A high-precision instantaneous frequency (IF) identification algorithm is proposed in this paper. The algorithm is based on the relationship between the signal phase and time, and uses Taylor's expansion to parameterize the time-varying frequency. It can accurately identify the IF of various frequency-modulated (FM) signals. The simulation results show that high identification precision can be obtained when the frequency of the signal is stable or modulated by linear and nonlinear functions. Compared to the conventional IF identification algorithms Hilbert transform (HT) and Wigner-Ville distribution (WVD), the proposed algorithm performs better in accuracy. Besides, the proposed algorithm is not sensitive to the amplitude-modulation behavior, and it shows better precision than the Direct Quadrature (DQ) algorithm, which is an IF identification algorithm of the amplitude-modulated signal. The calculation amount of the proposed algorithm is not related to the sampling rate. Increasing the sampling rate can make the identification precision higher without changing the calculation speed. It can provide the theoretical basis for the IF identification of a grid-connected inverter and other automatic devices in the power system.
I. INTRODUCTION
Currently, represented by photovoltaic power and wind power, most of the new energy generation forms of distribution grid are direct current, which needs to be inverted before they incorporated into the AC power system. Accurate instantaneous frequency (IF) identification can provide the theoretical basis for the AC voltage output of inverters keeping consistent with the power grid frequency. Therefore, it's a significant guarantee to improve the stability of new energy grid-connected operation and system security to measure the frequency accurately and timely and adjust the inverter voltage frequency. During the electromechanical transient period, system frequency will be modulated by nonlinear functions and change sharply due to system disturbances and the variation of system operation states. For example, faults and loss of loads may cause the system oscillation and frequency fluctuation, the frequency may be a sinusoid function of time [1] , and make the voltage signal perform The associate editor coordinating the review of this manuscript and approving it for publication was Wen-Long Chin . nonstationary and nonlinear characteristics which will be a nonlinear frequency modulated (NLFM) signal. In view of the situation that the signal frequency changes with time fast and dramatically, we proposed an algorithm to identify the IF accurately.
The identification technologies of signal amplitude, phase angle and other physical quantities have been relatively mature, whereas the IF is still needed to be study. In the past, the frequency identification algorithms in the power system mainly focus on the situation of the constant frequency with a deviation [2] - [8] . Zero crossing detection, Discrete Fourier transform (DFT) [2] - [4] , [8] - [11] , Kalman filters [12] - [14] and their modifications are usually used to identify the system frequency. The inverse of the signal period is considered as the average frequency in the algorithms of zero-crossing class. When the frequency is time-varying, the IF can not be calculated accurately. Signal spectrums can be calculated by the DFT based algorithms, which represent the frequency components in a time interval. Still, it is hard to obtain the IF value of the component we care about when the structure of the spectrums varies with time. Moreover, the DFT based methods are affected by the picket-fence effect and aliasing effect [5] , [6] , [15] . When the system frequency change rate reaches a certain level, these methods will not be able to adapt to it. Most of these methods can not solve the IF identification problem from the point of the definition of IF.
In recent years, time-varying frequency identification has attracted the attention of researchers, and some kinds of frequency-modulated signals probably existed in the power system have been discussed in [16] - [21] . Reference [16] proposed a complex-valued least squares framework to improve the accuracy of the smart discrete Fourier transform, which has a certain degree of adaptability to time-varying frequency. However, reference [16] did not consider the influence when amplitude modulation and frequency modulation behaviors exist in signals at the same time on the accuracy of the proposed algorithm. The cases of frequency modulated by linear and sinusoidal functions were discussed in [16] and [18] , while the relations between the frequency change rate, fluctuance range and the identification errors were not presented. And the IF tracking identification accuracy still needs to be improved. Reference [19] proposed a method based on multi-resonant and adaptive notch filter to identify the frequency of the signal. However, when the frequency is time-varying, the proposed method in [19] did not show high precision in IF identification. Reference [20] proposed a dynamic frequency and amplitude estimated algorithm based on the unscented Kalman Filter (UFK). However, for the time-varying frequency signal, it only considered the frequency modulated by a linear function. An adaptive algorithm based on UFK was presented to estimate the linear and sinusoidal frequency in [21] . References [16] - [21] did not consider the cases in which the frequency is modulated by higher-order time polynomials. For the proposed algorithms in [16] , [18] , [19] , the specific form of the time-varying frequency signals whose frequencies are modulated by different functions and the definition of IF were not considered. What's more, since the proposed algorithms in [5] , [16] - [18] involve integral (summation) operation of sampling points, the calculation amount (calculation speed) may vary with the change of sampling rate. These algorithms have their limitations.
Time-frequency distributions (TFD), as a subclass of timefrequency representations (TFR), are used to describe the time-varying characteristics of the nonstationary and nonlinear signal in the time-frequency plane. Generally, the TFDs can be obtained by using Time-frequency analysis methods, including short-time Fourier transform (STFT) [22] - [24] , wavelet transform (WT) [25] - [27] , Wigner-Ville distributions (WVD) [28] - [31] , Hilbert Transform (HT) and their modifications. The peaks and the first moment of the TFDs contain the information of IF [32] - [35] , and the energy concentration of the TFDs determine the estimation accuracy of IF [22] . Within the time window chosen by the STFT, the part of the signal is assumed to be stationary, and the spectrums of the signal in this time window can be work out by DFT. The WT can be viewed as the STFT with adjustable window size [22] , and still with the problems of spectrum leakage and non-adaptive nature [36] . The STFT and WT methods are based on the thought of Fourier transform, and due to the limitation of Heisenberg uncertain principle, the time resolution and the frequency resolution won't be optimal at the same time [22] . Compared with the STFT and WT, as a bilinear transformation, the WVD can provide a batter time-frequency resolution. However, when the phase of the signal is nonlinear (the frequency is modulated by a nonlinear function, and the phase function has high-order derivatives), the IF estimated by the WVD is biased [34] . The derivative value of the phase of the analytic signal created by the HT is considered as the IF, while it's equal to the first moment of the TFD worked out by the WVD. According to the Nuttall theorem [37] , the HT of a sinusoidal signal with a nonlinear phase which has higher derivatives is not equal to the original signal with a phase shift of 90 • . Thus, the first derivative of the phase function of the analytic signal is not totally equal to the IF of the original signal [38] .
To identify the IF accurately under the conditions of frequency varying with time, we proposed a high precision IF identification algorithm. The proposed algorithm is based on the definition of IF and uses Taylor's expansion to describe the time-varying frequency, which can deal with many kinds of FM signals including linear, nonlinear higher-order time polynomials FM signals and sinusoidal FM signals. Different from the reference work discussed earlier, we presented the relationships between the identification errors and some parameters of the sinusoidal FM signals and verified the effectiveness of the proposed algorithm in IF identification of different FM signals, including linear, nonlinear higher-order time polynomials FM signals and sinusoidal FM signals. Simulation results show that the proposed algorithm can deal with many kinds of FM signals, and it achieves higher precision compared to the HT and WVD. Besides, the proposed algorithm is not sensitive to the amplitude modulation behavior. Compared to the Direct Quadrature (DQ) algorithm proposed in [38] , which is used to identify the IF of an amplitudemodulated signal, the proposed algorithm performs much better in accuracy. Different from other algorithms involving integral (summation) operation (such as the frequency estimation method used in [10] and [39] , the computational complexity is relative to sampling rate and the signal length), the calculation amount of the proposed algorithm is fixed, and it will not change with the sampling rate, which means we can adjust the sampling rate until we get a satisfactory accuracy. And it can provide the theoretical foundation of frequency measurement of the power system under the conditions of frequency time-varying.
II. THE IF MODEL AND THE IDENTIFICATION ALGORITHM A. THE MODEL OF INSTANTANEOUS FREQUENCY
In the power system, the form of the time-varying frequency can be expressed as:
(1)
When the system is stable, the system frequency can be considered as a stable value of f 0 . When the system is disturbed, the system frequency will fluctuate near the rated value. That is, f = 0, and in this situation, the frequency is a function of time. Usually, the system frequency will fluctuate nonlinearly and slowly within a range allowed. f (t) can be described as Taylor's expansion, which is:
The more items are taken in (2), the more accurate the description of the frequency change function is. According to the Weierstrass approximation theorem [40] , on a bounded interval, a polynomial can be used to approximate any continuous functions to any degree of accuracy uniformly. Therefore, the frequency modulated by various continuous functions can be approximated by (2) , and it's the reason why the proposed algorithm can adapt to a variety of continuously varying forms of frequency. In general, IF is defined as the derivative of the signal phase, and the phase can be expressed as the integral of the IF in a period of time. Assuming that the time is t = [0, t 0 ], and the initial phase is zero, when the frequency is a nonlinear function of time, we obtained the relationship of the phase and the angular frequency:
The relationship between angular frequency and the frequency is:
Thus:
The voltage signal function within the time interval [0, t 0 ] can be expressed as:
where U m is the voltage peak, and θ 0 is the initial phase angle. Equation (6) is namely the FM signal function.
B. THE IF IDENTIFICATION ALGORITHM
Since the time-varying component f (t) can be expressed by Taylor's expansion (2) , to get enough precision, we took first 4 or first 5 items to describe the time-varying frequency, which can be expressed as:
Theoretically, (8) is more accurate than (7). Thus, assuming that the θ 0 is 0, according to (5) , the signal phase functions can be expressed as:
As is shown in Fig.1 , the sampling schematic diagram of a sine signal contains the information of the relationship between phase and time. The sampling points do not coincide with the signal zero points. Four periods t 01 -t 04 shown in Fig.1 can be calculated by summing the sampling time intervals.
When the signal crosses zero, the exact time of the zero points can be calculated by linear interpolation. However, this method has some limitations. One is that the lower is the sampling frequency, the worse is the calculation precision. Two is that the linear function can not fit the signal well. Therefore, in this paper, a nonlinear polynomial function is used to fit the waveform near the zero points.
We took the signal function u(t) = sin(2π×50t-π /6) as an example and set the sampling frequency as 20×50Hz. The sampling waveform from 0.028s to 0.033s is shown in Fig.2 .
When there are n interpolation nodes, the n-order Newton's backward interpolation formula U n can be expressed as:
where the divided differences can be expressed as: The parameter h in (12) is the time interval between two points. We set u n = u(t n ) and the m orders difference at t n can be calculated by:
Since the sampling frequency is fixed and the interpolation nodes are equidistant, we took t = t n + ph, −1 ≤ p ≤ 0 into (11) , and U n can be expressed as
Take t 0 -t 3 as the interpolation nodes and n = 3, and (14) will be:
Equation (15) is the fitting function of the signal when it passes through zero. Solve the equation
by using the Newton iteration method. According to the relationship between t i and h, and their similar triangle relation which are shown in Fig.2 , (17) and (18) are established:
.
The initial value of the iteration can be calculated by
In general, sufficient precision can be obtained by iterating three times. After solving (16) , the time interval between the zero point and the first sampling point after the zero point can be obtained by substituting the value of the solution into (17) . That is, the values of t 1t 4 in Fig.2 can be obtained. Then, in 2 cycles, as is shown in Fig.1 , t 01 -t 04 can be solved by:
According to Fig.1 , the phase difference between two adjacent zero points is 180 • . When (7) and (8) are used to describe the nonlinear time-varying frequency, according to (9) and (10), within the time intervals t 01 -t 04 , we established (21) and (22), as shown at the bottom of the next page.
Equation (21) is a system of linear equations whose f 0 + f 0 , a, b, and c are still unknown, and (22) is similar to (21) . Expressing (21) and (22) in the form of Ax = b, we obtained: 
where column vector
It is easy to know:
Therefore, the systems of linear equations (23) and (24) have solutions. We used Gauss elimination to solve (23) and (24) , and the new form like (26) can be obtained: 
where the coefficient matrix is in the form of the upper triangle. Then working out the column vector x should be easy. Take the solutions of (23) and (24) into (7) and (8) respectively, and the IF of the first sampling point after the fifth or sixth zero-crossing points in Fig.1 can be obtained:
When the sampling point is M sampling intervals from zero point 0 (point t M is shown in Fig.1 ), the IF of t M should be expressed as:
When the frequency is relatively stable, and the real-time requirement of frequency measurement is high, (29) and (30) can be used to calculate the IF of each sampling point. Compared to (27) and (28), the identification results obtained by (29) and (30) may have a relatively large error. According to the relationship between phase and time, the values of the elements in column vector x are updated once every half-cycle. However, the exact expressions of the frequency are (31) and (32):
Before the next zero points are coming, that is, before x is updated, the high order terms in (31) and (32) may grow up and present a relatively large value with the accumulation of time. Thus, there may be a large error when (29) and (30) are used to calculate the IF of the sampling points which are far away from the last zero points.
According to (29) , when the values of a, b and c are known, we can calculate the IF of point t M efficiently through the right side of (29) , which only contains four times addition and five times multiplication when we set t M = t 0 + Mh. When (27) are used to identify the IF of the first sampling points after the zero points, the computation burden mainly comes from solving f 0 + f 0 , a, b and c. According to (12)-(21) and Fig.2 , not all the sampling points of the signal, but only the four sampling points near the zero-crossing points are used in the solving processing procedure. The amount of computation required to execute the algorithm once is fixed, and it will not be affected by the sampling rate and the length of the signal sequence. 
III. EXAMPLE ANALYSIS A. FOR THE STATIONARY SIGNAL WITH A CONSTANT FREQUENCY
Considering the situation of stationary signal with a constant frequency, we set the signal function as
where the frequency f is within the range of 40Hz to 60Hz, and the initial phase angle ϕ 0 is 30 • . The sampling frequency is set as 50×256 Hz. We use (27) to identify the frequency of (33), within the time of 0s-2.0s, which contains much enough cycles to verify the effectiveness of the proposed algorithm. It should be noted that the errors are the maximum absolute value of the difference between the calculated value and the true value within 2.0s, which are shown in Fig.3 . When the true frequency is near 50Hz, the identified frequency shows a high precision, and the maximum error is no more than 0.0006Hz when the signal frequency is within the range of 40Hz-60Hz. For the stationary signal with a constant frequency, the algorithm can identify the frequency accurately.
B. FOR THE LINEAR AND NONLINEAR FM SIGNAL
Some complex operating conditions in the power system may cause the system frequency modulated by a linear/ nonlinear function of time. To verify the adaptability of the proposed algorithm to different types of FM signals, we used the linear and nonlinear higher-order time polynomial FM signals to test the IF tracking capability of the proposed algorithm. The linear and nonlinear frequency models are expressed as
where f 0 = 50Hz and r is the change rate of frequency. Parameters r 1 -r 5 are the corresponding coefficients of the high order time items respectively. For the linear FM signal, we set r = 30Hz/s, and f 0 is 50 Hz. For the nonlinear FM signals, we set:
We used (29) to identify the IF of the FM signals whose frequencies modulated by (34) , (35) and (36) within 0s-1.0s. The simulation results can be seen in Fig.4-Fig.9 . According to Fig.4, Fig.6, and Fig.8 , the IF tracking curves obtained by (29) are closer to the true frequency curves than those obtained by the HT and WVD. Besides, at both ends of the IF identification curves obtained by the HT and WVD show a significant deviation. It implies that the IF identification precision of the proposed algorithm is better than that of the HT and WVD. When (27) was used to identify the IF of the first sampling points after the zero-crossing points, the identification errors are shown in Fig.5, Fig.7 and Fig.9 . The corresponding maximum errors are 1.272 × 10 −3 Hz, 6.307 × 10 −4 Hz and 7.447 × 10 −4 Hz respectively. Consider using the mean square error (MSE) to represent the deviation degree between the identification values obtained by (27) and the true values:
(IF (identified) − IF (true) ) 2 ) (38) where N is the number of data. The MSEs (in dB) of the identification errors of (34), (35) and (36) are −66.3523dB, −72.3424dB and −70.8769dB respectively. The larger the MSE value (in dB) is, the higher the deviation between the identified values and true values is. Relative to (35) and (36), the identification errors of (34) shows a lager deviation on the whole because the coefficient of the first-order term of time in (34) is larger (r = 30Hz/s > r1 = 10Hz/s). Moreover, (27) has introduced the quadratic and cubic terms of time. Under the condition of coefficient set in (37) , the identification errors caused by the fourth and fifth items of time are not visible. Therefore, the identification errors of (35) and (36) are almost the same. The simulation results indicate that the proposed algorithm can accurately identify the IFs of the three types of FM signals. Furthermore, the adaptability of the proposed algorithm to linear and nonlinear FM signals is verified. Higher accuracy can be obtained by increasing the sampling rate. Fig.10 shows the identification error at different sampling rates when we used (27) to identify the IF of (36). The higher the sampling rate, the smaller the identification error.
C. FOR THE SIGNAL WITH A SINUSOIDAL-MODULATED FREQUENCY
When the power system is disturbed by some faults or loss of loads, the system frequency will fluctuate and deviate from the standard value of the stable operation. Frequency oscillatory variations can be described as a sinusoidal function, which can be expressed as:
where f 0 is the steady-state operation frequency of the system, f 1 is the oscillatory range of frequency, and f α represents the frequency of fluctuation. We assume that the working frequency is 50Hz. Set f 1 as 10, A as 100, and f α as 3. The signal in the time domain is presented in Fig.11 :
Different from the stationary signal, the NLFM signal with a frequency modulated by a sinusoidal function, presented in Fig.11 , has cycles with different lengths. Considering actual situations in the power system, the range of frequency fluctuation is limited. Set f 0 as 50Hz, f 1 as 4Hz, A as 100 and f α as 3Hz, and the functions of frequency and signal can be expressed as:
Use (29) and (30) to identify the IF of (42) within 0s-1.0s, the sampling frequency is set as 50×256 Hz, and the frequency tracking curves are presented in Fig.12 :
The simulation result shows that, true frequency curve and identified frequency curves are fit very well, which means the identification error is very small. Higher accuracy can be obtained by using (27) and (28) to calculate the IF of first sampling points after signal zero points within 0s-2.0s. Compared to the HT and WVD algorithms (presented in Fig.13 ), the proposed algorithm performs better and has more stable errors while the identification results obtained by the HT and WVD deviate substantially from true IF values, especially at both ends of the data. Only in the middle of the data, the HT and WVD algorithm can obtain satisfactory accuracy.
Due to using the time-varying frequency model (27) and (28), the proposed algorithm achieves excellent performance for the signal with a frequency modulated by a sinusoidal function. Furthermore, (28) shows higher precision, which means the more items are taken in (2), the higher precision can be obtained to identify the IF.
Theoretically, the accuracy of the algorithm is affected by the value of f 1 and f α . In order to explore the influence of f 1 and f α on the identification error, we considered the function
where δ is the maximum error in 0s-2.0s, f 1 is in the range of 0Hz-5Hz, and f α is in the range of 1Hz -5Hz. Use (27) and (28) to identified the IF of (42), respectively, and the relation surfaces between δ(Hz), f 1 and f α can be obtained. As shown in Fig.14 and Fig.15 , high precision IF identification can be achieved when (27) and (28) are used in it. The error of (28) is less than that of (27) when f 1 and f α are in the same range. And the error caused by the increasing of f α is more than that of f 1 , it means that the precision of the algorithm is more sensitive to f α .
In order to present the calculation speed of the proposed algorithm and illustrate that the proposed algorithm is not affected by the sampling rate, we used (29) and (30) to identified the IF of (42) in 0s-2.0s and recorded the execution time. We set the sampling rates as 50×256 Hz, 50×512 Hz, 50×1024 Hz and 50×2048 Hz (Since the algorithm is unable to identify the IF of the first signal cycle, we set the time to start calculating as 0.07s). It should be noted that the parameters f 0 + f 0 , a, b and c must be solved for each IF value, which means to execute the whole process of the proposed algorithm for each IF. The tests are implemented by MATLAB R2018a, on a PC with Intel Core I7 6820HK processor with a basic frequency of 2.7 GHz and 16GB memory with the frequency of 2400MHz. The calculation time of each IF value corresponding to each sampling point is presented in Fig.15 . According to the test results, on the whole, the calculation time of (30) is longer than that of (29) . It can be found that the calculation time of single IF value does not change significantly with the change of sampling rate. The mathematical expectations of the calculation time under four sampling rates are almost the same, which indicates that the influence of the change of sampling rate on the calculation speed of the proposed algorithm is not obvious.
According to Fig10 and Fig.16 , if the conditions permit, increasing the sampling rate can make the algorithm improve the identification accuracy without changing the calculation speed. 
D. FOR THE FREQUENCY-MODULATED AND AMPLITUDE-MODULATED (FM-AM) SIGNAL
Under the complex operating conditions, a fault or switching operations may cause the modulation phenomenon of signal amplitude. Signals may exhibit complex modulation behaviors. When frequency modulation and amplitude modulation exist at the same time, the signal function can be expressed as
where ϕ(t) is considered as trigonometric function. The signal amplitude is modulated by a(t). This kind of signal may influence the IF identification performance. To verify the effectiveness of the algorithm, we considered two types of FM-AM signals. Let the amplitude is modulated by sinusoidal function (45) and exponential function (46), while the frequency is still modulated by (41) . For the first scenario, we set
which means the amplitude fluctuates in the range of 30%.
For the second scenario, we set:
The signal waveforms are shown in Fig.17 and Fig.18 . An algorithm called Direct Quadrature (DQ) proposed in [38] is used to identify the IF of the FM-AM signal. Based on a spline fitted normalization scheme which is designed to separate the AM and FM parts of the signal, the DQ algorithm can retain the phase information completely and normalize the amplitude. We used (27) , (28) and the DQ algorithm (which can be operated by a MATLAB toolbox [41] ) to identify the IF of the signals, and the results can be seen in Fig.19 and Fig.20 .
The DQ algorithm may have a significant error at the end of the data as shown in Fig.19 . The error of the proposed algorithm is much smaller than that of the DQ algorithm. And the proposed algorithm performs better in IF identification under the situation of amplitude-modulation. Similar to the results of section C, (28) is more accurate than (27) . The results indicated that the proposed algorithm is not sensitive to the behavior of amplitude modulation, and normalizing the amplitude is unnecessary for it. 
IV. CONCLUSION
In view of the NLFM signals with a time-varying frequency, a high precision IF identification algorithm is proposed in this paper. In this algorithm, Taylor's expansion is used to describe the time-varying frequency and the equations about the coefficients of Taylor's expansion are established according to the relationship between time and phase. And Newton interpolation polynomial is applied to fit the zero points of the signal function. Finally, the problem is converted to solving a system of linear equations. The proposed algorithm can identify a variety of continuous time-varying frequencies, and it is not sensitive to the amplitude-modulated behavior. Besides, the calculation amount of the proposed algorithm is not related to the sampling rate. Compared to the conventional algorithm HT, WVD and DQ algorithms, the proposed algorithm performs better in IF identification. It can provide the theoretical basis of the frequency detection of the power system automatic devices and the frequency tracking of grid-connected inverter in new energy generation. If the real-time, accuracy and anti-interference requirements are higher, the algorithm can be improved in the following ways:
1) The frequency time-varying model (2) should depend on the practical need. Theoretically, the more high-order terms the model contains, the more accurate the model is, the smaller the computation error is. 2) Increase the sampling frequency. 3) Before identifying the IF, the data of the signal should be preprocessed by noise reduction or filtering to eliminate the influence of harmonic and noise.
