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Abstract
Machine learning systems are infiltrating our lives and are beginning to become important 
in our education systems. This article, developed from a synthesis and analysis of previ-
ous research, examines the implications of recent developments in machine learning for 
human learners and learning. In this article we first compare deep learning in computers 
and humans to examine their similarities and differences. Deep learning is identified as 
a sub-set of machine learning, which is itself a component of artificial intelligence. Deep 
learning often depends on backwards propagation in weighted neural networks, so is non-
deterministic—the system adapts and changes through practical experience or training. 
This adaptive behaviour predicates the need for explainability and accountability in such 
systems. Accountability is the reverse of explainability. Explainability flows through the 
system from inputs to output (decision) whereas accountability flows backwards, from a 
decision to the person taking responsibility for it. Both explainability and accountability 
should be incorporated in machine learning system design from the outset to meet social, 
ethical and legislative requirements. For students to be able to understand the nature of the 
systems that may be supporting their own learning as well as to act as responsible citizens 
in contemplating the ethical issues that machine learning raises, they need to understand 
key aspects of machine learning systems and have opportunities to adapt and create such 
systems. Therefore, some changes are needed to school curricula. The article concludes 
with recommendations about machine learning for teachers, students, policymakers, devel-
opers and researchers.
Keywords Machine learning · Human learning · Deep learning · Explainability · 
Accountability
 * Mary E. Webb 
 mary.webb@kcl.ac.uk
Extended author information available on the last page of the article
 M. E. Webb et al.
1 3
Introduction
Many people will have heard of machine learning (ML) through examples like self-driving 
cars, online recommendations from Amazon or Netflix, voice controlled digital assistants 
on mobile phones and spam filters. More broadly, applications of machine learning are 
widespread and increasing across most areas of human endeavour including agriculture 
(Liakos et al. 2018), the energy industry (Cheng and Yu 2019), e-commerce (Zhang et al. 
2018), fault detection and diagnosis across most types of machinery (Zhao et al. 2019) and 
healthcare (Faust et al. 2018). Likewise, in education, machine learning is becoming more 
widespread and has been used for improving curriculum design (Ball et  al. 2019), pre-
dicting students’ grades (Livieris et al. 2019), recommending higher education courses to 
students (Obeid et al. 2018); and student modelling for intelligent tutoring systems (Conati 
et al. 2018).
Recent developments in machine learning can enhance or transform learning, and this 
possibility has implications for what learners and teachers need to understand about using 
machine learning systems in education. This paper was born from a meeting of experts 
in Quebec, Canada in October 2019. The hosting organisation, EDUsummIT, is a global 
community of researchers, policymakers and practitioners committed to supporting the 
effective integration of Information Technology (IT) in education by promoting active dis-
semination and use of research. The EDUsummIT thematic working group for this paper 
comprised experts in information technology education, computer science, assessment, 
STEM career development, and a Chief Knowledge Officer. The aim of the meeting was 
to review recent developments in machine learning, analyse opportunities and issues and 
to examine implications for education. Some previous analyses have looked more broadly 
at artificial intelligence in relation to particular aspects of education rather than focusing 
on the implications of recent developers in machine learning specifically. For example, 
Touretzky et al. (2019a, b) focused on reviewing and identifying the concepts that students 
should learn about artificial intelligence while Knox et al. (2019) examined how artificial 
intelligence could support inclusive education. A report for the European Union aimed at 
policymakers (Tuomi 2018) identified a number of broad issues, tensions and policy rec-
ommendations which are largely consistent with the more specific outcomes from our anal-
ysis. Focusing on recent rapid developments, a report by Hao (2020) for the MIT review 
examined the technologies and philosophy behind the major push by Chinese companies 
into artificial intelligence for learning, which is so far predominantly supporting home-
based tutoring but has very broad ambitions.
The EDUsummIT group used an expert panel approach similar to that described by 
Galliers and Huang (2012). More specifically the process involved pre-meeting collabo-
rative writing and intensive literature review leading to a discussion paper and structure 
for the meeting. During the meeting, discussions within the group and with other mem-
bers of EDUsummIT enabled critical reflection to the point of theoretical saturation (Low 
2019). In this way, the meeting was able to synthesize and analyse previous research to 
produce a report (Webb et al. 2019). Our analysis revealed that two of the major issues for 
machine learning in education, as well as in other fields, are explainability and account-
ability. As will be explored in the current article, new methods of machine learning, often 
called deep learning, may incorporate too much complexity for the algorithms, models and 
reasoning processes to be accessible and explainable to users. In order to contextualise 
our examination of how machine learning might contribute to human learning, we start by 
examining the nature of deep learning in humans that leads to understanding and the kinds 
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of learning experiences that foster such learning. We start by examining the term "deep 
learning" as it applies to how humans learn. Next, we examine how the definition of "deep 
learning" is quite different when applied to machine learning. Comparing and contrasting 
these two definitions will clarify the differences and lay the ground for discovering how 
the deep learning of ML might be used to reinforce deep learning in humans. We then dis-
cuss opportunities provided by current machine learning capabilities by analysing recent 
applications in terms of the kinds of human learning they support as well as the issues and 
risks associated with deploying such applications in learning contexts. Finally, we discuss 
policy, practice and research recommendations for deploying machine learning capability 
in educational contexts.
Human learning moving towards deep learning
In characterising human learning (in contrast to machine learning) the term “deep learn-
ing” has been important for some years especially in higher education (Entwistle 2005; 
Howie and Bagnall 2013; Marton and Säljö 1976; Webb and Ifenthaler 2018). Marton and 
Säljö’s (1976) work focused on qualitative differences between outcomes of learning which 
they attributed to different levels of processing: surface processing and deep processing. 
Surface-level processing refers to memory recall forms of learning, while deep processing 
produces longer-lasting retention by, for example, focusing on the meaning of a text rather 
than memorisation. Since this earlier research, many researchers and practitioners in higher 
education have worked to promote the “deep learning” that they believe leads to a more 
comprehensive understanding of the subject matter (Entwistle 2005; Fullan et  al. 2017; 
Howie and Bagnall 2013). However, Howie and Bagnall (2013) have argued that the mod-
els of deep-surface learning are underdeveloped and there is a gap in the theorisation of the 
underlying structure and meaning of the models. Furthermore, the terminology lacks clar-
ity and precision. Nevertheless, many studies of students’ approaches to learning, particu-
larly in higher education, have made use of a deep learning versus surface learning model 
(see for example Asikainen and Gijbels 2017 for a review). Furthermore, the idea that deep 
learning is beneficial is prevalent in higher education where many lecturers aspire to ena-
ble deep learning in their students (Asikainen and Gijbels 2017). Fullan et al (2017) have 
argued for a change across compulsory education towards deep learning in order to address 
learning needs of all students at all levels in the twenty-first-century. Their conceptuali-
sation of deep learning is of a process that involves higher order cognitive processing to 
reach a deep understanding of content and issues. Furthermore, they characterise this kind 
of learning as challenging, often cross-disciplinary, active, collaborative, student-centred 
and personally relevant and incorporating the use of digital technologies and connectivity. 
Fullan et al.’s (2019) characterisation of deep learning involves transforming learning so 
that students are engaged in creative, meaningful activities focused on real-world prob-
lems. However, research looking for examples of deep learning in American schools found 
very few (Mehta and Fine 2019).
Links have been made between pedagogy embedded with formative assessment tech-
niques and deep learning because such pedagogy can achieve the engagement, student 
autonomous learning and self-regulated learning that enables the development of under-
standing (Shepard 2019). Over recent years the importance and nature of formative assess-
ment has been examined and has become an accepted element of classroom practice in 
many countries. More recently the importance of integrating formative assessment into 
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pedagogy has been emphasised (Black and Wiliam 2018). Black and Wiliam (ibid.), in 
examining pedagogy emphasising formative assessment, also identified some of the chal-
lenges for teachers in designing activities, enabling peer collaboration, making use of dia-
logue and providing appropriate feedback that leads to learning. Thus, they have provided 
some explanation of why deep learning may be scarce in schools. For formative assessment 
to be effective in supporting learning, whether mediated by humans or computers, the feed-
back needs to be part of a process of communication and interaction in which cognitive 
and affective factors are important and the students come to understand what they have 
achieved and what are the next steps for learning (Webb and Ifenthaler 2018).
Deep learning then, in educational terms, is arguably based on models that are as yet ill-
defined. While earlier explanations of deep learning were limited predominantly to achiev-
ing good understanding, more recent explanations focus on defining the learning processes 
that can achieve engagement and lead to understanding in learners. Such learning is being 
characterised as a transformational process that is rarely achieved. While this transforma-
tional approach to deep learning will be recognised by many teachers as a pedagogical 
approach that they would support and aspire to, we have identified reasons why teachers 
may find this approach difficult to implement. A vision for the future of assessment to sup-
port learning outlined by Webb and Ifenthaler (2018) is for technology to support teachers 
and students working together to understand their learning needs, move their learning for-
ward and develop evidence of their achievements. The deep understanding that we argue is 
possible through such a pedagogical approach is dependent on meaningful feedback that 
addresses both cognitive and affective needs of students. We now turn to deep learning in 
machines which, as we will discuss, is very different from human learning and is based on 




There is consensus that machine learning is a subset of artificial intelligence, and that deep 
learning is a subset of machine learning (see Fig. 1).
The origin of the term ‘artificial intelligence’ is attributed to a conference at Dartmouth 
College (USA) in 1956 and refers to studies where computers behave like humans. Follow-
ing more than 50 years of research, and abundant articles, artificial intelligence is still not 
clearly defined and there are diverse views on its potential and risks (Kaplan and Haen-
lein 2019). An early ubiquitous definition of machine learning which is often quoted and 
emphasises outcomes is:
Learning denotes changes in the system that are adaptive in the sense that they ena-
ble the system to do the same task or tasks drawn from the same population more 
efficiently and more effectively the next time. (Simon 1983, p. 28).
But as Wang and Tao (2008) explain, such a definition is inadequate for computer scientists 
who are focusing on designing algorithms and analysing problems that can be solved by 
machine learning. In education also, we need more functional definitions that characterise 
the machine learning processes as well as the outcomes. While, just like in human cogni-
tion, perceptual capabilities and access to data are also necessary for artificial intelligence, 
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it is the machine learning processes that determine not only the nature of the outcomes and 
judgements that are made by the system but also our access to how such judgements were 
made. Wang and Tao’s definition emphasises the practicalities of implementing machine 
learning: developing a model that is true to the real-world problem being solved and gener-
ating a representative dataset that can be used for training the model and using algorithms 
with statistical reliability:
the process (algorithm) of estimating a model that’s true to the real-world problem 
with a certain probability from a data set (or sample) generated by finite observations 
in a noisy environment. (Wang and Tao 2008, p. 49).
Thus, the nature of the machine learning in any particular system depends not only on the 
algorithms with which it has been originally programmed and the architecture specified, 
but also on the design decisions of the original engineers in terms of the values of learning 
rate parameters, the initial training regime, the choice of dataset, the context in which it is 
learning and subsequent upgrades to the system (Rahwan et al. 2019). The training regime 
refers to the way in which the machine is trained using a dataset selected to be representa-
tive of the overall dataset. Typically, data will be supplied to a machine learning system 
in batches and as the machine evaluates each batch of data it generates an error value for 
the difference between the existing model and the model generated by the new data. The 
learning rate parameter controls the proportion of the error value with which the model is 
updated at each iteration. Thus, the learning rate parameter controls the rate of machine 
learning: a faster rate would be expected to be less accurate.
Types of machine learning
Machine learning can be classified according to the inputs that it learns from as:
1. supervised learning where both training data and correct answers are supplied;
2. unsupervised learning where machines learn from a dataset on their own;
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3. semi-supervised learning where the training set has some missing data and the algo-
rithms are still able to learn from the incomplete data; and
4. reinforcement learning based on feedback from the environment.
A major focus for current research and development in machine learning is ‘deep learn-
ing’ (DL) or ‘deep neural networks’ (DNN). LeCun et al. (2015) provide a useful charac-
terisation of deep learning that primarily uses neural networks:
Deep learning allows computational models that are composed of multiple process-
ing layers to learn representations of data with multiple levels of abstraction….. Deep 
learning discovers intricate structure in large data sets by using the back-propagation 
algorithm to indicate how a machine should change its internal parameters that are 
used to compute the representation in each layer from the representation in the previ-
ous layer (LeCun et al. 2015, p. 436).
Deep learning is now widely used in speech recognition and computer vision and is 
expected to make a large contribution in many other fields in the near future (Sze et  al. 
2017). Back-propagation (see Fig. 2) is a process that takes place during the training phase 
of a neural network. As each element in a data set is processed through the neural network, 
the resulting prediction is compared with the actual known target value. Once the differ-
ence between the prediction and actual value is determined, the weights (strength) of links 
in the neural network are adjusted in a "backwards" direction, between adjacent layers, to 
minimize error between the prediction and target value. The complexity of multi-layered 
neural networks as well as the probabilistic nature of the models means that typically deep 
learning operates as a “black box” such that the basis of outcome decisions is not acces-
sible, so decisions may have limited or no explainability. Using deep learning, significant 
progress has been made for handling bimodal data and dealing with very large datasets, 






















Fig. 2  Back-propagation & memory in machine learning
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(Baltrušaitis et al. 2019) and low-quality datasets. Furthermore, whereas humans are very 
capable of coping with the typically continuous streams of data that we receive and can 
integrate new knowledge into existing knowledge, this lifelong learning remains very chal-
lenging for the deep learning algorithms currently available (Parisi et al. 2019). Typically, 
models are “trained” with static datasets and incorporating new data requires retraining 
which often results in catastrophic forgetting or catastrophic interference with existing 
knowledge (Parisi et al. 2019).
Issues in machine learning
As explained earlier, a machine making decisions and/or predictions may operate as a 
“black box” because deep learning algorithms and models can be very complex and inscru-
table thus inhibiting traceability of reasoning processes. In many situations there is a need 
for transparency of the reasoning processes as well as the data used so that decisions and 
conclusions made by machines can be explained. This transparency is essential to mini-
mize bias and ensure that decision making based on machine learning is fair, interpretable 
and accessible for all. There could be considerable legal obstacles to its adoption if the 
operational characteristics of a machine learning system cannot be explained. The Euro-
pean General Data Protection Regulation applies nearly worldwide, since it has implica-
tions for all European trading partners through its extraterritorial applicability. There is 
debate about the implied ‘right to explanation’ of algorithmic decisions in the EU General 
Data protection Regulation (GDPR):
The controller shall … provide the data subject with the following further informa-
tion necessary to ensure fair and transparent processing: … f) the existence of auto-
mated decision-making … and meaningful information about the logic involved, as 
well as the significance and the envisaged consequences of such processing for the 
data subject. (EU GDPR 2018, Article 13).
Harm caused by algorithmic activity can be hard to detect and find its cause. Furthermore, 
it is rarely straightforward to trace who should be held responsible for any such harm 
caused owing to the multiple actors involved in the design and development of the system. 
Creators of machine learning systems/models should be held accountable for any issues of 
bias and transparency. Key issues for machine learning in education are therefore explain-
ability and accountability.
Explainability in machine learning
Explainability is basically the ability to understand and explain ‘in human terms’ what is 
happening within the machine learning model; how exactly it works under the hood (Itran-
sition 2019). The problem is not unique to education: predictions in medicine also pre-
sent a dilemma in which complex deep learning predictions are becoming very accurate, 
for example, for determining cancer risk but prioritising accuracy over interpretability and 
transparency has been severely criticised (Hayashi 2019). Interpretability of machine learn-
ing systems is currently a strong focus for research (Carvalho et al. 2019; Doshi-Velez and 
Kim 2017). Doshi-Velez and Kim (2017) argue that not all systems need to be interpreta-
ble, for example aircraft collision avoidance systems function without human intervention. 
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More specifically, explanations are not necessary where: (1) there are no severe conse-
quences for incorrect results or (2) when the problem is very well studied and validated 
in real applications so that the system’s decisions can be trusted (ibid.). However, systems 
where fundamentally there is incompleteness in problem formalisation which therefore 
results in unquantified bias, require interpretability so that the gaps in problem formalisa-
tion are accessible to humans (ibid.).
Fundamentally, learning and assessment of learning are problems that can never be 
completely formalised, therefore arguably some level of interpretability and explainability 
is necessary for machine learning systems used in education unless there are no significant 
consequences for incorrect results. As we discuss later machine learning is used for a range 
of different types of human learning situations. Arguably, the use of machine learning in 
any system that supports student learning will have important consequences for those stu-
dents but obviously some systems such as those used for high stakes assessment may have 
life changing consequences.
There is much research on ways of developing rule-based systems to explain black box 
models but Rudin (2019) argues that, for high stakes decision-making, such systems are 
high-risk as they are very prone to inaccuracy. Therefore, Rudin (2019) argues for devel-
oping machine learning that is inherently interpretable. Initial guidance for industry also 
emphasises the importance of providing explainability in their artificial intelligence sys-
tems for engendering trust and empowering people to understand and evaluate such sys-
tems and contribute to the debate surrounding their use, and also for legal compliance. This 
guidance identifies six main types of explanation (Itransition 2019; ICO and Turing 2019, 
p. 19) as follows.
• Rationale explanation: the reasons that led to a decision, delivered in an accessible and 
non-technical way.
• Responsibility explanation: who is involved in the development, management and 
implementation of an artificial intelligence system, and who to contact for a human 
review of a decision.
• Data explanation: what data has been used in a particular decision and how; what data 
has been used to train and test the artificial intelligence model and how.
• Fairness explanation: steps taken across the design and implementation of an artificial 
intelligence system to ensure that the decisions it supports are generally unbiased and 
fair, and whether or not an individual has been treated equitably.
• Safety and performance explanation: steps taken across the design and implementation 
of an artificial intelligence system to maximise the accuracy, reliability, security and 
robustness of its decisions and behaviours.
• Impact explanation: the impact that the use of an artificial intelligence system and its 
decisions has or may have on an individual, and on wider society.
What is apparent however, is that there are no agreed metrics for the quality of explana-
tion methods (Carvalho et  al. 2019) and comparisons are difficult because explanations 
can vary in format so much across different contexts. For example, Holzinger’s (2018, p. 
61) explanation is presented as a heatmap of molecule properties with a dendrogram for 
groups and colour coding for molecular values. It is hard to conceive a metric which would 
compare this visualisation with the percentage likelihood of identification output from 
Machine Learning for Kids. Conati et al. (2018) describe how example tracing evaluates 
students’ problem-solving steps against typical examples of correct problem-solving steps, 
represented by behaviour graphs. This Bayesian Knowledge Tracing is reflected back to 
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the student as a series of ‘skill bars’ to help them identify areas where more learning is 
required. As is clear from these diverse examples, explainability is context specific so what 
is needed is a set of approaches to explanations together with a general framework that can 
identify an appropriate approach for any particular system taking into account the type of 
domain, use case and type of user (Carvalho et al. 2019).
Accountability in machine learning
Accountability is required when the outcome of a machine learning system is challenged. 
As the system is designed, trained and applied, different potential fault sources can be iden-
tified. Much current debate focusses on the reasonable representativeness of training sets. 
Unfair outcomes can emerge if the population sample used for training is insufficient or 
biased for wider application. Faults can also arise at other stages, particularly if the source 
data fed into the system is erroneous (in the ‘apply’) stage. Two ontological perspectives 
on accountability are prevalent. The first relates to the post-factum accountability, involv-
ing a blameable agent. The second is the normative one, with society assessing machine 
learning systems performance against norms of fairness, justice etc. (Porayska-Pomsta and 
Rajendran 2019).
The key mitigating differences between artificial intelligence and human decision-mak-
ing are that human decisions involve individual flexibility, context-relevant judgements, 
empathy, as well as complex moral judgements, missing from artificial intelligence. In 
some cases, the machine learning system must operate very quickly (autonomous driving, 
aircraft control systems) and immediate accountability is impractical. However, post-facto 
accountability is crucial, since it can be used to diagnose a crash and improve future sys-
tems. In other cases, for example in the TARDIS project (Porayska-Pomsta and Rajendran 
2019; Porayska-Pomsta and Chryssafidou 2018) (Fig. 3), the designers successfully used 
the Open Learner Model approach. This was facilitated through an off-the-shelf Microsoft 
Kinect and a high-quality microphone, to provide young people at risk of exclusion from 
education, employment or training with insight into their social interaction skills in job 
Fig. 3  TARDIS video recordings with synchronised user-inspected data (Porayska-Pomsta and Rajendran 
2019, p. 53)
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interview settings. TARDIS used machine learning based agents (shown on the computer 
screen) acting as job recruiters. Data was gathered on the quality of young people’s specific 
verbal and non-verbal behaviours (e.g. length of answer to specific interview questions, 
facial expressions, quality of gestures, posture, and voice respectively) as they interacted 
with the machine learning agent. For accountability, users had access to interactive time-
lines of their interview simulations, including precise information on all the actions that 
they and the machine learning agent performed, moment by moment. A comparison study 
showed improvement in the quality of participant interview answers, verbal and nonverbal 
behaviours.
Joshua Kroll provides a three-layer model of accountability for machine learning. The 
bottom recording layer keeps track of what the system does and how it has been changed 
over time. The middle analytical layer analyses these records and matches them with out-
put performance. The top responsibility layer determines who made which change and the 
consequence enhancement or degradation of performance. This has to be done whilst pro-
tecting commercially confidential algorithms or trained model weights. By applying these 
principles to the USA entry visa lottery, he was able to show the accountability circuit 
would require a computational overhead of only .12% (Kroll 2012, p. 186). As we have 
seen, although we don’t yet have all the answers, research is beginning to address these 
issues of explainability and accountability in some contexts. Next, we will examine learn-
ing opportunities enabled by machine learning focusing on both the potential for support-
ing deep human learning and how important explainability and accountability are for each 
type of application. More specifically, key questions are: how important is explainability 
for a particular system? For example, if using a system produces better learning, does it 
matter if the system acts like a black box so that the student simply follows the system’s 
instructions/advice and cannot question the approach? Similarly, if the teacher has no way 
of examining or questioning the system’s approach and is thus disempowered and unable 
to manage the students’ learning, does that matter if the students’ learning improves? With 
regard to accountability in education, currently teachers are held accountable for the learn-
ing achievements of their students. If the students are learning from machine learning sys-
tems who is accountable? With respect to assessment, currently it is usual for the assess-
ment criteria, marking schemes, marked scripts etc. to be accessible to scrutiny, so they can 
be checked by examiners. For high stakes assessments such arrangements are essential for 
accountability. However, high stakes assessments are notoriously unreliable, so if machine 
learning systems could produce more accurate and reliable assessments, would the impor-
tance of accuracy be preferred over explainability and accountability?
Learning opportunities enabled by machine learning
First, we will identify the range of types of applications of machine learning systems 
that may be used in education and then we will examine specific examples in more 
depth in order to analyse the learning opportunities provided and whether and how the 
issues of explainability and accountability are addressed. Machine learning systems 
can: adapt the learning process and resources to provide personalised learning perhaps 
with assistive tutors; recommend courses or resources to students based on students’ 
characteristics; recommend groupings to teachers or students (Rajagopal et  al. 2017); 
predict students’ grades or behaviours (Han et al. 2011; Livieris et al. 2019) and interact 
with students to provide feedback. Furthermore, some more standard online learning 
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environments may have machine learning elements for specific purposes, for example, 
to measure learners’ engagement (Dewan et al. 2019). Machine learning systems don’t 
necessarily need to act alone: one promising approach is to combine machine learn-
ing with crowdsourcing by utilising the different strengths of each approach to create a 
hybrid tool, for example for analysing student interactions in online systems especially 
Massive Open Online Courses (MOOCs) or for detecting cheating in online exams (Ale-
nezi and Faisal 2020). Kloos et al. (2019) discussed three main educational purposes of 
machine learning for supporting human learning in more complex contexts: (1) mixed 
realities; (2) multimodal interaction and (3) mixed social networks. Mixed realities 
enable student interaction involving immersion in a virtual reality as well as the con-
textualisation of the real world while machine learning supports personalisation based 
on students’ data. Multimodal interaction and in particular the use of voice assistants 
that use machine learning for natural language processing enable a more natural way of 
interacting with computer systems. In mixed social networks especially, for example, 
in MOOCs, machine learning systems can analyse interactions between large numbers 
of students and identify patterns in social interaction and students’ behaviours. Most of 
these examples are still being developed and researched with a view to identifying the 
most appropriate machine learning methods and their degree of accuracy (Kloos et al. 
2019; Nájera and de la Calleja Mora 2017) so currently the specific types of machine 
learning algorithms in use are still under consideration.
Examples of how deep learning systems are already becoming important in educational 
contexts include assistive tutors, such as Amira and Duolingo that aspire to increase student 
progress through individualized support and instantaneous feedback. Amira is a reading 
assistant (chat bot), for K-3 students that listens, assesses and coaches to accelerate read-
ing mastery using deep learning to determine its interventions. Duolingo is an application 
for learning a foreign language that adapts to the user’s capabilities, using users’ data and 
deep learning, to predict, for example, whether the user will remember a word. Data from 
300 million users also enables the Duolingo system to use deep learning to discover new 
insights about the nature of language and learning. Both Amira and Duolingo have been 
developed over some years with the addition of increasingly sophisticated machine learn-
ing capabilities that are not detailed in the literature. These assistive tutors are used pre-
dominantly for informal learning and they have had some success for aspects of language 
learning that require frequent practice (García Botero et  al. 2019) i.e. relatively shallow 
human learning rather than deep human learning. Nevertheless, for some aspects of lan-
guage learning e.g. developing vocabulary, these relatively shallow skill-based approaches 
are considered useful (García Botero et al. 2019). Enabling students to be self-motivated 
to use such systems remains a challenge (ibid.). Duolingo has implemented a basic track-
ing system for teachers to review students’ progress through the tasks, but the machine 
learning that it employs acts as a black box. Arguably, while such systems are used only 
in informal contexts or as extensions to formal classroom work, incorrect results have no 
severe consequences so their lack of explainability it is not a significant concern (Doshi-
Velez and Kim 2017).
Another system has been described by Bosch et al. (2016) which used computer vision, 
learning analytics, and machine learning to detect students’ affect (emotional state) in the 
real-world environment of a school computer lab that contained as many as thirty students 
at a time. The system could identify student boredom, confusion, delight, engagement, and 
frustration in natural environments up to 98% of the time. This example of measuring and 
characterising affective factors shows that machine learning components can go further 
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than the delivery of content and assist with a range of educational aspects hitherto pre-
sumed the sole domain of teachers.
Learning about machine learning
Many countries have recently redeveloped their computer science curricula to respond to 
the need for a better understanding of computer science among citizens as well as the need 
for more computer scientists (Webb et al. 2018), but curricula will need to adapt further 
in order to address the changing emphasis in computer science brought about by machine 
learning and artificial intelligence. There are signs that some countries are responding 
to developments in artificial intelligence with curriculum initiatives. China has stated its 
intention of becoming a world leader in artificial intelligence by 2030 and is introducing 
artificial intelligence into curricula in primary and secondary schools (Jing 2018; Yang 
2019). In its articulation of a new national curriculum, China identified the need to respond 
to the fact that artificial intelligence is replacing humans in many areas and this affects the 
kind of competences that humans should develop (Wang 2019). China’s approach to its 
curriculum for artificial intelligence is within an “environment of reflection on the rela-
tionship between artificial intelligence and human intelligence, the collaboration between 
man and machine, and shared development of the future” (Yang 2019). Within this envi-
ronment, instead of focusing on computers and the Internet, the curriculum for artificial 
intelligence focuses on data, algorithms, information systems and the information society 
(ibid.). Through a module focused on AI, within STEM education, students learn about 
the concepts and historical development of artificial intelligence and gain practical expe-
rience of developing simple artificial intelligence applications through a problem-solving 
approach with some elements of computational thinking (Yu and Chen 2018).
An initiative based in the USA (ai4k12.org), sponsored by the Association for the 
Advancement of Artificial Intelligence (AAAI) and the Computer Science Teachers Asso-
ciation (CSTA), to develop a framework for artificial intelligence for K-12, has identified 
big ideas of artificial intelligence which they claim cover the richness of the field while 
being small enough to be manageable by teachers (Touretzky et al. 2019b) as part of com-
puter or data science education (Magenheim and Schulte 2020). As with the Chinese cur-
riculum, this approach also emphasises strongly the need for students to experience artifi-
cial intelligence, not only through interacting with artificial intelligence, but also through 
adapting and creating artificial intelligence systems. Table 1 summarises these big ideas, 
which have been suggested to frame the development of the curriculum for artificial intel-
ligence, and what students should understand (Touretzky et al. 2019a).
These developments and especially the broad range of topics shown in Table 1 illus-
trate the complexity of developing a curriculum that provides students with appropriate 
knowledge and skills. The broad range of topics also suggests the need for an interdisci-
plinary approach as well as for significant adaptations to computing curricula. This cur-
riculum challenge is also illustrated at university level where Langley (2019), in an analy-
sis of existing introductory artificial intelligence courses in universities, has identified a 
number of problems in the content and structure of these courses that may detract from 
students developing appropriate background understanding and capabilities. More specifi-
cally, Langley argues that current introductory courses focus on students being consumers 
of artificial intelligence rather than producers. This approach fails to include many of the 
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discipline’s basic and important ideas. It tends to cover isolated elements that are easy to 
teach, rather than looking at the integrated nature of the subject.
Research on how children around the world interact with artificial intelligence driven 
smart toys and home systems like Alexa, indicate that children who have experience con-
structing algorithms with block coding are more likely to believe that artificial intelligence 
machines are capable of understanding them, and have an easier time understanding arti-
ficial intelligence concepts (Druga et al. 2019). A large range of resources have now been 
developed to enable school students to learn about machine learning through tinkering 
with applications (Touretzky et  al. 2019a). Such hands-on experiences are very impor-
tant but Jatzlau et  al’s (2019) analysis shows that the machine learning elements remain 
as a black box because typically these tools use, for example, an API call. Therefore, how 
the machine learning works and its potential explainability is not accessible. The online 
tool, Machine Learning For Kids, for example, enables uses to train a system to recognise 
images. After training with data, the system provides a percentage likelihood for the identi-
fication of a new image. However, the user is not able to access the models and algorithms 
that have led to this outcome. Other kinds of explanation method are used, such as feature 
summary (statistical indicators), model internals (weights between layers), example data-
points or analogies with surrogate interpretable models. Model-agnostic explanations are 
generally post-hoc, being decoupled from the ‘black box’. Thus, students can explore the 
output capabilities of machine learning models through training them but cannot scruti-
nise how they work. Jatzlau et  al (2019) have developed an approach for students aged 
14 + to use a block-based programming to explore the reinforcement learning paradigm of 
machine learning. In this system it is possible for students to examine and edit the machine 
learning algorithms.
The rapid developments in machine learning and the future expectations of widespread 
use of machine learning-based applications throughout society, mean there is a need for all 
students to develop some basic literacies relevant to machine learning by the end of their 
compulsory education. These literacies are needed to enable everyone to: (1) understand 
the nature of the machine learning processes that may be supporting their own learning 
and (2) act as responsible citizens in contemplating the ethical issues that machine learn-
ing raises. There have been calls for “algorithmic literacy", for example, from specialists in 
media literacy concerned with how artificial intelligence algorithms are now constructing 
media environments and enabling misinformation campaigns (Cohen 2018; Wilson 2019).
Questioning algorithms in the context of media consumption can provide a starting 
point for some educators who might feel overwhelmed by the challenges of understanding 
and teaching a complex subject. The Algorithm Literacy Project, in Canada, encourages 
students and teachers to think about how online choices become data that algorithms then 
use to predict preferences (see https ://algor ithml itera cy.org/).
Issues, tensions and threats
As discussed above, where a machine learning application is used to develop some specific 
capabilities as an adjunct to formal education or is used entirely in an informal setting, 
requirements for explainability might be lower. Users may accept its value based on either 
their own experience of using the system or on studies that have compared its use with 
other learning approaches. The use of machine learning systems for high stakes assessment 
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represents the other extreme in education where such systems are expected to be able to 
explain and justify their decisions and be held accountable.
An example of conflict created by this expectation comes from Australia where 
Lazendic et  al (2018) investigated the Constructed-Response Automated Scoring Engine 
(CRASE® by Pacific Metrics), an artificial intelligence system for assessing school student 
writing in a national test. They found it provided scoring outcomes that had consistency 
and reliability equivalent to those produced by independent groups of very experienced 
markers. Furthermore, CRASE® was resilient to attempts to manipulate marking and the 
latent structure of criterion-based automated scores was the same as that of the human 
markers. Despite this, the system was not used because of a conflict identified by the Aus-
tralian Computer Society between commercial confidentiality and the need for explainabil-
ity. This tension between two regulatory principles illustrates the difficulties faced by new 
disruptive technologies. Resolution will depend upon societal understanding, political will 
and the lobbying of commercial interests.
With respect to accountability, the TARDIS project described above (Porayska-Pomsta 
and Chryssafidou 2018) showed how user referencing can provide checks and balances to 
an educational machine learning system. This is very much in the spirit of the GDPR cited 
earlier, by giving the recipient of a machine learning decision some elements of control 
over its enactment. Once again, there are likely to be tensions between parties concerning 
the resolution of this power dispute.
Deep learning in both machine and human learning can be of great benefit to society. 
The balancing act we are attempting will be to enhance and support these benefits, while 
doing everything in our power to avoid deleterious consequences.
Discussion and conclusion
Naturally, the expert panel format has limitations. Principally these relate to the composi-
tion of the group and its time-bounded activities. Although the group comprised experts 
from Europe, Oceania and North America, the voices of Asia and other lands were miss-
ing. Also, machine learning is making huge strides as new applications emerge almost 
daily. However, within these confines, we considered what teachers and students need to 
understand in order to make appropriate use of machine learning for their own learning 
and to understand the broader uses in society. It is clear from the foregoing that societal 
knowledge and understanding of machine learning will be crucial in resolving the tensions 
we have described in relation to the human learning that may be supported by machine 
learning systems and the importance of explainability and accountability of such systems 
for different educational purposes. There are both parallels and major differences between 
human deep learning and deep machine learning. Furthermore, computer science is inform-
ing neuroscience and vice versa. As we educate our students about machine learning, they 
can be encouraged to find out more about their own mental processes. An increased cover-
age of basic elements of neuroscience starting in primary schools could support students’ 
developing understanding of both human learning and machine learning. We need to char-
acterise and define emerging literacies relating to machine learning, algorithms, data/big 
data, and modelling.
For the wider societal knowledge and understanding of machine learning to be achieved, 
we will need to reform curricula to ensure all students develop a strong background in 
machine learning and the range of literacies that support this understanding. Furthermore, 
 M. E. Webb et al.
1 3
in order to develop their conceptual understanding of algorithms, models and how machine 
learning works, students must have opportunities not only to use and apply machine learn-
ing but also to create their own examples. Recent research, discussed in this paper, sug-
gests that children aged 11 upwards can undertake such activities but developing associated 
basic literacies including algorithmic literacy can start much earlier. The specific content 
and sequencing of such curricula are topics for future research and development as dis-
cussed later in this paper. As a powerful tool that may not be used to its full potential, there 
is a need for students to understand how machine learning can be used to identify and solve 
real-world problems.
In practical terms, our analysis suggests that the capability for explaining its decisions 
should be programmed into a machine learning system during its design. Several explain-
ability methods from ‘rationale’ to ‘impact’ have been described above, each of which can 
be made comprehensible to the recipient of the machine’s decision without infringing on 
commercially protected algorithms. The ability of a system to provide explanations will be 
important in the next phase of machine learning development, which is likely to encom-
pass the inter-connection of several machine learning systems. Each system would need 
to ‘explain’ to the next the basis for its output, in order that reliabilities can be estimated 
and compared. For instance, an intelligent tutoring system might take as input a student’s 
emotional state (Bosch et  al. 2016, as described above), and combine it with attendance 
and achievement data. The weight ascribed to each of these three inputs can be adjusted 
according to the explanation supplied.
Likewise, accountability mechanisms need to be built in during system design and 
Kroll’s (2012) three-layer system of accountability could provide a suitable architecture for 
this purpose. Accountability is the reverse of explainability. Explainability flows through 
the system from inputs to output (decision) whereas accountability flows backwards, from 
decision to the person taking responsibility for it. In this sense there is a human dimen-
sion to any machine learning system, so control and legislation are important for managing 
its use in education. Therefore, in order to keep pace with developments, we will need to 
update policies and practices. The development of a Code of Conduct for machine learning 
in education for users and developers is likely to be an important element of this process. 
As argued above, essential components of educational reform in relation to machine learn-
ing are professional development and resources for teachers, educational leaders and other 
key stakeholders. It will also be necessary to support educators and learners in conducting 
risk analysis in the use of machine learning in education. Finally, research into the nature 
of relevant policy and practice across different countries will be important to identify best 
practices and to enable opportunities and mitigate risks globally for machine learning in 
education.
As educators introduce more and more learning tools into their teaching repertoire, 
machine learning will play an increasingly important role in future learning of individuals 
both in and out of school. What does this mean for teachers, students, and other stakehold-
ers in our education system? Our recommendations are:
For teachers and students: To identify and use applications for learning that incorporate 
machine learning, all teachers will need an introduction to machine learning for education 
as part of pre-service teacher education and in-service teacher professional development. 
This introduction should provide a basic understanding of machine learning and discus-
sion/orientation to commonly used machine learning applications for learning. Equally 
important will be preparing students for success in both learning and future work for which 
purpose teachers will need to explore and understand how machine learning is used to con-
duct routine tasks and solve problems in the workplace. Teachers will need to integrate 
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examples into their curricula so that students develop basic skills in using the affordances 
of machine learning in classrooms, developing at the same time an understanding of how 
machine learning works and its possible uses in the world of work. This basic understand-
ing along with opportunities to explore and practice machine learning in workplace appli-
cations and problem solving will prepare them for success in work. Teacher externships, 
providing teachers with opportunities to spend school vacations and/or summers working 
in high technology industries will help educators develop the skills, knowledge and exam-
ples they can bring into their classrooms.
For policymakers: Transforming learning through the integration of applications that 
incorporate machine learning will require careful planning and allocation of resources. 
Policymakers need to understand and make connections between machine learning used 
for learning in schools and the machine learning needed to drive local economies and help 
local business and industry thrive. Aligning education and industry interests may leverage 
investments in both. Developing partnerships between education and business or industry 
can yield productive results with broad social impact.
For machine learning developers: We urge that they consider the moral, ethical and 
likely legal requirements for explainability and accountability to be designed into new sys-
tems from the outset.
For researchers: The developments that we envisage in this article create a need for 
research into a range of educational and social consequences of new developments in 
machine learning including new learning opportunities, effects on practice, cognitive and 
affective aspects of learning with applications that incorporate machine learning as well as 
the pedagogy of how to develop learners’ understanding of machine learning and at what 
age particular conceptual areas can best be incorporated. Collaboration between research-
ers and other stakeholders will be important for focusing and prioritising research agendas 
and providing evidence to support rapid change in education in response to technological 
development.
Final comments
This article has considered both specialised machine learning systems which are already 
fairly extensively used in education as well as generalised machine learning systems which 
can be turned to any task. These generalised systems may comprise multiple inter-con-
nected specialised machine learning systems. There has been a growth in autonomous 
artificial intelligence systems in military and space applications especially when com-
munication with a guiding human is impossible or impractical. As we move into a future 
increasingly pervaded by systems incorporating machine learning, we understand that 
machines will be better than people at doing many things. Machines will “understand” 
complex things that we cannot reason through as quickly; detect processes and make infer-
ences about issues that we won’t know about; informing the decisions we make. They will 
direct what we do based on insights into data they analyse. But how will machine learn-
ing systems be integrated into the workplace in ways that allow us to do what we do best? 
How will they help us thrive in workplaces that allow machines to do what they do best? 
Although these issues seem to be far in the future, implications of what is needed for work-
place success need to be driving both how machine learning is used for teaching and artic-
ulation of the understanding and skill set required by students preparing for life and work.
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The twin issues of explainability and accountability for machine learning in education 
are not going to be resolved quickly. However, technical developments are fast out-running 
legislation, so there is urgency in the situation. UNESCO’s Executive Board (2019) has 
studied the issues and invited a new standard-setting instrument on the ethics of artificial 
intelligence to be considered by the General Conference at its 41st session. We trust this 
instrument will address explainability and accountability issues and promote a global dis-
cussion and consensus.
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