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ABSTRACT
Autonomy can increase reaction speed, flexibility, and accuracy of satellite operations, especially in uncertain
environments caused by delayed communication and/or adversarial conditions. An increased focus on small
satellites makes the development of satellite autonomy even more salient, given fewer operators per satellite.
Anomaly detection automates satellite health monitoring, ensuring it functions as designed. This is typically
achieved using various forms of recurrent neural networks (RNN). While many of these model-based works show
promise, a majority use simulated data or assume lossless communication. In contrast, raw satellite telemetry often
has dropped packets, sampling frequency mismatches, noise from electrical systems and radiation, and a lack of
clear labels for training.
This work demonstrates how data-centric artificial intelligence (AI) can be utilized in satellite autonomy, using
telemetry from the Very Low Frequency Propagation Mapper (VPM) small satellite flown by the Air Force Research
Lab Space Vehicle Directorate in 2020. We introduce simple, but effective, tools for extracting fault labels from
system parameters, resampling outliers to a common, uniform timeline, and evaluating outlier fault predictability.
Results find that detected outliers were able to predict faults 1-10 minutes before they occurred with high accuracy.

INTRODUCTION

Anomaly detection is a specific form of satellite
autonomy, and is an essential first step to fault
detection, isolation and recovery (FDIR) for
aeronautical systems [2]. A significant portion of an
operator’s effort is dedicated to monitoring the health of
the satellite and ensuring it functions as designed.
However, an operator cannot adequately digest and
interpret the large amounts of data produced by the
satellite. This limits the ability of the operator to
respond to all but the most serious issues. In addition,
issues are often identified only after they occur, when
the only recourse may be resetting the machine.

Satellite systems often communicate infrequently with
operators, making autonomy the only option for
effective operation. However, traditional autonomous
solutions employ simple and inflexible expert systems,
rigid rule based instructions designed by experts [1].
These systems can function reliably when conditions
remain predictable, but more capable autonomous
solutions can allow more flexibility in uncertain
conditions, faster reaction times, and even improved
performance. This is especially desirable when flight
conditions are exceedingly uncertain, such as in deep
space exploration and adversarial conditions. An
increased focus on the use of small satellites, often
deployed in formations of satellites with diverse
capabilities, makes the development of satellite
autonomy even more salient. Satellite operators simply
do not have the time and attention to manually manage
the interactions of these increasingly complex and high
speed environments.
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In contrast, automatic anomaly detection can function
in real-time, onboard the satellite, and communicate
issues in summary to the operator. Detected anomalies
can be used to project the occurrence of system errors
or faults that might occur in the future. These
projections can then either be passed to an operator,
who then has time to respond to the issue, or a solution
could be developed and applied autonomously [3, 4].
1
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One of the simplest ways to automate anomaly
detection is to establish a nominal range of operation
for specific system variables, defined by fault limits [5].
Whenever these limits are surpassed, fault is reported.
This method has its limits. The fault thresholds can be
subjective, usually defined by experts, and share the
inflexibility of expert systems. While there are methods
for calculating these fault limits using operational data
[6], they still only identify univariate anomalies.
Multivariate anomalies indicate anomalous patterns that
arise between multiple variables. Multivariate methods
include isolation forest [7], local outlier factor [8],
DBScan [9], and elliptical envelopes using standard
statistical tests. Statistical autoregressive models,
recurrent neural networks (RNN), and long-short term
memory (LSTM) networks can also be used to forecast
system variables as a function of past values [10]. In
this scenario, prediction error indicates anomalous
behavior.

fault labels from system logs (e.g. error logs, reboot
counts, mode transitions) and resampling outliers to a
common, uniform timeline. Metrics for evaluating the
relationship between anomalies and fault labels are also
introduced, specifically measuring the probability of a
fault per timestep and the area under the receiver
operating characteristic (ROC) curve, or AUC. Results
find that outliers detected in attitude determination and
control system (ADCS) telemetry were able to predict
momentum-error faults that occurred 1-10 minutes in
the future with high certainty.
BACKGROUND
The following describes the difference between outliers
and anomalies within the context of this work.
Outliers are simply values that have a very low
probability of occurrence relative to the distribution of
the raw data in which they occur. The meaning of “very
low probability of occurrence” is specific to the
application, but is often defined in terms of the number
of standard deviations (STD) or interquartile ranges
(IQR) from the mean or median, respectively.

Satellite anomaly detection is typically achieved using
RNN and LSTM methods [11-14]. While many of these
model-based works show promise, a majority use
simulated data or focus on single subsystems with ideal
communication. In contrast, raw satellite telemetry
often has large and frequent holes from dropped
packets, sampling frequency mismatches, significant
noise from electrical systems and radiation, and a lack
of clear labels for training [15]. Works that do use
real-world telemetry [16], do not indicate how these
issues were addressed. It is clear that building
real-world satellite autonomy requires additional
data-centric efforts that take these difficulties into
account.

Anomalies are all the outliers identified when viewing
the raw data from different perspectives. These
perspectives of the data are defined by transformations
of the data that may highlight different patterns or
telling features of the data.
For example, consider the sequence of numbers: [15,
-64564, 12, 14, 14, 14, 14, 14, 14, 14, 13, 12, 16].
Based on the raw values, “-64564” is probably an
outlier. The repeated “14” is probably anomalous,
because, when viewed from the number frequency
perspective [1*15, 1*-64564, 1*12, 7*14, 1*13, 1*12,
1*16], “7” is probably an outlier, which corresponds to
the repeated “14” values.

Data-centric artificial intelligence (AI), introduced by
Andrew Ng in 2021, begs a more systematic approach
to prepare data for training, facilitated by MLOps
(machine learning operations) [17-18]. Data-centric AI
often focuses on small, quality data, to achieve the
same performance as big, inconsistent data. Existing
techniques often relate to supervised classification
problems and include: data visualization; redundant
sampling to ensure label consistency; clear labeling
instructions; error analysis to pinpoint error sources;
removal of noisy samples; and data augmentation
[19-24]. Methods applicable to satellite telemetry,
composed of unsupervised time-series data, are less
developed, but are equally important.

This is a subtle difference. For simplicity, we used the
word “outlier” in the remainder of this work to refer to
outliers found in the raw data and anomalies found in
transformations (different perspectives) of the raw data.
DATASET
The data used in this work is raw telemetry from the
VPM small satellite flown by the Air Force Research
Lab Space Vehicle Directorate in 2020. The telemetry
includes 123 packet types with an average of 15 items
or variables per packet type (median of 9) and an
average of 250338 time samples per item (median of
6308), totalling 3.9 GB.

This work demonstrates how data-centric AI can be
accomplished in satellite anomaly detection, using
telemetry from the Very Low Frequency Propagation
Mapper (VPM) small satellite flown by the Air Force
Research Lab Space Vehicle Directorate in 2020 [25].
We introduce simple, yet effective, tools for extracting
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Each packet type has a common timeline. However, the
timelines are non-uniform due to dropped packets and
variations in sampling rate, nor are timelines between
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packet types the same. The average sampling rate
between all packet types is 3.8 samples/second or Hz
(median of 0.2). Figure 1 depicts the ratio of the total
number of packets transmitted over the satellite’s nine
month flight time that were received each week,
indicated by coordinated universal time (UTC). Figure
2 plots the statistics for all the items in a single packet
type referred to as “ADCS Overview”. Between packet
types, the item value ranges, means, and STD vary
widely, suggesting a need for normalization. Statistics
measured using mean and STD are significantly greater
than those measured using medians and IQR,
suggesting the presence of extreme outliers.

However, some items have similar names, such as
“sun_vector_body0” and “sun_vector0”, found in two
different packet types.

Figure 3: Item Correlation Matrix
Figure 4 relates to the principle component analysis
(PCA) of the “ADCS Overview” packet type. PCA
calculates the eigen-decomposition of the covariance
matrix of the data, which finds the principal
components (orthogonal eigenvectors) of the data and
corresponding eigenvalues. The eigenvalues represent
the variance of the data in the direction of the
eigenvectors. The data can be decorrelated/whitened by
projecting onto the component vectors, and reduced in
dimension if only a few are used. The “Eigenvalue
Ratios” in Figure 4 represent what portion of the data
variance can be explained by a given eigenvector. The
“Condition Number” is how well the data is
conditioned given only the indicated number of
components are preserved. A smaller condition number
signifies a dataset for which optimization algorithms
tend to converge faster and more efficiently.

Figure 1: Telemetry UTC Histogram

Figure 2: Item Statistics
Figure 3 shows a correlation matrix, indicating the
correlation coefficient between each item in the “ADCS
Overview” packet type. Items 1 through 30 are
referenced from top-left to bottom right. The root mean
squared value of all the item pair correlations is 0.17,
indicating some redundant information found between
the items. Items between packet types cannot be
directly correlated due to mismatched timelines.
Melville

Figure 4: Principal Component Analysis (PCA)
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Figure 5 plots the values of item 27 from the “ADCS
Overview” packet type against corresponding UTC
timestamps. The top plot includes all values, while the
bottom plot is a small excerpt in time (indicated by the
vertical line in the top plot). The presence of outliers
and the non uniform sampling rate are evident.

The IF algorithm is described in [7]. Each tree in the
isolation forest splits a subsample of the data into
isolated leaves by splitting along random variables and
random thresholds per branch. This is repeated to create
many trees. The isolation factor is averaged across the
forest, generating a number between zero and one for
each observation of the variables. The closer to one, the
fewer branches it took to isolate the observation, and
the more likely it is to be an outlier. All observations
with an isolation factor of 0.5 or higher were considered
outliers in this work.
The LOF is described in [8]. In general, the LOF is the
relative local density of an observation compared to the
average of its neighbors. An LOF greater than 1
indicates a lower local density than its neighbors and is
more likely to be an outlier. However, since the range of
possible LOF values is any positive real number, it is
difficult to choose a threshold above which all
observations are considered outliers. In this work, IF
with a threshold of 0.5 is applied to the LOF values to
identify final LOF outliers.
Time to fault labels
System fault labels were derived from three sources:
“reboot_count” variables from each packet type;
"mission_manager_active_mode/mode_name", which
tracks what operating mode the satellite is in over time;
and error timestamps pulled from all packet items that
included a specific search term (e.g., err, valid, trip,
high, status, condition). Many different labels can be
derived from these, but the following three are the focus
of this work.

Figure 5: Item Visualization
METHODS
Outlier detection
We use three outlier detection methods: Blip, isolation
forest (IF), and the local outlier factor (LOF). These are
applied to individual packet types either before or after
reducing the dimension of the variables to two using
PCA. In total, four different combinations are
considered: Blip and IF are applied over the full set of
variables per packet type and IF and LOF are applied
after reducing the dimensions to two. These four outlier
methods are referred to in this work as: Blip, IF,
IF-PCA, and LOF.

The label “reboot” indicates when a reboot of the
satellite system occurred. Reboots are automatically
initiated if the satellite is unable to communicate for a
set period of time. The reboot labels were created using
the following steps: aggregate all the “reboot_count”
values and timestamps; sort by time; remove
timestamps outside of the flight period; remove
“reboot_count” that are above the expected 305 reboots
identified at the end of the mission; remove
“reboot_count” values that are not monotonically
increasing, and repeated values; and finally take the
difference between the remaining “reboot_count”
values to find reboot times.

Blip is a simple outlier detection method created for
this work that is expected to be predictive of impending
system reboots. It functions by splitting the data into
windows given a window size and stride. For each
window, if only five or less of the timesteps have a
value (i.e., is not equal to Nan), all the timestamps in
the window are marked as outliers. These outliers are
likely to occur when the satellite is struggling to send
data and only small portions, or ”blips”, actually arrive.
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The label “demote-to-sunsafe” denotes a transition from
an operational mode to “SunSafe'' mode. These
demotions are often caused by a fault in the system, but
not always. The demote-to-sunsafe labels were created
using the following steps: remove all nonsense mode
names (not user defined); encode the specific mode
name strings to a number 1 through 4; remove
timestamps outside of the flight period; sort by time;
4
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and keep only timestamps that transition from a 3 or 4
(operational modes) to a 2 (“SunSafe” mode).

Estimation of the probability mass function (PMF)
Two types of PMF are estimated to visualize the time
series relationship between outlier/fault pairs. These
include the time from outlier-to-fault and from
fault-to-outlier. These help answer two questions: given
an outlier has occurred, how likely is a fault to occur;
and given a fault has occurred, how likely is it to be
preceded by an outlier. Figure 7 plots the cumulative
distribution function (CDF) for both PMF given
time-to-reboot labels and Blip outliers from the “ADCS
Overview” packet type. The CDF is depicted rather
than the PMF because the CDF is consistent regardless
of the histogram timestep used. A description of how
the PMF were estimated follows.

The label “momentum-error” is a compilation of system
error flags from items called “momentum_too_high” in
four different packet types. It was created using the
following steps: extract the error timestamps from the
four items; sort by time; and remove redundant
timestamps.
Finally, the “time-to-fault” for each label was
calculated, converting each from sparse binary
variables to continuous variables on a common
timeline. The sampling rate used is 1/60 Hz, or one
sample per minute. These time-to-fault labels are
referred to as: “time-to-reboot”, “time-to-sunsafe”, and
time-to-error”. Each step in the timeline indicates the
distance in time to the next fault. In addition to
balancing the dataset and informing better regression
for future work, the “time-to-fault” version of the labels
are also useful for visualization and for calculating fault
predictive metrics.
Resample outliers to a common timeline
After identifying outliers, the original packet type
timeline must be resampled to the same timeline as the
time-to-fault labels described above. To resample
variables to this common and uniform timeline, time
sample bins are defined using a start time, end time, and
desired sample rate. The values within each time bin are
aggregated using a sample mean. All time bins that are
devoid of values are set to not-a-number (Nan),
indicating a lack of telemetry from the satellite during
that time period. Figure 6 depicts the time-to-reboot
with Blip outliers from the “ADCS Overview” packet
type plotted where they occur. Fault predictability can
be assessed using these values.

Figure 7: Outlier-to-fault and fault-to-outlier PMF
The outlier-to-fault PMF is estimated by creating a
histogram of time to the next fault for each outlier.
These values are calculated using the raw fault and
outlier timestamps, but the histogram bin size is equal
to the step size of the resampled timeline. All values in
the histogram are then divided by the sum of all the
histogram bin counts to calculate the probability that
each time region will occur. The mean of this PMF is
the amount of time that passes on average after seeing
an outlier before a fault occurs. The STD indicates how
certain that time-to-fault prediction is.
The fault-to-outlier PMF is estimated in a similar
fashion, except using the time that has passed since the
most recent outlier for each fault. The PMF is then
estimated by creating a histogram of these values and
dividing the bins counts by the sum of the total as
before. If the mean of this PMF is similar to the mean
of the outlier-to-fault PMF, and the STD for both are
small, this is the first indicator that there is a strong
relationship between the outliers and faults. However,
additional metrics offer significantly more information.
These are introduced in the following paragraphs.

Figure 6: Seconds to reboot
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Probability of fault per timestep

A ROC curve plots true positive rates versus false
positive rates using many different classification
thresholds. These thresholds are usually from zero to
one. In the context of this work, probability of fault
values that lie above the threshold are positive and
predict a fault. True and false positive rates are
calculated from this and are represented by a single
point on the ROC curve, with one point per threshold.

A resampled outlier timeline and the outlier-to-fault
PMF calculated above are used to calculate a
probability of fault per timestep. This is done by
superimposing shifted time-to-fault densities, where the
time shifts are determined by where the outliers occur
in the timeline. An example of this can be found in
Figure 8, which indicates the probability of reboot per
time step given Blip outliers from the “ADCS
Overview” packet type.

If all thresholds have a true positive rate of one and
false positive rate of zero, all points would lie on the
top left of the plot and the AUC would be one. If the
true and false positive rates are always equal, the AUC
would be 0.5 and the predictions are no better than
random.
Precision is the ratio of true positives to all predicted
positives (predicted faults). Recall is the ratio of true
positives to all actual positives (actual faults). The
F1-score is the harmonic mean between precision and
recall. A unique F1-score exists for each threshold used
in the ROC curve. The threshold for the values from
Figure 8 with the largest F1-score is 0.61. This
threshold gives a precision of 0.007, a recall of 0.037
and an F1-score of 0.011. Only 7 in a 1000 predicted
faults are actually faults, and only 11 in 1000 faults are
actually identified. The following section outlines how
well these initial results can be improved on.

Figure 8: Probability of fault per time step
Predictability metric

RESULTS

Given the probability of fault per time step and labels as
to whether a fault actually occurs at those times,
standard classification metrics can be used to assess
fault predictability. These include the area under the
ROC curve (AUC), precision, recall, and the F1-score.
An example of the ROC curve created using the values
from Figure 8 can be seen in Figure 9, which results in
an AUC of 0.84. Additional information about these
metrics follows.

The following results present the predictability of all
outlier/fault pairs for all packet types. This is done from
several points of view. The relationship between the
AUC scores and best F1-scores is then explored.
Finally, we investigate the effect of resampling rate
choice on predictability.
Fault predictability
Figure 10 depicts a histogram of AUC values for all
outlier/fault pairs and all packet types. The results are
separated by fault type and outlier detection method. A
large AUC value indicates a high predictability, or a
higher true positive rate relative to the false positive
rate. Figure 10 demonstrates that reboot and
demote-to-sunsafe faults are difficult to predict, with
the highest AUC values being 0.840 and 0.787
respectively. However, moment-error faults are much
more predictable, achieving a maximum AUC value of
0.938.
Table 1 further elaborates on the results shown in
Figure 10 by highlighting four results for each fault
type. The top two results are those with highest AUC
values. The next two are the results with the highest
F1-score that is not already listed. The final two

Figure 9: Fault classification ROC curve
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columns denote the average and STD of outlier-to-fault
times for the outliers related to true positive (TP)
predictions. The precision and recall are listed rather
than the F1-score itself. The below comments also refer
to false positive rate, which is one minus the precision,
and detection rate, which is synonymous to recall.
Further elaboration on Table 1 follows.

see where the best classification threshold might be for
the better performing momentum-error fault labels. It is
more difficult for the reboot and demote-to-sunsafe
faults, resulting in a lower AUC.
Relationship between AUC and F1-score
Given the values in Table 1, it may be tempting to
conclude that AUC and F1-scores are not related to
each. However, as seen in Figure 12, when the AUC is
above 0.7, there is a strong positive correlation between
AUC and F1-score. This is especially true for high
performing outlier methods such as LOF on highly
predictable faults such as the momentum-errors.

The Blip outlier method best predicts reboot faults
according to AUC values, followed closely by each of
the other methods (IF, IF-PCA, and LOF). This is
expected, since system reboots are often initiated after
communication errors that result in only small “blips”
of data being transferred. However, Blip outliers occur
simultaneously with faults, leaving no room to respond
before the fault occurs. The precision and recall are also
very low. In contrast, the results with the highest
F1-score give more warning at an average of 5 and 18
hours. However, with STD values of 7 and 20 hours,
higher than the averages, there's only a 76 and 82
percent likelihood that an outlier actually occurs before
the fault occurs, when assuming a normal distribution.
Also the precision and recall of the highest F1-score
results indicated a false positive rate of 0.42 and only
0.40 detection rate.
Predictions for the demote-to-sunsafe fault label follow
similar trends, though with even lower performance.
Blip again performs the best according to AUC values,
It demonstrates a lower precision and higher recall, and
all TP predictions again occur simultaneously with
faults. The results with highest F1-scores give 1 and 8
minutes of warning. They also have very large STD
values in proportion to the average, indicating a 60 and
58 percent likelihood that outliers actually occur before
the faults. The precision and recall for these F1-scores
are also much lower, indicating a 0.87 false positive
rate and 0.14 detection rate.

Figure 12: Relationship between STD and AUC
Relationship between sampling rate and AUC
For the above results, a sample rate of 1/60 Hz (one
sample per minute) was used for the common
outlier/fault timeline. The smaller the sampling rate
used, the higher AUC values. However, smaller
sampling rates also decrease the prediction resolution.
This is demonstrated by finding AUC values for all
outlier detection methods at different sample rates. For
simplicity, this is only accomplished using the “ADCS
Overview” packet type with momentum-error faults.

Momentum-errors are much more predictable. In this
case, the top AUC and F1-score results are actually the
same (though repeats are not listed in Table 1). The
precision and recall of the lowest false positive rate is
1.00 and 0.776 and of the highest detection rate are
0.676
and
0.959,
respectively.
However,
momentum-error predictions suffer the same concerns
as before relative to the average time from TP outliers
to faults. The STD is again higher than the average. The
top AUC result gives 30 seconds of warning, with only
a 55% chance of the outlier actually occurring before
the fault. The third and fourth results also give some
warning at 0.33 and 10.5 minutes, with a 58% and 60%
chance of seeing an outlier before the fault.

For a range of sampling rates from 1/10 to 1/2400 Hz,
the AUC values increased steadily from 0.449 to 0.453
for Blip, 0.54 to 0.74 for IF, 0.77 to 0.83 for IF-PCA,
and 0.66 to 0.98 for LOF. F1-scores follow the same
trend. While the lowest sampling rate has the highest
predictability, it only reports probabilities for large 40
minute windows of time. The usage context determines
the fault probability resolution is needed and what
resampling rate should be used.

Figure 11 plots the probability of fault for the top
performers for each fault in Table 1. It is very simple to
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Table 1: Methods for highest AUC

Figure 11: Probability of fault per timestep

Figure 10: Histogram of AUC values
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CONCLUSION

The use of PCA for reducing the dimensionality of
the data assumes a linear relationship between the
variables. This, of course, may not be the case.
Additional outlier methods can be assessed using data
reduced in dimension using manifold learning
algorithms and/or a deep learning method called an
autoencoder. These may preserve pertinent
information and result in better performance.

This work focuses on a data centric approach to small
satellite anomaly detection using raw telemetry.
Statistical and data mining methods are used to
overcome difficulties common to raw telemetry,
including a lack of training labels, the presence of
massive outliers, missing data, and disparate and
non-uniform timelines. Contributions of this work
include:
1.
2.
3.

4.
5.

Data forecasting is another outlier detection method
that could be assessed using the metrics from this
work. Methods for data forecasting include statistical
autoregressive models, RNN, or LSTM. Each
predicts future data as a nonlinear function of past
data. This is a standard approach from the literature
that could yield outliers with better fault
predictability. However, they are only made possible
by resampling telemetry variables to a common,
uniform timeline, as outlined in this work.

Methods for extracting system faults as
time-to-fault labels;
Methods for resampling outlier timestamps
to a common, uniform timeline;
Metrics for future fault predictability that
assess how well specific types of outliers
predict the occurrence of specific fault
types;
Tools for predicting future faults in realistic
flight conditions that give the predicted time
to fault and certainty of the prediction; and
Analysis that shows the effect of smaller
resampling rates on predictability metrics
and resolution.

The outliers detected in this work are only assessed
for fault predictability, but are not derived for that
purpose. In future work, deep learning regression can
be used to find optimal fault predictive features and
directly predict the time-to-fault labels. Using
ensembles of these networks and measuring
consensus between them can also give a measure of
certainty.

All of these were described in detail and
demonstrated using data from the 2020 flight of the
VPM small satellite. Three different types of faults
are extracted from the data and four different outlier
methods are explored. Results find that detected
outliers were able to predict momentum-error faults
that occurred 0.33 to 10.5 minutes in the future with
high precision and recall. This type of information
can be used to foresee and prevent such faults in
future flights before they occur.

Future work could also include the development of
fault avoidance algorithms which would put the
forewarning of fault prediction to good use. Markov
decision processes may be effective for this
application.
Code Availability
Select code is openly available on GitHub at:
https://github.com/JosephMelville/Small-Satellite-Fa
ult-Prediction.git

The methods presented in this work are
computationally simple and can be accomplished
onboard a small satellite during flight. Updating
statistical models overtime is also fairly
straightforward and computationally efficient
methods can be implemented on board the satellite
itself.

Contributions
J.M. developed the methods, conducted analyses, and
drafted the manuscript. M.L. and M.C. provided
operations insight and data for the VPM satellite.
J.B.H. provided mentorship for machine learning and
statistics. S.L. provided mentorship for small satellite
development and operations.

Future work
A shortcoming of this work may be a lack of
training/validation/testing split in the data. While no
optimization algorithms were used to learn the fault
classification, a comparison between outlier-to-fault
and fault-to-outlier distributions over different
segments could be useful. It may also be important in
tuning outlier detection hyperparameters. This can be
pursued in future work.
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