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Re´sume´
Le but de cette the`se est d’e´tudier sur Rn la limite haute fre´quence (h→ 0) de l’e´quation
de Helmholtz (Hh − E)uh = Sh, ou` Hh = −h2∆ + V1(x) − ihV2(x). La particularite´ de
ce travail est que l’indice d’absorption V2 n’est pas suppose´ constant, ce qui nous oblige a`
travailler avec un ope´rateur de Schro¨dinger qui n’est pas autoadjoint.
On cherche dans une premie`re partie des estimations en O(h−1) pour la re´solvante
(Hh − z)−1, uniformes pour Re z ≈ E > 0 et Im z > 0. Pour traiter le cas ou` V2 est po-
sitif, on adapte la me´thode de Mourre au cas d’ope´rateurs dissipatifs abstraits. On l’applique
ensuite a` l’ope´rateur de Schro¨dinger sous une hypothe`se d’amortissement sur les trajectoires
classiques capte´es, plus faible que l’hypothe`se usuelle de non-capture. Enfin, par une me´thode
utilisant des mesures semi-classiques, on ge´ne´ralise encore ce re´sultat au cas ou` V2 admet une
partie ne´gative a` support compact, sous la condition que l’amortissement reste suffisamment
fort sur les trajectoires capte´es.
On s’inte´resse ensuite aux mesures semi-classiques de la solution sortante uh dans le cas
ou` le terme source Sh se concentre sur une sous-varie´te´ borne´e Γ de l’espace R
n. Outre
le caracte`re non-autoadjoint de l’ope´rateur Hh, les principales difficulte´s par rapport aux
travaux existants sont dues a` la ge´ome´trie de Γ et aux trajectoires capte´es. On introduit
pour ce dernier point des mesures semi-classiques tronque´es (en remplac¸ant la re´solvante par
l’inte´grale sur des temps finis du propagateur) que l’on fait ensuite converger.
Mots-cle´s
E´quation de Helmholtz, ope´rateurs non-autoadjoints, ope´rateurs dissipatifs, analyse semi-
classique, me´thode des commutateurs de Mourre, mesures semi-classiques.
Abstract
The purpose of this thesis is to study the high frequency limit (h→ 0) of the Helmholtz
equation (Hh − E)uh = Sh on Rn, where Hh = −h2∆+ V1(x)− ihV2(x). The main interest
of this work is that the absorption index V2 is not assumed to be constant, and hence the
Schro¨dinger operator we consider is not self-adjoint.
In the first part, we give some estimates of size O(h−1) for the resolvent (Hh − z)−1,
uniform in Re z ≈ E > 0 and Im z > 0. To deal with the case V2 > 0, we adapt Mour-
re’s method for a family of abstract dissipative operators. Then we apply this result to the
Schro¨dinger operator under an assumption about the damping factor on bounded classi-
cal trajectories, weaker than the usual non-trapping condition. Finally, by a method using
semi-classical measures, we further generalize this result for an absorption index which has
a compactly supported negative part. This is possible if the damping factor remains strong
enough on trapped trajectories.
In the second part we study the semiclassical measures for the solution uh when the
source term Sh concentrates on a bounded submanifold Γ of R
n. In addition to the non-
selfadjointness of the operator Hh, the main new difficulties come from the geometry of Γ
and trapped trajectories. For the latter we introduce some partial semi-classical measures,
considering the integral of the propagator over finite times instead of the resolvent. Then we
take the limit for large times.
Keywords
Helmholtz equation, non-selfadjoint operators, dissipative operators, semiclassical analy-
sis, Mourre’s commutators method, semiclassical measure.
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Chapitre 1
Introduction
1.1 L’E´quation de Helmholtz dissipative
On s’inte´resse dans cette the`se a` l’e´quation de Helmholtz(− h2∆+ V1(x)− ihV2(x)− E)uh = Sh (1.1)
sur Rn (n ∈ N∗). ∆ = ∑ni=1 ∂2xi est le laplacien usuel sur Rn tandis que V1 et V2 sont des
fonctions borne´es de Rn dans R qui tendent vers 0 a` l’infini (on pre´cisera ulte´rieurement
les hypothe`ses de re´gularite´ et de de´croissance sur le potentiel). Cette e´quation mode´lise
par exemple la propagation du champ e´lectromagne´tique d’un laser haute fre´quence dans un
milieu inhomoge`ne. Dans ce contexte V1(x)−E correspond a` l’indice de re´fraction du milieu
et V2 est l’indice d’absorption de l’e´nergie du laser. V2 sera donc dans un premier temps une
fonction a` valeurs positives. On autorisera ensuite l’indice d’absorption a` avoir une ✭✭ petite ✮✮
partie ne´gative, en un sens que l’on pre´cisera. Enfin, S est le terme source, connu, et h est
proportionnel a` la longueur d’onde du laser dans le vide.
Puisqu’on s’inte´resse au cas d’un laser haute fre´quence, h est ✭✭ petit ✮✮. On s’attend alors
a` ce que la solution u soit tre`s oscillante, ce qui rend difficile une approche nume´rique. Par
contre, dans la mesure ou` la longueur d’onde est bien plus petite que l’e´chelle de variations des
autres grandeurs, il est raisonnable de conside´rer la limite tre`s haute fre´quence, c’est-a`-dire
de conside´rer la limite h→ 0 du proble`me. Ainsi, puisque h n’est plus conside´re´ comme une
constante du proble`me mais comme un parame`tre, on est amene´ a` s’inte´resser a` une famille
de solutions (uh)h∈]0,h0] pour un certain h0 > 0. Le but est alors d’e´tudier l’asymptotique
pour h→ 0 de la solution uh, en vue d’obtenir des informations qualitatives pour de´crire la
solution du proble`me de de´part (c’est-a`-dire uh pour h petit mais fixe´).
Pour e´tudier cette e´quation, on introduit sur L2(Rn) l’ope´rateur de Schro¨dinger
Hh = −h2∆+ V1(x)− ihV2(x). (1.2)
La constante E qui apparaˆıt dans (1.1) sera quant a` elle conside´re´e comme parame`tre spectral.
Pour tout h > 0, l’ope´rateur Hh est bien de´fini sur C
∞
0 (R
2n), et se prolonge en un ope´rateur
de domaine H2(Rn), l’espace de Sobolev des fonctions dont les de´rive´es jusqu’a` l’ordre 2 sont
dans L2(Rn). Puisque le potentiel V (x) = V1(x)− ihV2(x) n’est pas re´el, cet ope´rateur n’est
pas syme´trique et, a fortiori, pas autoadjoint.
Lorsque l’indice d’absorption V2 est constant, V2(x) = α > 0, il peut comme E eˆtre
conside´re´ comme parame`tre spectral. Notant
Hh1 = −h2∆+ V1(x),
l’e´quation se re´duit alors a` :
(Hh1 − (E + ihα))uh = Sh.
1
On est alors ramene´ a` l’e´tude d’un ope´rateur autoadjoint, et on dispose pour cela de nom-
breux outils (en particulier le calcul fonctionnel) et d’une the´orie tre`s e´volue´e.
Le but de cette the`se est de conside´rer le cas d’un indice d’absorption variable. La partie
imaginaire du potentiel ne peut plus eˆtre conside´re´e comme faisant partie du parame`tre
spectral et doit donc eˆtre inte´gre´e a` l’ope´rateur, ce qui nous oblige a` travailler avec un
ope´rateur non-autoadjoint. Ceci dit, la partie non-autoadjointe qu’on ajoute est tout de meˆme
particulie`re. D’une part elle est ✭✭ petite ✮✮ par rapport a` la partie autoadjointe, a` la fois en
terme d’ope´rateur a` h fixe´ (l’ope´rateur de multiplication par V2 est borne´ sur L
2(Rn) et donc
en particulier relativement borne´ de borne 0 par rapport a` H1) et a` la limite h→ 0 (la partie
imaginaire, de taille O(h), n’intervient pas dans le symbole principal de Hh). On utilisera
d’autre part de fac¸on cruciale l’hypothe`se sur le signe de V2.
1.2 E´tude de la re´solvante de l’ope´rateur de Schro¨dinger
dissipatif
1.2.1 Le Principe d’absorption limite
Avant de se lancer dans l’e´tude de la solution uh a` l’e´quation (1.1), il faut bien entendu
s’assurer que le proble`me est bien pose´. On peut de´ja` remarquer que dans le contexte qui
nous inte´resse, E > 0 est dans le spectre de Hh, donc (Hh − E) n’est pas inversible en tant
qu’ope´rateur de H2(Rn) dans L2(Rn).
E´tant donne´ un ope´rateur de Schro¨dinger H1 = −∆+ V1 autoadjoint, l’ide´e pour de´finir
la solution u a` partir du terme source S est alors d’ajouter un petit coefficient d’absorption
±iε. La re´solvante (H1 − (E ± iε))−1 est bien de´finie comme ope´rateur borne´ sur L2(Rn),
et on peut se demander si la limite ε → 0 existe en un certain sens. Lorsque c’est le cas, on
parle de principe d’absorption limite. Par le calcul fonctionnel on sait que
∥∥(H1 − (E ± iε))−1∥∥ = 1
ε
et donc la limite pour ε → 0 ne peut pas exister dans l’espace L(L2(Rn)) des ope´rateurs
borne´s sur L2(Rn). On cherche alors un sous-espace X de L2(Rn) aussi gros que possible tel
que pour tous f, g dans X l’application z 7→ 〈(Hh1 − z)−1f, g〉, bien de´finie et holomorphe
pour z non re´el, admet une limite lorsque z tend vers E.
Dans [Agm75], S. Agmon montre que pour δ > 12 et si E > 0 n’est pas valeur propre deH1,
la re´solvante (H1−(E±iε))−1 admet une limite (H1−(E±i0))−1 dans l’espace des ope´rateurs
borne´s de l’espace a` poids L2,δ(Rn) = L2
(
(1+ |x|)2δ dx), ou` 〈x〉 = (1 + |x|2) 12 , dans l’espace
de Sobolev a` poidsH2,−δ(Rn), et que pour f ∈ L2,δ(Rn), les fonctions u± = (H1−(E±i0))−1f
sont solutions de l’e´quation : (H1 − E)u± = f . Ce re´sultat est d’abord montre´ pour le cas
du laplacien libre H0 = −∆ puis, par un argument perturbatif, pour des potentiels V1 de
courte porte´e (c’est-a`-dire de´croissant au moins comme 〈x〉−1−ρ avec ρ > 0). Le re´sultat est
e´galement de´montre´ dans le cas d’un potentiel V1 a` longue porte´e (de´croissant comme 〈x〉−ρ)
dans [IS72] (voir aussi [Sai79]), tandis que le cas ou` le potentiel admet une partie imaginaire
de courte porte´e est aborde´ dans [Sai74]. C’est ensuite au travail d’E. Mourre ([Mou81]) que
sont dus de spectaculaires progre`s concernant l’e´tude de la re´solvante pre`s de l’axe re´el. On
y reviendra dans le paragraphe suivant.
Les motivations sont nombreuses pour e´tudier le principe d’absorption limite. Une ap-
plication importante est l’e´tude de la nature du spectre contenu dans R+ (voir paragraphe
suivant). D’autre part, d’apre`s la formule de Stone ([RS79a], voir e´galement [Mel95] pour les
expressions explicites dans le cas du laplacien libre) toute l’information concernant l’ope´ra-
teur H1 est contenue dans les limites de la re´solvante pre`s de l’axe re´el. Le principe d’ab-
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sorption limite est e´galement utilise´ pour obtenir une repre´sentation spectrale de l’ope´rateur
de Schro¨dinger, qui ge´ne´ralise la transformation de Fourier utilise´e pour le laplacien libre
([Ike75, Agm75, Sai79]). Ces re´sultats sont a` leur tour utilise´s pour e´tudier les solutions de
l’e´quation
(H1 − E)u = 0. (1.3)
On renvoie pour cela a` [GY99], qui fait e´galement le lien avec la the´orie de la diffusion. Pour
e´tudier (1.3), on peut de´ja` remarquer que si le principe d’absorption limite est ve´rifie´ au point
E, alors pour une fonction f (disons dans l’espace a` poids L2,δ(Rn) pour δ > 12 ), les deux
fonctions u± = (H1−(E±i0))−1f sont deux solutions distinctes de l’e´quation (H1−E)u = f ,
donc la diffe´rence fournit une solution de l’e´quation homoge`ne (1.3).
Cette remarque soule`ve un point important pour l’e´tude d’une e´quation telle que (1.1).
Lorsqu’il est valable, le principe d’absorption limite fournit de´ja`, du moins dans le cas auto-
adjoint, deux solutions, selon le signe du coefficient d’absorption qu’on ajoute. Cela signifie
que meˆme si on se place dans les bons espaces, le proble`me est mal pose´. Il faut donc trouver
un crite`re pour distinguer parmi toutes les solutions celle qui est physiquement raisonnable.
Sommerfeld a montre´ que l’e´quation de Helmholtz admet une unique solution si on ajoute
une condition de rayonnement a` l’infini du type
∂ru− i
√
Eu = o
|x|→+∞
(
|x|−n−12
)
,
ou` ∂ru de´signe la de´rive´e radiale de u (d’autres formulations sont possibles). On dira que la
solution de ce proble`me est la solution sortante a` l’e´quation de Helmholtz (le flux d’e´nergie
de l’onde a` travers une sphe`re va bien de l’inte´rieur de la boule vers l’infini, voir [DL87],
cette solution est en particulier la seule a` eˆtre physiquement valable 1). Cette solution est
celle que l’on obtient par le principe d’absorption limite par le demi-plan supe´rieur, c’est a`
dire celle obtenue en ajoutant un coefficient d’absorption positif. On peut e´galement donner
une condition analogue pour de´finir une solution entrante, qui est la solution obtenue par le
principe d’absorption limite par le demi-plan infe´rieur.
L’existence et l’unicite´ d’une solution sortante/entrante sont de´montre´es dans le cas de
l’e´quation de Helmholtz avec un potentiel re´el et de longue porte´e dans [IS72] ou [Sai79].
Dans le cas d’un ope´rateur de Schro¨dinger dissipatif H = −∆+ V1(x)− iV2(x) avec V2 > 0,
la syme´trie entre les solutions entrantes et les solutions sortantes est rompue. En effet, s’il
est facile de voir que tout z ∈ C tel que Im z > 0 est dans l’ensemble re´solvant de H, cet
ope´rateur peut avoir des valeurs propres dans le demi-plan {Im z 6 0}. On se propose de
montrer que pour un potentiel longue porte´e, le principe d’absorption limite est valable pour
le demi-plan supe´rieur et de´finit l’unique solution sortante a` l’e´quation de Helmholtz. Plus
pre´cise´ment on va de´montrer le re´sultat suivant :
The´ore`me 1.1. On suppose que V1 et V2 sont diffe´rentiables et que V2 > 0. On suppose en
outre qu’il existe ρ > 0 et c > 0 tels que pour x ∈ Rn et j ∈ {1, 2} on a
|Vj(x)| 6 c 〈x〉−ρ et |∇Vj(x)| 6 c 〈x〉−1−ρ .
Soient E > 0, δ ∈ ] 12 ,min (1, 12 + ρ4)] et f ∈ L2,δ(Rn). Alors on a
(H − (E + iε))−1f −−−→
ε→0
u
dans L2,−δ(Rn), ou` u ∈ H2loc(Rn)∩L2,−δ(Rn) est l’unique solution de l’e´quation (H−E)u = f
telle que
∂ru+
n− 1
2 |x| u− i
√
Eu ∈ L2,δ−1(Rn \ V0),
1.
✭✭ The sources must be sources, not sinks of energy. The energy which is radiated from the
sources must scatter to infinity ; no energy may be radiated from infinity into the prescribed
singularities of the field. ✮✮ A. Sommerfeld, [Som72].
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V0 e´tant un voisinage de 0 dans Rn.
On rappelle que d’apre`s les re´sultats de [Sai74], ce re´sultat ne peut eˆtre valable dans toute
sa ge´ne´ralite´ sans l’hypothe`se de positivite´ sur V2, meˆme dans le cas d’une partie imaginaire
de courte porte´e. A la suite de cette e´tude, on adaptera e´galement au cas dissipatif (avec
une partie imaginaire de courte porte´e) une partie des re´sultats de [GY99] pour e´tudier les
solutions de l’e´quation
(H − E)u = 0.
1.2.2 La Me´thode de Mourre
Si H1 et A sont deux ope´rateurs autoadjoints borne´s sur un espace de Hilbert H tels que
[H1, iA] > c0 > 0, alors H1 ne peut pas avoir de valeur propre re´elle, puisque pour ϕ ∈ H tel
que H1ϕ = λϕ avec λ re´el on a
0 = 〈[H1, iA]ϕ,ϕ〉 > c0 ‖ϕ‖2 ,
et donc ϕ = 0. Plus inte´ressant, on peut montrer que sous une telle hypothe`se de commutateur
positif, le spectre de H1 est en fait absolument continu ([Put67], voir aussi [CFKS87]). Ainsi,
l’ide´e d’utiliser des commutateurs positifs pour montrer des proprie´te´s spectrales avait de´ja`
germe´ dans plusieurs travaux (voir par exemple [Lav69, Lav71, Lav73], [Mou77]), mais c’est la
contribution d’E. Mourre dans [Mou81] qui est reconnue comme e´tant le point de de´part pour
ce qu’on appelle de´sormais me´thode des commutateurs, ou me´thode de Mourre. La nouveaute´
est d’autoriser des ope´rateurs non-borne´s et de localiser la condition en e´nergie (pour H1).
Notant 1J la fonction caracte´ristique de l’intervalle J , et donc 1J(H1) la projection spectrale
de H1 sur J , Mourre montre que si on peut trouver un ope´rateur autoadjoint A tel que
1J(H1)[H1, iA]1J(H1) > c01J(H1) (1.4)
(et d’autres conditions qui justifient les manipulations effectue´es avec [H1, iA] mais qu’on
n’explicite pas pour le moment), alors l’ope´rateur
〈A〉−1 (H1 − z)−1 〈A〉−1 (1.5)
est uniforme´ment borne´ pour Re z dans un compact de J et Im z 6= 0, et admet des li-
mites pour Im z → 0± dans l’espace L(H) des ope´rateurs borne´s sur H. Pour cela, il e´tudie
l’ope´rateur
Fz(ε) = 〈A〉−1
(
H1 − z − iεφ(H1)[H1, iA]φ(H1)
)−1 〈A〉−1 , (1.6)
ou` φ ∈ C∞0 (R, [0, 1]) est a` support dans J . L’ide´e est d’estimer d’une part Fz(ε) (par rapport
a` ε et uniforme´ment en z) et d’autre part F ′z(ε) par rapport a` ε et ‖Fz(ε)‖. Une estimation
de type Gronwall permet alors de montrer que la limite ε → 0 existe et qu’elle est borne´e
uniforme´ment par rapport a` z. En s’inte´ressant ensuite a` la de´rive´e de Fz(ε) par rapport a` z,
on obtient le principe d’absorption limite sur J ainsi que la continuite´ de l’ope´rateur limite.
On pourra consulter l’introduction du chapitre 7 de [ABG91] pour une pre´sentation des ide´es
de cette me´thode.
La raison du succe`s de cette ide´e est qu’elle s’applique a` de nombreux cas difficiles. Le
but de Mourre dans [Mou81] est en particulier l’e´tude des proprie´te´s spectrales pour le pro-
ble`me a` 3 corps. La me´thode a ensuite e´te´ e´tendue pour eˆtre applicable au proble`me a` N
corps dans [PSS81]. On voit en particulier dans cet article que le poids 〈A〉−1 peut eˆtre rem-
place´ par 〈A〉−δ pour δ > 12 . La the´orie a connu de nombreux de´veloppements. Citons par
exemple [Mou83] (qui met en e´vidence les conse´quences de l’existence d’ope´rateurs conjugue´s
sur les proprie´te´s de propagation), [JMP84] (qui montre que si on a des proprie´te´s supple´men-
taires sur les commutateurs multiples de H1 avec A, alors la limite de la re´solvante sur l’axe
re´el est re´gulie`re, ce qui permet par exemple de montrer la de´croissance de l’e´nergie locale
〈A〉−δ e−itH1φ(H1) 〈A〉−δ), ou encore [Jen85] (qui poursuit le travail pre´ce´dent), [JP85] (qui
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de´montre les estimations de la re´solvante dans les espaces de Besov abstraits, introduits par
S. Agmon et L. Ho¨rmander dans [AH76] pour l’ope´rateur de Schro¨dinger du proble`me a` deux
corps, et qui fournissent un cadre optimal pour l’e´tude de la re´solvante dans ce cas).
Notre but dans ce travail est d’adapter la me´thode de Mourre pour un ope´rateur H qui
n’est plus autoadjoint mais seulement dissipatif (c’est-a`-dire tel que Im 〈Hϕ,ϕ〉 6 0 pour tout
ϕ dans le domaine de H). On ne cherchera a` ge´ne´raliser et a` utiliser que les premiers re´sultats
de la the´orie, mais il convient tout de meˆme de pre´ciser qu’elle a e´te´ utilise´e et ame´liore´e dans
de tre`s nombreux travaux, dont il serait vain de vouloir en faire la liste. Mentionnons tout
de meˆme [GGM04] ou` une the´orie pour un ope´rateur conjugue´ qui n’est pas ne´cessairement
autoadjoint est de´veloppe´e, des travaux sur le proble`me a` N corps [Ski92, Wan91, GIS96],
l’e´tude de la re´solvante de l’ope´rateur de Schro¨dinger pre`s de 0 [FS04] ou encore les ope´-
rateurs de Pauli-Fierz [DJ01, Gol09]. Notons e´galement qu’une the´orie de Mourre pour des
ope´rateurs non-autoadjoints a e´galement e´te´ re´cemment de´veloppe´e dans [BG] pour e´tudier
des perturbations du syste`me de Dirac.
Une partie importante de ce travail consiste donc a` ge´ne´raliser la me´thode que l’on vient
de pre´senter a` un cadre dissipatif. Cela pose e´videmment proble`me de`s l’e´criture de la condi-
tion (1.4), puisqu’on n’a pas de projecteurs spectraux pour H. Plus ge´ne´ralement, l’absence
de calcul fonctionnel pour H rend impossible une adaptation directe de la me´thode a` un
cadre dissipatif ge´ne´ral. On se restreint donc a` des ope´rateurs dissipatifs dont la partie non-
autoadjointe V est petite, au sens ou` elle est relativement borne´e (de borne strictement
infe´rieure a` 1) par rapport a` la partie autoadjointe H1. Ainsi, on peut espe´rer que la loca-
lisation en e´nergie pour H1 soit pertinente pour l’e´tude de H. Dans ces conditions, le but
est alors de montrer les estimations (1.5) sur l’ope´rateur H (pour Im z > 0) a` partir de la
condition (1.4) sur la partie autoadjointe H1.
La de´monstration de Mourre repose sur l’argument suivant : si T = TR − iTI avec TR
autoadjoint, TI autoadjoint positif et TR-borne´e (de borne infe´rieure a` 1), Im z > 0, B tel
que B∗B 6 TI et Q borne´, alors on a :∥∥B(T − z)−1Q∥∥ 6 ∥∥Q∗(T − z)−1Q∥∥ 12
(c’est, en termes plus ge´ne´raux, la proposition II.5 de [Mou81]). Mourre l’applique avec TR =
H1, B =
√
εφ(H1) et TI = εφ(H1)[H1, iA]φ(H1), ce qui est possible d’apre`s l’hypothe`se (1.4).
Il est facile de voir que si on ajoute une partie non-autoadjointe −iV avec V > 0, il suffit
de prendre TI = V + εφ(H1)[H1, iA]φ(H1), et l’argument fonctionne de la meˆme fac¸on (par
contre, le proble`me n’est plus syme´trique et on ne peut plus traiter le cas Im z < 0). En
outre, on peut e´galement appliquer ce meˆme argument avec B =
√
V . C’est important, car
puisqu’on travaille a` la fois avec H (qui nous inte´resse) et H1 (pour lequel on peut utiliser
le calcul fonctionnel), on aura un certain nombre de termes re´siduels faisant intervenir V , et
cette remarque nous permettra de montrer qu’ils ne sont pas trop de´rangeants.
Une fois les choses e´crites sous cet angle, et vue la nouvelle expression de TI , on se rend
compte que l’argument tient encore sous l’hypothe`se
1J(H1)[H1, iA]1J(H1) + βV > c01J(H1), (1.7)
pour une certaine constante β > 0. Cette hypothe`se est plus faible que (1.4) du fait que V
est un ope´rateur positif. Pour les besoins de notre application a` l’ope´rateur de Schro¨dinger,
on voudrait en fait montrer les estimations de la re´solvante et le principe d’absorption limite
sous la condition
1J(H1)
(
[H1, iA] + βV
)
1J(H1) > c01J(H1). (1.8)
Cette hypothe`se reste plus faible que (1.4). Elle est e´galement plus faible que l’hypothe`se (1.7),
puisqu’il suffit de composer cette dernie`re a` gauche et a` droite par 1J(H1) (ce qui pre´serve
l’ine´galite´) pour obtenir la nouvelle version. L’ope´rateur 1J(H1)V 1J(H1) qui apparaˆıt dans
cette nouvelle hypothe`se n’est toutefois pas comparables a` V , donc il n’est plus aussi clair
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que l’argument qu’on vient de pre´senter est applicable avec cette dernie`re hypothe`se. On s’en
sortira en ajoutant cet ope´rateur au terme en ε, c’est-a`-dire en e´tudiant la re´solvante de
H − iεφ(H1)([H, iA] + βV )φ(H1).
Outre le fait qu’elle est valable dans de nombreuses situations, la me´thode de Mourre a cet
avantage qu’elle s’applique facilement dans un cadre semi-classique. En effet, les estimations
de la re´solvante reposent essentiellement sur l’ine´galite´ (1.4), donc pour peu que l’on puisse
ve´rifier cette ine´galite´ uniforme´ment par rapport au parame`tre h, on obtiendra les estimations
de la re´solvante uniforme´ment par rapport a` ce meˆme h (il faut tout de meˆme e´galement
ve´rifier les autres estimations intervenant dans les autres hypothe`ses). Cela peut s’e´noncer
de la fac¸on suivante (on renvoie aux the´ore`mes 4.14 et 4.18 pour des e´nonce´s plus pre´cis) :
The´ore`me 1.2. Soit H un espace de Hilbert. On conside`re une famille (Hh)h∈]0,1] d’ope´-
rateurs dissipatifs de la forme Hh = H
h
1 − iVh ou`, pour tout h ∈]0, 1], Hh1 est un ope´rateur
autoadjoint sur H et Vh est un ope´rateur autoadjoint positif et uniforme´ment Hh1 -borne´ de
borne relative strictement infe´rieure a` 1. Soient (Ah)h∈]0,1] une famille d’ope´rateurs autoad-
joints sur H, (αh)h∈]0,1] une famille d’e´le´ments de ]0, 1] et un ouvert J ⊂ R∗+ tels que
∀h ∈]0, 1], 1J(Hh1 )
(
[Hh1 , iAh] + βVh
)
1J(H
h
1 ) > αh1J(H
h
1 ), (1.9)
pour un certain β > 0 (et d’autres conditions sur les commutateurs de Hh1 et Vh avec Ah).
Alors pour δ > 12 et un compact I ⊂ J il existe une constante c > 0 telle que pour tout
h ∈]0, 1] on a :
sup
Re z∈I
Im z>0
∥∥∥〈Ah〉−δ (Hh − z)−1 〈Ah〉−δ∥∥∥ 6 c
αh
.
De plus, pour tout λ ∈ J la limite
〈Ah〉−δ (Hh − (λ+ i0))−1 〈Ah〉−δ = lim
µ→0+
〈Ah〉−δ (Hh − (λ+ iµ))−1 〈Ah〉−δ
existe dans l’espace des ope´rateurs borne´s sur H et de´finit une fonction continue sur J .
On obtient ensuite d’autres estimations pour la re´solvante, en particulier l’estimation
uniforme dans les espaces de Besov, ainsi que l’estimation pour les puissances de la re´solvante
et la re´gularite´ de la limite. Ces derniers re´sultats s’obtiennent a` partir du pre´ce´dent comme
dans le cas autoadjoint. L’estimation uniforme dans les espaces de Besov est donne´e dans
[Wan07] pour le cas autoadjoint. Par contre, il semble que les de´monstrations pour les autres
estimations, en particulier celle des puissances de la re´solvante n’aient pas e´te´ re´e´crites in
extenso pour une famille d’ope´rateurs, on en propose donc une version dissipative s’appuyant
sur [JMP84] et [Jen85].
1.2.3 Application a` l’ope´rateur de Schro¨dinger dissipatif semi-classique
Le but est ensuite d’appliquer ce re´sultat abstrait au cas de l’ope´rateur de Schro¨dinger
dissipatif Hh (comme introduit en (1.2), avec V2 > 0) pour obtenir des estimations de la
re´solvante uniformes par rapport au parame`tre h.
Pour l’ope´rateur Hh1 = −h2∆+ V1(x) avec V1 de longue porte´e, D. Robert et H. Tamura
montrent dans [RT87] que pour δ > 12 et sous une condition de non-capture sur les trajectoires
classiques d’e´nergie E > 0, il existe h0 > 0, un voisinage J de E dans R et c > 0 tels que
pour h ∈]0, h0] on a :
sup
Re z∈J
Im z 6=0
∥∥∥〈x〉−δ (Hh1 − z)−1 〈x〉−δ∥∥∥ 6 ch . (1.10)
Les trajectoires classiques associe´es a` l’ope´rateur Hh1 sont les solutions
φt(w) =
(
x(t, w), ξ(t, w)
)∈ R2n,
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pour w ∈ R2n et t ∈ R, du syste`me

∂tx(t, w) = 2ξ(t, w),
∂tξ(t, w) = −∇V1(x(t, w)),
φ0(w) = w.
(1.11)
C’est le syste`me hamiltonien associe´ au symbole p : (x, ξ) 7→ ξ2 + V1(x). On reconnaˆıt les
e´quations usuelles de la me´canique classique pour une particule soumise a` la force associe´e
au potentiel V1. On dit alors que l’e´nergie E > 0 est non captive si pour tout w ∈ p−1({E})
on a :
|x(t, w)| −−−−→
t→±∞
+∞.
Pour faire le lien entre les proprie´te´s quantiques (l’e´tude de Hh) et les proprie´te´s clas-
siques (correspondant au flot φt) on utilisera abondamment le calcul pseudo-diffe´rentiel. On
pre´sentera au chapitre 3 les techniques de l’analyse semi-classique mais en quelque mots,
un ope´rateur pseudo-diffe´rentiel est un ope´rateur Opwh (a) sur L
2(Rn) associe´ a` un symbole
a : R2n → C via la de´finition :
Opwh (a)u(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉a
(
x+ y
2
, ξ
)
u(y) dy dξ.
Ces ope´rateurs ge´ne´ralisent la notion d’ope´rateur diffe´rentiel et pourront eˆtre utilise´s, dans
une certaine mesure, comme un ✭✭ calcul fonctionnel simultane´ a` O(h) pre`s pour les ope´rateurs
de multiplication par xj et les ope´rateurs de de´rivation −ih∂xj pour j ∈ J1, nK ✮✮. Cela per-
met par exemple de localiser a` la fois en espace et en fre´quence (toujours a` O(h) pre`s, ce qui
est conforme au principe de Heisenberg). On renvoie au chapitre 3 pour un expose´ plus pre´cis.
La de´monstration de [RT87] utilise la me´thode de Mourre a` l’infini. En effet, lorsque le
potentiel est nul, ou lorsqu’il est suffisamment petit (ce qui sera le cas loin de l’origine), on
peut prendre pour ope´rateur conjugue´ a` Hh1 le ge´ne´rateur des dilatations
Ah = − ih
2
(x · ∇+∇ · x).
C. Ge´rard et A. Martinez proposent dans [GM88] une autre de´monstration, le but e´tant de
trouver Ah qui soit ve´ritablement un ope´rateur conjugue´ a`H
h
1 , de sorte que l’estimation (1.10)
soit directement donne´e par le re´sultat de Mourre. Ah est obtenu comme ope´rateur pseudo-
diffe´rentiel, et est en fait une perturbation du ge´ne´rateur des dilatations. Plus pre´cise´ment,
Ah est de la forme
Fh = Ah +Op
w
h (r) = Op
w
h (x · ξ + r) = Opwh (b),
avec r ∈ C∞0 (R2n). Pour obtenir l’ine´galite´ (1.9) (avec Vh = 0) apre`s quantification et multi-
plication par h pour αh = c0h (avec c0 > 0), il faut trouver un symbole b tel que
{p, b} > c0 sur p−1(J),
ou` {p, b} de´signe le crochet de Poisson
{p, b} = ∇ξp · ∇xb−∇xp · ∇ξb = 2ξ · ∇xb−∇V1(x) · ∇ξb.
Puisque le crochet de Poisson de b avec p correspond a` la de´rive´e de b le long du flot φt
engendre´ par p, cela signifie que b doit croˆıtre le long des trajectoires classiques (voir le pa-
ragraphe 3.2.1 pour les proprie´te´s du flot φt).
Dans le cas dissipatif, on a vu que le commutateur qui intervient dans la condition de
Mourre ne fait intervenir que la partie autoadjointe. Ainsi, dans le cas d’une e´nergie non
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captive, le meˆme ope´rateur conjugue´ que celui utilise´ dans le cadre autoadjoint va permettre
d’appliquer la me´thode abstraite et d’obtenir les estimations de la re´solvante sur le demi-plan
supe´rieur. Mais on a e´galement vu qu’on pouvait exploiter la partie dissipative de l’ope´rateur
H pour affaiblir la condition de Mourre. Il est donc naturel de se demander si on ne peut pas
par suite affaiblir la condition de non-capture dans le contexte de l’ope´rateur de Schro¨dinger.
En terme de symboles, la condition (1.9) peut s’e´crire :
{p, b}+ βV2 > c0 sur p−1(J).
Cela signifie que b n’a plus besoin d’eˆtre croissante le long des trajectoires classiques partout
mais, grossie`rement, uniquement la` ou` V2 est nul. Pour illustrer ce que cela change, imaginons
une trajectoire classique pe´riodique. Il est impossible de construire une fonction b strictement
croissante le long de cette trajectoire. Mais si cette trajectoire rencontre la zone d’amortisse-
ment ou` V2 > 0, alors rien n’empeˆche de construire une fonction b qui est croissante la` ou` V2
est petit et de´croissante ou` V2 > γ pour un certain γ > 0. Et comme β peut-eˆtre choisi aussi
grand que l’on veut, on pourra toujours compenser le fait que {p, b} est ne´gatif par le terme
βV2 dans cette zone.
Cela sugge`re qu’on va effectivement pouvoir appliquer la me´thode de Mourre dissipative
avec une hypothe`se plus faible que la condition de non-capture. Plus pre´cise´ment, on aura
simplement besoin de supposer que toute trajectoire capte´e d’e´nergie E pour le syste`me (1.11)
rencontre l’ouvert O ou` V2 est non nul. On remarque que cette hypothe`se est bien une ge´ne´ra-
lisation de l’hypothe`se habituelle, puisque dans le cas ou` V2 = 0, elle interdit les trajectoires
borne´es d’e´nergie E, ce qui implique que E est une e´nergie non-captive. Une hypothe`se de ce
type apparaˆıt de´ja` dans [Leb96] (pour l’e´quation des ondes amorties) et [AK07] (qui montre
une estimation dispersive pour l’ope´rateur de Schro¨dinger sur un domaine exte´rieur).
En pre´sence de trajectoires capte´es, on construit une fonction qui croˆıt
le long du flot hors de la zone d’amortissement (ici la fle`che repre´sente la
valeur de f au point et dans la direction conside´re´s : plus elle est fonce´e
plus la valeur de f est importante).
Figure 1.1 – Fonction de fuite ge´ne´ralise´e sur une trajectoire pe´riodique.
Dans le cas autoadjoint, X.P. Wang montre dans [Wan87] ou [Wan91] que la condition
de non-capture utilise´e pour de´montrer l’estimation (1.10) est en fait une condition ne´ces-
saire (notons les travaux re´cents de S. Nonnenmacher et M. Zworski [NZ09a, NZ09b] qui
obtiennent une estimation de la re´solvante –un peu plus faible– dans le cas ou` l’ensemble des
trajectoires capte´es est ✭✭ petit ✮✮ et que la dynamique sur cet ensemble est chaotique). Dans
le cas dissipatif, on va montrer que notre hypothe`se ge´ne´ralise´e sur les trajectoires capte´es est
e´galement une condition ne´cessaire, la difficulte´ e´tant a` nouveau l’absence de calcul fonction-
nel pour Hh. Comme pre´ce´demment, on va utiliser une localisation en e´nergie pour la partie
autoadjointe Hh1 . On va e´galement utiliser une version dissipative du the´ore`me d’Egorov. Le
the´ore`me d’Egorov est un re´sultat qui fait le lien entre propagation quantique (conjugaison
par le propagateur e−
it
h
Hh1 ) et propagation quantique (translation le long du flot φt). Plus
pre´cise´ment, pour un symbole a et
Uh1 (t) = e
− it
h
Hh1 ,
on a :
Uh1 (t)
∗Opwh (a)U
h
1 (t) = Op
w
h (a ◦ φt) + O
h→0
(h).
D’apre`s le the´ore`me de Hille-Yosida l’ope´rateur dissipatif Hh engendre un semi-groupe de
contractions qu’on notera
Uh(t) = e
− it
h
Hh , t > 0.
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Un re´sultat analogue au the´ore`me d’Egorov peut eˆtre montre´ pour Uh(t), faisant apparaˆıtre
le facteur d’amortissement duˆ a` la partie imaginaire du potentiel :
Uh(t)
∗Opwh (a)Uh(t) = Op
w
h
(
(a ◦ φt)e−2
∫
t
0
V2◦φs ds
)
+ O
h→0
(h).
Pour exploiter les proprie´te´s des ope´rateurs autoadjoints afin d’e´tudier l’ope´rateur dissi-
patif Hh, on ne se contente pas de rapprocher Hh de sa partie autoadjointe H
h
1 . On s’appuiera
e´galement sur une dilatation autoadjointe Kh de Hh. Kh est un ope´rateur autoadjoint sur
un espace de Hilbert K contenant l’espace de de´part H (ici L2(Rn)) et tel que si on note PH
la projection orthogonale de K sur H on a
(Hh − z)−1 = PH(Kh − z)−1
∣∣
H pour Im z > 0
et
e−
it
h
Hh = PHe−
it
h
Kh
∣∣∣
H
pour t > 0.
La the´orie des dilatations autoadjointes dans un cadre abstrait est de´crite dans [NF67]. On
pourra trouver la construction d’une dilatation autoadjointe explicite pour l’ope´rateur de
Schro¨dinger dissipatif dans [Pav77]. Ces re´sultats seront e´galement rappele´s dans ce manus-
crit (chapitre 2).
Au final, le re´sultat qu’on obtient sur la re´solvante de l’ope´rateur de Schro¨dinger dissipatif
est le suivant :
The´ore`me 1.3. On suppose que V1 une fonction lisse telle qu’il existe ρ > 0 et des constantes
cα pour α ∈ Nn tels que
∀x ∈ Rn, |∂αV1(x)| 6 cα 〈x〉−ρ−|α| .
On suppose e´galement que V2 est une fonction continue et positive sur R
n telle que (x ·∇)jV2
est borne´ pour j ∈ J0, 2K.
Soient E > 0 et δ > 12 . On suppose que pour tout w ∈ p−1({E}) tel que la trajectoire
classique t 7→ |x(t, w)| est borne´e on peut trouver t ∈ R tel que V2(x(t, w)) > 0. Alors il existe
un voisinage I de E dans R∗+ et c, h0 > 0 tels que
sup
Re z∈I
Im z>0
∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥ 6 c
h
(1.12)
pour tout h ∈]0, h0]. Si de plus V2 est une fonction lisse dont toutes les de´rive´es sont borne´es,
la condition sur les trajectoires capte´es est en fait ne´cessaire.
On verra que les estimations de la re´solvante peuvent en fait plus ge´ne´ralement eˆtre
montre´es pour un ope´rateur de Schro¨dinger de la forme −h2∆ + V1(x) − iν(h)V2(x) ou`
ν(h) :]0, 1] →]0, 1] est quelconque. Dans ce cas l’estimation en h−1 doit eˆtre remplace´e par
une estimation en min(h, ν(h))−1. Outre le cas ν(h) = h auquel on s’inte´resse ici, le cas
ν(h) = h2 peut par exemple eˆtre utile pour l’e´tude des valeurs propres de grandes parties
re´elles pour l’ope´rateur de Schro¨dinger −∆− iV2(x), voir par exemple [AK07] a` ce sujet.
1.2.4 Estimations de la re´solvante par les mesures semi-classiques
Si la me´thode de Mourre a donne´ de nombreux re´sultats concernant les estimations de re´-
solvante, d’autres techniques ont e´galement e´te´ de´veloppe´es. On peut mentionner par exemple
les travaux de A. Vasy et M. Zworski [VZ00] et de N. Burq [Bur02]. L’ide´e de Burq (voir
auparavant [Leb96]) est de montrer des estimations de la re´solvante par l’absurde, en consi-
de´rant une famille de solutions niant le re´sultat voulu et une mesure semi-classique associe´e,
puis en obtenant une contradiction sur cette mesure. La me´thode est d’abord utilise´e dans
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[Bur02] pour un potentiel (re´el) a` support compact pour montrer l’absence de re´sonances
dans une certaine zone du demi-plan infe´rieur. La me´thode est ensuite reprise dans [Jec04]
pour montrer les estimations de la re´solvante pour le cas d’un potentiel longue porte´e. Le
nouvel ingre´dient est l’utilisation d’une ✭✭ fonction de fuite a` l’infini ✮✮. On pourra e´galement
voir [CJK08] pour le cas d’un potentiel coulombien, [CJ06] pour le cas d’un potentiel peu
re´gulier et [Jec05, FR08, DFJ09] pour le cas matriciel.
On va utiliser ici cette me´thode pour montrer une estimation uniforme de la re´solvante
dans le cas ou` l’indice d’absorption V2 n’est plus ne´cessairement partout positif. Le premier
proble`me dans cette situation est que la re´solvante n’est plus force´ment bien de´finie, meˆme
sur le demi-plan supe´rieur, puisque l’ope´rateur peut avoir des valeurs propres de parties
imaginaires positives (on se restreint a` des situations ou` le spectre essentiel reste R+). Mais
comme on vient de le voir, meˆme en supposant que la re´solvante est bien de´finie, il est essentiel
pour pouvoir appliquer la me´thode de Mourre que le potentiel Vh de´finisse un ope´rateur
positif. Pourtant, en raison de la localisation en e´nergie qui apparaˆıt dans la condition de
Mourre, on ne s’inte´resse pour appliquer la me´thode au cas de l’ope´rateur de Schro¨dinger
qu’aux trajectoires classiques d’e´nergies proches de l’e´nergie E conside´re´e. On peut donc par
exemple eˆtre surpris d’avoir a` faire, meˆme a` la limite h → 0, cette hypothe`se de positivite´
sur V2 y compris dans les zones classiquement interdites, c’est-a`-dire ou` V1(x) > E.
Il faut remarquer que la me´thode de Mourre n’est pas a` proprement parler une me´-
thode semi-classique. En effet, c’est une me´thode adapte´e a` l’e´tude d’un unique ope´rateur,
qu’on applique a` une famille d’ope´rateurs (Hh)h∈]0,h0] en controˆlant toutes les estimations
uniforme´ment par rapport au parame`tre h. La me´thode des mesures semi-classiques est
au contraire une technique purement semi-classique. En effet, e´tant donne´e une famille de
fonctions (uh)h∈]0,1], on travaille avec une mesure µ sur R2n telle que pour une sous-suite
hk −−−−→
k→∞
0 on a :
∀q ∈ C∞0 (R2n),
〈
Opwhkuhk , uhk
〉 −−−−→
k→∞
∫
R2n
q dµ. (1.13)
C’est ensuite sur cet objet que l’on travaille. Il est donc raisonnable d’espe´rer utiliser de
fac¸on plus fine les proprie´te´s de la dynamique classique associe´e a` l’ope´rateur de Schro¨dinger
semi-classique. On ne l’e´voquera pas dans ce travail, mais cette me´thode est e´galement bien
adapte´e a` l’e´tude de l’ope´rateur de Schro¨dinger sur des domaines a` bord. C’est d’ailleurs le
cas dans [Bur02] (voir aussi [GL93, Bur97, Mil00]). C’est utilise´ pour un cadre dissipatif dans
les travaux de L. Aloui et M. Khenissi ([AK07], voir e´galement le travail re´cent [AK10] pour
le cas d’une dissipation par le bord).
On se propose d’e´tudier par cette me´thode les estimations de la re´solvante et le principe
d’absorption limite quand l’indice d’absorption V2 ∈ C∞(Rn) est de courte porte´e avec
une partie ne´gative a` support compact et ve´rifiant une condition d’amortissement sur les
trajectoires capte´es d’e´nergie E : si w ∈ p−1({E}) est tel que {|x(t, w)| , t ∈ R} est borne´
alors il existe T > 0 tel que ∫ T
0
V2(x(t, w)) dt > 0. (1.14)
Ainsi, on ne demande rien au potentiel sur la zone classiquement interdite, mais surtout on
autorise V2 a` eˆtre ne´gatif meˆme sur les trajectoires capte´es, a` condition que sur chacune de
ces trajectoires l’amortissement soit ✭✭ plus positif que ne´gatif ✮✮. Cela suffit a` assurer que
l’e´nergie porte´e par les trajectoires capte´es sera bien dissipe´e par l’amortissement duˆ a` V2.
On obtient finalement le re´sultat suivant :
The´ore`me 1.4. On suppose que V2 ∈ C∞(R2n) est positif en dehors d’un compact et qu’il
existe ρ > 0 et des constantes cα pour α ∈ Nn tels que
∀x ∈ Rn, |∂αV2(x)| 6 cα 〈x〉−1−ρ−|α| .
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Soient δ > 12 et E > 0 ve´rifiant l’hypothe`se (1.14). Alors il existe un voisinage I de E
dans R∗+ et h0 > 0 tels que pour h ∈]0, h0] l’ope´rateur Hh n’a pas de valeur propre dans
CI,+ = {z ∈ C,Re z ∈ I, Im z > 0}
et il existe une constante c > 0 telle que pour tout h ∈]0, h0] :
sup
z∈CI,+
∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥ 6 c
h
.
Avec ces estimation de la re´solvante on pourra alors ve´rifier pour tout h ∈]0, h0] le principe
d’absorption limite par le demi-plan supe´rieur et donc l’existence d’une solution sortante a`
l’e´quation de Helmholtz.
Si le the´ore`me 1.4 ame´liore le the´ore`me 1.3, il convient tout de meˆme de remarquer que
dans le cas ou` V2 > 0, les hypothe`ses sont plus fortes ici. On va en outre utiliser le the´ore`me
1.3 pour montrer le the´ore`me 1.4.
Comme on l’a dit en de´but de paragraphe, l’ide´e pour montrer un tel re´sultat est de
conside´rer une suite de solutions niant le re´sultat, une mesure semi-classique associe´e et de
montrer que cette mesure est a` la fois nulle et non nulle. Pour montrer qu’elle est nulle,
on commence par ve´rifier que la suite de solutions sortantes a` l’e´quation de Helmholtz se
concentre dans l’espace des phases et a` la limite h → 0 sur p−1({E}) et hors de la zone
entrante Z− =
{
(x, ξ) | |x| ≫ 1, x · ξ 6 − 12 |x| |ξ|
}
. Ce dernier re´sultat est de´montre´ dans
[RT89] dans le cas autoadjoint, on le prouve ici dans le cas dissipatif. On utilise ensuite les
proprie´te´s de propagation de la mesure le long du flot hamiltonien classique pour en de´duire
que la mesure µ est nulle sur tout l’espace des phases R2n. L’e´tude de la localisation a priori
de la solution sur p−1({E}) et hors de Z− sera par ailleurs une premie`re e´tape importante
pour l’e´tude plus fine de l’asymptotique de la famille de solution (uh)h∈]0,h0] a` l’e´quation de
Helmholtz (1.1).
1.3 Mesure semi-classique pour l’e´quation de Helmholtz
Une fois que l’on dispose du principe d’absorption limite pour l’ope´rateur de Schro¨dinger
dissipatif comme au paragraphe 1.2.3 ou faiblement dissipatif comme au paragraphe 1.2.4,
on peut conside´rer la solution uh de l’e´quation (1.1) et s’inte´resser a` l’asymptotique h → 0.
Plus pre´cise´ment on voudrait savoir ou` la quantite´ |uh(x)|2 se concentre lorsque h tend vers
0. On s’inte´ressera e´galement a` la localisation en fre´quences.
1.3.1 Cas d’un coefficient d’absorption constant
Le premier travail dans cette direction semble eˆtre l’article de J.-D. Benamou, F. Castella,
T. Katsaounis et B. Perthame [BCKP02]. Le terme source qu’ils conside`rent est de la forme
Sh(x) = hS (x/h), ou` S appartient a` l’espace de Schwartz S(R3) (le cadre de travail est R3).
Cela signifie que la source se concentre sur l’origine quand h→ 0, mode´lisant ainsi une source
ponctuelle pour h petit.
L’asymptotique de uh (dans l’espace des phases) est e´tudie´e via la transformation de
Wigner, de´finie de la fac¸on suivante :
Wh(x, ξ) =
1
hn
W
(
x,
ξ
h
)
=
1
(2πh)n
∫
Rn
e−
i
h
〈y,ξ〉uh
(
x+
y
2
)
uh
(
x− y
2
)
dy.
On peut ve´rifier que pour un symbole a ∈ C∞0 (R2n) on a
〈Wh, a〉R2n = 〈Opwh (a)uh, uh〉Rn , (1.15)
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de sorte que la mesure de Wigner permet, comme les ope´rateurs pseudo-diffe´rentiels, d’e´tudier
la localisation de uh en espace et en fre´quences. Une proprie´te´ remarquable de la transforme´e
de Wigner et que si uh(t) est solution de l’e´quation de Schro¨dinger{
ih ∂∂tuh(t) =
(
−h22 ∆+ V1(x)
)
uh(t)
uh(0) = u0,
alors la famille de transforme´es de Wigner associe´e est solution de
∂Wh(t)
∂t
+ ξ · ∇xWh(t)−∇V1(x) · ∇ξWh(t) = 0, (1.16)
qui n’est autre que l’e´quation de Liouville classique correspondant au syste`me hamiltonien
(1.11). Ainsi, si Wh(t) converge vers une fonction f (en un sens convenable) quand h tend
vers 0, on s’attend a` ce que f soit encore solution de (1.16). C’est l’une des fac¸ons de voir
que la me´canique quantique ✭✭ tend ✮✮ vers la me´canique classique lorsque (la constante de
Planck) h tend vers 0 (voir [LP93, Wan07]).
Le but de [BCKP02] est d’e´tudier la limite de la transforme´e de Wigner pour la solution
de l’e´quation (1.1) dans le cas ou` V2 = αh > 0 est une constante, avec αh −−−→
h→0
α > 0. On
obtient effectivement une mesure f solution de l’e´quation de Liouville (stationnaire) :
αf + ξ · ∇xf(x, ξ)− 1
2
∇V1 · ∇ξf(x, ξ) = 1
(4π)
δ(x)
∣∣Sˆ(ξ)∣∣2δ(|x| = 1),
ou` Sˆ de´signe la transforme´e de Fourier de S. Les deux difficulte´s principales sont dues au
terme source et au suivi de la condition de radiation lorsque h → 0 si α = 0. Ce dernier
point est d’ailleurs comple´te´ dans [Cas05]. Cette e´tude utilise en particulier une estimation
uniforme pour la re´solvante, et ne´cessite donc une hypothe`se de non-capture sur l’indice de
re´fraction. L’estimation utilise´e n’est pas tout a` fait celle que l’on vient de de´crire, mais une
estimation de la norme de Morrey-Campanato (voir [PV99])
‖u‖2MC = sup
R>0
∫
B(R)
|u(x)|2 dx,
analogue a` la norme des espaces de Besov, mais homoge`ne en espace.
Ce re´sultat a ensuite connu un certain nombre de ge´ne´ralisations. Le but de l’article
[CPR02] est de montrer un re´sultat analogue dans le cas ou` le terme source se concentre non
plus sur l’origine mais sur une sous-varie´te´ de Rn. E´tant donne´e une sous-varie´te´ Γ de Rn, le
terme source prend alors la forme
Sh = h
−q
∫
Γ
A(z)e
i
h
φ(z)S
(
x− y
h
)
dσ(z).
On observe un phe´nome`ne d’oscillation qui s’ajoute au phe´nome`ne de concentration. Les
auteurs proposent une e´tude formelle dans un cadre assez ge´ne´ral et une de´monstration ri-
goureuse dans le cas ou` Γ est un sous-espace affine et l’indice de re´fraction est constant.
L’une des difficulte´s est que dans cette situation la source n’est pas assez de´croissante dans
les directions de Γ et l’estimation de Morrey-Campanato n’est plus utilisable. La contrainte
concernant l’indice de re´fraction est surmonte´e dans [WZ06], ou` on utilise la me´thode de
Mourre pour obtenir les estimations a priori ne´cessaires sur la solution (voir aussi [Wan07]
a` ce propos). Mentionnons e´galement les re´sultats d’E. Fouassier, qui e´tudie dans [Fou06] le
cas de deux sources ponctuelles et dans [Fou07] le cas ou` l’indice de re´fraction pre´sente une
discontinuite´ le long d’un hyperplan en combinant la me´thode de [BCKP02], une adapta-
tion des estimations de Morrey-Campanato ([Fou05]), et les travaux de L. Miller concernant
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la propagation des mesures semi-classiques au bord d’un domaine ([Mil00], voir aussi [GL93]).
A propos de l’article [Cas05] concernant la condition de radiation, il faut noter qu’une
me´thode diffe´rente est utilise´e. En effet, l’auteur ne regarde pas la transforme´e de Wigner
de la solution, mais e´crit plutoˆt cette solution comme l’inte´grale sur les temps positifs du
propagateur :
uh =
i
h
∫ ∞
0
e−
it
h
Hh1 e−αhtSh dt.
Le but est alors de prendre la limite h → 0 dans cette inte´grale, en ✭✭ coupant ✮✮ l’inte´grale
afin de traiter se´parement les temps proche de 0 (t 6 T0h), les temps tre`s grands (t > h−κ),
les temps grands (T1 6 t 6 h−κ) et les temps interme´diaires (T0h 6 t 6 T1). En outre, le
re´sultat est de´montre´ sous une hypothe`se ge´ome´trique plus faible que l’hypothe`se du Viriel
2(E − V1(x))− x · ∇V1(x) > c0 > 0 (1.17)
utilise´e dans les autres travaux. Grossie`rement, on a besoin que l’ensemble des trajectoires
issues de l’origine et qui repassent par l’origine soit ✭✭ petit ✮✮. Il est facile de voir que l’hypo-
the`se (1.17) implique qu’aucune des trajectoires classiques d’e´nergie E issue de l’origine ne
peut repasser par l’origine, ce qui est donc bien plus fort.
Le point de vue que nous allons utiliser dans notre e´tude est celui de J.-F. Bony, pre´-
sente´ dans [Bon09]. Tout d’abord, la mesure semi-classique est e´tudie´e via le calcul pseudo-
diffe´rentiel (cette approche est pre´sente´e dans [Ge´r91a] ou encore [Ge´r91b]). Dans ce cas on
ne de´finit plus la mesure semi-classique comme la limite des transforme´es de Wigner mais
comme en (1.13). Le fait que ces deux approches soient e´quivalentes est raisonnable e´tant
donne´e l’e´galite´ (1.15) (on pourra tout de meˆme consulter [GL93] pour plus de de´tail). Le
de´faut du point de vue semi-classique est que l’on va demander beaucoup de re´gularite´ sur
le potentiel (en fait on ne conside´rera que des potentiels de classe C∞). Par contre on peut
travailler localement autour de chaque point de l’espace des phases et, hors de la source, on
obtient une description locale de la mesure en termes d’e´tats lagrangiens.
Comme dans [Cas05], la re´solvante est e´crite comme l’inte´grale sur les temps positifs du
propagateur, et on peut se contenter d’une hypothe`se ge´ome´trique plus faible que l’hypothe`se
du Viriel. L’e´tude se fait localement autour de chaque point de l’espace des phases, et la
condition de radiation sur la mesure limite est obtenue par l’estimation de la solution sortante
dans la zone entrante de´montre´e dans [RT89].
Comme la mesure semi-classique est construite de fac¸on directe, et n’est plus seulement
obtenue comme limite d’une suite borne´e dans un certain espace, les estimations abstraites
de la re´solvante ne sont plus utilise´es de fac¸on aussi fine que dans les travaux pre´ce´dents.
Ne´anmoins, l’hypothe`se de non-capture reste ne´cessaire.
Ce petit tour d’horizon montre que la mesure semi-classique pour l’e´quation de Helmholtz
haute fre´quence est bien connue sous les hypothe`ses suivantes :
• re´gularite´ et de´croissance du potentiel plus ou moins importante.
• indice d’absorption constant (pour avoir un ope´rateur autoadjoint) et hypothe`se de
non-capture sur les trajectoires classiques.
• hypothe`se ge´ome´trique de type Viriel, ou condition de non-retour de presque toutes les
trajectoires issues de l’origine.
• terme source qui se concentre sur un (plusieurs) point(s) ou un sous-espace affine de
l’espace.
1.3.2 E´nonce´ du re´sultat pour un indice d’absorption variable
Comme on l’a annonce´, on se propose dans cette the`se de de´montrer un re´sultat analogue
a` ceux qui pre´ce`dent dans le cas ou` l’indice d’absorption est variable. Les proble`mes dus au
fait que l’ope´rateur que l’on doit e´tudier n’est plus autoadjoint interviennent principalement
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pour montrer le principe d’absorption limite et les estimations a priori de la solution. On
a vu que ces re´sultats e´taient valables pour l’ope´rateur de Schro¨dinger dissipatif avec une
hypothe`se plus faible que l’hypothe`se usuelle de non-capture, a` savoir que l’amortissement est
suffisamment fort sur les trajectoires capte´es, au sens de (1.14). De`s lors, on se demande si le
re´sultat sur la mesure semi-classique est lui aussi encore valable avec cette nouvelle hypothe`se.
Puisque l’hypothe`se de non-capture sert a` empeˆcher que trop d’e´nergie ne s’accumule sur
un compact, il semble raisonnable de vouloir s’autoriser a` la remplacer par une hypothe`se
concernant l’absorption sur les trajectoires capte´es. D’autre part, on conside`rera un terme
source qui se concentre sur une sous-varie´te´ borne´e Γ de dimension d ∈ J0, n − 1K dans Rn.
Cela englobe en particulier le cas d’un terme source qui se concentre sur plusieurs points. Ce
n’est pas aussi ge´ne´ral que ce qui e´tait vise´ dans [CPR02], dans la mesure ou` on se restreint
au cas borne´, mais on n’a pas besoin que la sous-varie´te´ soit plate. E´tant donne´e une sous-
varie´te´ Γ de Rn, une amplitude A ∈ C∞0 (Γ) et S ∈ S(Rn), on de´finit le terme source par
Sh(x) = h
1−n−d
2
∫
Γ
A(z)S
(
x− z
h
)
dσ(z), (1.18)
ou` σ est la mesure de Lebesgue sur Γ (ou` une somme de masse de Dirac en chaque point
si dimΓ = 0). On observera que ce terme source est localise´ sur le fibre´ normal NΓ de Γ.
Comme par ailleurs uh se concentre sur les points d’e´nergie E, la mesure semi-classique que
l’on cherche sera porte´e par les trajectoires classiques issues de
NEΓ =
{
(z, ξ) ∈ NΓ ∣∣ |ξ|2 = E − V1(z)} .
Plus explicitement, on va montrer le re´sultat suivant (les hypothe`ses et l’e´nonce´ seront donne´s
de fac¸on plus pre´cise dans le texte) :
The´ore`me 1.5. On suppose que V1 est un potentiel a` longue porte´e et V2 un potentiel a`
courte porte´e et positif hors d’un compact. Soit E > 0 ve´rifiant l’hypothe`se d’amortissement
(1.14). On suppose que V1(z) < E pour tout z ∈ Γ et que l’ensemble des w ∈ NEΓ tels que
la trajectoire issue de w repasse par NEΓ est de mesure nulle dans NEΓ. Soit Sh de´finie en
(1.18) et uh la solution sortante pour l’e´quation (1.1).
(i) Il existe une mesure de Radon positive µ sur R2n telle que :
∀q ∈ C∞0 (R2n), 〈Opwh (q)uh, uh〉 −−−→
h→0
∫
R2n
q dµ.
(ii) La mesure µ est caracte´rise´e par les trois proprie´te´s suivantes :
a. Le support de µ est inclus dans p−1({E}).
b. Pour tout σ ∈]0, 1[ il existe R > 0 tel que µ est nulle dans la zone entrante
{|x| > R et x · ξ 6 −σ |x| |ξ|} .
c. La mesure µ ve´rifie l’e´quation de Liouville
2ξ · ∇xµ−∇V1(x) · ∇ξµ+ 2V2µ = C |A(z)|2 |ξ|−1
∣∣Sˆ(ξ)∣∣2σNEΓ,
ou` C > 0 et σNEΓ est une certaine mesure sur NEΓ.
(iii) Ces trois proprie´te´s impliquent que µ est donne´e par :∫
R2n
q dµ = C
∫ +∞
0
∫
NEΓ
|A(z)|2 |ξ|−1 ∣∣Sˆ(ξ)∣∣2q(φt(z, ξ))e−2 ∫ t0 V2(x(s,z,ξ)) ds dσNEΓ(z, ξ) dt.
On retrouve bien l’e´quation de Liouville usuelle avec le coefficient d’absorption constant α
remplace´ par notre indice variable V2, et on observe effectivement que la mesure est porte´e par
les trajectoires classiques issues de NEΓ. En outre, pour toute fonction q a` support compact,
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La mesure µ est porte´e par les (demi-) trajectoires
classiques issues de la source NEΓ. L’amortissement
le long du flot engendre´ par l’indice de re´fraction V1
est bien de´crit par l’inte´grale de l’indice d’absorption
V2 entre la source et le point conside´re´. Ainsi la li-
mite classique obtenue est cohe´rente avec l’interpre´ta-
tion physique de l’e´quation. Sur le dessin, on a repre´-
sente´ les demi-trajectoires issues de NEΓ, les fle`ches
repre´santant un point de l’espace des phases. Plus on
s’e´loigne de la source, plus la ✭✭ densite´ ✮✮ de µ diminue
(dans le cas ou` V2 > 0).
Figure 1.2 – µ le long des trajectoires issues de NEΓ
l’inte´grale en temps dans la dernie`re e´galite´ est bien convergente car les trajectoires issues de
NEΓ partent a` l’infini (et quittent donc le support de q en temps fini) ou bien sont capte´es
et on verra que dans ce cas le facteur d’amortissement e−2
∫
t
0
V2(x(s,z,ξ)) ds devient suffisament
petit pour les temps grands.
Il faut e´galement dire un mot sur σNEΓ, sans quoi ces affirmations n’ont pas grand sens.
Contrairement a` ce que sugge`re la de´finition qu’on a donne´e, on ne munit pas NEΓ de la
structure riemannienne he´rite´e du produit scalaire de R2n. Cette question ne se pose pas
lorsque Γ est un point, mais il est plus naturel de voir la composante ξ comme une direction
de NΓ que re´ellement comme un vecteur de Rn. Autrement dit, on ne veut pas tenir compte
pour la composante ξ de la courbure de Γ et des variations de V1 sur Γ, informations que
l’on peut retrouver a` partir de z. Ce point sera explique´ plus en de´tail au paragraphe 6.2.2.
En attendant d’eˆtre plus pre´cis, on peut tout de meˆme de´ja` dire que la mesure σNEΓ que
l’on de´finit sur NEΓ est issue d’une structure riemannienne et donc absolument continue par
rapport a` la mesure de Lebesgue sur NEΓ.
1.3.3 Le proble`me des temps grands, ide´e de preuve
Outre le caracte`re non-autoadjoint de l’ope´rateur de Schro¨dinger conside´re´, qu’on a de´ja`
discute´ et sur lequel on reviendra, il a plusieurs proble`mes nouveaux a` surmonter. On vient
d’avoir un bref aperc¸u des proble`mes que peut poser la ge´ome´trie de la source, on e´voque
maintenant le proble`me duˆ aux trajectoires capte´es. Ces deux proble`mes sont relativement
inde´pendants, puisque pour notre vision temporelle du proble`me, la ge´ome´trie de Γ intervien-
dra surtout pour les temps proches de 0, tandis que les trajectoires capte´es posent proble`me,
comme on peut s’y attendre, pour l’e´tude des temps grands. On esquisse dans ce paragraphe
l’argument permettant de ge´rer ces temps grands malgre´ l’existence de trajectoires capte´es.
Dans le cas non-captif, la strate´gie est grossie`rement la suivante. On commence par ve´rifier
que uh se concentre sur p
−1({E}) et hors de la zone entrante. On conside`re ensuite un point
w ∈ p−1({E}) et un symbole q a` support ✭✭ proche ✮✮ de w. On e´crit alors (formellement) :
Opwh (q)uh =
i
h
∫ ∞
0
Opwh (q)U
E
h (t)Op
w
h (f)Sh dt+ reste, (1.19)
ou` f ∈ C∞0 (R2n) est a` support pre`s de NEΓ et vaut 1 au voisinage de NEΓ, et UEh (t) =
Uh(t)e
it
h
E . Par le the´ore`me d’Egorov, si supp(q ◦ φt) ∩ supp f = ∅, alors
Opwh (q)U
E
h (t)Op
w
h (f) = O(h
∞). (1.20)
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Ainsi, si on note tk pour 1 6 k 6 K les temps pour lesquels φ−tk(w) ∈ NEΓ, seuls les temps
proches des tk donnent une contribution significative pour Op
w
h (q)uh et donc pour la mesure
semi-classique. La contribution du voisinage de chaque tk, c’est-a`-dire
i
h
∫ tk+τ
tk−τ
Opwh (q)U
E
h (t)Op
w
h (f)Sh dt
(on aura en fait besoin d’une troncature lisse en temps), est un e´tat lagrangien qui, lorsqu’on
prend le produit scalaire 〈Opwh (q)uh, uh〉 puis la limite h → 0, donne l’inte´grale de q contre
une certaine mesure µk de´finie au voisinage de w. La somme de ces mesures sera au voisi-
nage de w la mesure semi-classique cherche´e. Puisque l’e´nergie E est suppose´e non-captive
(et que l’ensemble des e´nergies non-captives est ouvert), pour T assez grand le support de
supp(q ◦φT ) est dans la zone entrante, donc l’estimation de uh dans la zone entrante montre
que la contribution des temps plus grands que T dans l’inte´grale (1.19) est nulle (a` la limite
h→ 0).
Si on autorise les trajectoires capte´es, ce raisonnement pose au moins trois proble`mes :
• Le proble`me le plus imme´diat est qu’une trajectoire capte´e peut passer une infinite´ de
fois par la source NEΓ. Ainsi, il peut exister w ∈ R2n tel que φ−tk(w) ∈ NEΓ pour une
infinite´ de tk > 0. Ce qui donne une infinite´ de mesures partielles a` sommer. Ce sera
par exemple le cas si une trajectoire pe´riodique rencontre NEΓ.
• Les temps ve´rifiant (1.20) et que l’on souhaite donc ne´gliger posent e´galement proble`me.
En effet, dans le cas non captif, on a juste a` inte´grer cette estimation sur [0, T ] (prive´
d’un voisinage des temps tk) pour un certain T > 0, la contribution des temps plus
grands que T e´tant par ailleurs controˆle´s par l’estimation dans la zone entrante. Avec
des trajectoires capte´es ce n’est plus possible, et on devrait donc inte´grer l’estimation
(1.20) sur R+ (toujours prive´ d’un voisinage des tk), ce qui pose des proble`mes de
convergence pour h > 0 fixe´. C’est d’autant plus proble´matique que l’estimation (1.20)
donne´e par le the´ore`me d’Egorov n’est pas uniforme par rapport a` t. Elle l’est pour des
temps finis, on sait ([BR02]) qu’on peut aller jusqu’a` des temps d’ordre ln |h|, mais cela
ne donne rien pour des temps arbitrairement grands.
• Enfin se pose le proble`me plus subtil de la taille du voisinage de w pour lequel l’ar-
gument de´crit est valable. En effet, on a conside´re´ les temps tk qu’il faut aux points
de la source NEΓ pour atteindre w. Il faut en fait conside´rer les temps qu’il faut aux
points de la source pour atteindre supp q. En temps fini, ces temps sont en fait proches
des tk si on a choisi q a` support assez proche de w. Cela n’est plus valable en temps
quelconque. L’exemple le plus e´vident est celui d’un point fixe w pour le flot hamiltonien
classique mais tel qu’il existe w0 ∈ NEΓ ve´rifiant φt(w0) → w pour t → +∞. Dans ce
cas l’ensemble des temps tk associe´s a` w est vide, et pourtant on s’attend a` ce que la
mesure semi-classique µ ne soit nulle dans aucun voisinage de w.
On a vu lorsqu’on a parle´ du the´ore`me d’Egorov dissipatif qu’un facteur d’amortissement
e−2
∫
t
0
V2◦φs ds apparaissait. Or, par compacite´ de l’ensemble des trajectoires capte´es d’e´nergie
E, on va montrer qu’a` partir de l’hypothe`se (1.14) on obtient en fait que sur les trajectoires
capte´es la quantite´
∫ t
0
V2 ◦ φs ds croˆıt comme t. Ainsi on peut espe´rer que les contributions
pour les temps tk grands deviennent de plus en plus petites et forment au final une se´rie som-
mable. Le proble`me est qu’en faisant ce raisonnement on utilise encore le the´ore`me d’Egorov
en temps grands.
L’ide´e pour ge´rer les temps grands va finalement eˆtre de commencer par ne pas s’en
pre´occuper. Autrement dit, on fixe T > 0 et on conside`re :
uTh =
i
h
∫ T
0
UEh (t)Sh dt
(la` encore on aura besoin d’une troncature lisse en temps). On peut s’inte´resser a` la mesure
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semi-classique µT pour la famille (u
T
h )h∈]0,1]. Cela peut se faire exactement comme dans le
cas non captif, puisqu’en temps fini on ne fait pas de diffe´rence entre trajectoires capte´es et
non-capte´es. Bien suˆr, l’ide´e est ensuite de faire tendre T vers +∞. Localement, µT va eˆtre
la somme des contributions correspondant aux tk plus petits que T . Ces contributions e´tant
petites pour tk grand, on s’attend a` ce que cette somme admette une limite. Cette limite
s’ave`re eˆtre, comme on l’espe´rait, une mesure de Radon positive. A ce stade on a donc
〈
Opwh (q)u
T
h , u
T
h
〉 −−−→
h→0
∫
R2n
q dµT −−−−−→
T→+∞
∫
R2n
q dµ,
ou` µ est une mesure sur R2n. L’inte´reˆt de ce proce´de´ est qu’on e´vite les proble`mes d’uniformite´
en h et T en prenant la limite h → 0 a` T fixe´ puis la limite T → +∞ d’une quantite´ qui
ne de´pend plus de h. Pour ve´rifier que la mesure µT admet effectivement une limite, et
pour savoir quel sens on peut donner a` la mesure µ obtenue, on va montrer que pour T
grand la quantite´
〈
Opwh (q)u
T
h , u
T
h
〉
est une bonne approximation de 〈Opwh (q)uh, uh〉 en un
sens suffisamment fort. On pourra alors conclure que
〈Opwh (q)uh, uh〉 −−−→
h→0
∫
R2n
q dµ,
ce qui donnera bien le re´sultat attendu.
1.4 Organisation du manuscrit
Outre ce chapitre d’introduction, ce manuscrit contient cinq chapitres :
Chapitre 2. Avant d’attaquer l’analyse haute fre´quence promise dans le titre, on commence
par une rapide e´tude d’un unique ope´rateur de Schro¨dinger dissipatifH = −∆+V1(x)−V2(x).
On commence par des proprie´te´s tre`s basiques pour les ope´rateurs dissipatifs maximaux, puis
plus pre´cise´ment pour les ope´rateurs dissipatifs obtenus comme perturbation d’un ope´rateur
autoadjoint. On rappellera ensuite ce qu’est une dilatation autoadjointe dans le cas ge´ne´ral,
ainsi qu’un exemple pour le cas de l’ope´rateur de Schro¨dinger dissipatif, puis on expliquera
comme se servir de cette the´orie pour ge´ne´raliser un re´sultat concernant les ope´rateurs relati-
vement lisses au sens de Kato. On s’inte´ressera enfin a` l’existence et a` l’unicite´ d’une solution
sortante pour l’e´quation (1.1) (pour h > 0 fixe´) dans le cas ou` V2 est de longue porte´e, en
montrant des estimations uniformes de la re´solvante et le principe d’absorption limite, puis
aux solutions de l’e´quation (H − E)u = 0 dans le cas ou` V2 est de courte porte´e.
Chapitre 3. On consacre ensuite un chapitre a` l’approche semi-classique (ou hautes fre´-
quences) de l’e´quation de Helmholtz. On rappellera dans une premie`re partie les outils usuels
d’analyse semi-classique qui seront utilise´s tout au long de ce travail. On s’inte´ressera ensuite
a` la dynamique classique associe´e a` l’e´quation. Cela concernera a` la fois le flot lie´ a` l’indice de
re´fraction V1 et l’amortissement duˆ a` l’indice d’absorption V2. On donnera en particulier plus
de pre´cisions sur l’hypothe`se (1.14). Enfin on s’inte´ressera de plus pre`s au lien entre l’ope´ra-
teur de Schro¨dinger et ces proprie´te´s classiques, et en particulier au the´ore`me d’Egorov. Les
re´sultats pre´sente´s dans cette dernie`re partie sont bien connus dans le cas autoadjoint, le but
ici est de voir comment intervient V2.
Chapitre 4. Dans ce chapitre on pre´sente les re´sultats concernant la me´thode de Mourre
et les estimations de la re´solvante pour l’ope´rateur de Schro¨dinger dissipatif. On commence
par de´velopper la the´orie abstraite, avec en particulier l’estimation uniforme de la re´solvante
dans les espaces a` poids et le principe d’absorption limite. On montre ensuite comment ces
re´sultats peuvent eˆtre applique´s au cas de l’ope´rateur de Schro¨dinger pour une e´nergie qui
n’est pas force´ment non-captive. On termine en montrant que la condition obtenue sur les
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trajectoires classiques capte´es est en fait une condition ne´cessaire. Les principaux re´sultats
de ce chapitre sont publie´s dans [Roy10a].
Chapitre 5. Ce chapitre est d’une certaine manie`re un chapitre de transition entre le pre´-
ce´dent et le suivant, puisqu’on commence a` e´tudier la localisation de la solution a` l’e´quation
de Helmholtz dans un cadre encore assez ge´ne´ral, et qu’on en de´duit ensuite les estimations
de la re´solvante et le principe d’absorption limite dans le cas d’un indice d’absorption non
positif, c’est-a`-dire d’un ope´rateur de Schro¨dinger non-dissipatif.
Chapitre 6. Ce dernier chapitre est consacre´ a` l’e´tude de la mesure semi-classique pour
la solution sortante de l’e´quation de Helmholtz avec indice d’absorption variable. On y re-
trouve la de´monstration pre´sente´e dans [Roy10b], avec en particulier une e´tude de´taille´e des
proble`mes dus a` la ge´ome´trie de la source et aux trajectoires capte´es. Certains points de
de´monstrations classiques ayant e´te´ omis dans l’article seront donne´s avec plus de de´tails ici.
Par rapport au re´sultat pre´sente´ dans [Roy10b], l’ope´rateur de Schro¨dinger e´tudie´ n’est plus
ne´cessairement purement dissipatif.
Enfin on rappelle en annexe divers re´sultats et de´monstrations utilise´s le texte, avec en
particulier la re´solution de l’e´quation de Hamilton-Jacobi, et un aperc¸u de la the´orie des e´tats
lagrangiens. On trouvera finalement un index des notations introduites tout au long de ce
manuscrit. On pre´cise de`s maintenant que la notation C∞0 (R
n) de´ja` utilise´e de´signe l’ensemble
des fonctions lisses a` support compact, C∞b (R
n) est l’ensemble des fonctions lisses dont toutes
les de´rive´es sont borne´es, tandis que S(Rn) de´signe la classe de Schwartz, constitue´e des
fonctions lisses dont toutes les de´rive´es sont a` de´croissance rapide.
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Chapitre 2
L’Ope´rateur de Schro¨dinger
dissipatif
On commence par un chapitre d’introduction sur l’ope´rateur de Schro¨dinger dissipatif. La
premie`re partie de ce chapitre est consacre´e a` un rapide panorama des proprie´te´s ge´ne´rales
concernant les ope´rateurs dissipatifs. La plupart de ces proprie´te´s sont e´le´mentaires. Le but
est essentiellement de faire le tri entre ce qui reste valable quand on passe d’un ope´rateur
syme´trique a` un ope´rateur dissipatif et ce qui ne l’est plus. Dans une deuxie`me partie on
pre´sente les dilatations autoadjointes, en rappelant les quelques re´sultats dont on se servira
ainsi que l’e´tude du cas de l’ope´rateur de Schro¨dinger. On verra e´galement comment utiliser
ces dilatations autoadjointes pour adapter au cas d’ope´rateurs dissipatifs une partie de la
the´orie des ope´rateurs lisses au sens de Kato. Dans la troisie`me section de ce chapitre on
commencera a` proprement parler l’e´tude de l’ope´rateur de Schro¨dinger dissipatif, dans un
premier temps pour le cadre quantique (c’est-a`-dire sans petit parame`tre h). On y abordera
principalement le principe d’absorption limite par le demi-plan supe´rieur, la conditions de
radiation de Sommerfeld ainsi que l’e´tude des solutions de l’e´quation homoge`ne.
2.1 Ge´ne´ralite´s sur les ope´rateurs dissipatifs
2.1.1 Ope´rateurs dissipatifs maximaux
On conside`re un espace de Hilbert H, muni du produit scalaire 〈·, ·〉H (line´aire a` gauche,
antiline´aire a` droite) et de la norme ‖·‖H associe´e (en ge´ne´ral, on omettra l’indice H s’il n’y
a pas d’ambigu¨ıte´).
SiH etH′ sont deux espaces vectoriels norme´s, on notera L(H,H′) l’espace des ope´rateurs
borne´s de H dans H′ muni de la norme d’ope´rateur ‖·‖L(H,H′). On notera e´galement L(H) =
L(H,H).
De´finition 2.1. Soit H un ope´rateur de domaine dense D(H) sur H. On dit que H est un
ope´rateur dissipatif si :
∀ϕ ∈ D(H), Im 〈Hϕ,ϕ〉 6 0.
On note :
C+ = {z ∈ C | Im z > 0} .
Proposition 2.2. Soit H est un ope´rateur dissipatif de domaine D(H) sur H. Alors l’ope´-
rateur (H − z) est injectif pour tout z ∈ C+ et si ϕ ∈ D(H) on a :
‖(H − z)ϕ‖ > Im z ‖ϕ‖ .
En particulier si z n’est pas dans le spectre Sp(H) de H on a :∥∥(H − z)−1∥∥ 6 1
Im z
. (2.1)
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De´monstration. Comme les parties imaginaires de 〈Hϕ,ϕ〉 et −z ont meˆme signe on a :
‖(H − z)ϕ‖ ‖ϕ‖ > − Im 〈(H − z)ϕ,ϕ〉 > Im z ‖ϕ‖2 .
De´finition. Soit H un ope´rateur dissipatif de domaine D(H) sur H. On dit que H est
dissipatif maximal s’il n’admet pas d’extension dissipative non triviale. Autrement dit, si K
est un ope´rateur dissipatif de domaine D(K) sur H tel que D(H) ⊂ D(K) et Kϕ = Hϕ pour
ϕ ∈ D(H), alors on a D(H) = D(K).
Proposition 2.3. Soit H un ope´rateur dissipatif ferme´ sur H. Les assertions suivantes sont
e´quivalentes :
(i) ∃z ∈ C+, z /∈ Sp(H).
(ii) ∀z ∈ C+, z /∈ Sp(H).
(iii) H est un ope´rateur dissipatif maximal.
De´monstration. L’e´quivalence entre les deux premie`res assertions se montre exactement de
la meˆme fac¸on que pour les ope´rateurs syme´triques (voir le the´ore`me X.1 de [RS79b]). On
ve´rifie alors (ii) =⇒ (iii) =⇒ (i).
Si (ii) est ve´rifie´e, alors en particulier i n’est pas dans le spectre de H. Soient alors K une
extension dissipative de H et ϕ ∈ D(K). Si ψ = (H − i)−1(K − i)ϕ ∈ D(H) ⊂ D(K), alors
on a :
(K − i)ψ = (H − i)ψ = (K − i)ϕ.
Comme K − i est injectif, cela implique que ϕ = ψ ∈ D(H), et donc D(K) = D(H).
On suppose au contraire que i est dans le spectre de H. Cela implique que l’image de
H − i n’est pas dense dans H et donc qu’il existe ϕ ∈ D(H∗) \ {0} tel que H∗ϕ = −iϕ. Si ϕ
e´tait dans D(H) on aurait
Im 〈Hϕ,ϕ〉 = Im 〈ϕ,H∗ϕ〉 = ‖ϕ‖2 > 0,
ce qui est absurde. On obtient alors une extension non trivialeK deH sur D(K) = D(H)⊕Cϕ
en posant Kϕ = −iϕ (et K = H sur D(H)). Il reste a` ve´rifier que K est bien un ope´rateur
dissipatif. Mais pour ψ = ζ + λϕ ou` ζ ∈ D(H) et λ ∈ C on a
〈Kψ,ψ〉 = 〈Hζ, ζ〉+ 〈ζ, λK∗ϕ〉+ 〈λKϕ, ζ〉+ |λ|2 〈Kϕ,ϕ〉
= 〈Hζ, ζ〉+ 2Re 〈ζ,−iλϕ〉 − i |λ|2 ‖ϕ‖2 ,
et donc :
Im 〈Kψ,ψ〉 = Im 〈Hζ, ζ〉 − |λ|2 ‖ϕ‖2 6 0.
Remarque 2.4. Pour un ope´rateur dissipatif maximal H, la re´solvante (H − z)−1 est donc
bien de´finie pour tout z ∈ C+ avec
∥∥(H − z)−1∥∥ = (Im z)−1. Le fait que cette estimation
de la re´solvante soit encore valable dans ce cas me´rite d’eˆtre signale´ car pour un ope´rateur
non-autoadjoint H la norme de (H − z)−1 n’est pas controˆle´e par l’inverse de la distance de
z au spectre de H.
De´finition 2.5. Si H est un ope´rateur dissipatif, alors on conside`re
T = (H + i)(H − i)−1 = 1 + 2i(H − i)−1
sa transformation de Cayley, bien de´finie sur D(T ) = Im(H − i).
Proposition 2.6. T est une contraction de Im(H− i) dans Im(H+ i) dont 1 n’est pas valeur
propre.
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De´monstration. Soit ϕ ∈ D(H). On a :
‖(H − i)ϕ‖2 = ‖Hϕ‖2 − 2 Im 〈Hϕ,ϕ〉+ ‖ϕ‖2 > ‖Hϕ‖2 + 2 Im 〈Hϕ,ϕ〉+ ‖ϕ‖2
> ‖(H + i)ϕ‖2 .
Pour ψ = (H − i)ϕ ∈ Im(H − i) cela donne
‖ψ‖2 > ‖Tψ‖2 ,
ce qui prouve que T est une contraction sur Im(H − i). Le fait que 1 n’est pas valeur propre
re´sulte directement du fait que T − 1 = 2i(H − i)−1.
On remarque qu’on a alors sur Im(T − 1) = D(H) :
H = i(T + 1)(T − 1)−1.
Corollaire 2.7 ([NF67]). Tout ope´rateur dissipatif admet une extension maximale.
De´monstration. Soit H un ope´rateur dissipatif et T sa transformation de Cayley. T est une
contraction de H, donc on peut trouver une contraction T˜ qui prolonge T a` H tout entier.
Montrons que 1 n’est pas valeur propre pour T˜ . Supposons pour cela que ϕ ∈ H ve´rifie
T˜ϕ = ϕ. Alors on a
∥∥∥T˜ ∗ϕ− ϕ∥∥∥2 = ∥∥∥T˜ ∗ϕ∥∥∥2 − 2Re〈T˜ ∗ϕ,ϕ〉+ ‖ϕ‖2 = ∥∥∥T˜ ∗ϕ∥∥∥2 − ‖ϕ‖2 6 0,
ce qui prouve que T˜ ∗ϕ = ϕ, et donc pour tout ψ ∈ D(H) :
〈ϕ, (H − i)ψ〉 =
〈
T˜ ∗ϕ, (H − i)ψ
〉
= 〈ϕ, T (H − i)ψ〉 = 〈ϕ, (H + i)ψ〉
On a donc 〈ϕ, ψ〉 = 0, puis ϕ = 0 car D(H) est dense dans H. On a donc montre´ que T˜
n’admet pas de vecteur invariant. L’ope´rateur (T˜ − 1) est donc injectif, ce qui permet de
conside´rer K = i(T˜ + 1)(T˜ − 1)−1 sur D(K) = Im(T˜ − 1). K est alors une extension de H.
On peut ve´rifier que K est un ope´rateur dissipatif. En effet pour ϕ ∈ D(K) et ψ ∈ H tel que
ϕ = (T˜ − 1)ψ on a :
Im 〈Kϕ,ϕ〉 = Re
〈
(T˜ + 1)ψ, (T˜ − 1)ψ
〉
=
∥∥∥T˜ψ∥∥∥2 − ‖ψ‖2 6 0.
En outre K est maximal. En effet, si B est une extension dissipative de K, alors conside´rant
la transformation de Cayley TB de B, et sachant que la transformation de Cayley de K n’est
autre que T˜ , on voit que TB est une extension de T˜ . Mais T˜ est de´fini sur tout H, donc
TB = T˜ , puis B = K.
2.1.2 Semi-groupes de contractions
Les re´sultats pre´sente´s dans ce paragraphe sont issus de [EN00]. On pourra e´galement
consulter [EN06] ou [Paz83] pour des expose´s plus complets.
De´finition 2.8. On appelle semi-groupe de contractions (fortement continu) une famille de
contractions (T (t))t>0 sur H telle que

T (0) = IdH
∀s, t > 0, T (s+ t) = T (s) ◦ T (t)
∀ϕ ∈ H, t 7→ T (t)ϕ est continue de R+ dans H.
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On de´finit alors un ope´rateur A de domaine D(A) par
Aϕ = lim
t→0+
T (t)ϕ− ϕ
t
,
le domaine D(A) e´tant l’ensemble des ϕ ∈ H pour lesquels la limite existe. L’ope´rateur A est
appele´ ge´ne´rateur du semi-groupe (T (t))t>0 et on notera T (t) = e
tA.
Proposition 2.9. Soit (T (t))t>0 un semi-groupe de contractions sur H, A son ge´ne´rateur
et H = iA.
(i) A est ferme´ et D(A) est dense dans H.
(ii) Pour tout t > 0, le sous-espace D(A) est stable par T (t).
(iii) Pour tout ϕ ∈ D(A), l’application t 7→ T (t)ϕ est de´rivable et on a :
d
dt
T (t)ϕ = T (t)Aϕ = AT (t)ϕ.
En particulier A commute avec T (t) pour tout t > 0.
(iv) Tout z ∈ C+ est dans l’ensemble re´solvant de H et on a :
(H − z)−1 = i
∫ +∞
0
eitzT (t) dt = i
∫ +∞
0
e−it(H−z) dt.
(v) L’ope´rateur H est dissipatif maximal.
Mise a` part la dernie`re assertion, tous ces re´sultats peuvent eˆtre e´nonce´s dans un espace de
Banach. Le fait que H est dissipatif re´sulte de la de´croissance de l’application t 7→ ‖T (t)ϕ‖2
et du fait que pour ϕ ∈ D(A) = D(H) on a :
d
dt
‖T (t)ϕ‖2
∣∣∣∣
t=0
= 2Re 〈−iHT (t)ϕ, T (t)ϕ〉|t=0 = 2 Im 〈Hϕ,ϕ〉 .
Pour ϕ0 ∈ D(A), l’application t 7→ etAϕ0 est solution du proble`me de Cauchy{
∂tϕ(t) = Aϕ(t), ∀t > 0,
ϕ(0) = ϕ0.
Ainsi, e´tant donne´ un ope´rateur A, il est important de savoir s’il existe un semi-groupe dont
A serait le ge´ne´rateur. Dans le cas d’un ope´rateur autoadjoint, il suffit de conside´rer la famille
etA donne´e par le calcul fonctionnel. Cela donne meˆme un groupe unitaire a` un parame`tre.
Dans le cas dissipatif maximal, on a le re´sultat suivant :
The´ore`me 2.10. Soit H un ope´rateur ferme´ dissipatif maximal. Alors l’ope´rateur A = −iH
engendre un semi-groupe de contractions, qu’on note (e−itH)t>0.
Citons deux fac¸ons de montrer ce re´sultat. On peut utiliser l’estimation (2.1) pour appli-
quer le the´ore`me de Hille-Yosida (voir par exemple le the´ore`me II.3.5 de [EN06]) a` l’ope´rateur
−iH. On peut e´galement utiliser le calcul fonctionnel pour une contraction de´veloppe´ dans
[NF67] pour de´finir e−itH via la transforme´e de Cayley (voir le the´ore`me 8.1 de [NF67]).
2.1.3 Perturbation dissipative relativement borne´e d’un ope´rateur
autoadjoint
Dans cette partie, on suppose que l’ope´rateur dissipatif H est de la forme H1− iV ou` H1
est un ope´rateur autoadjoint et V est un ope´rateur autoadjoint positif et H1-borne´ de borne
relative strictement infe´rieure a` 1. Cela signifie qu’il existe a ∈ [0, 1[ et b > 0 tels que :
∀ϕ ∈ D(H1), ‖V ϕ‖ 6 a ‖H1ϕ‖+ b ‖ϕ‖ . (2.2)
Dans ce cas on a : D(H) = D(H1).
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Proposition 2.11. L’ope´rateur dissipatif H ve´rifie les proprie´te´s suivantes :
(i) H est un ope´rateur ferme´.
(ii) H est un ope´rateur dissipatif maximal.
(iii) D(H∗) = D(H1) = D(H) et H∗ = H1 + iV .
De´monstration. (i) La premie`re assertion re´sulte facilement du fait que H1 est ferme´ et de
l’hypothe`se (2.2) (voir le the´ore`me IV.1.1 de [Kat80]).
(ii) On note :
c =
2b+ 1
1− a .
On a alors, pour tout ϕ ∈ H :∥∥V (H1 + ic)−1ϕ∥∥ 6 a ∥∥H1(H1 + ic)−1ϕ∥∥+ b ∥∥(H1 + ic)−1ϕ∥∥
6 a ‖ϕ‖+ b
c
‖ϕ‖ 6 1 + a
2
‖ϕ‖ .
Ainsi l’ope´rateur (H1−ic)−1V de domaine D(V ) se prolonge en un ope´rateur borne´ de norme
infe´rieure a` (1 + a)/2, si bien que l’ope´rateur
A = Id−(H1 − ic)−1V
est inversible d’inverse borne´e. Or on a (H − ic) = (H1 − ic)A, donc (H − ic) est inversible
d’inverse borne´e. D’apre`s la proposition 2.3, cela prouve que H est un ope´rateur dissipatif
maximal.
(iii) Pour montrer la troisie`me assertion, on commence par observer que pour tous ϕ, ψ ∈
D(H1) on a bien
〈(H1 − iV )ϕ, ψ〉 = 〈ϕ, (H1 + iV )ψ〉 ,
ce qui prouve de´ja` que D(H) ⊂ D(H∗) et H∗ = H1 + iV sur D(H1). Il reste a` montrer que
D(H∗) ⊂ D(H). Soit donc ψ ∈ D(H∗). Pour tout ϕ ∈ D(H1) on a :
〈(H1 − ic)ϕ, ψ〉 =
〈
(H − ic)A−1ϕ, ψ〉 = 〈A−1ϕ, (H∗ + ic)ψ〉 = 〈ϕ, (A−1)∗(H∗ + ic)ψ〉
et donc ψ ∈ D(H∗1 ) = D(H1) = D(H).
Remarque 2.12. Soient T1 et T2 deux ope´rateurs sur H tels que (T1 + T2) est inversible et
pour tout ϕ ∈ D(T1) on a ϕ ∈ D(T2) et ‖T2ϕ‖ 6 a ‖T1ϕ‖ + b ‖ϕ‖ avec a ∈ [0, 1[ et β > 0.
Alors pour tout ope´rateur borne´ Q sur H on a :
∥∥T1(T1 + T2)−1Q∥∥ 6 ‖Q‖+ b
∥∥(T1 + T2)−1Q∥∥
1− a .
2.1.4 Perturbation borne´e d’un ope´rateur autoadjoint
On va dans ce travail conside´rer des ope´rateurs qui non seulement ne sont pas autoadjoints
mais qui ne seront pas non plus dissipatifs, la faute a` une partie antisyme´trique qui n’est pas
ne´cessairement positive. Si H1 est un ope´rateur autoadjoint et V est borne´ (minore´ suffirait),
alors l’ope´rateur H = H1 − iV de domaine D(H1) n’est (e´ventuellement) ni autoadjoint ni
dissipatif. Par contre l’ope´rateur H − i ‖V ‖ est dissipatif. On peut donc lui appliquer les
re´sultats pre´ce´dents. On obtient que pour Im z > ‖V ‖ l’ope´rateur (H − z) = ((H − i ‖V ‖)−
(z − i ‖V ‖)) est inversible et
∥∥(H − z)−1∥∥ 6 1
Im z − ‖V ‖ . (2.3)
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D’autre part on a encore D(H∗) = D(H) = D(H1) et H∗ = H + iV sur D(H). En outre
l’ope´rateur −iH = −i(H − i ‖V ‖) + ‖V ‖ engendre un semi-groupe fortement continu qu’on
note t 7→ e−itH , mais les ope´rateurs e−itH ne sont plus des contractions. On a tout de meˆme∥∥e−itH∥∥L(H) 6 et‖V ‖,
et les proprie´te´s de la proposition 2.9 sont toujours valables.
2.1.5 Premie`res proprie´te´s concernant le spectre de l’ope´rateur de
Schro¨dinger
On se place maintenant sur H = L2(Rn). Conside´rons un potentiel V : Rn → C borne´,
ainsi que l’ope´rateur de Schro¨dinger
H = H0 + V
ou` on a note´ H0 = −∆ le laplacien libre. V de´finit sur L2(Rn) un ope´rateur borne´, donc H
est comme H0 un ope´rateur de domaine H
2(Rn).
Supposons que
V (x) −−−−−→
|x|→+∞
0.
V de´finit alors sur L2(Rn) un ope´rateur relativement compact par rapport a` H0, et on obtient
par le the´ore`me de Weyl [RS79c, cor. 2 p. 113] que le spectre essentiel de H et le meˆme que
celui de H0, c’est-a`-dire R+. Cela signifie qu’en dehors de R+ le spectre de H est constitue´ de
valeurs propres isole´es et de multiplicite´s finies. Ces valeurs propres peuvent e´ventuellement
s’accumuler a` l’infini ou sur un point du spectre essentiel R+. En outre, si on note
V = V1 − iV2
on voit que toute valeur propre z ∈ C de H est telle que
− supV2 6 Im z 6 − inf V2.
Supposons maintenant que la partie imaginaire de V est ne´gative.H est alors un ope´rateur
dissipatif. Comme l’ope´rateur V est relativement borne´ par rapport a` H0 de borne relative 0,
H est un ope´rateur dissipatif maximal, et on peut appliquer tous les re´sultats ge´ne´raux que
l’on vient de rappeler. On retrouve en particulier le fait que le demi-plan supe´rieur C+ est
inclus dans l’ensemble re´solvant de H. Si de plus il existe un ouvert U de Rn sur lequel V2 est
non nul (cela vaut par exemple si V2 est une fonction continue non nulle, ce qui sera toujours
le cas par la suite), alors H ne peut pas avoir de valeurs propres dans R∗+. Supposons en effet
que u ∈ H2(Rn) et λ > 0 sont tels que Hu = λu. On a alors :
0 = − Im 〈λu, u〉 = − Im 〈Hu, u〉 = 〈V2u, u〉 .
Cela prouve que u s’annule sur le support de V2, et en particulier sur l’ouvert U . Cela implique
en outre que H1u = λu. Mais d’apre`s le the´ore`me de prolongement unique (voir le the´ore`me
XIII.57 de [RS79c]), on en de´duit que u = 0.
2.2 Dilatations autoadjointes
On e´voque dans cette partie la the´orie des dilatations autoadjointes. On rappelle les re´-
sultats de [NF67] et [Pav77] ainsi que les ide´es de de´monstrations. On verra ensuite comment
utiliser ces dilatations autoadjointes pour obtenir des estimations sur le propagateur de l’ope´-
rateur de Schro¨dinger dissipatif a` partir d’estimations sur la re´solvante.
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2.2.1 Dilatation unitaire d’une contraction
De´finition 2.13. Soient A un ope´rateur borne´ sur H et B un ope´rateur borne´ sur un espace
de Hilbert K tel que H ⊂ K (H s’identifie a` un sous-espace de K). On note PH la projection
orthogonale de K sur H. On dit alors que l’ope´rateur B est une dilatation de A si pour tout
n ∈ N on a
An = PH Bn|H ,
soit :
∀ϕ, ψ ∈ H, 〈Anϕ, ψ〉 = 〈Bnϕ, ψ〉 .
The´ore`me 2.14. (i) Toute contraction de H admet une dilatation isome´trique.
(ii) Toute isome´trie de H admet une dilatation unitaire.
(iii) Toute contraction de H admet une dilatation unitaire.
La de´monstration de ce the´ore`me est donne´e dans [NF67]. On n’en reproduit ici que les
ide´es. Tout d’abord, e´tant donne´ une contraction T de H, si on peut construire une dilatation
isome´trique V de T sur un espace de Hilbert K ⊃ H, puis une dilatation unitaire U de V sur
un espace K′ ⊃ K, alors U sera une dilatation unitaire de la contraction T . Donc (iii) re´sulte
de (i) et (ii).
Pour montrer (i), on conside`re l’ope´rateur DT = (IdH−T ∗T )
1
2 , bien de´fini puisque T ∗T 6
IdH. Il ve´rifie :
∀ϕ ∈ H, ‖DTϕ‖2 = ‖ϕ‖2 − ‖Tϕ‖2
L’ope´rateur V de´fini sur K = l2(H) (on identifie H avec l’ensemble des suites a` valeurs dans
H dont tous les termes sauf e´ventuellement le premier sont nuls) par
∀ (ϕn)n∈N ∈ K, V ((ϕ0, ϕ1, ϕ2, . . . )) = (Tϕ0, DTϕ0, ϕ1, ϕ2, . . . )
est une isome´trie sur K et une dilatation de T . Cela prouve l’existence d’une dilatation iso-
me´trique pour T , mais on peut en fait eˆtre plus pre´cis (voir le the´ore`me I.4.1 de [NF67]).
Pour montrer (ii), on commence par le cas ou` V est une translation unilate´rale de H,
c’est-a`-dire qu’il existe un sous-espace L de H tel que H =⊕n∈N V nL. Dans ce cas on peut
identifier H a` l2(N,L) et V a` l’ope´rateur de de´calage a` droite. On note alors K = l2(Z,L).
L’ope´rateur U de de´calage a` droite sur K est alors une dilatation unitaire de V (voir la
proposition I.2.2 de [NF67]). On remarque ensuite qu’on peut toujours se ramener a` ce cas,
via le the´ore`me suivant :
The´ore`me 2.15 (The´ore`me de Wold). Soit H un espace de Hilbert et V une isome´trie sur
H. Alors il existe une unique de´composition H = H0⊕H1 ou` H0 et H1 sont stables par V et
V ∗, V |H0 est un ope´rateur unitaire sur H0 et V |H1 est une translation unilate´rale sur H1.
Le sous-espace H0 est donne´ par H0 =
⋂
n∈N V
nH, et H1 =
⊕
n∈N V
nL ou` L = H⊖ VH
(voir le the´ore`me I.1.1 de [NF67]).
On souhaite utiliser la the´orie des dilations unitaires pour e´tudier un ope´rateur dissipatif,
ou` plutoˆt le semi-groupe de contractions qu’il engendre. Cela est possible d’apre`s le re´sultat
suivant :
Proposition 2.16 (The´ore`me I.8.1 de [NF67]). Soit (T (t))t>0 un semi-groupe de contrac-
tions dans l’espace de Hilbert H. Alors il existe un espace K contenant H et un groupe unitaire
a` un parame`tre (U(t))t∈R sur K telle que U(t) est une dilatation unitaire de T (t) pour tout
t > 0.
On peut par exemple montrer ce re´sultat en utilisant une dilatation unitaire pour la trans-
formation de Cayley T du ge´ne´rateur H du semi-groupe de contractions (voir le paragraphe
III.9 de [NF67]). On remarque que si le groupe unitaire (U(t))t∈R est constitue´ de dilatation
unitaires pour les contractions (T (t))t>0, alors pour tout t > 0, U(−t) est une dilatation
unitaire pour la contraction T (t)∗.
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De´finition 2.17. Soit H un ope´rateur dissipatif maximal sur H. On appelle dilatation auto-
adjointe de H un ope´rateur K sur un espace de Hilbert K ⊃ H tel que pour tout t > 0
l’ope´rateur unitaire e−itK est une dilatation de la contraction e−itH .
La terminologie e´tant trompeuse, il est important de noter que cette de´finition ne dit pas
que K est une dilatation de H au sens de la de´finition 2.13 (d’ailleurs H et K ne sont pas
ne´cessairement borne´s, on verra meˆme au the´ore`me 2.18 que le domaine de K ne contient
pas force´ment de vecteurs de H).
2.2.2 Dilatation autoadjointe d’un ope´rateur de Schro¨dinger dissi-
patif
Dans le cas de l’ope´rateur de Schro¨dinger dissipatif, B.S. Pavlov ([Pav77]) propose une
construction explicite d’une dilatation autoadjointe. Plus pre´cise´ment, on conside`re un ope´-
rateur autoadjoint H1 sur H = L2(Rn), V2 ∈ L∞(Rn,R+) puis l’ope´rateur dissipatif maximal
H = H1 − iV2(x). On note e´galement W =
√
2V2. On conside`re l’espace de Hilbert
K = L2(R−,H)⊕H⊕ L2(R+,H)
contenant H via une injection triviale, ainsi que P−, PH et P+ les projections orthogonales
de K sur L2(R−,H), H et L2(R+,H). On a le re´sultat suivant :
The´ore`me 2.18. On conside`re sur K l’ope´rateur K de´fini par
K :

u−u0
u+

 7→

 −iu′−H1u0 − W2 (u−(0) + u+(0))−iu′+


sur
D(K) = {(u−, u0, u+) ∈ K ∣∣u± ∈ H1(R±,H), u0 ∈ D(H1) et u+(0)− u−(0) = iWu0 ∈ H} .
Alors K est une dilatation autoadjointe de H.
On commence par e´tudier l’ope´rateur K. Les de´monstrations des propositions 2.19 et 2.20
sont essentiellement calculatoires. On se contente d’en rappeler les e´tapes.
Proposition 2.19. L’ope´rateur K est autoadjoint sur K.
De´monstration. 1. On commence par montrer que K est syme´trique. Pour cela on se donne
u = (u−, u0, u+) et v = (v−, v0, v+) dans D(K). Tout d’abord on a
〈H1u0, v0〉H − 〈u0, H1v0〉H = 0,
du simple fait que H1 est autoadjoint sur H. Pour les termes〈−iu′−, v−〉− 〈u−,−iv′−〉L2(R−,H) et 〈−iu′+, v+〉− 〈u+,−iv′+〉L2(R−,H) ,
on effectue des inte´grations par parties. Cela donne des termes de bord en 0, qui seront
exactement compense´s par le dernier terme
−
〈
W
2
(u+(0) + u−(0)), v0
〉
H
+
〈
u0,
W
2
(v+(0) + v−(0))
〉
H
,
et ce graˆce a` la condition impose´e dans la de´finition du domaine de K.
2. Il faut ensuite ve´rifier que D(K∗) ⊂ D(K). Cela se fait a` nouveau par ve´rification directe.
On conside`re v = (v−, v0, v+) ∈ D(K∗) et on note K∗v = v∗ = (v∗−, v∗0 , v∗+). Pour tout
u = (u−, u0, u+) ∈ D(K) on a donc :
〈u, v∗〉 = 〈−iu′−, v−〉L2(R−,H) +
〈
H1u0 − W
2
(u+(0) + u−(0)), v0
〉
H
+
〈−iu′+, v+〉L2(R+,H) .
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En l’e´crivant pour tout u ∈ D(K) tel que u0 = 0, u+ = 0 et u−(0) = 0, on montre que
v− ∈ H1(R−,H) et v∗− = −iv˜′−. De meˆme on a v+ ∈ H1(R+,H) et v∗+ = −iv′−. On peut
alors ve´rifier, toujours en faisant des inte´grations par parties dans L2(R−,H) et L2(R+,H)
et en utilisant la condition pour que u ∈ D(K), que l’e´galite´ pre´ce´dente devient :
〈u0, v∗0〉H = 〈H1u0, v0〉H +
〈
u0,−iW
2
2
v0 −Wv+(0)
〉
H
+ 〈u−(0),−Wv0 − i(v+(0)− v−(0))〉H .
En appliquant cette e´galite´ avec u0 = 0 et u−(0) arbitraire, on obtient que
−Wv0 − i(v+(0)− v−(0)) = 0,
ce qui assure que v ∈ D(K) et ache`ve la de´monstration.
Proposition 2.20. Pour Im z > 0 et u = (u−, u0, u+) ∈ K, on a (K − z)−1(u−, u0, u+) =
v = (v−, v0, v+) avec :
v−(r) = i
∫ r
−∞
eiz(r−s)u−(s) ds,
v0 = (H − z)−1(u0 +Wv−(0)),
v+(r) =
(
v−(0) + iWv0
)
eizr + i
∫ r
0
eiz(r−s)u+(s) ds.
En particulier on a :
PH (K − z)−1
∣∣
H = (H − z)−1.
De´monstration. Cette proposition se de´montre e´galement par calcul direct. Il s’agit de ve´rifier
que v donne´ par la proposition est bien dans D(K) et que (K − z)v = u.
De fac¸on analogue, on peut ve´rifier que pour Im z < 0 on a :
PH (K − z)−1
∣∣
H = (H
∗ − z)−1.
Proposition 2.21. Le semi-groupe unitaire (e−itK)t>0 sur K est une dilatation unitaire du
semi-groupe de contractions (e−itH)t>0 sur H.
De´monstration. 1. On commence par montrer que l’application
T : t 7→ PHe−itK
∣∣
H
de´finit un semi-groupe de contractions sur H. On voit facilement que T (0) = IdH et que pour
tout ϕ ∈ H l’application t 7→ T (t)ϕ est continue sur R+. Il reste a` ve´rifier que T (t + s) =
T (t) ◦ T (s) pour s, t > 0. Soient ϕ ∈ H ⊂ K et ψ ∈ L2(R−,H) ⊂ K. On conside`re sur R
l’application :
f : t 7→ 1R+(t)
〈
e−itKe−tϕ, ψ
〉
.
Pour tout λ ∈ R, sa transformation de Fourier inverse est donne´e par :
(F−1f)(λ) = 1
2π
∫ ∞
0
〈
e−it(K−(λ−i))ϕ, ψ
〉
dt = − i
2π
〈
(K − (λ− i))−1ϕ, ψ〉 = 0,
et donc f = 0 (f est continue sur R+). Cela signifie que pour tout t > 0 l’application e−itK
envoie H dans H⊕L2(R+,H). On ve´rifie de meˆme que L2(R+,H) est stable par e−itK pour
tout t > 0. Pour tout s, t > 0 on a alors :
PHe−i(t+s)KPH = PHe−itK(PH + P+)e−isKPH = PHe−itKPHe−isKPH
= (PHe−itKPH) ◦ (PHe−isKPH).
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Cela prouve que (T (t))t>0 est bien un semi-groupe de contractions sur H. On note B son
ge´ne´rateur.
2. Le semi-groupe unitaire (e−itK)t>0 est une dilatation unitaire pour le semi-groupe de
contractions (e−itB)t>0. Il reste donc a` montrer queH = B. Mais B est un ope´rateur dissipatif
sur H et pour z ∈ C+ on a :
(B−z)−1 = i
∫ +∞
0
e−it(B−z) dt = i
∫ +∞
0
PHe−it(K−z)
∣∣∣
H
dt = PH(K − z)−1
∣∣
H = (H−z)−1.
Corollaire 2.22. Le semi-groupe unitaire (eitK)t>0 sur K est une dilatation unitaire du
semi-groupe de contractions (eitH
∗
)t>0 sur H.
Remarque 2.23. eitH
∗
= e−it(−H
∗) et −H∗ est bien un ope´rateur dissipatif.
De´monstration. Pour ϕ, ψ ∈ H (identifie´s a` des e´le´ments de K) on a :〈
eitH
∗
ϕ, ψ
〉
=
〈
ϕ, e−itHψ
〉
=
〈
ϕ, e−itKψ
〉
=
〈
eitKϕ, ψ
〉
.
2.2.3 Ope´rateurs relativement lisses par rapport a` un ope´rateur dis-
sipatif
E´tant donne´ un ope´rateur dissipatif maximal, on va se servir d’une dilatation autoadjointe
pour utiliser la the´orie des ope´rateurs lisses au sens de Kato (voir par exemple le paragraphe
XIII.7 de [RS79c]). Plus pre´cise´ment, en s’inspirant des re´sultats bien connus pour les ope´-
rateurs relativement lisses par rapport a` un ope´rateur autoadjoint, on de´montre le re´sultat
suivant :
Proposition 2.24. Soit H un ope´rateur dissipatif maximal de la forme H = H1 − iV sur
un espace de Hilbert H, avec H1 autoadjoint et V autoadjoint positif et relativement borne´
par rapport a` H1 de borne relative strictement infe´rieure a` 1. Soit A un ope´rateur ferme´ sur
H. On suppose qu’il existe une constante c > 0 telle que pour tous ϕ ∈ D(A∗) et z ∈ C :∣∣〈A∗ϕ, ((H − z)−1 − (H∗ − z)−1)A∗ϕ〉∣∣ 6 C ‖ϕ‖2 .
Alors pour tout ϕ ∈ H on a e−itHϕ ∈ D(A) pour presque tout t > 0 et :∫ +∞
0
∥∥Ae−itHϕ∥∥2 dt 6 C ‖ϕ‖2 .
De´monstration. Soit z ∈ C+. On a
(H − z)−1 − (H∗ − z)−1 = 2i(H∗ − z)−1(V + Im z)(H − z)−1,
donc
1
2iπ
(
(H − z)−1 − (H∗ − z)−1) = 1
π
(H∗ − z)−1(V + Im z)(H − z)−1 > 0
et on peut noter :
T (z) =
√
1
2iπ
(
(H − z)−1 − (H∗ − z)−1).
Pour ϕ ∈ D(A∗) on a :
‖T (z)A∗ϕ‖2 = 〈A∗ϕ, T (z)2A∗ϕ〉
=
1
2iπ
〈
A∗ϕ,
(
(H − z)−1 − (H∗ − z)−1)A∗ϕ〉
6
C
2π
‖ϕ‖2
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Soit maintenant ψ = T (z)ζ ∈ Im(T (z)). Pour tout ϕ ∈ D(A∗) on a
|〈A∗ϕ, ψ〉| = |〈A∗ϕ, T (z)ζ〉| = |〈T (z)A∗ϕ, ζ〉| 6
√
C
2π
‖ϕ‖ ‖ζ‖ ,
donc ψ ∈ D(A∗∗) = D(A) (car A est ferme´) et :
‖AT (z)‖ = ‖T (z)A∗‖ 6 C
2π
.
On peut alors calculer, pour µ > 0 :∫
R
∥∥A ((H − (λ+ iµ))−1 − (H∗ − (λ− iµ))−1)ϕ∥∥2 dλ
= 4π2
∫
R
∥∥AT (λ+ iµ)2ϕ∥∥2 dλ
6 2πC
∫
R
‖T (λ+ iµ)ϕ‖2 dλ
6 −iC
∫
R
〈
ϕ,
(
(H − (λ+ iµ))−1 − (H∗ − (λ− iµ))−1)ϕ〉 dλ.
On conside`re maintenant une dilatation autoadjointe K de H sur un espace de Hilbert K
contenant H. Comme K est autoadjoint on peut conside´rer sa mesure spectrale, note´e EK .
On peut alors e´crire :∫
R
∥∥A ((H − (λ+ iµ))−1 − (H∗ − (λ− iµ))−1)ϕ∥∥2 dλ
6 −iC
∫
R
〈
ϕ,
(
(K − (λ+ iµ))−1 − (K − (λ− iµ))−1)ϕ〉 dλ
6 −ic
∫
R
∫
R
(
1
x− (λ+ iµ) −
1
(x− (λ− iµ))
)
d 〈EK(x)ϕ,ϕ〉 dλ
6 2µC
∫
R
∫
R
1
λ2 + µ2
d 〈EK(x)ϕ,ϕ〉 dλ
6 2πC
∫
R
d 〈EK(x)ϕ,ϕ〉
6 2πC ‖ϕ‖2 .
D’autre part :
(H − (λ+ iµ))−1ϕ− (H∗ − (λ− iµ))−1ϕ
= i
∫ +∞
0
e−it(H−(λ+iµ))ϕdt− i
∫ +∞
0
eit(H
∗−(λ−iµ))ϕdt.
Ainsi pour ϕ ∈ H la fonction
u : t 7→
{
e−tµe−itHϕ si t > 0
e−|t|µe−itH
∗
ϕ si t < 0
est la transforme´e de Fourier de λ 7→ (H−(λ+iµ))−1ϕ−(H∗−(λ−iµ))−1ϕ. Par le the´ore`me
de Parseval on a donc :
4π2
∫ +∞
0
e−2µt
∥∥Ae−itHϕ∥∥2 dt 6 4π2 ∫
R
‖u(t)‖2 dt
= 2π
∫
R
∥∥A(H − (λ+ iµ))−1ϕ−A(H∗ − (λ− iµ))−1ϕ∥∥2 dλ
6 4π2C ‖ϕ‖2 .
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D’apre`s le the´ore`me de convergence monotone, on peut prendre la limite µ→ 0 sous l’inte´grale
de gauche, ce qui donne : ∫ +∞
0
∥∥Ae−itHϕ∥∥2 dt 6 C ‖ϕ‖2 .
Corollaire 2.25. Soit (Hh)h∈]0,1] une famille d’ope´rateurs dissipatifs maximaux de la forme
Hh = H
h
1 −iVh sur un espace de Hilbert H, avec Hh1 autoadjoint et Vh autoadjoint positif rela-
tivement borne´ par rapport a` Hh1 de borne relative strictement infe´rieure a` 1. Soit (Ah)h∈]0,1]
une familles d’ope´rateurs ferme´s sur H. On suppose qu’il existe une constante C > 0 telle
que pour tous ϕ ∈ H, z ∈ C et h ∈]0, 1] :
∣∣〈A∗hϕ, ((Hh − z)−1 − (H∗h − z)−1)A∗hϕ〉∣∣ 6 Ch ‖ϕ‖2 .
Alors pour tous ϕ ∈ H et h ∈ h ∈]0, 1] on a :
∫ +∞
0
∥∥∥Ahe− ithHhϕ∥∥∥2 dt 6 C ‖ϕ‖2 .
De´monstration. Il suffit d’appliquer pour tout h ∈]0, 1] la proposition pre´ce´dente a` l’ope´rateur
Hh/h.
2.3 Condition de radiation de Sommerfeld
On s’inte´resse maintenant a` l’e´quation
(H − E)u = S (2.4)
d’inconnue u, ou` H est un ope´rateur de Schro¨dinger dissipatif comme de´crit au paragraphe
2.1.5, E > 0 et S ∈ L2(Rn) est un terme source connu.
On dira d’un potentiel V : Rn → C qu’il est de courte porte´e s’il existe C > 0 et ρ > 0
tels que
∀x ∈ Rn, |V (x)| 6 C 〈x〉−1−ρ . (2.5)
Et on dira qu’il est de longue porte´e s’il est diffe´rentiable et s’il existe C > 0 et ρ > 0 tels
que
∀x ∈ Rn, |V (x)| 6 C 〈x〉−ρ et |∇V (x)| 6 C 〈x〉−1−ρ . (2.6)
Pour r > 0 on note Br la boule ouverte de R
n centre´e en 0 et de rayon r, 〈·, ·〉Br le
produit scalaire de L2(Br) et ‖·‖Br la norme correspondante. On notera BRn(x, r) la boule
centre´e en x ∈ Rn. On note S la sphe`re unite´ de Rn, Sr la sphe`re de rayon r > 0, σr la
mesure de Lebesgue sur Sr et 〈·, ·〉Sr le produit scalaire L2(Sr, σr) (ainsi que |·|Sr la norme
correspondante). Enfin on note Hs(Rn) pour s ∈ R les espaces de Sobolev sur Rn et, pour
δ ∈ R, Hs,δ(Rn) l’ensemble des fonctions mesurables f telles que x 7→ 〈x〉δ f ∈ Hs(Rn).
Dans le cas autoadjoint et pour un potentiel V1 de longue ou courte porte´e, on sait que pour
δ > 12 et S ∈ L2,δ(Rn) le proble`me (2.4) est bien pose´ dans L2,−δ(Rn) a` condition d’ajouter
une condition de rayonnement a` l’infini, et la solution est donne´e par le principe d’absorption
limite (voir [IS72, Sai79]). Y. Saito traite dans [Sai74] le cas d’un ope´rateur de Schro¨dinger
dont le potentiel admet une partie imaginaire de courte porte´e. Dans ce cas le re´sultat est
encore valable a` condition d’e´viter un certain ensemble de points. On pourra voir par ailleurs
[Ike72]. Le but de cette partie est de montrer que le principe d’absorption limite est valable
dans le cas d’un ope´rateur de Schro¨dinger dont le potentiel est de longue porte´e avec une
partie imaginaire ne´gative. Dans ce cas la syme´trie du proble`me est rompue et le re´sultat n’est
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valable que pour les solutions sortantes. Cela signifie que le principe d’absorption limite n’est
valable que si on approche E par des points de C+. Pour certains re´sultats interme´diaires
qui seront utilise´s par la suite, on pourra e´galement autoriser le potentiel a` avoir une partie
imaginaire positive de courte porte´e.
2.3.1 Solutions sortantes
Pour e´tudier la condition de radiation de Sommerfeld, on travaille en coordonne´es polaires.
Pour u ∈ H1loc(Rn) et x 6= 0 on note ∂ru(x) = xˆ.∇u(x) la de´rive´e radiale de u au point x
(xˆ de´signe la direction x/ |x|), et ∇⊥u(x) = ∇(x) − (∂ru(x))xˆ, le gradient sur la sphe`re
de rayon |x|. On note −∆⊥ l’extension de Friedrichs pour la forme quadratique positive
〈∇⊥·,∇⊥·〉L2(Rn) (voir par exemple [Lax02]). −∆⊥ est alors un ope´rateur autoadjoint positif
sur L2(Rn) dont le domaine contient H2(Rn) et tel que :
∀u, v ∈ C∞0 (Rn), 〈−∆⊥u, v〉L2(Rn) = 〈∇⊥u,∇⊥v〉L2(Rn) .
Comme ∇⊥, ∆⊥ commute alors avec ∂r. Enfin on note :
Dr = ∂r + n− 1
2 |x| .
On regroupe dans une proposition les proprie´te´s dont on aura besoin pour les calculs :
Proposition 2.26. (i) Soient u, v ∈ H2(Rn). Alors on a
Dr(uv) = (Dru)v + u(∂rv)
et
d
dr
〈u, v〉
Sr
= 〈Dru, v〉Sr + 〈u,Drv〉Sr .
(ii) Pour u ∈ H2(Rn) et V0 voisinage de 0 dans Rn, on a dans L2(Rn \ V0) :
−∆u = −D2ru−∆⊥u+
(n− 1)(n− 3)
4 |x|2 u. (2.7)
(iii) Pour u ∈ C∞0 (Rn) nulle au voisinage de 0 on a :
∂r∆⊥u(x) = − 2|x|∆⊥u(x) + ∆⊥∂ru(x). (2.8)
De´monstration. (ii) Pour u, v ∈ C∞0 (Rn) nuls au voisinage de 0 on a :
〈−∆u, v〉L2(Rn) =
∫
Rn
∇u(x) · ∇v(x) dx
=
∫ ∞
0
∫
S
∂ru(rω)∂rv(rω) r
n−1 dω dr +
∫
Rn
∇⊥u(x) · ∇⊥v(x) dx.
Le premier terme vaut∫ ∞
0
∫
S
∂ru(rω)∂rv(rω) r
n−1 dω dr =
∫ ∞
0
∫
S
(
−∂2ru(rω)−
n− 1
r
∂ru(rω)
)
v(rω) rn−1 dω dr,
et sur Rn \ V0 on a bien :
D2ru(x) = ∂2ru(x) +
n− 1
|x| ∂ru(x) +
(n− 1)(n− 3)
4 |x|2 u(x).
(iii) Pour r > 0 et ω ∈ S on note u˜(t, ω) = u(rω). On a alors
∆⊥u(rω) =
1
r2
∆ωu˜(r, ω),
ce qui donne bien (2.8) en de´rivant par rapport a` r.
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On suppose que V est somme d’un potentiel longue porte´e et d’un potentiel courte porte´e
et que sa partie imaginaire est ne´gative. On note V = V1− iV2 avec V1 a` valeurs re´elles et V2
a` valeurs re´elles positives. On de´finit alors une solution sortante comme dans [Sai79]. Pour
cela on se donne δ tel que
1
2
< δ 6 min
(
1,
1
2
+
ρ
4
)
(2.9)
(ou` ρ > 0 est donne´ par (2.5) et (2.6) pour V1 et V2) et on note :
C+,+ = {ζ ∈ C | Re ζ > 0, Im ζ > 0} .
Tout z ∈ C+∪R∗+ admet une unique racine carre´e C+,+. On la notera ζz. On notera e´galement
ζz1 = Re ζ
z et ζz2 = Im ζ
z. Pour ζ ∈ C, on note : Dr(ζ) = Dr − iζ. .
De´finition 2.27. Soient z ∈ C+ ∪ R∗+ et f ∈ L2loc(Rn). On suppose que u ∈ H2loc(Rn) est
solution de l’e´quation
(H − z)u = f. (2.10)
Alors on dira que u est solution sortante pour (2.10) si Dr(ζz)u ∈ L2,δ−1(Rn \ V0), ou` V0 est
un voisinage de 0 dans Rn.
Le the´ore`me que l’on souhaite de´montrer dans ce paragraphe est le suivant :
The´ore`me 2.28. Soient z ∈ C+ ∪ R∗+ et δ ve´rifiant (2.9). Alors pour tout f ∈ L2,δ(Rn)
l’e´quation (H − z)u = f admet une unique solution sortante. De plus, pour tout compact K
de C+ ∪ R∗+ il existe une constante C telle que pour tous z ∈ K et f ∈ L2,δ(Rn), si u est la
solution sortante pour l’e´quation (H − z)u = f alors on a
‖u‖L2,−δ(Rn) + ‖Dr(ζz)u‖L2,δ−1(Rn\B2) + ‖∇⊥u‖L2,δ−1(Rn\B2) 6 C ‖f‖L2,δ(Rn) ,
et pour tout r > 0 :
‖u‖L2,−δ(Rn\Br) 6 Cr
1
2−δ ‖f‖L2,δ(Rn) .
En outre, pour E > 0, la solution sortante pour l’e´quation (H −E)u = f est obtenue comme
limite dans L2,−δ(Rn) de (H − z)−1f ou` z ∈ C+ et z → E.
Pour E > 0, la solution sortante a` l’e´quation (H − E)u = f est note´e :
u = (H − (E + i0))−1f.
On a un re´sultat analogue sur le demi-plan infe´rieur pour H∗ (c’est-a`-dire pour un po-
tentiel de partie imaginaire positive). Pour E > 0 on note (H∗ − (E − i0))−1 la solution
entrante a` l’e´quation (H∗ − E)u = f (de´finie comme la solution sortante avec la condition
(Dr + iζz)u ∈ L2,δ−1(Rn \ V0)).
Pour de´montrer le the´ore`me 2.28, on utilisera plusieurs fois le lemme suivant. Comme il
n’y a pas d’estimation dans ce lemme, les hypothe`ses concernant la de´croissance et le signe
des parties re´elle et imaginaire du potentiel ne sont pas utiles ici.
Lemme 2.29. Soient f ∈ L2loc(Rn) et ζ = ζ1 + iζ2 avec ζ1 > 0 et ζ2 > 0. On suppose que
u ∈ H2loc(Rn) est solution sortante pour l’e´quation (H − ζ2)u = f . Alors pour tout r > 0 on
a :
|Dr(ζ)u|2Sr = |Dru+ ζ2u|
2
Sr
+ ζ21 |u|2Sr + 2ζ1 〈V2u, u〉Br + 4ζ21ζ2 ‖u‖
2
Br
+ 2ζ1 Im 〈f, u〉Br .
De´monstration. En prenant la partie imaginaire de l’e´galite´
〈∇u,∇u〉Br − 〈∂ru, u〉Sr +
〈
(V − ζ2)u, u〉
Br
= 〈f, u〉Br
on obtient :
− Im 〈∂ru, u〉Sr − 〈(V2 + 2ζ1ζ2)u, u〉Br = Im 〈f, u〉Br .
On a d’autre part :
|Dr(ζ)u|2Sr = |Dru+ ζ2u|
2
Sr
+ ζ21 |u|2Sr − 2ζ1 Im 〈Dru, u〉Sr .
Ces deux e´galite´s donnent bien le re´sultat puisque Im 〈Dru, u〉Sr = Im 〈∂ru, u〉Sr .
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2.3.2 Unicite´
On commence par montrer l’unicite´ de la solution sortante. On note H1 = −∆+V1(x) la
partie autoadjointe de l’ope´rateur H.
Proposition 2.30. Soient λ > 0 et u ∈ H2loc(Rn) une solution de l’e´quation (H1 − λ)u = 0
telle que l’ensemble
{
r > 0 | |u|
S
n−1
r
6= 0
}
est non-borne´. Alors on a :
lim inf
r→∞
(
|Dru|2Sr + λ |u|
2
Sr
)
> 0.
Comme cette proposition ne fait pas intervenir la partie imaginaire, on n’en de´taille pas
la de´monstration et on renvoie a` la proposition 3.1 de [Sai79]. On peut maintenant montrer
l’unicite´ d’une solution sortante :
Proposition 2.31. Soit z ∈ C+ ∪ R∗+. On suppose que u ∈ H2loc(Rn) est solution sortante
pour l’e´quation (H − z)u = 0. Alors u = 0.
On rappelle (voir [Sai74]), que le re´sultat n’est pas vrai sans la condition de signe sur la
partie imaginaire du potentiel.
De´monstration. Soit r > 0. D’apre`s le lemme 2.29 on a :
|Dr(ζz)u|2Sr = |Dru+ ζz2u|
2
Sr
+ (ζz1 )
2 |u|2
Sr
+ 2ζz1 〈V2u, u〉Br + 4(ζz1 )2ζz2 ‖u‖
2
Br
.
Comme Dr(ζz)u ∈ L2,δ−1(Rn \ V0), on a
lim inf
r→+∞
|Dr(ζz)u|2Sr = 0,
et donc
lim inf
r→+∞
(
|Dru+ ζz2u|2Sr + (ζz1 )2 |u|
2
Sr
+ 2ζz1 〈V2u, u〉Br + 4(ζz1 )2ζz2 ‖u‖
2
Br
)
= 0.
Comme tous les termes de cette somme sont positifs, ils admettent tous 0 comme valeur
d’adhe´rence quand r tend vers +∞. Si ζz2 > 0, on obtient directement que u = 0. Si ζz2 = 0,
cela montre tout de meˆme que u s’annule sur le support de V2 (et est donc solution sortante
pour l’e´quation (H1 − (ζz1 )2)u = 0), et :
lim inf
r→+∞
(
|Dru|2Sr + (ζz1 )2 |u|
2
Sr
)
= 0.
D’apre`s la proposition 2.30, cela signifie que u est a` support borne´, disons dans BR pour un
certain R > 0. Ainsi u est solution du proble`me : (H1 − (ζz1 )2)u = 0 sur BR et u = 0 sur SR.
Par unicite´ de la solution pour un tel proble`me de Dirichlet, cela implique que u = 0 sur BR,
et donc u = 0.
2.3.3 Estimations uniformes
On montre maintenant des estimations uniformes par rapport a` z pour la solution sor-
tante a` l’e´quation (H − z)u = f .
On va utiliser dans cette partie l’expression (2.7). On notera alors, pour x 6= 0 :
V (x) +
(n− 1)(n− 3)
4 |x|2 =W1(x)− iW2(x) +W3(x),
ou`W1 : R
n → R etW2 : Rn → R+ sont des potentiels a` longue porte´e etW3 : Rn → C est un
potentiel a` courte porte´e, pour |x| > 1. La partie imaginaire de W3 peut ne pas eˆtre ne´gative,
ce qui signifie que les re´sultats de ce paragraphe sont encore valables pour un ope´rateur
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de Schro¨dinger qui n’est pas ne´cessairement dissipatif. Le fait que W3 ne soit pas borne´ au
voisinage de 0 n’aura pas d’incidence puisque pour le lemme 2.34 et la proposition 2.35 on
utilisera une fonction de troncature qui e´vite un voisinage de 0. Pour les termes re´siduels a`
supports compacts, on utilisera le re´sultat de re´gularite´ inte´rieure suivant (voir par exemple
le paragraphe 6.3.1 de [Eva98]) :
Proposition 2.32 (Re´gularite´ inte´rieure). Soient f ∈ L2loc(Rn) et z ∈ C. On suppose que
u ∈ H2loc(Rn) est solution de l’e´quation (H − z)u = f . Alors pour tout R > 0 on a
‖u‖H1(BR) 6 C
(
‖f‖BR+1 + ‖u‖BR+1
)
ou` C peut-eˆtre choisie uniforme´ment pour (z,R) variant dans un compact de C× R+.
Soit K un compact de C+∪R∗+. On note K∗ = K∩C+. L’ensemble des ζz pour z ∈ K est
alors un compact de C+,+ Il existe donc γ1, γ > 0 tels que pour tout z ∈ K on a ζz1 > γ1 et
|ζ| 6 γ. On suppose que K∗ ne contient aucune valeur propre de H (ce n’est pas automatique
dans la mesure ou` on autorise pour ce paragraphe des ope´rateurs non-dissipatifs).
Lemme 2.33. Soient z ∈ K∗, f ∈ L2,δ(Rn) et u = (H − z)−1f . Alors u et ∇u sont dans
L2,δ(Rn).
Ce sont bien des estimations pour z fixe´. Les estimations uniformes que l’on cherche a`
montrer sont plus faibles.
De´monstration. Soit χ˜ ∈ C∞0 (R) e´gale a` 1 sur [−1, 1] et a` support dans [−2, 2]. Pour x ∈ Rn
et R > 1 on note χR(x) = χ˜
( |x|
R
)
. Pour δ ∈ [0, 1] on a alors
[〈x〉δ χR, (H − z)−1] = (H − z)−1[(H − z), 〈x〉δ χR](H − z)−1
= −(H − z)−1
(
2∂r(〈x〉δ χR)∂r +∆(〈x〉δ χR)
)
(H − z)−1,
ce qui prouve que pour f ∈ L2,δ(Rn) on a 〈x〉δ χR(H − z)−1f ∈ L2(Rn) uniforme´ment en R,
et donc (H − z)−1f ∈ L2,δ(Rn). Pour j ∈ J1, nK et f ∈ L2,δ(Rn) on e´crit
〈x〉δ χR∂j(H − z)−1f = −∂j(〈x〉δ χR)(H − z)−1f
− ∂j(H − z)−1
(
2∂r(〈x〉δ χR)∂r +∆(〈x〉δ χR)
)
(H − z)−1f
+ ∂j(H − z)−1 〈x〉δ χRf,
et on conclut de la meˆme manie`re que ∂ju ∈ L2,δ(Rn).
Lemme 2.34. Il existe une constante C telle que si z ∈ K∗, f ∈ L2,δ(Rn) et u = (H−z)−1f
alors on a
ζz2 ‖u‖L2,1−δ(Rn) 6 C
(
‖u‖L2,−δ(Rn) + ‖Dr(ζz)u‖L2,δ−1(Rn\B2) + ‖f‖L2,δ(Rn)
)
et∥∥∥√W2u∥∥∥2
L2,
1
2
−δ(Rn)
6 C
(
‖u‖L2,−δ(Rn) + ‖Dr(ζz)u‖L2,δ−1(Rn\B2) + ‖f‖L2,δ(Rn)
)
‖u‖L2,−δ(Rn) .
De´monstration. Soient z ∈ K∗, f ∈ L2,δ(Rn) et u = (H − z)−1f ∈ H2(Rn). On conside`re
une fonction χ˜ ∈ C∞(R, [0, 1]) croissante telle que χ˜(r) = 0 pour r 6 2 et χ˜(r) = 1 pour
r > 3. Pour x ∈ Rn, on note e´galement χ(x) = χ˜(|x|). Soient R > 0 et α 6 1 − δ 6 δ. En
prenant la partie imaginaire de l’e´galite´〈
(H − z)u, χ2u〉
L2,α(BR)
=
〈
f, χ2u
〉
L2,α(BR)
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on obtient d’apre`s (2.7) :
2ζz1 ζ
z
2 ‖χu‖2L2,α(BR) +
〈
W2u, χ
2u
〉
L2,α(BR)
= − Im 〈f, χ2u〉
L2,α(BR)
+ Im
〈−D2ru, χ2u〉L2,α(BR) + Im 〈W3u, χ2u〉L2,α(BR) .
Soit (uk)k∈N une suite de fonctions de C
∞
0 (R
n \ {0}) qui converge vers u dans H2(BR \B2).
Pour tout k ∈ N on a :
Im
〈−D2ruk, χ2uk〉L2,α(BR)
= −
∫ R
0
(1 + r)2α Im
〈D2ruk, χ2uk〉Sr dr
= − Im
∫ R
0
(1 + r)2α
d
dr
〈Druk, χ2uk〉Sr dr + Im
∫ R
0
(1 + r)2α 〈Druk, 2χ∂rχuk〉Sr dr
= −(1 +R)2α Im 〈Druk, χ2uk〉SR + 2α
∫ R
0
(1 + r)2α−1 Im
〈Druk, χ2uk〉Sr dr
+Im
∫ R
0
(1 + r)2α 〈Druk, 2χ∂rχuk〉Sr dr.
En prenant la limite k →∞ on obtient la meˆme e´galite´ pour u. D’apre`s le lemme 2.33 on a
u,Dru ∈ L2,δ(Rn \B1). On peut donc trouver une suite (Rm)m∈N telle que :
(1 +Rm)
2α 〈Dru, u〉SRm −−−−→m→∞ 0.
En passant a` la limite R→ +∞ selon cette sous-suite on obtient donc :
2γ1ζ
z
2 ‖χu‖2L2,α(Rn) +
∥∥∥χ√W2u∥∥∥2
L2,α(Rn)
6 2α
∣∣∣Im 〈Dru, χ2u〉
L2,α−
1
2 (Rn)
∣∣∣+ ∣∣∣〈f, χ2u〉
L2,α(Rn)
∣∣∣+ ∣∣∣〈W3u, χ2u〉L2,α(Rn)
∣∣∣
+c ‖u‖H1(B3\B2)
6 2 ‖Dru‖L2,−δ(Rn\B2) ‖u‖L2,2α−1+δ(Rn) + c ‖f‖L2,1−δ(Rn) ‖u‖L2,2α−1+δ(Rn)
+c ‖u‖L2,−δ(Rn) ‖u‖L2,2α−1−ρ+δ(Rn)
6 c
(
‖Dr(ζz)u‖L2,−δ(Rn\B2) + ‖u‖L2,−δ(Rn) + ‖f‖L2,1−δ(Rn)
)
‖u‖L2,2α−1+δ(Rn)
6 c
(
‖Dr(ζz)u‖L2,δ−1(Rn\B2) + ‖u‖L2,−δ(Rn) + ‖f‖L2,δ(Rn)
)
‖u‖L2,2α−1+δ(Rn) .
Avec le re´sultat de re´gularite´ inte´rieure, on obtient alors la premie`re estimation en prenant
α = 1− δ et la seconde en prenant α = 12 − δ.
Pour z ∈ K∗ et x ∈ Rn, le nombre complexe z + iW2(x) est dans C+ et admet donc une
unique racine carre´e ζ(x, z) = ζ1(x, z)+ iζ2(x, z) dans C+,+. En outre il existe γ2 > 0 tel que
pour z ∈ K∗ et x ∈ Rn, on a γ1 6 ζ1(x, z) 6 γ2 et 0 < ζ2(x, z) 6 γ2. Plus pre´cise´ment, si
Re z = z1 et Im z = z2 on a
ζ1(x, z) =
√√
z21 + (z2 +W2(x))
2 + z1
2
et ζ2(x, z) =
√√
z21 + (z2 +W2(x))
2 − z1
2
.
On peut e´galement e´crire
ζ2(x, z) =
z2 +W2(x)
2
√
z1
√
1 + ε(x, z),
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ou` ε(x, z) reste dans un compact de ] − 1,+∞[ pour z ∈ K∗ et x ∈ Rn. En particulier il
existe une constante C > 0 telle que pour z ∈ K∗ et x ∈ Rn :
C−1(z2 +W2(x)) 6 ζ2(x, z) 6 C(z2 +W2(x)). (2.11)
On a alors
|∇ζ2(x, z)| = 1
2ζ2(x, z)
1
4
√
z21 + (z2 +W2(x))
2
2(z2 +W2(x)) |∇W2(x)| 6 c 〈x〉−1−ρ ,
ou` c ne de´pend ni de z ∈ K∗ ni de x ∈ Rn. On peut estimer de meˆme la de´rive´e de ζ1(z). On
obtient donc
|∇ζ(x, z)| 6 c 〈x〉−1−ρ , (2.12)
ou` c ne de´pend ni de x ∈ Rn ni de z ∈ K∗. On note :
Dzr = Dr − iζ(x, z).
Proposition 2.35. Il existe une constante C > 0 telle que si z ∈ K∗, f ∈ L2,δ(Rn) et
u = (H − z)−1f alors on a
‖Dzru‖L2,δ−1(Rn\B2) + ‖∇⊥u‖L2,δ−1(Rn\B2) 6 C
(
‖u‖L2,−δ(Rn) + ‖f‖L2,δ(Rn)
)
.
De´monstration. 1. Soient z ∈ K∗, f ∈ L2,δ(Rn) et u = (H − z)−1f . D’apre`s (2.7) on a :
(H − z)u = f
⇐⇒ −D2ru−∆⊥u+W1u+W3u− ζ(x, z)2 = f
⇐⇒ −Dr(Dzru)− iζ(x, z)(Dzru)− i∂rζ(x, z)u−∆⊥u+W1u+W3u = f.
Comme pour le lemme pre´ce´dent, on conside`re une fonction χ˜ ∈ C∞(R, [0, 1]) croissante telle
que χ˜(r) = 0 pour r 6 1 et χ˜(r) = 1 pour r > 2, puis on note χ(x) = χ˜(|x|) pour tout
x ∈ Rn. On multiplie l’e´galite´ pre´ce´dente par χ(x)2(1+ |x|)2δ−1Dzru, on inte`gre sur BR pour
un certain R > 2 puis on prend la partie re´elle. Cela donne une e´galite´ de la forme
A1(R) +A2(R) +A3(R) +A4(R) +A5(R) +A6(R) = A7(R).
ou` l’on va chercher a` minorer les termes de gauche et majorer le terme de droite pour obtenir
l’ine´galite´ attendue. On peut supposer que
‖u‖L2,−δ(Rn) + ‖f‖L2,δ(Rn) < N := max
(
‖χDzru‖L2,δ−1(Rn) , ‖χ∇⊥u‖L2,δ−1(Rn)
)
, (2.13)
puisque dans le cas contraire il n’y a rien a` de´montrer.
2. Soit (uk)k∈N une suite d’e´le´ments de C
∞
0 (R
n \{0}) qui converge vers u dans H2(BR \B1).
Pour tout k ∈ N on a :
d
dr
〈Dzruk, χ2(1 + |x|)2δ−1Dzruk〉Sr
=
〈DrDzruk, χ2(1 + |x|)2δ−1Dzruk〉Sr + 〈Dzruk, χ2(1 + |x|)2δ−1DrDzruk〉Sr
+
〈Dzruk, ∂r (χ2(1 + |x|)2δ−1)Dzruk〉Sr
= 2Re
〈DrDzruk, χ2(1 + |x|)2δ−1Dzruk〉Sr + 〈Dzruk, ∂r (χ2(1 + |x|)2δ−1)Dzruk〉Sr .
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En inte´grant pour r ∈ [0, R] cela donne :
−Re 〈DrDzruk, χ2(1 + |x|)2δ−1Dzruk〉BR
= −1
2
(1 +R)2δ−1 |Dzruk|2SR +
1
2
〈Dzruk, 2χ∂rχ(1 + |x|)2δ−1Dzruk〉BR
+
(
δ − 1
2
)〈
Dzruk, χ2(1 + |x|)2(δ−1)Dzruk
〉
BR
> −1
2
(1 +R)2δ−1 |Dzruk|2SR +
(
δ − 1
2
)
‖χDzruk‖2L2,δ−1(BR) .
En prenant la limite k → ∞, on obtient une ine´galite´ analogue pour u. Comme Dzru ∈
L2,δ(Rn \B2) on a
lim inf
R→+∞
(1 +R)2δ−1 |Dzru|2SR = 0,
et on obtient finalement :
lim inf
R→+∞
A1(R) >
(
δ − 1
2
)
‖χDzru‖2L2,δ−1(Rn) .
3. Pour le deuxie`me terme on e´crit simplement :
A2(R) =
〈
ζ2(x, z)Dzru, χ2(1 + |x|)2δ−1Dzru
〉
BR
> 0.
4. Pour le troisie`me terme on utilise (2.12) et le fait que 1 + ρ > 2δ :
A3(R) > −
∣∣〈(∂rζ(x, z))u, χ2(1 + |x|)2δ−1Dzru〉∣∣
> −c ‖u‖L2,−1−ρ+δ(BR) ‖χDzru‖L2,δ−1(BR)
> −cN ‖u‖L2,−δ(Rn) ,
ou` c, comme dans la suite de la de´monstration, de´signe une constante qui ne de´pend ni de
z ∈ K∗ ni de f ∈ L2,δ(Rn).
5. Pour justifier les calculs concernant A4(R), on utilise comme pre´ce´demment la suite
(uk)k∈N. En utilisant (2.8) on calcule :
d
dr
〈−∆⊥uk, χ2(1 + |x|)2δ−1uk〉Sr
=
〈−Dr∆⊥uk, χ2(1 + |x|)2δ−1uk〉Sr + 〈−∆⊥uk,Drχ2(1 + |x|)2δ−1uk〉Sr
=
〈−∆⊥Druk, χ2(1 + |x|)2δ−1uk〉Sr +
〈
2 |x|−1∆⊥uk, χ2(1 + |x|)2δ−1uk
〉
Sr
+
〈−∆⊥uk, χ2(1 + |x|)2δ−1Druk〉Sr + 〈−∆⊥uk, ∂r (χ2(1 + |x|)2δ−1)uk〉Sr
6 2Re
〈−∆⊥uk, χ2(1 + |x|)2δ−1Druk〉Sr − 2 ∣∣χ(1 + |x|)δ−1∇⊥uk∣∣2Sr
+
〈−∆⊥uk, ∂r (χ2(1 + |x|)2δ−1)uk〉Sr .
On inte`gre cette ine´galite´ sur [0, R] et on prend la limite k →∞. Sachant que
〈−∆⊥u, ∂r (χ2(1 + |x|)2δ−1)u〉BR 6 c |∇⊥u|2B2 + (2δ − 1) ∣∣χ(1 + |x|)δ−1∇⊥u∣∣2BR ,
on obtient en utilisant la re´gularite´ inte´rieure (proposition 2.32) :
0 6 (1 +R)2δ−1 |∇⊥u|2SR
6 2Re
〈−∆⊥u, χ2(1 + |x|)2δ−1Dru〉BR + (2δ − 3) ‖χ∇⊥u‖2L2,δ−1(BR)
+ c
(
‖u‖L2,−δ(Rn) + ‖f‖L2,δ(Rn)
)2
.
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D’apre`s (2.12), on a d’autre part :
2Re
〈−∆⊥u, χ2(1 + |x|)2δ−1(−iζ(x, z)u)〉BR
= −2 Im 〈∇⊥u, χ2(1 + |x|)2δ−1(∇⊥ζ(x, z))u〉BR − 2 Im
〈
ζ(x, z)χ2(1 + |x|)2δ−1∇⊥u,∇⊥u
〉
BR
> −c ‖χ∇⊥u‖L2,δ−1(BR) ‖u‖L2,δ−1−ρ(BR) + 2
〈
ζ2(x, z)χ
2(1 + |x|)2δ−1∇⊥u,∇⊥u
〉
BR
> −c ‖χ∇⊥u‖L2,δ−1(BR) ‖u‖L2,−δ(BR) .
En sommant on obtient finalement :
A4(R) > −cN
(
‖u‖L2,−δ(Rn) + ‖f‖L2,δ(Rn)
)
+
(
3
2
− δ
)
‖χ∇⊥u‖2L2,δ−1(BR) .
6. Le calcul pour A5(R) commence comme les pre´ce´dents :
d
dr
〈
W1u, χ
2(1 + |x|)2δ−1u〉
Sr
= 2Re
〈
W1u, χ
2(1 + |x|)2δ−1Dru
〉
Sr
+
〈
(∂rW1)u, χ
2(1 + |x|)2δ−1u〉
Sr
+
〈
W1u, 2χ∂rχ(1 + |x|)2δ−1u
〉
Sr
+ (2δ − 1)
〈
W1u, χ
2(1 + |x|)2(δ−1)u
〉
Sr
et donc, puisque 2δ − 2− ρ < 2δ :
Re
〈
W1u, χ
2(1 + |x|)2δ−1Dru
〉
BR
>
1
2
(1 +R)2δ−1 〈W1u, u〉SR − c ‖u‖
2
L2,−δ(BR)
.
En outre u ∈ L2,δ(Rn), donc
lim inf
R→+∞
(1 +R)2δ−1 〈W1u, u〉SR = 0.
D’autre part, comme 2δ − 1− ρ 6 1− 2δ, on a
Re
〈
W1u, χ
2(1 + |x|)2δ−1(−iζ(x, z))u〉
BR
=
〈
W1u, χ
2(1 + |x|)2δ−1ζ2(x, z)u
〉
BR
> −c 〈ζ2(x, z)u, (1 + |x|)1−2δu〉BR .
D’apre`s (2.11) puis le lemme 2.34 on obtient
Re
〈
W1u, χ
2(1 + |x|)2δ−1(−iζ(x, z))u〉
BR
> −c 〈ζz2u, (1 + |x|)1−2δu〉BR − c 〈W2u, (1 + |x|)1−2δu〉BR
> −cζz2 ‖u‖L2,1−δ(Rn) ‖u‖L2,−δ(Rn) − c
∥∥∥√W2u∥∥∥2
L2,
1
2
−δ(Rn)
> −cN ‖u‖L2,−δ(Rn) ,
et donc :
lim inf
R→∞
A5(R) > −cN ‖u‖L2,−δ(Rn) .
7. Enfin comme χ s’annule au voisinage de 0 on peut e´crire
A6(R) > −
∣∣∣〈W3u, χ2(1 + |x|)2δ−1Dzru〉L2(Rn)
∣∣∣ > −c ‖u‖L2,−δ(Rn) ‖χDzru‖L2,δ−1(Rn) ,
et
A7(R) 6 ‖f‖L2,δ(Rn) ‖u‖L2,−δ(Rn) 6 N ‖u‖L2,−δ(Rn) .
8. Toutes les ine´galite´s que l’on vient de montrer prouvent finalement que
‖χDzru‖2L2,δ−1(Rn) + ‖χ∇⊥u‖2L2,δ−1(Rn) 6 cN ‖u‖L2,−δ(Rn) .
Cela prouve la proposition.
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Pour de´montrer cette proposition, on a utilise´ la quantite´ ζ2(x, z), qui intervient dans la
de´finition de Dzr . Mais dans les estimations du the´ore`me 2.28 (et de la proposition 2.38) on
aura plutoˆt besoin d’une estimation sur Dr(ζz)u :
Corollaire 2.36. Il existe une constante C > 0 telle que si z ∈ K∗, f ∈ L2,δ(Rn) et
u = (H − z)−1f alors on a :
‖Dr(ζz)u‖L2,δ−1(Rn\B2) + ‖∇⊥u‖L2,δ−1(Rn\B2) 6 C
(
‖u‖L2,−δ(Rn) + ‖f‖L2,δ(Rn)
)
.
De´monstration. Il existe une constante c telle que pour z ∈ K et x ∈ Rn on a :
|ζ(x, z)− ζz| = W2(x)|ζ(x, z) + ζz| 6 cW2(x).
Et comme δ − 1− ρ 6 −δ on a :
‖Dr(ζz)u‖L2,δ−1(Rn\B2) 6 ‖Dzru‖L2,δ−1(Rn\B2) + c ‖W2u‖L2,δ−1(Rn)
6 ‖Dzru‖L2,δ−1(Rn\B2) + c ‖u‖L2,−δ(Rn) .
Proposition 2.37. Il existe une constante C > 0 telle que pour R > 0, z ∈ K∗, f ∈ L2,δ(Rn)
et u = (H − z)−1f on a :
‖u‖2L2,−δ(Rn\BR) 6 CR1−2δ
(
‖u‖2L2,−δ(Rn) + ‖f‖2L2,δ(Rn)
)
.
De´monstration. D’apre`s le lemme 2.29 on a pour tout r > 0 :
(ζz1 )
2 |u|2
Sr
6 |Dr(ζz)u|2Sr + 2ζz1 ‖f‖L2,δ(Rn) ‖u‖L2,−δ(Rn) + c ‖u‖
2
L2,−δ(Rn)
(le dernier terme vient du fait que V2 n’est pas suppose´ positif ici). En multipliant cette
ine´galite´ par (1 + r)−2δ et en l’inte´grant pour r ∈ [R,+∞[ on obtient
‖u‖2L2,−δ(Rn\BR)
6
(1 +R)2−4δ
(ζz1 )
2
‖Dr(ζz)u‖2L2,δ−1(Rn\BR) +
2(1 +R)1−2δ
ζz1 (2δ − 1)
‖f‖L2,δ(Rn) ‖u‖L2,−δ(Rn)
+c(1 +R)1−2δ ‖u‖2L2,−δ(Rn) ,
ce qui permet de conclure.
2.3.4 Principe d’absorption limite - Existence d’une solution sor-
tante
On s’inte´resse maintenant a` l’existence d’une solution sortante a` l’e´quation (H−z)u = f .
Elle est claire dans le cas ou` z ∈ C+, puisque u = (H − z)−1f ∈ H2(Rn) convient, et on
l’obtient dans le cas z = E > 0 par le principe d’absorption limite. Plus pre´cise´ment, on
ve´rifie que si z ∈ C+ tend vers E, alors la solution sortante a` l’e´quation (H − z)u = f
converge vers une solution sortante a` l’e´quation (H−E)u = f . Cela re´sulte de la proposition
suivante, qu’on appliquera avec les estimations uniformes que l’on vient de de´montrer :
Proposition 2.38. Soient (fm)m∈N une suite qui converge vers f dans L
2,δ(Rn) et (zm)m∈N
une suite dans C+ qui converge vers z ∈ C+∪R∗+. On suppose que pour tout m ∈ N la fonction
um est solution sortante pour l’e´quation (Hh − zm)um = fm et qu’il existe une constante C
telle que pour tout m ∈ N et r > 0 :
‖um‖L2,−δ(Rn) + ‖Dr(ζz)um‖L2,δ−1(Rn\B2) + ‖∇⊥um‖L2,δ−1(Rn\B2) 6 C,
‖um‖2L2,−δ(Rn\Br) 6 C2r1−2δ.
Alors la suite (um)m∈N converge dans H
1
loc(R
n) ∩ L2,−δ(Rn) vers une fonction u qui est
solution sortante pour l’e´quation (Hh − z)u = f et ve´rifie les meˆmes estimations.
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Cette proposition est le lemme 2.7 de [Sai79], dont on peut reprendre mot pour mot
la de´monstration. Pour utiliser cette proposition, il nous manque une estimation uniforme
de ‖u‖L2,−δ(Rn), sachant par ailleurs que toutes les estimations du paragraphe pre´ce´dent
de´pendent de cette norme. On montre maintenant qu’elle est en fait controˆle´e par la norme
L2,δ(Rn) de f . Ce re´sultat utilise l’unicite´ de´montre´e a` la proposition 2.31, on doit donc se
restreindre au cas ou` ImW3 6 0, c’est-a`-dire au cas d’un ope´rateur dissipatif.
Proposition 2.39. On suppose que V2 > 0. Alors il existe une constante C telle que si
z ∈ K∗, f ∈ L2,δ(Rn) et u = (H − z)−1f alors on a :
‖u‖L2,−δ(Rn) 6 C ‖f‖L2,δ(Rn) .
De´monstration. Supposons par l’absurde que ce n’est pas le cas. Alors pour tout m ∈ N∗ on
peut trouver zm ∈ K∗, um ∈ H2(Rn) et fm ∈ L2,δ(Rn) tels que um est solution sortante
pour l’e´quation (H − zm)um = fm avec
‖um‖L2,−δ(Rn) = 1 et ‖fm‖L2,δ(Rn) 6
1
m
.
Quitte a` extraire une sous-suite, on peut supposer que zm → z ∈ K. Avec les estimations
du corollaire 2.36 et de la proposition 2.37 et en utilisant la proposition 2.38, on voit que la
suite um converge dans L
2,−δ(Rn) vers une solution sortante u pour l’e´quation (H− z)u = 0.
Par unicite´, on a ne´cessairement u = 0, ce qui contredit le fait que um est de norme 1 dans
L2,−δ(Rn) pour tout m ∈ N∗.
On a maintenant toutes les estimations ne´cessaires pour montrer l’existence d’une solution
sortante a` l’e´quation (H − E)u = f et conclure ainsi la de´monstration du the´ore`me 2.28.
Proposition 2.40. Pour tous f ∈ L2,δ(Rn) et E > 0, l’e´quation (H − E)u = f admet une
solution sortante ve´rifiant les estimations du the´ore`me 2.28.
De´monstration. Soit f ∈ L2,δ(Rn). Soit (zm)m∈N une suite d’e´le´ments de C+ qui converge
vers E. La suite (zm)m∈N est alors a` valeurs dans un compactK de C+∪R∗+. Pour toutm ∈ N
on note um = (H − zm)−1f . D’apre`s les propositions 2.35, 2.37 et 2.39, on peut appliquer la
proposition 2.38. Cela prouve que la suite (um)m∈N converge dans H
1
loc(R
n)∩L2,−δ(Rn) vers
une solution sortante u pour l’e´quation (H−E)u = f . Les estimations du the´ore`me 2.28 sont
alors obtenues en passant a` la limite dans les estimations analogues valables pour um.
2.4 E´tude asymptotique des solutions de l’e´quation de
Schro¨dinger
Dans cette partie, on suppose que V2 est positif et de courte porte´e au sens de (2.5). On
supposera en outre que la partie re´elle V1 peut s’e´crire V1 = VL + VC ou` VC est un potentiel
courte porte´e, et VL est un potentiel longue porte´e au sens suivant : VL est de classe C
3 et il
existe ρ > 0 et c > 0 tels que pour α ∈ Nn avec |α| 6 3 on a
∀x ∈ Rn, |∂αVL(x)| 6 c 〈x〉−|α|−ρ . (2.14)
2.4.1 Comportement asymptotique des solutions entrantes et sor-
tantes
Dans le cas simple ou` V = 0 (et donc H = H0 = −∆), n = 3, λ > 0 et f ∈ C∞0 (Rn) on
sait que (
(H0 − (λ+ i0))−1f
)
(x) =
1
4π
∫
R3
ei
√
λ|x−y|
|x− y| f(y) dy,
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et comme pour |x| grand et y ∈ supp f on a
|x− y| = |x|
√
1− 2 〈xˆ, y〉|x| + O|x|→∞
( |x|−2 ) = |x| − 〈xˆ, y〉+ O
|x|→∞
( |x|−1 ),
on voit que :
(
(H0 − (λ+ i0))−1f
)
(x) =
ei
√
λ|x|
4π |x|
∫
R3
e−i
√
λ〈xˆ,y〉f(y) dy + O
|x|→∞
( |x|−2 ).
L’inte´grale qui apparaˆıt dans cette expression est la transforme´e de Fourier de f (au point√
λxˆ), celle-la` meˆme qui permet la repre´sentation spectrale pour l’ope´rateur H0.
Dans le cas ge´ne´ral (avec V = V1 re´el et de courte puis longue porte´e), diffe´rents auteurs
ont alors cherche´ a` e´tudier la quantite´
lim
r→+∞
r
n−1
2 e−i
√
λr(H1 − (λ+ i0))−1(rω)
pour ω ∈ S. Pour le cas longue porte´e, on doit en fait modifier la phase √λr qui apparaˆıt
dans cette expression. C’est l’objet du lemme suivant.
Lemme 2.41. Il existe une fonction Φ ∈ C3(Rn ×R∗+) telle que pour un compact Λ de R∗+,
λ ∈ Λ et |x| > RΛ on a :
2
√
λ
∂Φ
∂r
(x, λ) = |∇xΦ(x, λ)|2 + VL(x).
En outre, il existe une constante CΛ telle que pour λ ∈ Λ, x ∈ Rn et α ∈ Rn avec |α| 6 3 on
a
|∂αxΦ(x, λ)| 6 c 〈x〉1−|α|−ρ ,
ou` ρ > 0 est donne´ par (2.14).
Ce lemme est de´montre´ dans [Iso80] (voir le lemme 2.1). On pose ensuite
ϕ(x, λ) =
√
λ |x| − Φ(x, λ)− π(n− 3)
4
.
Ainsi de´finie, ϕ est solution de l’e´quation
|∇xϕ(x, λ)|2 + VL(x) = λ
pour |x| > RΛ. On conside`re alors les fonctions :
w±(x, λ) = |x|−
n−1
2 e±iϕ(x,λ).
On introduit enfin les espaces de Besov. Pour s > 0, on conside`re l’espace Bs des fonctions
f mesurables sur Rn telles que
‖f‖Bs :=
(∫
|x|61
|f(x)|2 dx
) 1
2
+
∑
j∈N∗
2js
(∫
2j−16|x|62j
|f(x)|2 dx
) 1
2
< +∞.
B∗s est son espace dual qui, si on identifie L
2(Rn) a` son espace dual, est constitue´ des fonctions
mesurables u sur Rn telles que :
‖u‖B∗ := sup
R>1
1
Rs
(∫
BR
|u(x)|2 dx
) 1
2
< +∞.
Pour la suite on notera B = B1/2, B
∗ = B∗1/2 et B
∗
0 ⊂ B∗ l’ensemble des fonctions r ∈ B∗
telles que :
1
R
∫
BR
|r(x)|2 dx −−−−−→
R→+∞
0.
On peut alors montrer le re´sultat suivant :
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The´ore`me 2.42. Soient λ > 0 et f ∈ B. Alors il existe Fλ(f) ∈ L2(S) et rλ, r˜λ ∈ B∗0 telles
que
(H∗ − (λ− i0))−1f(x) = π1/2λ−1/4Fλ(f)(−xˆ)w−(x, λ) + rλ(x),
∂r(H
∗ − (λ− i0))−1f(x) = −iπ1/2λ1/4Fλ(f)(−xˆ)w−(x, λ) + r˜λ(x).
Dans le cas ou` f ∈ S(Rn) et V2 = 0, ce re´sultat est de´montre´ dans [Sai79] et [Iso80].
Le the´ore`me 3.4 de [GY99] permet de passer a` f ∈ B∗ et d’ajouter un potentiel de courte
porte´e. C’est de´montre´ pour un potentiel re´el, mais la meˆme preuve permet de traiter le cas
d’un potentiel complexe, sachant qu’on a de´ja` montre´ le principe d’absorption limite.
Remarque 2.43. On a e´galement
(H − (λ+ i0))−1f(x) = π1/2λ−1/4Fλ(f)(−xˆ)w+(x, λ) + rλ(x),
∂r(H − (λ+ i0))−1f(x) = iπ1/2λ1/4Fλ(f)(−xˆ)w+(x, λ) + r˜λ(x),
pour d’autres fonctions rλ, r˜λ ∈ B∗0 .
Pour tout λ > 0 cela de´finit une application
Fλ : B∗ → L2(S).
2.4.2 Solutions de l’e´quation de Schro¨dinger homoge`ne
Soit λ > 0. On va maintenant utiliser l’application Fλ que l’on vient de de´finir pour
e´tudier les solutions de l’e´quation de Schro¨dinger homoge`ne
(H − λ)u = 0, (2.15)
d’inconnue u ∈ H2loc(Rn) ∩ B∗. Plus pre´cise´ment, notre but dans ce paragraphe est de de´-
montrer le re´sultat suivant :
The´ore`me 2.44. (i) Soit a− ∈ L2(S). Alors il existe a+ ∈ L2(S) et une solution u ∈
H2loc(R
n) ∩B∗ pour l’e´quation (2.15) tels que
u(x) = a+(xˆ)w+(x, λ)− a−(xˆ)w−(x, λ) + r0(λ, x) (2.16)
et
∂ru(x) = i
√
λ
(
a+(xˆ)w+(x, λ) + a−(xˆ)w−(x, λ)
)
+ r1(λ, x), (2.17)
ou` r0(λ) et r1(λ) sont dans B
∗
0 . En outre a+ et u sont uniquement de´termine´s par a−.
(ii) Soit u ∈ H2loc(Rn)∩B∗ une solution de (2.15). Alors il existe a+, a− ∈ L2(S) telles que
(2.16) et (2.17) sont ve´rifie´es.
(iii) Soient u ∈ H2loc(Rn) ∩B∗ une solution de (2.15) et a+, a− ∈ L2(S) telles que (2.16) et
(2.17) sont ve´rifie´es. Alors on a :
‖a−‖2L2(S) = ‖a+‖2L2(S) +
1√
λ
∫
Rn
V2(x) |u(x)|2 dx. (2.18)
Remarque 2.45. On peut e´tudier de fac¸on analogue les solutions de l’e´quation
(H∗ − E)u = 0.
Ce the´ore`me est de´montre´ dans [GY99] dans le cas autoadjoint. On commence par ve´rifier
le dernier point :
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De´monstration de (iii). D’apre`s la formule de Green on a :
Im
∫
Sr
∂ru(x)u(x) dσr(x) = Im
∫
Br
∆u(x)u(x) dx = −
∫
Br
V2(x) |u(x)|2 dx. (2.19)
D’autre part, comme
i
(
a+(xˆ)a−(xˆ)w+(x, λ)w−(x, λ)− a+(xˆ)a−(xˆ)w+(x, λ)w−(x, λ)
)
= −2 Im a+(xˆ)a−(xˆ)w+(x, λ)w−(x, λ)
est a` valeurs re´elles, on a
Im ∂ru(x)u(x)
= Im i
√
λ
(
a+(xˆ)w+(x, λ) + a−(xˆ)w−(x, λ)
) (
a+(xˆ)w+(x, λ)− a−(xˆ)w−(x, λ)
)
+ r(x)
=
√
λ |x|1−n
(
|a+(xˆ)|2 − |a−(xˆ)|2
)
+ r(x),
ou` r ∈ B∗0 , et donc :
lim
R→+∞
1
R
Im
∫
BR
∂ru(x)u(x) dx = lim
R→+∞
1
R
Im
∫
BR
√
λ
(
|a+(xˆ)|2 − |a−(xˆ)|2
)
|x|1−n dx
= lim
R→+∞
1
R
∫ R
0
∫
S
√
λ
(
|a+(ω)|2 − |a−(ω)|2
)
dσ(ω) dr
=
√
λ
(
‖a+‖2L2(S) − ‖a−‖2L2(S)
)
.
Il ne reste plus qu’a` voir que d’apre`s le lemme de Cesa`ro :
lim
R→+∞
1
R
∫ R
0
∫
Br
V2(x) |u(x)|2 dx dr = lim
r→+∞
∫
Br
V2(x) |u(x)|2 dx
=
∫
Rn
V2(x) |u(x)|2 dx.
On remarque que cette inte´grale est bien de´finie du fait que V2 est a` courte porte´e (u ∈ B∗ ⊂
L2,−α(Rn) pour tout α > 12 ).
On montre maintenant les points (i) et (ii). On commence par montrer l’unicite´ pour
(i), en ve´rifiant que pour a− = 0 les seules fonctions a+ ∈ L2(S) et u ∈ H2loc(Rn) ∩ B∗
ve´rifiant (2.16) et (2.17) sont les fonctions nulles (voir les propositions 2.46 et 2.47). Pour
montrer l’existence, on utilisera l’application F∗λ pour associer a` toute fonction a− ∈ L2(S)
une solution u a` l’e´quation (2.15) qui ve´rifie l’asymptotique attendue pour une certaine
fonction a+ ∈ L2(S). On explicitera e´galement l’application qui a` a− associe a+. Il s’agira
ensuite de ve´rifier qu’on a bien obtenu par ce proce´de´ toutes les solutions dans H2loc(R
n)∩B∗
pour l’e´quation (2.15).
Proposition 2.46. On suppose que u ∈ H2loc(Rn) ∩B∗0 est solution de (2.15). Alors u = 0.
De´monstration. Il existe C > 0 telle que pour u ∈ H2loc(Rn) et r > 0 on a∫
Br
|∇u|2 dx 6 C
∫
B2r
( |∆u|2 + |u|2 ) dx
(voir la preuve du lemme 2.1 de [GY99]). Ici cela prouve que ∂ru ∈ B∗0 et donc :
1
R
∫ R
0
∫
Sr
(
|u(x)|2 + |∂ru(x)|2
)
dσr(x) dr =
1
R
∫
BR
(
|u(x)|2 + |∂ru(x)|2
)
dx −−−−−→
R→+∞
0.
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Comme l’inte´grande est une fonction positive, on en de´duit qu’il existe une suite (rm)m∈N
qui tend vers +∞ et telle que :∫
Srm
(
|u(x)|2 + |∂ru(x)|2
)
dx −−−−−→
m→+∞
0.
D’apre`s (2.19) on a alors :∫
Brm
V2(x) |u(x)|2 dx = − Im
∫
Srm
∂ru(x)u(x) dσr(x) −−−−→
m→∞
0.
Cela prouve que u s’annule sur le support de V2 et est donc solution de l’e´quation : (H1−λ)u =
0. On peut alors, comme on l’a fait pour la de´monstration de la proposition 2.31, utiliser la
proposition 2.30 pour conclure que u = 0.
Proposition 2.47. On suppose que u ∈ H2loc(Rn) ∩B∗ est solution de (2.15) et qu’il existe
a ∈ L2(S) et r, r˜ ∈ B∗0 telles que
u(x) = a(xˆ)w+(x, λ) + r(x) et ∂ru(x) = i
√
λa(xˆ)w+(x, λ) + r˜(x).
Alors u = 0.
De´monstration. Les hypothe`ses du point (iv) du the´ore`me 2.44 sont ve´rifie´es avec a+ = a et
a− = 0. Ainsi, le membre de gauche de (2.18) est nul. Comme les deux termes du membre
de droite sont positifs, ils sont nuls. En particulier a = a+ = 0. Du coup u = r ∈ B∗0 et donc,
d’apre`s la proposition 2.46, u = 0.
On montre maintenant que l’application Fλ donne´e par le the´ore`me 2.44 est continue de
B dans L2(S).
Proposition 2.48. Soit f ∈ B. On a :〈
(H − (λ+ i0))−1f, f〉− 〈(H∗ − (λ− i0))−1f, f〉
= 2iπ
∫
S
|Fλf(ω)|2 dω + 2i
∫
Rn
V2(x)
∣∣(H∗ − (λ− i0))−1f(x)∣∣2 dx.
De´monstration. On note v = (H∗ − (λ− i0))−1f . On a alors∫
Br
(fv − vf) dx =
∫
Br
(−v∆v + v∆v) dx+ 2i
∫
Br
V2(x) |v(x)|2 dx
=
∫
Sr
(−v∂rv + v∂rv) dσr(x) + 2i
∫
Br
V2(x) |v(x)|2 dx
= 2iπ
∫
Sr
|Fλ(f)(−xˆ)|2 |x|1−n dσr(x) + 2i
∫
Br
V2(x) |v(x)|2 dx
+
∫
Sr
(−rλr˜λ + rλr˜λ) dσr(x),
ou` rλ et r˜λ ∈ B∗0 sont donne´es au the´ore`me 2.42. En faisant tendre r vers +∞ selon une
sous-suite (rm)m∈N bien choisie (ie. telle que le dernier terme tend vers 0), on obtient bien
l’e´galite´ attendue.
Corollaire 2.49. L’application
Fλ : B → L2(S)
est continue. Ainsi son adjoint F∗λ de´finit un ope´rateur borne´ de L2(S) dans B∗.
De´monstration. Cela re´sulte de ce que (H − (λ+ i0))−1 et (H∗ − (λ− i0))−1 sont continues
de B dans B∗ et
√
V2 est continue de B
∗ dans L2(Rn).
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On conside`re une fonction χ ∈ C∞(Rn) nulle au voisinage de 0 et e´gale a` 1 hors d’un
compact de Rn. Pour a ∈ C∞(S) on note
ua(x, λ) = χ(x)a(−xˆ)w−(x, λ) et Gλa = (H − λ)ua(λ). (2.20)
On a alors :
∂rua(x, λ) = −i
√
λua(x, λ) + o|x|→∞
(
|x|−n−12 −ρ
)
, (2.21)
ou` ρ > 0 est donne´ par (2.14). Le corollaire 2.49 assure qu’on peut conside´rer la fonction
F∗λa. On montre alors :
Proposition 2.50. On a :
−2iπ1/2λ1/4F∗λa = ua − (H − (λ+ i0))−1Gλa.
De´monstration. Il suffit de montrer que pour tout f ∈ B on a
〈u, f〉 − 〈Gλa, (H∗ − (λ− i0)−1f〉 = −2iπ1/2λ1/4 〈a,Fλf〉 . (2.22)
Le calcul est le meˆme que pour la proposition 3.6 de [GY99].
De cette proposition on obtient imme´diatement le fait que F∗λa fournit bien une solution
pour l’e´quation (2.15) :
Corollaire 2.51. Pour tout a ∈ C∞(S) la fonction F∗λa est dans H2loc(Rn) ∩B∗ et ve´rifie :
(H − λ)F∗λa = 0.
Comme F∗λ est un ope´rateur borne´, on va pouvoir e´tendre ce re´sultat pour toute fonction
a ∈ L2(S) :
Proposition 2.52. Les ope´rateurs ∆F∗λ et ∇F∗λ, bien de´finis sur C∞(S), s’e´tendent en des
ope´rateurs borne´s de L2(S) dans B∗. En outre, pour tout a ∈ L2(S) la fonction F∗λa (qui est
donc dans H2loc(R
n) ∩B∗) est solution de l’e´quation (2.15).
A ce stade on a donc une application qui a` toute fonction a ∈ L2(S) associe une solution
u pour (2.15). Il nous faut encore ve´rifier que cette solution a bien une asymptotique comme
attendu et que ce proce´de´ permet bien d’obtenir toutes les solutions de (2.15) dans l’espace
H2loc(R
n) ∩ B∗. Pour ce deuxie`me point, on va utiliser le re´sultat d’analyse fonctionnelle
suivant (voir par exemple [Yos78, § VII.5]) :
Proposition 2.53. Soit F : B → L2(S) un ope´rateur borne´. On suppose que l’image ImF∗
de son adjoint F∗ : L2(S)→ B∗ est ferme´e. Alors pour tout u ∈ B∗ on a
u ∈ ImF∗ ⇐⇒ ∀f ∈ ker(F), 〈u, f〉 = 0.
On montrera que l’image de F∗λ est ferme´e lorsqu’on aura l’asymptotique de F∗λa. Par
contre on peut de´ja` prouver l’autre point :
Lemme 2.54. Soit u ∈ H2loc(Rn) ∩ B∗ solution de (2.15). Alors pour tout f ∈ B tel que
Fλf = 0 on a : 〈u, f〉 = 0.
De´monstration. D’apre`s le corollaire 2.2 de [GY99], on a ∂ru ∈ B∗. Soit f ∈ B tel que
Fλf = 0. D’apre`s le the´ore`me 2.42, si v = (H∗ − (λ− i0))−1f on a v, ∂rv ∈ B∗0 , et donc par
l’ine´galite´ de Cauchy-Schwarz on obtient :
1
r
∫
Br
(∂ru.v − u.∂rv(x)) dx −−−→
r→∞
0.
45
Il existe donc une suite (rm)m∈N qui tend vers +∞ et telle que∫
Srm
(∂ru.v − u.∂rv(x)) dσrm −−−−→
m→∞
0,
et on obtient finalement :
〈u, f〉 = lim
m→∞
∫
Brm
u f dx = lim
m→∞
∫
Brm
u (H∗ − λ)v dx = lim
m→∞
∫
Brm
u (H − λ)v dx
= lim
m→∞
∫
Brm
(H − λ)u v dx+ lim
m→∞
∫
Srm
(∂ru v − u ∂rv(x)) dσrm
= 0.
On s’inte´resse maintenant a` l’asymptotique de F∗λa. On note J la conjugaison complexe
et T : a 7→ (ω 7→ a(−ω)) l’ope´rateur de re´flexion sur la sphe`re. On note :
Σ+(λ) = π
1/2λ1/4JT FλJGλT : C∞(S)→ L2(S).
Proposition 2.55. L’ope´rateur Σ+(λ) se prolonge par continuite´ en un ope´rateur borne´ sur
L2(S). En outre :
(i) Pour a− ∈ L2(S) la fonction u = F∗λT a− ve´rifie :
u(x) = βλ
(
(Σ+(λ)a−)(xˆ)w+(x, λ)− a−(xˆ)w−(x, λ)
)
+ r(x), (2.23)
∂ru(x) = iλ
1/2βλ
(
(Σ+(λ)a−)(xˆ)w+(x, λ) + a−(xˆ)w−(x, λ)
)
+ r˜(x),
ou` βλ = (2iπ
1/2λ1/4)−1 et r, r˜ ∈ B∗0 .
(ii) Pour tout a− ∈ L2(S) on a :
‖Σ+(λ)a−‖2L2(S) = ‖a−‖2L2(S) −
1√
λ
∥∥∥√V2F∗λa−∥∥∥2
L2(Rn)
.
De´monstration. (i) Pour a− ∈ C∞(S) on a d’apre`s la proposition 2.50 et la remarque 2.43 :
u(x) = (F∗λT a−)(x)
= −βλ
(
uT a−(x)− ((H − (λ+ i0))−1GλT a−)(x)
)
= −βλ
(
a−(xˆ)w−(x, λ)χ(x)− π 12λ−1/4(JT FλJGλT a−)(x)w+(x, λ)
)
+ r(x)
= −βλ (a−(xˆ)w−(x, λ)− (Σ+a−)(xˆ)w+(x, λ)) + r(x),
ou` r ∈ B∗0 . On obtient de fac¸on analogue l’expression pour ∂ru. Comme les ope´rateurs Fλ,
∂rF∗λ et Σ+(λ) sont borne´s sur L2(S) on peut prolonger ces e´galite´s pour a− ∈ L2(S).
(ii) Le second point re´sulte du fait que u est solution de (2.15) (d’apre`s le corollaire 2.51) et
de (2.18).
Ce re´sultat assure donc l’existence pour le point (i) du the´ore`me 2.44. Il nous permet en
outre de montrer que l’image de F∗λ est ferme´e :
Proposition 2.56. Pour a− ∈ L2(S) on a :
1
r
∫
Br
|(F∗λa−)(x)|2 dx −−−−−→
r→+∞
1
4π
√
λ
(
‖a−‖2L2(S) + ‖Σ+(λ)T a−‖2L2(S)
)
.
Cela implique que F∗λ : L2(S)→ B∗ est une application continue, injective et d’image ferme´e.
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De´monstration. D’apre`s (2.23) on a :
4π
√
λ
R
∫
BR
|(F∗λa−)(x)|2 dx = ‖T a−‖2L2(S) + ‖Σ+(λ)T a−‖2L2(S)
− 2
R
Re
(∫
S
(Σ+(λ)T a−)(ω)a−(−ω)
∫ R
0
e2iϕ(rω,λ) dr dω
)
.
On a
∂r(ϕ(rω, λ)) =
√
λ+∇xΦ(rω, λ) · ω =
√
λ+ O
r→∞
(r−ρ),
ou` le reste est uniforme en ω, donc pour R0 assez grand :
1
R
∫ R
0
e∓2iϕ(rω,λ) dr =
1
R
∫ R0
0
e2iϕ(rω,λ) dr +
1
R
[
e2iϕ(rω,λ)
2i∂r(ϕ(rω, λ))
]R
R0
−−−−−→
R→+∞
0
uniforme´ment en ω. Cela prouve la premie`re assertion. On en de´duit que pour a− ∈ L2(S)
on a
‖F∗λa−‖2B∗ >
1
4π
√
λ
‖a−‖2L2(S) ,
ce qui permet de conclure.
On a maintenant tout ce dont on a besoin pour utiliser la proposition 2.53, et on obtient
que toute solution u ∈ H2loc(Rn) ∩ B∗ pour l’e´quation (2.15) est dans l’image de F∗λ , ce qui
prouve le deuxie`me point du the´ore`me 2.44.
On remarque enfin qu’on peut ame´liorer le re´sultat d’unicite´ (proposition 2.47) en ne
demandant pas la condition sur la de´rive´e radiale. En effet, si u est une solution de (2.15) de
la forme u(x) = a+(xˆ)w+(x, λ) + r avec r ∈ B∗0 , et sachant que u = F∗λ(a−) pour un certain
a− ∈ L2(S), on a force´ment a− = 0, puis a+ = Σ+(λ)a− = 0. La proposition 2.46 montre
alors que u = 0.
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Chapitre 3
Approche semi-classique du
proble`me
Pour e´tudier la solution de l’e´quation de Helmholtz, et plus ge´ne´ralement les proprie´te´s
de l’ope´rateur de Schro¨dinger
Hh = −h2∆+ V1(x)− ihV2(x), (3.1)
on a explique´ en introduction que plutoˆt que de regarder directement la solution du proble`me
pour une certaine (haute) fre´quence fixe´e, on conside`re cette fre´quence comme un parame`tre,
on la fait tendre vers +∞ (autrement dit on fait tendre la longueur d’onde vers 0), et on
s’inte´resse a` l’asymptotique pour la famille de solutions obtenue qui s’ave`re eˆtre plus simple
a` de´crire.
Ce type de question est apparu avec la me´canique quantique. En effet, le mouvement
d’une particule quantique de masse m dans un champ de force de´rivant d’un potentiel V1 est
de´crit par l’e´quation de Schro¨dinger
i~∂tψ(t, x) = − ~
2
2m
∆xψ(t, x) + V1(x)ψ(t, x), (3.2)
ou` ψ(t) ∈ L2(R3) de´signe la fonction d’onde de la particule. On remarque qu’en prenant un
coefficient d’amortissement nul dans notre e´quation de Helmholtz, on retrouve exactement
le meˆme ope´rateur de Schro¨dinger. Pour de´crire le mouvement d’une particule, on disposait
alors d’un mode`le a priori plus simple, a` savoir les e´quations de Newton de la me´canique
classique :
m∂2t x(t) = −∇V1(x(t)), (3.3)
ou` x(t) ∈ R3 est la position de la particule. Ce mode`le, contredit par les expe´riences a`
l’e´chelle atomique, e´tait manifestement valable a` l’e´chelle humaine. E´tant donne´e la valeur
de la constante de Planck (~ ≃ 1, 05.10−34J.s), cela sugge`re que l’on doit retrouver le mode`le
classique lorsqu’on prend la limite ~ → 0 dans le mode`le quantique. C’est le principe de
correspondance de Bohr.
Ce passage a` la limite n’a rien de trivial. Les deux mode`les sont d’ailleurs par nature tre`s
diffe´rents. L’e´quation de Newton est purement corpusculaire. L’e´tat d’une particule est la
donne´e de sa position x ∈ R3 et de sa quantite´ de mouvement ξ ∈ R3. On peut alors de´crire
l’e´volution de cet e´tat au cours du temps graˆce a` l’e´quation (3.2) (avec ξ(t) = m∂tx(t) et les
conditions initiales donne´es par l’e´tat au temps t = 0). Les observables (grandeurs physiques
que l’on peut mesurer) sont alors des fonctions a(x, ξ) sur l’espace des phases R3 × R3 et a`
valeurs re´elles. En me´canique quantique, l’e´tat d’une particule est donne´ par une fonction
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d’onde ψ ∈ L2(R3,C) de norme 1. Le carre´ du module |ψ|2 s’interpre`te alors comme la den-
site´ de probabilite´ de pre´sence pour la particule. Une observable est donne´e par un ope´rateur
autoadjoint A (non ne´cessairement borne´) sur L2(R3,C). Comme on n’a qu’une densite´ de
probabilite´ pour la position de la particule, on n’a qu’une espe´rance pour la valeur de l’ob-
servable, donne´e par 〈Aψ,ψ〉.
Pour e´tablir une correspondance entre les deux mode`les, il faut donc associer de fac¸on
raisonnable un ope´rateur A = Op(a) autoadjoint sur L2(R3,C) a` une observable a : R3×R3 →
R. Il est naturel d’associer a` l’observable (x, ξ) 7→ xi l’ope´rateur de multiplication par xi sur
L2(R3,C) (qu’on note Xi), car si la fonction d’onde ψ est concentre´e pre`s de l’hyperplan
xi = y avec y ∈ R, la valeur moyenne 〈Xiϕ,ϕ〉 doit eˆtre proche de y. A l’observable (x, ξ) 7→ ξi
on associera de meˆme 1 l’ope´rateur −i~∂xi .
Une fois qu’on a les ope´rateurs associe´s aux coordonne´es, on souhaiterait que les liens
entre les diffe´rentes observables se retrouvent au niveau des ope´rateurs associe´s. Il serait par
exemple tre`s agre´able que le proce´de´ de quantification Op ve´rifie toutes les bonnes proprie´te´s
du calcul fonctionnel que l’on sait de´finir pour un ope´rateur autoadjoint (voir par exemple
le the´ore`me VII.1 de [RS79a]). Il est facile de voir que c’est malheureusement impossible,
puisque cela impliquerait en particulier que pour deux observables a et b les deux ope´rateurs
Op(a) et Op(b) doivent commuter, ce qui n’est de´ja` pas le cas pour les ope´rateurs Xi et
−i~∂xj . On remarque tout de meˆme que le commutateur est la multiplication par −i~δi,j , et
que cet ope´rateur devient petit quand ~ tend vers 0. On peut donc espe´rer que le proce´de´
de quantification ve´rifie ✭✭ presque ✮✮ toutes les bonnes proprie´te´s que l’on attend. L’objet de
la section 3.1 sera de de´finir les diffe´rents proce´de´s de quantifications que l’on va utiliser et
rappeler brie`vement les proprie´te´s effectivement ve´rifie´es.
On trouvera des expose´s plus complets et des de´monstrations dans les re´fe´rences sui-
vantes : [Rob87], [DS99], [Mar02], [Ler10] ainsi que le cours [Eva98]. Pour une introduction
rapide aux ide´es de l’analyse semi-classique, on pourra consulter [Vor88] et [Col98]. Enfin, on
trouvera une bonne pre´sentation de la me´canique quantique dans [Mes95].
Outre ces rappels, on de´crit en de´tail certains points de dynamique classique dont on aura
besoin pour bien comprendre l’asymptotique de la solution uh. En particulier, puisqu’on a
l’intention de s’affranchir de l’hypothe`se de non-capture, il y aura des pre´cisions a` donner sur
les trajectoires du flot hamiltonien classique associe´ a` notre proble`me. On verra e´galement
quelles sont les conse´quences de l’hypothe`se d’amortissement sur les trajectoires capte´es.
On redonnera ensuite une version du the´ore`me d’Egorov adapte´e a` notre situation. Ce
the´ore`me fait le lien entre e´volution classique et e´volution quantique. On verra comment
intervient l’indice d’absorption dans cette correspondance. On verra ensuite comment e´crire
le propagateur de Schro¨dinger comme un ope´rateur de Fourier inte´gral. On donnera a` nouveau
1. Pour le voir il faut passer dans l’espace de Fourier. Une onde ψ(0) peut s’e´crire comme superposition
d’ondes planes :
ψ(0, x) =
1
(2pih)n
∫
R3
e
i
h
x·ξ(Fhψ(0))(ξ) dξ,
ou` Fh de´signe la transforme´e de Fourier semi-classique, voir (3.5). La solution correspondante pour l’e´quation
de Schro¨dinger dans le vide est alors donne´e par :
ψ(t, x) =
1
(2pih)n
∫
R3
e
i
h
(
x·ξ− tξ
2
m
)
(Fhψ(0))(ξ) dξ.
Pour chaque ξ ∈ R3, x 7→ e
i
h
(
x·ξ− tξ
2
m
)
est une onde plane progressant a` vitesse ξ/m. Donc ξ correspond
a` la quantite´ de mouvement. Ainsi, au facteur de normalisation pre`s, Fhψ(0) correspond a` la densite´ de
probabilite´ pour la quantite´ de mouvement, et sa valeur moyenne est donne´e par :
1
(2pih)n
∫
R3
ξ(Fhψ(0))(ξ)(Fhψ(0))(ξ) dξ =
1
(2pih)n
∫
R3
Fh(−ih∇xψ(0))(ξ)(Fhψ(0))(ξ) dξ
=
∫
R3
(−ih∇x)ψ(0)(ξ)ψ(0)(ξ) dξ.
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une de´monstration comple`te pour voir ce qu’il advient de V2.
3.1 Quelques techniques semi-classiques - Calcul pseudo-
diffe´rentiel
3.1.1 Obtenir un de´veloppement asymptotique pour la limite h→ 0
Pour obtenir des de´veloppements asymptotiques de quantite´s de´pendant du petit para-
me`tre h on utilisera de fac¸on re´gulie`re le the´ore`me de la phase stationnaire. Ce re´sultat donne
un de´veloppement asymptotique pour des inte´grales oscillantes de la forme
Ih =
∫
Rn
e
i
h
ψ(x)a(x) dx,
avec ψ ∈ C∞(Rn,R) et a ∈ C∞0 (Rn,C). Il convient d’abord de remarquer que si ∇ψ(x0) 6= 0
alors le facteur de phase oscille tre`s rapidement en espace, et la moyenne de l’inte´grande
devient nulle autour de x0 lorsque h devient petit.
Proposition 3.1 (Phase non-stationnaire). On suppose que ∇ψ ne s’annule pas sur le sup-
port de a. Alors on a :
Ih = O
h→0
(h∞).
Remarque 3.2. Cela signifie que Ih = O(h
N ) pour tout N ∈ N. Ici on a plus pre´cise´ment
|Ih| 6 ChN
∑
|α|6N
‖∂αa‖L∞(Rn) ,
ou` C ne de´pend que de supp a et de la dimension n.
Si ∇ψ(x0) = 0, alors les oscillations spatiales sont plus lentes. Notant Hessψ(x0) la
matrice hessienne de ψ au point x0, on a dans ce cas :
The´ore`me 3.3 (Phase stationnaire). On suppose que x0 ∈ supp a est tel que ∇ψ(x0) = 0 et
detHessψ(x0) 6= 0 (x0 est un point critique non de´ge´ne´re´), et qu’en outre ∇ψ ne s’annule
pas sur supp a \ {x0}. Alors il existe une famille (A2k)k∈N d’ope´rateurs diffe´rentiels tel que
A2k est d’ordre 2k pour tout k ∈ N, et pour tout N ∈ N :∣∣∣∣∣Ih − e ihψ(x0)
N−1∑
k=0
hk+
n
2 (A2ka)(x0)
∣∣∣∣∣ 6 CNhN+n2
∑
|α|62N+n+1
‖∂αa‖L∞(Rn) .
En particulier on a :
Ih = (2πh)
n
2
e
ipi
4 sgnHessψ(x0)
|detHessψ(x0)|
1
2
e
i
h
ψ(x0)a(x0) + O
h→0
(h
n
2+1),
ou` sgnHessψ(x0) de´signe la signature de la matrice Hessψ(x0), soit le nombre de valeurs
propres positives auquel on retranche le nombre de valeurs propres ne´gatives.
On note que par partition de l’unite´, on peut traiter le cas ou` la phase admet un nombre
fini de points critiques non de´ge´ne´re´s (ne´cessairement isole´s) sur le support de a. On renvoie
par exemple a` [EZ] pour une de´monstration de ces re´sultats.
On utilisera e´galement dans ce travail la me´thode B.K.W. (pour Brillouin-Kramers-
Wentzel, W.K.B. en anglais). Il s’agit de chercher la solution d’une e´quation sous la forme
e
i
h
ϕ
∑∞
j=0 h
jaj . En injectant ce de´veloppement dans l’e´quation, on obtiendra une e´quation
de Hamilton-Jacobi sur ϕ et des e´quations de transport sur les amplitudes aj , j ∈ N. Les
calculs seront de´taille´s dans les paragraphes 3.3.3 et 6.2.3. On pourra e´galement consulter
[Mes95, Vor88] pour l’origine de cette me´thode.
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3.1.2 Quantifications usuelles
Les ope´rateurs pseudo-diffe´rentiels ont e´te´ introduits pour l’e´tude des e´quations aux de´-
rive´es partielles comme ge´ne´ralisation des ope´rateurs diffe´rentiels. Soit P un ope´rateur de la
forme
P =
∑
|α|6m
aα(x)(−i∂)α
ou` m ∈ N et aα ∈ C∞(Rn) pour tout α. Puisque la de´rivation en x agit comme multiplication
dans l’espace de Fourier, on peut e´crire pour u ∈ S(Rn) :
(Pu)(x) =
1
(2π)n
∫
Rn
∫
Rn
ei〈x−y,ξ〉a(x, ξ)u(y) dy dξ, (3.4)
avec
a : (x, ξ) 7→
∑
|α|6m
aα(x)ξ
α.
On dira alors que a est le symbole de P . L’inte´reˆt de cette e´criture est qu’elle est ge´ne´rali-
sable pour une classe de fonctions a qui ne sont pas des polynoˆmes en ξ, par exemple pour
a ∈ S(R2n). Cela de´finit alors de nouveaux ope´rateurs, dits pseudo-diffe´rentiels. Ces ope´ra-
teurs ont e´te´ introduits pour l’e´tude des singularite´s des solutions d’e´quations aux de´rive´es
partielles (voir par exemple la se´rie [Ho¨r84]), mais peuvent eˆtre utilise´s dans de nombreux
autres domaines. Il est en particulier rapidement apparu que ces ope´rateurs seraient utiles
pour faire le lien entre me´canique classique et me´canique quantique, et plus ge´ne´ralement
pour e´tudier les e´quations aux de´rive´es partielles avec petit parame`tre. En effet, puisqu’on a
de´ja` associe´ a` la variable x l’ope´rateur de multiplication par x et a` la variable ξ l’ope´rateur
de de´rivation −ih∇, on voudrait associer a` toute observable a un ope´rateur comme de´fini par
(3.4).
Remarquons tout de meˆme que dans le cadre semi-classique on n’appliquera l’ope´rateur
non pas a` une fonction u mais a` une famille de fonctions (uh) pour h > 0 petit, et que la
transforme´e de Fourier de uh est typiquement concentre´e sur des fre´quences d’ordre h
−1.
Plutoˆt que d’avoir des transforme´es de Fourier dont la ✭✭ masse ✮✮ part a` l’infini, il est pre´fe´-
rable d’effectuer un changement d’e´chelle et de conside´rer une transformation de Fourier qui
se focalise sur les fre´quences d’ordre h−1 :
Fhu : ξ 7→
∫
Rn
e−
i
h
〈y,ξ〉u(y) dy. (3.5)
Son inverse est alors de´fini par :
F−1h v : x 7→
1
(2πh)n
∫
Rn
e
i
h
〈x,ξ〉Fhv(ξ) dξ.
On peut ensuite de´finir l’ope´rateur pseudo-diffe´rentiel associe´ a` l’observable a : R2n → C
par :
Oph(a)u(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉a(x, ξ)u(y) dy dξ. (3.6)
L’application Oph est donc bien une application qui a` une observable associe un ope´rateur,
sur un espace a` de´terminer. On l’appellera quantification standard. Pour ne pas prendre de
risque, on peut dire pour le moment que a et u sont des fonctions a` de´croissance rapide, mais
on voudrait bien suˆr que la quantification soit de´finie pour une classe plus large d’observables
(contenant au moins les polynoˆmes en ξ, afin que les ope´rateurs pseudo-diffe´rentiels soient
bien une ge´ne´ralisation des ope´rateurs diffe´rentiels) et que l’ope´rateur Oph(a) obtenu soit
de´fini sur un espace plus grand que S(Rn) (typiquement L2(Rn)).
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L’un des premiers proble`mes que l’on rencontre avec cette quantification est qu’elle de´finit
des ope´rateurs qui ne sont pas autoadjoints, meˆme si a est a` valeurs re´elles. C’est particulie`-
rement ennuyeux en me´canique quantique, dont l’un des postulats de base est qu’a` chaque
observable classique on peut associer un ope´rateur autoadjoint sur L2(R3), mais on appre´ciera
e´galement dans les autres contextes de pouvoir travailler avec des ope´rateurs autoadjoints.
On de´finit alors un autre proce´de´ de quantification, appele´ quantification de Weyl, par la
formule :
Opwh (a)u(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉a
(
x+ y
2
, ξ
)
u(y) dy dξ. (3.7)
Une fois qu’on aura interpre´te´ les ope´rateurs pseudo-diffe´rentiels comme des ope´rateurs sur
L2(Rn), on pourra ve´rifier que l’ope´rateur Opwh (a) est autoadjoint si a est a` valeurs re´elles.
On sera tout de meˆme amene´ a` utiliser la quantification standard, plus facile a` manipuler. Il
existe d’autres quantifications qui ve´rifient e´galement les proprie´te´s de base qu’on va expliciter
maintenant. Chacune a un inte´reˆt, aucune n’aura a` la fois tous les avantages. En particulier
les deux exemples pre´ce´dents sont les cas particuliers pour t = 0 et t = 12 de la quantification :
Opth(a)u(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉a
(
(1− t)x+ ty, ξ)u(y) dy dξ.
Pour pouvoir profiter des diffe´rents avantages de ces ope´rateurs, il sera inte´ressant de voir
qu’on peut passer d’une quantification a` une autre (voir la proposition 3.14).
3.1.3 Classes de symboles
On introduit maintenant des classes de symboles plus larges que S(R2n) pour lesquelles
on pourra donner un sens aux de´finitions (3.6) et (3.7).
De´finition. On appellera fonction d’ordre sur R2n une application m : R2n → R∗+ pour
laquelle on peut trouver deux constantes C et N telles que :
∀w1, w2 ∈ R2n, m(w1) 6 C 〈w1 − w2〉N m(w2).
En fixant w2 on remarque de´ja` que les fonctions d’ordre sont a` croissance au plus poly-
nomiale. E´tant donne´e une fonction d’ordre m on note :
S(m) =
{
a ∈ C∞(R2n) | ∀α, β ∈ Nn, ∃cα,β > 0, ∀(x, ξ) ∈ R2n,
∣∣∣∂αx ∂βξ a(x, ξ)∣∣∣ 6 cα,βm(x, ξ)} .
L’espace S(m) est un espace de Fre´chet pour les semi-normes
|a|k = inf
{
c > 0 |
∣∣∣∂αx ∂βξ a(x, ξ)∣∣∣ 6 cm(x, ξ) pour |α|+ |β| 6 k et (x, ξ) ∈ R2n} .
On observe qu’en prenant pour m les fonctions (x, ξ) 7→ 〈ξ〉N , N ∈ N, on inclut les symboles
correspondant aux ope´rateurs diffe´rentiels.
Outre C∞0 (R
2n) et S(R2n), les classes de symboles qu’on utilisera le plus souvent dans ce
travail sont
C∞b (R
2n) = S(1)
et, pour δ ∈ R :
Sδ(R2n) =
{
a ∈ C∞(R2n) | ∀α, β ∈ Nn, ∃cα,β , ∀(x, ξ) ∈ R2n,
∣∣∣∂αx ∂βξ a(x, ξ)∣∣∣ 6 cα,β 〈x〉δ−|α|} .
On note que Sδ(R2n) ⊂ S
( 〈x〉δ ) pour tout δ ∈ R et Sδ(R2n) ⊂ C∞b (R2n) pour δ 6 0.
53
Il est bien suˆr possible de de´finir de nombreuses autres classes de symboles, chacune
e´tant plus ou moins adapte´e aux diffe´rents contextes dans lesquels on pourra utiliser le calcul
pseudo-diffe´rentiel. Une classe couramment utilise´e est celle de´finie comme Sδ(R2n) en inver-
sant les roˆles de x et ξ (on gagne des puissances de 〈ξ〉−1 en de´rivant par rapport a` ξ). Cette
classe de symboles a` l’avantage d’eˆtre invariante par changement de variables, ce qui est par
exemple indispensable pour travailler sur des varie´te´s. On n’introduira pas ces symboles ici
car on ne travaillera que sur Rn. Il arrivera ne´anmoins qu’on ait a` utiliser des symboles qui
ont de la de´croissance a` l’infini par rapport a` la variable ξ.
On peut e´galement avoir a` travailler avec des symboles de´pendant de h et tels que chaque
de´rivation fait apparaˆıtre une puissance ne´gative de h. Cela pose proble`me pour tous les de´-
veloppements asymptotiques dont les termes de restes font intervenir les de´rive´es du symbole
(par exemple le the´ore`me 3.9). La` encore on ne sera pas vraiment concerne´ par le proble`me
puisqu’on a introduit des classes de symboles ne de´pendant pas du parame`tre h.
On utilisera tout de meˆme des symboles dits ✭✭ classiques ✮✮. E´tant donne´e une fonction
d’ordre m ce sont des symboles a(h) appartenant a` S(m) pour tout h ∈]0, 1] et tels que
a(h) ∼
∑
j∈N
hjaj ,
ou` (aj)j∈N est une suite de symboles de S(m). Cette e´criture signifie que pour tout N ∈ N
on a
a(h) =
N∑
j=0
hjaj + O
h→0
(hN+1),
ou` le reste est estime´ dans S(m). Inversement, on a le re´sultat suivant (the´ore`me 4.16 dans
[EZ]) :
The´ore`me 3.4 (Borel). Soit (aj)j∈N une suite de symboles de S(m) ou` m est une fonc-
tion d’ordre. Alors il existe a(h) appartenant a` S(m) pour tout h ∈]0, 1] et tel que a(h) ∼∑∞
j=0 h
jaj.
Revenons maintenant aux formules de quantification. Les expressions (3.6) et (3.7) n’ont
pas de sens pour a dans les classes de symboles C∞b (R
2n) ou Sδ(R2n) avec δ ∈ R, et ce meˆme
pour u ∈ S(Rn). Pour de´finir Oph(a) et Opwh (a) on utilise la me´thode dite des ✭✭ inte´grales
oscillantes ✮✮. Cela consiste a` conside´rer dans un premier temps que a ∈ S(R2n), a` faire des
inte´grations par parties jusqu’a` obtenir une expression qui sera encore valable pour a dans
une classe de symboles plus ge´ne´rale, puis de prendre cette expression comme de´finition pour
Oph(a) et Op
w
h (a) (voir [EZ, Mar02] pour plus de de´tails, ou [Rob87] pour une pre´sentation
tre`s le´ge`rement diffe´rente). Plus pre´cise´ment, en utilisant les ope´rateurs
Lξ =
1− ih(x− y) · ∇ξ
1 + |x− y|2 et Ly =
1 + ihξ · ∇y
1 + |ξ|2
(qui laissent invariant le facteur e
i
h
〈x−y,ξ〉), on obtient le premier re´sultat suivant :
Proposition 3.5. Soit m une fonction d’ordre et a ∈ S(m). Alors Oph(a) et Opwh (a) de´fi-
nissent des applications line´aires continues sur S(Rn).
Cette justification bien en teˆte, on continuera d’utiliser les expressions donne´es en (3.6)
et (3.7) pour des symboles ge´ne´raux.
3.1.4 Proprie´te´s importantes
Outre la line´arite´, on voudrait que les proce´de´s de quantification que l’on a de´finis se
comportent bien vis-a`-vis de la multiplication des symboles (on a de´ja` vu que ce n’e´tait pas
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possible de fac¸on exacte). On appre´cierait d’autre part qu’a` un symbole petit (en un sens a`
pre´ciser) soit associe´ un ope´rateur petit (dans L(L2(Rn))).
Concernant la composition des ope´rateurs pseudo-diffe´rentiels, il n’est de´ja` pas e´vident de
voir que pour a, b ∈ S(R2n) l’ope´rateur Opwh (a)◦Opwh (b) est un ope´rateur pseudo-diffe´rentiel.
Notant
A(∇) = 1
2
(〈∇x,∇η〉 − 〈∇ξ,∇y〉),
on a le re´sultat suivant :
The´ore`me 3.6. Soient a, b ∈ S(R2n). Alors on a
Opwh (a) ◦Opwh (b) = Opwh (a♯b),
avec
a♯b(x, ξ) = eihA(∇)
(
a(x, ξ)b(y, η)
)∣∣∣y=x
η=ξ
,
ou encore, pour tout N ∈ N :
a♯b(x, ξ) =
N∑
j=0
(ihA(∇))k
k!
(
a(x, ξ)b(y, η)
)∣∣∣∣∣∣y=x
η=ξ
+
∫ 1
0
(1− t)N
N !
eithA(∇)(ihA(∇))N+1(a(x, ξ)b(y, η)) dt∣∣∣∣y=x
η=ξ
.
La deuxie`me expression (voir les the´ore`mes 4.17 et 8.2 de [EZ]) est encore une formule
exacte, mais son inte´reˆt est de donner des de´veloppements asymptotiques a` tout ordre en h
du symbole a♯b. On obtient en particulier
a♯b = ab+ O
h→0
(h) = ab+
h
2i
{a, b}+ O
h→0
(h2)
et
a♯b− b♯a = h
i
{a, b}+ O
h→0
(h3),
ou` les restes sont estime´s dans S(R2n) et ou` on a note´
{a, b} = ∇ξa · ∇xb−∇xa · ∇ξb.
Pour la deuxie`me estimation il n’y a pas de terme d’ordre 2 car le terme d’ordre 2 pour a♯b
est syme´trique en a et b.
Pour pouvoir effectivement les utiliser, il est important de voir que ces re´sultats peuvent
eˆtre e´tendus pour des symboles a ∈ S(m1) et b ∈ S(m2) ou` m1 et m2 sont deux fonctions
d’ordre (voir le the´ore`me 7.9 de [DS99]). En outre l’ope´rateur eihA(∇) pre´serve les classes
de symboles S(m) pour toute fonction d’ordre m (the´ore`me 4.17 de [EZ]). On a donc en
particulier :
Proposition 3.7. Soient δ1, δ2 ∈ R, a ∈ Sδ1(R2n) et b ∈ Sδ2(R2n). Alors on a
Opwh (a) ◦Opwh (b) = Opwh (a♯b)
avec pour tout N ∈ N
a♯b(x, ξ) =
N∑
j=0
(ihA(∇))k
k!
(
a(x, ξ)b(y, η)
)∣∣∣∣∣∣y=x
η=ξ
+ rN (x, ξ, h)
ou` rN (h) ∈ S
(
〈x〉δ1+δ2−N
)
uniforme´ment en h ∈]0, 1].
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Exemples 3.8. En guise d’exemples, il peut eˆtre inte´ressant de tester ces formules sur des
cas simples pour lesquels on peut effectuer les calculs de manie`re explicite. Si on note Hh0 =
−h2∆ = Opwh (ξ2) le laplacien libre,
Ah = − ih
2
(x · ∇+∇ · x) = Opwh (x · ξ)
le ge´ne´rateur des dilatations et que l’on conside`re un potentiel V ∈ C∞(Rn), alors on a :
i
h
[H0, Ah] = 2H0 = Op
w
h ({ξ2, x · ξ}),
i
h
[H0, V (x)] = −2ih∇V · ∇ − ih∆V = Opwh (2∇V · ξ),
i
h
[Ah, V (x)] = x · ∇V (x) = Opwh ({x · ξ, V (x)}).
On peut e´galement ve´rifier par calcul direct que pour j ∈ J1, nK et a ∈ C∞b (R2n) on a :
i
h
[xj ,Op
w
h (a)] = −Opwh (∂ξja). (3.8)
Le deuxie`me re´sultat fondamental pour le calcul pseudo-diffe´rentiel est le the´ore`me de
continuite´ dans L2(Rn) :
The´ore`me 3.9 (Caldero´n-Vaillancourt). Soit a ∈ C∞b (R2n). Alors Opwh (a) se prolonge en
un ope´rateur borne´ sur L2(Rn). Plus pre´cise´ment il existe C > 0 et M ∈ N ne de´pendant que
de la dimension n tels que :
‖Opwh (a)‖L(L2(Rn)) 6 C
∑
|α|6M
‖∂αa‖L∞(R2n) .
Cette estimation est exacte et est uniforme en h ∈]0, 1]. Dans le contexte semi-classique,
on obtient en faisant un changement d’e´chelle le re´sultat suivant (voir le the´ore`me 5.1 de
[EZ]) :
The´ore`me 3.10. Il existe une constante C > 0 telle que pour tout a ∈ C∞b (R2n) on a
‖Opwh (a)‖L(L2(Rn)) 6 C ‖a‖L∞(R2n) + O
h→0
(√
h
)
,
ou` le reste de´pend de la norme L∞ des de´rive´es de a jusqu’a` l’ordre M , M e´tant donne´ par
le the´ore`me 3.9.
Ces re´sultats assurent en particulier que des termes ne´gligeables dans des de´veloppements
de symboles comme au the´ore`me 3.6 donnent des termes ne´gligeables dans L(L2(Rn)) apre`s
quantification. En particulier, pour a, b ∈ C∞b (R2n), on a dans L(L2(Rn)) :
Opwh (a) ◦Opwh (b) = Opwh (ab) + O
h→0
(h)
et
i
h
[Opwh (a),Op
w
h (b)] = Op
w
h ({a, b}) + O
h→0
(h2). (3.9)
On peut maintenant expliquer pourquoi on s’inte´ressera particulie`rement aux symboles
de la classe S(〈x〉δ).
Proposition 3.11. Soient δ, s ∈ R. Si a ∈ S( 〈x〉δ ) alors l’ope´rateur Opwh (a) de´finit un
ope´rateur continu de L2,s(Rn) dans L2,s+δ(Rn).
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De´monstration. Le cas δ = 0 et s = 1 re´sulte de (3.8). Comme le commutateur [xj ,Op
w
h (a)]
est encore un ope´rateur pseudo-diffe´rentiel dont le symbole est dans C∞b (R
n), on obtient par
re´currence le cas s ∈ N. Le cas ge´ne´ral s ∈ R s’obtient alors par dualite´ et interpolation
complexe (voir le lemme A.1). On suppose maintenant que a ∈ S(〈x〉−1). Pour u ∈ S(Rn) et
j ∈ J1, nK on a :
Opwh (a)(xju)(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉a
(
x+ y
2
, ξ
)(
xj + yj
2
− xj − yj
2
)
u(y) dy dξ
= Opwh (xja)u(x)−
ih
2
Opwh (∂ξja)u(x).
Comme on a une expression en termes d’ope´rateurs pseudo-diffe´rentiels, cela prouve le cas
δ = −1 et s quelconque. On peut traiter de la meˆme fac¸on le cas δ = 1. On conclut alors par
re´currence puis par interpolation
Le fait d’avoir des symboles dans S( 〈x〉δ ) avec δ ne´gatif permet donc de gagner de la
de´croissance a` l’infini. L’inte´reˆt des symboles dans les classes Sδ(R2n) est de´sormais plus
clair a` la lumie`re de la proposition 3.7 : meˆme si δ = 0, c’est-a`-dire meˆme si les symboles
ne sont pas eux meˆme de´croissants a` l’infini, le reste dans le de´veloppement asymptotique
est non seulement petit a` la limite h→ 0, mais c’est e´galement un ope´rateur qui ame´liore la
de´croissance a` l’infini, et ce d’autant plus qu’on prend un reste d’ordre e´leve´.
Remarque 3.12. Dans le meˆme ordre d’ide´e, si a ou b est dans C∞0 (R
2n)), alors le reste rN (h)
est dans S( 〈x〉−M 〈ξ〉−M ) pour n’importe quel M ∈ N, et ce uniforme´ment en h.
Maintenant que l’on a interpre´te´ les ope´rateurs pseudo-diffe´rentiels comme des ope´rateurs
sur L2(Rn), on peut s’inte´resser a` la proprie´te´ d’adjonction, et en particulier au caracte`re
autoadjoint de Opwh (a) :
Proposition 3.13. Soient a ∈ C∞b (R2n) et t ∈ [0, 1]. Alors l’adjoint de l’ope´rateur (borne´)
Opth(a) est Op
1−t
h (a). En particulier Op
w
h (a) est autoadjoint si a est a` valeurs re´elles.
Enfin, les proprie´te´s que l’on vient de mettre en valeur se retrouvent dans la formule de
changement de quantification. Cette proposition permet de montrer que les ope´rateurs Oph(a)
et Opwh (a) sont relativement proches, ce qui permet dans certaines situations de profiter des
avantages des deux quantifications.
Proposition 3.14. Soient s, t ∈ [0, 1] et a ∈ S(Rn). Alors on a Opsh(a) = Opth(at) avec :
at(x, ξ, h) = e
i(t−s)h〈∇x,∇ξ〉a(x, ξ).
En particulier at est un symbole classique de symbole principal a.
Outre les deux re´sultats fondamentaux que sont les proprie´te´s de composition et de conti-
nuite´, on utilisera e´galement l’ine´galite´ de G˚arding qui montre comment la quantification se
comporte vis-a`-vis de la positivite´ du symbole, ainsi que le calcul fonctionnel.
The´ore`me 3.15 (Ine´galite´ de G˚arding). Soit a ∈ C∞b (R2n) un symbole a` valeurs re´elles
positives. Alors il existe h0 > 0 et C > 0 tels que pour tout h ∈]0, h0] :
Opwh (a) > −Ch.
Si on a besoin d’une quantification qui respecte la positivite´ de fac¸on exacte, c’est-a`-dire
qui associe a` un symbole positif un ope´rateur positif sur L2(Rn), on peut utiliser la quanti-
fication anti-Wick, de´finie a` partir des e´tats cohe´rents (voir par exemple [HMR87]). Le lien
entre quantification de Weyl et quantification anti-Wick donne d’ailleurs une de´monstration
pour l’ine´galite´ de G˚arding (voir [DG97, § D.4]).
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On termine maintenant ce paragraphe par le calcul fonctionnel pour un ope´rateur pseudo-
diffe´rentiel. Pour un symbole a ∈ S(m) a` valeurs re´elles on sait que l’ope´rateur Opwh (a) est
autoadjoint sur L2(Rn). Ainsi, a` toute fonction χ ∈ C∞0 (R2n) le calcul fonctionnel associe un
ope´rateur χ (Opwh (a)) sur L
2(Rn). Il est alors naturel de se demander si l’ope´rateur obtenu
est encore un ope´rateur pseudo-diffe´rentiel et, dans l’affirmative, ce qu’on peut dire de son
symbole. On remarque tout d’abord que pour les ope´rateurs Xj = Op
w
h (xj) et −ih∂xj =
Opwh (ξj) on a bien, pour tout fonction χ ∈ C∞0 (R) :
χ(Xj) = χ(Op
w
h (xj)) = Op
w
h (χ(xj)) et χ(−ih∂j) = χ(Opwh (ξj)) = Opwh (χ(ξj)).
The´ore`me 3.16. Soient a ∈ S(m) un symbole re´el minore´, ou` m est une fonction d’ordre, et
χ ∈ C∞0 (R). Alors χ (Opwh (a)) est un ope´rateur pseudo diffe´rentiel, et on a dans L(L2(Rn)) :
χ (Opwh (a)) = Op
w
h (χ ◦ a) + O
h→0
(h).
Ce re´sultat a e´te´ de´montre´ pour la premie`re fois dans [HR83] en utilisant la transformation
de Mellin. On trouvera dans [DS99] une autre de´monstration faisant intervenir une extension
quasi-analytique et le crite`re de Beal qui permet de s’assurer qu’un ope´rateur est un ope´rateur
pseudo-diffe´rentiel.
3.1.5 Micro-localisation et mesures semi-classiques
On se donne δ ∈ R et (uh)h∈]0,1] une famille uniforme´ment borne´e dans L2,δ(Rn). La
proposition 3.11 assure que pour tout q ∈ C∞0 (R2n), la famille Opwh (q)uh est uniforme´ment
borne´e dans L2,δ
′
(Rn) pour tout δ′ ∈ R.
On introduit dans ce paragraphe les outils permettant de voir ou` se concentre une famille
de fonctions (uh)h∈]0,1] quand h→ 0 dans l’espace des phases.
De´finition. Soit U un ouvert de R2n. On dit que la famille de fonctions (uh)h∈]0,1] dans
S ′(Rn) est microlocallement nulle sur U si pour tout symbole q ∈ C∞0 (R2n) a` support dans
U on a :
‖Opwh (q)uh‖L2(Rn) = O
h→0
(h∞).
On dira que uh est microlocalise´e sur Ω ⊂ R2n si elle est microlocallement nulle hors de Ω.
Dans ce cas, on pourra e´galement dire que uh est a` microsupport dans Ω.
Proposition 3.17. Soient δ ∈ R et (uh)h∈]0,1] une famille borne´e d’e´le´ments de L2,δ(Rn).
Alors il existe une suite (hk)k∈N qui tend vers 0 et une mesure de Radon positive µ sur R
2n
telle que pour tout symbole q ∈ C∞0 (R2n) on a :〈
Opwhk(q)uhk , uhk
〉 −−−−→
k→∞
∫
R2n
q dµ. (3.10)
Avec la remarque faite au de´but du paragraphe, et du fait que la condition ne fait interve-
nir que des ope´rateurs pseudo-diffe´rentiels de symboles a` supports compacts, on peut suivre
la de´monstration du re´sultat analogue pour une famille de fonctions uniforme´ment borne´e
dans L2(Rn) (voir par exemple [Bur97] ou [EZ]).
De´finition 3.18. On appelle mesure semi-classique associe´e a` la famille (uh)h∈]0,1] une me-
sure de Radon positive µ sur R2n telle qu’il existe une suite (hk)k∈N pour laquelle on a
(3.10).
Exemple. Soit (x0, ξ0). On conside`re l’e´tat cohe´rent
uh(x) =
1
(πh)
n
4
e
i
h
〈x−x0,ξ0〉− 12h |x−x0|2 .
Alors la famille (uh)h∈]0,1] admet une unique mesure semi-classique, qui est la masse de Dirac
au point (x0, ξ0).
58
3.2 Dynamique classique associe´e au proble`me
On a mis en place dans la section pre´ce´dente un certain nombre d’outils qui vont nous
permettre d’e´tudier l’asymptotique h→ 0 pour la solution uh de l’e´quation (1.1). On s’attend
a` ce que la limite obtenue soit bien de´crite par les e´quations de la me´canique classique.
Le but de cette section est de donner les proprie´te´s classiques dont on aura besoin dans ce
travail. On e´tablira dans la section suivante les re´sultats qui permettent de voir le lien entre
le flot et l’amortissement classiques et la limite h→ 0 de notre proble`me.
3.2.1 Flot hamiltonien
A partir de maintenant, on fera toujours l’hypothe`se que le potentiel V1 est de longue
porte´e : il existe ρ > 0 et des constantes cα pour α ∈ Nn ve´rifiant :
∀x ∈ Rn, |∂αV1(x)| 6 cα 〈x〉−ρ−|α| . (3.11)
On commence par rappeler un certain nombre de proprie´te´s du flot classique associe´ au
proble`me. Ces re´sultats ne font intervenir que la partie re´elle V1 du potentiel, aussi on omettra
la plupart des de´monstrations. On pourra par exemple consulter [Rob87] pour une pre´senta-
tion plus de´taille´e.
Pour w ∈ R2n on rappelle qu’on a note´ φt(w) = (x(t, w), ξ(t, w)) la solution du proble`me
de Cauchy suivant : 

∂tx(t, w) = 2ξ(t, w),
∂tξ(t, w) = −∇V1(x(t, w)),
φ0(w) = w.
(3.12)
C’est le syste`me hamiltonien associe´ a` la fonction e´nergie p : (x, ξ) 7→ ξ2 + V1(x). Pour une
application diffe´rentiable a : R2n → C on note :
Hp(a) = {p, a} = 2ξ · ∇xa−∇V1(x) · ∇ξa.
Proposition 3.19. Pour tout w ∈ R2n la solution maximale du syste`me (3.12) est de´finie sur
R. En outre φt(w) est une fonction de classe C∞ de t et w, et on a les proprie´te´s suivantes :
(i) p est invariante par φt.
(ii) E´tant donne´s une application diffe´rentiable a sur R2n et w ∈ R2n, on a :
d
dt
a(φt(w)) = {p, a}(φt(w)) = {p, a ◦ φt}(w).
Remarque 3.20. Soit (x, ξ) ∈ R2n. Comme
x(t, x, ξ) = x+ 2
∫ t
0
ξ(s, x, ξ) ds = x+ 2tξ − 2
∫ t
0
∫ s
0
∇V1(x(τ, x, ξ)) dτ ds,
il existe une constante M telle que pour tous t ∈ R et (x, ξ) ∈ R2n on a
|x(t, x, ξ)| 6 |x|+M |t| 〈ξ〉 et |x(t, x, ξ)− (x+ 2tξ)| 6Mt2.
Le lemme suivant est de´montre´ dans [Rob87] (lemme IV-9) :
Lemme 3.21. Soient T > 0 et α, β ∈ Nn tels que |α|+ |β| > 1. Alors il existe une constante
cα,β(T ) > 0 telle que pour tous t ∈ [−T, T ] et (x, ξ) ∈ R2n on a∣∣∣∂αx ∂βξ (φt(x, ξ)− (x, ξ))∣∣∣ 6 cα,β(T ).
En outre cα,β(T )→ 0 quand T → 0.
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Un proprie´te´ importante du flot et que pour des temps petits on peut retrouver la position
initiale connaissant l’impulsion initiale et la position finale :
Lemme 3.22. Il existe τ0 > 0 tel que pour tous t ∈] − τ0, τ0[ et ξ ∈ Rn l’application
y 7→ x(t, y, ξ) est un diffe´omorphisme de Rn. On notera x 7→ y(t, x, ξ) son inverse. En outre
pour α, β ∈ N tels que |α|+ |β| > 1 et t ∈]− τ0, τ0[ il existe une constante cα,β(t) telle que
∀(x, ξ) ∈ R2n,
∣∣∣∂αx ∂βξ (y(t, x, ξ)− x)∣∣∣ 6 cα,β(t).
De plus on a cα,β(t) −−−→
t→0
0.
Pour (x, ξ) ∈ R2n et s, t ∈]− τ0, τ0[ on notera e´galement :
x˜(s, t, x, ξ) = x(s, y(t, x, ξ), ξ) et ξ˜(s, t, x, ξ) = ξ(s, y(t, x, ξ), ξ)
De´monstration. Soient t ∈ R et ξ ∈ Rn. On conside`re l’application X : y 7→ x(t, y, ξ) de
R
n dans Rn. D’apre`s le lemme 3.21, on peut trouver τ0 > 0 inde´pendant de ξ tel que si
t ∈]−τ0, τ0[ alors la diffe´rentielle de X−IdRn et de norme infe´rieure a` 12 en tout point y ∈ Rn.
En particulier la diffe´rentielle de X est inversible et son inverse est borne´ uniforme´ment en y.
Par un the´ore`me d’inversion global (rappele´ a` la proposition A.3), X est un diffe´omorphisme
de Rn. On obtient alors les estimations sur les de´rive´es en de´rivant l’e´galite´
x = x(t, y(t, x, ξ), ξ),
sachant qu’on a choisit t assez petit pour que Jyx(t, y, ξ) (ou` Jyx de´signe la matrice jacobienne
partielle de x par rapport a` la variable y) soit uniforme´ment inversible, et qu’en outre
sup
(y,ξ)∈R2n
‖Jyx(t, y, ξ)− In‖ −−−→
t→0
0.
On rappelle maintenant quelques re´sultats concernant la solution l’e´quation de Hamilton-
Jacobi.
Proposition 3.23. Soit τ0 > 0 donne´ par le lemme 3.22. Il existe une unique fonction
ϕ ∈ C∞(]− τ0, τ0[×R2n) solution de :{
∂tϕ(t, x, ξ) + p(x,∇xϕ(t, x, ξ)) = 0,
ϕ(0, x, ξ) = 〈x, ξ〉 . (3.13)
Cette solution est donne´e par
ϕ(t, x, ξ) = Q(t, y(t, x, ξ), ξ), (3.14)
ou`
Q(t, y, ξ) = 〈y, ξ〉 − tp(y, ξ) + 2
∫ t
0
∣∣ξ(s, y, ξ)∣∣2 ds. (3.15)
En outre, pour tous t ∈]− τ0, τ0[ et (x, ξ) ∈ R2n on a :(
x,∇xϕ(t, x, ξ)
)
= φt
(∇ξϕ(t, x, ξ), ξ). (3.16)
Bien que ce re´sultat ne fasse pas intervenir la partie imaginaire du potentiel, on en rappelle
une de´monstration en annexe (paragraphe A.2).
Exemple 3.24. Si V1 = 0, alors ϕ est simplement donne´e par :
ϕ(t, x, ξ) = 〈x− tξ, ξ〉 = 〈x, ξ〉 − t |ξ|2 .
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D’apre`s la proposition IV-14 de [Rob87], on a les estimations suivantes sur ϕ :
Corollaire 3.25. Pour α, β ∈ Nn, il existe une constante cα,β > 0 telle que pour tous
t ∈]− τ0, τ0[ et (x, ξ) ∈ R2n on a∣∣∣∂αx ∂βξ ϕ(t, x, ξ)∣∣∣ 6 cα,β(1 + |x|+ |ξ|)(2−|α|−|β|)+ ,
ou` on a note´ (·)+ = max(0, ·). En outre pour t assez petit on a :
sup
(x,ξ)∈R2n
‖Hessx,ξ ϕ(t, x, ξ)− I2n‖ 6 1
2
.
Les estimations sont obtenues a` partir de l’expression (3.14) et des e´galite´s
∇xϕ(t, x, ξ) = ξ(t, y(t, x, ξ), ξ) et ∇ξϕ(t, x, ξ) = y(t, x, ξ)
obtenues en (3.16).
On aura besoin par la suite d’une expression donnant ϕ(t, x, ξ) directement en fonction
de x et ξ et pour t petit. On utilisera alors la proposition suivante :
Proposition 3.26. Il existe une fonction r ∈ C∞(] − τ0, τ0[×R2n) telle que pour (t, x, ξ) ∈
R
2n+1 on a :
ϕ(t, x, ξ) = 〈x, ξ〉 − tp(x, ξ) + t2r(t, x, ξ).
En outre r et ses de´rive´es sont borne´es sur ]− τ0, τ0[×Rn×Kξ pour tout compact Kξ de Rn.
De´monstration. D’apre`s la proposition pre´ce´dente on a
ϕ(t, x, ξ) = y(t, x, ξ) · ξ − tp(y(t, x, ξ), ξ) + 2
∫ t
0
∣∣∣ξ˜(s, t, x, ξ)∣∣∣2 ds.
Or
y(t, x, ξ) · ξ = x · ξ −
∫ t
0
2ξ˜(s, t, x, ξ) · ξ ds
= x · ξ − 2
∫ t
0
∣∣∣ξ˜(s, t, x, ξ)∣∣∣2 ds− 2 ∫ t
0
∫ s
0
ξ˜(s, t, x, ξ) · ∇V1(x˜(τ, t, x, ξ)) dτ ds
et
−tV1(y(t, x, ξ)) = −tV1(x) + 2t
∫ t
0
∇V1(x˜(s, t, x, ξ)) · ξ˜(s, t, x, ξ) ds.
Cela donne l’expression attendue si on pose :
r(t, x, ξ) = − 2
t2
∫ t
0
∫ s
0
ξ˜(s, t, x, ξ) · ∇V1(x˜(τ, t, x, ξ)) dτ ds
+
2
t
∫ t
0
∇V1(x˜(s, t, x, ξ)) · ξ˜(s, t, x, ξ) ds.
On peut alors ve´rifier que r se prolonge par continuite´ en 0 en une fonction de classe C∞ et
que toutes ses de´rive´es sont borne´es si on se restreint a` un compact en la variable ξ.
Remarque 3.27. Tous ces re´sultats sont encore valables si on remplace p(x, ξ) = ξ2 + V1(x)
par pE(x, ξ) = ξ
2 + V1(x)− E pour E ∈ R.
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3.2.2 Rayon de fuite
Comme on l’a annonce´ en introduction, on a l’intention de travailler avec des hypothe`ses
qui autorisent la dynamique classique a` avoir des trajectoires borne´es (pour la variable x,
on sait que toutes les trajectoires sont borne´es en ξ). Comme elles vont poser proble`me, il
sera important d’avoir un minimum d’informations sur l’ensemble de ces trajectoires. D’apre`s
l’hypothe`se (3.11), on s’attend a` ce que pour un niveau d’e´nergie (strictement positif) fixe´,
l’indice de re´fraction V1 n’ait plus qu’une faible influence sur la dynamique si on s’est suf-
fisamment e´loigne´ de l’origine, de sorte que les trajectoires ressemblent a` des trajectoires
pour la dynamique libre (en particulier elles ne sont pas capte´es). Le but principal de ce
paragraphe est de pre´ciser en quel sens cette affirmation est valable.
Pour un intervalle I de R on commence par introduire les notations suivantes :
Ω±b (I) =
{
w ∈ R2n | p(w) ∈ I et {x(t, w)}±t>0} est borne´
}
,
Ωb(I) = Ω
−
b (I) ∩ Ω+b (I),
Ω±∞(I) =
{
w ∈ R2n | p(w) ∈ I et |x(t, w)| −−−−→
t→±∞
+∞
}
,
Ω∞(I) = Ω−∞(I) ∩ Ω+∞(I).
On appelera trajectoire classique capte´e (ou borne´e) d’e´nergie E l’orbite {φt(w), t ∈ R} d’un
point w ∈ Ωb({E}).
On de´finit ensuite un rayon de fuite comme e´tant la distance a` l’origine a` partir de laquelle
on pourra conside´rer qu’on a e´chappe´ a` l’influence de V1 :
De´finition 3.28. Soit ν > 0. On appelle rayon de fuite pour un e´cart ν tout R > 0 tel que
pour |x| > R on a
|V1(x)|+ |x| |∇V1(x)| 6 ν.
E´tant donne´ E > 0, on appellera rayon de fuite pour l’e´nergie E un rayon de fuite pour un
e´cart E/3. Si J ⊂ R∗+ est tel que E0 = inf J > 0, on appellera rayon de fuite pour J un rayon
de fuite pour l’e´nergie E0 (c’est en particulier un rayon de fuite pour tout E ∈ J).
Lemme 3.29. On conside`re une e´nergie E > 0 et un e´cart ν > 0. Soit R un rayon de fuite
pour un e´cart ν, w ∈ p−1({E}) et t0 ∈ R. Si |x(±t0, w)| > R, alors on a :
E − ν 6 ∣∣ξ(±t0, w)∣∣2 6 E + ν
et
∂2
∂t2
|x(±t, w)|2
∣∣∣∣
t=t0
> 8E − 12ν.
De´monstration. La premie`re proprie´te´ est simplement due au fait que p(φt(w)) = E. Pour la
deuxie`me, on ve´rifie que pour t ∈ R on a
∂
∂t
|x(±t, w)|2 = ±4x(±t, w) · ξ(±t, w), (3.17)
puis
∂2
∂t2
|x(±t, w)|2 = 8p(w)− 8V1(x(±t, w))− 4x(±t, w) · ∇V1(x(±t, w)), (3.18)
ce qui donne bien la minoration annonce´e.
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Pour R > 0, d > 0 et σ ∈ [−1, 1] on de´finit les zones sortantes et entrantes par :
Z±(R, d, σ) =
{
(x, ξ) ∈ R2n ∣∣ |x| > R, |ξ| > d et 〈x, ξ〉 R σ |x| |ξ|} . (3.19)
Une trajectoire issue d’une zone sortante aura tendance a` s’e´loigner de l’origine, tandis qu’une
trajectoire issue de la zone entrante s’en approche.
Lemme 3.30. Soient E > 0, σ ∈]0, 1[ et R un rayon de fuite pour un e´cart de E3 (1 − σ2).
Soient w ∈ p−1({E}) et t > 0. Si φ±t(w) ∈ Z±(R, 0,∓σ) \ Z±(R, 0,±σ) alors on a :
± ∂
∂t
x(±t, w) · ξ(±t, w)
|x(±t, w)| ∣∣ξ(±t, w)∣∣ > (1− σ
2)
√
E√
3 |x(±t, w)| .
De´monstration. Omettant l’argument w pour les fonctions x(t) et ξ(t), on peut ve´rifier par
calcul direct que
± ∂
∂t
x(±t) · ξ(±t)
|x(±t)| ∣∣ξ(±t)∣∣
>
1
|x(±t)| ∣∣ξ(±t)∣∣
(
2(1− σ2) ∣∣ξ(±t)∣∣2 − |x(±t) · ∇V1(x(±t))| − |x(±t)| |∇V1(x(±t))|)
>
(1− σ2)√E√
3 |x(±t)| .
On ve´rifie maintenant que loin de l’origine les trajectoires pour le flot φt se comportent
effectivement comme des trajectoires libres :
Proposition 3.31. Soient E > 0, σ ∈ [0, 1[ et R un rayon de fuite pour un e´cart de
E
3 (1− σ2). Alors Z±(R, 0,±σ) ∩ p−1([E,+∞[) est stable par φ±t pour tout t > 0. En outre
pour w ∈ Z±(R, 0,±σ) ∩ p−1([E,+∞[) on a
|x(±t, w)| −−−−→
t→+∞
+∞,
et
x(±t, w) · ξ(±t, w)
|x(±t, w)| ∣∣ξ(±t, w)∣∣ −−−−→t→+∞ ±1.
De´monstration. 1. On suppose que la premie`re assertion n’est pas ve´rifie´e. Alors on peut
conside´rer w ∈ Z±(R, 0,±σ) ∩ p−1([E,+∞[) tel que
t1 = inf
{
t > 0 |φ±t(w) /∈ Z± (R, 0,±σ)
}
est bien de´fini dans R+. Les zones entrantes et sortantes e´tant ferme´es, on a φ
±t1(w) ∈
Z±(R, 0,±σ). Mais d’apre`s le lemme 3.29 on a pour s proche de t1 :
|x(±s)|2 > R2 + 2E(s− t1)2 + O
s→t1
( |s− t1|3 ) > R2
(on omet de nouveau l’argument w pour x et ξ). En outre la quantite´ (3.17) est strictement
croissante en t1 et donc positive au voisinage de t1. Cela donne de´ja` une contradiction si σ = 0.
Pour le cas ou σ ∈]0, 1[, la de´finition de t1 implique que φ±s(w) est dans Z±(0, 0,∓σ) \
Z±(0, 0,±σ) pour s > t1 assez proche de t1. Mais cela contredit le lemme 3.30 puisqu’on
devrait avoir :
± ∂
∂t
x(±s) · ξ(±s)
|x(±s)| ∣∣ξ(±s)∣∣ > ± ∂∂t x(±t1) · ξ(±t1)|x(±t1)| ∣∣ξ(±t1)∣∣ + (s− t1)
(1− σ2)√E√
3 |x(±t1)|
+ O
s→t1
(
(s− t1)2
)
.
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2. On a donc de´montre´ que φ±t(w) ∈ Z±(R, 0,±σ) pour tout t > 0. On a alors :
|x(±t)|2 > R2 + 2Et2 −−−−→
t→+∞
+∞.
On suppose maintenant par l’absurde qu’il existe σ0 ∈ [σ, 1[ tel que
lim sup
t→+∞
± x(±t) · ξ(±t)|x(±t)| ∣∣ξ(±t)∣∣ 6 σ0.
Soient Rσ0 un rayon de fuite pour un e´cart de E3 (1 − σ20) et Tσ0 > 0 tel que |x(±t)| > Rσ0
pour tout t > Tσ0 . On obtient alors une contradiction en utilisant le lemme 3.30 et le fait
que |x(±t, w)| = Ot→+∞(t) (voir la remarque 3.20). Il existe donc T˜σ0 tel que φ±T˜σ0 (w) est
dans Z±(Rσ0 , 0,±σ0), et c’est donc encore le cas pour tout t > T˜σ0 . Ceci e´tant valable pour
n’importe quel σ0 ∈ [σ, 1[, on a bien montre´ la dernie`re proprie´te´.
Pour r > 0 on note :
Bx(r) = Br × Rn =
{
(x, ξ) ∈ R2n | |x| < r} ⊂ R2n.
Corollaire 3.32. Soit J un intervalle de R∗+.
(i) On a :
p−1(J) = Ω+b (J) ⊔ Ω+∞(J) = Ω−b (J) ⊔ Ω−∞(J) = Ωb(J) ∪ Ω+∞(J) ∪ Ω−∞(J).
(ii) Si J est ouvert, alors Ω±∞(J) est ouvert.
(iii) Si J est ferme´ (dans R), alors Ω±b (J) est ferme´.
(iv) Si J est ferme´ (dans R), alors Ωb(J) est compact. Plus pre´cise´ment, si R est un rayon
de fuite pour l’intervalle d’e´nergies J , alors Ωb(J) ⊂ Bx(R).
(v) Si inf J > 0 et B est un borne´ de Ω±b (J), alors l’ensemble{
φ±t(w), t > 0, w ∈ B}
est borne´ dans R2n.
L’ide´e sous-jacente est que si R est un rayon de fuite pour l’e´nergie E, alors toute trajec-
toire classique d’e´nergie E qui sort de Bx(R) n’y rentre plus et part a` l’infini.
De´monstration. (i). Soient w = (x, ξ) ∈ p−1(J)\Ω±b (J) et R un rayon de fuite pour l’e´nergie
p(w) tel que R > |x|+ 1. Il existe ne´cessairement t0 > 0 tel que x(±t0, w) > R et
±x(±t0, w) · ξ(±t0, w) = 1
4
d
dt
|x(±t, w)|2
∣∣∣∣
t=t0
> 0.
D’apre`s la proposition 3.31 applique´e avec σ = 0, on obtient alors que w ∈ Ω±∞(J). La troi-
sie`me e´galite´ re´sulte ensuite des deux premie`res.
(ii). Soit w = (x, ξ) ∈ Ω±∞(J) et R > |x| + 2 un rayon de fuite pour J . Il existe t > 0 tel
que |x(±t, w)| > R. Par continuite´ du flot et puisque p−1(J) est ouvert, il existe un voisinage
V ⊂ Bx (|x|+ 1) ∩ p−1(J) de w dans R2n tel que pour tout v ∈ V on a |x(±t, v)| > R. Ainsi
toutes les trajectoires issues de V sortent a` un moment donne´ de Bx(R) et partent donc a`
l’infini, ce qui signifie que V ⊂ Ω±∞(J).
(iii). Ω±b (J) est ferme´ comme intersection des deux ferme´s p
−1(J) et R2n \ Ω±∞(R∗+).
(iv) et (v). Les deux derniers points se montrent de fac¸on analogue. Soient R un rayon
de fuite pour J et w ∈ p−1(J). Si |x(t, w)| > R pour un certain t ∈ R, alors φt(w) ∈(Z+(R, 0, 0)∪Z−(R, 0, 0))∩ p−1(J), et ne peut donc eˆtre dans Ωb(J). Pour le dernier point,
on choisit a` nouveau un rayon de fuite R pour J tel que B ⊂ Bx(R). Une trajectoire issue
de B ne peut pas sortir de Bx(R) pour des temps positifs (respectivement ne´gatifs) puisque
dans ce cas elle serait dans Ω±∞(J), ce qui contredirait l’hypothe`se.
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On donne maintenant une autre proprie´te´ inspire´e du cas libre : une trajectoire qui part
loin de l’origine et hors d’une zone entrante n’approche pas de la zone d’influence de V1 et
finit par s’e´loigner a` l’infini.
Proposition 3.33. Soient E2 > E1 > 0 et J ⊂ [E1, E2]. Soient σ ∈ [0, 1[ tel que σ2E2 < E1
et R un rayon de fuite pour un e´cart ν ∈ ]0, 2E13 [ assez petit pour que
ν˜ := 1− σ2 E2 + ν
E1 − 32ν
> 0.
On conside`re R˜ > R/√ν˜. Alors il existe c0 > 0 tel que pour tous t > 0 et (x, ξ) ∈
Z±(R˜, 0,∓σ) ∩ p−1(J) on a
|x(±t, x, ξ)| > R et |x(±t, x, ξ)| > c0(t+ |x|).
Figure 3.1 – Si une trajectoire part d’assez loin et hors d’un secteur entrant, elle e´vite la
zone d’influence de V1 et part a` l’infini.
De´monstration. Soit (x, ξ) ∈ Z±(R˜, 0,∓σ) ∩ p−1(J). On suppose par l’absurde qu’il existe
t > 0 tel que |x(±t, x, ξ)| < R et on note
t0 = inf {t > 0, |x(±t, x, ξ)| < R} .
Notant E3 = E1 − 32ν > 0, on a d’apre`s le lemme 3.29 :
∀t ∈ [0, t0], |x(±t, x, ξ)|2 > |x|2 − 4tσ |x| |ξ|+ 4E3t2. (3.20)
Or le membre de droite atteint son minimum (sur R) en t = σ|x||ξ|2E3 , donc pour tout t ∈ [0, t0]
on a
|x(t, x, ξ)|2 > |x|2 − 2σ
2 |x|2 |ξ|2
E3
+
σ2 |x|2 |ξ|2
E3
> |x|2
(
1− σ
2 |ξ|2
E3
)
> |x|2
(
1− σ
2(E2 + ν)
E1 − 32ν
)
> |x|2 ν˜.
(3.21)
Comme |x|2 ν˜ > R˜2ν˜ > R2, cela donne une contradiction, et prouve donc la premie`re as-
sertion. La deuxie`me est alors conse´quence de (3.21) et du fait que d’apre`s (3.20) on a pour
t > 2σ |x| |ξ|E3 :
|x(±t, x, ξ)|2 − |x|2 − 2E3t2 > 2t(E3t− 2σ |x| |ξ|) > 0.
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Soit J un compact de R∗+, R un rayon de fuite pour J et σ ∈ [0, 1[. E´tant donne´ w ∈
p−1(J), on sait que pour un certain T > 0, φt(w) est dans Bx(R) ou dans Z+(R, 0, σ) pour
tout t > T , selon que w ∈ Ω+b (J) ou w ∈ Ω+∞(J). Mais le temps T qu’il faut attendre pour que
cela soit vrai de´pend de w (ce temps peut devenir grand si w ∈ Ω+∞(J) s’approche d’un point
de Ω+b (J)). Comme une trajectoire qui sort de Bx(R) n’est pas force´ment dans Z+(R, 0, σ) si
σ > 0, on peut en ge´ne´ral trouver pour t arbitrairement grand un w ∈ p−1(J) tel que φt(w)
n’est ni dans Bx(R) ni dans Z+(R, 0, σ). Et ce meˆme si on se restreint a` w dans un compact.
On termine ce paragraphe par une proposition qui assure que le proble`me ne se pose pas
si on a bien choisi R. Il suffit de s’assurer que R est assez grand pour qu’une trajectoire qui
sort de Bx(R) ne subit plus trop l’influence du potentiel V1 depuis suffisamment longtemps
pour ressembler a` une trajectoire libre et bien arriver dans la zone entrante voulue :
Proposition 3.34. Soient J ⊂ R∗+ relativement compact et σ ∈ [0, 1[. Si R est assez grand,
alors pour tout compact K de p−1(J) il existe T0 > 0 tel que :
∀w ∈ K, ∀t > T0, φ±t(w) ∈ Bx(R) ∪ Z± (R, 0,±σ) .
Remarque 3.35. Comme l’ensemble des φ±t(w) pour t ∈ [0, T0] et w ∈ K est borne´, on aurait
pu choisir de laisser R de´pendre de K et avoir le re´sultat pour tout t > 0.
Figure 3.2 – Si une trajectoire part d’assez loin et hors d’un secteur entrant, elle e´vite la
zone d’influence de V1 et part a` l’infini.
De´monstration. 1. Soient E1, E2 > 0 tels que J ⊂ [E1, E2] et R0 un rayon de fuite pour un
e´cart de E13 (1− σ2). Soient τ > 0 tel que∫ τ
0
(1− σ2)√E1√
3
(R0 + 4t√E2)dt > σ
et R = R0 + 4τ
√
E2. On note :
U = Bx(R0) ∪ Z˚±(R, 0,±σ).
U est en particulier un ouvert de R2n (A˚ de´signe l’inte´rieur de l’ensemble A).
2. Soit w ∈ K. On commence par montrer que s’il existe tw > 0 tel que φ±tw(w) ∈ U , alors
pour tout t > tw on a
φ±t(w) ∈ Bx(R) ∪ Z± (R, 0,±σ) . (3.22)
Si φ±tw(w) ∈ Z±(R, 0,±σ), cela re´sulte de la proposition 3.31. On peut donc supposer que
|x(±tw, w)| < R0. Tant que |x(±t, w)| < R, on a bien (3.22), donc il suffit de conside´rer le
cas ou` il existe t0 < t1 tels que |x(±t0, w)| = R0, |x(±t1, w)| = R et |x(±s, w)| ∈]R0,R[
pour tout s ∈]t0, t1[. Pour tout s ∈ [t0, t1] on a 2
∣∣ξ(±s, w)∣∣ 6 4√E2, ce qui prouve de´ja` que
t1 − t0 > τ . En outre on a ne´cessairement
±x(±t0, w) · ξ(±t0, w) = 1
4
d
dt
|x(±t, w)|2
∣∣∣∣
t=t0
> 0.
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Si σ = 0, cela prouve que φ±t(w) est dans Z±(R0, 0, 0) pour t = t0 et donc pour tout t > t0. Si
σ > 0, on suppose par l’absurde que φ±s(w) n’est dans Z±(R0, 0,±σ) pour aucun s ∈ [t0, t1].
Alors d’apre`s le lemme 3.30 et par de´finition de τ on a :
± x(±t1, w) · ξ(±t1, w)|x(±t1, w)|
∣∣ξ(±t1, w)∣∣ >
∫ t1
t0
(1− σ2)√E1√
3(R0 + 4(t− t0)
√
E2)
dt > σ.
Cela donne une contradiction. Il existe donc s ∈ [t0, t1] tel que φ±s(w) ∈ Z±(R0, 0,±σ) et
d’apre`s la proposition 3.31, c’est encore le cas pour tout t > s.
3. Tout w ∈ K est soit dans Ω±b (J), auquel cas la demi-trajectoire {φ±t(w), t > 0} ad-
met un point d’accumulation dans Ωb(J) ⊂ U , soit dans Ω±∞(J) et alors φ±t(w) est dans
Z˚±(R, 0,±σ0) ⊂ U pour t assez grand. Dans les deux cas, e´tant donne´ que U est ouvert,
on peut trouver τw > 0 et un voisinage Vw de w dans R2n tels que φ±τw(v) ∈ U pour tout
v ∈ Vw. Puisque K est recouvert par un nombre fini de tels Vw, on peut choisir T0 > 0 de
sorte que pour tout v ∈ K il existe un temps τv ∈ [0, T0] tel que φ±τv (v) ∈ U , ce qui conclut
la de´monstration.
3.2.3 Amortissement classique
Soit E l’e´nergie qui apparaˆıt dans l’e´quation de Helmholtz (1.1). Comme on l’a annonce´,
on va remplacer l’hypothe`se usuelle de non-capture sur les trajectoires d’e´nergie E par une
hypothe`se d’amortissement sur les trajectoires capte´es. Plus pre´cise´ment on supposera dans
un premier temps que l’indice d’absorption V2 est positif et que toutes les trajectoires capte´es
d’e´nergie E passent par l’ouvert ou` il y a effectivement amortissement :
V2 > 0 et ∀w ∈ Ωb({E}), ∃T ∈ R, V2(x(T,w)) > 0. (3.23)
Il sera commode d’avoir une notation pour cette zone d’amortissement. On note donc :
O = {(x, ξ) ∈ R2n |V2(x) > 0} . (3.24)
Dans tout ce travail, on supposera au moins que V2 est continu, de sorte que O est un ouvert
de R2n. On rappelle que V2 sera en outre toujours suppose´ borne´. On commence par ve´rifier
que cette hypothe`se e´nonce´e pour les points de Ωb({E}) est en fait valable pour les points de
Ω+b ({E}) et de Ω−b ({E}).
Proposition 3.36. Soit E > 0 tel que l’hypothe`se (3.23) est ve´rifie´e. Alors pour tout w ∈
Ω±b ({E}) il existe T > 0 tel que V2(x(±T,w)) > 0.
De´monstration. Soit w ∈ Ω±b ({E}). On note K = {φ±t(w), t > 0}. K est un compact de
R
2n, donc on peut trouver une suite (tm)m∈N qui croˆıt vers +∞ et w∞ ∈ R2n tels que
φ±tm(w) → w∞ quand m → +∞. Comme Ω±b ({E}) est ferme´, on sait que w∞ ∈ Ω±b ({E}).
En outre pour tout M ∈ N et m >M on a φ±(tm−tM )(w) ∈ K et par continuite´ de φ∓tM :
φ±(tm−tM )(w) −−−−→
m→∞
φ∓tM (w∞).
Cela prouve que φ∓tM (w∞) ∈ K pour toutM ∈ N, et donc que w∞ n’est pas dans Ω∓∞({E}).
On a donc w∞ ∈ Ωb({E}). Par hypothe`se, il existe T ∈ R tel que φT (w∞) ∈ O. Comme O
est ouvert et φT±tm(w) = φT (φ±tm(w))→ φT (w∞) quand m tend vers +∞, on obtient que
φT±tm(w) ∈ O pour m assez grand. Et si m est bien choisi on a en outre ±T + tm > 0.
Le fait que toute trajectoire de Ω+b ({E}) ou de Ω−b ({E}) admette un point d’accumulation
dans Ωb({E}) est utilise´ dans le cadre non-captif pour dire que l’hypothe`se de non-capture
Ω({E}) = Ω∞({E}) est en fait e´quivalente a` dire que Ωb({E}) = ∅ (voir par exemple [DG97]).
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Dans un deuxie`me temps, on cherchera a` s’affranchir de l’hypothe`se de positivite´ sur V2.
Il sera alors ne´cessaire de reformuler l’hypothe`se d’amortissement :
∀w ∈ Ωb({E}), ∃T > 0,
∫ T
0
V2(x(t, w)) dt > 0. (3.25)
Remarque 3.37. • D’apre`s la proposition 3.36 applique´e avec w ∈ Ωb({E}) ⊂ Ω+b ({E}),
on voit que les hypothe`ses (3.23) et (3.25) sont e´quivalentes dans le cas ou` V2 > 0.
• Si la trajectoire issue de w ∈ Ωb({E}) est pe´riodique il existe T > 0 tel que φT (w) = w
et on a alors : ∫ T
0
V2(x(t, w)) dt > 0.
En effet si ce n’est pas le cas, on conside`re le temps t0 ∈ [0, T ] pour lequel l’appli-
cation t 7→ ∫ t
0
V2(x(s, w)) ds atteint son maximum, et on obtient une contradiction en
conside´rant le point φt0(w) ∈ Ωb({E}).
• Soit (x, ξ) ∈ R2n. L’application t 7→ (x(−t, x, ξ),−ξ(−t, x, ξ)) est solution du syste`me
(3.12) pour la condition initiale (x,−ξ), soit :(
x(t, x,−ξ), ξ(t, x,−ξ)) = (x(−t, x, ξ),−ξ(−t, x, ξ)). (3.26)
Soit (x, ξ) ∈ Ωb({E}). On suppose ve´rifie´e l’hypothe`se (3.25). D’apre`s (3.26) on a
(x,−ξ) ∈ Ωb({E}) et donc il existe T > 0 tel que :∫ T
0
V2(x(−t, x, ξ)) dt =
∫ T
0
V2(x(t, x,−ξ)) dt > 0.
Ainsi, l’hypothe`se (3.25) que l’on a e´nonce´e pour des demi-trajectoires allant vers les
temps futurs est syme´trique par rapport au temps. On aurait tout a` fait pu l’e´noncer
pour les demi-trajectoires allant vers le passe´ :
(3.25)⇐⇒ ∀w ∈ Ωb({E}), ∃T > 0,
∫ T
0
V2(x(−t, w)) dt > 0.
On ve´rifie maintenant que l’hypothe`se (3.25) est ouverte :
Proposition 3.38. Soit E > 0. Si l’hypothe`se (3.25) est ve´rifie´e pour E, alors elle est ve´rifie´e
pour tout λ dans un voisinage J de E dans R∗+.
De´monstration. On suppose par l’absurde que la proposition n’est pas vraie. Alors pour tout
m ∈ N on peut trouver wm dans le compact Ωb([E/2, 2E]) tel que p(wm)→ E et
∀T > 0,
∫ T
0
V2(x(t, wm)) dt 6 0.
Quitte a` extraire une sous-suite, on peut supposer qu’il existe w∞ ∈ Ωb([E/2, 2E]) tel que
wm → w∞ quand m → ∞. Comme p est une fonction continue, on a p(w∞) = E, et donc
w∞ ∈ Ωb({E}). Par hypothe`se, il existe T > 0 tel que∫ T
0
V2(x(t, w∞)) dt > 0.
Par continuite´, c’est encore valable pour tout w dans un voisinage de w∞ dans R2n, ce qui
donne une contradiction.
Corollaire 3.39. Soit E > 0. On suppose que V2 > 0. Si l’hypothe`se (3.23) est ve´rifie´e pour
E, alors elle est ve´rifie´e pour tout λ dans un voisinage J de E dans R∗+.
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On verra de`s le paragraphe suivant que le facteur d’amortissement qui apparaˆıt a` la limite
h→ 0 pour l’e´tude de l’ope´rateur de Schro¨dinger dissipatif (3.1) est donne´ par
exp
(
−
∫ t
0
V2 ◦ φs ds
)
,
ou` comme dans tout ce texte on s’autorisera a` e´crire V2(φ
s(w)) pour V2(x(s, w)). En suppo-
sant simplement que les trajectoires passent une fois par la zone d’amortissement dans le cas
V2 > 0, ou bien en utilisant l’hypothe`se (3.25) plus ge´ne´rale, il n’est pas clair que ce facteur
d’amortissement sera petit pour t grand. On montre dans la proposition suivante que par
compacite´ de Ωb({E}), les trajectoires borne´es repassent en fait suffisamment re´gulie`rement
par la zone ou` il y a amortissement.
Proposition 3.40. Soit J ⊂ R∗+ tel que toute e´nergie λ ∈ J ve´rifie l’hypothe`se (3.25). Alors
pour tout compact K de Ω±b (J) il existe des constantes c0, C > 0 telles que :
∀t > 0, ∀w ∈ K,
∫ t
0
(V2 ◦ φ±s)(w) ds > c0t− C.
De´monstration. Sachant que K est compact on peut, quitte a` re´duire J , supposer que c’est
un compact de R∗+.
1. Soit w ∈ Ωb(J). Par hypothe`se il existe Tw, γw > 0 tels que∫ Tw
0
(V2 ◦ φ±s)(w) ds > 2γw.
Par continuite´ du membre de gauche, il existe un voisinage Vw de w dans R2n tel que pour
tout v ∈ Vw on a : ∫ Tw
0
(V2 ◦ φ±s)(v) ds > γw.
Comme Ωb(J) est un compact de R
2n il est recouvert par un nombre fini de tels Vw. Ainsi il
existe T1, γ1 > 0 tels que :
∀w ∈ Ωb(J), ∃t ∈ [0, T1],
∫ t
0
(V2 ◦ φ±s)(w) ds > γ1.
2. Soit w ∈ Ωb(J). On construit une suite croissante (tk)k∈N comme suit. On pose t0 = 0, et
par re´currence on conside`re pour tout k ∈ N un temps tk+1 ∈]tk, tk + T1] tel que :∫ tk+1
tk
(V2 ◦ φ±s)(w) ds > γ1.
Cela est bien licite puisque φ±tk(w) ∈ Ωb(J). En outre, pour tout k ∈ N on a ne´cessairement
tk+1 > tk + γ1/ ‖V2‖∞, de sorte que la suite (tk)k∈N tend vers +∞ et tout t > 0 est dans
l’union des ]tk, tk+T1] pour k ∈ N. On note ν = 2+T1‖V2‖∞γ1 . Soient alors t > T2 := T1 (1 + ν)
et N ∈ N tel que t ∈]tN , tN + T1]. On a ne´cessairement N > ν et donc :∫ t
0
(V2 ◦ φ±s)(w) ds >
N−1∑
k=0
∫ tk+1
tk
(V2 ◦ φ±s)(w) ds+
∫ t
tN
(V2 ◦ φ±s)(w) ds
> Nγ1 − T1 ‖V2‖∞
> 2.
Ainsi on a montre´ qu’il existe T2 > 0 tel que
∀w ∈ Ωb(J), ∀t > T2,
∫ t
0
(V2 ◦ φ±s)(w) ds > 2.
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3. Par continuite´, il existe un voisinage U de Ωb(J) dans R2n tel que :
∀w ∈ U ,
∫ T2
0
(V2 ◦ φ±s)(w) ds > 1.
4. Soit maintenant K un compact de Ω±b (J). Alors il existe TK > 0 tel que pour tout w ∈ K
et t > TK on a φ±t(w) ∈ U . En effet, supposons par l’absurde que ce n’est pas le cas. On
peut alors trouver des suites (tm)m∈N et (wm)m∈N avec wm ∈ K et tm → +∞ telles que
φ±tm(wm) /∈ U . La suite (φ±tm(w))m∈N est a` valeurs dans le borne´
⋃
t>0 φ
±t(K). Elle admet
donc un point d’accumulation
w∞ ∈ Ω±b (J) \ U ⊂ Ω±b (J) \ Ωb(J) ⊂ Ω∓∞(J).
Soit R un rayon de fuite pour J tel que K ∪ {w∞} ⊂ Bx(R). Il existe un temps T∞ tel
que |x(∓T∞, w)| > 2R. Par continuite´ et proprie´te´ d’un rayon de fuite, il existe un voisi-
nage V ⊂ Bx(R) de w∞ tel que |x(∓t, v)| > 2R pour tous v ∈ V et t > T∞. Ainsi, pour
m tel que tm > T∞ on a φ∓tm(V)∩K = ∅, donc φ±tm(wm) /∈ V. Cela donne une contradiction.
5. Soient alors w ∈ K, t > TK et N la partie entie`re de t−TKT2 . On a alors :∫ t
0
(V2 ◦ φ±s)(w) ds
>
∫ TK
0
(V2 ◦ φ±s)(w) ds+
N−1∑
k=0
∫ TK+(k+1)T2
TK+kT2
(V2 ◦ φ±s)(w) ds+
∫ t
TK+NT2
(V2 ◦ φ±s)(w) ds
> −TK ‖V2‖∞ +N − T2 ‖V2‖∞
> −TK ‖V2‖∞ +
t− T
T2
− 1− T2 ‖V2‖∞ .
Sachant que cette inte´grale peut par ailleurs eˆtre minore´e par −TK ‖V2‖∞ si t ∈ [0, TK ], cela
donne bien le re´sultat annonce´ avec c0 = 1/T2 et C = 1 + (TK + T2) ‖V2‖∞ + T/T2.
Remarque 3.41. Cette proposition se ve´rifie beaucoup plus facilement dans le cas ou` V2 est
positif (voir la de´monstration du lemme 2.2 de [Roy10b]).
On aura e´galement besoin pour notre e´tude d’un re´sultat le´ge`rement plus pre´cis :
Proposition 3.42. Soient R > 0 et J ⊂ R∗+ tel que toute e´nergie λ ∈ J ve´rifie l’hypothe`se
(3.25). Alors pour tout compact K˜ de p−1(J) il existe des constantes c0, C > 0 telles que :
∀t > 0, ∀w ∈ K˜,
∫ t
0
(V2 ◦ φ±s)(w) ds > c0t− C ou |x(±t, w)| > R.
Si K est inclus dans Ω±b (J) cela re´sulte de la proposition pre´ce´dente, et si K est inclus
dans Ω±∞(J), alors la deuxie`me conclusion est ve´rifie´e a` partir d’un certain temps uniforme
pour w ∈ K, et la premie`re conclusion est toujours ve´rifie´e si on se restreint a` des temps finis.
Le proble`me vient donc de la frontie`re entre Ω±b (J) et Ω
±
∞(J).
De´monstration. 1. Comme pour la proposition pre´ce´dente, on peut supposer que J est com-
pact. D’autre part, comme la conclusion est plus forte si R est pris plus grand, il suffit de
montrer le re´sultat dans le cas ou` R est un rayon de fuite pour l’intervalle d’e´nergies J . On
note K = K˜ ∩Ω±b (J). K est alors un compact de Ω±b (J). On reprend toutes les notations in-
troduites dans la de´monstration pre´ce´dente. On a vu qu’il existait TK > 0 tel que φ±t(w) ∈ U
pour tous t > TK et w ∈ K. Par continuite´ du flot, il existe un voisinage V de K dans K˜ tel
que φ±TK (w) ∈ U pour tout w ∈ V.
70
2. On montre alors qu’il existe Tf > 0 tel que pour tout w ∈ V\K ⊂ Ω±∞(J) il existe τw > TK
tel que
∀t ∈ [TK , τw], φ±t(w) ∈ U et ∀t > τw + Tf , |x(±t, w)| > R. (3.27)
Autrement dit, si on ne sait pas a` quel moment une trajectoire issue de V \K sort de Bx(R),
on controˆle au moins le temps qu’elle passe dans Bx(R) \ U . Supposons par l’absurde que
(3.27) n’est pas vraie. Alors on peut trouver une suite (wm)m∈N d’e´le´ments de V \K et des
temps tm > TK , θm > m pour m ∈ N tels que
φ±tm(wm) /∈ U et ∀t ∈ [tm, tm + θm], |x(±t, wm)| 6 R.
Quitte a` extraire une sous-suite, on peut supposer que la suite (wm)m∈N converge vers
w∞ ∈ K˜. Si w∞ ∈ Ω±∞(J) alors il existe T∞ > 0 et un voisinage W de w∞ dans R2n
tels que |x(±t, v)| > R pour tous t > T∞ et v ∈ W , ce qui n’est pas possible. La limite
w∞ appartient donc a` K. Si la suite (tm)m∈N est borne´e, alors quitte a` extraire encore une
sous-suite, on a tm → t∞ > TK , ce qui est absurde car on aurait φ±tm(wm)→ φ±t(w∞) ∈ U
donc φ±tm(wm) ∈ U pour m assez grand. Quitte a` extraire encore une sous-suite, on peut
donc supposer que tm → +∞. On note vm = φ±tm(wm). La suite (vm)m∈N est borne´e dans
R
2n donc a` une nouvelle extraction pre`s, on peut supposer qu’elle converge vers v∞ ∈ p−1(J).
Par le meˆme argument que pre´ce´demment, on obtient que v∞ ∈ Ωb(J), ce qui donne une
contradiction et prouve donc (3.27).
3. L’ensemble K˜ \ V est un compact de Ω±∞(J). Quitte a` prendre Tf plus grand, on peut
donc supposer que
∀w ∈ K˜ \ V , ∀t > Tf , |x(±t, w)| > R.
Ainsi, e´tant donne´ t > 0 et w ∈ K˜ tel que |x(±t, w)| 6 R, on a φ±s(w) ∈ U pour tout
s ∈ [T, t− Tf ]. On peut donc conclure par un raisonnement analogue a` ce qu’on a fait pour
la proposition 3.40.
3.3 Quantification du flot et de l’amortissement
A la section 3.1 on a rappele´ comment faire le lien entre les observables classiques et
les observables quantiques. On va maintenant e´voquer le the´ore`me d’Egorov qui fait le lien
entre l’e´volution classique de´crite par le flot φt introduit au paragraphe 3.2.1 et l’e´volution
quantique donne´e par le semi-groupe
Uh(t) := e
− it
h
Hh , t > 0.
Ce the´ore`me est bien connu dans le cas autoadjoint. On en donne ici une version non-
autoadjointe qui fera intervenir le facteur d’amortissement classique de´crit au paragraphe
pre´ce´dent. Pour toute cette partie on suppose simplement que V2 est dans C
∞
b (R
n,R).
On introduira ensuite les e´tats lagrangiens et on verra comment approcher le propagateur
Uh(t) par un ope´rateur de Fourier inte´gral dont la phase est la solution ϕ(t) de l’e´quation de
Hamilton-Jacobi (3.13).
3.3.1 Le The´ore`me d’Egorov, version non-autoadjointe
On se donne trois potentiels V1,W2,W3 ∈ C∞b (Rn,R) et pour t > 0 on note :
W =W2 +W3, U
h
2 (t) = e
− it
h
(Hh1−ihW2) et Uh3 (t) = e
− it
h
(Hh1−ihW3),
ou` Hh1 = −h2∆ + V1(x). On a vu au paragraphe 2.1.4 que ces semi-groupes e´taient bien
de´finis. En outre on a
∀h ∈]0, 1], ∀t > 0, ∥∥Uh2 (t)∥∥ 6 et‖W2‖∞ ,
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et une estimation analogue pour Uh3 (t). Ainsi, ces semi-groupes ne sont pas controˆle´s uni-
forme´ment en t > 0 (sauf si W2 et W3 sont a` valeurs positives, auquel cas ce sont des
semi-groupes de contractions), mais pour t dans un compact de R+, on a tout de meˆme un
controˆle uniforme en h ∈]0, 1].
The´ore`me 3.43. Soit a ∈ C∞b (R2n). Alors il existe une famille de symboles αj(t) pour j ∈ N
et t ∈ R ve´rifiant les assertions suivantes.
(i) Pour tous t ∈ R, N ∈ N et h ∈]0, 1] on a
Uh2 (t)
∗Opwh (a)U
h
3 (t) =
N∑
j=0
hjOpwh (αj(t)) + h
N+1RN (t, h), (3.28)
ou` RN (t, h) est borne´ sur L
2(Rn) uniforme´ment en h ∈]0, 1] et t ∈ [0, T ] pour tout
T > 0.
(ii) A l’ordre 0 on a :
α0(t) = (a ◦ φt)e−
∫
t
0
W◦φs ds.
(iii) Pour t > 0 et j ∈ N on a :
suppαj(t) ⊂ φ−t(supp a).
On note que les parties antisyme´triques des deux ope´rateurs dont on prend les propaga-
teurs peuvent eˆtre diffe´rentes mais que les partie autoadjointes sont e´gales. On utilisera ce
the´ore`me avec W2 = W3 = V2 (conjugaison par le propagateur Uh(t)) ou bien avec W2 = 0
et W3 = V2 (dans ce cas U
h
2 (t) est le propagateur de la partie autoadjointe H
h
1 et est en
particulier unitaire). La de´monstration est inspire´e de la preuve du cas autoadjoint donne´e
dans [Rob87] :
De´monstration. 1. Soit t > 0. Pour τ ∈ [0, t] on note
a˜(τ) = (a ◦ φt−τ )e−
∫
t
τ
W◦φs−τ ds
et
Bh(τ) = U
h
2 (τ)
∗Opwh (a˜(τ))U
h
3 (τ).
On remarque que le symbole a(τ) est dans C∞b (R
2n) uniforme´ment en τ ∈ [0, t]. Et on a
encore uniformite´ si t lui-meˆme parcourt un compact de R+. Au sens faible (ou fort) sur
S(Rn) on a
d
dτ
Bh(τ) = U
h
2 (τ)
∗B˜h(τ)Uh3 (τ),
avec
B˜h(τ) =
i
h
[
Hh1 ,Op
w
h (a˜(τ))
]−W2Opwh (a˜(τ))−Opwh (a(τ))W3 +Opwh (∂τ a˜(τ))
= Opwh (c(τ, h))
(3.29)
ou`
c(τ, h) =
N∑
j=0
hjcj(τ) + h
N+1rN (τ, h).
Les cj(τ) et rN (τ, h) sont des fonctions de C
∞
b (R
2n) qui, comme a(τ), peuvent eˆtre estime´es
uniforme´ment en τ ∈ [0, t] et t dans un compact de R+ (et en h ∈]0, 1] pour rN ). En particulier
on a :
c0(τ) = {p, a˜(τ)} −Wa˜(τ) + ∂τ a˜(τ).
Or
∂τ a˜(τ) = −{p, a˜(τ)}+Wa˜(τ),
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et donc c0 = 0. Ainsi, si on note
b(τ, h) =
N−1∑
j=0
hjcj+1(τ) + h
NrN (τ, h),
alors b(τ, h) ∈ C∞b (R2n) uniforme´ment en τ ∈ [0, t] et h ∈]0, 1], et on obtient au sens faible :
Uh2 (t)
∗Opwh (a)U
h
3 (t) = U
h
2 (t)
∗Opwh (a˜(t))U
h
3 (t)
= Opwh (a˜(0)) +
∫ t
0
d
dτ
Uh2 (τ)
∗Opwh (a˜(τ))U
h
3 (τ) dτ
= Opwh (α0(t)) + h
∫ t
0
Uh2 (τ)
∗Opwh (b(τ, h))U
h
3 (τ) dτ,
ou` α0(t) est donne´ en (ii). On a eu besoin de travailler au sens faible pour les e´tapes inter-
me´diaires (la de´rivation), mais on final on obtient une e´galite´ entre ope´rateurs borne´s, c’est
donc une ve´ritable e´galite´ dans L(L2(Rn)). En notant
R0(t, h) =
∫ t
0
Uh2 (τ)
∗Opwh (b(τ, h))U
h
3 (τ) dτ,
on obtient bien la premie`re assertion pour N = 0.
2. On montre maintenant (i) par re´currence sur N ∈ N. Plus pre´cise´ment, e´tant donne´ N ∈ N,
on montre par re´currence sur m ∈ J0, NK qu’on peut e´crire
Uh2 (t)
∗Opwh (a)U
h
3 (t) =
m∑
j=0
hjOpwh (αj(t)) +
N∑
j=m+1
hjOpwh (βm,j(t)) (3.30)
+
N∑
j=m+1
hj
∫ t
0
∫ t1
0
. . .
∫ tm
0
Uh2 (tm+1)
∗Opwh (dm,j(t1, . . . , tm+1))U
h
3 (tm+1) dtm+1 . . . dt1
+hN+1Rm(t, h),
ou` les αj(t) et βm,j(t) sont dans C
∞
b (R
2n) uniforme´ment en t dans un compact de R+, de
meˆme que les dm,j(t1, . . . , tm+1) pour t1 ∈ [0, t], . . . , tm+1 ∈ [0, tm], et Rm(t, h) ∈ L(L2(Rn))
uniforme´ment en h ∈]0, 1] et t dans un compact de R+.
On a de´ja` montre´ le cas m = 0, avec β0,1 = · · · = β0,N = 0 pour tout t > 0, d0,j(t1) =
cj(t1) pour j ∈ J1, NK et R0(t, h) =
∫ t
0
Uh2 (t1)
∗Opwh (rN (t, h))U
h
3 (t1) dt1. On obtiendra le
re´sultat attendu en prenant m = N .
On suppose donc le re´sultat acquis jusqu’au rang m ∈ J0, N − 1K. Soient j ∈ Jm+ 1, NK
et t1 ∈ [0, t], t2 ∈ [0, t1], . . . , tm+1 ∈ [0, tm]. D’apre`s ce qui pre´ce`de, il existe des symboles
cm,j(t1, . . . , tm+1) et δm,j,k(t1, . . . , tm+2) pour k ∈ Jj + 1, NK et tm+2 ∈ [0, tm+1] tels que :
Uh2 (tm+1)
∗Opwh (dm,j(t1, . . . , tm+1))U
h
3 (tm+1) = Op
w
h (cm,j(t1, . . . , tm+1))
+
N∑
k=j+1
hk−j
∫ tm+1
0
Uh2 (tm+2)
∗Opwh (δm,j,k(t1, . . . , tm+2))U
h
3 (tm+2) dtm+2
+hN+1−jR˜m,j(t1, . . . , tm+1, h).
Les symboles cm,j(t1, . . . , tm+1) et δm,j,k(t1, . . . , tm+2) sont dans C
∞
b (R
2n) uniforme´ment
pour t1, . . . , tm+2 dans un compact de R+, et R˜m,j(t1, . . . , tm+1, h) borne´ dans L(L2(Rn))
uniforme´ment pour t1, . . . , tm+1 dans un compact de R+ et h ∈]0, 1]. On note alors :
αm+1(t) = βm,m+1(t) +
∫ t
0
∫ t1
0
. . .
∫ tm
0
cm,m+1(t1, . . . , tm+1) dtm+1 . . . dt1.
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Pour j ∈ Jm+ 2, NK on note :
βm+1,j(t) = βm,j(t) +
∫ t
0
∫ t1
0
. . .
∫ tm
0
cm,j(t1, . . . , tm+1) dtm+1 . . . dt1.
Pour k ∈ Jm+ 2, NK :
dm+1,k(t1, . . . , tm+2) =
N∑
j=m+1
δm,j,k(t1, . . . , tm+2),
et enfin :
Rm+1(t, h) = Rm(t, h) +
N∑
j=m+1
∫ t
0
∫ t1
0
. . .
∫ tm
0
R˜m,j(t1, . . . , tm+1, h) dtm+1 . . . dt1.
On obtient alors (3.30) a` l’ordre m+ 1.
3. Ce qui pre´ce`de assure l’existence des symboles αj(t) ve´rifiant (i), mais ne permet pas
d’obtenir (iii). Pour obtenir le re´sultat sur la propagation du support, on proce`de a` nouveau
par re´currence. On se donne N ∈ N et on montre le re´sultat pour tout j ∈ J0, NK. On note :
A(t) = Uh2 (t)
∗Opwh (a)U
h
3 (t) =
N∑
j=0
hjOpwh (αj(t)) + h
N+1RN (t, h).
On a alors d’une part
d
dt
A(t) =
N∑
j=0
hjOpwh (∂tαj(t)) + h
N+1 d
dt
RN (t, h),
et d’autre part
d
dt
A(t) =
i
h
[Hh1 , A(t)]−W2A(t)−A(t)W3
=
N∑
j=0
hj
(
i
h
[Hh1 ,Op
w
h (αj(t))]−W2Opwh (αj(t))−Opwh (αj(t))W3
)
+ O
h→0
(hN+1)
=
N∑
j=0

hjOpwh ({p, αj(t)} −Wαj(t))+ N∑
k=j+1
hkOpwh (αj,k(t))

+ O
h→0
(hN+1),
ou` les restes sont estime´s dans L(L2(Rn)) et les αj,k(t) sont des symboles de C∞b (R2n) tels
que suppαj,k(t) ⊂ suppαj(t) pour tout t > 0. Pour tout j ∈ J0, NK on a alors :
∂tαj(t) = {p, αj(t)} −Wαj(t) +
j−1∑
l=0
αl,j(t).
Pour j ∈ J0, NK, t > 0 et w ∈ R2n on note :
βj(t, w) = αj(t, φ
−t(w)) exp
(∫ t
0
(W ◦ φ−s)(w) ds
)
.
On a alors :
∂tβj(t, w) =
(
∂tαj(t)− {p, αj(t)}+Wαj(t)
)
(φ−t(w)) exp
(∫ t
0
(W ◦ φ−s)(w) ds
)
= exp
(∫ t
0
W (φ−s(w)) ds
) j−1∑
l=0
αl,j(t, φ
−t(w)).
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On suppose maintenant que a s’annule sur un ouvert W de R2n et on montre par re´cur-
rence sur j ∈ J0, nK que αj(t) s’annule sur φ−t(W) pour tout t > 0, sachant que c’est vrai
pour j = 0 d’apre`s (ii). On suppose donc le re´sultat acquis jusqu’au rang j − 1 pour un
certain j ∈ J1, NK. On en de´duit de´ja` que αl,j(t) s’annule sur φ−t(W) pour tous l ∈ J0, j− 1K
et t > 0, et donc que ∂tβj(t) s’annule sur W pour tout t > 0. Comme βj(0) = 0, cela prouve
que βj(t) s’annule sur W puis que αj(t) s’annule sur φ−t(W) pour tout t > 0.
On rappelle qu’on a note´ Hh1 = −h2∆+ V1(x), Hh = Hh1 − ihV2 ainsi que
Uh(t) = e
− it
h
Hh et Uh1 (t) = e
− it
h
Hh1 .
Corollaire 3.44. Soient q ∈ C∞0 (R2n) et ω ∈ C∞b (Rn) nul au voisinage de φ−T (supp q).
Alors pour tout β > 0 on a :∥∥∥Opwh (q)Uh(T )Opwh (ω) 〈x〉β∥∥∥ = O
h→0
(h∞).
Bien que ce corollaire ne de´pende pas du caracte`re non-autoadjoint de l’ope´rateur, on en
redonne une de´monstration.
De´monstration. Soit N ∈ N. D’apre`s le the´ore`me 3.43, on a
Uh1 (−T )Opwh (q)Uh(T )Opwh (ω) 〈x〉β =
N∑
j=0
hjOpwh (αj(T ))Op
w
h (ω) 〈x〉β
+ hN+1RN (T, h)Op
w
h (ω) 〈x〉β ,
ou` les supports des αj(T ) sont compacts et disjoints du support de ω, ce qui prouve de´ja` que∥∥∥∥∥∥
N∑
j=0
hjOpwh (αj(T ))Op
w
h (ω) 〈x〉β
∥∥∥∥∥∥ = Oh→0(hN+1).
Il reste a` montrer que l’ope´rateur RN (T, h)Op
w
h (ω) 〈x〉β est borne´ uniforme´ment en h ∈]0, 1].
Comme ω ∈ C∞b (R2n), Opwh (ω) stabilise L2,β(Rn), donc il suffit de montrer que RN (T, h) 〈x〉β
est borne´ uniforme´ment en h ∈]0, 1]. Mais RN (T, h) est une somme de termes de la forme∫ T
0
Uh1 (τ)
∗Opwh (r(h))Uh(τ) dτ
ou`, puisque q est a` support compact, r(h) ∈ S( 〈x〉−δ 〈ξ〉−δ ) uniforme´ment en h ∈]0, 1] et
pour tout δ > 0. Il reste a` ve´rifier que pour un tel r on a :
sup
h∈]0,1]
sup
t∈[0,T ]
∥∥∥Opwh (r)Uh(t) 〈x〉β∥∥∥L(L2(Rn)) < +∞.
Pour simplifier on ne le fait que pour β = 1, qui est le seul cas que l’on utilisera (voir la
de´monstration du lemme 6.39). On commence par observer que comme Uh(t) commute avec
Hh, il pre´serve l’espace de Sobolev H
k(Rn) pour tout k ∈ N. On conside`re ensuite χ ∈ C∞0 (R)
e´gale a` 1 sur [−1, 1] et nulle hors de [−2, 2], puis pour tout R > 1 on note χR ∈ C∞0 (Rn)
l’application x 7→ χ( |x|R ). Pour f ∈ S(Rn) et R > 1 on a :
[〈x〉χR, Uh(t)] f =
∫ t
0
d
ds
Uh(t− s) 〈x〉χRUh(s)f ds
=
i
h
∫ t
0
Uh(t− s)[Hh, 〈x〉χR]Uh(s)f ds
= −2i
∫ t
0
Uh(t− s)∂r(〈x〉χR)(h∂r)(Uh(s)f) ds
− ih
∫ t
0
Uh(t− s)∆(〈x〉χR)(Uh(s)f) ds.
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Les applications ∂r(〈x〉χR) et ∆(〈x〉χR) sont borne´es uniforme´ment en R > 1. En outre
pour s ∈ [0, t] on a :
Opwh (r)Uh(t− s)(h∂r) = Opwh (r)Uh(t− s)
(
(1 +Hh − V1(x) + ihV2(x)
)
(1 +Hh0 )
−1(h∂r).
Comme Hh commute avec Uh(t − s) et Opwh (r)Hh se prolonge en un ope´rateur borne´ sur
L2(Rn) uniforme´ment en h ∈]0, 1], on obtient finalement que Opwh (r) [〈x〉χR, Uh(t)] est borne´
sur L2(Rn) uniforme´ment en R > 1 et h ∈]0, 1], et donc
‖Opwh (r)Uh(t) 〈x〉 f‖L2(Rn) = limR→+∞ ‖Op
w
h (r)Uh(t) 〈x〉χRf‖L2(Rn)
6 lim sup
R→+∞
(
‖Opwh (r) [〈x〉χR, Uh(t)] f‖+ ‖Opwh (r) 〈x〉χRUh(t)f‖L2(Rn)
)
6 c ‖f‖L2(Rn) ,
ou` c ne de´pend ni de h ∈]0, 1], ni de t ∈ [0, T ], ni de f ∈ S(Rn).
3.3.2 E´tats lagrangiens
On rappelle dans cette partie les re´sultats dont on aura besoin concernant les e´tats lagran-
giens et les ope´rateurs inte´graux de Fourier. Les de´monstrations de ces re´sultats classiques
seront discute´es en annexe (paragraphe A.3).
On commence par de´finir une fonction de phase puis un e´tat lagrangien :
De´finition 3.45. On appelle fonction de phase (non-de´ge´ne´re´e) sur Rn une application
ψ ∈ C∞b (Rn+N ,R) avec N ∈ N telle que pour (x, θ) ∈ Rn × RN ve´rifiant ∇θψ(x, θ) = 0, la
matrice (∇2x,θψ(x, θ)
∇2θ,θψ(x, θ)
)
∈Mn+N,N (R)
est de rang maximal N , la notation ∇2x,θψ(x, θ) de´signant la matrice des de´rive´es croise´es
∇2x,θψ(x, θ) =
(
∂xi∂θjψ(x, θ)
)
16i6n
16j6N
∈Mn,N (R).
De´finition 3.46. On appelle e´tat lagrangien (classique) sur Rn une famille d’applications
(uh)h∈]0,1] de la forme
uh : x 7→ 1
(2πh)
N
2
∫
RN
e
i
h
ψ(x,θ)b(x, θ, h) dθ
ou` ψ est une fonction de phase non-de´ge´ne´re´e sur Rn et, dans C∞b (R
n+N ),
b(h) ∼
∞∑
j=0
hjbj ,
ou` les bj ∈ C∞0 (Rn+N ) pour j ∈ N sont a` support dans un compact commun de Rn+N . On
dira alors que b0 est le symbole principal de l’e´tat lagrangien uh.
Cette de´finition pourrait eˆtre plus ge´ne´rale, et le symbole principal qu’on a introduit ici
ne correspond pas tout a` fait a` la notion usuelle, mais ce cadre sera suffisant pour notre e´tude
(voir paragraphe A.3).
Soit ψ : Rn+N → R une fonction de phase sur Rn on note
Σψ =
{
(x, θ) ∈ Rn+N | ∇θψ(x, θ) = 0
}
l’ensemble critique de ψ. La condition de non-de´ge´ne´rescence sur ψ assure que Σψ est une
sous-varie´te´ de dimension n dans Rn+N . On conside`re ensuite l’application
jψ :
{
Σψ → R2n
(x, θ) 7→ (x,∇xψ(x, θ))
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Toujours par la condition de non-de´ge´ne´rescence de la de´finition 3.45, cette application est
localement injective. Si on se restreint a` un ouvert O assez petit de Σψ, jψ : O → jψ(O)
de´finit alors un diffe´omorphisme. On note enfin :
Λψ = Im jψ = {(x,∇xψ(x, θ)), (x, θ) ∈ Σψ} .
Si uh est un e´tat lagrangien de phase ψ, on dit que Λψ est la varie´te´ lagrangienne associe´e a`
uh (c’est une sous-varie´te´ lagrangienne de R
2n).
Remarque 3.47. Contrairement au cadre microlocal, on n’a pas de raison d’interdire a` la sous-
varie´te´ Λψ de rencontrer la section nulle R
n × {0}. C’est pourquoi on a retire´ l’hypothe`se
selon laquelle la diffe´rentielle de ψ ne doit pas s’annuler.
Proposition 3.48. Un e´tat lagrangien de symbole b et de phase ψ est microlocalise´ sur
jψ(supp b) ⊂ Λψ.
Le re´sultat que l’on va utiliser au chapitre 6 pour e´tudier la mesure semi-classique pour
la solution de l’e´quation de Helmholtz est le suivant :
Proposition 3.49. Soit uh un e´tat lagrangien de sous-varie´te´ lagrangienne Λ. Alors il existe
une fonction lisse ν sur Λ a` valeurs positives et telle que pour tout q ∈ C∞0 (R2n) on a
〈Opwh (q)uh, uh〉 −−−→
h→0
∫
Λ
q(w)ν(w) dσΛ(w),
ou` σΛ est la mesure de Lebesgue sur Λ.
Exemple 3.50. Dans le cas particulier ou` N = 0, c’est-a`-dire ou` uh est de la forme x 7→
b(x)e
i
h
ψ(x), on obtient :
〈Opwh (q)uh, uh〉 −−−→
h→0
∫
Rn
q(x,∇ψ(x)) |b(x)|2 dx.
On renvoie a` l’exemple A.8 pour la discussion d’un cas un peu plus ge´ne´ral.
Remarque 3.51. Les e´tats lagrangiens (uh)h∈]0,1] que l’on va utiliser seront des familles bor-
ne´es dans L2(Rn) (les re´sultats pre´ce´dents assurent que c’est en fait toujours le cas). Dans
ce cas on sait d’apre`s la proposition 3.17 que la famille (uh)h∈]0,1] admet une mesure semi-
classique, et d’apre`s la proposition 3.48 cette mesure est ne´cessairement porte´e par la sous-
varie´te´ lagrangienne Λ. L’inte´reˆt de cette proposition est qu’on obtient une information plus
pre´cise sur la mesure et on n’a pas besoin d’extraire une sous-suite hk → 0 pour avoir conver-
gence. En particulier la famille (uh)h∈]0,1] admet une unique mesure semi-classique.
On a vu en introduction qu’on allait e´tudier la solution uh a` l’e´quation (1.1) en rem-
plac¸ant la re´solvante de l’ope´rateur de Schro¨dinger par l’inte´grale sur les temps positifs du
propagateur. Ce re´sultat va nous permettre de calculer la mesure semi-classique correspon-
dant a` la contribution des temps petits non nuls, dont on va montrer qu’elle est en fait un
e´tat lagrangien (voir la proposition 6.25). On voudrait pouvoir en faire autant avec la contri-
bution des temps interme´diaires, obtenue en appliquant le propagateur Uh(t) pour t fixe´ a`
l’e´tat lagrangien obtenu pour les temps petits (voir la section 6.3). Pour cela on doit com-
prendre comment Uh(t) agit sur les e´tats lagrangiens. C’est l’objet du paragraphe suivant,
dans lequel on utilisera quelques re´sultats de la the´orie des ope´rateurs de Fourier inte´graux,
qu’on rappelle maintenant.
De´finition 3.52. On appelle ope´rateur inte´gral de Fourier sur Rn un ope´rateur a` noyau dont
le noyau est un e´tat lagrangien sur R2n a` ceci pre`s qu’on remplace le facteur (2πh)−
N
2 de la
de´finition 3.46 par un facteur (2πh)−
n+N
2 . On appellera phase et symbole de l’ope´rateur la
phase et le symbole de son noyau.
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Si A est un ope´rateur inte´gral de Fourier sur Rn de phase φ : R2n+m → R on note comme
pre´ce´demment
ΣA = Σφ =
{
(x, y, τ) ∈ R2n+m | ∇τφ(x, y, τ) = 0
}
et
ΛA = Λφ = {(x, y,∇xφ(x, y, τ),∇yφ(x, y, τ)), (x, y, τ) ∈ Σφ} ⊂ R4n.
On note e´galement
CA =
{
(x, ξ, y,−η) ∈ R4n | (x, y, ξ, η) ∈ Λφ
}
= {(x,∇xφ(x, y, τ), y,−∇y(x, y, τ)), (x, y, τ) ∈ Σφ}
l’ensemble caracte´ristique de A. On n’utilisera ici que des ope´rateurs inte´graux de Fourier
dont l’ensemble caracte´ristique est le graphe d’un diffe´omorphisme κ de R2n :
CA =
{
(κ(y, η), (y, η)), (y, η) ∈ R2n} .
Exemple 3.53. L’ope´rateur pseudo-diffe´rentiel Opwh (q) (ou Oph(q)) est pour tout q ∈ S(m)
(m fonction d’ordre) un ope´rateur de Fourier inte´gral dont l’ensemble caracte´ristique est le
graphe de l’application identite´ sur R2n (modulo le fait qu’on a demande´ au symbole d’un
e´tat lagragien d’eˆtre a` support compact, mais cela se re`gle comme on le fera pour prouver la
proposition 3.59).
Proposition 3.54. Si uh est un e´tat lagrangien de sous-varie´te´ lagrangienne Λ et A est un
ope´rateur de Fourier inte´gral dont l’ensemble caracte´ristique est le graphe du diffe´omorphisme
κ de R2n, alors Auh est un e´tat lagrangien de sous-varie´te´ lagrangienne κ(Λ).
Proposition 3.55. Soient A et B deux ope´rateurs inte´graux de Fourier dont les relations
canoniques CA et CB sont respectivement les graphes des deux diffe´omorphismes κA et κB de
R
n. Alors l’ope´rateur compose´ A ◦ B est un ope´rateur inte´gral de Fourier dont la relation
canonique est le graphe du diffe´omorphisme κA ◦ κB.
3.3.3 Le propagateur de Schro¨dinger vu comme ope´rateur de Fou-
rier inte´gral
On adapte maintenant au cas d’un ope´rateur de Schro¨dinger non-autoadjoint l’e´tude
re´alise´e au paragraphe IV-6 de [Rob87]. Il s’agit d’approcher a` O(h∞) pre`s le propagateur
Uh(t) de l’ope´rateur Hh par un ope´rateur de la forme Ih(a(t, h), ϕ(t)), ou` pour un symbole a
et une fonction de phase φ on note
Ih(a, φ)u(x) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
(φ(x,ξ)−〈y,ξ〉)a(x, ξ)u(y) dξ dy
=
1
(2πh)n
∫
Rn
e
i
h
φ(x,ξ)a(x, ξ)(Fhu)(ξ) dξ.
Comme pour les ope´rateurs pseudo-diffe´rentiels, cette de´finition doit eˆtre comprise au
sens des inte´grales oscillantes. C’est en particulier possible pour une phase φ ∈ C∞(R2n,R)
telle que ∣∣∂αx ∂βxφ(x, ξ)∣∣ 6 cα,β(1 + |x|+ |ξ|)(2−|α|−|β|)+ (3.31)
et
sup
R2n
∥∥∇2x,ξφ− In∥∥ < 1. (3.32)
On a vu que c’e´tait le cas pour la phase ϕ(t) solution de l’e´quation de Hamilton-Jacobi (que
l’on va utiliser ici) si t est pris assez petit, et ce sera encore le cas pour les phases que l’on
utilisera au paragraphe 5.1.2. L’amplitude a est dans S((1 + |x|2 + |ξ|2)k) pour un certain
k ∈ N. Les proprie´te´s de ces ope´rateurs sont de´taille´es dans le paragraphe IV-6 de [Rob87].
On peut par exemple montrer que comme pour les ope´rateurs pseudo-diffe´rentiels, l’ope´rateur
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Ih(a, φ) est continu de S(Rn) dans lui-meˆme [Rob87, Proposition II-2] et se prolonge en un
ope´rateur borne´ sur L2(Rn) si a ∈ C∞b (R2n) [Rob87, Corollaire IV-22]. En outre la norme de
cet ope´rateur ne de´pend que de la quantite´ (3.32) et d’un nombre fini de de´rive´es de φ et de
a. L’adjoint de Ih(a, φ) est alors donne´ par :
Ih(a, φ)
∗u(y) =
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
(〈y,ξ〉−φ(z,ξ))a(z, ξ)u(z) dξ dz,
ou encore par :
(FhIh(a, φ)∗u)(ξ) =
∫
Rn
e−
i
h
φ(z,ξ)a(z, ξ)u(z) dz.
Comme pour les ope´rateurs pseudo-diffe´rentiels, on peut e´galement montrer que si le sym-
bole a est dans Sδ(R2n) pour un certain δ ∈ R, alors Ih(a, φ) envoie L2,s(Rn) dans L2,s+δ(Rn)
pour tout s ∈ R. Pour ce type de re´sultats on pourra consulter l’appendice de [Wan88].
Si l’on oublie un instant le fait qu’on a demande´ au paragraphe 3.3.2 des symboles a`
supports compacts, les ope´rateurs Ih(a, φ) que l’on vient de de´finir sont des ope´rateurs in-
te´graux de Fourier. En effet, il suffit de ve´rifier que la phase (x, y, ξ) 7→ φ(x, ξ) − 〈y, ξ〉 est
non-de´ge´ne´re´e, ce qui est effectivement vrai puisque la matrice
∇2x,ξφ(x, ξ)− In
∇2ξ,ξφ(x, ξ)

 ∈M3n,n(R)
est toujours de rang maximal n. On n’utilisera pas ce re´sultat ici, mais tout ope´rateur de
Fourier inte´gral peut s’e´crire localement comme un ope´rateur de la forme Ih(a, φ) (voir par
exemple le the´ore`me 6.1.4 de [Sog02]).
Proposition 3.56. Sur S(Rn) on a :
i
h
HhIh(a, φ) =
i
h
Ih
(
a |∇xφ|2 + aV1, φ
)
+ Ih
(
a∆xφ+ 2∇xa · ∇xφ+ aV2, φ
)− ihIh(∆xa, φ).
De´monstration. Pour une fonction u ∈ S(Rn) on a :
HhIh(a, φ)u(x) = Hh
(
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
(φ(·,ξ)−〈y,ξ〉)a(·, ξ)u(y) dy dξ
)
(x)
=
1
(2πh)n
∫
Rn
∫
Rn
Hh
(
a(·, ξ)e ihφ(·,ξ)
)
(x) e−
i
h
〈y,ξ〉u(y) dy dξ
= Ih
(
e−
i
h
φHh
(
ae
i
h
φ
)
, φ
)
u(x)
(les calculs sont valables au sens des inte´grales oscillantes). Il n’y a plus qu’a` ve´rifier que
Hh
(
ae
i
h
φ
)
=
(
−h2∆xa− iha∆xφ− 2ih∇xa · ∇xφ+ a |∇xφ|2 + V1a− ihV2a
)
e
i
h
φ.
Proposition 3.57. Soient f ∈ C∞b (R2n), τ0 > 0 assez petit, b ∈ C∞b (] − τ0, τ0[×R2n) et
d ∈ C∞b (]− τ0, τ0[×R2n). Alors les applications
a0 : (t, x, ξ) 7→ f(y(t, x, ξ), ξ) exp
(
−
∫ t
0
b(τ, x˜(τ, t, x, ξ), ξ) dτ
)
et
a˜ : (t, x, ξ) 7→
∫ t
0
d(s, x˜(s, t, x, ξ), ξ) exp
(
−
∫ t
s
b(τ, x˜(τ, t, x, ξ), ξ) dτ
)
ds
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sont dans C∞b (]− τ0, τ0[×R2n) et sont respectivement solutions des e´quations de transport
∂ta0 + 2∇xa0 · ∇xϕ+ a0b = 0
et
∂ta˜+ 2∇xa˜ · ∇xϕ+ a˜b = d,
avec les conditions initiales :
∀(x, ξ) ∈ R2n, a0(0, x, ξ) = f(x, ξ) et a˜(0, x, ξ) = 0.
Dans ces expressions, ϕ est la solution de l’e´quation de Hamilton-Jacobi donne´e par la pro-
position 3.23.
De´monstration. 1. Les deux applications sont bien dans C∞b (]−τ0, τ0[×R2n) et les conditions
initiales sont bien celles annonce´es.
2. Soient t ∈]− τ0, τ0[ et (y, ξ) ∈ R2n. Pour θ ∈ R assez petit, on peut calculer :
d
dθ
a0
(
t+ θ, x(t+ θ, y, ξ), ξ
)∣∣∣∣
θ=0
=
d
dθ
f(y, ξ) exp
(
−
∫ t+θ
0
b
(
τ, x(τ, y, ξ), ξ
)
dτ
)∣∣∣∣∣
θ=0
= −b(t, x(t, y, ξ), ξ)a0(t, x(t, y, ξ), ξ),
et d’autre part, d’apre`s (3.16) :
d
dθ
a0
(
t+ θ, x(t+ θ, y, ξ), ξ
)∣∣∣∣
θ=0
(3.33)
= ∂ta0
(
t, x(t, y, ξ), ξ
)
+∇xa0
(
t, x(t, y, ξ), ξ
) · ∂tx(t, y, ξ)
= ∂ta0
(
t, x(t, y, ξ), ξ
)
+ 2∇xa0
(
t, x(t, y, ξ), ξ
) · ∇xϕ(t, x(t, y, ξ), ξ).
Pour t ∈]− τ0, τ0[ et (x, ξ), on applique les deux calculs pre´ce´dents avec y = y(t, x, ξ), ce qui
donne bien l’e´quation de transport annonce´e pour a0.
3. Le calcul pour a˜ est analogue. On a :
d
dθ
aj(t+ θ, x(t+ θ, y, ξ), ξ)
∣∣∣∣
θ=0
=
d
dθ
∫ t+θ
0
d(s, x(s, y, ξ), ξ) exp
(
−
∫ t+θ
s
b(τ, x(τ, y, ξ), ξ) dτ
)
ds
∣∣∣∣∣
θ=0
= d(t, x(t, y, ξ), ξ)− b(t, x(t, y, ξ), ξ)a˜(t, x(t, y, ξ), ξ).
Et un calcul identique a` (3.33) permet de voir que l’e´quation de transport pour a˜ est bien
satisfaite.
Proposition 3.58. Il existe une fonction a(h) ∈ C∞b (]− τ0, τ0[×R2n) pour h ∈]0, 1] telle que
pour tout t ∈ [0, τ0[ on a∥∥∥e− ithHh − Ih(a(t, h), ϕ(t))∥∥∥L(L2(Rn)) = Oh→0(h∞),
ou` la taille du reste est uniforme en t ∈ [0, τ0[.
De´monstration. 1. On pose :
a0(t, x, ξ) = exp
(
−
∫ t
0
(
V2(x˜(τ, t, x, ξ)) + ∆xϕ(τ, x˜(τ, t, x, ξ), ξ)
)
dτ
)
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D’apre`s la proposition 3.57, la fonction a0 est solution de l’e´quation de transport
(∂t + 2∇xϕ · ∇x +∆xϕ+ V2) a0 = 0 (3.34)
avec la condition initiale a0(0, x, ξ) = 1. De´finissant ensuite par re´currence sur j ∈ N∗
aj(t, x, ξ)
= i
∫ t
0
∆xaj−1(s, x˜(s, t, x, ξ), ξ) exp
(
−
∫ t
s
(
V2(x˜(τ, t, x, ξ))−∆xϕ(τ, x˜(τ, t, x, ξ), ξ)
)
dτ
)
ds,
on obtient que aj est solution de l’e´quation
(∂t + 2∇xϕ · ∇x +∆xϕ+ V2) aj = i∆xaj−1 (3.35)
avec la condition initiale aj(0, x, ξ) = 0. En outre, comme V2 et ∆xϕ sont des fonctions dont
toutes les de´rive´es sont borne´es (voir le corollaire 3.25), on peut ve´rifier par re´currence que :
∀j ∈ N, aj ∈ C∞b (]− τ0, τ0[×R2n).
3. D’apre`s le the´ore`me de Borel 3.4, il existe a(h) tel qu’on a dans C∞b (]− τ0, τ0[×R2n) :
∀N ∈ N, a(h) =
N∑
j=0
hjaj + O
h→0
(hN+1)
4. Soit N ∈ N. On note
bN (h) =
N∑
j=0
hjaj .
On a∥∥∥e− ithHh − Ih(a(t, h), ϕ(t))∥∥∥L(L2(Rn)) =
∥∥∥e− ithHh − Ih(bN (t, h), ϕ(t))∥∥∥L(L2(Rn)) + Oh→0(hN ),
ou` le reste est uniforme en t ∈ [0, τ0[, et pour u ∈ S(Rn) :
∥∥∥e− ithHhu− Ih(bN (t, h), ϕ(t))u∥∥∥ 6
∫ t
0
∥∥∥∥ dds
(
e−
i(t−s)
h
HhIh
(
bN (s, h), ϕ(s)
)
u
)∥∥∥∥ ds.
Or on a d’apre`s la proposition 3.56 :
d
ds
(
e−
i(t−s)
h
HhIh(bN (s, h), ϕ(s))u
)
= e−
i(t−s)
h
Hh
(
i
h
HhIh(bN (s, h), ϕ(s))u+ Ih
(
∂sbN (s, h) +
i
h
bN (s, h)∂sϕ(s), ϕ(s)
)
u
)
=
i
h
e−
i(t−s)
h
HhIh
(
bN (s, h) |∇xϕ(s)|2 + bN (s, h)V1 + bN (s, h)∂sϕ(s), ϕ(s)
)
u
+e−
i(t−s)
h
HhIh
(
a0(s)∆xϕ(s) + 2∇xa0(s) · ∇xϕ(s) + a0(s)V2 + ∂sa0(s), ϕ(s)
)
u
+
N∑
j=1
hje−
i(t−s)
h
HhIh
(
aj(s)∆xϕ(s) + 2∇xaj(s) · ∇xϕ(s), ϕ(s)
)
u
+
N∑
j=1
hje−
i(t−s)
h
HhIh
(
aj(s)V2 + ∂saj(s)− i∆xaj−1(s), ϕ(s)
)
u
−hN+1e− i(t−s)h HhIh
(
i∆xaN (s), ϕ(s)
)
u.
D’apre`s (3.13), (3.34) et (3.35) on obtient bien le re´sultat annonce´.
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Proposition 3.59. Soient uh un e´tat lagrangien de sous-varie´te´ lagrangienne Λ et t ∈ [0, τ0[
ou` τ0 > 0 est donne´ par la proposition 3.23. Alors Uh(t)uh est, a` O(h
∞) pre`s dans L2(Rn),
un e´tat lagrangien de sous-varie´te´ lagrangienne φt(Λ).
De´monstration. On conside`re la phase ϕ donne´e par la proposition 3.23 et l’amplitude a
donne´e par la proposition 3.58. Soient ψ et b sur Rn+N (avec N ∈ N) la phase et le symbole
de l’e´tat lagrangien uh. On sait de´ja` qu’on a dans L
2(Rn) :
Uh(t)uh(x) =
1
(2πh)n
∫
R2n+N
e
i
h
(ϕ(t,x,ξ)−〈y,ξ〉+ψ(y,θ))a(t, x, ξ, h)b(y, θ, h) dθ dy dξ + O
h→0
(h∞).
(3.36)
On note
Φt : (x, ξ, y, θ) 7→ ϕ(t, x, ξ)− 〈y, ξ〉+ ψ(y, θ).
On a alors
∇yΦt(x, ξ, y, θ) = −ξ +∇yψ(y, θ).
Cette quantite´ est grande pour ξ grand, et ce uniforme´ment en x, y ∈ Rn et θ ∈ RN , donc en
faisant des inte´grations par parties par rapport a` y, on voit qu’on ne commet qu’une erreur
d’ordre O(h∞) si on ajoute a` l’inte´grande une fonction de troncature en ξ e´gale a` 1 sur une
boule assez grande de Rn. De meˆme, puisque
∇ξΦt(x, ξ, y, θ) = ∇ξϕ(t, x, ξ)− y = y(t, x, ξ)− y,
sachant que le support de b est compact et qu’on s’est restreint a` un support compact en
ξ, on ne fait qu’une erreur d’ordre O(h∞) en ne´gligeant les grandes valeurs de x. Ainsi, il
existe un symbole classique a˜(t, h) a` support compact en (x, ξ) (uniforme´ment en h) tel que
(3.36) est encore valable avec a remplace´ par a˜. Ainsi Uh(t) agit sur l’e´tat lagrangien comme
l’ope´rateur inte´gral de Fourier de noyau
1
(2πh)n
∫
Rn
e
i
h
(ϕ(t,x,ξ)−〈y,ξ〉)a˜(t, x, ξ, h) dξ.
Il ne reste plus pour conclure qu’a` ve´rifier que la relation canonique de cet ope´rateur est le
graphe du diffe´omorphisme φt. Mais cela re´sulte directement de (3.16) :
C = {(x,∇xϕ(t, x, ξ), y, ξ) | y = ∇ξϕ(t, x, ξ) = y(t, x, ξ)} =
{(
φt(y, ξ), (y, ξ)
)
, (y, ξ) ∈ R2n} .
Puisque Uh(t) envoie a` O(h
∞) pre`s un e´tat lagrangien sur un autre e´tat lagrangien on
peut ite´rer la proposition 3.23, si bien qu’elle est en fait valable pour tout temps positif (fixe´) :
Corollaire 3.60. Soient uh un e´tat lagrangien de sous-varie´te´ lagrangienne Λ et t > 0. Alors
Uh(t)uh est, a` O(h
∞) pre`s dans L2(Rn), un e´tat lagrangien de sous-varie´te´ lagrangienne
φt(Λ).
De´monstration. On conside`re 0 = t0 < t1 < · · · < tN = t ou` N ∈ N tels que tj+1 − tj < τ0
pour tout j ∈ J0, N − 1K. On montre alors sur re´currence sur j ∈ J1, NK que Uh(tj)uh =
Uh(tj − tj−1)Uh(tj−1)uh est un e´tat lagrangien de sous-varie´te´ φtj−tj−1(φtj−1(Λ)) = φtj (Λ).
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Chapitre 4
Estimations uniformes de la
re´solvante par la me´thode de
Mourre dissipative
On pre´sente dans ce chapitre une de´monstration de la me´thode des commutateurs de
Mourre uniforme dans un cadre dissipatif. On l’appliquera alors a` l’ope´rateur de Schro¨dinger
dissipatif afin d’obtenir des estimations uniformes de la re´solvante et le principe d’absorption
limite. On montrera enfin que la condition d’amortissement sur les trajectoires capte´es qui
permet d’obtenir ces estimations est e´galement ne´cessaire.
4.1 Me´thode des ope´rateurs conjugue´s de Mourre
Pour les parties 4.1 et 4.2 on conside`re un espace de Hilbert H, une famille (Hh1 )h∈]0,1]
d’ope´rateurs autoadjoints de meˆme domaine DH , et une famille (Vh)h∈]0,1] d’ope´rateurs auto-
adjoints positifs tels que Vh est relativement borne´ par rapport a` H
h
1 de borne relative stric-
tement infe´rieure a` 1, et ce uniforme´ment en h ∈]0, 1]. Cela signifie qu’il existe a ∈ [0, 1[ et
b > 0 tels que :
∀h ∈]0, 1], ∀ϕ ∈ DH , ‖Vhϕ‖ 6 a
∥∥Hh1 ϕ∥∥+ b ‖ϕ‖ . (4.1)
Pour h ∈]0, 1] on conside`re l’ope´rateur Hh = Hh1 − iVh. Hh est un ope´rateur dissipatif de
domaine DH . Plus pre´cise´ment, d’apre`s les re´sultats de la partie 2.1, Hh est un ope´rateur
dissipatif maximal et on a H∗h = H
h
1 + iVh sur D(H∗h) = D(Hh) = DH .
4.1.1 Ope´rateurs conjugue´s
On commence par adapter la de´finition d’une famille d’ope´rateurs conjugue´s pour notre
famille d’ope´rateurs dissipatifs (Hh)h∈]0,1]. Si les ope´rateurs que l’on e´tudie sont dissipatifs,
les ope´rateurs conjugue´s que l’on va utiliser restent quant a` eux autoadjoints :
De´finition 4.1. On dit que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est uni-
forme´ment conjugue´e a` la famille (Hh)h∈]0,1] sur l’intervalle I et pour les bornes infe´rieures
(αh)h∈]0,1] (ou` αh ∈]0, 1]) s’il existe β, β′ > 0, (βh)h∈]0,1] avec βh ∈ [0, β] pour tout h ∈]0, 1],
et une fonction φ ∈ C∞(R, [0, 1]) e´gale a` 1 au voisinage de I tels que :
(a) le domaine de Ah ne de´pend pas de h ∈]0, 1] (on notera DA le domaine commun des
ope´rateurs Ah, h ∈]0, 1]) et pour tout h ∈]0, 1], DH ∩ DA est dense dans DH pour la
norme du graphe ϕ 7→ ∥∥(Hh1 − i)ϕ∥∥.
(b) DH est stable par eitAh pour tous t ∈ R, h ∈]0, 1], et
∀h ∈]0, 1], ∀ϕ ∈ DH , sup
|t|61
∥∥(Hh1 − i)eitAhϕ∥∥ <∞.
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(c) Pour tout h ∈]0, 1], les formes quadratiques [Hh1 , iAh] et [Vh, iAh] de´finies sur DH ∩
DA sont minore´es et admettent une fermeture. En outre, les ope´rateurs autoadjoints
[Hh1 , iAh]
0 et [Vh, iAh]
0 associe´s a` ces fermetures (voir le paragraphe VI.2.1 de [Kat80])
sont au moins de´finis sur DH , et il existe une constante c > 0 telle que pour tous h ∈]0, 1]
et ϕ ∈ DH on a ∥∥[Hh1 , iAh]0ϕ∥∥+ ∥∥[Vh, iAh]0ϕ∥∥ 6 c√αh ∥∥(Hh1 − i)ϕ∥∥ ,
et d’autre part, pour ϕ, ψ ∈ DH :
βh ‖Vhϕ‖
∥∥[Hh1 , iAh]0ψ∥∥ 6 c αh ∥∥(Hh1 − i)ϕ∥∥ ∥∥(Hh1 − i)ψ∥∥ .
(d) Il existe c > 0 telle que pour tous h ∈]0, 1] et ϕ, ψ ∈ DH ∩ DA on a :∣∣〈[Hh1 , iAh]0ϕ,Ahψ〉− 〈Ahϕ, [Hh1 , iAh]0ψ〉∣∣ 6 c αh ∥∥(Hh1 − i)ϕ∥∥ ∥∥(Hh1 − i)ψ∥∥ .
En outre on a des estimations analogues en remplac¸ant [Hh1 , iAh]
0 par βhVh ou par
[Vh, iAh]
0.
(e) Pour tout h ∈]0, 1] on a :
φ(Hh1 )
(
[Hh1 , iAh]
0 + βhVh
)
φ(Hh1 ) + β
′Vh > αhφ2(Hh1 ).
Remarque 4.2. On remarque tout d’abord que les deux termes φ(Hh1 )βhVhφ(H
h
1 ) et β
′Vh qui
apparaissent dans cette minoration affaiblissent l’hypothe`se puisque ce sont des ope´rateurs
positifs. Ces deux termes ne sont pas comparables, au sens ou aucun des deux n’est plus
grand que l’autre. Par contre on peut toujours supposer que β′ = 0, pour cela il suffit de
multiplier les deux coˆte´s de l’ine´galite´ par φ˜(Hh1 ) ou` φ˜ ∈ C∞0 (R) est e´gale a` 1 au voisinage
de I et telle que φ = 1 sur le support de φ˜. L’inte´reˆt de ce deuxie`me terme est que si on peut
avoir (e) avec βh = 0 alors on gagne de la souplesse sur Vh dans les hypothe`ses (c) et (d) (et
la de´monstration est grandement simplifie´e). Ce gain semble a priori assez faible (on n’en
aura pas besoin ici), mais on l’obtient quasiment gratuitement.
Remarque 4.3. On remarque e´galement que si la famille (Ah)h∈]0,1] est uniforme´ment conju-
gue´e a` la famille (Hh)h∈]0,1] sur un intervalle I, alors pour toute constante λ ∈ R la famille
(Ah−λ)h∈]0,1] est uniforme´ment conjugue´e a` la famille (Hh)h∈]0,1] sur I avec les meˆmes bornes
infe´rieures. Cela re´sulte de ce que Ah intervient essentiellement dans des commutateurs. Ainsi
dans toutes les estimations que l’on va de´montrer, on pourra remplacer Ah par Ah − λ sans
modifier les constantes (autrement dit, les estimations avec Ah − λ seront uniformes en λ).
4.1.2 Ope´rateur conjugue´ pour un unique ope´rateur dissipatif
On a donne´ dans le paragraphe pre´ce´dent la de´finition d’une famille d’ope´rateurs conju-
gue´s a` une famille d’ope´rateurs dissipatifs en vue d’utiliser le re´sultat dans un cadre semi-
classique, ou` l’on e´tudie non pas un ope´rateur mais une famille d’ope´rateurs indexe´e par le
parame`tre h ∈]0, 1]. Cependant, la me´thode de Mourre est en ge´ne´ral utilise´e pour l’e´tude
d’un unique ope´rateur H (c’est par exemple le cas dans l’article original [Mou81]). Les re´sul-
tats que l’on va pre´senter peuvent e´videmment eˆtre applique´s a` ce contexte.
Si on cherche une estimation de la re´solvante uniforme en z ∈ CI,+ (pour un voisinage
I d’un certain E > 0) pour un ope´rateur dissipatif H = H1 − iV , ou` H1 est un ope´rateur
autoadjoint et V est autoadjoint positif et H1-borne´ de borne relative strictement infe´rieure
a` 1, alors on va chercher un unique ope´rateur conjugue´ A qui ve´rifie toutes les hypothe`ses
de la de´finition 4.1 sur un intervalle I contenant E, pour la borne infe´rieure α > 0 et pour
β, β′ > 0 en conside´rant les familles (Hh)h∈]0,1], (Ah)h∈]0,1], (αh)h∈]0,1] et (βh)h∈]0,1] comme
e´tant constantes par rapport a` h et e´gales a` H, A, α et β respectivement. En particulier la
condition de Mourre devient :
φ(H1)
(
[H1, iA]
0 + βV
)
φ(H1) > αφ2(H1) (4.2)
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(on peut oublier le terme β′V dans ce cas). Dans la suite, lorsqu’on dira que deux ope´rateurs
H et A ve´rifient certaines des conditions (a) a` (e) pour eˆtre conjugue´s, ce sera toujours en ce
sens. On remarque par exemple que si la famille (Ah)h∈]0,1] est uniforme´ment conjugue´e a` la
famille (Hh)h∈]0,1] sur I, alors pour tout h ∈]0, 1] l’ope´rateur Ah est conjugue´ a` l’ope´rateur
Hh sur I.
Comme dans le cas autoadjoint, l’existence d’un ope´rateur conjugue´ sur I permet de
montrer que H n’a pas de valeur propre sur I :
Proposition 4.4. On suppose que l’ope´rateur dissipatif H admet un ope´rateur conjugue´ A
sur I pour une certaine borne infe´rieure α > 0. Alors H n’a pas de valeur propre dans I.
De´monstration. Soit φ ∈ C∞0 (R) e´gale a` 1 sur I comme donne´e par la de´finition 4.1. Soient
λ ∈ I et ϕ ∈ D(H) tels que Hϕ = λϕ. On a de´ja`
∥∥∥√V ϕ∥∥∥2 = 〈V ϕ, ϕ〉 = − Im 〈Hϕ,ϕ〉 = − Im 〈λϕ, ϕ〉 = 0,
donc V ϕ = 0 puis H1ϕ = λϕ. D’apre`s le lemme 4.9, e´nonce´ dans le paragraphe suivant, on
a alors
0 =
〈
[H1, iA]
0ϕ,ϕ
〉
=
〈
φ(H1)([H1, iA]
0 + βV )φ(H1)ϕ,ϕ
〉
> α ‖ϕ‖2 ,
ou` on a utilise´ le fait que φ(H1)ϕ = ϕ et V ϕ = 0, ainsi que l’hypothe`se (4.2). Cela prouve
que ϕ = 0.
Dans le cas d’un unique ope´rateur on peut en fait remplacer la condition de Mourre (4.2)
par
φ(H1)
(
[H1, iA]
0 + βV
)
φ(H1) + β
′V > αφ2(H1) + φ(H1)Kφ(H1), (4.3)
ou` K est un ope´rateur compact sur H :
Proposition 4.5. On suppose que l’ope´rateur autoadjoint A ve´rifie les hypothe`ses (a) a` (d)
pour eˆtre conjugue´ a` H sur I, ainsi que (4.3). Alors l’ope´rateur H n’a qu’un nombre fini de
valeurs propres sur I, qui sont toutes de multiplicite´ finie. En outre si E ∈ I n’est pas valeur
propre pour H, il existe γ > 0 tel que la condition (4.2) est ve´rifie´e sur [E − γ,E + γ] pour
une certaine borne α′ > 0.
De´monstration. On suppose par l’absurde qu’on peut trouver une famille (ϕn)n∈N ortho-
norme´e telle que pour tout n ∈ N on a Hϕn = λnϕn pour un certain λn ∈ I. Comme
pre´ce´demment on a alors
0 =
〈
[H1, iA]
0ϕn, ϕn
〉
> α ‖ϕn‖2 + 〈Kϕn, ϕn〉 .
Mais Kϕn → 0 dans H, ce qui donne une contradiction. Pour montrer la deuxie`me assertion,
il suffit de ve´rifier que si E ∈ I n’est pas valeur propre pour H, alors il existe γ > 0 tel que
pour φ ∈ C∞0 (R) a` support dans ]E − 2γ,E +2γ[ et e´gale a` 1 au voisinage de [E − γ,E + γ],
on a :
φ(H1)Kφ(H1) > −α
2
φ2(H1). (4.4)
Supposons dans un premier temps que K est de rang 1, donc de la forme K = 〈·, ψ〉 ζ avec
ζ, ψ ∈ H. On obtient alors :
〈Kφ(H1)ϕ, φ(H1)ϕ〉 = 〈φ(H1)ϕ, ψ〉 〈ζ, φ(H1)ϕ〉
> −‖φ(H1)ϕ‖2
∥∥1[E−2γ,E+2γ](H1)ψ∥∥ ∥∥1[E−2γ,E+2γ](H1)ζ∥∥ .
Comme E n’est pas dans l’adhe´rence des valeurs propres de H1 (E est donc dans le spectre
continu), 1[E−2γ,E+2γ](H1)ψ tend vers 0 dans H quand γ tend vers 0, donc si γ assez petit,
on a bien (4.4). Par line´arite´, le re´sultat s’e´tend a` un ope´rateur K de rang fini, puis par
densite´ a` tout ope´rateur compact.
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En guise d’exemple, on applique ceci au cas d’un unique ope´rateur de Schro¨dinger dissi-
patif dans un cas simple :
Proposition 4.6. Soient V1 et V2 deux potentiels sur R
n tels que V1 est a` valeurs re´elles
et V2 est continu, non nul et a` valeurs re´elles positives. On suppose que pour j ∈ J0, 2K et
m ∈ J1, 2K la fonction (x · ∇)jVm est borne´e et tend vers 0 a` l’infini. Alors le ge´ne´rateur des
dilatations
A = − i
2
(x · ∇+∇ · x).
est un ope´rateur conjugue´ pour l’ope´rateur de Schro¨dinger dissipatif H = −∆+V1(x)−iV2(x)
au voisinage de tout E > 0.
De´monstration. L’hypothe`se (a) est bien ve´rifie´e car l’espace de Schwartz S(Rn) est dans
D(H) ∩ D(A) et est un cœur pour H. (b) re´sulte simplement de ce que pour t ∈ R et
ϕ ∈ H2(Rn) on a
eitAϕ(x) = ϕ(etx)e
nt
2 ,
donc eitAϕ ∈ H2(Rn) et
(∆eitAϕ)(x) = e2tϕ(etx)e
nt
2 = e2teitAϕ(x). (4.5)
D’autre part on a
[−∆, iA] = −2∆ et [V, iA] = −ix · ∇V (x).
Les hypothe`ses formule´es assurent alors que les conditions (c) et (d) sont ve´rifie´es. Pour
l’hypothe`se (e), il suffit de constater que pour un intervalle compact J ⊂ R∗+ on a
1J(H1)[H1, iA]
0
1J(H1) = 1J(H1) (2H1 − 2V1 − x · ∇V1)1J(H1),
ce qui donne bien (4.3) puisque (2V1 + x · ∇V1) est relativement compact par rapport a` H1,
et donc K = (2V1 + x · ∇V1)1J(H1) est un ope´rateur compact. Comme H n’admet pas de
valeurs propres dans R∗+, il n’y a plus qu’a` appliquer la proposition pre´ce´dente.
On observe qu’on n’a pas eu besoin pour cet exemple de la condition ge´ne´ralise´e utilisant
la partie imaginaire du potentiel. Le but de la partie 4.3 est d’appliquer la me´thode de
Mourre uniforme a` l’ope´rateur de Schro¨dinger dans un cadre semi-classique. Comme dans le
cas autoadjoint, l’ope´rateur conjugue´ qu’on utilisera sera une perturbation du ge´ne´rateur des
dilatations utilise´ ici, mais on aura cette fois a` exploiter la partie imaginaire du potentiel qui
apparaˆıt dans l’hypothe`se (e).
4.1.3 Lemmes pre´liminaires
On redonne dans cette partie certains re´sultats de´montre´s dans la partie II de [Mou81].
Comme les lemmes 4.7 a` 4.9 ne font intervenir ni la partie imaginaire de Hh (ils n’utilisent que
les quatre premie`res hypothe`ses de la de´finition 4.1 pour Hh1 ) ni le parame`tre h, il n’y a pas
besoin de modifier ou de pre´ciser les de´monstrations. On remarque d’ailleurs que l’hypothe`se
(b) ne sera utilise´e que dans ces re´sultats. C’est pourquoi on ne demande d’uniformite´ par
rapport au parame`tre h pour cette hypothe`se.
Lemme 4.7. Soient H1 et A deux ope´rateurs autoadjoints satisfaisant les hypothe`ses (a) a`
(c) pour eˆtre conjugue´s. Alors pour tout z dans l’ensemble re´solvant de H1, D(A) est invariant
par (H1 − z)−1.
Lemme 4.8. Soient H1 et A deux ope´rateurs autoadjoints satisfaisant les hypothe`ses (a) a`
(c) pour eˆtre conjugue´s. Alors pour |µ| assez grand, (A + iµ)−1 laisse D(H1) invariant. En
outre (A+ iµ)−1 pour |µ| assez grand est une famille uniforme´ment borne´e dans l’espace des
ope´rateurs borne´s sur D(H1) (pour la norme du graphe), et pour tout ψ ∈ D(H1) on a :
iµ(A+ iµ)−1ψ −−−−→
|µ|→∞
ψ.
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Pour µ ∈ R \ {0} on note :
A(µ) = Aiµ(A+ iµ)−1 = iµ IdH+µ2(A+ iµ)−1.
Lemme 4.9. Soient H1 et A deux ope´rateurs autoadjoints satisfaisant les conditions (a) a`
(c) pour eˆtre conjugue´s. Alors pour ψ ∈ D(H1) on a :
[H1, iA]
0ψ = lim
|µ|→∞
[H, iA(µ)]ψ.
Si en outre ψ est un vecteur propre pour H1 alors on a :〈
[H1, iA]
0ψ, ψ
〉
= 0.
Les lemmes 4.10 et 4.11 sont e´galement tire´s de [Mou81]. On en redonne ne´anmoins les
de´monstrations car on aura besoin de ve´rifier la de´pendance par rapport au parame`tre h des
estimations.
Lemme 4.10. Soient H1 et A deux ope´rateurs autoadjoints satisfaisant les hypothe`ses (a)
a` (c) pour eˆtre conjugue´s. Soit φ ∈ C∞0 (R,R). Alors D(H1) ∩ D(A) est stable par φ(H1).
En outre l’ope´rateur (Aφ(H1) − φ(H1)A), bien de´fini sur D(H1) ∩ D(A), se prolonge en un
ope´rateur borne´ sur D(H1), et pour ψ ∈ D(H1) on a
‖(Aφ(H1)− φ(H1)A)ψ‖ 6 Cφ
∥∥[H1, iA]0(H1 − i)−1∥∥ ‖(H1 − i)ψ‖ ,
ou` Cφ ne de´pend que de φ.
De´monstration. Soit ψ ∈ D(A) ∩ D(H1). D’apre`s le lemme 4.8, D(H1) est stable par A(µ)
de`s que |µ| est assez grand. Pour t ∈ R on a alors
∥∥(A(µ)e−itH1 − e−itH1A(µ))ψ∥∥ = ∥∥∥∥
∫ t
0
d
ds
ei(s−t)H1A(µ)e−isH1ψ ds
∥∥∥∥
=
∥∥∥∥
∫ t
0
iei(s−t)H1(H1A(µ)−A(µ)H1)e−isH1ψ ds
∥∥∥∥
6 |t| sup
06|s|6|t|
∥∥[H1, iA(µ)]e−isH1ψ∥∥ ,
et donc, d’apre`s le lemme 4.9 :
lim sup
|µ|→∞
∥∥A(µ)e−itH1ψ∥∥ 6 |t| sup
06|s|6|t|
∥∥[H1, iA]0e−isH1ψ∥∥+ ‖Aψ‖
6 N |t| sup
06|s|6|t|
∥∥(H1 + i)e−isH1ψ∥∥+ ‖Aψ‖
6 N |t| ‖(H1 + i)ψ‖+ ‖Aψ‖ ,
ou` on a note´ N = ∥∥[H1, iA]0(H1 − i)−1∥∥. Cela prouve de´ja` que e−itH1ψ ∈ D(A) et :∥∥Ae−itH1ψ∥∥ 6 N |t| ‖(H1 + i)ψ‖+ ‖Aψ‖ .
Comme φ(H1) = (2π)
−1 ∫
R
φˆ(t)eitH1 dt, on a :
lim sup
|µ|→∞
‖A(µ)φ(H1)ψ‖ 6 1
2π
∫
R
∣∣φˆ(t)∣∣ lim sup
|µ|→∞
∥∥A(µ)eitH1ψ∥∥ dt
6
1
2π
∫
R
∣∣φˆ(t)∣∣(N |t| ‖(H1 + i)ψ‖+ ‖Aψ‖) dt
<∞.
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Cela prouve que D(H1) ∩ D(A) est stable par φ(H1). On a alors :∥∥(Aφ(H1)− φ(H1)A)ϕ∥∥ = lim
µ→+∞
∥∥(A(µ)φ(H1)− φ(H1)A(µ))ϕ∥∥
6 lim
µ→+∞
1
2π
∫
R
∣∣φˆ(t)∣∣ ∥∥(A(µ)eitH1 − eitH1A(µ))ϕ∥∥ dt
6
1
2π
∫
R
N |t| ∣∣φˆ(t)∣∣ ‖(H1 + i)ϕ‖ dt
Ainsi l’ope´rateur Aφ(H1) − φ(H1)A se prolonge en un ope´rateur de´fini sur D(H1) et on a
bien l’estimation annonce´e avec
Cφ =
1
2π
∫
R
|t| ∣∣φˆ(t)∣∣ dt.
Lemme 4.11. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H ve´rifie
les hypothe`ses (a) a` (d) pour eˆtre uniforme´ment conjugue´e sur I a` la famille d’ope´rateurs
dissipatifs (Hh)h∈]0,1] avec les bornes (αh)h∈]0,1]. Soient φ ∈ C∞0 (R,R) et Ph = φ(Hh1 ). Alors
il existe une constante c > 0 telle que pour tous h ∈]0, 1] et ϕ, ψ ∈ DH ∩ DA on a :∣∣〈[Hh1 , iAh]0Phϕ, PhAhψ〉− 〈PhAhϕ, [Hh1 , iAh]0Phψ〉∣∣ 6 cαh ∥∥(Hh1 − i)ϕ∥∥ ∥∥(Hh1 − i)ψ∥∥ .
En outre on a des estimations analogues en remplac¸ant [Hh1 , iAh]
0 par βVh ou [Vh, iAh]
0.
Cela signifie que l’hypothe`se (d) e´nonce´e pour les formes [[Hh1 , iAh]
0, iAh], [[Vh, iAh]
0, iAh]
et βh[Vh, Ah] est en fait e´galement valable pour Ph[[H
h
1 , iAh]
0, iAh]Ph, Ph[[Vh, iAh]
0, iAh]Ph
et βhPh[Vh, Ah]Ph. On note que c’est pour ce lemme que l’on se sert de la deuxie`me partie
de l’hypothe`se (c).
De´monstration. On note Th = [H
h
1 , iAh]
0. Soient ϕ, ψ ∈ DH ∩DA. D’apre`s le lemme 4.10, on
a Phψ, Phϕ ∈ DH ∩ DA pour tout h ∈]0, 1], donc on peut e´crire :
〈[PhThPh, Ah]ϕ, ψ〉
= 〈Ahϕ, PhThPhψ〉 − 〈PhThPhϕ,Ahψ〉
=
( 〈Ahϕ, PhThPhψ〉 − 〈AhPhϕ, ThPhψ〉 )+ ( 〈AhPhϕ, ThPhψ〉 − 〈ThPhϕ,AhPhψ〉 )
+
( 〈ThPhϕ,AhPhψ〉 − 〈PhThPhϕ,Ahψ〉 ).
D’apre`s le lemme 4.10 et l’hypothe`se (c) on a
|〈Ahϕ, PhThPhψ〉 − 〈APhϕ, ThPhψ〉| = |〈(PhAh −AhPh)ϕ, ThPhψ〉|
6 ‖(PhAh −AhPh)ϕ‖ ‖ThPh‖ ‖ψ‖
6 c αh
∥∥(Hh1 − i)ϕ∥∥ ‖ψ‖ ,
ou` c de´signe une constante qui ne de´pend ni de h ∈]0, 1] ni de ϕ, ψ ∈ DH ∩ DA. D’apre`s
l’hypothe`se (d) on a e´galement :
|〈AhPhϕ, ThPhψ〉 − 〈ThPhϕ,AhPhψ〉| 6 c αh
∥∥(Hh1 − i)ϕ∥∥ ∥∥(Hh1 − i)ψ∥∥ 6 c αh ‖ϕ‖ ‖ψ‖ .
Enfin, de meˆme que pour le premier terme on a
|〈ThPhϕ,AhPhψ〉 − 〈PhThPhϕ,Ahψ〉| 6 c αh ‖ϕ‖
∥∥(Hh1 − i)ψ∥∥ ,
et donc, finalement :
|〈[PhThPh, Ah]ϕ, ψ〉| 6 c αh
∥∥(Hh1 − i)ϕ∥∥ ∥∥(Hh1 − i)ψ∥∥ . (4.6)
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La de´monstration est la meˆme pour Th = [Vh, iAh]
0. Pour Th = βhVh, on utilise la deuxie`me
partie de l’hypothe`se (c) pour estimer le premier et le troisie`me terme :
‖(PhAh −AhPh)ϕ‖ ‖βhVhPhψ‖ 6 c βh
∥∥[Hh1 , iAh]0(Hh1 − i)−1∥∥ ∥∥Vh(Hh1 − i)−1∥∥ ‖ϕ‖ ‖ψ‖
6 cαh ‖ϕ‖ ‖ψ‖ .
Lemme 4.12. Soient H1 et A deux ope´rateurs autoadjoints satisfaisant les hypothe`ses (a) a`
(c) pour eˆtre conjugue´s. Soit T : D(H1)→ H un ope´rateur inversible d’inverse borne´ tel que
la forme [T,A] se prolonge en un ope´rateur borne´ de D(H1) dans D(H1)∗. Alors l’ope´rateur
T−1 envoie D(A) dans D(H1) ∩ D(A).
De´monstration. On a au sens des formes quadratiques sur D(H1) ∩ D(A) :
[T,A(µ)] = TAiµ(A+ iµ)−1 −Aiµ(A+ iµ)−1T
= [T,A]iµ(A+ iµ)−1 +ATiµ(A+ iµ)−1 −A(A+ iµ)−1T iµ
= [T,A]iµ(A+ iµ)−1 +A(A+ iµ)−1(A+ iµ)T iµ(A+ iµ)−1
−A(A+ iµ)−1T (A+ iµ)iµ(A+ iµ)−1
= [T,A]iµ(A+ iµ)−1 +A(A+ iµ)−1[A+ iµ, T ]iµ(A+ iµ)−1
= iµ(A+ iµ)−1[T,A]iµ(A+ iµ)−1.
Soit ζ ∈ D(H1). Pour tout ψ ∈ D(H1) ∩ D(A), ce calcul donne :
|〈[T,A(µ)]ζ, ψ〉| = ∣∣〈[T,A]iµ(A+ iµ)−1ζ,−iµ(A− iµ)−1ψ〉∣∣
6 c
∥∥(H1 − i)iµ(A+ iµ)−1ζ∥∥ ∥∥(H1 − i)iµ(A− iµ)−1ψ∥∥ .
D’apre`s le lemme 4.8, pour |µ| assez grand, µ(A± iµ)−1 est borne´ sur D(H1) uniforme´ment
en µ. On a donc
|〈[T,A(µ)]ζ, ψ〉| 6 c ‖(H1 − i)ζ‖ ‖(H1 − i)ψ‖ ,
ou` c ne de´pend pas de µ. Mais pour µ ∈ R et ϕ ∈ D(A) on a
A(µ)T−1ϕ = T−1A(µ)ϕ+ T−1[T,A(µ)]T−1ϕ,
donc
lim sup
|µ|→∞
∥∥A(µ)T−1ϕ∥∥ 6 c ‖Aϕ‖+ c ‖ϕ‖ .
Cela prouve que T−1ϕ ∈ D(A).
4.1.4 Estimations uniformes de la re´solvante dans les espaces a` poids
On peut maintenant effectivement de´montrer les estimations uniformes de la re´solvante
dans le cas dissipatif.
La proposition qui suit est importante pour obtenir une estimation de la re´solvante a`
partir d’ine´galite´s comme celle de l’hypothe`se (e). On remarque que dans le cas autoadjoint
on utilise de´ja` cette proposition dont l’argument repose sur la partie antisyme´trique d’un
ope´rateur dissipatif.
Proposition 4.13. Soit T un ope´rateur dissipatif sur H de la forme T = TR − iTI avec TR
autoadjoint et TI autoadjoint, positif et TR-borne´ de borne strictement infe´rieure a` 1. Alors
si B est un ope´rateur sur H tel que B∗B 6 TI et Q un ope´rateur borne´ sur H, on a∥∥B(T − z)−1Q∥∥ 6 ∥∥Q∗(T − z)−1Q∥∥ 12
et ∥∥B(T ∗ − z)−1Q∥∥ 6 ∥∥Q∗(T − z)−1Q∥∥ 12
pour tout z ∈ C+.
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L’hypothe`se B∗B 6 TI signifie que D(
√
TI) ⊂ D(B) et pour tout ϕ ∈ D(
√
TI) on a
‖Bϕ‖ 6 ∥∥√TIϕ∥∥. On note qu’on a en particulier : D(TR) ⊂ D(TI) ⊂ D(B).
De´monstration. On commence par remarquer que d’apre`s la proposition 2.11, on a T ∗ =
TR + iTI . Pour z ∈ C+ et ϕ ∈ H on a alors :∥∥B(T − z)−1Qϕ∥∥2 = 〈B∗B(T − z)−1Qϕ, (T − z)−1Qϕ〉
6
〈
TI(T − z)−1Qϕ, (T − z)−1Qϕ
〉
6
〈
(TI + Im z)(T − z)−1Qϕ, (T − z)−1Qϕ
〉
6
1
2i
〈
(2iTI + z − z)(T − z)−1Qϕ, (T − z)−1Qϕ
〉
6
1
2i
〈
Q∗(T ∗ − z)−1((T ∗ − z)− (T − z))(T − z)−1Qϕ,ϕ〉
6
1
2i
〈
Q∗
(
(T − z)−1 − (T ∗ − z)−1)Qϕ,ϕ〉
6
∥∥Q∗(T − z)−1Q∥∥ ‖ϕ‖2 .
Cela donne bien la premie`re estimation. On peut effectuer le meˆme calcul en partant de∥∥B(T ∗ − z)−1Qϕ∥∥2. Cela donne :
∥∥B(T ∗ − z)−1Qϕ∥∥2 6 1
2i
〈
Q∗(T − z)−1[(T ∗ − z)− (T − z)](T ∗ − z)−1Qϕ,ϕ〉
6
∥∥Q∗(T − z)−1Q∥∥ ‖ϕ‖2 .
Le the´ore`me principal de ce chapitre est le suivant :
The´ore`me 4.14. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur l’intervalle I et
pour les bornes infe´rieures (αh)h∈]0,1]. Alors pour δ > 12 il existe une constante c > 0 telle
que :
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉−δ (Hh − z)−1 〈Ah〉−δ∥∥∥L(H) 6 cαh .
On conside`re β, β′ > 0, (βh)h∈]0,1] et φ ∈ C∞0 (R, [0, 1]) (e´gale a` 1 au voisinage de I)
donne´s par la de´finition 4.1. On note alors :
ε0 = min
(
1
2
,
1
2β′
)
.
Pour h ∈]0, 1] on pose Ph = φ(Hh1 ), P ′h = (1− φ)(Hh1 ) et :
ΘRh = [H
h
1 , iAh]
0, ΘIh = [Vh, iAh]
0, Θh = Θ
R
h − iΘIh, ΘVh = βhVh +Θh.
Dans tout ce paragraphe, on de´signera par c des constantes inde´pendantes de h ∈]0, 1],
z ∈ CI,+ et ε ∈]0, ε0].
D’apre`s l’hypothe`se (c) et (4.1) les ope´rateurs PhΘh et PhΘ
V
h sont borne´s sur DH et se
prolongent donc en des ope´rateurs borne´s sur H. En outre on a :
‖ΘhPh‖L(H) + ‖PhΘh‖L(H) 6 c
√
αh. (4.7)
Lemme 4.15. (i) Pour h ∈]0, 1], z ∈ C+ et ε ∈ [0, ε0] l’ope´rateur (Hh − iεPhΘVh Ph − z)
est inversible d’inverse borne´ (qu’on notera Gz,h(ε)).
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(ii) Soit Q un ope´rateur borne´ sur H. Quitte a` re´duire ε0, il existe une constante c > 0 telle
que pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] on a :
‖PhGz,h(ε)Q‖ 6 1√αh√ε ‖Q∗Gz,h(ε)Q‖
1
2 , (4.8)
‖P ′hGz,h(ε)Q‖ 6 c
(
1 + ‖Q∗Gz,h(ε)Q‖
1
2
)
, (4.9)
‖Gz,h(ε)Q‖ 6 c
(
1 +
‖Q∗Gz,h(ε)Q‖
1
2√
αh
√
ε
)
, (4.10)
∥∥√VhGz,h(ε)Q∥∥ 6 √2 ‖Q∗Gz,h(ε)Q‖ 12 , (4.11)∥∥√VhPhGz,h(ε)Q∥∥+ ∥∥√VhP ′hGz,h(ε)Q∥∥ 6 c(1 + ‖Q∗Gz,h(ε)Q‖ 12) . (4.12)
La constante c et le choix de ε0 ne de´pendent que de I, φ, β, β
′ (donne´s par la de´finition
4.1) a, b (donne´s par (4.1)) et ‖Q‖L(H).
(iii) Pour tous h ∈]0, 1], z ∈ C+ et ε ∈]0, ε0], l’ope´rateur Gz,h(ε) envoie DA dans DH ∩DA.
De´monstration. 1. Soient h ∈]0, 1], z ∈ C+ et ε ∈]0, ε0]. On note
TR = H
h
1 − εPhΘIhPh et TI = Vh + εPh(βhVh +ΘRh )Ph.
Comme Hh1 est autoadjoint et PhΘ
I
hPh est autoadjoint borne´, l’ope´rateur TR est autoad-
joint. TI est autoadjoint pour les meˆmes raisons et est en outre TR-borne´ de borne relative
strictement infe´rieure a` 1. De plus, on a d’apre`s l’hypothe`se (e) :
TI = Vh + εPh(βVh +Θ
R
h )Ph >
Vh
2
+ ε
(
β′Vh + Ph(βhVh +ΘRh )Ph
)
>
Vh
2
+ εαhP
2
h > 0.
(4.13)
D’apre`s les propositions 2.3 et 2.11, l’ope´rateur (Hh − iεPhΘVh Ph − z) est donc inversible et
on peut noter :
Gz,h(ε) =
(
Hh − iεPhΘVh Ph − z
)−1
.
2. Soient h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0]. Les deux ope´rateurs Vh/2 et εαhP 2h qui ap-
paraissent dans (4.13) sont positifs, donc TI est minore´ par chacun des deux termes. En
appliquant d’abord la proposition 4.13 avec B =
√
Vh/
√
2 on obtient (4.11), tandis qu’avec
B =
√
αh
√
εPh on obtient (4.8). On a d’autre part
(Hh1 − z)Gz,h(ε) = 1 + i(Vh + εPhΘVh Ph)Gz,h(ε),
donc
(1 +
√
Vh)P
′
hGz,h(ε)Q = (1 +
√
Vh)P
′
h(H
h
1 − z)−1Q
+ i(1 +
√
Vh)P
′
h(H
h
1 − z)−1VhGz,h(ε)Q
+ iε(1 +
√
Vh)P
′
h(H
h
1 − z)−1PhΘhPhGz,h(ε)Q
+ iεβh(1 +
√
Vh)P
′
h(H
h
1 − z)−1PhVhPhGz,h(ε)Q.
(4.14)
Par le calcul fonctionnel on a :∥∥∥∥(1 +
√∣∣Hh1 ∣∣)P ′h(Hh1 − z)−1(1 +√∣∣Hh1 ∣∣)
∥∥∥∥ 6 c,
et donc d’apre`s (4.1) (d’apre`s le paragraphe VI.1.7 de [Kat80], si Vh est H
h
1 -borne´ alors
√
Vh
est
√∣∣Hh1 ∣∣-borne´) on a aussi :∥∥∥(1 +√Vh)P ′h(Hh1 − z)−1(1 +√Vh)∥∥∥ 6 c.
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Avec (4.11), (4.7) et (4.8), les trois premiers termes du membre de droite de (4.14) sont borne´s
par c
(
1 + ‖Q∗Gz,h(ε)Q‖
1
2
)
. Comme Ph
√
Vh se prolonge en un ope´rateur uniforme´ment borne´
sur H cela donne :∥∥∥(1 +√Vh)P ′hGz,h(ε)Q∥∥∥
6 c
(
1 + ‖Q∗Gz,h(ε)Q‖
1
2
)
+ c ε
∥∥∥√VhPhGz,h(ε)Q∥∥∥
6 c
(
1 + ‖Q∗Gz,h(ε)Q‖
1
2
)
+ c ε
∥∥∥√VhGz,h(ε)Q∥∥∥+ c ε ∥∥∥√VhP ′hGz,h(ε)Q∥∥∥
6 c
(
1 + ‖Q∗Gz,h(ε)Q‖
1
2
)
+ c ε
∥∥∥(1 +√Vh)P ′hGz,h(ε)Q∥∥∥ .
Quitte a` re´duire ε0, (4.14) donne alors
1
2
∥∥∥(1 +√Vh)P ′hGz,h(ε)Q∥∥∥ 6 c(1 + ‖Q∗Gz,h(ε)Q‖ 12) ,
ce qui donne (4.9) et (4.12). Enfin (4.8) et (4.9) donnent (4.10).
3. Quant a` la dernie`re assertion, elle est conse´quence pour tous h ∈]0, 1], z ∈ C+ et ε ∈]0, ε0]
du lemme 4.12, dont les hypothe`ses sont ve´rifie´es d’apre`s les hypothe`ses (c) et (d) et le lemme
4.11.
Remarque 4.16. D’apre`s la proposition 2.11 on a
Gz,h(ε)
∗
=
(
H∗h + iεPh(Θ
V
h )
∗Ph − z
)−1
.
On peut appliquer les re´sultats pre´ce´dents avec Gz,h(ε)
∗
, au lieu de Gz,h(ε), ce qui donne
par exemple ∥∥PhGz,h(ε)∗Q∥∥ 6 1√
αh
√
ε
∥∥Q∗Gz,h(ε)∗Q∥∥ 12 ,
puis en passant a` l’adjoint :
‖Q∗Gz,h(ε)Ph‖ 6 1√
αh
√
ε
‖Q∗Gz,h(ε)Q‖
1
2 .
Par la suite on s’autorisera a` ✭✭ retourner ✮✮ de la sorte toutes les estimations du lemme 4.15
sans redonner cette justification.
Pour h ∈]0, 1] et z ∈ CI,+, la re´solvante (Hh− z)−1 n’est autre que Gz,h(0). Pour obtenir
l’estimation attendue sur (Hh−z)−1 a` partir d’estimations sur Gz,h(ε), ε ∈]0, ε0], on utilisera
le lemme suivant :
Lemme 4.17 ([JMP84]). Soient X un espace de Banach, ε0 ∈]0, 1] et f :]0, ε0] → X une
fonction de classe C1. On suppose qu’il existe des constantes α ∈ [0, 1], β ∈ [0, 1[, γ ∈ R, et
c1, c2 > 0 telles que :
∀ε ∈]0, ε0[, ‖f ′(ε)‖ 6 c1ε−β(1 + ‖f(ε)‖α) et ‖f(ε)‖ 6 c2ε−γ . (4.15)
Alors f admet une limite en 0, et il existe une constante c qui ne de´pend que de ε0, α, β, γ,
c1 et c2 telle que :
∀ε ∈]0, ε0[, ‖f(ε)‖ 6 c. (4.16)
De´monstration. Il suffit de montrer (4.16) qui, avec (4.15), implique l’existence d’une limite
en 0. On montre par re´currence sur m ∈ N que le re´sultat est vrai si γ 6 m(1−β)2 , sachant
que si m = 0, c’est-a`-dire si γ 6 0, alors (4.16) est conse´quence directe de (4.15). On suppose
donc le re´sultat acquis jusqu’au rang m− 1 (m > 1). Pour ε ∈]0, ε0] on a
f(ε0)− f(ε) =
∫ ε0
ε
f ′(t) dt,
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et donc
‖f(ε)‖ 6 ‖f(ε0)‖+
∫ ε0
ε
‖f ′(t)‖ dt
6 ‖f(ε0)‖+ c1
∫ ε0
ε
(t−β + t−β ‖f(t)‖α) dt
6 ‖f(ε0)‖+ c1 ε
1−β
0 − ε1−β
1− β + c1c
α
2
∫ ε0
ε
t−αγ−β dt.
La dernie`re inte´grale vaut ln
(
ε0
ε
)
ou
ε−αγ−β+10 −ε−αγ−β+1
−αγ−β+1 selon si αγ + β vaut 1 ou non, mais
dans tous les cas on obtient
‖f(ε)‖ 6 c3 + c4ε−αγ+
1−β
2 6 c3 + c4ε−γ+
1−β
2 6 c3 + c4ε−
(m−1)(1−β)
2 6 (c3 + c4)ε−
(m−1)(1−β)
2 ,
et il n’y a plus qu’a` appliquer l’hypothe`se de re´currence.
On peut maintenant de´montrer l’estimation uniforme de la re´solvante :
De´monstration du the´ore`me 4.14. 1. On se contente de montrer le re´sultat pour δ ∈ ] 12 , 1],
le cas ge´ne´ral s’en de´duisant directement. Pour h ∈]0, 1] et ε ∈]0, ε0], on note
Qh(ε) = 〈Ah〉−δ 〈εAh〉δ−1 ,
puis
Fz,h(ε) = Qh(ε)Gz,h(ε)Qh(ε).
On remarque que Qh(ε) est de norme infe´rieure ou e´gale a` 1 quels que soient h ∈]0, 1] et
ε ∈]0, ε0]. En outre, Qh(ε)Ah se prolonge en un ope´rateur borne´ sur H et par le calcul
fonctionnel on a :
‖AhQh(ε)‖ = ‖Qh(ε)Ah‖ 6 cεδ−1. (4.17)
2. Soient h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0]. Le lemme 4.15 applique´ avec Q = Qh(ε) donne
‖Fz,h(ε)‖ 6 ‖Gz,h(ε)Qh(ε)‖ 6 c
(
1 +
‖Fz,h(ε)‖
1
2
√
αh
√
ε
)
(4.18)
(dans cette de´monstration, a` chaque fois qu’on utilisera une estimation du lemme 4.15, ce
sera avec Q = Qh(ε)). On en de´duit que
‖Fz,h(ε)‖ 6 c
αhε
. (4.19)
On remarque qu’avec (4.1) et la remarque 2.12 on a aussi :
∥∥Hh1Gz,h(ε)Qh(ε)∥∥ 6 c
(
1 +
‖Fz,h(ε)‖
1
2
√
αh
√
ε
)
. (4.20)
3. Pour h ∈]0, 1] et z ∈ CI,+ l’application Fz,h :]0, ε0]→ L(H) est de classe C1 et on a :
d
dε
Fz,h(ε) = iβhQh(ε)Gz,h(ε)PhVhPhGz,h(ε)Qh(ε)
+ iQh(ε)Gz,h(ε)PhΘhPhGz,h(ε)Qh(ε)
+
dQh(ε)
dε
Gz,h(ε)Qh(ε) +Qh(ε)Gz,h(ε)
dQh(ε)
dε
.
(4.21)
Par le calcul fonctionnel on ve´rifie que∥∥∥∥ ddεQh(ε)
∥∥∥∥ 6 cεδ−1.
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D’apre`s (4.18), les deux derniers termes de (4.21) sont donc controˆle´s par∥∥∥∥dQh(ε)dε Gz,h(ε)Qh(ε) +Qh(ε)Gz,h(ε)dQh(ε)dε
∥∥∥∥ 6 cεδ−1
(
1 +
‖Fz,h(ε)‖
1
2
√
αh
√
ε
)
.
D’autre part, avec (4.12) on peut estimer le premier terme :
βh ‖Qh(ε)Gz,h(ε)PhVhPhGz,h(ε)Qh(ε)‖ 6 c(1 + ‖Fz,h(ε)‖).
Pour le deuxie`me terme on commence par voir que
PhΘhPh = Θh − PhΘhP ′h − P ′hΘhP ′h − P ′hΘhPh,
et donc
Qh(ε)Gz,h(ε)PhΘhPhGz,h(ε)Qh(ε) = D1 +D2 +D3 +D4
avec
‖D2‖ = ‖Qh(ε)Gz,h(ε)PhΘhP ′hGz,h(ε)Qh(ε)‖
6 ‖Qh(ε)Gz,h(ε)‖ ‖PhΘh‖ ‖P ′hGz,h(ε)Qh(ε)‖
6 c
(
1 +
1√
αh
√
ε
‖Fz,h(ε)‖
1
2
)
× c√αh ×
(
1 + ‖Fz,h(ε)‖
1
2
)
6 c
(
1 +
1√
ε
‖Fz,h(ε)‖
)
,
ou` on a utilise´ (4.18), (4.7) et enfin (4.9). Pour les meˆmes raisons, on a
‖D4‖ = ‖Qh(ε)Gz,h(ε)P ′hΘhPhGz,h(ε)Qh(ε)‖ 6 c
(
1 +
1√
ε
‖Fz,h(ε)‖
)
.
Pour estimer D3 on utilise (4.9), (4.7) et (4.20) :
‖Qh(ε)Gz,h(ε)P ′hΘhP ′hGz,h(ε)Qh(ε)‖
6 ‖Qh(ε)Gz,h(ε)P ′h‖
∥∥Θh(Hh1 − i)−1∥∥ ‖P ′h‖ ∥∥(Hh1 − i)Gz,h(ε)Qh(ε)∥∥
6 c
(
1 +
1√
ε
‖Fz,h(ε)‖
)
.
Il reste a` estimer le premier terme. Pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] l’ope´rateur Qh(ε)
envoie H dans DA tandis que Gz,h(ε) et Gz,h(ε)∗ envoient DA dans DH ∩DA. On peut donc
calculer au sens des formes :
Qh(ε)Gz,h(ε)ΘhGz,h(ε)Qh(ε) = Qh(ε)Gz,h(ε)(Θ
R
h − iΘIh)Gz,h(ε)Qh(ε)
= Qh(ε)Gz,h(ε)[Hh, iAh]Gz,h(ε)Qh(ε)
= Qh(ε)Gz,h(ε)[Hh − iεPhΘVh Ph − z,Ah]Gz,h(ε)Qh(ε)
+ iεQh(ε)Gz,h(ε)[PhΘ
V
h Ph, Ah]Gz,h(ε)Qh(ε)
= Qh(ε)AhGz,h(ε)Qh(ε) +Qh(ε)Gz,h(ε)AhQh(ε)
+ iεQh(ε)Gz,h(ε)[PhΘ
V
h Ph, Ah]Gz,h(ε)Qh(ε).
D’apre`s (4.17) et (4.18) on a :
‖Qh(ε)AhGz,h(ε)Qh(ε) +Qh(ε)Gz,h(ε)AhQh(ε)‖ 6 c√
αh
εs−
3
2 ‖Fz,h(ε)‖
1
2 .
D’apre`s le lemme 4.11 et l’estimation (4.20) on a pour ϕ, ψ ∈ H :
ε
∣∣〈[PhΘVh Ph, Ah]Gz,h(ε)Qh(ε)ϕ,Gz,h(ε)∗Qh(ε)ψ〉∣∣
6 c αh ε
∥∥(Hh1 − i)Gz,h(ε)Qh(ε)ϕ∥∥ ∥∥(Hh1 − i)Gz,h(ε)∗Qh(ε)ψ∥∥
6 c(1 + ‖Fz,h(ε)‖) ‖ϕ‖ ‖ψ‖ .
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On obtient finalement :
‖D1‖ = ‖Qh(ε)Gz,h(ε)ΘhGz,h(ε)Qh(ε)‖ 6 c
(
1 +
1√
αh
εδ−
3
2 ‖Fz,h(ε)‖
1
2 + ‖Fz,h(ε)‖
)
.
(4.22)
4. On a donc ∥∥∥∥ ddεFz,h(ε)
∥∥∥∥ 6 cεδ−1 + c√ε ‖Fz,h(ε)‖+ cε
δ− 32√
αh
‖Fz,h(ε)‖
1
2
puis, en multipliant par αh :∥∥∥∥ ddεαhFz,h(ε)
∥∥∥∥ 6 cεδ−1 + c√ε ‖αhFz,h(ε)‖+ c εδ− 32 ‖αhFz,h(ε)‖ 12
6 cεδ−
3
2 (1 + ‖αhFz,h(ε)‖).
(4.23)
D’apre`s (4.19) et le lemme 4.17, les fonctions Fz,h(ε) se prolongent en ε = 0 par continuite´
et surtout on a :
‖Fz,h(ε)‖ 6 c
αh
. (4.24)
La norme de αhFz,h(ε) est uniforme en h car dans le lemme 4.17, la constante obtenue dans
(4.16) ne de´pend que des estimations (4.15) et pas de la fonction f elle-meˆme. Il n’y a plus
qu’a` prendre ε = 0 dans (4.24) pour conclure la de´monstration.
4.1.5 Principe d’absorption limite
Comme on l’a fait au paragraphe 2.3 pour un ope´rateur de Schro¨dinger, on montre main-
tenant a` partir des estimations uniformes pour la re´solvante qu’on a le principe d’absorption
limite sur le demi-plan supe´rieur.
The´ore`me 4.18. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur l’intervalle I et
pour les bornes infe´rieures (αh)h∈]0,1]. Soit δ ∈
]
1
2 , 1
]
.
(i) Il existe une constante c > 0 telle que pour z et z′ dans CI,+ et h ∈]0, 1] on a∥∥∥〈Ah〉−δ ((Hh − z)−1 − (Hh − z′)−1) 〈Ah〉−δ∥∥∥ 6 cα− 4δ2δ+1h |z − z′| 2δ−12δ+1 . (4.25)
(ii) Pour h ∈]0, 1] et λ ∈ I la limite
〈Ah〉−δ (Hh − (λ+ i0))−1 〈Ah〉−δ = lim
µ→0+
〈Ah〉−δ (Hh − (λ+ iµ))−1 〈Ah〉−δ (4.26)
existe dans L(H) et de´finit une fonction Ho¨lder-continue d’indice 2δ−12δ+1 par rapport a` λ.
On se restreint au cas δ ∈ ] 12 , 1] pour les estimations de (4.25), mais le principe d’absorp-
tion limite est bien suˆr encore valable lorsque δ > 1.
De´monstration. On reprend les notations introduites dans la de´monstration du the´ore`me
4.14. Tout d’abord, pour tout c0 > 0 il existe c > 0 telle que pour h ∈]0, 1] et z, z′ ∈ CI,+
ve´rifiant
|z − z′| > c0αh
on a directement d’apre`s le the´ore`me 4.14 :∥∥∥〈Ah〉−δ ((Hh − z)−1 − (Hh − z′)−1) 〈Ah〉−δ∥∥∥ 6 c
αh
6 c α
− 4δ2δ+1
h |z − z′|
2δ−1
2δ+1 .
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Il suffit donc de montrer (i) pour |z − z′| 6 c0αh avec c0 > 0 arbitrairement petit. D’apre`s
(4.23) et (4.24), on a pour tout ε ∈]0, ε0] (ou` ε0 > 0 est donne´ par le lemme 4.15) :∥∥∥∥ ddεFz,h(ε)
∥∥∥∥ 6 c α−1h εδ− 32 .
Cela donne
‖Fz,h(ε)− Fz,h(0)‖ 6 c α−1h εδ−
1
2 , (4.27)
et on a les meˆmes estimations avec z remplace´ par z′. D’autre part, avec (4.18) on a
∥∥∥∥ ddzFz,h(ε)
∥∥∥∥ = ∥∥∥Qh(ε)Gz,h(ε)2Qh(ε)∥∥∥ 6 ‖Qh(ε)Gz,h(ε)‖2 6 cα2hε
et donc :
‖Fz,h(ε)− Fz′,h(ε)‖ 6 |z − z′| c
α2hε
.
On choisit maintenant :
ε = α
− 22δ+1
h |z − z′|
2
2δ+1 .
Si c0 a e´te´ choisi assez petit, on a bien ε ∈]0, ε0], et on obtient :
‖Fz,h(0)− Fz′,h(0)‖ 6 c α−
4δ
2δ+1
h |z − z′|
2δ−1
2δ+1 .
En particulier, pour tout λ ∈ I, l’application :
{
]0, 1] → L(H)
µ 7→ 〈Ah〉−δ (Hh − (λ+ iµ))−1 〈Ah〉−δ
est de Cauchy en 0, donc admet une limite qu’on note
〈Ah〉−δ (Hh − (λ+ i0))−1 〈Ah〉−δ .
Par passage a` la limite µ→ 0 dans (4.25) avec z = λ+ iµ et z′ = λ′+ iµ ou` λ et λ′ sont dans
I, on obtient que l’application
λ 7→ 〈Ah〉−δ (Hh − (λ+ i0))−1 〈Ah〉−δ
est Ho¨lder-continue d’indice 2δ−12δ+1 .
4.2 Quelques extensions de la me´thode de Mourre
Le but de cette partie est de montrer d’autres estimations uniformes pour la re´solvante.
On va en particulier montrer une estimation dans les espaces de Besov qui ame´liore celle que
l’on vient de de´montrer. On obtiendra e´galement, sous certaines conditions, des estimations
sur les puissances de la re´solvante dont on de´duira de meilleures proprie´te´s de re´gularite´ pour
la limite (4.26). Les re´sultats de cette partie sont de´montre´s dans [JMP84], [Jen85] et [Wan07]
dans le cas autoadjoint (et, mis a` part pour le dernier, pour h fixe´).
On garde les notations du paragraphe 4.1.4, en particulier celles introduites dans la de´-
monstration du the´ore`me 4.14.
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4.2.1 Une autre estimation de la re´solvante
On commence par de´montrer que les proprie´te´s obtenues dans la partie pre´ce´dente pour
la re´solvante
Gz,h(ε) = (Hh − iεPhΘVh Ph − z)−1
sont encore valables pour
G1z,h(ε) = (Hh − iεΘh − z)−1.
Lemme 4.19. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur l’intervalle I et
pour les bornes infe´rieures (αh)h∈]0,1].
(i) Il existe ε0 > 0 tel que pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] l’ope´rateur (Hh − iεΘh − z)
admet un inverse borne´ (qu’on notera G1z,h(ε)).
(ii) Il existe une constante c > 0 telle que pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] on a∥∥∥G1z,h(ε)∥∥∥+ ∥∥∥Hh1G1z,h(ε)∥∥∥ 6 cαhε , (4.28)∥∥∥G1z,h(ε) 〈Ah〉−1∥∥∥+ ∥∥∥Hh1G1z,h(ε) 〈Ah〉−1∥∥∥ 6 cαh√ε . (4.29)
(iii) Pour tous h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] l’ope´rateur G1z,h(ε) envoie DA dans DH ∩DA.
(iv) Pour h ∈]0, 1] et z ∈ CI,+ l’application G1z,h :]0, ε0] → L(H) est de classe C1 et pour
ϕ ∈ DA on a :
d
dε
G1z,h(ε)ϕ = [G
1
z,h(ε), Ah]ϕ− iεG1z,h(ε)[Θh, Ah]G1z,h(ε)ϕ. (4.30)
Remarque 4.20. On a des re´sultats analogues en remplac¸ant Hh et z par H
∗
h et z. En parti-
culier, pour ϕ ∈ DA :
d
dε
G1z,h(ε)
∗
ϕ = −[G1z,h(ε)∗, Ah]ϕ− iεG1z,h(ε)∗[Θ∗h, Ah]G1z,h(ε)∗ϕ.
De´monstration. 1. D’apre`s le lemme 4.15 applique´ avec Q = Ph et Q = P
′
h, on a
‖PhGz,h(ε)Ph‖ 6 c
αhε
, ‖PhGz,h(ε)P ′h‖+ ‖P ′hGz,h(ε)Ph‖ 6
c√
αh
√
ε
, ‖P ′hGz,h(ε)P ′h‖ 6 c,
et donc en particulier :
‖P ′hGz,h(ε)‖ 6
c√
αh
√
ε
, ‖Gz,h(ε)‖ 6 c
αhε
. (4.31)
On a e´galement : ∥∥∥√VhPhGz,h(ε)P ′h∥∥∥ 6 c.
2. Le lemme 4.15 applique´ avec Q = Ph
√
Vh donne∥∥∥√VhPhGz,h(ε)Ph√Vh∥∥∥ 6 c.
Il existe donc ε1 > 0 tel que pour tout ε ∈]0, ε1] l’ope´rateur
ΓΘz,h(ε) = 1 + iεβh
√
VhPhGz,h(ε)Ph
√
Vh
est bien de´fini et inversible d’inverse borne´ uniforme´ment en h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε1].
Pour ε ∈]0, ε1] on peut alors poser :
GΘz,h(ε) = Gz,h(ε)− iεβhGz,h(ε)Ph
√
VhΓ
Θ
z,h(ε)
−1√VhPhGz,h(ε).
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On ve´rifie que GΘz,h(ε) : H → DH est l’inverse de l’ope´rateur (Hh− iεPhΘhPh− z). Pour cela
on suit l’ide´e de [Kat66, §2] pour les perturbations de la forme εA∗B. On a
(Hh − iεPhΘhPh − z)Gz,h(ε) = 1 + iεβhPhVhPhGz,h(ε),
donc
(Hh − iεPhΘhPh − z)GΘz,h(ε)
= 1 + iεβhPhVhPhGz,h(ε)− iεβhPh
√
VhΓ
Θ
z,h(ε)
−1√VhPhGz,h(ε)
−(iεβh)2PhVhPhGz,h(ε)Ph
√
VhΓ
Θ
z,h(ε)
−1√VhPhGz,h(ε)
= 1 + iεβhPh
√
Vh
(
1− ΓΘz,h(ε)−1 − iεβh
√
VhPhGz,h(ε)Ph
√
VhΓ
Θ
z,h(ε)
−1
)√
VhPhGz,h(ε)
= 1.
De meˆme on ve´rifie que sur DH :
GΘz,h(ε)(Hh − iεPhΘhPh − z)
= 1 + iεβhGz,h(ε)PhVhPh − iεβhGz,h(ε)Ph
√
VhΓ
Θ
z,h(ε)
−1√VhPh
−(iεβh)2Gz,h(ε)Ph
√
VhΓ
Θ
z,h(ε)
−1√VhPhGz,h(ε)PhVhPh
= 1 + iεβhGz,h(ε)Ph
√
Vh
(
1− ΓΘz,h(ε)−1 − iεβhΓΘz,h(ε)−1
√
VhPhGz,h(ε)Ph
√
Vh
)√
VhPh
= 1.
AinsiGΘz,h(ε) est bien un inverse pour l’ope´rateur (Hh−iεPhΘhPh−z). On cherche maintenant
a` estimer GΘz,h(ε). Vue son expression, on a encore besoin d’une estimation sur Gz,h(ε). En
appliquant le lemme 4.15 avec Q = IdH on obtient :∥∥∥√VhPhGz,h(ε)∥∥∥ 6 c(1 + ‖Gz,h(ε)‖ 12) 6 c√
αh
√
ε
.
Avec l’estimation (4.31) sur Gz,h(ε) on obtient :∥∥GΘz,h(ε)∥∥ 6 ‖Gz,h(ε)‖+ εβh ∥∥∥Gz,h(ε)Ph√Vh∥∥∥ ∥∥ΓΘz,h(ε)−1∥∥ ∥∥∥√VhPhGz,h(ε)∥∥∥
6
c
αhε
+ c ε× c√
αh
√
ε
× c× c√
αh
√
ε
6
c
αhε
.
On peut de la meˆme fac¸on ve´rifier que∥∥GΘz,h(ε)P ′h∥∥+ ∥∥Hh1GΘz,h(ε)P ′h∥∥ 6 c√αh√ε (4.32)
et ∥∥∥GΘz,h(ε) 〈Ah〉−1∥∥∥+ ∥∥∥Hh1GΘz,h(ε) 〈Ah〉−1∥∥∥ 6 cαh√ε .
3. Maintenant que l’on s’est ✭✭ de´barrasse´ ✮✮ du terme βhPhVhPh, on peut suivre la de´mons-
tration analogue donne´e dans [JMP84]. D’apre`s (4.7) et (4.32), il existe ε2 ∈]0, ε1] tel que
pour tous h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε2] on a
∥∥εΘhPhGΘz,h(ε)P ′h∥∥ 6 12 .
On peut alors poser Γ′z,h(ε) = 1− iεΘhPhGΘz,h(ε)P ′h puis de´finir :
G′z,h(ε) = G
Θ
z,h(ε) + iεG
Θ
z,h(ε)P
′
hΓ
′
z,h(ε)
−1ΘhPhGΘz,h(ε).
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On ve´rifie comme pre´ce´demment que G′z,h(ε) est un inverse pour (Hh − iεΘhPh − z). On a
(Hh − iεΘhPh − z)GΘz,h(ε) = 1− iεP ′hΘhPhGΘz,h(ε),
et donc
(Hh − iεΘhPh − z)G′z,h(ε)
= 1− iεP ′hΘhPhGΘz,h(ε) + iεP ′hΓ′z,h(ε)−1ΘhPhGΘz,h(ε)
−(iε)2P ′hΘhPhGΘz,h(ε)P ′hΓ′z,h(ε)−1ΘhPhGΘz,h(ε)
= 1− iεP ′h
(
1− Γ′z,h(ε)−1 + iεΘhPhGΘz,h(ε)P ′hΓ′z,h(ε)−1
)
ΘhPhG
Θ
z,h(ε)
= 1.
Et comme pre´ce´demment, on peut ve´rifier les estimations suivantes :∥∥∥G′z,h(ε)∥∥∥+ ∥∥∥Hh1G′z,h(ε)∥∥∥ 6 cαhε ,∥∥∥G′z,h(ε)P ′h∥∥∥+ ∥∥∥Hh1G′z,h(ε)P ′h∥∥∥ 6 c√αh√ε ,∥∥∥G′z,h(ε) 〈Ah〉−1∥∥∥+ ∥∥∥Hh1G′z,h(ε) 〈Ah〉−1∥∥∥ 6 cαh√ε .
4. Une troisie`me e´tape permet maintenant d’obtenir effectivement un inverse pour l’ope´rateur
(Hh−iεΘh−z). Il existe ε0 ∈]0, ε2] tel que pour tous h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] l’ope´rateur
εP ′hG
′
z,h(ε)Θh = εP
′
hG
′
z,h(ε)(H
h
1 − i) (Hh1 − i)−1Θh
se prolonge en un ope´rateur borne´ sur H de norme infe´rieure a` 12 . On pose alors Γ1z,h(ε) =
1− iεP ′hG′z,h(ε)Θh puis :
G1z,h(ε) = G
′
z,h(ε) + iεG
′
z,h(ε)ΘhΓ
1
z,h(ε)
−1P ′hG
′
z,h(ε).
Il ne reste plus qu’a` ve´rifier par un calcul analogue a` ce qui pre´ce`de que G1z,h(ε) est bien un in-
verse pour (Hh−iεΘh−z) ve´rifiant les estimations annonce´es. Ainsi (i) et (ii) sont de´montre´s.
5. Le point (iii) est, comme pour Gz,h(ε), conse´quence du lemme 4.12. Soient ε ∈]0, ε0[,
z ∈ CI,+ et h ∈]0, 1]. Pour η ∈]0, ε0[ on a :
G1z,h(η)−G1z,h(ε) = i(η − ε)G1z,h(η)ΘhG1z,h(ε).
Comme ΘhG
1
z,h(ε) est borne´ et G
1
z,h(η) est borne´ uniforme´ment en η proche de ε fixe´, on
obtient
G1z,h(η) −−−→
η→ε
G1z,h(ε)
dans L(H), puis
d
dε
G1z,h(ε) = iG
1
z,h(ε)ΘhG
1
z,h(ε).
D’apre`s le point (iii), on peut calculer au sens des formes sur DA :
iG1z,h(ε)ΘhG
1
z,h(ε) = −G1z,h(ε)[Hh, Ah]G1z,h(ε)
= −G1z,h(ε)[Hh − z − iεΘh, Ah]G1z,h(ε)− iεG1z,h(ε)[Θh, Ah]G1z,h(ε)
= [G1z,h(ε), Ah]− iεG1z,h(ε)[Θh, Ah]G1z,h(ε)
Le deuxie`me terme se prolonge en un ope´rateur borne´ d’apre`s l’hypothe`se (d) et le premier
est bien de´fini sur DA d’apre`s (iii). Il s’agit donc d’une e´galite´ sur DA, ce qui prouve (iv).
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L’estimation qu’on montre maintenant est de´montre´e dans [JMP84] dans le cas autoad-
joint et pour h fixe´. Le re´sultat n’est pas valable dans le cas dissipatif si on remplace 1R−(Ah)
par 1R+(Ah). On pourra par contre remplacer (Hh − z)−1 et 1R−(Ah) par (H∗h − z)−1 et
1R+(Ah) (voir la remarque 4.22). Contrairement a` ce qui est fait dans [JMP84], on ne de´-
montre pas le re´sultat pour les puissances de la re´solvante. La raison est qu’on l’obtiendra de
fac¸on plus pre´cise au the´ore`me 4.33 en suivant l’argument de [Jen85].
The´ore`me 4.21. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur l’intervalle I et
pour les bornes infe´rieures (αh)h∈]0,1]. Alors pour δ > 1, il existe une constante c > 0 telle
que :
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥1R−(Ah)(Hh − z)−1 〈Ah〉−δ∥∥∥ 6 cαh .
De´monstration. Pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] (ou` ε0 > 0 est donne´ par le lemme 4.19)
on note :
F˜z,h(ε) = 1R−(Ah)e
εAhG1z,h(ε) 〈Ah〉−δ .
On a de´ja`, d’apre`s le lemme 4.19 et le calcul fonctionnel pour Ah :∥∥∥F˜z,h(ε)∥∥∥ 6 ∥∥1R−(Ah)eεAh∥∥ ∥∥∥G1z,h(ε) 〈Ah〉−δ∥∥∥ 6 cαh√ε . (4.33)
Toujours d’apre`s le lemme 4.19, l’application ε 7→ F˜z,h(ε) est de´rivable et comme 〈Ah〉−δ
envoie H dans DA on a pour tout ϕ ∈ H :
d
dε
F˜z,h(ε)ϕ = 1R−(Ah)e
εAhG1z,h(ε)Ah 〈Ah〉−δ ϕ
− iε1R−(Ah)eεAhG1z,h(ε)[Θh, A]G1z,h(ε) 〈Ah〉−δ ϕ.
Pour le premier terme, on a par interpolation complexe (lemme A.1) :∥∥∥1R−(Ah)eεAhG1z,h(ε)Ah 〈Ah〉−δ∥∥∥
6
∥∥∥1R−(Ah)eεAhG1z,h(ε) 〈Ah〉1−δ∥∥∥
6
∥∥∥1R−(Ah)eεAhG1z,h(ε) 〈Ah〉−δ∥∥∥1− 1δ ∥∥1R−(Ah)eεAhG1z,h(ε)∥∥ 1δ
6
∥∥∥F˜z,h(ε)∥∥∥1− 1δ × c α− 1δh ε− 1δ .
Pour le deuxie`me terme on utilise l’hypothe`se (d) ainsi que les estimations du lemme 4.19 :
ε
∥∥∥1R−(Ah)eεAhG1z,h(ε)[Θh, Ah]G1z,h(ε) 〈Ah〉−δ∥∥∥
6 c ε αh
∥∥(Hh1 − i)G1z,h(ε)1R−(Ah)eεAh∥∥ ∥∥∥(Hh1 − i)G1z,h(ε) 〈Ah〉−δ∥∥∥
6 c ε αh × c
αhε
× c
αh
√
ε
6
c
αh
√
ε
.
On obtient finalement∥∥∥∥ ddεF˜z,h(ε)
∥∥∥∥ 6 c
(
α
− 1
δ
h ε
− 1
δ
∥∥∥F˜z,h(ε)∥∥∥1− 1δ + α−1h ε− 12
)
,
et donc ∥∥∥∥ ddεαhF˜z,h(ε)
∥∥∥∥ 6 cε− 1min(δ,2)
(
1 +
∥∥∥αhF˜z,h(ε)∥∥∥1− 1δ
)
.
Avec (4.33), cela permet de conclure graˆce au lemme 4.17.
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Remarque 4.22. On ve´rifie de meˆme
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥1R+(Ah)(H∗h − z)−1 〈Ah〉−δ∥∥∥ 6 cαh
ce qui, par passage a` l’adjoint, donne :
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉−δ (Hh − z)−11R+(Ah)∥∥∥ 6 cαh .
Pour cela on e´tudie l’application
ε 7→ 1R+(Ah)e−εAhG1z,h(ε)∗ 〈Ah〉−δ .
4.2.2 Estimation dans les espaces de Besov
Soit F un ope´rateur autoadjoint sur H. On note Ω0 =] − 1, 1[ et, pour j ∈ N∗ : Ωj ={
λ ∈ R | 2j−1 6 |λ| < 2j}. Pour δ > 0 on de´finit l’espace de Besov
Bδ(F ) =

u ∈ H ∣∣ ‖u‖Bδ(F ) :=
∞∑
j=0
2jδ
∥∥1Ωj (F )u∥∥H <∞

 .
La norme sur l’espace dual Bδ(F )
∗ est :
‖v‖Bδ(F )∗ = sup
j∈N
2−jδ
∥∥1Ωj (F )v∥∥ .
Proposition 4.23. Pour δ > 0 et ε > 0 on a
〈F 〉−(δ+ε)H ⊂ Bδ(F ) ⊂ 〈F 〉−δH,
ou` les injections sont continues.
Ainsi, si (Ah)h∈]0,1] est une famille d’ope´rateurs uniforme´ment conjugue´e a` (Hh)h∈]0,1] et
δ > 12 , les espaces B1/2(Ah) et B
∗
1/2(Ah) s’intercalent entre les espaces 〈Ah〉−δH et 〈Ah〉δH
dans lesquels on a les estimations uniformes et les espaces 〈Ah〉−
1
2 H et 〈Ah〉
1
2 H dans lesquels
elles ne sont pas vraies. Le re´sultat suivant est donc une ame´lioration du the´ore`me 4.14 :
The´ore`me 4.24. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur l’intervalle I et
pour les bornes infe´rieures (αh)h∈]0,1]. Alors pour δ > 12 il existe une constante c > 0 telle
que :
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥(Hh − z)−1∥∥L(Bδ(Ah),Bδ(Ah)∗) 6 cαh .
La de´monstration est directement inspire´e de [Mou83, JP85] (et de la partie 2.2 de [Wan07]
pour le cadre semi-classique).
Proposition 4.25. Avec les hypothe`ses du the´ore`me 4.24, il existe une constante c > 0 telle
que :
∀h ∈]0, 1], ∀z ∈ CI,+, ∀n,m ∈ Z,
∥∥1[n,n+1[(Ah)(Hh − z)−11[m,m+1[(Ah)∥∥ 6 c
αh
.
De´monstration. Soient h ∈]0, 1], z ∈ CI,+ et n ∈ Z. D’apre`s la remarque 4.3 on a∥∥1[n,n+1[(Ah)(Hh − z)−11[n,n+1[(Ah)∥∥
6
∥∥1[n,n+1[(Ah − n) 〈Ah − n〉∥∥ ∥∥∥〈Ah − n〉−1 (Hh − z)−1 〈Ah − n〉−1∥∥∥∥∥〈Ah − n〉1[n,n+1[(Ah − n)∥∥
6
c
αh
,
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ou` c ne de´pend ni de h, ni de z, ni de n. Pour n,m ∈ Z on a :
1[n,n+1[(Ah)(Hh − z)−11[m,m+1[(Ah)
= 1[n,n+1[(Ah)1R−(Ah −m)(Hh − z)−11[m,m+1[(Ah)
+1[n,n+1[(Ah)1R+(Ah −m)(H∗h − z)−11[m,m+1[(Ah)
+1[n,n+1[(Ah)1R+(Ah −m)
(
(Hh − z)−1 − (H∗h − z)−1
)
1[m,m+1[(Ah).
D’apre`s le the´ore`me 4.21 et la remarque 4.22 on a de´ja`
∥∥1R−(Ah −m)(Hh − z)−11[m,m+1[(Ah)∥∥ 6 cαh
et ∥∥1R+(Ah −m)(H∗h − z)−11[m,m+1[(Ah)∥∥ 6 cαh .
Pour le troisie`me terme on remarque que
(Hh − z)−1 − (H∗h − z)−1 = 2i(H∗h − z)−1(Vh + Im z)(Hh − z)−1
et que la forme quadratique
ϕ 7→ 〈(H∗h − z)−1(Vh + Im z)(Hh − z)−1ϕ,ϕ〉 = 〈(Vh + Im z)(Hh − z)−1ϕ, (Hh − z)−1ϕ〉
est positive. Pour ϕ, ψ ∈ H on a donc
〈
(H∗h − z)−1(Vh + µ)(Hh − z)−1ϕ, ψ
〉
6
〈
(H∗h − z)−1(Vh + µ)(Hh − z)−1ϕ,ϕ
〉 1
2
〈
(H∗h − z)−1(Vh + µ)(Hh − z)−1ψ,ψ
〉 1
2 .
Applique´ avec 1[m,m+1[(Ah)ϕ et 1[n,n+1[(Ah)ψ, cela donne∣∣〈1[n,n+1[(Ah)(H∗h − z)−1(Vh + µ)(Hh − z)−11[m,m+1[(Ah)ϕ, ψ〉∣∣
6
∣∣〈(H∗h − z)−1(Vh + µ)(Hh − z)−11[m,m+1[(Ah)ϕ,1[m,m+1[(Ah)ϕ〉∣∣ 12
× ∣∣〈(H∗h − z)−1(Vh + µ)(Hh − z)−11[n,n+1[(Ah)ψ,1[n,n+1[(Ah)ψ〉∣∣ 12
6
∣∣〈[1[m,m+1[(Ah)(Hh − z)−1 − (H∗h − z)−1]1[m,m+1[(Ah)ϕ,ϕ〉∣∣ 12
× ∣∣〈1[n,n+1[(Ah)[(Hh − z)−1 − (H∗h − z)−1]1[n,n+1[(Ah)ψ, ψ〉∣∣ 12
6
c
αh
‖ϕ‖ ‖ψ‖ ,
ce qui prouve la proposition.
On note :
l2,∞(R) =

f ∈ L∞(R) ∣∣ ‖f‖2,∞ =
(∑
k∈Z
∥∥1[k,k+1[f∥∥2∞
) 1
2
<∞

 .
Proposition 4.26. Avec les hypothe`ses du the´ore`me 4.24, il existe une constante c > 0 telle
que pour f, g ∈ l2,∞(R), h ∈]0, 1] et z ∈ CI,+ on a :
∥∥f(Ah)(Hh − z)−1g(Ah)∥∥L(H) 6 cαh ‖f‖2,∞ ‖g‖2,∞ .
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De´monstration. Pour ϕ, ψ ∈ H on a∣∣〈f(Ah)(Hh − z)−1g(Ah)ϕ, ψ〉∣∣
6
∑
n,m∈Z
∣∣〈1[n,n+1[(Ah)(Hh − z)−11[m,m+1[(Ah)g(Ah)ϕ,1[n,n+1[(Ah)f(Ah)ψ〉∣∣
6
∑
n,m∈Z
∥∥1[n,n+1[(Ah)(Hh − z)−11[m,m+1[(Ah)∥∥
× ∥∥1[m,m+1[(Ah)g(Ah)ϕ∥∥ ∥∥1[n,n+1[(Ah)f(Ah)ψ∥∥
6
c
αh
∑
n,m∈Z
∥∥1[m,m+1[(Ah)g(Ah)ϕ∥∥ ∥∥1[n,n+1[(Ah)f(Ah)ψ∥∥ ,
d’apre`s la proposition 4.25. Or, pour m ∈ Z,
∥∥1[m,m+1[(Ah)g(Ah)ψ∥∥2 6
∫
R
∥∥1[m,m+1[g∥∥2∞ dEAh(x)ψ 6 ∥∥1[m,m+1[g∥∥2∞ ‖ψ‖2 ,
et on a une estimation analogue avecm, g et ψ remplace´s par n, f et ϕ. Cela donne finalement :∑
n,m∈Z
∥∥1[m,m+1[(Ah)g(Ah)ψ∥∥ ∥∥1[n,n+1[(Ah)f(Ah)ϕ∥∥
6

 ∑
n,m∈Z
∥∥1[m,m+1[g∥∥∞ ∥∥1[n,n+1[f∥∥∞

 ‖ϕ‖ ‖ψ‖
6 ‖f‖2,∞ ‖g‖2,∞ ‖ϕ‖ ‖ψ‖ .
On peut maintenant de´montrer l’estimation du the´ore`me 4.24 :
De´monstration. Soient ϕ ∈ Bδ(Ah) et j ∈ N. On a :
2−jδ
∥∥1Ωj (Ah)(Hh − z)−1ϕ∥∥ 6 2−jδ∑
k∈N
∥∥1Ωj (Ah)(Hh − z)−11Ωk(Ah)∥∥ ‖1Ωk(Ah)ϕ‖
6
c
αh
2−jδ
∥∥1Ωj∥∥2,∞∑
k∈N
‖1Ωk‖2,∞ ‖1Ωk(Ah)ϕ‖
6
c
αh
2−jδ2
j
2
∑
k∈N
2
k
2 ‖1Ωk(Ah)ϕ‖
6
c
αh
∑
k∈N
2kδ ‖1Ωk(Ah)ϕ‖
6
c
αh
‖ϕ‖Bδ(Ah) .
4.2.3 Conjugaison d’ordre supe´rieur
Pour h ∈]0, 1] on note Θ1R,h = ΘRh = [Hh1 , iAh]0 et Θ1I,h = ΘIh = [Vh, iAh]0. Puis, par
re´currence sur n > 2 et tant que cela a un sens, on pose :
ΘnR,h = [Θ
n−1
R,h , iAh]
0, ΘnI,h = [Θ
n−1
I,h , iAh]
0, Θnh = Θ
n
R,h − iΘnI,h.
Les re´sultats de cette partie sont directement inspire´s de [JMP84] et [Jen85]. On en redonne
toutefois les de´monstrations pour s’assurer que le caracte`re non-autoadjoint de Hh ne pose
pas de proble`me et pour controˆler les estimations par rapport au parame`tre h ∈]0, 1].
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De´finition 4.27. Soit (Ah)h∈]0,1] une famille d’ope´rateurs autoadjoints. On dit que la famille
(Ah)h∈]0,1] est uniforme´ment conjugue´e a` l’ordre n > 2 a` la famille d’ope´rateurs dissipatifs
(Hh)h∈]0,1] sur l’intervalle I et pour les bornes infe´rieures (αh)h∈]0,1] si elle ve´rifie les hypo-
the`ses de la de´finition 4.1 et, de plus :
(cn) Pour tout h ∈]0, 1] et j ∈ J2, nK, les formes quadratiques [Θj−1R,h , iAh] et [Θj−1I,h , iAh]
de´finies sur DH ∩DA sont minore´es, admettent une fermeture et les domaines des ope´-
rateurs autoadjoints ΘjR,h et Θ
j
I,h associe´s a` ces fermetures contiennent DH . En outre
il existe c > 0 telle que :
∀j ∈ J2, nK, ∀h ∈]0, 1], ∀ϕ ∈ DH ,
∥∥∥Θjhϕ∥∥∥ 6 c αh ∥∥(Hh1 − i)ϕ∥∥ .
(dn) La forme de´finie sur DH ∩ DA par [Θnh, Ah] ve´rifie, pour tout ϕ, ψ ∈ DH ∩ DA :
|〈Θnhϕ,Ahψ〉 − 〈Ahϕ,Θnhψ〉| 6 c αh
∥∥(Hh1 − i)ϕ∥∥ ∥∥(Hh1 − i)ψ∥∥ .
En outre, on dira que la famille (Ah)h∈]0,1] est uniforme´ment conjugue´e a` l’ordre infini a` la
famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] si elle est uniforme´ment conjugue´e a` l’ordre n pour
tout n > 2.
Comme on l’avait fait pour G1z,h(ε) au lemme 4.19, on commence par prolonger a` la
re´solvante qu’on va maintenant utiliser les proprie´te´s de Gz,h(ε) :
Lemme 4.28. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` l’ordre n > 2 a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur
l’intervalle I et pour les bornes infe´rieures (αh)h∈]0,1]. On note :
Bnh (ε) =
n∑
j=1
(−iε)j
j!
Θjh.
(i) Il existe ε0 > 0 tel que pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] l’ope´rateur (Hh +Bnh (ε)− z)
admet un inverse borne´ (qu’on notera).
(ii) Il existe une constante c > 0 telle que pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] on a∥∥Gnz,h(ε)∥∥ 6 cαhε
et ∥∥∥Gnz,h(ε) 〈Ah〉−1∥∥∥ 6 cαh√ε .
(iii) Pour tous h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] l’ope´rateur Gnz,h(ε) envoie DA dans DH ∩DA.
(iv) Pour h ∈]0, 1] et z ∈ CI,+ l’application Gnz,h :]0, ε0] → L(H) est de classe C1 et pour
ϕ ∈ DA on a :
d
dε
Gnz,h(ε)ϕ = [G
n
z,h(ε), Ah]ϕ+
(−iε)n
n!
Gnz,h(ε)[Θ
n
h, Ah]G
n
z,h(ε)ϕ. (4.34)
De´monstration. On observe que d’apre`s l’hypothe`se (cn) et les estimations du lemme 4.19 on
a ∥∥(Bnh (ε)−B1h(ε))G1z,h(ε)∥∥ 6 ∥∥(Bnh (ε)−B1h(ε))(Hh − i)−1∥∥ ∥∥(Hh + i)G1z,h(ε)∥∥ 6 c ε.
Quitte a` re´duire ε0 > 0 donne´ par le lemme 4.19, on obtient que pour tout ε ∈]0, ε0] l’ope´ra-
teur
Γnz,h(ε) = 1 +
(
Bnh (ε)−B1h(ε)
)
G1z,h(ε)
est inversible d’inverse uniforme´ment borne´. On peut alors de´finir :
Gnz,h(ε) = G
1
z,h(ε)−G1z,h(ε)Γnz,h(ε)−1
(
Bnh (ε)−B1h(ε)
)
G1z,h(ε).
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Comme dans la de´monstration du lemme 4.19, on ve´rifie que Gnz,h(ε) est bien un inverse pour
l’ope´rateur (Hh +B
n
h (ε)− z). En effet on a
(Hh +B
n
h (ε)− z)G1z,h(ε) = 1 +
(
Bnh (ε)−B1h(ε)
)
G1z,h(ε),
et donc :
(Hh +B
n
h (ε)− z)Gnz,h(ε)
= 1 +
(
Bnh (ε)−B1h(ε)
)
G1z,h(ε)− Γnz,h(ε)−1
(
Bnh (ε)−B1h(ε)
)
G1z,h(ε)
−(Bnh (ε)−B1h(ε))G1z,h(ε)Γnz,h(ε)−1(Bnh (ε)−B1h(ε))G1z,h(ε)
= 1.
Et de meˆme on a Gnz,h(ε)(Hh+B
n
h (ε)−z) = 1 sur DH . Cela prouve (i). On peut alors ve´rifier
les estimations donne´es en (ii) en utilisant les estimations analogues pour G1z,h(ε), comme on
l’avait fait au lemme 4.19. (iii) re´sulte encore du lemme 4.12, et (iv) se montre comme pour
G1z,h(ε), en ve´rifiant qu’on a au sens des formes sur DA :
d
dε
Gnz,h(ε) = iG
n
z,h(ε)

 n∑
j=1
(−iε)j−1
(j − 1)! Θ
j
h

Gnz,h(ε)
= −Gnz,h(ε)[Hh, Ah]Gnz,h(ε)−
n∑
j=2
(−iε)j−1
(j − 1)! G
n
z,h(ε) [Θ
j−1
h , Ah]G
n
z,h(ε)
= −Gnz,h(ε)[Hh +Bnh (ε)− z,Ah]Gnz,h(ε) +
(−iε)n
n!
Gnz,h(ε)[Θ
n
h, Ah]G
n
z,h(ε)
= [Gnz,h(ε), Ah] +
(−iε)n
n!
Gnz,h(ε)[Θ
n
h, Ah]G
n
z,h(ε).
The´ore`me 4.29. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` l’ordre n > 2 a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur
l’intervalle I et pour les bornes infe´rieures (αh)h∈]0,1]. Soient δ1, δ2 > 0 tels que δ1+δ2 < n−1.
(i) Il existe c > 0 telle que :
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉δ1 1R−(Ah)(Hh − z)−11R+(Ah) 〈Ah〉δ2∥∥∥ 6 cαh .
(ii) Il existe c > 0 telle que pour h ∈]0, 1] et z, z′ ∈ CI,+ on a∥∥∥〈Ah〉δ1 1R−(Ah)((Hh − z)−1 − (Hh − z′)−1)1R+(Ah) 〈Ah〉δ2∥∥∥ 6 cαγαh |z − z′|γz ,
avec γα =
δ1+δ2−2n
n+1 et γz =
n−1−δ1−δ2
n+1 > 0.
(iii) Pour λ ∈ I, la limite
〈Ah〉δ1 1R−(Ah)(Hh − (λ+ i0))−11R+(Ah) 〈Ah〉δ2
= lim
µ→0+
〈Ah〉δ1 1R−(Ah)(Hh − (λ+ iµ))−11R+(Ah) 〈Ah〉δ2
existe dans L(H) et de´finit une fonction Ho¨lder-continue d’indice n−1−δ1−δ2n+1 par rapport
a` λ.
Contrairement au cas autoadjoint, on ne peut pas inverser les roˆles de 1R+(Ah) et 1R−(Ah)
dans cet e´nonce´
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De´monstration. 1. Pour h ∈]0, 1], z ∈ CI,+ et ε ∈]0, ε0] (ou` ε0 > 0 est donne´ par le lemme
4.28) on note :
Fnz,h(ε) = 〈Ah〉δ1 eεAh1R−(Ah)Gnz,h(ε)1R+(Ah)e−εAh 〈Ah〉δ2 .
D’apre`s le lemme 4.28 (iv), on a
d
dε
Fnz,h(ε) = 〈Ah〉δ1 eεAh1R−(Ah)Dnz,h(ε)1R+(Ah)e−εAh 〈Ah〉δ2
avec
Dnz,h(ε) = [Ah, G
n
z,h(ε)] + [G
n
z,h(ε), Ah] +
(−iε)n
n!
Gnz,h(ε)[Θ
n
h, Ah]G
n
z,h(ε)
=
(−iε)n
n!
Gnz,h(ε)[Θ
n
h, Ah]G
n
z,h(ε).
On en de´duit :∥∥∥∥ ddεFnz,h(ε)
∥∥∥∥ 6 ∥∥∥〈Ah〉δ1 eεAh1R−(Ah)∥∥∥ ∥∥Dnz,h(ε)∥∥ ∥∥∥1R+(Ah)e−εAh 〈Ah〉δ2∥∥∥
6 ×cε−δ1 × cα−1h εn−2 × cε−δ2
6
c
αh
εn−δ1−δ2−2.
Or δ1 + δ2 < n− 1, donc n− δ1 − δ2 − 2 > −1. On a cette fois une estimation de la de´rive´e
directement inte´grable en 0, donc on obtient (i) sans passer par le lemme 4.17.
2. Soient h ∈]0, 1], z, z′ ∈ CI,+ et ε ∈]0, ε0]. Les estimations pre´ce´dentes donnent :∥∥Fnz,h(ε)− Fnz,h(0)∥∥ 6 cαh εn−1−δ1−δ2 et
∥∥Fnz,h(ε)− Fnz′,h(ε)∥∥ 6 cα2h ε−(δ1+δ2+2) |z − z′| .
On obtient alors (ii) et (iii) comme au the´ore`me 4.18 en prenant ε = α
− 1
n+1
h |z − z′|
1
n+1 .
Dans le cas ou` la famille la conjugaison est d’ordre supe´rieur ou e´gal a` 2 le re´sultat suivant
ge´ne´ralise le the´ore`me 4.21 :
The´ore`me 4.30. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` l’ordre n > 2 a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur
l’intervalle I et pour les bornes infe´rieures (αh)h∈]0,1]. Soit δ ∈
]
1
2 , n
[
.
(i) Il existe c > 0 tel que
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉−δ (Hh − z)−11R+(Ah) 〈Ah〉δ−1∥∥∥L(H) 6 cαh . (4.35)
(ii) Pour δ′ ∈]−∞, δ[ il existe γδ,δ′ , γ˜δ,δ′ > 0 et c > 0 tels que pour h ∈]0, 1] et z, z′ ∈ CI,+
on a :∥∥∥〈Ah〉−δ ((Hh − z)−1 − (Hh − z′)−1)1R+(Ah) 〈Ah〉δ′−1∥∥∥L(H) 6 cα−γ˜δ,δ′h |z − z′|γδ,δ′ .
(4.36)
(iii) Pour λ ∈ I, la limite
〈Ah〉−δ (Hh − (λ+ i0))−11R+(Ah) 〈Ah〉δ
′−1
= lim
µ→0+
〈Ah〉−δ (Hh − (λ+ iµ))−11R+(Ah) 〈Ah〉δ
′−1
existe dans L(H) et de´finit une fonction Ho¨lder-continue.
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Remarque 4.31. On montre de meˆme des estimations uniformes (et le principe d’absorption
limite en remplac¸ant δ − 1 par δ′ − 1) pour la famille d’ope´rateurs
〈Ah〉−δ (H∗h − z)−11R−(Ah) 〈Ah〉δ−1
et donc, par passage a` l’adjoint, pour
〈Ah〉δ−1 1R−(Ah)(Hh − z)−1 〈Ah〉−δ .
De´monstration. 1. Soit ψ ∈ D( 〈Ah〉δ−1 ). On a :
〈Ah〉−δ (Hh − z)−11R+(Ah) 〈Ah〉δ−1 ψ = 〈Ah〉−δ 1R+(Ah)(Hh − z)−11R+(Ah) 〈Ah〉δ−1 ψ
+ 〈Ah〉−δ 1R−(Ah)(Hh − z)−11R+(Ah) 〈Ah〉δ−1 ψ.
Comme δ − 1 < n− 1, on a d’apre`s le the´ore`me 4.29 :∥∥∥〈Ah〉−δ 1R−(Ah)(Hh − z)−11R+(Ah) 〈Ah〉δ−1 ψ∥∥∥ 6 cαh ‖ψ‖ .
Pour le premier terme, on conside`re ϕ ∈ H et on e´crit :〈
ϕ, 〈Ah〉−δ 1R+(Ah)(Hh − z)−11R+(Ah) 〈Ah〉δ−1 ψ
〉
=
∞∑
n=0
〈
〈Ah〉−δ 1[n,n+1[(Ah)ϕ,1[n,n+1[(Ah)(Hh − z)−11R+(Ah) 〈Ah〉δ−1 ψ
〉
=
∞∑
n=0
〈
〈Ah〉−δ 1[n,n+1[(Ah)ϕ,1[n,n+1[(Ah)(Hh − z)−11[0,n+1[(Ah) 〈Ah〉δ−1 ψ
〉
+
∞∑
n=0
〈
〈Ah〉−δ 1[n,n+1[(Ah)ϕ,1[n,n+1[(Ah)(Hh − z)−11[n+1,+∞[(Ah) 〈Ah〉δ−1 ψ
〉
=: B1 +B2.
On peut estimer le premier terme graˆce a` la proposition 4.25 :∥∥∥1[n,n+1[(Ah)(Hh − z)−11[0,n+1[(Ah) 〈Ah〉δ−1 ψ∥∥∥
6
n∑
m=0
∥∥∥1[n,n+1[(Ah)(Hh − z)−11[m,m+1[(Ah) 〈Ah〉δ−1 ψ∥∥∥
6
n∑
m=0
∥∥1[n,n+1[(Ah)(Hh − z)−11[m,m+1[(Ah)∥∥ ∥∥∥1[m,m+1[(Ah) 〈Ah〉δ−1∥∥∥ ∥∥1[m,m+1[(Ah)ψ∥∥
6
c
αh
n∑
m=0
(m+ 1)δ−1
∥∥1[m,m+1[(Ah)ψ∥∥ ,
ce qui donne, avec le lemme 3.5 de [Jen85] :
|B1| 6 c
αh
∞∑
n=0
n−δ
∥∥1[n,n+1[(Ah)ϕ∥∥
(
n∑
m=0
mδ−1
∥∥1[m,m+1[(Ah)ψ∥∥
)
6
c
αh
( ∞∑
n=0
∥∥1[n,n+1[(Ah)ϕ∥∥2
) 1
2

 ∞∑
n=0
(
n−δ
n∑
m=0
(m+ 1)δ−1
∥∥1[m,m+1[(Ah)ψ∥∥
)2
1
2
6
c
αh
‖ϕ‖
( ∞∑
n=0
∥∥1[n,n+1[(Ah)ψ∥∥2
) 1
2
6
c
αh
‖ϕ‖ ‖ψ‖ .
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On a utilise´ dans ce calcul le fait que les vecteurs 1[n,n+1[(Ah)ϕ sont deux a` deux orthogonaux.
2. Ainsi pour montrer (4.35) il reste a` prouver une estimation analogue pour B2. Pour cela
on distingue deux cas.
◮ Cas 12 < δ 6 1 : Dans ce cas 〈Ah〉δ−1 est un ope´rateur borne´. En utilisant la remarque
4.3 et le the´ore`me 4.29 on a alors :∥∥1[n,n+1[(Ah)(Hh − z)−11[n+1,∞[(Ah)∥∥ 6 ∥∥1R−(Ah − n− 1)(Hh − z)−11R+(Ah − n− 1)∥∥
6
c
αh
.
(4.37)
On obtient
|B2| 6 c
αh
‖ψ‖
∞∑
n=0
n−δ
∥∥1[n,n+1[(Ah)ϕ∥∥ 6 c
αh
‖ϕ‖ ‖ψ‖ ,
ce qui permet de conclure.
◮ Cas 1 < δ < n : D’apre`s le the´ore`me 4.29, on a∥∥∥1[n,n+1[(Ah)(Hh − z)−11[n+1,∞[(Ah) 〈Ah〉δ−1 ψ∥∥∥
6
∥∥∥1R−(Ah − (n+ 1))(Hh − z)−11R+(Ah − (n+ 1)) 〈Ah − (n+ 1)〉δ−1∥∥∥
×
∥∥∥〈Ah − (n+ 1)〉1−δ 〈Ah〉δ−1∥∥∥ ‖ψ‖
6
c
αh
nδ−1 ‖ψ‖ ,
et donc :
|B2| 6 c
αh
∞∑
n=0
n−δ
∥∥1[n,n+1[(Ah)ϕ∥∥nδ−1 ‖ψ‖ 6 c
αh
‖ϕ‖ ‖ψ‖ .
3. Ce que vient de montrer donne en particulier, pour z, z ∈ CI,+ :∥∥∥〈Ah〉−δ ((Hh − z)−1 − (Hh − z′)−1)1R+(Ah) 〈Ah〉δ−1∥∥∥ 6 cαh .
D’apre`s le the´ore`me 4.18, on a par ailleurs :∥∥∥〈Ah〉−δ ((Hh − z)−1 −Hh − z′)−1) 〈Ah〉−δ∥∥∥ 6 c
αγ˜
′
h
|z − z′|γ′ ,
pour certains γ′, γ˜′ > 0 . Par interpolation on en de´duit que pour −δ < δ′ − 1 < δ − 1 on a :∥∥∥〈Ah〉−δ ((Hh − z)−1 − (Hh − z′)−1) 〈Ah〉1−δ′∥∥∥ 6 c
αγ˜h
|z − z′|γ ,
pour certains γ, γ′ > 0. Si δ′ − 1 6 −δ alors (4.36) re´sulte directement du the´ore`me 4.18.
L’existence et la re´gularite´ de la limite de la re´solvante s’obtiennent alors comme au the´ore`me
4.18.
4.2.4 Estimations des puissances de la re´solvante et re´gularite´ de la
limite
On poursuit dans ce paragraphe l’adaptation au cas dissipatif des re´sultats de [Jen85].
On obtient ici des estimations uniformes pour les puissances de la re´solvante et on en de´duit
de meilleurs re´sultats de re´gularite´ pour les limites obtenues au paragraphe pre´ce´dent.
On commence par un e´nonce´ qui regroupe les lemmes 2.1 et 2.2 de [Jen85] :
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Lemme 4.32. Soient Q, P+ et P− des ope´rateurs borne´s sur H tels que P+ + P− = 1 et
Q est autoadjoint inversible avec ‖Q‖ 6 1. Soient R1, . . . , Rl des ope´rateurs borne´s sur H,
l ∈ N. On suppose qu’il existe des constantes σ ∈]0, 1], n > σ et c1, . . . , cl > 0 telles que pour
tout j ∈ J1, lK on a :
(a) ‖QσRjQσ‖ 6 cj,
(b)
∥∥Q1−δP−RjQδ∥∥ 6 cj pour tout δ ∈ [σ, n[,
(c)
∥∥QδRjP+Q1−δ∥∥ 6 cj pour tout δ ∈ [σ, n[,
(d)
∥∥Q−δ1P−RjP+Q−δ2∥∥ 6 cj pour tous δ1, δ2 > 0 tels que δ1 + δ2 < n− 1.
Alors pour tout k ∈ N∗ tel que k < n+ 1− σ et j1, . . . , jk ∈ J1, lK, on a :
(ak)
∥∥Qk−1+σRj1 . . . RjkQk−1+σ∥∥ 6 2k−1cj1 . . . cjk ,
(bk)
∥∥Qk−δP−Rj1 . . . RjkQδ∥∥ 6 2k−1cj1 . . . cjk pour tout δ ∈ [k − 1 + σ, n[,
(ck)
∥∥QδRj1 . . . RjkP+Qk−δ∥∥ 6 2k−1cj1 . . . cjk pour tout δ ∈ [k − 1 + σ, n[,
(dk)
∥∥Q−δ1P−Rj1 . . . RjkP+Q−δ2∥∥ 6 2k−1cj1 . . . cjk pour tous δ1, δ2 > 0 tels que : δ1 + δ2 <
n− k.
De´monstration. On montre par re´currence sur k ∈ N∗, k < n+1−σ, que les proprie´te´s (ak),
(bk), (ck) et (dk) sont ve´rifie´es, sachant que (a1), (b1), (c1) et (d1) sont vraies par hypothe`se.
On suppose donc que ces quatre proprie´te´s sont vraies jusqu’au rang k − 1 pour un certain
k > 2 tel que k < n+ 1− σ. Pour montrer (ak) on e´crit :
Qk−1+σRj1 . . . RjkQ
k−1+σ
= Qk−1+σRj1 . . . Rjk−1(P+ + P−)RjkQ
k−1+σ
= (Qk−1+σRj1 . . . Rjk−1P+Q
−σ)(QσRjkQ
k−1+σ)
+(Qk−1+σRj1 . . . Rjk−1Q
k−2+σ)(Q1−(k−1+σ)P−RjkQ
k−1+σ)
On peut appliquer (ck−1) avec δ = k − 1 + σ ∈ [k − 2 + σ, n[, ce qui donne :∥∥Qk−1+σRj1 . . . Rjk−1P+Q−σ∥∥ 6 2k−2cj1 . . . cjk−1 .
Comme
∥∥Qk−1∥∥ 6 1 on obtient par (a1) :∥∥QσRjkQk−1+σ∥∥ 6 cjk .
De meˆme (ak−1) implique∥∥Qk−1+σRj1 . . . Rjk−1Qk−2+σ∥∥ 6 2k−2cj1 . . . cjk−1 ,
tandis que (b1) donne ∥∥∥Q1−(k−1+σ)P−RjkQk−1+σ∥∥∥ 6 ck,
et finalement on obtient bien (ak). On proce`de de meˆme pour les trois autres estimations.
Pour δ ∈ [k − 1 + σ, n[, on e´crit :
Qk−δP−Rj1 . . . RjkQ
δ = (Qk−1−(δ−1)P−Rj1 . . . Rjk−1Q
δ−1)(Q1−δP−RjkQ
δ)
+ (Qk−δP−Rj1 . . . Rjk−1P+Q
−σ)(QσRjkQ
δ)
et on montre (bk) en utilisant (bk−1), (b1), (dk−1) et (a1). (ck) se montre de la meˆme fac¸on.
Pour (dk) on e´crit
Q−δ1P−Rj1 . . . RjkP+Q
−δ2
= (Qk−1−(δ1+k−1)P−Rj1 . . . Rjk−1Q
δ1+k−1)(Q−(δ1+k−1)P−RjkP+Q
−δ2)
+(Q−δ1P−Rj1 . . . Rjk−1P+Q
−(δ2+1))(Qδ2+1RjkP+Q
1−(δ2+1)).
Il ne reste donc plus qu’a` appliquer (bk−1), (d1), (dk−1) et (c1) pour achever la de´monstration.
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En partant des the´ore`mes 4.14, 4.30 et 4.29 (et de la remarque 4.31), le lemme 4.32 permet
de montrer :
The´ore`me 4.33. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` l’ordre n > 2 a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur
l’intervalle I et pour les bornes infe´rieures (αh)h∈]0,1]. Soit k ∈ J1, nK.
(i) Si δ > k − 12 alors il existe une constante c telle que
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉−δ (Hh − z)−k 〈Ah〉−δ∥∥∥ 6 c
αkh
.
(ii) Si δ ∈ ]k − 12 , n[, alors il existe une constante c telle que
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉δ−k 1R−(Ah)(Hh − z)−k 〈Ah〉−δ∥∥∥ 6 cαkh .
(iii) Si δ ∈ ]k − 12 , n[, alors il existe une constante c telle que
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉−δ (Hh − z)−k1R+(Ah) 〈Ah〉δ−k∥∥∥ 6 cαkh .
(iv) Si δ1, δ2 > 0 sont tels que δ1 + δ2 < n− k alors il existe une constante c telle que
∀h ∈]0, 1], ∀z ∈ CI,+,
∥∥∥〈Ah〉δ1 1R−(Ah)(Hh − z)−k1R+(Ah) 〈Ah〉δ2∥∥∥ 6 cαkh .
(v) En outre ces ope´rateurs admettent une limite dans L(H) pour Im z → 0+ si on rem-
place 〈Ah〉δ−k par 〈Ah〉δ
′−k
pour un certain δ′ ∈]−∞, δ[ dans (ii) et (iii). Ces limites
de´finissent des fonctions Ho¨lder-continues de I dans L(H).
De´monstration. 1. On peut se restreindre a` δ ∈ ]k − 12 , n[ pour (i). Soient h ∈]0, 1] et z ∈
CI,+. On applique le lemme 4.32 avec P− = 1R−(Ah), P+ = 1R+(Ah), Q = 〈Ah〉−1, l = 1,
R1 = (Hh − z)−1 et
σ ∈
]
1
2
,min(1, δ − k + 1)
[
.
On a alors k < n+ 1− σ et δ ∈ [k − 1 + σ, n[. D’apre`s les the´ore`mes 4.14, 4.30 et 4.29 (voir
aussi la remarque 4.31), on peut prendre c1 =
c
αh
ou` c ne de´pend ni de h ni de z, les ine´galite´s
(ak)−(dk) donnent alors les estimations (i)-(iv) annonce´es avec c ne de´pendant ni de h ni de z.
2. Pour de´montrer (v) on a besoin d’estimations de la forme
∀z, z′ ∈ CI,+,
∥∥∥〈Ah〉−δ ((Hh − z)−k − (Hh − z′)−k) 〈Ah〉−δ∥∥∥ 6 ch |z − z′|γ (4.38)
avec γ > 0, et des estimations correspondantes pour les ope´rateurs de (ii), (iii) et (iv) (on
aura γ = 0 pour (ii) et (iii), mais on aura juste a` faire une interpolation comme pour le
the´ore`me 4.30, c’est pour cela qu’on doit remplacer 〈Ah〉δ−k par 〈Ah〉δ
′−k
). On a de´ja` ces
estimations pour k = 1, on les obtient dans le cas ge´ne´ral en utilisant a` nouveau le lemme
4.32 avec l = 3, R1 = (Hh − z)−1 − (Hh − z′)−1, R2 = (Hh − z)−1, R3 = (Hh − z′)−1 et en
observant que
(Hh − z)−k − (Hh − z′)−k = R1
k−1∑
j=0
Rj2R
k−1−j
3 .
The´ore`me 4.34. On suppose que la famille (Ah)h∈]0,1] d’ope´rateurs autoadjoints sur H est
uniforme´ment conjugue´e a` l’ordre n > 2 a` la famille d’ope´rateurs dissipatifs (Hh)h∈]0,1] sur
l’intervalle I et pour les bornes infe´rieures (αh)h∈]0,1]. Soit k ∈ J1, nK.
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(i) Si δ > k − 12 alors pour tout λ ∈ I la limite
〈Ah〉−δ (Hh − (λ+ i0))−1 〈Ah〉−δ
existe et de´finit une fonction de classe Ck−1 de I dans L(H).
(ii) Si δ ∈ ]k − 12 , n[ et δ′ < δ alors pour tout λ ∈ I les limites
〈Ah〉−δ (Hh − (λ+ i0))−11R+(Ah) 〈Ah〉δ
′−k
et
〈Ah〉δ
′−k
1R−(Ah)(Hh − (λ+ i0))−1 〈Ah〉−δ
existent et de´finissent des fonctions de classe Ck−1 de I dans L(H).
(iii) Si δ1, δ2 > 0 sont tels que δ1 + δ2 < n− k alors pour tout λ ∈ I la limite
〈Ah〉δ1 1R−(Ah)(Hh − (λ+ i0))−11R+(Ah) 〈Ah〉δ2
existe et de´finit une fonction de classe Ck−1 de I dans L(H).
De´monstration. Les autres assertions e´tant analogues, on se contente de montrer (i). Pour
λ ∈ I et µ > 0 on note
fµ(λ) = 〈Ah〉−δ (Hh − (λ+ iµ))−1 〈Ah〉−δ .
Pour tout j ∈ J0, k − 1K on a :
f (j)µ (λ) = j! 〈Ah〉−δ (Hh − (λ+ iµ))−(j+1) 〈Ah〉−δ .
Le the´ore`me pre´ce´dent affirme que les fonctions f
(k)
µ convergent lorsque µ → 0+. Vu (4.38),
il y a en fait convergence uniforme. Cela prouve donc que la fonction f0 = limµ→0+ fµ est de
classe Cj , avec f
(j)
0 = limµ→0+ f
(j)
µ .
4.3 Application a` l’ope´rateur de Schro¨dinger dissipatif
On applique dans cette partie la me´thode de Mourre pour H = L2(Rn) et pour l’ope´rateur
de Schro¨dinger dissipatif
Hh = −h2∆+ V1(x)− iν(h)V2(x), (4.39)
ou` h ∈]0, 1]. La partie re´elle du potentiel V1 ∈ C∞(Rn,R) est toujours de longue porte´e (voir
(3.11)). On n’a dans un premier temps pas besoin de tant de re´gularite´ sur la partie imaginaire
car on ne fera pas de calcul pseudo-diffe´rentiel avec V2 (ce sera par contre le cas pour le
paragraphe 4.3.5). On suppose simplement que V2 est positif, continu (plus pre´cise´ment la
proprie´te´ que l’on va utiliser est la suivante : si V2(x) > 0, alors il existe un voisinage V de x
et γ > 0 tels que V2(v) > γ pour tout v ∈ V) et pour j ∈ J0, 2K la de´rive´e radiale (x · ∇)jV2
est bien de´finie et est borne´e. Enfin ν est une application quelconque de ]0, 1] dans ]0, 1]. On
notera
ν˜(h) = min
(
1,
ν(h)
h
)
.
L’ope´rateur Hh1 = −h2∆+ V1(x) est autoadjoint sur l’espace de Sobolev DH = H2(Rn).
L’ope´rateur de multiplication par ν(h)V2(x) est borne´ sur L
2(Rn) uniforme´ment en h, et est
donc en particulier uniforme´ment Hh1 -borne´ de borne relative 0.
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4.3.1 Cas d’un fort amortissement
Avant d’appliquer toute la the´orie de Mourre, il convient de remarquer qu’en appliquant
pour tout h ∈]0, 1] la proposition 4.13 avec T = Hh et B = Q =
√
ν(h)V2 on a directement
le re´sultat suivant :
Proposition 4.35. Pour tous h ∈]0, 1] et z ∈ C+ on a :∥∥∥√V2(Hh − z)−1√V2∥∥∥L(L2(Rn)) 6 1ν(h) .
Ce re´sultat est particulie`rement inte´ressant dans le cas ou` V2 est un amortissement fort,
typiquement V2(x) > c0 〈x〉−ρ avec 0 6 ρ 6 1 et/ou ν(h) > h. Dans les cas ou` on n’a pas ces
minorations, on va utiliser la the´orie que l’on vient de de´velopper pour obtenir une estimation
en O(hν˜(h))−1 avec des poids 〈x〉−δ ou` δ > 12 .
4.3.2 Estimation de la re´solvante de l’ope´rateur de Schro¨dinger dis-
sipatif
On rappelle qu’on a note´
O = {(x, ξ) ∈ R2n |V2(x) > 0} ,
et que la proprie´te´ classique pour l’e´nergie E > 0 qu’on va utiliser dans le cas dissipatif est
la suivante :
∀w ∈ Ωb({E}), ∃T ∈ R, V2(x(T,w)) > 0. (4.40)
Le but de cette partie est de montrer le re´sultat suivant :
The´ore`me 4.36. Soient δ > 12 et E > 0 ve´rifiant l’hypothe`se d’amortissement (4.40). Alors
il existe un voisinage I de E dans R∗+, h0 > 0 et c > 0 tels que pour tous z ∈ CI,+ et
h ∈]0, h0] on a ∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥L(L2(Rn)) 6 chν˜(h) .
En outre pour h ∈]0, h0] et λ ∈ I la limite
〈x〉−δ (Hh − (λ+ i0))−1 〈x〉−δ = lim
µ→0+
〈x〉−δ (Hh − (λ+ iµ))−1 〈x〉−δ
existe dans L(L2(Rn)) et de´finit une fonction Ho¨lder-continue par rapport a` λ.
On reprend la notation
Ah = − ih
2
(x · ∇+∇ · x) = Opwh (x · ξ) (4.41)
pour le ge´ne´rateur des dilatations semi-classique.
Pour montrer ce the´ore`me, on utilise la the´orie de´veloppe´e dans la premie`re partie et le
the´ore`me suivant :
The´ore`me 4.37. Soit E > 0 ve´rifiant (4.40). Alors il existe un voisinage I de E dans R∗+,
h0 ∈]0, 1] et r ∈ C∞0 (R2n,R) tels que la famille d’ope´rateurs
ν˜(h)Fh = ν˜(h)(Ah +Op
w
h (r)), h ∈]0, h0],
est conjugue´e a` (Hh)h∈]0,h0] sur I pour les bornes infe´rieures c0hν˜(h) ou` c0 > 0.
Le fait que h parcourt ]0, 1] plutoˆt que ]0, h0] dans la de´finition d’une famille d’ope´rateurs
conjugue´s n’a pas d’importance. Par ailleurs, la condition importante dans la de´finition 4.1
est la dernie`re. Pour les autres, on a la proposition suivante :
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Proposition 4.38. Pour tout r ∈ C∞0 (R2n,R) et c0 > 0, l’ope´rateur
ν˜(h)Fh = ν˜(h)(Ah +Op
w
h (r))
est autoadjoint et ve´rifie les hypothe`ses (a) a` (d) d’un ope´rateur conjugue´ a` Hh pour les
bornes infe´rieures αh = c0hν˜(h) et pour n’importe quel choix de βh, h ∈]0, 1].
De´monstration. Soit h ∈]0, 1]. L’ope´rateur Opwh (r) est borne´ (the´ore`me 3.9) et autoadjoint
(proposition 3.13). L’ope´rateur Ah e´tant autoadjoint, Fh est bien autoadjoint. L’hypothe`se
(a) est ve´rifie´e en utilisant l’espace de Schwartz comme pour la proposition 4.6. On avait
e´galement vu que l’hypothe`se (b) e´tait ve´rifie´e pour le ge´ne´rateur des dilatations. Mais on a :
∀ϕ ∈ H2(Rn), e−itAhϕ− e−itFhϕ =
∫ t
0
e−isAhOpwh (r)e
−i(t−s)Fhϕds.
Comme e−i(s−t)Fh est un ope´rateur unitaire, Opwh (r) est borne´ de L
2(Rn) dans H2(Rn) et
e−isAh pre´serve H2(Rn) (plus pre´cise´ment, l’expression (4.5) montre que e−isAh est borne´ sur
H2(Rn) uniforme´ment en s ∈ [−t, t] pour n’importe quel t > 0), l’ope´rateur e−itAh − e−itFh
pre´serve H2(Rn) et :
∀h ∈]0, 1], ∀ϕ ∈ H2(Rn), sup
|t|61
∥∥Hh1 (e−itAh − e−itFh)ϕ∥∥ <∞,
ce qui prouve donc l’hypothe`se (b) pour Fh, et par suite pour ν˜(h)Fh. Pour (c), on a d’apre`s la
formule (3.9) pour le commutateur de deux ope´rateurs pseudo-diffe´rentiels, et en particulier
les exemples 3.8 :
[Hh1 , iν˜(h)Fh] = 2hν˜(h)H
h
0 − hν˜(h)x · ∇V1(x) + hν˜(h)Opwh ({ξ2 + V1(x), r}) + O
h→0
(h2)
et
[ν(h)V2(x), iν˜(h)Fh] = −hν(h)ν˜(h)x · ∇V2(x) + hν(h)ν˜(h)Opwh ({V2(x), r}) + O
h→0
(h2),
ce qui permet d’affirmer que (c) est ve´rifie´e. Quant a` (d), elle se ve´rifie de la meˆme fac¸on,
sachant que (x · ∇)2V1 et (x · ∇)2V2 sont encore des fonctions borne´es.
Pour ve´rifier l’hypothe`se (e), il faut choisir r avec un peu plus de soin :
Proposition 4.39. On suppose que toute trajectoire classique d’e´nergie E rencontre O, alors
il existe un voisinage ouvert J de E, h0 > 0, c0 > 0, β > 0 et r ∈ C∞0 (R2n,R) tels que pour
tout h ∈]0, h0] on a :
1J(H
h
1 )
(
[Hh1 , iν˜(h)Fh] + βν(h)V2(x)
)
1J(H
h
1 ) > c0hν˜(h)1J(H
h
1 ),
ou` Fh = Ah +Op
w
h (r).
De´monstration. 1. D’apre`s le corollaire 3.39, il existe ε ∈ ]0, E6 [ tel que toute e´nergie dans
[E−3ε, E+3ε] ve´rifie l’hypothe`se (4.40). On pose alors J =]E−ε, E+ε[, J2 =]E−2ε, E+2ε[
et J3 =]E − 3ε, E + 3ε[. Soit R > 0 un rayon de fuite pour J3. Pour (x, ξ) ∈ p−1(J3) tel que
|x| > R on a alors :
{p, x · ξ}(x, ξ) = 2p(x, ξ)− 2V1(x)− x · ∇V1(x) > E
2
. (4.42)
2. On note :
Kb = p
−1(J3) ∩Bx(R+ 1) \ Ω∞(R∗+).
Kb est alors un compact inclus Ω
+
b
(
J3
) ∪ Ω−b (J3). Soit w ∈ Kb. D’apre`s la proposition 3.36,
on peut trouver un temps T ∈ R tel que V2(x(T,w)) > 0, et donc V2,w ∈ C∞0 (Rn) tel que
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0 6 V2,w 6 V2 et V2,w(x(T,w)) > 0. Puisque x(T, ·) est continue, il existe un voisinage Ww
de w dans R2n tel que V2,w(x(T, v)) > 0 pour tout v ∈ Ww. Et comme Kb est compact, on
peut trouver w1, . . . , wN ∈ Kb tels que Kb ⊂
⋃N
j=1Wwj . Notant V22 = 1N
∑N
j=1 V2,wj , on
obtient une fonction V22 ∈ C∞0 (Rn) telle que 0 6 V22 6 V2 et toute trajectoire issue de Kb
rencontre O˜ = {(x, ξ) ∈ R2n |V22(x) > 0}.
3. Soient w ∈ Kb et Tw ∈ R tels que φTw(w) ∈ O˜. Comme φTw est continu, on peut trouver
γw > 0 et un voisinage ouvert Vw de w dans R2n tels que pour tout v ∈ Vw on a φTw(v) ∈ O˜γw ,
ou` on a note´ O˜γ = {(x, ξ) ∈ R2n |V22(x) > γ}. Soit Uw un voisinage ouvert et borne´ de w
avec Uw ⊂ Vw. On conside`re une fonction gw ∈ C∞0 (R2n, [0, 1]) a` support dans Vw et e´gale a`
1 sur Uw, puis fw ∈ C∞0 (R2n,R) de´finie par
fw =
∫ Tw
0
gw ◦ φ−t dt.
On a construit fw pour avoir :
{p, fw} =
∫ Tw
0
{p, gw ◦ φ−t} dt = −
∫ Tw
0
d
dt
(
gw ◦ φ−t
)
dt = gw − gw ◦ φ−Tw .
Le premier terme est positif et e´gal a` 1 sur Uw tandis que le second est a` support dans
φTw(Vw) ⊂ O˜γw . En particulier la fonction {p, fw} est positive hors de O˜γw et e´gale a` 1 sur
Uw \ O˜γw . Comme Kb est compact, on peut trouver w1, . . . , wN ∈ Kb pour N ∈ N tels que
Kb ⊂ U :=
⋃N
j=1 Uwj . Soient γ = min16j6N γwj et f =
∑N
j=1 fwj . Alors f est a` support
compact et {p, f} est positive hors de O˜γ et au moins e´gale a` 1 sur U \ O˜γ . L’application
{p, x · ξ} e´tant borne´e sur U , il existe une constante Cb > 0 telle que
{p, x · ξ + Cbf} > E
2
sur U \ O˜γ .
On a par ailleurs
{p, x · ξ + Cbf} > {p, x · ξ} sur R2n \ O˜γ .
Et comme l’application {p, x · ξ + Cbf} est borne´e sur O˜γ , on peut trouver β > 0 telle que
{p, x · ξ +Cbf}+ βV22 > {p, x · ξ} sur R2n et {p, x · ξ +Cbf}+ βV22 > E
2
sur U . (4.43)
4. On note
U∞ = Ω∞(J3) ∩Bx(R+ 1).
On a alors :
U∞ ∪ U ∪ p−1
(
R \ J2
) ∪ (R2n \Bx(R)) = R2n.
Une partition de l’unite´ associe´e a` ce recouvrement ouvert de R2n fournit une fonction g∞ ∈
C∞0 (R
2n, [0, 1]) a` support dans U∞ et e´gale a` 1 au voisinage du compact
K∞ = p−1
(
J2
) ∩Bx(R) \ U .
Soit w ∈ supp g∞. Il existe Tw > 0 tel que |x(Tw, w)| > R + 2. Par continuite´ du flot, il
existe un voisinage Vw de w dans U∞ tel que |x(Tw, v)| > R + 2 pour tout v ∈ Vw. Comme
R+ 2 est un rayon de fuite pour J3, on a donc :
∀v ∈ Vw, ∀t > Tw, g∞(φt(v)) = 0.
Comme le support de g∞ est compact, il existe w1, . . . , wN ∈ supp g∞ tels que supp g∞ ⊂
V := ⋃Ni=1 Vwi . Notant alors T = max {Twi , i ∈ J1, NK}, on obtient :
∀v ∈ V, ∀t > T, g∞(φt(v)) = 0. (4.44)
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Soit maintenant w ∈ R2n. On veut montrer qu’il existe un voisinage Ww de w dans R2n
et τw > 0 tels que
∀v ∈ Ww, ∀t ∈ R+ \ [τw, τw + T ], g∞(φt(v)) = 0. (4.45)
Cela signifie que meˆme si on peut trouver des points w ∈ R2n tels que φt(w) ∈ supp g∞ pour
t arbitrairement grand, le proble`me ne se pose pas localement et on controˆle globalement le
temps qu’une trajectoire peut passer dans le support de g∞.
Si {φt(w), t ∈ R} ne rencontre pas supp g∞, alors on peut trouver un voisinage Ww de w
dans R2n tel qu’aucune trajectoire issue d’un point de Ww ne rencontre supp g∞, et donc
(4.45) est ve´rifie´e pour n’importe quel τw. En effet supposons par l’absurde qu’il existe une
suite (wm)m∈N d’e´le´ments de supp g∞ et une suite (tm)m∈N re´elle telles que φ
tm(wm) tend
vers w quand m tend vers +∞. Quitte a` extraire une sous-suite, on peut supposer que wm
converge vers w∞ ∈ supp g∞. Comme w∞ ∈ Ω∞(J3), il existe un voisinage V∞ de w∞, un
voisinage V0 de w et T > 0 tels que pour |t| > T on a φt(V∞)∩V0 = ∅. Cela implique que la
suite (tm)m∈N est borne´e et donc qu’a` extraction d’une sous-suite pre`s elle converge vers un
certain t∞ ∈ R. Mais dans ce cas on doit avoir φt∞(w∞) = w par continuite´ du flot, ce qui
est absurde.
Si w ∈ V, alors d’apre`s (4.44), (4.45) est ve´rifie´e avec Ww = V et τw = 0. On suppose
maintenant que w /∈ V et qu’il existe t > 0 tel que φt(w) ∈ supp g∞. Alors il existe τw > 0
tel que φτw(w) ∈ V \ supp g∞ et φt(w) /∈ supp g∞ pour t ∈ [0, τw]. Par continuite´, il existe un
voisinage Ww de w dans R2n tel que pour tout v ∈ Ww on a φτw(v) ∈ V et φt(v) /∈ supp g∞
pour t ∈ [0, τw]. On obtient alors a` nouveau (4.45) a` partir de (4.44).
Ainsi, en utilisant les the´ore`mes de re´gularite´ sous l’inte´grale, on voit que la fonction
f∞ = −
∫ +∞
0
(g∞ ◦ φt) dt
est bien de´finie, borne´e (par T ) et de classe C∞ sur R2n. Sachant que f∞ est a` support dans
Ω∞(J3), le meˆme calcul que celui effectue´ pour f montre que {p, f∞} = g∞ > 0. On peut
donc trouver une constante C∞ > 0 telle que
{p, x · ξ + C∞f∞} > E
2
sur K∞.
Avec (4.42) et (4.43) on a alors :
{p, x · ξ + Cbf + C∞f∞}+ βV22 > E
2
sur p−1
(
J2
)
. (4.46)
Le proble`me est que la fonction f∞ n’est pas a` support compact.
5. Soit ζ ∈ C∞0 (Rn, [0, 1]) e´gale a` 1 sur B(R+ 2). Comme on peut toujours remplacer ζ par
x 7→ ζ(γx) avec γ assez petit, on peut supposer que
‖C∞f{p, ζ}‖L∞(p−1(J2)) 6 2C∞T sup
(x,ξ)∈p−1(J2)
|ξ.∇ζ(x)| 6 E
4
.
Notant c0 = E/8 > 0 et r : (x, ξ) 7→ Cbf(x, ξ) + C∞ζ(x)f∞(x, ξ) on obtient avec (4.46) :
{p, x · ξ + r}+ βV22 > 2c0 sur p−1(J2).
En outre r est bien dans C∞0 (R
2n).
6. On pose Fh = Ah +Op
w
h (r) = Op
w
h (x · ξ + r). Soit χ ∈ C∞0 (R, [0, 1]) a` support dans J2 et
e´gale a` 1 sur J . L’ope´rateur
i
h
χ(Hh1 )[H
h
1 , Fh]χ(H
h
1 ) + βV22 − 2c0χ(Hh1 )2
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est autoadjoint et borne´. D’apre`s les re´sultats du paragraphe 3.1.4 (en particulier le the´ore`me
de composition 3.6 et le the´ore`me 3.16 sur le calcul fonctionnel), c’est un ope´rateur pseudo-
diffe´rentiel de symbole principal
{p, x · ξ + r}(χ ◦ p)2 + βV22 − 2c0(χ ◦ p)2 > 0.
Par l’ine´galite´ de G˚arding (the´ore`me 3.15) il existe donc une constante C > 0 telle que, apre`s
multiplication par hν˜(h) :
χ(Hh1 )
[
Hh1 , iν˜(h)Fh
]
χ(Hh1 ) + hν˜(h)βV22 > 2hν˜(h)c0χ(H
h
1 )
2 − Ch2ν˜(h).
On compose maintenant par 1J(H
h
1 ) a` gauche et a` droite. Cela donne, pour h > 0 assez
petit :
1J(H
h
1 )
([
Hh1 , iν˜(h)Fh
]
+ βhν˜(h)V22
)
1J(H
h
1 ) > hν˜(h)c01J(H
h
1 ).
Enfin, puisque 1J(H
h
1 )β
(
ν(h)V2 − hν˜(h)V22
)
1J(H
h
1 ) > 0, on obtient
1J(H
h
1 )
([
Hh1 , iν˜(h)Fh
]
+ βν(h)V2
)
1J(H
h
1 ) > hν˜(h)c01J(H
h
1 ),
qui est l’estimation de Mourre attendue.
Sur les trajectoires qui
partent a` l’infini, on construit
la fonction de fuite x · ξ + r
comme dans le cas non-captif.
Pour les trajectoires capte´es,
on utilise le fait que x · ξ+ r n’a
pas besoin d’eˆtre croissante le
long des trajectoires classiques
dans la zone ou` il y a amortis-
sement (sur le dessin, plus la
fle`che est fonce´e, plus la valeur
de x · ξ + r est importante
au point et dans la direction
indique´s).
Figure 4.1 – Exemples d’e´volution de x · ξ + r le long de trajectoires classiques.
La famille d’ope´rateurs (ν˜(h)Fh)h∈]0,h0] est alors conjugue´e a` (Hh)h∈]0,h0] au sens de la
de´finition 4.1. Le the´ore`me 4.14 donne donc une estimation de la re´solvante faisant intervenir
les poids 〈ν˜(h)Fh〉−δ. Par rapport a` ce qui est annonce´, il y a un amortissement dans l’espace
des fre´quences. Pour passer du poids 〈Fh〉−δ a` 〈x〉−δ on utilisera le lemme suivant :
Lemme 4.40 ([PSS81]). Pour tout δ ∈ [0, 1], l’ope´rateur
〈Fh〉δ (Hh − i)−1 〈x〉−δ
est borne´ uniforme´ment en h ∈]0, 1].
De´monstration. Le cas δ = 1 se traite comme au lemme 2.33, le cas δ = 0 est e´vident, et on
peut conclure dans le cas ge´ne´ral par interpolation complexe.
On peut maintenant montrer le the´ore`me 4.36 (pour δ ∈ ] 12 , 1] ce qui est suffisant) :
De´monstration. Soient r ∈ C∞0 (R2n,R), h0 > 0 et J voisinage ouvert de E donne´s par la
proposition 4.39. Soit I un voisinage de E tel que I ⊂ J et φ ∈ C∞0 (R, [0, 1]) e´gale a` 1 au
voisinage de I et a` support dans J . En composant l’ine´galite´ de Mourre obtenue par φ(Hh1 )
a` gauche et a` droite, on obtient que l’ope´rateur ν˜(h)Fh = ν˜(h)(Ah +Op
w
h (r)) est conjugue´ a`
Hh sur I et pour les bornes infe´rieures c0hν˜(h), h ∈]0, h0], pour un certain c0 > 0. D’apre`s
le the´ore`me 4.14 on a donc∥∥∥〈Fh〉−δ (Hh − z)−1 〈Fh〉−δ∥∥∥ 6 ∥∥∥〈ν˜(h)Fh〉−δ (Hh − z)−1 〈ν˜(h)Fh〉−δ∥∥∥ 6 c
hν˜(h)
,
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ou` c, comme dans la suite de la de´monstration, de´signe une constante inde´pendante de z ∈
CI,+ et h ∈]0, h0]. En utilisant deux fois l’e´quation de la re´solvante, on e´crit
(Hh − z)−1 = (Hh − i)−1 − (z − i)(Hh − z)−1(Hh − i)−1
= (Hh − i)−1 − (z − i)(Hh − i)−2 + (z − i)2(Hh − i)−1(Hh − z)−1(Hh − i)−1,
(4.47)
de sorte que d’apre`s le lemme 4.40 :∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥ (4.48)
6 c+
∥∥∥〈x〉−δ (Hh − i)−1(Hh − z)−1(Hh − i)−1 〈x〉−δ∥∥∥
6 c+
∥∥∥〈x〉−δ (Hh − i)−1 〈Fh〉δ∥∥∥ ∥∥∥〈Fh〉−δ (Hh − z)−1 〈Fh〉−δ∥∥∥ ∥∥∥〈Fh〉δ (Hh − i)−1 〈x〉−δ∥∥∥
6
c
hν˜(h)
.
Ceci prouve (i). Pour obtenir le principe d’absorption limite on ve´rifie de meˆme pour h ∈]0, h0]
et z, z′ ∈ CI,+ :
(Hh − z)−1 − (Hh − z′)−1
= (z′ − z)(Hh − i)−2 + (z − i)2(Hh − i)−1
(
(Hh − z)−1 − (Hh − z′)−1
)
(Hh − i)−1
+(Hh − i)−1
(
(z − i)2 − (z′ − i)2) (Hh − z′)−1(Hh − i)−1.
D’apre`s le the´ore`me 4.18, on en de´duit comme pre´ce´demment que∥∥∥〈x〉−δ ((Hh − z)−1 − (Hh − z′)−1) 〈x〉−δ∥∥∥ 6 c (hν˜(h))− 4δ2δ+1 |z − z′| 2δ−12δ+1 ,
ou` c ne de´pend ni de h ∈]0, h0] ni de z, z′ ∈ CI,+, et donc le principe d’absorption limite puis
la continuite´ de la limite.
Dans le cas ou` l’e´nergie est non-captive on peut construire une fonction de fuite exactement
comme dans le cas autoadjoint. On obtient alors l’estimation de Mourre avec β = 0 et
αh = c0h ou` c0 > 0. Et ce meˆme si ν(h) < h.
Corollaire 4.41. Soient δ > 12 et E > 0 une e´nergie non captive. Alors il existe un voisinage
I de E dans R∗+, h0 > 0 et c > 0 tels que pour tous z ∈ CI,+ et h ∈]0, h0] on a :∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥L(L2(Rn)) 6 ch .
En outre la limite
〈x〉−δ (Hh − (λ+ i0))−1 〈x〉−δ = lim
µ→0+
〈x〉−δ (Hh − (λ+ iµ))−1 〈x〉−δ
existe dans L(L2(Rn)) pour tout λ ∈ I et de´finit une fonction Ho¨lder-continue par rapport a`
λ.
4.3.3 Estimation dans les espaces de Besov
Pour δ > 0, on de´finit les espaces de Besov Bs comme a` la section 4.2.2 avec l’ope´rateur
de multiplication par x sur L2(Rn). On retrouve alors les espaces de Besov usuels comme
introduits au paragraphe 2.4.
Le the´ore`me 4.24 nous permet d’obtenir une estimation uniforme de la re´solvante pour
l’ope´rateur de Schro¨dinger dissipatif dans ces espaces :
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The´ore`me 4.42. Soient E > 0 ve´rifiant l’hypothe`se (4.40) et δ > 12 . Alors il existe un
voisinage I de E, h0 > 0 et c > 0 tels que tous z ∈ CI,+ et h ∈]0, h0] on a :∥∥(Hh − z)−1∥∥L(Bδ,B∗δ ) 6 chν˜(h) .
De´monstration. Il suffit de montrer le re´sultat pour δ = 12 . On reprend les notations du
paragraphe pre´ce´dent et on omet comme au paragraphe 2.3 les indices 1/2 pour B et B∗.
On a une famille (ν˜(h)Fh)h∈]0,1] d’ope´rateurs conjugue´s a` la famille d’ope´rateurs dissipatifs
(Hh)h∈]0,1] sur un voisinage I de E et pour les bornes infe´rieures c0hν˜(h) donc, d’apre`s le
the´ore`me 4.24, on a de´ja`
∥∥(Hh − z)−1∥∥L(B(ν˜(h)Fh),B(ν˜(h)Fh)∗) 6 chν˜(h) ,
ou` c ne de´pend pas de h ∈]0, h0]. Reprenant le calcul (4.47), on voit qu’il nous suffit de
montrer que (Hh − i)−1 est borne´e uniforme´ment en h ∈]0, h0] dans L(B,B(ν˜(h)Fh)) et
dans L(B∗(ν˜(h)Fh), B∗). On montre la premie`re proprie´te´, la deuxie`me viendra alors par
dualite´. Pour cela, on s’inspire de ce qui est fait dans la partie 14.1 de [Ho¨r84]. Soit donc
u ∈ B(ν˜(h)Fh). On rappelle que les Ωj pour j ∈ N on e´te´ de´finis au de´but du paragraphe
4.2.2. Sachant que les 1Ωj (ν˜(h)Fh)u sont deux a` deux orthogonaux, on a pour k ∈ N :
‖u‖B(ν˜(h)Fh) =
k∑
j=0
2
j
2
∥∥1Ωj (ν˜(h)Fh)u∥∥L2(Rn) +
∞∑
j=k+1
2−
j
2
∥∥2j1Ωj (ν˜(h)Fh)u∥∥L2(Rn)
6 2
k+1
2

 k∑
j=0
∥∥1Ωj (ν˜(h)Fh)u∥∥2


1
2
+ 2−
k
2

 ∞∑
j=k+1
∥∥2j1Ωj (ν˜(h)Fh)u∥∥2


1
2
6 2
k+1
2 ‖u‖L2(Rn) + 2−
k
2 ‖2 〈ν˜(h)Fh〉u‖L2(Rn)
6 2
k+1
2 ‖u‖L2(Rn) + 21−
k
2 ‖〈Fh〉u‖L2(Rn) .
Pour ϕ ∈ B on obtient alors
∥∥(Hh − i)−1ϕ∥∥B(ν˜(h)Fh) 6
∞∑
k=0
∥∥(Hh − i)−11Ωkϕ∥∥B(ν˜(h)Fh)
6
∞∑
k=0
2
k+1
2
∥∥(Hh − i)−11Ωkϕ∥∥L2(Rn) +
∞∑
k=0
21−
k
2
∥∥∥〈Fh〉 (H − i)−1 〈x〉−1∥∥∥ ‖〈x〉1Ωkϕ‖L2(Rn)
6 c
( ∞∑
k=0
2
k
2 ‖1Ωkϕ‖L2(Rn) +
∞∑
k=0
2−
k
2 ‖〈x〉1Ωkϕ‖L2(Rn)
)
6 c
(
‖ϕ‖B +
∑
k∈N
2
k
2 ‖1Ωkϕ‖L2(Rn)
)
6 c ‖ϕ‖B ,
ou` on a de nouveau utilise´ le lemme 4.40.
4.3.4 Re´gularite´ de la limite de la re´solvante
On peut ve´rifier que la famille (ν˜(h)Fh)h∈]0,h0] d’ope´rateurs uniforme´ment conjugue´e a` la
famille (Hh)h∈]0,h0] est en fait lisse a` l’ordre infini, ce qui permet d’appliquer tous les re´sultats
de la section 4.2.4. Soit m ∈ N. Comme on a montre´ le lemme 2.33, on peut ve´rifier que pour
δ ∈ [0,m] l’ope´rateur
〈Fh〉2δ (Hh − i)−m 〈x〉−2δ
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est borne´ uniforme´ment en h ∈]0, h0]. On montre alors comme pre´ce´demment qu’en appli-
quant 2m fois l’e´quation de la re´solvante, on peut remplacer les poids 〈ν˜(h)Fh〉−δ par 〈x〉−δ
dans l’estimation donne´e par le the´ore`me 4.33. Cela donne le re´sultat suivant :
The´ore`me 4.43. Soit E > 0 ve´rifiant l’hypothe`se d’amortissement (4.40). Soient I voisinage
de E dans R∗+ et h0 > 0 donne´s par le the´ore`me 4.37. Alors pour k ∈ N∗ et δ > k − 12 il
existe c > 0 telle que pour z ∈ CI,+ et h ∈]0, h0] on a∥∥∥〈x〉−δ (Hh − z)−k 〈x〉−δ∥∥∥ 6 c
(hν˜(h))k
.
et la limite
〈x〉−δ (Hh − (λ+ i0))−1 〈x〉−δ
de´finit une fonction de classe Ck−1 par rapport a` λ.
4.3.5 Ne´cessite´ de la condition sur les trajectoires capte´es
Dans cette partie on ne conside`re plus que l’ope´rateur Hh = −h2∆ + V1(x) − ihV2(x)
introduit pour e´tudier l’e´quation de Helmholtz, c’est-a`-dire : ν(h) = h. On suppose e´gale-
ment que V2 est de classe C
∞ et que toutes ses de´rive´es sont borne´es. On montre dans ce
cas que la condition (4.40) sur les trajectoires classiques capte´es est en fait ne´cessaire pour
obtenir des estimations uniformes en O(h−1) comme aux the´ore`mes 4.36 et 4.42. Dans le cas
autoadjoint, ce re´sultat est de´montre´ dans [Wan87] et [Wan91].
The´ore`me 4.44. Soit E > 0. On suppose qu’il existe δ > 12 , h0 > 0, c > 0 et un voisinage
I de E tels que
∀h ∈]0, h0], ∀z ∈ CI,+,
∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥ 6 c
h
.
Alors pour tout w ∈ Ωb({E}) il existe T ∈ R tel que V2(x(T,w)) > 0.
Comme elles sont plus fortes, les estimations dans les espaces de Besov donne´es au the´o-
re`me 4.42 permettent de conclure de la meˆme manie`re.
Proposition 4.45. On suppose que les hypothe`ses du the´ore`me 4.44 sont ve´rifie´es. Soit
χ ∈ C∞0 (R,R) a` support dans I. Alors il existe une constante c > 0 telle que pour h ∈]0, h0]
et z ∈ C+ on a : ∥∥∥〈x〉−δ χ(Hh1 )(Hh − z)−1χ(Hh1 ) 〈x〉−δ∥∥∥ 6 ch . (4.49)
De´monstration. Par hypothe`se et en utilisant le fait que χ(Hh1 ) est borne´ sur L
2,±δ(Rn)
uniforme´ment en h ∈]0, h0] (car χ(Hh1 ) est un ope´rateur pseudo-diffe´rentiel dont le symbole
est dans C∞b (R
2n), voir le the´ore`me 3.16 et la proposition 3.11), on peut trouver c > 0 tel
que l’estimation (4.49) est vraie pour tout z ∈ CI,+. On remarque ensuite qu’il existe γ > 0
tel que d(z, suppχ) > γ pour tout z ∈ CR\I,+. Par conse´quent, l’ope´rateur χ(Hh1 )(Hh1 − z)−1
est borne´ uniforme´ment en z ∈ CR\I,+ et h ∈]0, h0]. En utilisant deux fois l’e´quation de la
re´solvante et le fait que
√
V2 de´finit un ope´rateur borne´ sur L
2(Rn), on peut donc e´crire∥∥χ(Hh1 )(Hh − z)−1χ(Hh1 )∥∥
6
∥∥χ(Hh1 )(Hh1 − z)−1χ(Hh1 )∥∥+ h ∥∥χ(Hh1 )(Hh1 − z)−1V2(Hh1 − z)−1χ(Hh1 )∥∥
+h2
∥∥χ(Hh1 )(Hh1 − z)−1V2(Hh − z)−1V2(Hh1 − z)−1χ(Hh1 )∥∥
6 c
(
1 + h2
∥∥∥√V2(Hh − z)−1√V2∥∥∥)
6 c,
la dernie`re e´tape e´tant donne´e par la proposition 4.35.
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Remarque 4.46. Comme χ(Hh1 ) ne commute pas avec (Hh − z)−1, on doit mettre une tron-
quature en e´nergie des deux coˆte´s de la re´solvante. Ici cela n’aura pas d’incidence sur la suite
de la de´monstration.
Proposition 4.47. On suppose que les hypothe`ses du the´ore`me 4.44 sont ve´rifie´es. Soit
χ ∈ C∞0 (R,R) a` support dans I. Alors il existe une constante Cχ > 0 telle que pour tous
ψ ∈ L2(Rn) et h ∈]0, h0] on a :∫ +∞
0
∥∥∥〈x〉−δ χ(Hh1 )Uh(t)ψ∥∥∥2 dt 6 Cχ ‖ψ‖2 . (4.50)
De´monstration. C’est ici que l’on utilise la the´orie des dilatations autoadjointes. En effet,
cette proposition est conse´quence directe de la proposition 4.45 et des re´sultats du paragraphe
2.2.3, en particulier du corollaire 2.25.
Pour h ∈]0, 1], ϕ ∈ C∞0 (Rn) et x ∈ Rn on note :
(Θhϕ)(x) = h
n
4 ϕ
(
h
1
2x
)
.
Ainsi de´fini, Θh se prolonge en un ope´rateur unitaire sur L
2(Rn). En outre pour a ∈ C∞b (R2n)
on peut ve´rifier que
ΘhOp
w
h (a)Θ
∗
h = a
w
(
h
1
2x, h
1
2∇) (4.51)
ou` pour u ∈ S(Rn) on a note´ :
aw
(
h
1
2x, h
1
2∇)u(x) = 1
(2π)n
∫
Rn
∫
Rn
ei〈x−y,ξ〉a
(
h
1
2 (x+ y)
2
, h
1
2 ξ
)
u(y) dy dξ.
Pour h ∈]0, 1] et (x0, ξ0) ∈ R2n on conside`re e´galement l’ope´rateur
Wh(x0, ξ0) = exp
(
ih−
1
2 (ξ0.x− x0.(−ih∇x))
)
.
Wh(x0, ξ0) est e´galement un ope´rateur unitaire sur L
2(Rn). C’est un outre (pour la quan-
tification de Weyl) l’ope´rateur de symbole (x, ξ) 7→ ei
√
h(x·ξ0−x0·ξ). Pour a ∈ C∞b (R2n) et
u ∈ S(Rn) on a (voir [Wan85, Lemme 3.1] et [Wan86, Lemme 4.1]) :∥∥∥(Wh(x0, ξ0)aw(h 12x, h 12∇)Wh(x0, ξ0)∗ − a(x0, ξ0))u∥∥∥
L2(Rn)
= O
h→0
(
√
h), (4.52)
ou` le reste de´pend de u. On peut maintenant montrer le the´ore`me 4.44 comme dans [Wan91] :
De´monstration. Soient u ∈ S(Rn) (non nulle), χ ∈ C∞0 (R,R) e´gale a` 1 au voisinage de E
et a` support dans I, ainsi que (x0, ξ0) ∈ Ωb({E}) (si Ωb({E}) est vide alors il n’y a rien a`
montrer). Pour h ∈]0, h0] on note
uh = ΘhWh(x0, ξ0)
∗u.
On a alors pour tout t > 0 :
∥∥∥〈x〉−δ χ(Hh1 )Uh(t)uh∥∥∥2
L2(Rn)
=
〈
Uh(t)
∗χ(Hh1 ) 〈x〉−2δ χ(Hh1 )Uh(t)uh, uh
〉
=
〈
Uh(t)
∗Opwh
(
(χ ◦ p)2 〈x〉−2δ )Uh(t)uh, uh〉+ O
h→0
(h)
=
〈
Opwh
(
(χ ◦ p)2 〈x(t, ·)〉−2δ e−2
∫
t
0
(V2◦φs) ds
)
uh, uh
〉
+ O
h→0
(h).
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D’apre`s (4.51) et (4.52) on a alors :
lim
h→0
∥∥∥〈x〉−δ χ(Hh1 )Uh(t)uh∥∥∥2
L2(Rn)
= lim
h→0
〈(
(χ ◦ p)2 〈x(t, ·)〉−2δ e−2
∫
t
0
(V2◦φs) ds
)w (
h
1
2x, h
1
2∇)Wh(x0, ξ0)∗u,Wh(x0, ξ0)∗u〉
= lim
h→0
〈
〈x(t, x0, ξ0)〉−2δ e−2
∫
t
0
V2(x(s,x0,ξ0)) dsu, u
〉
= 〈x(t, x0, ξ0)〉−2δ e−2
∫
t
0
V2(x(s,x0,ξ0)) ds ‖u‖2L2(Rn) .
Pour tout T > 0 cela donne :∫ T
0
∥∥∥〈x〉−δ χ(Hh1 )Uh(t)uh∥∥∥2
L2(Rn)
dt
−−−→
h→0
∫ T
0
〈x(t, x0, ξ0)〉−2δ e−2
∫
t
0
V2(x(s,x0,ξ0)) ds ‖u‖2L2(Rn) dt.
Mais d’apre`s la proposition 4.47 on a par ailleurs
∫ T
0
∥∥∥〈x〉−δ χ(Hh1 )Uh(t)uh∥∥∥2
L2(Rn)
dt 6 C ‖uh‖2L2(Rn) = C ‖u‖2L2(Rn) ,
ou` C ne de´pend ni de T > 0 ni de h ∈]0, h0]. Cela implique que pour tout T > 0 on a∫ T
0
〈x(t, x0, ξ0)〉−2δ e−2
∫
t
0
V2(x(s,x0,ξ0)) ds 6 C,
ce qui n’est possible que si la trajectoire issue de (x0, ξ0) rencontre l’ouvert ou` V2 est stricte-
ment positif.
Remarque 4.48. Ce qu’on a montre´ est un peu plus fort que la simple hypothe`se que toute
trajectoire capte´e doit passer au moins une fois par la zone ou` il y a amortissement. On
retrouve ici le fait que les trajectoires borne´es repassent en fait re´gulie`rement par cette zone,
comme cela avait e´te´ mis en valeur a` la proposition 3.40.
Remarque 4.49. On a besoin du fait que ν˜(h) = 1 car la norme (4.49) est de tailleO((hν˜(h))−1)
et donc l’inte´grale de (4.50) est de taille O
(
ν˜(h)−1
)
. Pour que cette inte´grale puisse eˆtre es-
time´e uniforme´ment en h ∈]0, h0], il faut donc que ν˜(h) soit minore´ par une constante stric-
tement positive. On a en outre besoin d’avoir ν(h) = h pour appliquer le the´ore`me d’Egorov
3.43.
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Chapitre 5
Localisation a priori et
application au cas d’un indice
d’absorption de signe variable
Le premier but de ce chapitre est de commencer a` e´tudier la localisation dans l’espace des
phases de la solution de l’e´quation de Helmholtz dans le cas d’un terme source encore tre`s
ge´ne´ral. Plus pre´cise´ment on montre que la solution se concentre sur l’hypersurface p−1({E})
et hors de la zone entrante. Avant de s’en servir au chapitre suivant pour faire une e´tude
plus fine dans le cas d’un terme source pre´cis, on utilisera ces re´sultats pour comple´ter notre
e´tude des estimations de la re´solvante, en e´tudiant le cas d’un indice d’absorption qui n’est
pas ne´cessairement partout positif.
5.1 Localisation a priori de la solution pour l’e´quation
de Helmholtz
On commence par ve´rifier que pour des termes sources Sh ge´ne´raux, la solution uh de
l’e´quation de Helmholtz (1.1) se concentre quand h → 0 sur p−1({E}) (ou` p : (x, ξ) 7→
ξ2 + V1(x) est le symbole principal de Hh) et hors de la zone entrante Z−(R, 0,−σ) (pour
σ > 0 donne´ et R assez grand). Pour montrer ces re´sultats on profitera comme a` la section 3.3
du fait que la partie imaginaire est un O(h) et n’intervient donc pas au premier ordre dans les
de´veloppements. On pourra donc s’inspirer des de´monstrations des re´sultats analogues connus
pour dans le cas autoadjoint. On remarquera tout de meˆme que la me´thode des parame´trices
pour l’estimation dans la zone entrante n’est valable que si la partie imaginaire est de courte
porte´e.
5.1.1 Localisation pre`s de la surface d’e´nergie E
Dans le cas autoadjoint, si I est un intervalle de R et χ ∈ C∞(R, [0, 1]) est nulle au
voisinage de I, alors par le calcul fonctionnel, l’ope´rateur χ(Hh1 )(H
h
1 − z)−1 est borne´ unifor-
me´ment en h ∈]0, 1] et z ∈ CI,+.
Il est donc petit a` la limite h → 0 devant la re´solvante (Hh1 − z)−1 pour laquelle on a
une estimation en O(h−1) (si I est un intervalle d’e´nergie non-captive). Cela signifie que la
solution uh = (H
h
1 − E)−1Sh se concentre en e´nergie autour de E.
On montre dans ce paragraphe des re´sultats analogues pour notre cas non-autoadjoint.
Ne pouvant plus utiliser le calcul fonctionnel, on passe donc par le calcul pseudo-diffe´rentiel.
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Proposition 5.1. Soient I et J deux intervalles de R∗+ tels que I ⊂ J˚ et q ∈ C∞b (R2n)
un symbole qui s’annule sur p−1(J). Soit δ > 0. Soit (uh)h∈]0,1] une famille d’e´le´ments de
L2,−δ(Rn)∩H2loc(Rn) tels que (Hh− z)uh ∈ L2,−δ(Rn) pour tous h ∈]0, 1] et z ∈ CI,+. Alors
on a
‖Opwh (q)uh‖L2,−δ(Rn) 6 c ‖(Hh − z)uh‖L2,−δ(Rn) + c h ‖uh‖L2,−δ(Rn) ,
ou` c ne de´pend ni de h ∈]0, 1] ni de z ∈ CI,+.
De´monstration. Pour z ∈ CI,+ on note a(z) = qp−z . Puisque q s’annule sur p−1(J), on a
a(z) ∈ S( 〈ξ〉−2 ) uniforme´ment en z ∈ CI,+. Comme (Hh1 − z) = Opwh (p− z), on a alors
Opwh (q) = Op
w
h (a(z))(H
h
1 − z) + hOpwh (r(z, h))
= Opwh (a(z))(Hh − z) + hOpwh (r(z, h)) + ihOpwh (a(z))V2,
ou` r(z, h) est dans C∞b (R
2n) uniforme´ment en z ∈ CI,+ et h ∈]0, 1]. Puisque les ope´rateurs
Opwh (a(z)) et Op
w
h (r(z, h)) sont borne´s sur L
2,−δ(Rn) uniforme´ment en z ∈ CI,+ et h ∈]0, 1]
d’apre`s la proposition 3.11, on obtient le re´sultat en appliquant l’e´galite´ pre´ce´dente a` uh et
en prenant la norme L2,−δ(Rn).
Remarque 5.2. Si on suppose de plus que la re´solvante (Hh − z)−1 est bien de´finie pour
tout z ∈ CI,+ et qu’elle est de taille O(h−1) dans L(L2,δ(Rn), L2,−δ(Rn)) uniforme´ment en
z ∈ CI,+ et pour h ∈]0, h0], h0 > 0 (comme c’est par exemple le cas sous les hypothe`ses
du the´ore`me 4.36), alors on obtient l’existence d’une constante c telle que pour h ∈]0, h0] et
z ∈ CI,+ on a : ∥∥Opwh (q)(Hh − z)−1∥∥L(L2,δ(Rn),L2,−δ(Rn)) 6 c.
On peut ve´rifier de fac¸on analogue qu’on a e´galement∥∥(Hh − z)−1Opwh (q)∥∥L(L2,δ(Rn),L2,−δ(Rn)) 6 c.
Corollaire 5.3. Soient δ > 0, I, J , q et (uh)h∈]0,1] comme a` la proposition 5.1 et (zh)h∈]0,1]
une famille d’e´le´ments de CI,+. On suppose en outre que
(i) q ∈ S( 〈x〉−2δ ), ‖uh‖L2,−δ(Rn) = O
h→0
(1) et ‖(Hh − zh)uh‖L2(Rn) = o
h→0
(1),
(ii) ou bien q ∈ C∞0 (R2n), ‖uh‖L2,−δ(Rn) = o
h→0
(h−1) et ‖(Hh − zh)uh‖L2(Rn) = o
h→0
(1).
Alors on a :
〈Opwh (q)uh, uh〉 −−−→
h→0
0.
De´monstration. (i) On note q˜(x, ξ) = 〈x〉2δ q(x, ξ). q˜ ve´rifie les hypothe`ses de la proposition
5.1 et on a :
|〈Opwh (q)uh, uh〉| =
〈
〈x〉−δ Opwh (q˜)uh, 〈x〉−δ uh
〉
+ O
h→0
(h)
6 ‖Opwh (q˜)uh‖L2,−δ(Rn) ‖uh‖L2,−δ(Rn) + O
h→0
(h)
−−−→
h→0
0.
(ii) Soient q1, q2, q3 ∈ C∞0 (R2n) ve´rifiant les meˆmes hypothe`ses que q et e´gales a` 1 au voisinage
de supp q. Comme q1 et q2 sont en particulier dans S−δ(R2n) on a :
|〈Opwh (q)uh, uh〉| = |〈Opwh (q1)Opwh (q)uh,Opwh (q2)Opwh (q3)uh〉|+ O
h→0
(h∞)
6 ‖Opwh (q1)Opwh (q)uh‖L2(Rn) ‖Opwh (q2)Opwh (q3)uh‖L2(Rn) + O
h→0
(h∞)
6 c ‖Opwh (q)uh‖L2,−δ(Rn) ‖Opwh (q3)uh‖L2,−δ(Rn) + O
h→0
(h∞)
−−−→
h→0
0.
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En vue d’e´tudier la solution uh = (Hh − E)−1Sh pour l’e´quation de Helmholtz, on com-
mencera au chapitre suivant par s’inte´resser a` une quantite´ de la forme
i
h
∫ ∞
0
χ(t)e−
it
h
(Hh−E)Sh dt
avec χ ∈ C∞0 (R). On a un re´sultat analogue a` la proposition 5.1 dans ce cas :
Proposition 5.4. Soient I et J deux intervalles de R∗+ tels que I ⊂ J˚ . Soit q ∈ C∞b (R2n)
un symbole qui s’annule sur p−1(J). Alors
i
h
∫ ∞
0
χ(t)Opwh (q)e
− it
h
(Hh−z) dt
est borne´ dans L(L2(Rn)) uniforme´ment en h ∈]0, 1] et z ∈ CI,+.
De´monstration. En reprenant le symbole a(z) de´fini dans la preuve de la proposition 5.1, on
peut e´crire :
Opwh (q)
i
h
∫ ∞
0
χ(t)e−
it
h
(Hh−z) dt
= Opwh (a(z))
i
h
∫ ∞
0
χ(t)(Hh − z)e− ith (Hh−z) dt+ O
h→0
(1)
= Opwh (a(z))
∫ ∞
0
χ(t)
(
−∂te− ith (Hh−z)
)
dt+ O
h→0
(1)
= χ(0)Opwh (a(z)) + Op
w
h (a(z))
∫ ∞
0
χ′(t)e−
it
h
(Hh−z) dt+ O
h→0
(1)
= O
h→0
(1).
On en de´duit alors un re´sultat analogue au corollaire 5.3 :
Corollaire 5.5. Soient I, J , q et χ comme dans la proposition pre´ce´dente, (zh)h∈]0,1] une
famille d’e´le´ments de CI,+, (Sh)h∈]0,1] une famille de fonctions qui tend vers 0 dans L2(Rn)
et, pour tout h ∈]0, 1] :
uχh =
i
h
∫ ∞
0
χ(t)Opwh (q)e
− it
h
(Hh−zh)Sh dt.
Alors on a :
〈Opwh (q)uχh, uχh〉 −−−→
h→0
0.
5.1.2 Estimation dans la zone entrante
On suppose dans ce paragraphe que le potentiel V2 est positif et de courte porte´e. Cela
signifie qu’il existe ρ > 0 et des constantes cα pour α ∈ Nn tels que
∀x ∈ Rn, |∂αV2(x)| 6 cα 〈x〉−1−ρ−|α| . (5.1)
On montre sous cette hypothe`se que si le terme source se concentre hors d’une zone
entrante, alors la solution a` l’e´quation de Helmholtz se concentre hors d’une autre zone
entrante (plus petite).
The´ore`me 5.6. Soient δ > 12 et I ⊂ R∗+ tel qu’on a une estimation uniforme de la re´solvante
et le principe d’absorption limite sur CI,+ comme au the´ore`me 4.36. Soient R1 > 0, d > d1 >
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0 et 1 > σ > σ1 > 0. Alors il existe R > R1 tel que pour z ∈ CI,+, ω+ ∈ S0(R2n) a` support
dans Z+(R, d, σ) et ω ∈ S0(R2n) a` support hors de Z+(R1, d1, σ1)) on a∥∥∥〈x〉−δ Oph(ω)(Hh − (z + i0))−1Oph(ω+) 〈x〉−δ∥∥∥ = O
h→0
(h∞),
ou` la taille du reste est uniforme en z ∈ CI,+. De meˆme, si suppω− ⊂ Z−(R, d,−σ) et
suppω ∩ Z−(R1, d1,−σ1) = ∅ alors∥∥∥〈x〉−δ Oph(ω)(H∗h − (z − i0))−1Oph(ω−) 〈x〉−δ∥∥∥ = O
h→0
(h∞).
Si de plus ω est a` support compact en x, alors les poids 〈x〉−δ peuvent eˆtre remplace´s par
〈x〉β pour tout β ∈ R.
Remarque 5.7. Les hypothe`ses sont plus faibles si on prend d1 et σ1 plus grands. Sans perte
de ge´ne´ralite´ on peut donc supposer que d1 > 0 et σ1 > 0.
Remarque 5.8. Par passage a` l’adjoint pour la deuxie`me estimation et en utilisant la formule
de changement de quantification, on peut montrer∥∥∥〈x〉−δ Oph(ω−)(Hh − (z + i0))−1Oph(ω) 〈x〉−δ∥∥∥ = O
h→0
(h∞).
C’est cette estimation (avec ω a` support compact en x et les poids 〈x〉β qu’on utilisera pour
voir que la solution uh est microlocalement nulle dans la zone entrante.
La preuve de ce the´ore`me est inspire´e de [RT89, lemme 2.3] et de re´sultats donne´s dans
[Wan88]. On utilise en particulier le re´sultat suivant, de´montre´ par Isozaki et Kitada dans
[IK85] :
Proposition 5.9. Soient d0 ∈]0, d1[ et σ0 ∈]0, σ1[. Alors il existe R0 > 0 et φ± ∈ C∞(R2n)
tels que
∀(x, ξ) ∈ Z±(R0, d0,±σ0), |∇xφ±(x, ξ)|2 + V1(x) = |ξ|2 (5.2)
et, pour un certain ρ > 0 :
∀(x, ξ) ∈ R2n, ∀α, β ∈ Nn,
∣∣∣∂αx ∂βξ (φ±(x, ξ)− 〈x, ξ〉)∣∣∣ 6 Cα,β 〈x〉1−ρ−|α| . (5.3)
On peut toujours supposer que ρ est le meˆme que celui qui mesure la de´croissance du
potentiel en (6.1).
Remarque 5.10. Comme mentionne´ dans [Wan88] (voir (2.4)), on peut sans perte de ge´ne´ralite´
supposer que les constantes Cα,β donne´es en (5.3) sont aussi petites qu’on le souhaite, a` partir
du moment ou` l’on choisit R assez grand (en particulier (3.32) est bien ve´rifie´e si R est assez
grand). En effet, conside´rons une fonction χ ∈ C∞(Rn) telle que χ(x) = 0 si |x| 6 14 et
χ(x) = 1 si |x| > 12 . Pour R > max(2R0, R1), on note :
φR,± : (x, ξ) 7→
(
φ±(x, ξ)− 〈x, ξ〉
)
χ
( x
R
)
+ 〈x, ξ〉 .
Alors φR,± ve´rifie
∀(x, ξ) ∈ Z±
(
R
2
, d0, σ0
)
, |∇xφR,±(x, ξ)|2 + V1(x) = |ξ|2 ,
car la de´finition de φ± n’est pas change´e sur Z±
(
R
2 , d0, σ0
) ⊂ Z±(R0, d0, σ0), et pour ρ1, ρ2 >
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0 tels que ρ = ρ1 + ρ2 on a∣∣∣∂αx ∂βξ (φR,±(x, ξ)− 〈x, ξ〉 )∣∣∣ = ∣∣∣∂αx ∂βξ ((φ±(x, ξ)− 〈x, ξ〉)χ( xR
))∣∣∣
6
∑
06γ6α
cα,β,γ
R|a|−|γ|
∣∣∣∂γx∂βξ (φ±(x, ξ)− 〈x, ξ〉 )∣∣∣ ∣∣∣(∂α−γx χ)( xR
)∣∣∣
6
∣∣∣∂αx ∂βξ (φ±(x, ξ)− 〈x, ξ〉 )∣∣∣1{|x|>R/4}(x) + ∑
06γ<α
cα,β,γ
R|α|−|γ|
〈x〉1−ρ−|γ| 1{|x|6R/2}(x)
6 Cα,β 〈x〉1−ρ−|α| 1{|x|>R/4}(x) +
∑
06γ<α
cα,γ,β 〈x〉1−ρ2−|α|R−ρ1 ,
et finalement : ∣∣∣∂αx ∂βξ (φR,±(x, ξ)− 〈x, ξ〉 )∣∣∣ 6 Cα,βR−ρ1 〈x〉1−ρ2−|α| , (5.4)
ou` Cα,β ne de´pend pas de R. Pour la suite on choisit R assez grand (a` de´terminer au cours
de la de´monstration) et on note φ± = φR,±. Quitte a` prendre ρ plus petit, on s’autorisera a`
continuer de noter ρ plutoˆt que ρ2 lorsqu’on utilisera (5.4) plutoˆt que (5.3).
Proposition 5.11. Soient a ∈ C∞b (R2n) , φ = φ+ ou φ− donne´e par la proposition 5.9 et
h ∈]0, 1]. Alors sur S(Rn) on a
i
h
(
HhIh(a, φ)− Ih(a, φ)Hh0
)
= Ih(p(h), φ),
ou`
p(h) =
i
h
(
|∇xφ|2 + V1 − ξ2
)
a+
(
2∇xa · ∇xφ+ a∆xφ+ aV2
)
− ih∆xa. (5.5)
Remarque 5.12. Si de plus a = a(h) est de la forme a(h) =
∑N
j=0 h
jaj avec aj ∈ C∞b (R2n)
pour tout j ∈ J0, NK, alors p(h) s’e´crit :
p(h) =
i
h
(
|∇xφ|2 + V1 − ξ2
)
a(h) +
(
2∇xa0 · ∇xφ+ a0∆xφ+ a0V2
)
+
N∑
j=1
hj
(
2∇xaj · ∇xφ+ aj∆xφ+ ajV2 − i∆xaj−1
)
− ihN+1∆xaN .
(5.6)
Remarque 5.13. De meˆme on a
i
h
(
H∗hIh(a, φ)− Ih(a(h), φ)Hh0
)
= Ih(p∗(h), φ),
ou`
p∗(h) =
i
h
(
|∇xφ|2 + V1 − ξ2
)
a+
(
2∇xa · ∇xφ+ a∆xφ− aV2
)
− ih∆xa
(on a juste change´ le signe du terme aV2), ainsi qu’une e´criture analogue a` (5.6) dans le cas
ou` a(h) est un symbole de la forme a(h) =
∑N
j=0 h
jaj .
De´monstration. Pour u ∈ S(Rn) on a
Ih(a, φ)H
h
0 u(x) =
1
(2πh)n
∫
Rn
e
i
h
φ(x,ξ)a(x, ξ)ξ2Fhu(ξ) dξ.
Avec la proposition 3.56, on obtient bien le re´sultat annonce´. Si a(h) =
∑N
j=0 h
jaj on obtient
bien (5.6) en regroupant les termes selon les puissances de h.
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Proposition 5.14. Soit φ ∈ C∞(R2n) une fonction ve´rifiant les estimations (5.4). Pour
tout (x, ξ) ∈ R2n, la solution maximale du proble`me de Cauchy{
∂r
∂t (t, x, ξ) = ∇xφ(r(t, x, ξ), ξ)
r(0, x, ξ) = x
est de´finie sur R. Pour γ ∈]0, σ1[, si R est assez grand, cette solution ve´rifie en outre les
proprie´te´s suivantes :
(i) Pour (x, ξ) ∈ Z±(0, d1,±σ1) et t > 0 on a
|r(±t, x, ξ)| > |x|+ (σ1 − γ)d1t. (5.7)
(ii) Si |α| + |β| > 1, il existe une constante cα,β telle que pour tous t > 0 et (x, ξ) ∈
Z±(0, d1,±σ1) on a ∣∣∣∂αx ∂βξ r(±t, x, ξ)∣∣∣ 6 cα,β(t+ 〈x〉) 〈x〉−|α| . (5.8)
De´monstration. Soit (x, ξ) ∈ R2n. On a :
r(t, x, ξ) = x+ tξ +
∫ t
0
(∇xφ(r(s, x, ξ), ξ)− ξ) ds (5.9)
la` ou` r(·, x, ξ) est de´finie. Mais, d’apre`s (5.3), l’application (x, ξ) 7→ ∇xφ(r(t, x, ξ), ξ)− ξ est
borne´e uniforme´ment en t ∈ R, donc la solution n’explose pas en temps fini. Elle est donc
de´finie sur tout R.
(i) D’apre`s (5.4), quitte a` prendre R plus grand, on peut supposer que
∀(x, ξ) ∈ R2n, |∇xφ(x, ξ)− ξ| 6 γd1,
En particulier on a pour tout t ∈ R :
|r(t, x, ξ)− x− tξ| 6 |t| γd1.
Si de plus (x, ξ) ∈ Z±(0, d1,±σ1) et t > 0, on a alors
|x± tξ| > 〈xˆ, x± tξ〉 = |x| ± t 〈xˆ, ξ〉 > |x|+ tσ1 |ξ| > |x|+ σ1d1t,
d’ou`
|r(±t, x, ξ)| > |x± tξ| − γd1t > |x|+ (σ1 − γ)d1t,
ce qui prouve (5.7).
(ii) Pour montrer (5.8) on commence par le cas ou` |α| = 1 et β = 0. Soient t > 0 et
(x, ξ) ∈ Z±(0, d1, σ1). Si on note r = (r1, . . . , rn), alors pour j ∈ J1, nK on a :
∂t∂xjr(±t, x, ξ) = ±∂xj (∇xφ(r(±t, x, ξ), ξ))
= ±
n∑
k=0
(∂xk∇xφ)(r(±t, x, ξ), ξ) ∂xjrk(±t, x, ξ)
= ±(Hessx φ)(r(±t, x, ξ), ξ) · ∂xjr(±t, x, ξ).
En utilisant le lemme A.4, (5.3) et (5.7) on obtient donc
∥∥∂xjr(±t, x, ξ)∥∥ 6 exp
(∫ t
0
‖Hessx φ(r(±s, x, ξ), ξ)‖ ds
)
6 exp
(∫ t
0
c 〈r(±s, x, ξ)〉−1−ρ ds
)
6 exp
(∫ t
0
c 〈s〉−1−ρ ds
)
6 c 6 c(t+ 〈x〉) 〈x〉−1 ,
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ou` c est de´signe une constante qui ne de´pend ni de (x, ξ) ∈ Z±(0, d1, σ1) ni de t > 0. On
s’inte´resse maintenant au cas ou` α = 0 et |β| = 1. Pour j ∈ J1, nK on a
∂t∂ξjr(±t, x, ξ) = ±∂ξj (∇xφ(r(±t, x, ξ), ξ))
= ±(Hessx φ)(r(±t, x, ξ), ξ) · ∂ξjr(±t, x, ξ)±∇x∂ξjφ(r(±t, x, ξ), ξ),
puis :
∥∥∂ξjr(±t, x, ξ)∥∥ 6
∫ t
0
∥∥∇x∂ξjφ(r(±s, x, ξ), ξ)∥∥ exp
(∫ t
s
‖(Hessx φ)(r(±τ, x, ξ), ξ)‖ dτ
)
ds
6 c t,
ce qui permet encore de conclure dans ce cas. On proce`de maintenant par re´currence. On
suppose le re´sultat acquis pour 1 6 |α| + |β| 6 k ∈ N∗ et on conside`re α et β tels que
|α|+ |β| = k + 1. On a
∂t∂
α
x ∂
β
ξ r(±t, x, ξ) = ±∂αx ∂βξ (∇xφ(r(±t, x, ξ), ξ))
= ±
n∑
k=1
(∂xk∇xφ)(r(±t, x, ξ), ξ) ∂αx ∂βξ rk(±t, x, ξ) +B±(t, x, ξ)
= ±(Hessx φ)(r(±t, x, ξ), ξ) · ∂αx ∂βξ r(±t, x, ξ) +B±(t, x, ξ),
ou` B± est une somme de termes de la forme
(∂γx∂
δ
ξ∇xφ)(r(±t, x, ξ), ξ)
|γ|∏
l=1
(∂αlx ∂
βl
ξ rkl)(±t, x, ξ),
avec |γ|+ |δ| > 2,∑αl = α et δ+∑βl = β et pour tout l : kl ∈ J1, nK, |αl|+ |βl| 6 k. Ainsi,
par hypothe`se de re´currence, |B±| est estime´ par
c 〈r(±t, x, ξ)〉−|γ|−ρ
|γ|∏
l=1
(t+ 〈x〉) 〈x〉−|αl| 6 c 〈x〉−α ,
et donc on a bien (5.8) puisque
∥∥∥∂t∂αx ∂βξ r(±t, x, ξ)∥∥∥ 6
∫ t
0
‖B±(t, x, ξ)‖ exp
(∫ t
s
‖Hessx φ(r(±τ, x, ξ), ξ)‖ dτ
)
ds
6 c t 〈x〉−α .
On note r± les fonctions de´finies par la proposition pre´ce´dente avec φ = φ±, ainsi que
F±(t, x, ξ) = (∆xφ±)
(
r±(t, x, ξ), ξ
)± V2(r±(t, x, ξ))
pour t ∈ R et (x, ξ) ∈ R2n. On remarque qu’on a en particulier
F±(0, x, ξ) = ∆xφ±(x, ξ)± V2(x) et F±
(
t, r±(s, x, ξ), ξ
)
= F±(t+ s, x, ξ).
Proposition 5.15. On conside`re les fonctions aj,±, j ∈ N, de´finies sur Z˚±(0, d1,±σ1) par
a0,±(x, ξ) = exp
(
±
∫ ∞
0
F±(±2s, x, ξ) ds
)
et, pour j > 1 :
aj,±(x, ξ) = ∓i
∫ +∞
0
∆xaj−1,±(r±(±2τ, x, ξ), ξ) exp
(
±
∫ τ
0
F±(±2s, x, ξ) ds
)
dτ.
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Alors ces fonctions ve´rifient sur Z˚±(0, d1,±σ1) les e´quations de transport
2∇xa0,± · ∇xφ± + a0,±∆xφ± ± a0,±V2 = 0 (5.10)
et
2∇xaj,± · ∇xφ± + aj,±∆xφ± ± aj,±V2 − i∆xaj−1,± = 0, (5.11)
ainsi que les estimations :
∀(x, ξ) ∈ Z˚±(0, d1,±σ1),
∣∣∣∂αx ∂βξ aj,±(x, ξ)∣∣∣ 6 cα,β 〈x〉−j−|α| . (5.12)
De plus il existe une constante c0 > 0 telle que
∀(x, ξ) ∈ Z˚±(0, d1,±σ1), |a0,±(x, ξ)| > c0. (5.13)
Remarque 5.16. C’est pour cette e´tape que l’on a besoin de se restreindre a` une partie
imaginaire V2 de courte porte´e.
De´monstration. 1. On commence par remarquer que d’apre`s (5.7), (5.1) et (5.3), il existe une
constante c telle que pour (x, ξ) ∈ Z˚±(0, d1,±σ1) et s > 0 on a
|F±(±2s, x, ξ)| 6 c 〈r±(±2s, x, ξ)〉−1−ρ 6 c 〈s〉−1−ρ .
Ainsi l’inte´grale intervenant dans la de´finition de a0,± est bien convergente et est borne´e
uniforme´ment en (x, ξ) ∈ Z˚±(0, d1,±σ1). Cela prouve de´ja` (5.13). Comme c’est encore valable
en remplac¸ant F± par ses de´rive´es, cela permet e´galement de ve´rifier que a0,± est bien dans
C∞b (R
2n). Pour (x, ξ) ∈ Z˚±(0, d1,±σ1) et θ ∈ R on a
a0,±(r±(±2θ, x, ξ), ξ) = exp
(
±
∫ +∞
0
F±(±2s, r±(±2θ, x, ξ), ξ) ds
)
= exp
(
±
∫ +∞
0
F±(±2(s+ θ), x, ξ) ds
)
= exp
(
±
∫ +∞
θ
F±(±2s, x, ξ) ds
)
,
et donc
d
dθ
a0,±(r±(±2θ, x, ξ), ξ)
∣∣∣∣
θ=0
= ∓F±(0, x, ξ) a0,±(x, ξ).
Mais on a aussi
d
dθ
a0,±(r±(±2θ, x, ξ), ξ)
∣∣∣∣
θ=0
= ±2∇xa0,±(x, ξ) · ∂tr±(0, x, ξ)
= ±2∇xa0,±(x, ξ) · ∇xφ±(x, ξ),
ce qui prouve que a0,± est solution de (5.10).
2. On montre maintenant l’estimation (5.12) pour j = 0. Pour α, β ∈ Nn, la de´rive´e
∂αx ∂
β
ξ a0,±(x, ξ) est une somme de termes de la forme
K∏
k=1
∂αkx ∂
βk
ξ
(
±
∫ +∞
0
F±(±2s, x, ξ) ds
)
a0,±(x, ξ)
avec
∑
αk = α,
∑
βk = β et pour tout k ∈ J1,KK : |αk|+ |βk| > 1. Il suffit donc de montrer,
pour (x, ξ) ∈ Z˚±(0, d1, σ1) et µ, ν ∈ Nn :∣∣∣∣
∫ +∞
0
∂µx∂
ν
ξF±(±2s, x, ξ)
∣∣∣∣ 6 cµ,ν 〈x〉−|µ| .
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Or cette de´rive´e est a` son tour une somme de termes de la forme∫ +∞
0
∂µkx ∂
νk
ξ (∆xφ± ± V2)(r±(±2s, x, ξ), ξ)
|µk|∏
j=1
∂
λk,j
x ∂
δk,j
ξ r±(±2s, x, ξ) ds,
ou`
∑|µk|
j=1 λk,j = µ et νk +
∑|µk|
j=1 δk,j = ν. Chacun de ces termes peut donc, d’apre`s (5.3),
(5.1) et (5.7), eˆtre estime´ par
c
∫ ∞
0
〈r±(±2s, x, ξ)〉−1−ρ−|µk|
|µk|∏
j=1
(s+ 〈x〉) 〈x〉−|λk,j | 6 c
∫ +∞
0
〈s〉−1− ρ2 〈x〉−|µ|− ρ2 ds
6 c 〈x〉−|µ|− ρ2 .
3. On montre maintenant par re´currence sur j > 1 que les fonctions aj,± sont bien de´finies
et ve´rifient les e´quations de transport (5.11) ainsi que les estimations (5.12). Le fait que aj,±
soit bien de´fini sur Z˚±(0, d1,±σ1) re´sulte de l’estimation de ∆xaj−1,± donne´e par (5.12).
Pour l’e´quation de transport, on calcule comme pour a0,± :
aj,±(r±(±2θ, x, ξ), ξ)
= ∓i
∫ +∞
0
∆xaj−1,±(r±(±2(τ + θ), x, ξ), ξ) exp
(
±
∫ τ+θ
θ
F±(±2s, x, ξ) ds
)
dτ
= ∓i
∫ +∞
θ
∆xaj−1,±(r±(±2τ, x, ξ), ξ) exp
(
±
∫ τ
θ
F±(±2s, x, ξ) ds
)
dτ,
de sorte que
d
dθ
aj,±(r±(±2θ, x, ξ), ξ)
∣∣∣∣
θ=0
= ±i∆xaj−1,±(x, ξ)∓ F±(0, x, ξ)aj,±(x, ξ).
Et comme on a e´galement
d
dθ
aj,±(r±(±2θ, x, ξ), ξ)
∣∣∣∣
θ=0
= ±2∇xaj,±(x, ξ) · ∇xφ±(x, ξ),
(5.11) est bien ve´rifie´e.
4. Comme on l’a fait pour a0,±, on montre maintenant l’estimation (5.12) avec un facteur
〈x〉−ρ˜j de mieux que ce qui est demande´, ou` on a note´ ρ˜j = ρ2j+1 (pour |α| + |β| > 1 en ce
qui concerne a0). Pour α, β ∈ Nn la de´rive´e ∂αx ∂βξ aj,±(x, ξ) est une somme de termes de la
forme :
∓i
∫ +∞
0
∂µx∂
ν
ξ (∆xaj−1,±(r±(±2τ, x, ξ), ξ))× ∂α−µx ∂β−νξ exp
(
±
∫ τ
0
F±(±2s, x, ξ) ds
)
dτ.
Le second facteur s’estime comme a0,± :∣∣∣∣∂α−µx ∂β−νξ exp
(
±
∫ τ
0
F±(±2s, x, ξ) ds
)∣∣∣∣ 6 c 〈x〉−|α−µ| ,
uniforme´ment en τ > 0. Il reste donc a` montrer :∫ +∞
0
∣∣∂µx∂νξ (∆xaj−1,±(r±(±2τ, x, ξ), ξ))∣∣ dτ 6 c 〈x〉−j−ρ˜j−|µ| . (5.14)
La de´rive´e ∂µx∂
ν
ξ (∆xaj−1,±(r±(2τ, x, ξ), ξ)) est une somme de termes de la forme
(∂λx∂
δ
ξ∆xaj−1,±)(r±(±2τ, x, ξ), ξ)
|λ|∏
k=1
(∂µkx ∂
νk
ξ r±)(±2τ, x, ξ),
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avec µ =
∑|λ|
k=1 µk et ν = δ +
∑|λ|
k=1 νk. Un tel terme peut eˆtre estime´ par
∫ +∞
0
∣∣(∂λx∂δξ∆xaj−1,±)(r±(±2τ, x, ξ), ξ)∣∣
|λ|∏
l=1
∣∣∣(∂µlx ∂νlξ r±)(±2τ, x, ξ)∣∣∣
6 c
∫ +∞
0
〈r±(±2τ, x, ξ)〉−(j−1)−ρ˜j−1−|λ|−2 (t+ 〈x〉)|λ| 〈x〉−
∑|λ|
l=1|µl| dτ
6 c 〈x〉−j−ρ˜j−|µ| .
Cela prouve (5.14) et conclut donc la de´monstration de la proposition.
Soit N ∈ N. Soient σ2 et σ3 tels que σ1 < σ2 < σ3 < σ, R2 et R3 tels que max
(
R1,
R
2
)
<
R2 < R3 < R et d2, d3 tels que d1 < d2 < d3 < d. On conside`re une fonction χ1 ∈ C∞(R)
telle que χ1(s) = 0 si s 6 σ2 et χ1(s) = 1 si s > σ3, χ2 ∈ C∞(R) telle que χ2(s) = 0 si s 6 d2
et χ2(s) = 1 si s > d3 et χ3 ∈ C∞(R) telle que χ3(s) = 0 si s 6 R2 et χ3(s) = 1 si s > R3.
On note alors
a±(h) =
N∑
j=0
hjaj,± et b±(h) = χ±a±(h),
ou`
χ±(x, ξ) = χ1
(±〈x, ξ〉
|x| |ξ|
)
χ2(|ξ|)χ3(|x|) (5.15)
(b(h) peut eˆtre vu comme une application sur R2n). On conside`re e´galement
p±(h) =
i
h
(|∇xφ±|2 + V1 − ξ2)b±(h)
+ (2∇xb±(h) · ∇xφ± + b±(h)∆xφ± ± b±(h)V2)− ih∆xb±(h),
(5.16)
comme donne´ par la proposition 5.11.
Proposition 5.17. On a les proprie´te´s suivantes sur b±(h) et p±(h) :
(i) supp b±(h) ⊂ Z±(R2, d2,±σ2) et pour α, β ∈ Nn il existe une constante cα,β telle que
pour tous h ∈]0, 1] et (x, ξ) ∈ Z±(R2, d2,±σ2) on a∣∣∣∂αx ∂βξ b±(x, ξ, h)∣∣∣ 6 cα,β 〈x〉−|α| . (5.17)
(ii) supp p±(h) ⊂ Z±(R2, d2,±σ2) et pour α, β ∈ Nn il existe une constante cα,β telle que
pour tous h ∈]0, 1] et (x, ξ) ∈ Z±(R2, d2,±σ2) on a∣∣∣∂αx ∂βξ p±(x, ξ, h)∣∣∣ 6 cα,β 〈x〉−|α| . (5.18)
Si de plus on se restreint a` (x, ξ) ∈ Z±(R3, d3,±σ3) alors on a :∣∣∣∂αx ∂βξ p±(x, ξ, h)∣∣∣ 6 cα,βhN+1 〈x〉−2−N−|α| . (5.19)
De´monstration. Par construction, on a suppχ± ⊂ Z±(R2, d2,±σ2) et donc supp b±(h) ⊂
Z±(R2, d2,±σ2). D’apre`s (5.16) on a e´galement supp p±(h) ⊂ Z±(R2, d2,±σ2). Soient α, β ∈
N
n. Pour j ∈ J0, NK et (x, ξ) ∈ Z±(R2, d2,±σ2), on a :∣∣∣∂αx ∂βξ χ±(x, ξ)aj,±(x, ξ)∣∣∣ 6 cα,β ∑
µ+µ′=α
ν+ν′=β
∣∣∣∣∂µx∂νξ χ1
(
±〈x, ξ〉|x| |ξ|
)∣∣∣∣ ∣∣∣∂µ′x ∂ν′ξ aj,±(x, ξ)∣∣∣
6 cα,β
∑
µ+µ′=α
ν+ν′=β
〈x〉−|µ| 〈x〉−j−|µ′| .
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Cela prouve (5.17). On a choisi la phase φ± pour que le premier terme de (5.16) s’annule
sur Z±(R2, d2,±σ2). E´tant donne´es les e´quations de transport satisfaites par les fonctions
aj,±, j ∈ N, l’expression du symbole p±(h) se re´duit a`
p±(h) = 2a±(h)∇xχ± · ∇xφ± − iha±(h)∆xχ± − 2ih∇xa±(h) · ∇xχ± − ihN+1∆x(aN,±χ±)
On obtient alors (5.18) a` partir de (5.12) et (5.3). En outre, sur Z±(R3, d3,±σ3), la fonction
χ± vaut 1 donc l’expression de p±(h) se re´duit a`
p±(h) = −ihN+1∆xaN,±,
ce qui donne bien l’estimation (5.19).
Proposition 5.18. Soient R5 > R3, d5 ∈]d3, d[ et σ5 ∈]σ3, σ[. Si R > R5 est assez grand,
alors il existe un symbole e±(h) de la forme e±(h) =
∑N
j=0 h
jfj,± avec fj,± ∈ S−j(R2n) et
supp fj,± ⊂ Z±(R5, d5,±σ5) tel que :
Ih(b±(h), φ±)Ih(e±(h), φ±)∗ = Oph(ω±) + h
N+1Oph(r±(h)) (5.20)
ou` r±(h) ∈ S−N (R2n) uniforme´ment en h ∈]0, 1].
Cette proposition est le lemme 4.5 de [Wan88]. On en omet la de´monstration.
Proposition 5.19. Soient θ, l,M ∈ N. Si R a e´te´ choisi assez grand alors il existe une
constante c telle que pour tous t > 0 et h ∈]0, 1] on a∥∥∥〈x〉M−(θ+l)Oph(ω)Ih(b±(h), φ±)Uh0 (±t)Ih(e±(h), φ±)∗ 〈x〉l∥∥∥L(L2(Rn)) 6 c hM 〈t〉−θ (5.21)
et ∥∥∥〈x〉2+N−(θ+l) Ih(p±(h), φ±)Uh0 (±t)Ih(e±(h), φ±)∗ 〈x〉l∥∥∥L(L2(Rn)) 6 chN+1 〈t〉−θ (5.22)
De´monstration. 1. D’apre`s le lemme 4.4 de [Wan88], si R est assez grand les supports des
applications b±(h) et (x, ξ) 7→ ω(x,∇xφ±(x, ξ)) sont disjoints, donc d’apre`s la proposition
A.3 de [Wan88] on a
Opwh (ω)Ih(b±(h), φ±) = h
MIh
(
b˜±(h), φ±
)
,
ou` b˜±(h) ∈ S−M (R2n) uniforme´ment en h.
2. Pour u ∈ S(Rn) et t > 0 on a :
Ih
(
b˜±(h), φ±
)
Uh0 (±t)Ih(e±(h), φ±)∗u(x)
=
1
(2πh)n
∫
Rn
∫
Rn
e
i
h
ζ±(t,x,y,ξ)b˜±(x, ξ, h)e±(y, ξ, h)u(y) dy dξ,
avec
ζ±(t, x, y, ξ) = φ±(x, ξ)− φ±(y, ξ)∓ tξ2.
Quitte a` prendre R plus grand, on peut supposer que pour (y, ξ) ∈ supp e±(h) on a
|∇ξφ±(y, ξ)− y| 6 c 〈y〉1−ρ 6 |y|
2
,
et donc, pour tout t > 0 et pour un certain c0 > 0 :
|∇ξφ±(y, ξ)± 2tξ| > 〈∇ξφ±(y, ξ)± 2tξ, yˆ〉 > c0(|y|+ t). (5.23)
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On conside`re alors l’ope´rateur L tel que pour u ∈ S(R2n) :
Lu = ih
(∇ξφ±(y, ξ)± 2tξ) · ∇ξu
|∇ξφ±(y, ξ)± 2tξ|2
.
On a alors
L∗v = ih divξ
(
∇ξφ±(y, ξ)± 2tξ
|∇ξφ±(y, ξ)± 2tξ|2
v
)
,
ou` divξ(u1, . . . , un) 7→
∑n
j=1 ∂ξjuj est l’ope´rateur divergence par rapport a` la variable ξ. L
ve´rifie en particulier
L
(
e−
i
h
(φ±(y,ξ)±tξ2)
)
= e−
i
h
(φ±(y,ξ)±tξ2),
et donc, pour tout ν ∈ N :
Ih(b˜±(h), φ±)Uh0 (±t)Ih(e±(h), φ±)∗u(x)
=
1
(2πh)n
∫
Rn
∫
Rn
e−
i
h
(φ±(y,ξ)±tξ2)(L∗)ν
(
e
i
h
φ±(x,ξ)b˜±(x, ξ, h)e±(y, ξ, h)
)
u(y) dy dξ.
On montre alors par re´currence sur ν ∈ N que
(L∗)ν
(
e
i
h
φ±(x,ξ)b˜±(x, ξ, h)e±(y, ξ, h)
)
=
Jν∑
j=1
e
i
h
φ±(x,ξ)b˜jν,±(x, ξ, h)e
j
ν,±(t, y, ξ, h)
pour un certain Jν ∈ N, ou` pour tout j ∈ J1, JνK on a b˜jν,±(h) ∈ Sν−M (R2n) uniforme´ment
en h, et pour α, β ∈ Nn il existe une constante cα,β telle que pour t > 0, y, ξ ∈ Rn et h ∈]0, 1]
on a : ∣∣∣∂αy ∂βξ ejν,±(t, y, ξ, h)∣∣∣ 6 cα,β(t+ 〈y〉)−ν 〈y〉−|α| . (5.24)
En effet, c’est vrai pour ν = 0, et si c’est vrai pour un certain ν ∈ N alors pour j ∈ J1, JνK
on calcule :
ih divξ
(
∇ξφ±(y, ξ)± 2tξ
|∇ξφ±(y, ξ)± 2tξ|2
e
i
h
φ±(x,ξ)b˜jν,±(x, ξ, h)e
j
ν,±(t, y, ξ, h)
)
= ih |∇ξφ±(y, ξ)± 2tξ|−2 × e ihφ±(x,ξ)
×
[
(∆ξφ±(y, ξ)± 2tn)b˜jν,±(x, ξ, h)ejν,±(t, y, ξ, h)
+2
(Hessξ φ±(y, ξ)± 2t In).(∇ξφ±(y, ξ)± 2tξ)2
|∇ξφ±(y, ξ)± 2tξ|2
b˜jν,±(x, ξ, h)e
j
ν,±(t, y, ξ, h)
+
i
h
(∇ξφ±(y, ξ)± 2tξ)∇ξφ±(x, ξ)b˜jν,±(x, ξ, h)ejν,±(t, y, ξ, h)
+ (∇ξφ±(y, ξ)± 2tξ) · ∇ξ b˜jν,±(x, ξ, h) ejν,±(t, y, ξ, h)
+ b˜jν,±(x, ξ, h) (∇ξφ±(y, ξ)± 2tξ) · ∇ξejν,±(t, y, ξ, h)
]
,
et on ve´rifie chacun des termes en utilisant (5.23). On remarque que c’est le troisie`me terme
qui fait d’une part qu’a` chaque ite´ration on doit ajouter une puissance de 〈x〉 et d’autre part
qu’on n’a pas de gain en terme de puissances de h. Pour ν = l + θ on obtient alors :
Ih
(
b˜±(h), φ±
)
Uh0 (±t)Ih(e±(h), φ±)∗ =
Jν∑
j=1
Ih(b˜
j
ν,±(h), φ±)U
h
0 (±t)Ih(ejν,±(t, h), φ±)∗.
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D’apre`s (5.24) et la proposition A.2 de [Wan88], l’ope´rateur 〈t〉θ Ih(eν,±(t, h), φ±)∗ est borne´
uniforme´ment en t et h de L2,−l(Rn) dans L2(Rn), l’ope´rateur Uh0 (±t) est borne´ uniforme´-
ment en t et h sur L2(Rn), et comme b˜ν,±(h) ∈ Sν−M (R2n) uniforme´ment en h, l’ope´rateur
Ih(b˜ν,±(h), φ±) est borne´ uniforme´ment de L2(Rn) dans L2,−M+θ+l(Rn). Cela prouve (5.21).
3. Soient R4 ∈]R3, R5[, d4 ∈]d3, d5[ et σ4 ∈]σ3, σ5[. On construit la fonction χ˜± comme on a
construit χ± en (5.15) en remplac¸ant (R2, d2, σ2) et (R3, d3, σ3) par (R3, d3, σ3) et (R4, d4, σ4).
On note alors p2,±(x, ξ, h) = p±(x, ξ, h)χ˜±(x, ξ) et p1,±(x, ξ, h) = p±(x, ξ, h) − p2,±(x, ξ, h).
D’apre`s (5.19), on a : ∣∣∣∂αx ∂βξ p2,±(x, ξ, h)∣∣∣ 6 cα,βhN+1 〈x〉−2−N−|α| .
On peut alors appliquer a` p2,±(h) le meˆme raisonnement qu’a` b˜±(h) pour obtenir (5.22) avec
p±(h) remplace´ par p2,±(h).
4. Il reste a` montrer (5.22) avec p±(h) remplace´ par p1,±(h). Pour cela, on remarque qu’il
existe c0 > 0 telle que pour (x, ξ) ∈ supp p1,± ⊂ Z±(R2, d2,±σ2) \ Z±(R4, d4,±σ4), (y, ξ) ∈
Z±(R5, d5,±σ5) et t > 0 on a
|∇ξζ±(t, x, y, ξ)| > c0(t+ |x|+ |y|). (5.25)
En effet on a (y ± 2tξ, ξ) ∈ Z±(R5, d5,±σ5) et :
|∇ξζ±(t, x, y, ξ)| = |∇ξφ±(x, ξ)−∇ξφ±(y, ξ)∓ 2tξ| > |x− (y ± 2tξ)| − c |x|1−ρ − c |y|1−ρ ,
ou` la constante c > 0 peut eˆtre rendue arbitrairement petite si on a choisi R assez grand. Si
|x| 6 R4 6 R4R5 |y ± 2tξ| alors
|x− (y ± 2tξ)| >
(
1− R4
R5
)
|y ± 2tξ| > 1
2
(
1− R4
R5
)
(|x|+ |y ± 2tξ|) > c0(t+ |x|+ |y|).
On peut proce´der de la meˆme fac¸on si |x| > γ |y ± 2tξ| pour un certain γ ∈
]
1, σ5σ4
[
, tandis
que si R4 6 |x| 6 γ |y ± 2tξ| et ±〈x, ξ〉 6 σ4 |x| |ξ|, alors
|x− (y ± 2tξ)| >
〈
y ± 2tξ − x,±ξˆ
〉
> (σ5 |y ± 2tξ| − σ4 |x|) > (σ5 − γσ4) |y ± 2tξ|
> c0(t+ |x|+ |y|),
et on obtient bien (5.25). Avec (5.25) on peut donc faire des inte´grations par parties comme
pre´ce´demment mais avec l’ope´rateur L = −ih∇ξζ·∇ξ|∇ξζ|2 . Quand on applique l’ope´rateur L
∗ a`
p1,±(x, ξ, h)e±(y, ξ, h) il n’y a pas de terme en h−1, donc chaque ite´ration fait gagner, en
plus d’une puissance de (t + 〈x〉 + 〈y〉), une puissance de h. Cela permet de conclure la
de´monstration.
On peut maintenant de´montrer le the´ore`me 5.6 :
De´monstration. On commence par montrer la premie`re estimation. D’apre`s la proposition
5.11, pour tous t > 0 et s ∈ [0, t] on a sur S(Rn) :
d
ds
Uh(t− s)Ih(b+(h), φ+)Uh0 (s) =
i
h
Uh(t− s)
(
HhIh(b+(h), φ+)− Ih(b+(h), φ+)Hh0
)
Uh0 (s)
= Uh(t− s)Ih(p+(h), φ+)Uh0 (s).
En inte´grant pour s entre 0 et t, on obtient :
Uh(t)Ih(b+(h), φ+) = Ih(b+(h), φ+)U
h
0 (t)−
∫ t
0
Uh(t− s)Ih(p+(h), φ+)Uh0 (s) ds.
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En composant a` droite par Ih(e+(h), φ+)
∗, cela donne, d’apre`s la proposition 5.18 :
Uh(t)Oph(ω+) = −hN+1Uh(t)Oph(r+(h)) + Ih(b+(h), φ+)Uh0 (t)Ih(e+(h), φ+)∗
−
∫ t
0
Uh(t− s)Ih(p+(h), φ+)Uh0 (s)Ih(e+(h), φ+)∗ ds.
(5.26)
Soit z ∈ C+. D’apre`s la proposition 2.9 on a :
(Hh − z)−1 = i
h
∫ ∞
0
e−
it
h
(Hh−z)dt =
i
h
∫ ∞
0
e
it
h
zUh(t) dt.
En multipliant (5.26) par ihe
it
h
z puis en inte´grant pour t > R+, on obtient :
(Hh − z)−1Oph(ω+)
= −hN+1(Hh − z)−1Oph(r+(h)) +
i
h
∫ ∞
0
e
it
h
zIh(b+(h), φ+)U
h
0 (t)Ih(e+(h), φ+)
∗ dt
− i
h
∫ ∞
0
∫ t
0
e
it
h
zUh(t− s)Ih(p+(h), φ+)Uh0 (s)Ih(e+(h), φ+)∗ ds dt
= −hN+1(Hh − z)−1Oph(r+(h)) +
i
h
∫ ∞
0
e
it
h
zIh(b+(h), φ+)U
h
0 (t)Ih(e+(h), φ+)
∗ dt
−
∫ ∞
0
e
is
h
z(Hh − z)−1Ih(p+(h), φ+)Uh0 (s)Ih(e+(h), φ+)∗ ds,
et donc, pour δ > 12 :
〈x〉−δ Oph(ω)(Hh − z)−1Oph(ω+) 〈x〉−δ
= −hN+1 〈x〉−δ Oph(ω)(Hh − z)−1Oph(r+(h)) 〈x〉−δ
+
i
h
〈x〉−δ
∫ ∞
0
e
it
h
zOph(ω)Ih(b+(h), φ+)U
h
0 (t)Ih(e+(h), φ+)
∗ 〈x〉−δ dt
−〈x〉−δ Oph(ω)
∫ ∞
0
e
is
h
z(Hh − z)−1Ih(p+(h), φ+)Uh0 (s)Ih(e+(h), φ+)∗ 〈x〉−δ ds.
Cela donne :∥∥∥〈x〉−δ Oph(ω)(Hh − z)−1Oph(ω+) 〈x〉−δ∥∥∥
6 chN+1
∥∥∥〈x〉−δ Oph(ω) 〈x〉δ∥∥∥ ∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥ ∥∥∥〈x〉δ Oph(r+(h)) 〈x〉−δ∥∥∥
+
c
h
∫ ∞
0
∥∥Oph(ω)Ih(b+(h), φ+)Uh0 (t)Ih(e+(h), φ+)∗∥∥ dt
+c
∫ ∞
0
∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−1∥∥∥ ∥∥〈x〉 Ih(p+(h), φ+)Uh0 (s)Ih(e+(h), φ+)∗∥∥ ds.
D’apre`s l’estimation uniforme pour la re´solvante et la proposition 3.11, le premier terme est
un O(hN ) dans L(L2(Rn)) uniforme´ment en z ∈ CI,+. Pour les deux derniers termes on
utilise la proposition 5.19 avec θ = 2, l = 0 et M = N + 1. On suppose en outre avoir choisi
N > 1. On obtient alors :∥∥∥〈x〉−δ Oph(ω)(Hh − (z + i0))−1Oph(ω+) 〈x〉−δ∥∥∥ = O
h→0
(hN ),
ou` le reste est uniforme en z ∈ CI,+. On sait en outre qu’on peut passer a` la limite Im z → 0
dans chacun des termes, donc le re´sultat est valable pour tout z ∈ CI,+.
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2. La deuxie`me partie du the´ore`me se de´montre de la meˆme manie`re en utilisant φ−, b−, p−,
r− et le fait que pour Im z < 0 :
(H∗h − z)−1 = −
i
h
∫ +∞
0
e
it
h
(H∗h−z) dt.
On a comme pre´ce´demment
U(t)∗Ih(b−(h), φ−)− Ih(b−(h), φ−)Uh0 (t)∗ =
∫ t
0
U(t− s)∗Ih(p−(h), φ−)U0(s)∗ ds,
puis
〈x〉−δ Oph(ω)(H∗h − z)−1Oph(ω−) 〈x〉−δ
= −hN+1 〈x〉−δ Oph(ω)(H∗h − z)−1Oph(r−(h)) 〈x〉−δ
− i
h
〈x〉−δ
∫ ∞
0
e−
it
h
zOph(ω)Ih(b−(h), φ−)U
h
0 (−t)Ih(e−(h), φ−)∗ 〈x〉−δ dt
+ 〈x〉−δ Oph(ω)
∫ ∞
0
e−
is
h
z(H∗h − z)−1Ih(p−(h), φ−)Uh0 (−s)Ih(e−(h), φ−)∗ 〈x〉−δ ds.
On peut conclure de la meˆme manie`re.
3. Si ω est a` support compact en x et β > 0, alors on peut utiliser les estimations de la
proposition 5.19 avec l aussi grand que l’on veut. En effet, il suffit de choisir θ = 2, l > β,
N > 2l + 1 et M > N + 1. On utilise e´galement le fait que r±(h) est dans S−N (R2n)
uniforme´ment en h.
On remarque qu’on a e´galement de´montre´ le re´sultat suivant :
Corollaire 5.20. On a
‖Oph(ω)Uh(t)Oph(ω+)‖L(L2(Rn)) = O
h→0
(h∞)
uniforme´ment en t > 0. Si ω est a` support borne´ en x, alors on peut ajouter des poids 〈x〉β
comme au the´ore`me 5.6.
5.2 E´quation de Helmholtz avec indice d’absorption de
signe variable
On s’inte´resse maintenant a` l’e´tude de l’ope´rateur de Schro¨dinger non dissipatif. On sup-
pose toujours que V2 tend vers 0 a` l’infini. Ainsi, le spectre essentiel de Hh reste la demi-droite
R+, et le reste du spectre est constitue´ de valeurs propres isole´es qui ne peuvent s’accumuler
que sur R+ ou a` l’infini. La diffe´rence est qu’on peut maintenant trouver des valeurs propres
sur le demi-plan supe´rieur.
5.2.1 Pre´sentation de la me´thode
L’ide´e de la me´thode pour obtenir une estimation comme celle du the´ore`me 4.36 est la
suivante. On conside`re une suite de fonctions qui contredit le re´sultat que l’on souhaite de´-
montrer, on choisit une mesure semi-classique associe´e a` cette famille, et on montre que cette
mesure est la fois nulle et non-nulle. La contradiction prouve alors que la ve´racite´ de l’esti-
mation ne peut eˆtre nie´e.
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Avant d’introduire une situation pre´cise pour laquelle on voudrait appliquer la me´thode,
on fixe un cadre commun a` ce qu’on va faire par la suite. Comme dans les chapitres pre´ce´dents,
on se donne deux potentiels V1, V2 ∈ C∞b (Rn,R) qui convergent vers 0 a` l’infini et
∀α ∈ Nn, ∀x ∈ Rn, |∂αV1(x)| 6 cα 〈x〉−|α|−ρ ,
avec ρ > 0. On conside`re alors l’ope´rateur de Schro¨dinger
Hh = −h2∆+ V1(x)− ihV2(x)
sur H2(Rn). La diffe´rence est qu’on ne suppose plus que V2 est partout positif. On pre´cisera
par la suite les hypothe`ses sur V2.
Proposition 5.21. Soient (vm)m∈N une suite de fonctions de H
2
loc(R
n), (zm)m∈N ∈ CN,
et (hm)m∈N ∈]0, 1]N une suite qui tend vers 0. Soit δ > 0. On note λm = Re zm et βm =
h−1m Im zm. On suppose que
λm −−−−→
m→∞
E > 0 et βm −−−−→
m→∞
β ∈ R
d’une part, et d’autre part :
‖vm‖L2,−δ(Rn) = 1 et ‖(Hhm − zm)vm‖L2,δ(Rn) = om→∞(hm).
Alors la famille (vm)m∈N admet une mesure semi-classique µ et, quitte a` extraire une sous-
suite, on peut supposer que pour tout q ∈ C∞0 (R2n) on a en fait
〈
Opwhm(q)vm, vm
〉
L2(Rn)
−−−−→
m→∞
∫
R2n
q dµ.
La mesure µ ve´rifie alors les trois proprie´te´s suivantes :
(i) La mesure µ est a` support dans p−1({E}).
(ii) Pour χ ∈ C∞0 (Rn) on a :
〈χvm, vm〉L2(Rn) −−−−→m→∞
∫
R2n
χ(x) dµ(x, ξ).
(iii) Pour tout symbole q ∈ C∞0 (R2n) et tout t > 0 on a :∫
R2n
q dµ =
∫
R2n
(q ◦ φt) exp
(
−2
∫ t
0
(V2 + β) ◦ φs ds
)
dµ
=
∫
R2n
(q ◦ φt) exp
(
−2
∫ t
0
(V2 + β) ◦ φt−s ds
)
dµ.
(5.27)
De´monstration. 1. L’existence d’une mesure semi-classique µ pour la famille (vm)m∈N re´sulte
de la proposition 3.17 et du fait que ‖vm‖L2,−δ(Rn) = 1.
2. Les deux premie`res proprie´te´s sont conse´quences du corollaire 5.3. En l’appliquant avec
q ∈ C∞0 (R2n) a` support hors de p−1({E}) on obtient∣∣〈Opwhm(q)vm, vm〉∣∣ −−−−→m→∞ 0,
ce qui prouve que µ est nulle hors de p−1({E}). Avec q(x, ξ) = χ(x)(1−χ˜(ξ)), ou` χ˜ ∈ C∞0 (Rn)
est e´gale a` 1 au voisinage de l’ensemble (borne´) des ξ ∈ Rn tels qu’il existe x ∈ Rn ve´rifiant
p(x, ξ) = E, on obtient 〈
Opwhm
(
χ(x)(1− χ˜(ξ)))vm, vm〉 −−−−→
m→∞
0,
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et donc :
lim
m→∞
〈χ(x)vm, vm〉 = lim
m→∞
〈
Opwhm
(
χ(x)χ˜(ξ)
)
vm, vm
〉
=
∫
R2n
χ(x)χ˜(ξ) dµ(x, ξ)
=
∫
R2n
χ(x) dµ(x, ξ).
3. Soient q ∈ C∞0 (R2n) et t > 0. Pour τ ∈ [0, t] on note :
q(τ, w) = q(φt−τ (w)) exp
(
−2
∫ t
τ
(V2 + β)(φ
s−τ (w)) ds
)
.
Comme l’ensemble des supp q(τ) = supp(q ◦φt−τ ) pour τ ∈ [0, t] est borne´ dans R2n on peut
de´river q(τ) sous l’inte´grale :
d
dτ
∫
R2n
q(τ) dµ =
∫
R2n
d
dτ
q(τ) dµ
=
∫
R2n
(
2(V2 + β)q(τ)− {p, q(τ)}
)
dµ
= lim
m→∞
〈
Opwhm
(
2(V2 + β)q(τ)− {p, q(τ)}
)
vm, vm
〉
= lim
m→∞
〈(
2(V2 + βm)Op
w
hm(q(τ))−
i
hm
[
H1hm ,Op
w
hm(q(τ))
])
vm, vm
〉
= lim
m→∞
i
hm
〈(
Opwhm(q(τ))(Hhm − zm)− (H∗hm − zm)Opwhm(q(τ))
)
vm, vm
〉
= 0.
Cela donne bien l’e´galite´ attendue. On note qu’on n’a pas eu besoin de s’inquie´ter du manque
de de´croissance de vm pour ce calcul car on n’a travaille´ qu’avec des symboles a` supports
compacts.
Pour obtenir une contradiction, il faudra montrer que pour une famille (vm)m∈N bien
choisie, la mesure µ donne´e par la proposition 5.21 est a` la fois nulle et non nulle. Meˆme si la
norme de vm est fixe´e dans un certain espace a` poids, il n’est pas clair que la mesure µ est non
nulle. En effet, il peut tre`s bien arriver que vm ✭✭ parte a` l’infini ✮✮ quand m devient grand.
Dans ce cas, puisqu’on n’applique a` vm que des ope´rateurs pseudo-diffe´rentiels de symboles
compacts dans la de´finition de µ, on aura une mesure µ qui est nulle sur tout compact, et
donc partout. Il se peut e´galement que ce soient les transforme´es de Fourier Fhmvm qui voient
leur masse partir a` l’infini pour m grand, ce qui signifierait que vm oscille a` des fre´quences
d’ordre plus grand que h−1m . On vient de ve´rifier au point (ii) que ce cas de figure ne se
pre´sentait pas. Il restera tout de meˆme a` le ve´rifier pour la variable x. Cela signifie que pour
une certaine fonction χ ∈ C∞0 (Rn) on doit avoir :
lim
m→∞
‖χvm‖L2(Rn) 6= 0.
5.2.2 Absence de valeurs propres a` distance d’ordre h de l’axe re´el
Avant d’e´tudier la re´solvante pre`s de l’axe re´el, on commence par s’inte´resser aux valeurs
propres de Hh loin de l’axe re´el (c’est-a`-dire de partie imaginaire plus grande que βh avec
β > 0). Cette question ne se posait pas lorsque V2 e´tait positif, puisque le the´ore`me qui
suit e´tait alors conse´quence directe des propositions 2.2 et 2.3. On rappelle que la condition
d’amortissement qu’on utilise maintenant pour une e´nergie E > 0 est :
∀w ∈ Ωb({E}), ∃T > 0,
∫ T
0
V2(x(t, w)) dt > 0. (5.28)
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The´ore`me 5.22. Soit E > 0 une e´nergie ve´rifiant la condition (5.28). Alors pour tout β > 0
il existe un voisinage I de E dans R∗+ et h0 > 0 tels que pour h ∈]0, h0] l’ope´rateur Hh n’a
pas de valeur propre dans l’ensemble
CI,hβ = {z ∈ C | Re z ∈ I, Im z > hβ} .
En outre il existe une constante c > 0 telle que pour h ∈]0, h0] et z ∈ CI,hβ on a :
∥∥(Hh − z)−1∥∥L(L2(Rn)) 6 ch .
Remarque 5.23. On rappelle que pour un ope´rateur non-autoadjoint, l’absence de spectre ne
donne pas automatiquement d’estimation pour la re´solvante comme c’est le cas pour un ope´-
rateur autoadjoint. Aussi la deuxie`me partie du the´ore`me est plus qu’une simple conse´quence
de l’absence de valeurs propres.
Comme annonce´, on suppose par l’absurde que le re´sultat est faux. Dans ce cas on peut
construire une suite (vm)m∈N d’e´le´ments de H
2(Rn), une suite (zm)m∈N ∈ CN et une suite
(hm)m∈N de re´els strictement positifs tels que si on note λm = Re zm et βm = h
−1
m Im zm on
a :
hm → 0, λm → E, βm > β, ‖vm‖L2(Rn) = 1 et ‖(Hhm − zm)vm‖L2(Rn) = om→∞(hm).
Tout d’abord, d’apre`s (2.3), on remarque que quitte a` retirer un nombre fini de termes on
peut supposer que βm 6 ‖V2‖∞+1 pour tout m ∈ N. Quitte a` extraire encore une sous-suite,
on peut donc supposer que βm → β˜ > β. On conside`re alors une mesure semi-classique µ
pour la famille (vm)m∈N comme donne´e par la proposition 5.21 avec δ = 0.
Proposition 5.24. La mesure totale de µ est infe´rieure ou e´gale a` 1.
De´monstration. Soit q ∈ C∞0 (R2n, [0, 1]). D’apre`s le the´ore`me 3.10 on a :∫
R2n
q dµ = lim
m→∞
〈
Opwhm(q)vm, vm
〉
6 lim sup
m→∞
‖q‖L∞(R2n) ‖vm‖2L2(Rn) 6 1.
En prenant q e´gal a` 1 sur BR2n(k) pour k ∈ N on obtient que µ(BR2n(k)) 6 1. Et comme
R
2n est union de´nombrable et croissante de telles boules, on a finalement : µ(R2n) 6 1.
Proposition 5.25. La mesure µ est non-nulle.
De´monstration. Comme V2 tend vers 0 a` l’infini, il existe R > 0 tel que V2(x) > −β2 pour
tout x ∈ Rn tel que |x| > R. Soit alors χ ∈ C∞0 (Rn, [0, 1]) une fonction e´gale a` 1 sur BR. On
a : ∫
Rn
(V2(x) + βm)χ(x) |vm(x)|2 dx+
∫
Rn
(V2(x) + βm)(1− χ(x)) |vm(x)|2 dx (5.29)
=
∫
Rn
(V2(x) + βm) |vm(x)|2 dx = −h−1m Im 〈(Hhm − zm)vm, vm〉L2(Rn)
−−−−→
m→∞
0,
et d’autre part, par hypothe`se sur vm :
∀m ∈ N,
∫
Rn
χ(x) |vm(x)|2 dx+
∫
Rn
(1− χ(x)) |vm(x)|2 dx = 1. (5.30)
L’ide´e est que si le premier terme de (5.30) tend vers 0, alors c’est aussi le cas pour le premier
terme de (5.29), et donc pour le deuxie`me terme de (5.29). Mais pour |x| et m grands, on
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a V2(x) + βm ≃ β˜ > 0, donc le deuxie`me terme de (5.30) tend aussi vers 0, ce qui n’est pas
possible. Plus pre´cise´ment, on e´crit pour tout m ∈ N :
β
2
∫
Rn
(1− χ(x)) |vm(x)|2 dx 6
∫
Rn
(V2(x) + βm)(1− χ(x)) |vm(x)|2 dx
6 −
∫
Rn
(V2(x) + βm)χ(x) |vm(x)|2 dx+ o
m→∞
(1)
6 ‖V2‖∞
∫
Rn
χ(x) |vm(x)|2 dx+ o
m→∞
(1).
On en de´duit que
lim
m→∞
(
‖V2‖∞ +
β
2
)∫
Rn
χ(x) |vm(x)|2 dx > β
2
,
et donc que ∫
R2n
χ(x) dµ(x, ξ) = lim
m→∞
∫
Rn
χ(x) |vm(x)|2 dx 6= 0.
On montre maintenant que la mesure µ est en fait nulle sur R2n.
Proposition 5.26. La mesure µ est nulle sur Ω−∞({E}).
De´monstration. Soit q ∈ C∞0 (R2n, [0, 1]) a` support dans l’ouvert Ω−∞(R∗+). Il existe T > 0 tel
que pour w ∈ supp q et s > T on a : V2(x(−s, w)) + β > β2 . On note
C = sup
supp q
exp
(
−2
∫ T
0
(V2 + β) ◦ φ−s ds
)
.
D’apre`s (5.27) et le fait que µ(R2n) 6 1, on a pour tout t > T :
0 6
∫
R2n
q dµ =
∫
R2n
(q ◦ φt) exp
(
−2
∫ t
0
(V2 + β) ◦ φt−s ds
)
dµ
6 sup
φ−t(supp q)
exp
(
−2
∫ t
0
(V2 + β) ◦ φt−s ds
)
6 sup
supp q
exp
(
−2
∫ t
0
(V2 + β) ◦ φ−s ds
)
6 C sup
supp q
exp
(
−2
∫ t
T
(V2 + β) ◦ φ−s ds
)
6 C sup
supp q
exp (−(t− T )β)
−−−→
t→∞
0.
Cela signifie que l’inte´grale de toute fonction a` support compact dans l’ouvert Ω−∞(R
∗
+) est
nulle, et donc que µ est nulle sur Ω−∞(R
∗
+).
Proposition 5.27. La mesure µ est nulle sur Ω−b ({E}) et donc sur R2n.
De´monstration. La de´monstration suit celle de la proposition pre´ce´dente. On conside`re q ∈
C∞0 (R
2n, [0, 1]). Comme on sait de´ja` que la mesure µ est nulle hors de Ω−b ({E}) on a pour
tout t > 0 :
0 6
∫
R2n
q dµ =
∫
R2n
(q ◦ φt) exp
(
−2
∫ t
0
(V2 + β) ◦ φt−s ds
)
dµ
6 sup
Ω−
b
({E})∩supp q
exp
(
−2
∫ t
0
(V2 + β) ◦ φ−s ds
)
.
On en de´duit que l’inte´grale de q est nulle graˆce a` la proposition 3.40.
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On a ainsi obtenu la contradiction voulue et donc de´montre´ le the´ore`me 5.22. On se rend
compte que pour la de´monstration pre´ce´dente, l’hypothe`se (5.28) est plus forte que ne´cessaire
puisqu’on ne s’est pas servi de l’amortissement duˆ au fait que Im zm > hmβ. Ainsi on ve´rifie
qu’on a en fait le re´sultat suivant :
Corollaire 5.28. Soient E > 0 et β > 0 tels que
∀w ∈ Ωb({E}), ∃T > 0,
∫ T
0
(
V2(x(−s, w)) + β
)
ds > 0.
Alors il existe un voisinage I de E dans R∗+ et h0 > 0 tels que pour h ∈]0, h0] l’ope´rateur
Hh n’a pas de valeur propre dans CI,hβ. En outre il existe une constante c > 0 telle que pour
h ∈]0, h0] et z ∈ CI,hβ on a :
∥∥(Hh − z)−1∥∥L(L2(Rn)) 6 ch .
On a jusqu’a` pre´sent e´tudie´ la re´solvante d’ope´rateurs dissipatifs sur le demi-plan supe´-
rieur. La raison est tre`s simple : sur le demi-plan supe´rieur les choses se passent a` peu pre`s
bien, voire pour certains aspects mieux que dans le cas autoadjoint, mais rien de ce qu’on a
fait n’e´tait valable sur le demi-plan infe´rieur. En autorisant la partie imaginaire a` avoir un
signe variable, on a en partie re´tabli la syme´trie du proble`me par rapport a` l’axe re´el. Ce
n’est pas tout a` fait le cas, l’hypothe`se (5.28) n’est bien suˆr pas syme´trique, mais pour une
e´nergie non-captive le proble`me ne se pose plus et on obtient le re´sultat suivant :
Corollaire 5.29. Soient E > 0 une e´nergie non captive et β > 0. Alors il existe un voisinage
I de E dans R∗+ et h0 > 0 tels que pour h ∈]0, h0] l’ope´rateur Hh n’a pas de valeur propre
z telle que Re z ∈ I et |Im z| > hβ. En outre il existe une constante c > 0 telle que pour
h ∈]0, h0] on a :
sup
Re z∈I
|Im z|>hβ
∥∥(Hh − z)−1∥∥L(L2(Rn)) 6 ch .
De´monstration. Il suffit d’appliquer le the´ore`me 5.22 a` la fois a` l’ope´rateur Hh et a` son
adjoint H∗h.
5.2.3 Construction d’une fonction de fuite borne´e
On suppose dans ce paragraphe que δ > 12 . On appelle habituellement fonction de fuite
une application qui croˆıt le long du flot hamiltonien φt. Plus pre´cise´ment, une fonction de
fuite est une fonction f ∈ C∞(R2n,R) telle que pour tout w ∈ p−1(J) (ou` J est un certain
intervalle de R∗+) :
d
dt
(f ◦ φt)(w)
∣∣∣∣
t=0
= {p, f}(w) > c0 > 0.
Une telle fonction a e´te´ construite dans [GM88] pour montrer l’estimation de la re´solvante par
la me´thode de Mourre, et on a repris cette construction pour la de´monstration du the´ore`me
4.36. En effet, une telle minoration donne, via le calcul pseudo-diffe´rentiel et l’ine´galite´ de
G˚arding, une minoration sur le commutateur de Hh1 avec Op
w
h (f). Le proble`me est qu’une
telle fonction croˆıt ne´cessairement comme x dans la zone sortante. Or pour le raisonnement
que l’on va faire ici, on aura besoin que l’ope´rateur Opwh (f) soit borne´. Th. Jecko a l’ide´e
dans [Jec04] d’introduire une fonction de fuite en un sens plus faible, a` savoir
{p, f}(x, ξ) > c0 〈x〉−2δ ,
ce qui s’ave`re suffisant pour son propos. En outre, puisque 2δ > 1 il est raisonnable qu’une
fonction f ve´rifiant une telle condition puisse eˆtre borne´e. Plutoˆt que d’avoir a` utiliser une
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ine´galite´ de G˚arding dans les espaces a` poids, on propose la construction d’une autre fonction
de fuite, pour laquelle on aura
{p, f}(x, ξ) = (1− χ(x))χ˜(p(x, ξ)) 〈x〉−2δ ,
ou` χ ∈ C∞0 (Rn) est a` de´terminer et χ˜ ∈ C∞0 (R) est e´gale a` 1 au voisinage de E > 0 (l’inte´reˆt
de la construction propose´e dans [Jec04] est de s’adapter au cas matriciel).
Proposition 5.30. Soit E > 0. Alors il existe f ∈ C∞b (R2n,R), χ ∈ C∞0 (Rn, [0, 1]) et
χ˜ ∈ C∞0 (R, [0, 1]) e´gale a` 1 au voisinage de E telles que :
∀(x, ξ) ∈ R2n, {p, f}(x, ξ) = (1− χ(x))χ˜(p(x, ξ)) 〈x〉−2δ .
On note J =
]
E
2 , 2E
[
et on conside`re σ ∈ ]0, 12[, de sorte que la condition de la proposition
3.33 est ve´rifie´e. Soient R et R˜ donne´s par la proposition 3.33. On note :
ZJ,± = Z±
(
R˜, 0,∓σ
)
∩ p−1(J).
Proposition 5.31. Si R˜ a e´te´ choisi assez grand, alors pour α, β ∈ Nn tels que |α|+ |β| > 1
il existe une constante cα,β telle que pour tous t > 0 et (x, ξ) ∈ ZJ,± on a∣∣∣∂αx ∂βξ φ±t(x, ξ)∣∣∣ 6 cα,β 〈t〉 . (5.31)
On sait d’apre`s le lemme 3.21 que les de´rive´es du flot φt peuvent eˆtre exponentiellement
croissantes par rapport au temps. Le but de cette proposition est de voir que si on ne regarde
que le flot loin de l’origine, c’est-a`-dire ou` l’influence de l’indice de re´fraction V1 est faible,
alors on doit retrouver une croissance en O(t) valable pour les trajectoires du flot libre
(x, ξ) 7→ (x+ 2tξ, ξ).
De´monstration. 1. On montre le cas ou` (x, ξ) ∈ ZJ,+, sachant que le cas (x, ξ) ∈ ZJ,− est
analogue. On note
A(t, x, ξ) =
(
Jxx(t, x, ξ) Jξx(t, x, ξ)
Jxξ(t, x, ξ) Jξξ(t, x, ξ)
)
∈M2n(R),
et on suppose par l’absurde que
lim sup
t→+∞
‖A(t)‖L∞(ZJ,+,M2n(R))
t
= +∞.
Si on note
B(t, x, ξ) =
(
0 2 In
−HessV1(x(t, x, ξ)) 0
)
∈M2n(R),
alors en de´rivant par rapport a` x puis par rapport a` ξ le syste`me (3.12), on obtient
∂tA(t, x, ξ) = B(t, x, ξ) ·A(t, x, ξ)
(c’est ce qui est utilise´ pour la de´monstration du lemme 3.21), et par suite :
∂2tA(t, x, ξ) = ∂tB(t, x, ξ) ·A(t, x, ξ) +B(t, x, ξ)2 ·A(t, x, ξ) =: C(t, x, ξ) ·A(t, x, ξ)
D’apre`s la proposition 3.33, il existe c0 > 0 tel que pour (x, ξ) ∈ ZJ,+ et t > 0 on a
|x(t, x, ξ)| > c0(|x|+ t), donc
‖C(t, x, ξ)‖ 6 ‖∂tB(t, x, ξ)‖+
∥∥B(t, x, ξ)2∥∥ 6 c(|x|+ t)−2−ρ,
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ou` c ne de´pend ni de (x, ξ) ∈ ZJ,+, ni de t > 0. Pour m ∈ N on note :
tm = inf
{
t > 1
∣∣ ‖A(t, x, ξ)‖L∞(ZJ,+,M2n(R)) > mt
}
.
D’apre`s le lemme 3.21 les de´rive´es de φt sont dans L∞(R2n) uniforme´ment pour t restant
dans un compact de R, ce qui implique que tm → +∞. Par la formule de Taylor avec reste
inte´gral a` l’ordre 2, on a alors :
‖A(tm)‖L∞(ZJ,+,M2n(R))
tm
6
‖A(0)‖L∞(ZJ,+,M2n(R))
tm
+ ‖∂tA(0)‖L∞(ZJ,+,M2n(R))
+
1
tm
∫ tm
0
(tm − s)c(R˜+ s)−2−ρ ‖A(s)‖L∞(ZJ,+,M2n(R)) ds
6 c+ c
∫ tm
0
tm − s
tm
(R˜+ s)−2−ρ smds
6 c+ cm
∫ tm
0
(R˜+ s)−1−ρ ds
6 c+ cmR˜−ρ,
ou` c ne de´pend ni de m ∈ N ni du choix de R˜. On peut supposer avoir choisi R˜ assez grand
pour que cR˜−ρ 6 14 . Pour m assez grand, cette quantite´ est alors infe´rieure a` m2 , ce qui est
absurde. On a donc de´montre´ le cas |α|+ |β| = 1.
2. On montre maintenant le re´sultat par re´currence sur |α|+ |β|. On suppose donc le re´sultat
acquis pour tous α et β tels que 1 6 |α|+ |b| 6 K − 1, ou` K > 2, et on conside`re α, β ∈ Nn
tels que |α|+ |β| = K. Pour j ∈ J1, nK, en appliquant l’ope´rateur ∂αx ∂βξ au syste`me (3.12) on
obtient{
∂t∂
α
x ∂
β
ξ xj(t, x, ξ) = 2∂
α
x ∂
β
ξ ξj(t, x, ξ)
∂t∂
α
x ∂
β
ξ ξj(t, x, ξ) = −
∑n
l=1 ∂xj∂xlV1(x(t, x, ξ)) ∂
α
x ∂
β
ξ xl(t, x, ξ) + bα,β,j(t, x, ξ),
ou` bα,β,j est une somme de termes de la forme
−∂xj∂νV1(x(t, x, ξ))
|ν|∏
k=1
∂αkx ∂
βk
ξ xjk(t, x, ξ)
avec |ν| > 2,∑αk = α,∑βk = β et pour tout k ∈ J1, |ν|K : jk ∈ J1, nK et |αk|+ |βk| > 1. En
particulier pour tout k on a |αk|+ |βk| < |α|+ |β|, donc par hypothe`se de re´currence chaque
terme est estime´ par∣∣∣∣∣∣∂xj∂νV1(x(t, x, ξ))
|ν|∏
k=1
∂αkx ∂
βk
ξ xjk(t, x, ξ)
∣∣∣∣∣∣ 6 c(|x|+ t)−1−ρ−|ν| 〈t〉ν 6 c(|x|+ t)−1−ρ
ou` c ne de´pend ni de t > 0 ni de (x, ξ) ∈ ZJ,+, et donc :
|bα,β,j(t, x, ξ)| 6 c(|x|+ t)−1−ρ.
On a aussi
|∂tbα,β,j(t, x, ξ)| 6 c(|x|+ t)−1−ρ,
donc si on note
Aα,β(t, x, ξ) =


∂αx ∂
β
ξ x1(t, x, ξ)
...
∂αx ∂
β
ξ xn(t, x, ξ)
∂αx ∂
β
ξ ξ1(t, x, ξ)
...
∂αx ∂
β
ξ ξn(t, x, ξ)


∈ R2n et Dα,β(t, x, ξ) =


0
...
0
bα,β,1(t, x, ξ)
...
bα,β,n(t, x, ξ)


∈ R2n,
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on a
∂tAα,β(t, x, ξ) = B(t, x, ξ) ·Aα,β(t, x, ξ) +Dα,β(t, x, ξ)
et
∂2tAα,β(t, x, ξ) = C(t, x, ξ) ·Aα,β(t, x, ξ) +B(t, x, ξ) ·Dα,β(t, x, ξ) + ∂tDα,β(t, x, ξ).
On peut alors conclure de fac¸on analogue a` ce qu’on a fait pour le cas |α|+ |β| = 1.
L’estimation en O(t) est satisfaisante pour les de´rive´es de x puisque cela correspond a` ce
qu’on a dans le cas libre. Mais pour ξ on peut ame´liorer ce re´sultat :
Corollaire 5.32. Pour tous α, β ∈ Nn il existe une constante cα,β > 0 telle que pour t > 0
et (x, ξ) ∈ ZJ,± on a : ∣∣∣∂αx ∂βξ ξ(±t, x, ξ)∣∣∣ 6 cα,β .
De´monstration. Soient α, β ∈ Nn. On a vu dans la de´monstration pre´ce´dente que
∂t∂
α
x ∂
β
ξ ξj(±t, x, ξ) = ∓
n∑
l=1
∂xj∂xlV1(x(±t, x, ξ)) ∂αx ∂βξ xl(±t, x, ξ) + O
t→+∞
(t−1−ρ),
ou` le reste est uniforme en (x, ξ) ∈ ZJ,±. Avec les estimations obtenues sur les de´rive´es de x
on obtient alors qu’il existe une constante cα,β telle que pour tous (x, ξ) ∈ ZJ,± et t > 0 on
a : ∣∣∣∂t∂αx ∂βξ ξj(±t, x, ξ)∣∣∣ 6 cα,β 〈t〉−1−ρ .
Il ne reste plus qu’a` inte´grer par rapport au temps pour conclure.
Corollaire 5.33. Pour α, β ∈ Nn il existe une constante cα,β > 0 telle que pour tous t > 0
et (x, ξ) ∈ ZJ,± on a : ∣∣∣∣∣∂αx ∂βξ x(±t, x, ξ) · ξ(±t, x, ξ)|x(±t, x, ξ)| ∣∣ξ(±t, x, ξ)∣∣
∣∣∣∣∣ 6 cα,β .
Corollaire 5.34. Soit δ > 12 . Alors pour α, β ∈ Nn il existe une constante cα,β > 0 telle que
pour tous t > 0 et (x, ξ) ∈ ZJ,± on a :∣∣∣∂αx ∂βξ 〈x(±t, x, ξ)〉−2δ∣∣∣ 6 cα,β(|x|+ t)−2δ.
De´monstration. Soit α, β ∈ Nn. La de´rive´e ∂αx ∂βξ 〈x(±t, x, ξ)〉−2δ est une somme de termes
de la forme
cK(x(±t, x, ξ)) 〈x(±t, x, ξ)〉−2δ−K
K∏
k=1
∂αkx ∂
βk
ξ x(±t, x, ξ)
ou` cK(x) = 〈x〉2δ+K dKdxK 〈x〉−2δ est une fonction borne´e, α =
∑K
k=1 αk et β =
∑K
k=1 βk.
On peut maintenant de´montrer la proposition 5.30 :
De´monstration. Soit χ˜ ∈ C∞0 (R) a` support dans J et e´gale a` 1 au voisinage de E. Soient χ+
et χ− dans C∞(R) telle que suppχ+ ⊂] − σ,+∞[, suppχ− ⊂] −∞, σ[ et χ+ + χ− = 1 sur
R. Soit χ ∈ C∞0 (Rn, [0, 1]) e´gale a` 1 au voisinage de BR˜. On note alors
g± : (x, ξ) 7→ χ±
(
xˆ · ξˆ
)
(1− χ(x))χ˜(p(x, ξ)) 〈x〉−2δ ,
puis, pour w ∈ R2n :
f±(w) = ±
∫ +∞
0
g±(φ∓t(w)) dt.
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Soient (x, ξ) ∈ R2n et V ⊂ Bx(2 |x|) un voisinage de (x, ξ) dans R2n. Il existe Tw > 0 tel que
pour tous w ∈ ZJ,± et t > T on a |x(±t, w)| > 2 |x|. Cela assure que
∀v ∈ V, ∀t > T, g±(φ∓t(v)) = 0.
Les the´ore`mes de re´gularite´ sous l’inte´grale assurent donc que les fonctions f+ et f− sont de
classe C∞ au voisinage de w. Et donc sur R2n. En outre leurs de´rive´es selon le flot φt sont
donne´es par
{p, f±} = ±
∫ +∞
0
{p, g± ◦ φ∓t} dt = g±.
On ve´rifie maintenant que toutes les de´rive´es de f± sont borne´es. Pour α, β ∈ Nn il existe
d’apre`s les re´sultats pre´ce´dents une constante cα,β telle que pour (x, ξ) ∈ ZJ,± et t > 0 on a∣∣∣∂αx ∂βξ (g± ◦ φ±t)(x, ξ)∣∣∣ 6 cα,β(|x|+ t)−2δ.
Soit alors w ∈ R2n tel qu’il existe un temps t > 0 pour lequel φ∓t(w) ∈ ZJ,± (si ce n’est pas
le cas, les de´rive´es de f± sont nulles en w). On note t0 le supre´mum des tels temps t. On a
alors :
∣∣∣∂αx ∂βξ f±(w)∣∣∣ 6
∫ t0
0
∣∣∣∂αx ∂βξ g±(φ∓tw)∣∣∣ dt =
∫ t0
0
∣∣∣∂αx ∂βξ g±(φ±t(φ∓t0(w)))∣∣∣ dt
6 cα,β
∫ +∞
0
(R˜+ t)−2δ dt.
Les fonctions f+ et f− sont donc dans C∞b (R
2n). Il ne reste alors plus qu’a` noter f = f++f−
pour achever la de´monstration.
5.2.4 Estimations de la re´solvante pre`s de l’axe re´el dans le cas non-
dissipatif
On montre maintenant une estimation uniforme de la re´solvante pre`s de l’axe re´el, ana-
logue a` celle du the´ore`me 4.36, dans le cas ou` le coefficient d’absorption n’est pas ne´cessaire-
ment partout positif. Pour ce paragraphe on aura besoin d’une hypothe`se un peu plus forte
sur la partie imaginaire V2 :
The´ore`me 5.35. On suppose que V2 est dans C
∞(Rn,R), est positif en dehors d’un compact
et de courte porte´e. Soient E > 0 ve´rifiant la condition d’amortissement faible (5.28) et
δ > 12 . Alors il existe un voisinage I de E dans R
∗
+, h0 > 0 et c > 0 tels que pour h ∈]0, h0]
l’ope´rateur Hh n’a pas de valeurs propres dans CI,+ et pour z ∈ CI,+ on a :∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥L(L2(Rn)) 6 ch .
On peut conside´rer des potentielsW2 etW3 tels que V2 =W2+W3,W2 est positif et vaut
1 au voisinage de (la projection selon la premie`re variable de) Ωb({E}), et W3 ∈ C∞0 (Rn,R).
On notera alors :
H2h = −h2∆+ V1(x)− ihW2(x).
L’ope´rateurH2h a donc un potentiel dont la partie imaginaire est ne´gative et ve´rifie l’hypothe`se
(4.40). En particulier la re´solvante (H2h − z)−1 est bien de´finie pour tout z ∈ C+.
Remarque 5.36. D’apre`s le the´ore`me 4.14, il existe h0 > 0, un voisinage I de E dans R
∗
+ et
une constante C > 0 telle que pour h ∈]0, h0] et z ∈ CI,+ on a∥∥∥〈x〉−δ (H2h − z)−1 〈x〉−δ∥∥∥L(L2(Rn)) 6 Ch .
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Supposons alors que pour tout x ∈ Rn on a
|W3(x)| 6 1
2C
〈x〉−2δ . (5.32)
Pour z ∈ CI,+ on e´crit
(Hh − z) = (H2h − z)(1− ih(H2h − z)−1W3).
Soient h ∈]0, h0] et z ∈ CI,+. Si u ∈ H2(Rn) est tel que Hhu = zu alors par injectivite´ de
(H2h − z) on a u = ih(H2h − z)−1W3u et donc∥∥∥〈x〉−δ u∥∥∥
L2(Rn)
= h
∥∥∥〈x〉−δ (H2h − z)−1 〈x〉−δ∥∥∥L(L2(Rn))
∥∥∥〈x〉2δW3∥∥∥
L∞(Rn)
∥∥∥〈x〉−δ u∥∥∥
L2(Rn)
6
1
2
∥∥∥〈x〉−δ u∥∥∥
L2(Rn)
,
ce qui implique que u = 0. Ainsi (Hh − z) est inversible et∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥L(L2(Rn))
6
∥∥∥∥(1− ih 〈x〉−δ (H2h − z)−1W3 〈x〉δ)−1
∥∥∥∥
L(L2(Rn))
∥∥∥〈x〉−δ (H2h − z)−1 〈x〉−δ∥∥∥L(L2(Rn))
6
2C
h
.
L’inte´reˆt des the´ore`mes 5.22 et 5.35 est qu’on n’a pas fait d’hypothe`se sur la taille de la partie
ne´gative W3. En particulier on n’a pas besoin d’une hypothe`se aussi restrictive que (5.32).
Il suffit de montrer le the´ore`me 5.35 pour δ ∈ ] 12 , 1+ρ2 [. On suppose qu’on peut trouver
une suite (vm)m∈N d’e´le´ments de H
2(Rn), une suite (zm)m∈N d’e´le´ments de C et une suite
(hm)m∈N de re´els strictement positifs tels que si on note λm = Re zm et βm = h
−1
m Im zm on
a :
hm → 0, λm → E, 0 < βm → 0, ‖vm‖L2,−δ(Rn) = 1
et
‖(Hhm − zm)vm‖L2,δ(Rn) = om→∞(hm).
On remarque en particulier qu’on demande a` chaque fonction vm d’eˆtre dans H
2(Rn) mais
qu’on ne demande pas de controˆle sur la norme H2(Rn) uniforme en m. D’autre part, on
peut supposer que βm → 0 graˆce au the´ore`me 5.22. En effet, pour nier le re´sultat annonce´,
on doit autoriser n’importe quel re´el strictement positif pour βm, mais si on peut extraire
une sous-suite (βmk)k∈N telle que βmk > β > 0, on obtient directement une contradiction en
appliquant le raisonnement du paragraphe 5.2.2.
On va montrer qu’une telle suite ne peut exister. En conside´rant une e´ventuelle famille de
vecteurs propres (donc dans H2(Rn)), cela prouvera de´ja` que l’ope´rateur Hh n’admet pas de
valeur propre de partie re´elle dans I et de partie imaginaire positive et proche de 0. Avec le
the´ore`me 5.22, on en de´duit que Hh n’a en fait pas de valeur propre dans CI,+. Une fois ceci
acquis, l’ope´rateur 〈x〉−δ (Hhm − zm)−1 〈x〉−δ sera bien de´fini comme ope´rateur de L2(Rn)
dans H2(Rn) pour tout m ∈ N. Une deuxie`me application du raisonnement montrera alors
l’estimation du the´ore`me 5.35.
On commence par appliquer la proposition 5.21 avec δ comme donne´ par l’e´nonce´ du
the´ore`me. On obtient une mesure semi-classique µ pour la famille (vm)m∈N, a` support sur
p−1({E}). Il faut alors montrer que cette mesure est a` la fois nulle et non-nulle.
Proposition 5.37. La mesure µ est nulle sur Ω−∞({E}).
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De´monstration. Soit J ⊂]E/2, 2E[ un voisinage de E tel que l’hypothe`se (4.40) est ve´rifie´e
pour tout λ ∈ J On commence par ve´rifier que la mesure µ est nulle sur une zone entrante
Z−(R, 0,−1/2) ∩ p−1(J) pour R assez grand. Soient R1 tel que suppW3 ⊂ BR1 , d =
√
E/3
et σ = 12 . Soient R donne´ par le the´ore`me 5.6 applique´ pour l’ope´rateur de Schro¨dinger
dissipatif H2h, puis ω− ∈ C∞0 (R2n) a` support dans Z−(R, d,−1/2). Quitte a` augmenter R,
on peut supposer que c’est un rayon de fuite pour J , de sorte que pour (x, ξ) ∈ p−1(J) avec
|x| > R on a |ξ| > d. Pour tout m ∈ N, l’ope´rateur (H2hm − zm) est inversible, donc on peut
e´crire :
Opwhm(ω−)vm
= Opwhm(ω−)(H
2
hm − zm)−1(H2hm − zm)vm
= Opwhm(ω−)(H
2
hm − zm)−1(Hhm − zm)vm + ihmOpwhm(ω−)(H2hm − zm)−1W3vm.
Pour m assez grand (c’est-a`-dire tel que zm ∈ CJ,+), en utilisant les estimations uniformes
et dans la zone entrante pour la re´solvante de l’ope´rateur H2hm on obtient :∥∥Opwhm(ω−)vm∥∥L2,δ(Rn) (5.33)
=
∥∥∥〈x〉δ Opwh (ω−) 〈x〉δ∥∥∥ ∥∥∥〈x〉−δ (H2hm − zm)−1 〈x〉−δ∥∥∥ ‖(Hhm − zm)vm‖L2,δ(Rn)
+hm
∥∥∥〈x〉δ Opwh (ω−)(H2hm − zm)−1W3 〈x〉δ∥∥∥ ‖vm‖L2,−δ(Rn)
−−−−→
m→∞
0.
On en de´duit que 〈
Opwhm(ω−)vm, vm
〉 −−−−→
m→∞
0,
et donc que µ est nulle sur Z−(R, d,−1/2). Soit alors q ∈ C∞0 (Rn) a` support dans Ω−∞(J).
Pour T assez grand, on a φ−T (supp q) ⊂ Z−(R, d,−1/2). D’apre`s la proposition 5.21, l’inte´-
grale de q contre la mesure µ est nulle, ce qui prouve que µ est nulle sur Ω−∞(J).
Proposition 5.38. La mesure µ est nulle sur Ω−b ({E}).
De´monstration. Cette proposition se montre de la meˆme fac¸on que la proposition 5.27 en
utilisant l’hypothe`se (5.28). Il faut tout de meˆme faire attention au fait que la mesure totale
de µ n’est plus ne´cessairement finie. Soit q ∈ C∞0 (R2n, [0, 1]). On sait que la mesure µ est a`
support sur Ω−b ({E}), donc par la proposition 5.21 on peut e´crire :∫
R2n
q dµ =
∫
R2n
1Ω−
b
({E})(q ◦ φt) exp
(
−2
∫ t
0
V2 ◦ φt−s ds
)
dµ.
Comme l’ensemble ⋃
t>0
φ−t(supp q ∩ Ω−b ({E}))
est borne´, on peut trouver une constante C > 0 telle que pour tout t > 0 :∫
R2n
q dµ 6 C sup
supp q∩Ω−
b
({E})
exp
(
−2
∫ t
0
V2 ◦ φ−s ds
)
.
On conclut alors comme pour les propositions 5.26 et 5.27.
A ce stade on a donc de´montre´ que la mesure µ est nulle, ce qui signifie que pour toute
fonction q ∈ C∞0 (R2n) on a 〈
Opwhm(q)vm, vm
〉 −−−−→
m→∞
0. (5.34)
Pour obtenir la contradiction attendue, il faut encore montrer qu’elle n’est pas nulle. Pour
cela, on aura besoin du fait que (5.34) est encore valable pour une classe de symboles plus
large que C∞0 (R
2n) :
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Proposition 5.39. Soit a ∈ S( 〈x〉−1−ρ ). Alors on a :
〈
Opwhm(a)vm, vm
〉 −−−−→
m→∞
0.
De´monstration. On note b(x, ξ) = 〈x〉2δ a(x, ξ) ∈ S(〈x〉2δ−1−ρ) (on rappelle que 2δ < 1 + ρ).
Soit ε > 0. Il existe χ ∈ C∞0 (Rn, [0, 1]) telle que |b(x, ξ)| 6 ε pour x, ξ ∈ Rn tels que χ(x) 6= 1.
On a
Opwhm(a) = 〈x〉−δ Opwhm(b) 〈x〉−δ + hmOpwhm(rm)
avec rm ∈ S
( 〈x〉−2δ ) uniforme´ment en m, donc :
〈
Opwhm(a)vm, vm
〉
=
〈
Opwhm(b) 〈x〉−δ vm, 〈x〉−δ vm
〉
+ O
m→∞
(hm)
=
〈
χOpwhm(b) 〈x〉−δ vm, 〈x〉−δ vm
〉
+
〈
(1− χ)Opwhm(b) 〈x〉−δ vm, 〈x〉−δ vm
〉
+ O
m→∞
(hm).
Le premier terme tend vers 0 du fait que µ est nulle et pour le deuxie`me terme, on a d’apre`s
le the´ore`me 3.10 :∣∣∣〈(1− χ)Opwhm(b) 〈x〉−δ vm, 〈x〉−δ vm〉∣∣∣ 6 ∥∥(1− χ)Opwhm(b)∥∥L(L2(Rn))
6 ‖(1− χ)b‖L∞(R2n) + O
m→∞
(
√
hm)
6 ε+ O
m→∞
(√
hm
)
.
Ainsi, pour tout ε > 0 on obtient∣∣〈Opwhm(a)vm, vm〉∣∣ 6 ε+ om→∞(1),
ce qui permet de conclure.
On montre maintenant que la mesure µ est non nulle. La de´monstration repose sur l’exis-
tence d’une fonction de fuite comme construite au paragraphe 5.2.3.
Proposition 5.40. La mesure µ est non nulle.
De´monstration. 1. Soient χ ∈ C∞0 (Rn, [0, 1]), χ˜ ∈ C∞0 (R, [0, 1]) et f ∈ C∞b (R2n,R) donne´s
par la proposition 5.30. Pour m ∈ N on a :
1 =
〈
〈x〉−2δ vm, vm
〉
=
〈
〈x〉−2δ χ(x)vm, vm
〉
+
〈
Opwhm
( 〈x〉−2δ (1− χ(x))((1− χ˜) ◦ p))vm, vm〉
+
〈
Opwhm
( 〈x〉−2δ (1− χ(x))(χ˜ ◦ p))vm, vm〉 .
D’apre`s la proposition 5.21, si le premier terme du membre de droite tend vers 1, alors cela
prouvera que la mesure µ est non nulle. D’apre`s le corollaire 5.3, le deuxie`me terme tend vers
0, il suffit donc de montrer que le dernier terme tend lui aussi vers 0.
2. D’apre`s (3.9) on a
i
hm
[H1hm ,Op
w
hm(f)] = Op
w
hm({p, f}) + h2mOpwhm(r3(hm)),
avec r3(h) ∈ C∞b (R2n) uniforme´ment en h ∈]0, 1]. Plus pre´cise´ment, comme les de´rive´es
d’ordre 3 de f sont borne´es et les de´rive´es d’ordre 3 de p sont dans S−1−ρ(R2n) (en fait dans
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S−3−ρ(R2n)), on a r3(h) ∈ S(〈x〉−1−ρ) uniforme´ment en h ∈]0, 1] et donc :〈
Opwh
(
(χ˜ ◦ p)(1− χ(x)) 〈x〉−2δ )vm, vm〉 = 〈Opwhm({p, f})vm, vm〉
=
i
hm
〈
[Hh1 ,Op
w
hm(f)]vm, vm
〉
+ O
m→∞
(h2m).
Comme la fonction vm est dans L
2(Rn) pour tout m ∈ N fixe´ on peut encore e´crire :
i
hm
〈
[Hh1 ,Op
w
hm(f)]vm, vm
〉
=
i
hm
〈
[Hh1 − λm,Opwhm(f)]vm, vm
〉
.
D’apre`s la proposition 5.39, comme f est dans C∞b (R
2n) et que V2 est de courte porte´e on a :
〈V2vm, vm〉 −−−−→
m→∞
0 et
〈
V2Op
w
hm(f)vm, vm
〉 −−−−→
m→∞
0.
Enfin, comme vm ∈ H2(Rn) pour tout m ∈ N on a
βm ‖vm‖2L2(Rn) = 〈(V2(x) + βm)vm, vm〉+ om→∞(1)
= −h−1m Im 〈(Hhm − zm)vm, vm〉+ o
m→∞
(1),
et on sait par hypothe`se que cette dernie`re quantite´ tend vers 0 quand m tend vers +∞,
donc :
βm ‖vm‖2L2(Rn) −−−−→m→∞ 0.
On peut donc e´crire :〈
Opwh
(
(χ˜ ◦ p)(1− χ(x)) 〈x〉−2δ )vm, vm〉
=
i
hm
〈(
(Hhm − zm)∗Opwhm(f)−Opwhm(f)(Hhm − zm)
)
vm, vm
〉
+ o
m→∞
(1)
−−−−→
m→∞
0,
ce qui conclut la de´monstration.
Dans [Jec04], la fonction de fuite f est e´galement utilise´e pour montrer que la mesure
µ est nulle a` l’infini et par suite, via l’e´quation de transport satisfaite par µ, nulle partout
(l’e´nergie est non-captive). Ici, on a eu besoin dans la preuve de la proposition 5.40 de savoir
a` l’avance que la mesure µ e´tait nulle. C’est pourquoi on a duˆ passer par les estimations
d’Isozaki-Kitada pour montrer que la mesure µ est nulle dans la zone entrante.
Comme dans le paragraphe pre´ce´dent, on de´duit de ce re´sultat un re´sultat analogue sur
le demi-plan infe´rieur dans le cas d’une e´nergie non-captive.
Corollaire 5.41. On suppose que V2 est a` support compact. Soient E > 0 une e´nergie non-
captive et δ > 12 . Alors il existe un voisinage I de E dans R
∗
+, h0 > 0 et c > 0 tels que pour
h ∈]0, h0] l’ope´rateur Hh n’admet pas de valeur propre z telle que Re z ∈ I et Im z 6= 0 et on
a :
sup
Re z∈I
Im z 6=0
∥∥∥〈x〉−δ (Hh − z)−1 〈x〉−δ∥∥∥ 6 c
h
.
5.2.5 Principe d’absorption limite
La me´thode des mesures semi-classiques qu’on vient de pre´senter permet d’obtenir les
estimations uniformes de la re´solvante dans un cadre non-dissipatif. Par contre elle ne donne
pas le principe d’absorption limite. Pour l’obtenir, on va utiliser les re´sultats de la section 2.3
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pour chaque h ∈]0, h0] fixe´. Cela ne donnera un re´sultat aussi pre´cis que celui du the´ore`me
4.18 mais permettra tout de meˆme de justifier l’existence de la limite
uh = (Hh − (E + i0))−1fh ∈ L2,−δ(Rn)
pour fh ∈ L2,δ(Rn).
The´ore`me 5.42. On suppose que V2 est dans C
∞(Rn,R), est positif en dehors d’un compact
et de courte porte´e. Soient E > 0 ve´rifiant la condition d’amortissement faible (5.28) et δ > 12 .
Alors pour tous h ∈]0, h0], f ∈ L2,δ(Rn) et λ ∈ I la limite
(Hh − (λ+ i0))−1f = lim
µ→0+
(Hh − (λ+ iµ))−1f
existe dans L2,−δ(Rn) et est solution sortante pour l’e´quation (Hh − λ)u = f au sens de la
de´finition 2.27. En outre il existe c > 0 ne de´pendant ni de h ∈]0, h0], ni de f ∈ L2,δ(Rn), ni
de λ ∈ I telle que ∥∥(Hh − (λ+ i0))−1f∥∥L2,−δ(Rn) 6 ch ‖f‖L2,δ(Rn) .
De´monstration. On proce`de comme pour la proposition 2.40, mis a` part que l’estimation
dans L2,−δ(Rn) de la solution en fonction de la norme L2,δ(Rn) du terme source est donne´e
par le the´ore`me 5.35 plutoˆt que la proposition 2.39, sachant que le corollaire 2.36 et la
proposition 2.37 peuvent eˆtre applique´s avec un potentiel de partie imaginaire e´ventuellement
non ne´gative. L’estimation de taille O(h−1) pour la solution limite est obtenue par passage
a` la limite dans l’estimation du the´ore`me 5.35.
Enfin on ve´rifie que les re´sultats du the´ore`me 5.6 sont encore valables dans ce cadre non
dissipatif. Pour de´montrer ce the´ore`me on avait e´crit la re´solvante comme l’inte´grale sur les
temps positifs du propagateur, ce qui n’est plus possible ici. On obtient plutoˆt le re´sultat par
un argument perturbatif analogue a` ce qu’on a fait pour le calcul (5.33).
Proposition 5.43. Les re´sultats du the´ore`me 5.6 sont encore valables sous les hypothe`ses
du the´ore`me 5.42.
De´monstration. On garde les notations W2, W2 et H
2
h introduites au paragraphe pre´ce´dent.
I, R1, d, d1, σ et σ1 sont comme donne´s par le the´ore`me 5.6. Quitte a` augmenter R1, on peut
supposer que suppW3 ⊂ BR1 . Soit alors R donne´ par le the´ore`me 5.6. Pour δ > 12 , z ∈ CI,+,
ω+ ∈ S0(R2n) a` support dans Z+(R, d, σ) et ω ∈ S0(R2n) a` support hors de Z+(R1, d1, σ1)
on a dans L(L2(Rn)) :
〈x〉−δ Oph(ω)(Hh − z)−1Oph(ω+) 〈x〉−δ
= 〈x〉−δ Oph(ω)(H2h − z)−1Oph(ω+) 〈x〉−δ
+ih 〈x〉−δ Oph(ω)(Hh − z)−1W3(H2h − z)−1Oph(ω+) 〈x〉−δ .
En utilisant l’estimation uniforme de la re´solvante (pour Hh) et par deux fois le the´ore`me 5.6
(pour H2h) on obtient que cette quantite´ est de taille O(h
∞) dans L(L2(Rn)) uniforme´ment en
z ∈ CI,+. En outre on peut prendre la limite Im z → 0 et obtenir l’estimation pour z ∈ CI,+.
Enfin, si ω est a` support compact en x, sachant que c’est aussi le cas pour W3, on obtient
encore le re´sultat en remplac¸ant les poids 〈x〉−δ pour δ > 12 par 〈x〉β pour tout β ∈ R.
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Chapitre 6
Mesure semi-classique pour la
solution de l’e´quation de
Helmholtz avec indice
d’absorption variable
Apre`s avoir effectue´ un travail pre´liminaire abstrait, on s’inte´resse a` la solution de l’e´qua-
tion de Helmholtz haute fre´quence pour un terme source plus explicite. On a pre´sente´ le
proble`me et donne´ les grandes lignes d’un point de la de´monstration en introduction. On
donne maintenant les hypothe`ses de fac¸on plus pre´cise, ainsi qu’une de´monstration de´taille´e.
6.1 E´nonce´ du re´sultat
On note comme pre´ce´demment Hh l’ope´rateur de Schro¨dinger
Hh = −h2∆+ V1(x)− ihV2(x).
Le contexte pour ce chapitre est celui de la section 5.2, a` savoir que non seulement l’indice
d’absorption V2 est variable mais il peut de plus avoir une partie ne´gative. D’autre part H
h
1
de´signe la partie autoadjointe −h2∆ + V1(x), p : (x, ξ) 7→ ξ2 + V1(x) est son symbole et
φt =
(
x(t), ξ(t)
)
est le flot hamiltonien associe´ au syste`me (3.12).
Pour cette partie on conside´rera un potentiel re´gulier dont la partie re´elle est de longue
porte´e et dont la partie imaginaire est de courte porte´e. Cela signifie qu’il existe ρ > 0 et des
constantes cα pour α ∈ Nn tels que
∀x ∈ Rn, |∂αV1(x)| 6 cα 〈x〉−ρ−|α| et |∂αV2(x)| 6 cα 〈x〉−1−ρ−|α| . (6.1)
On utilisera le fait que V2 est de courte porte´e pour l’estimation uniforme de la re´solvante
(the´ore`me 5.35) et pour l’estimation dans la zone entrante (the´ore`me 5.6). Pour avoir l’esti-
mation de la re´solvante, on suppose en outre que V2 est positif en dehors d’un compact de R
n.
Comme annonce´, on conside`re un terme source qui se concentre sur une sous-varie´te´
borne´e de Rn lorsque h tend vers 0. Pour cela on se donne une sous-varie´te´ borne´e Γ1 de
dimension d ∈ J0, n − 1K dans Rn. On conside`re e´galement R1 > 0 tel que Γ1 ⊂ BR1 . Si
d > 1, on munit Γ1 de la structure riemannienne obtenue par restriction du produit scalaire
de Rn a` chaque plan tangent a` Γ1 (vu comme sous-espace de R
n). On munit e´galement Γ1
de la mesure σΓ canoniquement associe´e a` cette structure riemannienne. Cela signifie que si
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ψ : U → V est une carte pour Γ1, ou` U est un ouvert de Rd et V un ouvert de Γ1, alors pour
une fonction f sur V telle que f ◦ ψ est inte´grable sur U on pose :∫
V
f(v) dσΓ(v) =
∫
U
f(ψ(u))
(
det(〈∂iψ(u), ∂jψ(u)〉Rn)16i,j6d
) 1
2 du.
(voir [GHL90, §3.H]). Si d = 0, alors Γ1 est un ensemble discret de points. La mesure σΓ
conside´re´e est alors la somme des masses de Dirac en chacun des points de Γ1.
On se donne ensuite une fonction A ∈ C∞0 (Γ1) (cela signifie que le support de A est com-
pact pour la topologie induite sur Γ1). Puisque l’amplitude A est a` support compact dans Γ1,
on peut choisir un ouvert Γ de Γ1 tel que si on note Γ0 ⊂ Γ1 le support de A on a Γ0 ⊂ Γ et
Γ ⊂ Γ1 (Γ de´signe l’adhe´rence de Γ dans Rn). Si Γ1 est une sous-varie´te´ compacte de Rn, rien
n’empeˆche d’avoir Γ0 = Γ = Γ1. Comme la sous-varie´te´ Γ est relativement compacte pour la
topologie de Γ1, sa mesure σΓ(Γ) est finie. On remarque que si d = 0 alors Γ est re´duit a` un
nombre fini de points.
Γ0 = Γ
Γ1
Γ0
Γ Γ1
Γ0 = Γ = Γ1
Figure 6.1 – La sous-varie´te´ Γ1, le support Γ0 et Γ telle que Γ0 ⊂ Γ et Γ ⊂ Γ1.
Soit S ∈ S(Rn). Pour tous h ∈]0, 1] et x ∈ Rn on pose :
Sh(x) = h
1−n−d
2
∫
Γ
A(z)S
(
x− z
h
)
dσΓ(z). (6.2)
On voit directement sur cette de´finition que si x n’appartient pas a` Γ, alors le facteur S
(
x−z
h
)
devient tre`s petit quand h tend vers 0 (plus pre´cise´ment : de´croˆıt plus vite que toute puis-
sance de h). Par contre on a devant l’inte´grale une puissance ne´gative de h. Ainsi on obtient
une fonction qui se concentre sur Γ, une sorte ✭✭ d’approximation de la masse de Dirac sur la
sous-varie´te´ Γ ✮✮. Ceci dit, le facteur h
1−n−d
2 n’est pas tout a` fait un facteur de normalisation.
Comme on le verra a` la proposition 6.2, le facteur h−
n+d
2 est effectivement un facteur de
normalisation, mais un facteur
√
h est ajoute´ pour que la quantite´ que l’on va e´tudier (voir
(6.11)) n’explose pas a` la limite h → 0 et puisse fournir une information pertinente (voir la
remarque 6.27).
On rappelle que l’application exponentielle sur le fibre´ tangent TΓ1 (ou plutoˆt sur un
voisinage de la section nulle de TΓ1) est de´finie de la fac¸on suivante : e´tant donne´s z ∈ Γ1 et
ζ ∈ TzΓ1 (plan tangent a` Γ1 au point z) assez petit, si t ∈ [−1, 1] 7→ cζ(t) de´signe l’unique
ge´ode´sique de Γ1 telle que cζ(0) = z et c
′
ζ(0) = ζ, alors on note expz(ζ) = cζ(1) ∈ Γ1. Voir
[GHL90, §2.86] pour plus de de´tails. Pour z1, z2 ∈ Γ1, la distance dΓ(z1, z2) est de´finie comme
e´tant l’infimum des longueurs de toutes les courbes C1 par morceaux sur Γ1 joignant z1 a` z2.
Pour tout z ∈ Γ1, il existe un voisinage Uz dans Γ1 et ε0 > 0 tels que pour z1 et z2 dans U il
existe une unique ge´ode´sique de longueur infe´rieure a` ε0 allant de z1 a` z2. Et la longueur de
cette ge´ode´sique n’est autre que dΓ(z1, z2) (voir [GHL90, §2.C.3]).
On se donne maintenant une famille d’e´nergies Eh ∈ C pour h ∈]0, h0] avec h0 > 0.
On suppose que la partie imaginaire de Eh est positive pour tout h ∈]0, h0] et qu’il existe
νE ∈ J1,+∞K ainsi que E0, . . . , EνE ∈ C tels que E0 ∈ R∗+ et
Eh =
νE∑
j=0
hjEj + o
h→0
(hνE ) (6.3)
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(si νE = +∞, cela signifie que c’est valable pour tout N ∈ N). On suppose en outre que
l’e´nergie E0 ve´rifie l’hypothe`se d’amortissement faible
∀w ∈ Ωb({E0}), ∃T > 0,
∫ T
0
V2(x(t, w)) dt > 0. (6.4)
On peut alors conside´rer deux voisinages ouverts I et J de E0 dans R
∗
+ tels que l’estimation
uniforme du the´ore`me 5.35 est valable sur CJ,+ et I ⊂ J . Soit δ > 12 . Quitte a` re´duire h0 > 0,
il existe donc une constante c > 0 telle que pour h ∈]0, h0] et z ∈ CJ,+ l’ope´rateur (Hh − z)
est inversible et on a ∥∥(Hh − z)−1∥∥L(L2,δ(Rn),L2,−δ(Rn)) 6 ch . (6.5)
Sans perte de ge´ne´ralite´ on peut supposer que J ⊂ [E0/2, 2E0] et, quitte a` re´duire encore
h0 > 0, on peut e´galement supposer que Eh ∈ CI,+ pour tout h ∈]0, h0].
On ve´rifiera a` la proposition 6.2 que Sh ∈ L2,δ(Rn) pour tout h ∈]0, 1]. Par le principe
d’absorption limite (the´ore`me 5.42), on peut donc conside´rer pour tout h ∈]0, h0] la solution
sortante uh a` l’e´quation (1.1). On a alors
uh = (Hh − (Eh + i0))−1Sh ∈ L2,−δ(Rn), (6.6)
ou` l’ope´rateur (Hh−(Eh+ i0))−1 est effectivement obtenu par le principe d’absorption limite
si ImEh = 0 et de´signe simplement la re´solvante (Hh − Eh)−1 si ImEh > 0. D’apre`s (6.5)
on a d’autre part :
‖uh‖L2,−δ(Rn) 6
c
h
‖Sh‖L2,δ(Rn) . (6.7)
On rappelle que NΓ de´signe le fibre´ normal {(z, ξ) ∈ Γ× Rn | ξ⊥TzΓ} de Γ dans Rn, et
NzΓ := {ξ ∈ Rn | ξ⊥TzΓ} est le plan normal a` Γ au point z. On montrera au paragraphe
6.2.1 que le terme source Sh est microlocalise´ sur NΓ. Du fait qu’on lui applique l’ope´rateur
(Hh − (Eh + i0))−1, on verra e´galement que seuls les points de l’espace des phases d’e´nergie
E0 auront un roˆle a` jouer au premier ordre. On note alors
NEΓ =
{
(z, ξ) ∈ NΓ ∣∣ |ξ|2 = E0 − V1(z)} ⊂ R2n,
et
NEΓ0 = {(z, ξ) ∈ NEΓ | z ∈ Γ0} .
On suppose que
∀z ∈ Γ1, V1(z) < E0. (6.8)
Cela implique en particulier que pour tout z ∈ Γ la fibre
Nz,EΓ :=
{
ξ ∈ NzΓ
∣∣ |ξ|2 = E0 − V1(z)} ⊂ Rn
est une sphe`re de dimension n−d−1 dans NzΓ. NEΓ est alors une sous-varie´te´ de dimension
n−1 dans R2n. On ne munit pas NEΓ de la me´trique he´rite´e du produit scalaire usuel sur R2n
mais d’une me´trique g que l’on de´finit maintenant. Soient (z, ξ) ∈ NEΓ et (Z,Ξ) ∈ T(z,ξ)NEΓ
(puisque NEΓ peut eˆtre vue comme une sous-varie´te´ de R
2n, le plan tangent T(z,ξ)NEΓ peut
eˆtre vu comme un sous-espace de T(z,ξ)R
2n ≃ R2n). On a alors Z ∈ TzΓ, et Ξ peut eˆtre
de´compose´ en Ξ = ΞT + Ξ + Ξ⊥ avec Ξ ∈ TzΓ, Ξ ∈ Rξ et Ξ⊥ ∈ (TzΓ ⊕ Rξ)⊥, ces trois
vecteurs e´tant deux a` deux orthogonaux. On remarque que (TzΓ⊕Rξ)⊥ est l’espace tangent
a` Nz,EΓ au point (z, ξ) (voir le lemme 6.9). On munit alors NEΓ de la me´trique g de´finie par
g(z,ξ)
(
(Z1,Ξ1), (Z2,Ξ2)
)
=
〈
Z1, Z2
〉
Rn
+
〈
Ξ1⊥,Ξ
2
⊥
〉
Rn
, (6.9)
pour tous (Z1,Ξ1), (Z2,Ξ2) ∈ T(z,ξ)NEΓ. Cela signifie qu’on ne tient pas compte des compo-
santes de Ξ paralle`les a` ξ et a` TzΓ. On montrera a` la proposition 6.10 que g ainsi de´finie est
bien une me´trique sur NEΓ et on discutera ce choix a` la remarque 6.14.
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On munit ensuiteNEΓ de la mesure σNEΓ canoniquement associe´e a` la me´trique g. Comme
pre´ce´demment, si ψ est une carte d’un ouvert U de Rn−1 dans un ouvert V de NEΓ et f une
fonction sur V alors∫
V
f(v) dσNEΓ(v) =
∫
U
f(ψ(u))
(
det(gψ(u)(∂iψ(u), ∂jψ(u)))16i,j6n−1
) 1
2 du.
On pourra e´galement voir σNEΓ comme une mesure sur R
2n en la prolongeant par 0 en dehors
de NEΓ, de sorte que pour un symbole q ∈ C∞0 (R2n) on a :∫
R2n
q dσNEΓ :=
∫
NEΓ
q(z, ξ) dσNEΓ(z, ξ).
On conside`re maintenant :
Φ0 =
{
(z, ξ) ∈ NEΓ | ∃t > 0, φt(z, ξ) ∈ NEΓ
}
.
La dernie`re hypothe`se dont on a besoin est la suivante :
σNEΓ(Φ0) = 0. (6.10)
Cela signifie qu’il n’y a ✭✭ pas trop ✮✮ de trajectoires issues de NEΓ qui repassent par NEΓ.
Dans [Bon09] (section 4), on voit que sans une hypothe`se de ce type le the´ore`me que l’on va
de´montrer ne peut eˆtre vrai. On remarque que dans le cas ou` Γ = {0}, cette hypothe`se est
plus faible que l’hypothe`se
2(E0 − V1(x))− x.∇V1(x) > c0 > 0
e´voque´e en introduction. En effet, sous cette hypothe`se, la fonction t 7→ |x(t, w)|2 est stric-
tement croissante pour tout w ∈ p−1({E0}), donc une trajectoire qui part de l’origine n’y
revient jamais. Autrement dit : Φ0 = ∅. Ce n’est plus le cas si Γ peut eˆtre une sous-varie´te´
plus ge´ne´rale. Par exemple, si Γ est le cercle unite´ de R2 et V1 = 0, alors tout rayon qui part
orthogonalement a` Γ vers le centre, repasse par le point diame´tralement oppose´, avec un vec-
teur vitesse orthogonal a` Γ (voir figure 6.2). Ainsi, la moitie´ des conditions initiales de NEΓ
sont en fait dans Φ0, si bien que l’hypothe`se (6.10) n’est pas ve´rifie´e. Cette pre´cision e´tant
faite, l’hypothe`se (6.10) semble tout de meˆme raisonnable car assez ge´ne´ralement satisfaite.
Γ
NEΓ
Figure 6.2 – Exemple de situation ou` l’hypothe`se (6.10) n’est pas ve´rifie´e
On peut maintenant e´noncer le re´sultat principal de ce chapitre :
The´ore`me 6.1. Pour tout h ∈]0, h0] on conside`re le terme source Sh et l’e´nergie Eh de´finis
par (6.2) et (6.3), ainsi que la solution a` l’e´quation de Helmholtz uh donne´e par (6.6). On
suppose satisfaites les hypothe`ses (6.1), (6.4), (6.8) et (6.10).
(i) Alors il existe une mesure de Radon positive µ sur R2n telle que pour tout q ∈ C∞0 (R2n) :
〈Opwh (q)uh, uh〉 −−−→
h→0
∫
R2n
q dµ. (6.11)
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(ii) La mesure µ est caracte´rise´e par les trois proprie´te´s suivantes :
a. Le support de µ est inclus dans p−1({E0}).
b. Pour σ ∈]0, 1[ il existe R > 0 tel que µ est nulle dans la zone entrante Z−(R, 0,−σ).
c. La mesure µ ve´rifie l’e´quation de Liouville :
(Hp + 2 ImE1 + 2V2)µ = π(2π)
d−n |A(z)|2 |ξ|−1 ∣∣Sˆ(ξ)∣∣2σNEΓ. (6.12)
Cela signifie que pour toute fonction q ∈ C∞0 (R2n) on a∫
R2n
(−Hp + 2 ImE1 + 2V2)q dµ =
∫
NEΓ
q(z, ξ)κ(z, ξ) dσNEΓ(z, ξ),
ou` on a note´
κ(z, ξ) = π(2π)d−n |A(z)|2 |ξ|−1 ∣∣Sˆ(ξ)∣∣2. (6.13)
(iii) Ces trois proprie´te´s impliquent que µ est donne´e par :
∫
R2n
q dµ =
∫ +∞
0
∫
NEΓ
κ(z, ξ)q(φt(z, ξ))e−2t ImE1−2
∫
t
0
V2(x(s,z,ξ)) ds dσNEΓ(z, ξ) dt.
(6.14)
On rappelle que Hp de´signe le crochet de Poisson avec p et Sˆ la transforme´e de Fourier
usuelle de S.
Le premier point est e´nonce´ comme un re´sultat d’existence, mais c’est aussi un re´sultat
d’unicite´. En effet, il est important de noter qu’on n’a pas besoin d’extraire une sous-suite
hk → 0 pour avoir convergence. En particulier on ne fera pas usage dans ce chapitre de la
proposition 3.17. On obtiendra la limite de fac¸on plus explicite, en s’appuyant plutoˆt sur la
proposition 3.49.
On repre´sente sur ce dessin la variation de la
masse de µ le long d’une trajectoire du flot φt.
Pour une trajectoire d’e´nergie E0 venant de l’in-
fini, µ est nulle tant que la trajectoire n’est pas
passe´e dans l’espace des phases par un point de
NEΓ. La masse augmente (de fac¸on discontinue)
a` chaque passage par un point de la source et va-
rie par ailleurs selon la valeur de l’indice d’ab-
sorption V2. On retrouve le meˆme comportement
pour une trajectoire capte´e, pour laquelle il y a
ne´cessairement amortissement.
Figure 6.3 – E´volution de µ le long de trajectoires classiques
Comme explique´ en introduction, l’ide´e est d’e´tudier uh en e´crivant la re´solvante de Hh
comme l’inte´grale sur les temps positifs du propagateur, puis de localiser afin d’e´tudier se´pa-
re´ment les temps petits, les temps interme´diaires et les temps grands. Pour t > 0 on note :
UEh (t) = e
− it
h
(Hh−Eh).
Puisqu’a` cause des trajectoires capte´es, on ne sait pas estimer la contribution des temps
grands, on localise en fait en temps fini. E´tant donne´s τ0 > 0 (a` de´terminer au cours de
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la de´monstration) et χ ∈ C∞(R, [0, 1]) e´gale a` 1 au voisinage de ] −∞, 0] et e´gale a` 0 sur
[τ0,+∞[, on pose pour tout T > 0 : χT : t 7→ χ(t− T ). Pour T > 0 on de´finit alors :
uTh =
i
h
∫ ∞
0
χT (t)U
E
h (t)Sh dt. (6.15)
On se propose de commencer par e´tudier les mesures semi-classiques pour la famille (uTh )h∈]0,1]
a` T fixe´. Cela repousse momentane´ment le proble`me des temps grands (et donc des trajec-
toires capte´es), mais il reste a` e´tudier les temps petits et interme´diaires.
Pour les temps interme´diaires l’ide´e est, au voisinage de w ∈ R2n, de se de´barrasser des
temps loin des tk pour lesquels φ
−tk(w) ∈ NEΓ par le the´ore`me d’Egorov, et d’e´tudier la
contribution du voisinage de chaque tk en se ramenant a` la contribution des temps petits
(mais non nuls) en utilisant les re´sultats de la section 3.3.3. En utilisant le travail effectue´
pour les temps petits, on va montrer que cette contribution est un e´tat lagrangien. On pourra
alors en de´duire la contribution correspondante pour la mesure semi-classique (voir la pro-
position 3.49).
L’e´tude des temps petits (c’est-a`-dire de u0h) est plus de´licate. Par le the´ore`me d’Egorov,
les temps petits ne donnent une contribution qu’au voisinage de Γ. C’est la` que vont intervenir
non seulement la ge´ome´trie de Γ mais aussi le fait que, contrairement a` ce qu’il se passe si Γ est
un point, la norme de la composante de vitesse des vecteurs de NEΓ n’est pas constante mais
de´pend de la valeur de V1 au point conside´re´ (qui n’est autre que la premie`re composante).
L’ide´e est d’e´crire une approximation B.K.W. de l’inte´grande, ce qui donne une expression
de la forme
u0h(x) ≈ h−
1+n+d
2
∫ ∞
0
∫
Γ
∫
Rn
χ(t)e
i
h
ψ(t,x,z,ξ)χ(t)b(t, x, ξ, h) dξ dσΓ(z) dt, (6.16)
puis d’appliquer le the´ore`me de la phase stationnaire 3.3 pour tout x dans un voisinage de Γ.
Le proble`me est de l’appliquer uniforme´ment en x. Ce n’est pas possible, car on verra que uTh
explose quand x approche Γ. Mais on cherche tout de meˆme a` montrer que la norme L2 de uTh
sur un voisinage de Γ peut eˆtre rendue aussi petite que l’on veut (uniforme´ment en h) pour peu
que l’on choisisse le voisinage assez petit. Dans le cas Γ = {0} (voir [Bon09]), J.-F. Bony effec-
tue une de´composition dyadique. Il estime uh0 uniforme´ment en h sur
{
2−(m+1) < |x| 6 2−m}
et somme les contributions. On proce´dera de fac¸on analogue, mais dans notre cas on aura plu-
toˆt inte´reˆt a` prendre en compte le temps qu’il faut pour aller de Γ a` x via une trajectoire du
flot classique issue de NEΓ plutoˆt que la distance entre x et Γ. Ce point de vue sera e´galement
tre`s pratique pour l’e´tude des points critiques de la phase ψ, e´tape pre´alable a` l’utilisation
du the´ore`me de la phase stationnaire. Pour tout cela, on e´tudiera donc l’application{
]0, τ0[×NEΓ → Rn
(t, w) 7→ x(t, w) (6.17)
qui s’ave`re eˆtre un diffe´omorphisme sur un voisinage e´pointe´ de Γ dans Rn pour τ0 assez
petit, ce qui nous autorise a` parame´trer les points au voisinage de Γ par une condition ini-
tiale dans NEΓ et un temps de parcours (voir la proposition 6.11 pour un e´nonce´ plus pre´cis).
La gestion des temps grands a de´ja` e´te´ e´voque´e en introduction. Les proble`mes viennent
en grande partie des questions d’uniformite´ des estimations pour T grand et h petit. Ce
point a e´te´ contourne´ en e´tudiant uTh , mais il faut ensuite montrer que pour q ∈ C∞0 (R2n) la
quantite´
〈
Opwh (q)u
T
h , u
T
h
〉
est une bonne approximation de 〈Opwh (q)uh, uh〉 pour T grand et
h petit. Plus pre´cise´ment on va montrer que :
∀ε > 0, ∃T0 > 0, ∀T > T0, lim sup
h→0
∣∣〈Opwh (q)uTh , uTh 〉− 〈Opwh (q)uh, uh〉∣∣ 6 ε.
On voit qu’on n’a toujours pas d’uniformite´ pour T grand et h petit (plus T est grand, plus
on doit choisir h petit pour avoir une bonne estimation), mais ce sera tout de meˆme suffisant
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pour atteindre notre but. Pour cela on a tout de meˆme besoin d’informations a priori sur
uh. On utilisera alors les re´sultats de localisation obtenus a` la section 5.1.
6.2 Calculs pre`s de Γ
6.2.1 E´tude du terme source
On donne dans ce paragraphe quelques pre´cisions concernant le terme source Sh avec
lequel on va travailler dans tout ce chapitre. Afin de pouvoir appliquer les re´sultats des
chapitres pre´ce´dents, on commence par ve´rifier que Sh est bien une fonction de L
2,δ(Rn)
pour δ > 12 . On montre en outre que le facteur h
1−n−d
2 que l’on a ajoute´ en fait une fonction
de taille O(
√
h) dans L2,δ(Rn). On s’inte´ressera ensuite a` la microlocalisation de Sh dans
l’espace des phases R2n. Cela pre´cisera le fait que le terme source se concentre sur Γ et nous
permettra de comple´ter le re´sultat de localisation sur p−1({E0}) obtenu au paragraphe 5.1.1.
Proposition 6.2. Pour tout δ ∈ R on a :
‖Sh‖L2,δ(Rn) = O
h→0
(√
h
)
. (6.18)
De´monstration. 1. Il existe une constante C > 0 telle que pour tous x ∈ Rn et r > 0,
la mesure dans Γ de BRn(x, r) ∩ Γ est infe´rieure ou e´gale a` Crd. En effet, si ce n’est pas
le cas, on peut construire des suites (xm)m∈N ∈ (Rn)N et (rm)m∈N ∈ (R∗+)N telles que
σΓ(BRn(xm, rm)∩Γ) > mrdm. Comme la mesure totale de Γ est finie, rm tend ne´cessairement
vers 0 quand m tend vers +∞. Par conse´quent, xm doit eˆtre proche de Γ, et reste donc dans
un compact de Rn. Quitte a` extraire une sous-suite, on peut supposer que xm converge vers
x∞ ∈ Γ ⊂ Γ1. Soit ψ un diffe´omorphisme d’un voisinage U de 0 dans Rn sur un voisinage
V de x∞ dans Rn qui envoie U ∩ (Rd × {0}) sur V ∩ Γ1. Quitte a` retirer un nombre fini de
termes, on peut supposer que BRn(xm, rm) est dans un compact K de V pour tout m. On a :
σΓ(BRn(xm, rm) ∩ Γ) =
∫
Rd
1ψ−1(BRn (xm,rm)∩Γ)(u)
(
det
( 〈∂iψ(u), ∂jψ(u)〉 )16i,j6d
) 1
2
du.
Il existe une constante c > 0 telle que
∥∥Dz(ψ−1)∥∥ 6 c pour tout z ∈ K et
(
det (〈∂iψ(u), ∂jψ(u)〉)16i,j6d
) 1
2
6 c
sur ψ−1(K ∩ Γ1). Par l’ine´galite´ des accroissements finis (on peut choisir V et K convexes),
on a
ψ−1(BRn(xm, rm) ∩ Γ) ⊂ BRd(ψ−1(xm), crm),
et donc
σΓ(BRn(xm, rm) ∩ Γ) 6
∫
B
Rd
(ψ−1(xm),crm)
c du 6 c1+drdm,
ce qui donne une contradiction.
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2. Soient h ∈]0, 1] et x ∈ Rn. Deux applications de l’ine´galite´ de Cauchy-Schwarz donnent :
|Sh(x)|2 = h1−n−d
∣∣∣∣
∫
Γ
A(z)S
(
x− z
h
)
dσΓ(z)
∣∣∣∣
2
= h1−n−d
∣∣∣∣∣
∑
m∈N
∫
mh6|x−z|<(m+1)h
A(z)S
(
x− z
h
)
dσΓ(z)
∣∣∣∣∣
2
6 h1−n−d
∑
m∈N
〈m〉−2 ·
∑
m∈N
〈m〉2
∣∣∣∣∣
∫
mh6|x−z|<(m+1)h
A(z)S
(
x− z
h
)
dσΓ(z)
∣∣∣∣∣
2
6 c h1−n−d
∑
m∈N
〈m〉2 σΓ(BRn(x, (m+ 1)h))
∫
mh6|x−z|<(m+1)h
∣∣∣∣S
(
x− z
h
)∣∣∣∣
2
dσΓ(z)
6 c h1−n
∑
m∈N
〈m〉2+d
∫
mh6|x−z|<(m+1)h
∣∣∣∣S
(
x− z
h
)∣∣∣∣
2
dσΓ(z),
ou` c ne de´pend ni de h ∈]0, 1] ni de x ∈ Rn. Soit maintenant δ > 0. On a alors
‖Sh‖2L2,δ(Rn) 6 c h1−n
∫
Rn
∑
m∈N
〈m〉2+d
∫
mh6|x−z|<(m+1)h
〈x〉2δ
∣∣∣∣S
(
x− z
h
)∣∣∣∣
2
dσΓ(z) dx
6 c h1−n
∑
m∈N
〈m〉2+d
∫
Γ
∫
mh6|x−z|<(m+1)h
〈x〉2δ
∣∣∣∣S
(
x− z
h
)∣∣∣∣
2
dx dσΓ(z)
6 c h
∑
m∈N
〈m〉2+d
∫
Γ
∫
m6|y|<(m+1)
〈z + hy〉2δ |S(y)|2 dy dσΓ(z)
6 c h
∑
m∈N
〈m〉2+d
∫
m6|y|<(m+1)
〈y〉2δ |S(y)|2 dy.
La dernie`re e´tape vient du fait que Γ est borne´e et de mesure finie. Comme S est a` de´croissance
rapide, il existe c > 0 telle que pour tout y ∈ Rn on a
|S(y)|2 6 c 〈y〉−(n−1)−2δ−4−d ,
et donc
‖Sh‖2L2,δ(Rn) 6 c h
∑
m∈N
〈m〉2+d 〈m〉−4−d 6 c h.
Avec (6.7) on obtient alors l’estimation a priori suivante :
Corollaire 6.3. Pour tout δ > 12 on a :
‖uh‖L2,−δ(Rn) = O
h→0
(
h−
1
2
)
.
On a de´ja` observe´ que le terme source Sh se concentre sur la sous-varie´te´ Γ. On pre´cise
maintenant cette remarque en travaillant dans l’espace des phases R2n :
Proposition 6.4. Soit q ∈ C∞b (R2n) a` support hors de Bx(R1) ou bien a` support compact
et disjoint de NΓ0. Alors pour tout δ ∈ R on a
‖Oph(q)Sh‖L2,δ(Rn) = O
h→0
(h∞).
En particulier Sh est microlocalise´ sur NΓ0.
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De´monstration. 1. Soit N ∈ N. Pour x ∈ Rn on a :
Oph(q)Sh(x) =
h
1−n−d
2
(2πh)n
∫
Rn
∫
Rn
∫
Γ
e
i
h
〈x−y,ξ〉q(x, ξ)A(z)S
(
y − z
h
)
dσΓ(z) dy dξ
=
h
1−n−d
2
(2π)n
∫
Rn
∫
Γ
∫
Rn
e
i
h
〈x−z,ξ〉e−i〈v,ξ〉q(x, ξ)A(z)S(v) dv dσΓ(z) dξ.
Quitte a` faire des inte´grations par parties avec l’ope´rateur 1+iξ·∇v
1+|ξ|2 on peut supposer que
q ∈ S( 〈ξ〉−(n+1) ), de sorte qu’on n’a pas de proble`me de convergence pour l’inte´gration
en ξ. Comme A est a` support compact sur Γ et S ∈ S(Rn), on n’a pas a` s’inquie´ter des
inte´grations par rapport a` z et v. Dans le cas ou` q est a` support hors de Bx(R1), il suffit de
faire des inte´grations par parties avec l’ope´rateur −ih (x−z)·∇ξ|x−z|2 pour prouver la proposition.
On suppose donc que q est a` support compact. Si χ ∈ C∞0 (Rn) est e´gale a` 1 au voisinage de
suppx q, alors on a Op
w
h (q) = χ(x)Op
w
h (q)+O(h
∞) dans L(L2(Rn)). Il suffit donc de montrer
que
Oph(q)Sh = O
h→0
(h∞)
dans L∞(Rn).
2. Pour z ∈ Γ1 et ξ ∈ Rn, on note ξz la projection orthogonale de ξ sur TzΓ1. Comme Γ0
compact, il existe ε > 0 tel que
∀(x, ξ) ∈ supp q, ∀z ∈ Γ0, |x− z|2 +
∣∣ξz ∣∣2 > ε.
Comme il existe cN telle que S(v) 6 cN 〈v〉−N+n+1−
n+d−1
2 , on a de´ja`
Oph(q)Sh(x)
=
h
1−n−d
2
(2π)n
∫
Rn
∫
Γ
∫
|v|6 ε
h
e
i
h
〈x−z,ξ〉e−i〈v,ξ〉q(x, ξ)A(z)S(v) dv dσΓ(z) dξ + O
h→0
(hN ),
ou` la taille du reste est uniforme en x. En faisant des inte´grations par parties avec l’ope´rateur
L = −ih (x− z) · ∇ξ − ξ

z · ∇z
|x− z|2 + ∣∣ξz ∣∣2 ,
on obtient que l’inte´grale qui reste est e´galement de taille O(hN ) uniforme´ment en x, ce
qui permet de conclure. La formule de changement de quantification assure alors que Sh est
microlocalise´ sur NΓ0.
On peut maintenant cumuler les deux proprie´te´s mises en e´vidence au paragraphe 5.1.1 et
a` la proposition 6.4. Puisque la source est microlocalise´e sur NΓ0 et comme seuls les points
d’e´nergie E0 dans l’espace des phases jouent un roˆle au premier ordre, on peut conside´rer
que la source se concentre sur NEΓ0 dans l’espace des phases. C’est l’objet de la proposition
suivante, ou` pour γ > 0 on note Iγ =]E0 − γ,E0 + γ[ :
Proposition 6.5. Soit f ∈ C∞b (R2n) e´gale a` 1 au voisinage de NEΓ0. Alors il existe γ > 0
tel que pour χ ∈ C∞0 (R) et q ∈ C∞0 (R2n) a` support dans p−1(Iγ) on a :
i
h
∫ ∞
0
χ(t)Opwh (q)U
E
h (t)Oph(1− f)Sh dt = O
h→0
(h∞).
De´monstration. Comme NEΓ0 est compact, il existe γ > 0 tel que f = 1 au voisinage de
NΓ0 ∩ p−1(I2γ). Soient alors q, q˜ ∈ C∞0 (R2n) a` support dans p−1(Iγ) et tels que q˜ vaut 1 au
voisinage de ⋃
t∈suppχ
φ−t(supp q).
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Par le the´ore`me d’Egorov (et la formule de changement de quantification) on a dans L2(Rn) :
i
h
∫ ∞
0
χ(t)Opwh (q)U
E
h (t)Oph(1− f)Sh dt
=
i
h
∫ ∞
0
χ(t)Opwh (q)U
E
h (t)Oph(q˜)Oph(1− f)Sh dt+ O
h→0
(h∞).
Le symbole q˜♯(1−f) s’annule (a` O(h∞) pre`s) au voisinage deNΓ0, donc d’apre`s la proposition
6.4 on a aussi
‖Oph(q˜)Oph(1− f)Sh‖L2(Rn) = O
h→0
(h∞),
ce qui prouve la proposition.
Corollaire 6.6. Soit f ∈ C∞b (R2n) e´gal a` 1 au voisinage de NEΓ0. Alors pour χ ∈ C∞0 (R)
et q ∈ C∞0 (R2n) on a :
i
h
∫ ∞
0
χ(t)Opwh (q)U
E
h (t)Oph(1− f)Sh dt = O
h→0
(
√
h).
De´monstration. Soit γ > 0 donne´ par la proposition 6.5. On peut e´crire q = q1 + q2 avec q1
a` support dans p−1(Iγ) et q2 a` support hors de p−1({E0}). On applique alors la proposition
6.5 a` q1 et la proposition 5.4 a` q2.
On termine ce paragraphe en remarquant que comme le terme source est microlocalise´
sur Bx(R1), le the´ore`me 5.6 assure que la famille (uh)h∈]0,1] se concentre hors de la zone
entrante :
Corollaire 6.7. Soit σ ∈]0, 1[. Alors il existe R > 0 tel que pour tout q ∈ C∞0 (R2n) a` support
dans Z−(R, 0,−σ) on a :
〈Opwh (q)uh, uh〉 −−−→
h→0
0.
De´monstration. Soit θ ∈ C∞0 (Rn) e´gal a` 1 au voisinage de BR1 et a` support dans B2R1 . SoitR
un rayon de fuite pour l’intervalle I. Tout symbole q ∈ C∞0 (R2n) a` support dans Z−(R, 0,−σ)
peut eˆtre de´compose´ en q = q1 + q2 avec q1, q2 ∈ C∞0 (R2n) a` support respectivement hors
de p−1({E0}) et dans Z−(R, 0,−σ) ∩ p−1(I) ⊂ Z−(R,
√
E0/3,−σ). Soit δ > 12 . D’apre`s la
proposition 5.1 et sachant que q1 est a` support compact, on a de´ja`
‖Opwh (q1)uh‖L2(Rn) 6 c ‖Opwh (q1)uh‖L2,−δ(Rn) = O
h→0
(√
h
)
.
D’apre`s la proposition 6.4 on a :∥∥Opwh (q2)(Hh − (Eh + i0))−1(1− θ(x))Sh∥∥L2(Rn)
6
∥∥Opwh (q2)(Hh − (Eh + i0))−1∥∥L(L2,δ(Rn),L2(Rn)) ‖(1− θ(x))Sh‖L2,δ(Rn)
= O
h→0
(h∞).
Enfin, quitte a` prendre R plus grand, on a par le the´ore`me 5.6 (ou plutoˆt la proposition
5.43) : ∥∥Opwh (q2)(Hh − (Eh + i0))−1θ(x)Sh∥∥L2(Rn)
6
∥∥Opwh (q2)(Hh − (Eh + i0))−1θ(x)∥∥L(L2(Rn)) ‖Sh‖L2(Rn)
= O
h→0
(h∞).
Cela donne finalement :
‖Opwh (q)uh‖L2(Rn) = O
h→0
(√
h
)
.
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On se donne maintenant q˜ ∈ C∞0 (R2n) a` support dans Z−(R, 0,−σ) e´gal a` 1 au voisinage de
supp q. En appliquant le raisonnement pre´ce´dent a` q et q˜ on obtient :
|〈Opwh (q)uh, uh〉| 6 ‖Opwh (q)uh‖ ‖Opwh (q˜)uh‖+ O
h→0
(h∞) −−−→
h→0
0.
6.2.2 Trajectoires classiques autour de Γ
Le but de ce paragraphe est de regarder d’un peu plus pre`s la ge´ome´trie d’un voisinage de
Γ dans Rn. En particulier, on cherche a` parame´trer un tel voisinage par les trajectoires du flot
classique issues de NEΓ. Comme on l’a explique´, cela jouera un roˆle important pour l’e´tude
des temps petits et par suite des temps interme´diaires. En outre cela permettra d’effectuer
le changement de variables menant a` l’expression (6.14).
Dans le cas ou` Γ est un point, le changement de variable est au premier ordre un passage
en coordonne´es polaires, dont le jacobien est facile a` calculer. Dans notre cas cela sera plus
complique´, d’une part a` cause de la courbure de Γ et d’autre part a` cause des variations
de V1 sur Γ. Pour obtenir le changement de variables, on adapte le the´ore`me du voisinage
tubulaire (qui donne un diffe´omorphisme entre le fibre´ normal unitaire et un voisinage de
la sous-varie´te´ dans l’espace ambiant) au cas ou` les vecteurs sont de normes variables et ou`
les demi-droites sont remplace´es par les demi-trajectoires pour le flot φt. Avec le choix de la
me´trique g, cela nous permettra alors de calculer le jacobien de fac¸on explicite (au premier
ordre pre`s de Γ).
On rappelle (voir proposition A.5) que pour (z, ξ) ∈ NΓ avec ξ assez petit, la distance de
z + ξ a` Γ1 n’est autre que |ξ|. On commence par ge´ne´raliser ce fait a` notre situation :
Proposition 6.8. Il existe τ0 > 0 et γM > γm > 0 tels que pour tous t ∈ [0, 3τ0] et w ∈ NEΓ
on a :
γmt 6 d(x(t, w),Γ1) 6 γM t.
De´monstration. On note :
ξmin = min
z∈Γ
√
E0 − V1(z) > 0 et ξmax = sup
{|ξ| , (x, ξ) ∈ p−1({E0})} .
Pour τ0 > 0 assez petit et t ∈ [0, 3τ0], on a tM 6 ξmin, ou` M est donne´ par la remarque 3.20.
Quitte a` re´duire encore τ0, pour tout (z, ξ) ∈ NEΓ on a d’apre`s la proposition A.5 :
d(x(t, z, ξ),Γ1) > d(z + 2tξ,Γ1)− |x(t, z, ξ)− z − 2tξ| > 2t |ξ| − tξmin > tξmin.
D’autre part, toujours d’apre`s la remarque 3.20, on a e´galement :
d(x(t, z, ξ),Γ1) 6 |x(t, z, ξ)− z| 6 2tξmax.
Lemme 6.9. Soit (z, ξ) ∈ NEΓ. Alors on a
R
n = TzΓ ⊕ Rξ ⊕ Tξ(Nz,EΓ), (6.19)
ou` les trois sous-espaces sont deux a` deux orthogonaux.
De´monstration. Soit Ξ ∈ Tξ(Nz,EΓ). On conside`re une application η :] − ε, ε[→ Nz,EΓ telle
que η(0) = ξ et η˙(0) = Ξ. Pour tout t ∈] − ε, ε[, le vecteur η(t) est dans le sous-espace NzΓ
de Rn, donc c’est encore le cas pour la de´rive´e en 0, soit Ξ⊥TzΓ. D’autre part, en de´rivant
en 0 l’e´galite´
|η(t)|2 = E0 − V1(z)
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on obtient
2ξ · Ξ = 0.
Comme Rξ⊥TzΓ par hypothe`se, les trois sous-espaces TzΓ, Rξ et TξNz,EΓ sont bien deux
a` deux orthogonaux. Or ils sont respectivement de dimensions d, 1 et n − d − 1, donc leur
somme est bien e´gale a` Rn.
On rappelle que pour (z, ξ) ∈ NEΓ et (Z1,Ξ1), (Z2,Ξ2) ∈ T(z,ξ)NEΓ (avec Ξj = ΞjT +
Ξj + Ξ
j
⊥ la de´composition de Ξ
j associe´e a` (6.19) pour j ∈ {1, 2}) on a pose´ :
g(z,ξ)
(
(Z1,Ξ1), (Z2,Ξ2)
)
=
〈
Z1, Z2
〉
Rn
+
〈
Ξ1⊥,Ξ
2
⊥
〉
Rn
.
Proposition 6.10. L’application g de´finit bien une structure riemannienne sur NEΓ.
De´monstration. Soient (z, ξ) ∈ NEΓ et (Z,Ξ) ∈ T(z,ξ)NEΓ. Il existe une fonction{
]− ε, ε[ → NEΓ ⊂ R2n
t 7→ (z(t), ξ(t))
telle que (z(0), ξ(0)) = (z, ξ) et (z˙(0), ξ˙(0)) = (Z,Ξ). On a d’une part
d
dt
|ξ(t)|2
∣∣∣∣
t=0
= 2ξ(0) · ξ˙(0) = 2ξ · Ξ,
et d’autre part :
d
dt
|ξ(t)|2
∣∣∣∣
t=0
=
d
dt
(
E0 − V1(z(t))
)∣∣∣∣
t=0
= −∇V1(z) · Z.
On a donc
Ξ = (ξ · Ξ) ξ|ξ|2 = −
∇V1(z) · Z
2 |ξ|2 ξ,
ce qui prouve que l’application (Z,Ξ) 7→ Ξ est lisse et que Ξ = 0 si Z = 0. On conside`re
ensuite des applications lisses ej , 1 6 j 6 d, d’un voisinage V ⊂ Γ de z dans TΓ telles que
pour tout ζ ∈ V on a ej(ζ) ∈ TζΓ pour tout j ∈ J1, dK et (e1(ζ), . . . , ed(ζ)) est une base
orthonorme´e de TζΓ. De telles applications peuvent eˆtre obtenues en conside´rant une carte
ψ : U → V ou` U est un ouvert de Rd et V un voisinage de z dans Γ, et en appliquant le
proce´de´ d’orthonormalisation de Gram-Schmidt aux vecteurs ∂jψ(ψ
−1(z)) pour j ∈ J1, dK.
On s’inte´resse a` ΞT , qui est la projection de Ξ sur TzΓ et donc donne´ par :
ΞT =
d∑
j=1
〈Ξ, ej(z)〉 ej(z).
Pour tout t ∈]− ε, ε[, la projection de ξ(t) sur Tz(t)Γ est nulle, soit :
∀j ∈ J1, dK, 〈ξ(t), ej(z(t))〉 = 0.
Cela donne
0 =
d
dt
d∑
j=1
〈ξ(t), ej(z(t))〉 ej(z(t))
∣∣∣∣∣∣
t=0
=
d∑
j=1
〈
d
dt
ξ(t)
∣∣∣∣
t=0
, ej(z(t))
〉
ej(z(t)) +
d∑
j=1
〈
ξ(t),
d
dt
ej(z(t))
∣∣∣∣
t=0
〉
ej(z(t))
+
d∑
j=1
〈ξ(t), ej(z(t))〉 d
dt
ej(z(t))
∣∣∣∣
t=0
= ΞT +
d∑
j=1
〈ξ(t), Dzej · Z〉 ej(z).
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Ainsi l’application (Z,Ξ) 7→ ΞT est lisse et ΞT = 0 si Z = 0. On a finalement de´montre´ que
l’application g est lisse et que pour tout (z, ξ) ∈ NEΓ la forme biline´aire g(z,ξ) est bien de´finie
positive puisque (Z,Ξ⊥) ne peut eˆtre nul que si (Z,Ξ) = (0, 0) (la positivite´ est claire par
positivite´ du produit scalaire sur Rn).
On ve´rifie maintenant qu’on peut effectivement parame´trer un voisinage de Γ0 dans R
n
par une condition initiale dans NEΓ est un temps de parcours positif :
Proposition 6.11. Il existe τ0 > 0 tel que l’application
T :
{
]0, 3τ0[×NEΓ → Im T ⊂ Rn
(t, w) 7→ x(t, w)
est un diffe´omorphisme de classe C∞ tel que Γ ∪ Im T est un voisinage de Γ0 dans Rn.
Pour I ⊂]0, 3τ0[, on note Γ˜(I) = T (I × NEΓ), et Γ˜({0} ∪ I) = Γ ∪ Γ˜(I). D’autre part,
pour x ∈ Γ˜(]0, 3τ0[) = Im T on note :
(tx, zx, ξx) = T −1(x). (6.20)
Figure 6.4 – Voisinage tubulaire usuel et voisinage tubulaire suivant le flot φt.
De´monstration. Pour τ > 0 on note
N1(τ) =
{
(z, η) ∈ NΓ1
∣∣ |η| < τ√E0 − V1(z)} et N(τ) = N1(τ) ∩NΓ.
On conside`re l’application T˜ de N1(1) dans Rn de´finie par :
T˜ (z, η) =

x
(
|η|√
E0−V1(z)
, z,
η
√
E0−V1(z)
|η|
)
si η 6= 0,
z si η = 0.
D’apre`s la remarque 3.20, on a
T˜ (z, η) = z + 2η + O
|η|→0
( |η|2 )
pour tout z ∈ Γ1. On commence par ve´rifier que pour τ0 > 0 assez petit, T˜ est un diffe´omor-
phisme de N(3τ0) dans un voisinage ✭✭ tubulaire ✮✮ de Γ. Pour cela on suit la de´monstration
du cas plus classique (z, η) 7→ z + η pour une sous-varie´te´ compacte (voir par exemple le
the´ore`me 2.7.12 de [BG87]).
Autour de tout point (z, 0) ∈ NΓ1 l’application T˜ de´finit un diffe´omorphisme local. En
effet il suffit de voir que sa diffe´rentielle est un isomorphisme de T(z,0)NΓ1 = T(z,0)N1(τ)
dans TzR
n ≃ Rn et d’appliquer le the´ore`me d’inversion locale. Comme ces deux espaces ont
meˆme dimension, il suffit de montrer que cette diffe´rentielle est surjective. Or Rn est somme
directe de TzΓ1 et NzΓ1 et pour X = X +X⊥ ∈ TzΓ⊕NzΓ la diffe´rentielle de T˜ au point
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(z, 0) et dans la direction (X, X⊥/2) ∈ T(z,0)NΓ1 vaut X. Ainsi pour tout z ∈ Γ1, il existe
un voisinage de (z, 0) dans N1(1) de la forme Wz = {(z, η) ∈ N1(3εz) | z ∈ Uz}, ou` Uz est un
voisinage de z dans Γ1 et εz > 0, tel que T˜ : Wz → T˜ (Wz) ⊂ Rn est un diffe´omorphisme.
Comme Γ est compact, on peut trouver z1, . . . , zN ∈ Γ1 tels que Γ ⊂
⋃N
j=1 Uzj . Notant
τ0 = min
{
εzj , 1 6 j 6 N
}
, on obtient que T restreint a` N(3τ0) re´alise un diffe´omorphisme
local autour de chacun des points de N(3τ0).
Quitte a` re´duire τ0, T est e´galement injectif sur N(3τ0). Si ce n’est pas le cas on peut
trouver deux suites (wm)m∈N∗ et (w˜m)m∈N∗ telles que pour tout m ∈ N∗ les points wm, w˜m ∈
N(1/m) sont distincts mais T˜ (wm) = T˜ (w˜m). Quitte a` extraire une sous-suite, il existe
z, z˜ ∈ Γ ⊂ Γ1 tels que wm → (z, 0), w˜m → (z˜, 0) et donc z = T˜ (z, 0) = T˜ (z˜, 0) = z˜. Ainsi,
pour m assez grand on a wm, w˜m ∈ Wz, ce qui contredit le fait que T˜ est injective sur Wz.
On obtient finalement que l’application T : (t, z, ξ) 7→ T˜ (z, tξ) est un diffe´omorphisme de
]0, 3τ0[×NEΓ sur son image et Γ ∪ Γ˜(]0, 3τ0[) = T˜ (N(3τ0)) est un voisinage de Γ0.
Remarque 6.12. Pour passer d’une application T sur ]0, 3τ0[×NEΓ a` une application T˜ sur
N(3τ0), on aurait pu eˆtre tente´ de poser
T˜ (z, η) = x(1, z, η).
Mais contrairement a` ce qu’il se passe pour les ge´ode´siques d’une varie´te´ ou pour les trajec-
toires classiques pour le flot libre (t, z, ξ) 7→ z + 2tξ, prendre un petit temps de parcours ou
un petit vecteur vitesse ne revient pas au meˆme. Avec cette de´finition on n’aurait donc pas
l’e´galite´
T (t, z, ξ) = T˜ (z, tξ)
qui nous a permis de conclure.
Proposition 6.13. Soit f une fonction inte´grable sur Γ˜([0, 3τ0[). Alors on a∫
Γ˜([0,3τ0[)
f(x) dx = 2n−d
∫ 3τ0
0
∫
NEΓ
f(x(t, z, ξ)) |ξ| tn−d−1
(
1 + ε(t, z, ξ)
)
dσNEΓ(z, ξ) dt,
ou`
sup
(z,ξ)∈NEΓ
|ε(t, z, ξ)| = O
t→0
(t).
De´monstration. 1. Comme l’application T de´finie a` la proposition pre´ce´dente re´alise un dif-
fe´omorphisme de classe C∞ de ]0, 3τ0[×NEΓ sur un ouvert Γ˜(]0, 3τ0[) de Rn, l’application
T −1 : Γ˜(]0, 3τ0[) →]0, 3τ0[×NEΓ peut eˆtre conside´re´e comme une carte pour la sous-varie´te´
]0, 3τ0[×NEΓ. Vue la de´finition 1 de σNEΓ, on a alors :∫
Γ˜([0,3τ0[)
f(x) dx =
∫
Γ˜(]0,3τ0[)
f(x) dx
=
∫
Γ˜(]0,3τ0[)
(f ◦ T )(T −1x) ∣∣detDxT −1∣∣ ∣∣detDT −1(x)T ∣∣ dx
=
∫ 3τ0
0
∫
NEΓ
(f ◦ T )(t, z, ξ) ∣∣detD(t,z,ξ)T ∣∣ dσNEΓ(z, ξ) dt.
Pour obtenir une expression plus explicite de cette inte´grale, on doit donc calculer le jacobien
de T . Soit (t, z, ξ) ∈]0, 3τ0[×NEΓ. Pour (T1, Z1,Ξ1), (T2, Z2,Ξ2) ∈ T(t,z,ξ)(]0, 3τ0[×NEΓ) on
pose
g˜(t,z,ξ)
(
(T1, Z1,Ξ1), (T2, Z2,Ξ2)
)
= T1T2 + g(z,ξ)
(
(Z1,Ξ1), (Z2,Ξ2)
)
,
ou` g est la me´trique de´finie en (6.9), de sorte que σNEΓ dt est la mesure canoniquement as-
socie´e a` la me´trique g˜. Pour calculer
∣∣detD(t,z,ξ)T ∣∣, on cherche des bases orthonorme´es de
1. On a donne´ la de´finition de la mesure σNEΓ en utilisant une matrice de Gram, et on utilise ici le
jacobien. C’est e´quivalent, dans les deux cas il s’agit du volume du paralle´lotope engendre´ par les vecteurs
∂jT
−1(x), 1 6 j 6 n.
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T(t,z,ξ)(]0, 3τ0[×NEΓ) (pour la me´trique g˜) et Rn (pour la me´trique usuelle) dans lesquelles
la diffe´rentielle a une expression simple.
2. Comme {z} × Nz,EΓ est une sous-varie´te´ de dimension n − d − 1 dans NEΓ, on peut
conside´rer une base orthonorme´e de la forme ((0,Ξj))d+26j6n pour son plan tangent au point
(z, ξ). On choisit ensuite une base orthonorme´e (Zj)26j6d+1 pour TzΓ. On peut alors trouver
Ξ2, . . . ,Ξd+1 ∈ Rn tels que (Zj ,Ξj) ∈ T(z,ξ)NEΓ pour tout j ∈ J2, d + 1K. Quitte a` ajouter
a` (Z2,Ξ2), . . . , (Zd+1,Ξd+1) des combinaisons line´aires des vecteurs (0,Ξd+2), . . . , (0,Ξn), on
peut supposer avoir choisi les vecteurs Ξ2, . . . ,Ξd+1 dans TzΓ ⊕ Rξ. Ces n − 1 vecteurs
forment donc une base orthonorme´e de T(z,ξ)NEΓ (pour la me´trique g). Avec le vecteur
unitaire canonique pour la composante de temps, on obtient une base orthonorme´e
B(t,z,ξ) =
(
(1, 0, 0), (0, Z2,Ξ2), . . . , (0, Zd+1,Ξd+1), (0, 0,Ξd+2), . . . (0, 0,Ξn)
)
de T(t,z,ξ)(]0, 3τ0[×NEΓ) pour la me´trique g˜. Dans Rn on conside`re la base orthonorme´e
B˜T (t,z,ξ) =
(
ξˆ, Z2, . . . , Zd+1,Ξd+2, . . . ,Ξn
)
.
Comme T (t, z, ξ) = z + 2tξ + O(t2), la matrice jacobienne de T dans ces deux bases est de
la forme
MatB(t,z,ξ)→B˜T (t,z,ξ) D(t,z,ξ)T =

2 |ξ| O(t) 00 Id+O(t) 0
0 0 2t In−d−1

+ O
t→0
(t2),
ce qui donne bien ∣∣detD(t,z,ξ)T ∣∣ = 2n−d |ξ| tn−d−1
(
1 + O
t→0
(t)
)
,
et conclut la de´monstration.
Remarque 6.14. C’est pour cette proposition que le choix de la me´trique g sur NEΓ s’ave`re
judicieux. Tout d’abord il convient de remarquer que n’importe quel choix de structure rie-
mannienne donne une mesure associe´e absolument continue par rapport a` la mesure de Le-
besgue et permet de calculer une inte´grale sur Γ˜([0, 3τ0[). Simplement, on change la mesure
σNEΓ et l’expression du jacobien en conse´quence.
Puisqu’on a de´fini NEΓ comme une sous-varie´te´ de Γ× Rn (ou encore comme une sous-
varie´te´ de R2n) on aurait pu munir NEΓ de la structure riemannienne he´rite´e du produit
scalaire de R2n. Mais dans ce cas les normes des vecteurs (Zj ,Ξj) pour j ∈ J2, d + 1K de´-
pendent de Ξj . Comme les Ξj n’interviennent que de fac¸on ne´gligeable dans D(t,z,ξ)T (Z,Ξ),
ils interviendraient donc dans le terme principal pour le calcul du jacobien. Le choix de g
permet donc d’e´viter de tenir compte des Ξj de`s le de´part, ce qui simplifie les calculs et
l’expression du jacobien (sachant que Ξj est fonction de Zj , on ne perd d’ailleurs pas d’in-
formation en faisant cela).
On peut alors penser avoir dissimule´ la difficulte´ dans la me´trique σNEΓ, mais c’est plutoˆt
la de´finition de NEΓ comme sous-varie´te´ de R
2n qui n’est pas tout a` fait naturelle. On y
voit ξ comme un vecteur de Rn alors que la seule information dont on a besoin est une
direction dans NzΓ, ce qui nous oblige ensuite a` ✭✭ faire le tri ✮✮. On gardera tout de meˆme
cette de´finition, car elle sera plus pratique pour les calculs qui vont suivre.
L’injectivite´ pour la premie`re composante de (t, z, ξ) 7→ φt(z, ξ) sur ]0, 3τ0[×NEΓ implique
l’injectivite´ du flot total. Le fait qu’une trajectoire classique ne puisse passer par NEΓ pour
des temps trop proches sera important pour notre e´tude.
Corollaire 6.15. Soient (t1, w1) 6= (t2, w2) ∈ R×NEΓ tels que φt1(w1) = φt2(w2). Alors on
a |t2 − t1| > 3τ0 ou` τ0 > 0 est donne´ par la proposition 6.11.
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De´monstration. Par syme´trie on peut supposer que t2 > t1. On a alors φt2−t1(w2) = w1 ∈
NEΓ, et en particulier x(t2 − t1, w2) ∈ Γ. D’apre`s le the´ore`me pre´ce´dent on a t2 − t1 = 0 ou
bien t2 − t1 > 3τ0. Mais si t2 = t1 = t, alors w1 = φ−t(φt1(w1)) = φ−t(φt2(w2)) = w2, ce qui
contredit l’hypothe`se.
On conside`re
Λ∞ =
{
φt(z, ξ), t > 0, (z, ξ) ∈ NEΓ0
} ⊂ R2n.
Pour w ∈ Λ∞ on note(
(tw,k, zw,k, ξw,k)
)
16k6Kw
=
{
(t, z, ξ) ∈ R∗+ ×NEΓ0 |φt(z, ξ) = w
}
,
ou` la suite (tw,k)16k6Kw est strictement croissante et Kw ∈ N ∪ {∞}. D’apre`s le corollaire
6.15, l’ensemble des temps de passage en w est de´nombrable, donc la de´finition a bien un sens
a` condition d’autoriser Kw = ∞. Dans ce cas la convention est : J1,∞K = N∗. Si w /∈ Λ∞,
alors on noteKw = 0. D’autre part, si w ∈ NEΓ0, on pose e´galement tw,0 = 0. Pour distinguer
les cas ou` w appartient ou non a` NEΓ0 on utilisera la notation suivante :
δw =
{
1 si w /∈ NEΓ0,
0 si w ∈ NEΓ0.
(6.21)
w
ξw,1
zw,2
ξw,2 zw,3
ξw,3zw,1 tw,2
tw,1
Γ
w
tw,1
ξw,1 = ξw,2 = . . .
zw,1 = zw,2 = . . .
Γ
Figure 6.5 – Les conditions initiales (zw,k, ξw,k) ∈ NEΓ0 qui atteignent w en temps tw,k
positif.
Enfin, pour k ∈ J1,KwK on pose
Λw,k =
{
φt(z, ξ), |t− tw,k| < τ0, (z, ξ) ∈ NEΓ ∩BR2n((zk, ξk), τ0)
}
, (6.22)
et si w ∈ NEΓ0 :
Λw,0 =
{
φt(z, ξ), |t| < τ0, (z, ξ) ∈ NEΓ ∩BR2n(w, τ0)
}
Tous ces ensembles sont des sous-varie´te´s de dimension n dans R2n. On les munit de la
structure obtenue par restriction du produit scalaire de R2n et de la mesure σΛw,k associe´e.
Proposition 6.16. (i) Soient w ∈ Λ∞ ∪NEΓ0 et j, k ∈ Jδw,KwK. La sous-varie´te´ Λw,j ∩
Λw,k est de mesure nulle dans Λw,j si et seulement si elle l’est dans Λw,k.
(ii) L’hypothe`se (6.10) est e´quivalente a` :
∀w ∈ R2n, ∀j 6= k ∈ Jδw,KwK, Λj,w ∩ Λk,w est de mesure nulle dans Λw,j . (6.23)
De´monstration. (i) On note Tj = TwΛw,j et Tk = TwΛw,k. Ce sont deux sous-espaces de
dimension n dans R2n. Soit S un supple´mentaire commun a` ces deux sous-espaces dans Rn.
On note Π la projection de R2n sur Tj paralle`lement a` S, Πj la restriction de Π a` Λw,j
et Πk la restriction de Π a` Λw,k (voir figure 6.7). La diffe´rentielle de Πj en w n’est autre
que l’application identite´ sur Tj identifie´ a` son espace tangent en (w, 0). Ainsi Πj est un
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wΓ
(zw,2, ξw,2)
(zw,1, ξw,1)
Λw,1
Λw,2
Figure 6.6 – Les ensembles Λw,k.
diffe´omorphisme local d’un voisinage V de w dans Λw,j dans un voisinage de w dans Tj . Pour
toute fonction f inte´grable sur V on peut alors e´crire :
∫
V
f(x) dσΛw,j (x) =
∫
Tj
f(Π−1j y)
∣∣detDyΠ−1j ∣∣ dσTj (y),
ou` σTj est la mesure de Lebesgue sur Tj . En particulier avec f = 1Λw,j∩Λw,k (si V ne couvre
pas 1Λw,j∩Λw,k , alors il suffit de faire le meˆme raisonnement sur un nombre fini d’ouverts)
on obtient que Λw,j ∩ Λw,k est de mesure nulle dans Λw,j si et seulement si sa projection
Πj(Λw,j∩Λw,k) est de mesure nulle dans Tj . On fait le meˆme raisonnement sur Λw,k (toujours
en projetant sur Tj). En effet la diffe´rentielle de Πk est la projection de Tk sur Tj paralle`le-
ment a` S, qui est un isomorphisme du fait que S est supple´mentaire a` Tk. Ainsi on obtient
que la sous-varie´te´ Λw,j ∩Λw,k est de mesure nulle dans Λw,k si et seulement si sa projection
Π(Λw,j ∩Λw,k) est de mesure nulle dans Tj , et donc si et seulement si elle est de mesure nulle
dans Λw,j .
S
Λj
TjΛk w
Tk
Figure 6.7 – Un supple´mentaire S et les projections Πj et Πk associe´es.
(ii) On suppose que l’hypothe`se (6.10) est ve´rifie´e. Soient w ∈ R2n et j 6= k ∈ Jδw,KwK.
D’apre`s (i) on peut, par syme´trie, supposer que tw,j < tw,k. On a alors tw,k−tw,j > 3τ0. Quitte
a` re´duire τ0 on peut supposer qu’il existe une carte ψ de U ⊂ Rn−1 dans un voisinage V de
(zk, ξk) dans NEΓ tel que BR2n((zk, ξk), τ0)∩NEΓ ⊂ V. On note φ l’application qui a` (t, w) ∈
]tw,k − τ0, tw,k + τ0[×V associe φt(w) et ζ l’application qui a` (t, u) ∈]tw,k − τ0, tw,k + τ0[×U
associe φt(ψ(u)). L’application ζ est alors une carte pour la sous-varie´te´ Λw,k et on a par le
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the´ore`me de Fubini :∫
Λw,k
1Λw,j∩Λw,k(w) dσΛw,k(w)
=
∫ tw,k+τ0
tw,k−τ0
∫
U
1Λw,j∩Λw,k(ζ(s, u))
∣∣detD(s,u)ζ∣∣ du ds
=
∫ tw,k+τ0
tw,k−τ0
∫
U
1Λw,j∩Λw,k(φ
s(ψ(u)))
∣∣detD(s,ψ(u))φ∣∣ |detDuψ| du ds
=
∫ tw,k+τ0
tw,k−τ0
∫
V
1Λw,j∩Λw,k(φ
s(v))
∣∣detD(s,v)φ∣∣ dσNEΓ(v) ds
6 c
∫ tw,k+τ0
tw,k−τ0
σNEΓ
({
v ∈ V | ∃τ ∈ [tw,j − τ0, tw,j + τ0], φs−τ ∈ NEΓ
})
ds
D’apre`s l’hypothe`se (6.10) on a donc :
0 6
∫
Λw,k
1Λw,j∩Λw,k(w) dσΛw,k(w) 6 c
∫ tw,k+τ0
tw,k−τ0
0 ds 6 0
Inversement, on suppose que l’hypothe`se (6.10) n’est pas ve´rifie´e. L’ensemble Φ0 est union
de´nombrable d’ensembles de la forme
Aw0,w1,m =
{
w ∈ BR2n(w1, τ0) ∩NEΓ
∣∣ ∃t ∈ Im, φt(w) ∈ BR2n(w0, τ0) ∩NEΓ} ,
avec w0, w1 ∈ NEΓ, m ∈ N et Im :=]mτ0/2, (m + 1)τ0/2]. Il existe donc w0, w1 ∈ NEΓ et
m ∈ N tels que
σNEΓ(Aw0,w1,m) > 0.
Sans perte de ge´ne´ralite´, on peut meˆme supposer que φt1(w1) = w0 pour un certain t1 ∈
Im. Soit w ∈ Aw0,w1,m. Comme en particulier w est dans BR2n(w1, τ0) ∩ NEΓ, pour tout
s ∈ [t1 − τ0, t1 + τ0] on a φs(w) ∈ Λ1 (de´finie comme en (6.22) avec w = w0, (zk, ξk) = w1
et tw,k = t1). En outre, il existe t ∈ Im tel que φt(w) ∈ BR2n(w0, τ0) ∩ NEΓ. Pour tout
s ∈ [t − τ0, t + τ0] on a φs(w) = φs−t(φt(w)) ∈ Λ0 := Λw0,0. En particulier pour tout
s ∈ [t1 − τ02 , t1 + τ02 ] on a φs(w) ∈ Λ0 ∩ Λ1, et donc :∫
Λ1
1Λ0∩Λ1(w) dσΛ1(w) >
∫
Aw0,w1,m
∫ t1+ τ02
t1− τ02
∣∣detD(s,w)φ∣∣ ds dσNEΓ(w)
> c0τ0σNEΓ(Aw0,w1,m) > 0,
ce qui contredit (6.23).
6.2.3 Me´thode B.K.W.
E´tant donne´ un symbole f ∈ C∞0 (R2n), le but de ce paragraphe est d’approcher, pour
h ∈]0, 1] et t > 0 petit, la fonction (x, ξ) 7→
(
e−
it
h
(Hh−Eh)f(·, ξ)
)
(x) par une fonction de
la forme (x, ξ) 7→ a(t, x, ξ, h)e ihϕ(t,x,ξ), ou` a et ϕ sont a` de´terminer. On utilise pour cela la
me´thode B.K.W. e´voque´e au paragraphe 3.1.1. On conside`re la solution ϕ a` l’e´quation de
Hamilton-Jacobi donne´e par la proposition 3.23 pour le symbole pE : (x, ξ) 7→ ξ2+V1(x)−E0.
On choisit ensuite τ0 > 0 assez petit pour que ϕ soit de´finie sur ]− 3τ0, 3τ0[ et pour que les
re´sultats de la proposition 6.11 soient bien ve´rifie´s.
La de´monstration que l’on pre´sente ici est standard. On la donne ne´anmoins en de´tail
pour voir comment interviennent la partie imaginaire du potentiel et l’hypothe`se (6.3). Dans
le cas ou` νE est petit, on aura e´galement besoin de garder une expression assez pre´cise pour
le reste.
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Proposition 6.17. Soit f ∈ C∞0 (R2n). On suppose que νE est fini. Alors il existe des
fonctions aj ∈ C∞0 ([−2τ0, 2τ0] × R2n) pour j ∈ J0, νE − 1K telles que si on note a(h) =∑νE−1
j=0 h
jaj alors pour tous t ∈ [−2τ0, 2τ0] et (x, ξ) ∈ R2n on a
e−
it
h
(Hh−Eh)
(
f(·, ξ)e ih 〈·,ξ〉
)
(x) = a(t, x, ξ, h)e
i
h
ϕ(t,x,ξ) + hνE−1ε(h)RνE (t, x, ξ, h),
avec ε(h) −−−→
h→0
0 et
RνE (t, x, ξ, h) =
∫ t
0
e−
is
h
(Hh−Eh)
(
rνE (t− s, ·, ξ, h)e
i
h
ϕ(t−s,·,ξ)
)
(x) ds
ou` rνE (h) ∈ C∞0 ([−2τ0, 2τ0] × R2n) uniforme´ment en h ∈]0, 1] (les supports sont contenus
dans un meˆme compact et les de´rive´es sont estime´es uniforme´ment en h). Si νE =∞, alors
le re´sultat est valable en remplac¸ant νE par n’importe quel N ∈ N.
De´monstration. 1. Soient N ∈ J1, νEK fini et a(h) ∈ C∞0 ([−2τ0, 2τ0]× R2n) de la forme
a(t, x, ξ, h) =
N−1∑
j=0
hjaj(t, x, ξ)
avec aj ∈ C∞0 ([−2τ0, 2τ0]×R2n) pour tout j ∈ J0, N−1K, a0(0, x, ξ) = f(x, ξ) et aj(0, x, ξ) = 0
pour j ∈ J1, N − 1K. Pour h ∈]0, 1], t ∈ [−2τ0, 2τ0] et (x, ξ) ∈ R2n on a :
a(t, x, ξ, h)e
i
h
ϕ(t,x,ξ) − e− ith (Hh−Eh)
(
f(·, ξ)e ih 〈·,ξ〉
)
(x)
=
∫ t
0
d
ds
e−
i(t−s)
h
(Hh−Eh)
(
a(s, ·, ξ, h)e ihϕ(s,·,ξ)
)
(x) ds.
On a calcule´ (voir proposition 3.56) :
i
h
(Hh − Eh)
(
ae
i
h
ϕ
)
=
(
−ih∆xa+ 2∇xa · ∇xϕ+ a∆xϕ+ i
h
a |∇xϕ|2 + i
h
aV1 + aV2 − i
h
aEh
)
e
i
h
ϕ.
On a donc
d
ds
e−
i(t−s)
h
(Hh−Eh)
(
a(s, h)e
i
h
ϕ(s)
)
= e−
i(t−s)
h
(Hh−Eh)
(
i
h
(Hh − Eh)
(
a(s, h)e
i
h
ϕ(s)
)
+ ∂sa(s, h) e
i
h
ϕ(s) +
i
h
∂sϕ(s) a(s, h)e
i
h
ϕ(s)
)
= e−
i(t−s)
h
(Hh−Eh)

 N∑
j=−1
hjAj(s, h)− ihN−1ε˜(h)a(s, h)

 e ihϕ(s),
avec ε˜(h) = h−N
(
Eh −
∑N
j=0 h
jEj
)
−−−→
h→0
0 et :
A−1(s, h) = i
(
∂sϕ(s) + |∇xϕ(s)|2 + V1 − E0
)
a(s, h),
A0(s) = ∂sa0(s) + 2∇xa0(s) · ∇xϕ(s) + a0(s)∆xϕ(s) + a0(s)V2 − ia0(s)E1,
Aj(s) = ∂saj(s) + 2∇xaj(s) · ∇xϕ(s) + aj(s)∆xϕ(s) + aj(s)V2
−i
j∑
k=0
ak(s)Ej+1−k − i∆xaj−1(s), j ∈ J1, N − 1K,
AN = −i∆xaN−1(s).
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La fonction de phase ϕ a e´te´ construite pour que A−1 soit nul (voir (3.13)). Il reste a` construire
l’amplitude a(h) pour que les Aj , j ∈ J0, N − 1K, le soient e´galement.
2. Pour s, t ∈ [2τ0, 2τ0] et (x, ξ) ∈ R2n on pose
b(t, x, ξ) = −iE1 + V2(x) + ∆xϕ(t, x, ξ)
puis :
a0(t, x, ξ) = f(y(t, x, ξ), ξ) exp
(
−
∫ t
0
b(τ, x˜(τ, t, x, ξ), ξ) dτ
)
. (6.24)
On de´finit ensuite par re´currence, pour j ∈ J1, N − 1K,
dj(t, x, ξ) = i∆xaj−1(t, x, ξ) +
j−1∑
k=0
Ej+1−kak(t, x, ξ)
puis :
aj(t, x, ξ) = i
∫ t
0
dj(s, x˜(s, t, x, ξ), ξ) exp
(
−
∫ t
s
b(τ, x˜(τ, t, x, ξ), ξ) dτ
)
ds.
D’apre`s la proposition 3.57, on obtient que a0 est solution de l’e´quation de transport
(∂t + 2∇xϕ · ∇x +∆xϕ+ V2 − iE1) a0(t, x, ξ) = 0
avec la condition initiale a0(0, x, ξ) = f(x, ξ). Pour j > 1 on applique ensuite la proposition
3.57 avec a˜ = aj . Cela prouve que aj est solution de l’e´quation de transport
(
∂t + 2∇xϕ · ∇x +∆xϕ+ V2 − iE1
)
aj(t, x, ξ) = i∆xaj−1(t, x, ξ) + i
j−1∑
k=0
Ej+1−kak(t, x, ξ),
avec la condition initiale aj(0, x, ξ) = 0. Il ne reste plus qu’a` conside´rer
ε(h)rνE (s, h) = iε˜(h)a(s, h) + ih∆xaN−1(s)
pour conclure. Dans le cas ou` νE = +∞ on pourrait utiliser le the´ore`me de Borel 3.4 pour
construire un symbole a(h) tel que reste est en fait de taille O(h∞).
Remarque 6.18. On observe que suppξ a(h) ⊂ suppξ f (et suppξ rνE (h) ⊂ suppξ f) pour tout
h ∈]0, 1].
Remarque 6.19. On a vu au corollaire 3.60 que le propagateur Uh(t) est a` O(h
∞) pre`s un ope´-
rateur inte´gral de Fourier. Un calcul analogue a` celui de la proposition 3.59 ou` Eh intervient
comme ici montre que le re´sultat est encore valable pour UEh (t) a` o(h
νE−1) pre`s.
6.2.4 E´tude des points critiques de la fonction de phase
Pour t ∈ [0, 3τ0[, x, ξ ∈ Rn et z ∈ Γ on pose
ψ(t, x, z, ξ) = ϕ(t, x, ξ)− 〈z, ξ〉 . (6.25)
En vue d’utiliser la me´thode de la phase stationnaire pour une inte´grale de phase ψ (et pour
des temps petits), on s’inte´resse dans ce paragraphe aux points critiques de ψ en t, z et ξ tels
que t ∈]0, 3τ0[, c’est-a`-dire les solutions a` x fixe´ de :

∂tψ(t, x, z, ξ) = 0
∇ξψ(t, x, z, ξ) = 0
∇zψ(t, x, z, ξ) = 0
t ∈]0, 3τ0[
⇐⇒


∂tϕ(t, x, ξ) = 0
∇ξϕ(t, x, ξ) = z
ξ ∈ NzΓ
t ∈]0, 3τ0[.
(6.26)
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Proposition 6.20. Soit x ∈ Γ˜(]0, 3τ0]). Alors le syste`me (6.26) admet une unique solution,
qui n’est autre que le triplet (tx, zx, ξx) introduit en (6.20).
De´monstration. On suppose que (t, x, z, ξ) est un point critique de ψ par rapport aux variables
t, z et ξ tel que t ∈]0, 3τ0[. On sait de´ja` que ξ ∈ NzΓ. D’apre`s (3.16) on a
(x,∇xϕ(t, x, ξ)) = φt(∇ξϕ(t, x, ξ), ξ) = φt(z, ξ),
et en particulier x = x(t, z, ξ). Comme ϕ est solution de (3.13) pour le symbole p−E0, on a
e´galement
p(z, ξ) = p(x,∇xϕ(t, x, ξ)) = E0 − ∂tϕ(t, x, ξ) = E0,
ce qui prouve que |ξ|2 = E0 − V1(z) et donc (z, ξ) ∈ NEΓ. La solution e´ventuelle est donc
ne´cessairement donne´e par (tx, zx, ξx). Pour montrer que ce triplet est effectivement solution,
il suffit de remonter le raisonnement. En effet, on sait de´ja` que ∇zψ(tx, x, zx, ξx) = 0. Et
comme
(x,∇xϕ(tx, x, ξx)) = φtx(∇ξϕ(tx, x, ξx), ξx)
on a
∇ξϕ(tx, x, ξx) = y(tx, x, ξx) = zx,
ce qui prouve que∇ξψ(tx, x, zx, ξx) = 0. Enfin pour la de´rive´e par rapport a` t il suffit d’e´crire :
E0 = p(zx, ξx) = p(x,∇xϕ(tx, x, ξx)) = E0 − ∂tϕ(tx, x, ξx).
Le fait de connaˆıtre les points critiques de ψ va nous permettre d’appliquer au paragraphe
suivant le the´ore`me de la phase stationnaire pour une inte´grale de phase ψ. Il faut tout de
meˆme ve´rifier que les points critiques que l’on vient de mettre en e´vidence ne sont pas de´ge´-
ne´re´s.
On conside`re γΓ ∈]0, 1] assez petit pour que l’application ζ 7→ expz(γΓζ) soit pour tout
z ∈ Γ un diffe´omorphisme bien de´fini de BTzΓ := {ζ ∈ TzΓ | |ζ| < 1} sur un voisinage de z
dans Γ1, avec dΓ(z, expz(γΓζ)) = γΓ |ζ| pour tout ζ ∈ BTzΓ. Pour z ∈ Γ et x ∈ Rn on pose :
ψ˜x,z : (t, ζ, ξ) 7→ ψ(t, x, expz(ζ), ξ). (6.27)
Cette quantite´ est bien de´finie pour t ∈]0, 3τ0[, ζ ∈ γΓBTzΓ et ξ ∈ Rn. Pour x ∈ Γ˜(]0, 3τ0[)
on note e´galement :
ψ(x) = ψ(tx, x, zx, ξx) = ϕ(tx, x, ξx)− 〈zx, ξx〉 . (6.28)
Proposition 6.21. Soit x ∈ Γ˜(]0, 3τ0[). On a :
∣∣∣detHess ψ˜x,zx(tx, 0, ξx)∣∣∣ = 2n−d+1tn−d−1x |ξx|2 + O
tx→0
(tn−dx ).
De´monstration. Pour effectuer le calcul, on de´compose Rnξ en TzxΓ ⊕ NzxΓ. Soit r donne´e
par la proposition 3.26. On a
ψ˜x,zx(t, ζ, ξ) =
〈
x− expzx(ζ), ξ
〉− tp(x, ξ) + t2r(t, x, ξ)
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et donc :∣∣∣detHess ψ˜x,zx(tx, 0, ξx)∣∣∣
=
∣∣∣∣∣∣∣∣
det


2r(tx, x, ξx) +O(tx) 0 O(t
2
x) −2tξx +O(t2x)
0 A − Id 0
O(t2x) − Id −2tx Id+O(t2x) O(t2x)
−2ξx +O(t2x) 0 O(t2x) −2tx In−d+O(t2x)


∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
det


2r(tx, x, ξx) +
2|ξx|2
tx
0 0 0
0 0 − Id−2txA 0
0 − Id −2tx Id 0
−2ξx 0 0 −2tx In−d


∣∣∣∣∣∣∣∣
(
1 + O
t→0
(tx)
)
= 2n−d+1tn−d−1x |ξx|2 + O
tx→0
(tn−dx )
ou`, pour 1 6 i, j 6 d,
Aij = − ∂2ζiζj
〈
expzx(ζ), ξx
〉∣∣∣
ζ=0
n’intervient que dans le reste.
Ce calcul prouve que les points critiques de la proposition 6.20 ne sont pas de´ge´ne´re´s,
du moins pour x assez proche de Γ. Quitte a` prendre τ0 > 0 plus petit, on pourra supposer
que c’est le cas pour tout x ∈ Γ˜(]0, 3τ0[). On s’aperc¸oit par contre que le de´terminant de la
hessienne devient petit quand x s’approche de Γ. Vue la formule rappele´e au the´ore`me 3.3,
on s’attend a` ce que le re´sultat obtenu en appliquant le the´ore`me de la phase stationnaire
pour une inte´grale de phase ψ ne soit pas uniforme par rapport a` x pour x proche de Γ.
Pour e´tudier ce phe´nome`ne, on effectuera un changement de variable pour remplacer ψ par
la fonction Φ que l’on introduit maintenant.
Pour y ∈ Γ˜(]0, 3τ0[) et δ ∈]0, 1], on introduit la fonction Φy,δ de´finie pour θ ∈]0, 3δ−1τ0[,
ζ ∈ δ−1γΓBTzyΓ et ξ ∈ Rn par :
Φy,δ(θ, ζ, ξ) =
1
δ
ψx(δty,zy,ξy),zy (δθ, δζ, ξ) =
1
δ
(
ϕ
(
δθ, x(δty, zy, ξy), ξ
)− 〈expzy (δζ), ξ〉) .
(6.29)
Proposition 6.22. Pour y ∈ Γ˜([τ0, 2τ0]) et δ ∈]0, 1] l’application Φy,δ admet un unique
point critique, donne´ par (ty, 0, ξy). En outre, si τ0 > 0 est assez petit, alors la hessienne
Hessθ,ζ,ξ Φy,δ(ty, 0, ξy) est inversible et son de´terminant reste dans un compact de R \ {0}
lorsque y et δ varient dans Γ˜([τ0, 2τ0]) et ]0, 1] respectivement.
De´monstration. Soient y ∈ Γ˜([τ0, 2τ0]) et δ ∈]0, 1]. Pour θ ∈
]
0, 3δ−1τ0
[
, ζ ∈ δ−1γΓBTzyΓ et
ξ ∈ Rn on a
∇θ,ζ,ξΦy,δ(θ, ζ, ξ) = 0⇐⇒ ∇t,z,ξψ
(
δθ, x(δty, zy, ξy), expzy (δζ), ξ
)
= 0.
Ainsi, l’application Φy,δ admet un unique point critique, donne´ par(
δ−1tx(δty,zy,ξy), δ
−1(expzy )
−1(zx(δty,zy,ξy)), ξx(δty,zy,ξy)
)
= (ty, 0, ξy).
Cela prouve de´ja` le premier point. Pour le deuxie`me on constate qu’on a
|detHessθ,ζ,ξ Φy,δ(ty, 0, ξy)| = δ1+d−n
∣∣∣detHess ψ˜x(δty,zy,ξy),zy (δty, 0, ξx)∣∣∣
= 2n−d−1tn−d−1y |ξy|2 + O
ty→0
(tn−dy ),
ou` me reste est uniforme en δ ∈]0, 1]. Cela permet de conclure, pour peu qu’on ait choisi
τ0 > 0 assez petit.
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6.2.5 Controˆle des temps petits
On dispose maintenant de tout ce dont on a besoin pour commencer l’e´tude de la contri-
bution des temps petits proprement dite.
Pour d2 > d1 > 0 on note C(d1, d2) = {ξ ∈ Rn | d1 6 |ξ| 6 d2}. On peut conside´rer un
voisinage G de NEΓ0 tel que G ⊂ Rn × C(d1, d2) avec d2 > d1 > 0, et tel que x(t, w) ∈
Γ˜([0, 2τ0[) pour tous t ∈ [0, τ0] et w ∈ G. On choisit une fonction χ ∈ C∞(R) a` support dans
] −∞, τ0[ et e´gale a` 1 au voisinage de ] −∞, 0]. Pour f ∈ C∞0 (R2n) a` support dans G, on
pose :
B0(h) =
i
h
∫ ∞
0
χ(t)e−
it
h
(Hh−Eh)Oph(f)Sh dt. (6.30)
D’apre`s le the´ore`me d’Egorov 3.43 on a de´ja` :∥∥∥1
Rn\Γ˜([0,2τ0])B0(h)
∥∥∥
L2(Rn)
= O
h→0
(h∞). (6.31)
Proposition 6.23. Si τ0 > 0 a e´te´ choisi assez petit, alors pour f ∈ C∞0 (R2n) a` support
dans G, B0(h) de´finie par (6.30) et ε > 0 on peut trouver τ1 ∈]0, τ0] et h0 > 0 tels que :
∀h ∈]0, h0],
∥∥∥1Γ˜([0,τ1])B0(h)
∥∥∥
L2(Rn)
6 ε.
Comme on l’a dit en introduction on va construire explicitement la mesure semi-classique
du the´ore`me 6.1, sauf au voisinage de Γ. Le but de cette proposition est de pouvoir au moins
controˆler cette partie. En utilisant le de´veloppement de´crit au paragraphe 6.2.3, on va e´crire
B0(x, h) sous la forme
B0(x, h) ≃ h−
1+n+d
2
∫
R
∫
Γ
∫
Rn
e
i
h
ψ(t,x,z,ξ)κ(t, x, ξ, z, h) dξ dσΓ(z) dt.
On voit qu’a` x fixe´, si on applique le the´ore`me de la phase stationnaire autour du point
critique de ψ, on obtient une majoration du type B0(x, h) = O
h→0
(1). Le proble`me est que
cette estimation n’est pas uniforme en x lorsque x approche Γ. En effet, le the´ore`me de la
phase non-stationnaire fait intervenir le de´terminant de la hessienne de ϕ a` la puissance − 12 ,
soit un facteur d’ordre t
1+d−n
2
x (voir la proposition 6.21, on note qu’il n’y a pas de proble`me
si d = n− 1). L’ide´e est de montrer que la norme L2 sur Γ˜(]2−m, 2−(m+1)]) est de l’ordre de
2−
m
2 , de sorte que la somme de ces contributions est sommable. Loin des points critiques, on
effectue des inte´grations par parties. Mais ✭✭ loin ✮✮ signifie a` une distance d’ordre 2−m. Le
petit parame`tre sera donc h2m, ce qui implique qu’a` h fixe´, on doit s’arreˆter a` 2−m d’ordre
h. Mais sur Γ˜([0, h]) (en fait Γ˜([0, h1−µ]) pour un certain µ > 0), on va pouvoir se contenter
d’une estimation plus na¨ıve.
De´monstration. On suppose que νE est fini (si νE =∞, on peut remplacer νE par n’importe
quel entier). On s’autorisera a` ne pas indiquer de fac¸on syste´matique la de´pendance en h des
fonctions conside´re´es.
1. On rappelle que Fh de´signe la transforme´e de Fourier semi-classique. On a
FhSh(ξ) = h
1−n−d
2
∫
Rn
∫
Γ
e−
i
h
〈x,ξ〉A(z)S
(
x− z
h
)
dσΓ(z) dx
= h
1−n−d
2
∫
Γ
A(z)
∫
Rn
e−
i
h
〈x,ξ〉S
(
x− z
h
)
dx dσΓ(z)
= h
1+n−d
2
∫
Γ
A(z)
∫
Rn
e−
i
h
〈z,ξ〉e−i〈y,ξ〉S(y) dy dσΓ(z)
= h
1+n−d
2 Sˆ(ξ)
∫
Γ
A(z)e−
i
h
〈z,ξ〉 dσΓ(z),
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et donc
Oph(f)Sh(x) =
1
(2πh)n
∫
Rn
e
i
h
〈x,ξ〉f(x, ξ)FhSh(ξ) dξ
=
h
1+n−d
2
(2πh)n
∫
Γ
∫
Rn
e
i
h
〈x−z,ξ〉A(z)f(x, ξ)Sˆ(ξ) dξ dσΓ(z),
puis
B0(h) =
ih−
1+n+d
2
(2π)n
∫ ∞
0
∫
Γ
∫
Rn
χ(t)A(z)e−
i
h
〈z,ξ〉e−
it
h
(Hh−Eh)
(
e
i
h
〈·,ξ〉f(·, ξ)
)
Sˆ(ξ) dξ dσΓ(z) dt.
Soient ϕ la solution de l’e´quation de Hamilton-Jacobi (3.13) et a l’amplitude donne´e par la
me´thode B.K.W. (voir paragraphe 6.2.3). On note
J(x, h) =
∫ ∞
0
∫
Γ
∫
Rn
χ(t)e
i
h
(ϕ(t,x,ξ)−〈z,ξ〉)a(t, x, ξ, h)A(z)Sˆ(ξ) dξ dσΓ(z) dt.
Pour alle´ger l’e´criture on pose
κ(t, x, z, ξ, h) = χ(t)a(t, x, ξ, h)A(z)Sˆ(ξ),
et on rappelle qu’on a note´ ψ(t, x, z, ξ) = ϕ(t, x, ξ) − 〈z, ξ〉. D’apre`s la remarque 6.18, le
support par rapport a` la variable ξ de κ est inclus dans C(d1, d2).
2. On se donne N ∈ N. Pour estimer J , on note pour tout δ ∈]0, 1] :
Jδ(x) = 1Γ˜(]δτ0,2δτ0])(x)
∫ ∞
0
∫
Γ
∫
Rn
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσΓ(z) dt.
On conside`re :
J

δ (x) = 1Γ˜(]δτ0,2δτ0])(x)
∫ ∞
0
∫
Γ
∫
{
|ξz |>d1δ
} e ihψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσΓ(z) dt
(on rappelle que ξ

z est la projection orthogonale de ξ sur TzΓ). Comme ∇zψ(t, x, z, ξ) = ξz ,
N inte´grations par parties par rapport a` z (localement, via des cartes) montrent que
∣∣∣Jδ (x)∣∣∣ 6 c1Γ˜(]δτ0,2δτ0])(x)
(
h
δ
)N
,
et donc, puisque Γ˜(]δτ0, 2δτ0]) est de taille O(δ
n−d) (voir la proposition 6.13) :∥∥∥Jδ (h)∥∥∥
L2(Rn)
6 c hN δ
n−d
2 −N . (6.32)
3. On commence par s’inte´resser aux temps ou` la quantite´ ∇ξψ(t, x, z, ξ) (≈ x − (z + 2tξ))
est grande quels que soient x ∈ Γ˜(]δτ0, 2δτ0]), z ∈ Γ et ξ ∈ C(d1, d2) ✭✭ presque orthogonal ✮✮
a` TzΓ, le but e´tant de pouvoir faire des inte´grations par parties par rapport a` ξ. On rappelle
que d’apre`s la proposition 3.26 on a
∇ξψ(t, x, z, ξ) = x− (z + 2tξ) + t2∇ξr(t, x, ξ),
et donc 2 :
[x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ) = |x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧ · ∇ξr(t, x, ξ).
2. On rappelle qu’on a note´ xˆ = x
|x|
. On pourra e´galement e´crire [x]∧. Pour j ∈ J1, nK et x = (x1, . . . , xn)
on notera e´galement [x]∧j =
xj
|x|
.
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On note M = ‖∇ξr‖L∞([0,τ0]×Rn×C(d1,d2)). Pour δ ∈]0, 1], 0 6 t 6 δmin
(
τ0γm
4d2
,
√
τ0γm
4M
)
(ou`
γm > 0 est donne´ par la proposition 6.8), x ∈ Γ˜(]δτ0, 2δτ0]), z ∈ Γ et ξ ∈ C(d1, d2) on a
|x− (z + 2tξ)| > |x− z| − 2t |ξ| > δτ0γm − 2td2 > δτ0γm
2
,
et donc :
|x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧ · ∇ξr > δτ0γm
4
. (6.33)
D’autre part, si δ ∈]0, 1], t ∈
[
δ d1τ0+γM+1d1 , τ0
]
, x ∈ Γ˜(]δτ0, 2δτ0]), z ∈ Γ, zxx est un point de
Γ1 tel que |x− zxx| = d(x,Γ1) (un tel zxx existe pour x assez proche de Γ), et ξ ∈ C(d1, d2)
est tel que
∣∣ξz ∣∣ 6 δd1 alors, quitte a` re´duire τ0, on a
|x− (z + 2tξ)| > |z + 2tξ − zxx| − |x− zxx|
>
∣∣z + 2tξ⊥z − zxx∣∣− 2δτ0d1 − 2δτ0γM
> 2td1 − 2δτ0(2d1 + γM ),
car pour t assez petit on a
d(z + 2tξ⊥z ,Γ1) =
∣∣2tξ⊥z ∣∣ > 2t |ξ| − 2t∣∣ξz ∣∣ > 2td1 − 2δτ0d1.
Ainsi
|x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧ · ∇ξr > t(d1 − τ0M) + td1 − 2δτ0(2d1 + γM ) > δ + td1
2
,
sous re´serve que d1 > 2τ0M , ce qui est vrai si on a choisi τ0 assez petit. Ainsi on a montre´
qu’il existe des constantes C > 0 et c0 > 0 telles que pour δ ∈]0, 1], t ∈
[
0, δC
] ∪ [Cδ, τ0],
x ∈ Γ˜(]δτ0, 2δτ0]), z ∈ Γ et ξ ∈ C(d1, d2) tel que
∣∣∣ξz ∣∣∣ 6 δd1, on a
|x− (z + 2tξ)| > c0(δ + t)
et
[x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ) = |x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧ · ∇ξr(t, x, z, ξ)
> c0(δ + t).
(6.34)
On se donne alors une fonction χ˜1 ∈ C∞(R) e´gale a` 1 au voisinage de
]−∞, 12C ] ∪ [2C,+∞[
et nulle sur
[
1
C , C
]
, ainsi que χ˜0 = 1− χ˜1. On a alors Jδ = J1δ +J0δ +Jδ ou`, pour j ∈ {0, 1} :
Jjδ (x) = 1Γ˜(]δτ0,2δτ0])(x)
∫ ∞
0
∫
Γ
∫
{
|ξz |6δd1
} χ˜j
(
t
δ
)
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσΓ(z) dt.
On conside`re l’ope´rateur
L : u 7→
(
(t, x, z, ξ, h) 7→ −ih [x− (z + 2tξ)]
∧ · ∇ξu
[x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ)
)
. (6.35)
Cet ope´rateur laisse inchange´e la fonction (t, x, z, ξ, h) 7→ exp ( ihψ(t, x, z, ξ)) et son adjoint
est
L∗ : v 7→
(
(t, x, z, ξ, h) 7→ −ih divξ
(
[x− (z + 2tξ)]∧ v
[x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ)
))
.
On ve´rifie que
∂ξj |x− (z + 2tξ)| = 2t[x− (z + 2tξ)]∧j
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et, pour α ∈ Nn (par re´currence sur |α|) :
∂αξ [x− (z + 2tξ)]∧j =
(2t)|α|Pα
(
x1 − (z1 + 2tξ1), . . . , xn − (zn + 2tξn)
)
|x− (z + 2tξ)|−1−2|α|
,
ou` Pα est un polynoˆme a` n variables homoge`ne de degre´ |α|+ 1. Pour α ∈ Nn il existe donc
une constante cα telle que ∣∣∂αξ [x− (z + 2tξ)]∧j ∣∣ 6 cα
pour tous δ ∈]0, 1], t ∈ [0, δC ] ∪ [Cδ, τ0], x ∈ Γ˜(]δτ0, 2δτ0]), z ∈ Γ et ξ ∈ C(d1, d2) tel que∣∣ξz ∣∣ 6 δd1, et si |α| > 1 :∣∣∂αξ ([x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ))∣∣ 6 cαt.
On peut ve´rifier par re´currence que pour tout N ∈ N la fonction (L∗)Nκ est une somme de
termes de la forme
c(ih)N
∂γξ κ ·
∏N
k=1 ∂
αk
ξ [x− (z + 2tξ)]∧mk ·
∏J
j=1 ∂
βj
ξ ([x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ))(
[x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ)
)J+N ,
ou` c ∈ R, mk ∈ J1, nK pour tout k ∈ J1, NK, |βj | > 1 pour tout j ∈ J1, JK (en particulier
J 6 N) et
|γ|+
N∑
k=1
|αk|+
J∑
j=1
|βj | = N.
On obtient que ∣∣(L∗)Nκ(t, x, z, ξ, h)∣∣ 6 cN
(
h
δ
)N
,
et donc : ∥∥J1δ (h)∥∥L2(Rn) 6 CNhNδ n−d2 −N . (6.36)
4. On s’inte´resse maintenant a` J0δ . L’estimation de J
0
δ est plus de´licate puisque la phase
admet des points critiques. On va donc utiliser les re´sultats du paragraphe 6.2.4, et plus
particulie`rement la proposition 6.22. Pour l’appliquer, on doit se restreindre a` un voisinage
de zx de taille γΓ dans Γ. On rappelle que pour tous z ∈ Γ et ζ ∈ TzΓ de norme infe´rieure ou
e´gale a` γΓ, on peut conside´rer le point expz(ζ) ∈ Γ et dΓ(z, expz(ζ)) = |ζ|. En outre il existe
γ2 > 0 inde´pendant de z ∈ Γ tel que si z′ ∈ BRn(z, γ2)∩Γ, alors dγ(z, z′) 6 γΓ. Soient δ ∈]0, 1],
x ∈ Γ˜(]δτ0, 2δτ0]), z ∈ Γ, ξ ∈ C(d1, d2) tel que
∣∣ξz ∣∣ 6 d1δ et enfin t ∈ [0,min(τ0, 2Cδ)] ou` C
est tel que supp χ˜0 ⊂
[
1
2C , 2C
]
. Quitte a` re´duire τ0, on peut supposer que
|x− zx|+ 2t |ξ|+ t2M 6 γ2
2
pour les δ, x, z, ξ et t conside´re´s, et donc si dΓ(z, zx) > γΓ on a
|x− (z + 2tξ)| > |zx − z| − |x− zx| − 2t |ξ| > γ2
2
et
[x− (z + 2tξ)]∧ · ∇ξψ(t, x, z, ξ) > γ2
2
.
En faisant des inte´grations par parties avec l’ope´rateur L comme pre´ce´demment, on voit qu’on
ne fait qu’une erreur d’ordre O(hN ) si on ne´glige les points z ∈ Γ tels que dΓ(z, zx) > γΓ
dans l’inte´grale de´finissant J0δ (x) :
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J0δ (x) = 1Γ˜(]δτ0,2δτ0])(x)
∫ ∞
0
∫
BΓ(zx,γΓ)
∫
{
|ξz |6δd1
}χ˜0
(
t
δ
)
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσΓ(z) dt
+ O
h→0
(
hN
)
,
ou` le reste est uniforme par rapport a` x. On note y = x
(
tx
δ , zx, ξx
) ∈ Γ˜(]τ0, 2τ0]) et on fait le
changement de variables t = θδ et z = expzx(δζ) ou` ζ ∈ δ−1γΓBTzxΓ. Cela donne :
J0δ (x)
= δ1+d1Γ˜(]τ0,2τ0])(y)
∫
δ−1γΓBTzyΓ
∫
{
|ξz |6δd1
}
∫ ∞
0
χ˜0(θ)κ˜(θ, y, ζ, ξ, h)e
i
h
δΦy,δ(θ,ζ,ξ) dθ dξ dζ
+ O
h→0
(
hN
)
,
avec
κ˜(θ, y, ζ, ξ, h, δ) = κ
(
δθ, x(δty, zy, ξy), expzy (δζ), ξ, h
) ∣∣det(Dζ expzx)(δζ)∣∣
et Φy,δ comme de´finie en (6.29). D’apre`s la proposition 6.22 on peut appliquer le the´ore`me
de la phase stationnaire pour tout y ∈ Γ˜(]τ0, 2τ0]), sachant que le petit parame`tre est ici
h/δ. En outre on sait qu’on peut appliquer ce re´sultat uniforme´ment en y ∈ Γ˜(]τ0, 2τ0]) et
δ ∈]0, 1]. On obtient alors une constante c ne de´pendant ni de h ∈]0, h0], ni de δ ∈]0, 1] ni de
x ∈ Γ˜(]δτ0, 2δτ0]), et telle que
∣∣J0δ (x)∣∣ 6 cδ1+d
(
h
δ
)n+d+1
2
1Γ˜(]δτ0,2δτ0])
(x) + chN1Γ˜(]δτ0,2δτ0])(x).
On obtient donc : ∥∥J0δ (h)∥∥L2(Rn) 6 cδ 12hn+d+12 + c hNδ n−d2 . (6.37)
zy
x¯(δty, zy, ξy)
Γ
y
x¯(ty/2, zy, ξy)
x¯(ty/4, zy, ξy)
zy ξy Γ
ξy
Γ˜(]δτ0, 2δτ0])
Figure 6.8 – Changement de variables le long des trajectoires du flot.
5. Pour γ ∈]0, 1] on pose :
J˜γ(x) = 1Γ˜([0,2γτ0])(x)
∫ ∞
0
∫
Γ
∫
Rn
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσΓ(z) dt.
J˜

γ est de´fini comme J

δ avec 1Γ˜([0,2γτ0]) au lieu de 1Γ˜(]δτ0,2δτ0]). Une estimation analogue a`
(6.32) peut donc eˆtre obtenue pour J˜

γ . On note maintenant χ˜+ = 1[C,+∞[χ˜1 (ou` C est la
constante de´finie en (6.34)), χ˜− = 1− χ˜+, et :
J˜±γ (x, h) = 1Γ˜([0,2γτ0])(x)
∫ ∞
0
∫
Γ
∫
{
|ξz |6γd1
} χ˜±
(
t
γ
)
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dσΓ(z) dξ dt.
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Comme on l’a fait pour J1δ (h) on voit que∥∥∥J˜+γ (h)∥∥∥
L2(Rn)
6 CNhNγ
n−d
2 −N . (6.38)
La diffe´rence se fait au niveau des temps petits. En effet, puisqu’on ne minore pas la distance
entre x et Γ, le raisonnement menant a` (6.33) n’est plus valable. Mais puisque γ sera pris tre`s
petit, on peut en fait se contenter d’une estimation grossie`re pour J˜−γ . Comme on inte`gre une
fonction borne´e sur un ensemble de taille O(γ) en t, et sur {(z, ξ) ∈ Γ×C(d1, d2),
∣∣ξz ∣∣ 6 γd1}
qui est de taille O(γd), on a ∣∣∣J˜−γ (x)∣∣∣ 6 cγ1+d1Γ˜([0,2γτ0])(x),
ou` c ne de´pend pas de x ∈ Rn. En prenant la norme L2(Rn) on obtient donc :∥∥∥J˜−γ (h)∥∥∥
L2(Rn)
6 cγ1+
n+d
2 . (6.39)
6. Les estimations (6.32), (6.36), (6.37), (6.38) et (6.39) nous permettent maintenant d’estimer
J(h). τ0 > 0 e´tant de´sormais fixe´, on se donne ε > 0. Soient τ1 ∈]0, τ0] et µ ∈]0, 1[. On fait
une de´composition dyadique δ = 2−m avec h1−µ < δ < τ1/τ0, c’est-a`-dire m− < m < m+ ou`
on a note´ m− = ln2(τ0)− ln2(τ1) et m+ = −(1− µ) ln2 h. On a alors∥∥∥1Γ˜([0,τ1])J(h)
∥∥∥
L2(Rn)
6
∥∥∥J˜h1−µ(h)∥∥∥
L2(Rn)
+
∑
m−<m<m+
‖J2−m(h)‖L2(Rn) ,
avec ∥∥∥J˜h1−µ(h)∥∥∥ 6 ∥∥∥J˜h1−µ(h)∥∥∥+ ∥∥∥J˜−h1−µ(h)∥∥∥+ ∥∥∥J˜+h1−µ(h)∥∥∥
6 cN
(
h(1−µ)(
n+d
2 +1) + h(1−µ)
n−d
2 +µN
)
6 cNh
n+d+1
2
(
h
1
2−µ(n+d2 +1) + hµN−
1
2−d−µn−d2
)
et ∑
m−<m<m+
‖J2−m(h)‖ 6
∑
m−<m<m+
(∥∥J12−m(h)∥∥+ ∥∥J02−m(h)∥∥+ ∥∥∥J2−m(h)∥∥∥)
6 cN

hN ∑
m6m+
(
2N−
n−d
2
)m
+ h
n+d+1
2
∑
m−6m
2−
m
2


6 cN
(
hN−(1−µ)(N−
n−d
2 ) + h
n+d+1
2
√
τ1
)
6 cNh
n+d+1
2
(
hµN−
1
2−d−µn−d2 +
√
τ1
)
.
On choisit maintenant µ > 0 suffisamment petit pour que ν := 12 − µ
(
n+d
2 + 1
)
soit stricte-
ment positif, puis N assez grand pour avoir µN − 12 − d− µn−d2 > ν. Cela donne∥∥∥1Γ˜([0,τ1])J(h)
∥∥∥
L2(Rn)
6 c h
n+d+1
2 (
√
τ1 + h
ν), (6.40)
et si τ1 et h0 sont assez petits on a c(2π)
−n(
√
τ1 + h
ν) 6 ε2 pour tout h ∈]0, h0].
7. En e´tudiant ih
− 1+n+d
2
(2pi)n J(h) plutoˆt que B0(h) on n’a pas tenu compte du reste qui apparaˆıt
a` la proposition 6.17. Il reste donc a` montrer que la contribution de ce reste est effectivement
ne´gligeable. Notant
κνE (τ, x, z, ξ, h) = e
i
h
ϕ(τ,x,ξ)−〈z,ξ〉rνE (τ, x, ξ, h)A(z)Sˆ(ξ)
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pour τ ∈ [0, τ0], x ∈ Γ˜(]0, 2τ0]), z ∈ Γ, ξ ∈ Rn et h ∈]0, 1], on a :
−i(2π)nh 1+n+d2 B0(x, h)− J(x, h)
= hνE−1ε(h)
∫ τ0
0
∫
Γ
∫
Rn
∫ t
0
χ(t)e−
is
h
(Hh−Eh)κνE (t− s, x, z, ξ, h) ds dξ dσΓ(z) dt
= hνE−1ε(h)
∫ τ0
0
∫ τ0
0
∫
Γ
∫
Rn
χ(t+ s)e−
is
h
(Hh−Eh)κνE (t, x, z, ξ, h) dξ dσΓ(z) dt ds
= hνE−1ε(h)
∫ τ0
0
e−
is
h
(Hh−Eh)JνE (s, x, h) ds
avec
JνE (s, x, h) =
∫ τ0
0
∫
Γ
∫
Rn
χ(t+ s)e
i
h
(ϕ(t,x,ξ)−〈z,ξ〉)rνE (t, x, ξ, h)A(z)Sˆ(ξ) dξ dσΓ(z) dt.
On peut estimer JνE (s) uniforme´ment en s ∈ [0, τ0] comme on a estime´ J . Sachant que
l’ope´rateur e−
is
h
(Hh−Eh) est borne´ uniforme´ment en s ∈ [0, τ0], cela prouve qu’on a dans
L2(Γ˜([0, 2τ0])) :
B0(h) =
ih−
1+n+d
2
(2π)n
J(h) + o
h→0
(hνE−1). (6.41)
Il suffit donc de prendre h0 > 0 assez petit pour voir que (6.40) permet de conclure.
Remarque 6.24. Plus νE est grand et meilleure est l’estimation du reste (6.41), mais cela ne
change rien au re´sultat de la proposition 6.23. Une grande valeur de νE permettra d’avoir
une meilleure description de la solution uh en terme d’e´tats lagrangiens (voir les propositions
6.25 et 6.30), mais cela n’aura pas d’influence sur la mesure semi-classique qui fait l’objet du
the´ore`me 6.1, car celle-ci ne de´pend que du premier ordre en h pour le de´veloppement de uh.
On s’inte´resse maintenant a` une description plus pre´cise de uh dans une zone qui est
proche de la source Γ0 tout en l’e´vitant. Pour x ∈ Γ˜(]0, 2τ0]) on note :
b0(x) = i(2π)
d+1−n
2
e
ipi
4 sgnHess ψ˜x,zx (tx,0,ξx)∣∣∣detHess ψ˜x,zx(tx, 0, ξx)∣∣∣ 12
A(zx)a0(tx, x, ξx)Sˆ(ξx)χ(tx). (6.42)
On peut prolonger le symbole b0 par continuite´ sur Γ et par 0 en dehors de Γ˜([0, 2τ0]), de
sorte qu’il peut eˆtre vu comme une fonction de C∞0 (R
n). On rappelle en outre que la phase
ψ a e´te´ de´finie en (6.28).
Proposition 6.25. Soit U un voisinage de Γ0 dans Rn. Alors sur Γ˜([0, 2τ0]) \ U la fonction
B0(h) est a` o
(
hνE−1
)
pre`s un e´tat lagrangien de phase ψ et de symbole principal b0, c’est-a`-
dire :
B0(x, h) = b(x, h)e
i
h
ψ(x) + o
h→0
(
hνE−1
)
, ou` b(x, h) ∼
νE−1∑
j=0
hjbj(x)
(le reste e´tant estime´ dans L2(Γ˜([0, 2τ0]) \ U)).
Remarque 6.26. Le re´sultat se prolonge sur Rn \ U d’apre`s (6.31).
De´monstration. Il existe τ2 > 0 et f˜ ∈ C∞0 (R2n) tels que f˜ = f au voisinage de NΓ0 d’une
part, et d’autre part pour w ∈ supp f˜ et t ∈ [0, 2τ0] on a x(t, w) ∈ U ∪ Γ˜([τ2, 2τ0]). Du fait
que Sh est microlocalise´ sur NΓ0, on ne fait qu’une erreur d’ordre O(h
∞) si on remplace f
par f˜ dans la de´finition de B0(h). On suppose donc qu’on a en fait f˜ = f . Par le the´ore`me
d’Egorov, on obtient alors dans L2(Rn) :
1Γ˜([0,2τ0])\UB0(h) = 1Γ˜(]τ2,2τ0])\UB0(h) + Oh→0
(h∞).
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A partir de la`, tout ce dont on a besoin se trouve de´ja` dans la de´monstration de la proposition
6.23. Par la me´thode B.K.W. on se rame`ne, a` o(hνE−1) pre`s, a` l’e´tude de
1Γ˜(]τ2,τ0])
(x)
∫ ∞
0
∫
Γ
∫
Rn
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσΓ(z) dt (6.43)
Contrairement a` δ auquel on devait faire attention dans les restes pour la de´monstration
pre´ce´dente, τ2 est une constante fixe´e pour le reste de la de´monstration, en particulier grande
devant h quand h tend vers 0. En reprenant la preuve de (6.33) avec δ = τ2, on voit que pour
t ∈
[
0,min
(
τ2γm
4d2
,
√
τ2γm
4M
)]
, x ∈ Γ˜([τ2, 2τ0]), z ∈ Γ et ξ ∈ C(d1, d2) on a :
∇ξψ(t, x, z, ξ) > τ2γm
4
> 0.
Ainsi, des inte´grations par parties par rapport a` ξ (c’est-a`-dire en utilisant l’ope´rateur L
introduit en (6.35)) montrent qu’on ne fait qu’une erreur d’ordre O(h∞) si on remplace χ par
χ ∈ C∞0 (R∗+) telle que χ(t) = χ(t) pour t > min
(
τ2γm
4d2
,
√
τ2γm
4M
)
dans (6.43) (χ intervient
dans la de´finition de κ). Une fois qu’on s’est ramene´ a` un proble`me ne faisant plus intervenir
les temps proches de 0, on peut utiliser le the´ore`me de la phase stationnaire comme on l’a fait
pour e´tudier J0δ , sauf qu’a` nouveau on n’a pas de proble`me avec l’uniformite´ par rapport a`
δ. Comme on l’a explique´ pour J0δ , dans l’inte´gration en z ∈ Γ seule compte la partie autour
de zx si on a pris soin de prendre τ0 assez petit au de´part, donc :
B0(x, h) =
ih−
1+n+d
2
(2π)n
∫ ∞
0
∫
Uzx
∫
Rn
χ(t)e
i
h
ψ˜x,zx (t,ζ,ξ)a(t, x, ξ, h)A(z)Sˆ(ξ)
∣∣detDζ expzx ∣∣ dξ dζ dt
+ o
h→0
(hνE−1)
dans L2(Γ˜(]τ2, 2τ0])), ou` Jacx est le jacobien du diffe´omorphisme expzx . Enfin, comme on l’a
fait pour J0δ , mis a` part qu’il n’est pas utile de faire un changement de variables (puisqu’on
e´vite Γ0, on n’a pas de proble`me d’uniformite´), on utilise les re´sultats de la partie 6.2.4 et la
me´thode de la phase stationnaire pour obtenir le re´sultat (en particulier le seul point critique
pour ψ˜x,zx n’est autre que (tx, 0, ξx)). Le fait que le reste soit effectivement de taille o(h
νE−1)
se ve´rifie e´galement comme dans la de´monstration pre´ce´dente.
Remarque 6.27. Le facteur h−1 qui apparaˆıt dans la de´finition (6.30) est compense´ pour un
facteur
√
h par la phase stationnaire sur l’inte´grale en temps, l’autre facteur
√
h est celui
qui a e´te´ ajoute´ a` la de´finition de Sh (voir la proposition 6.2). Ainsi on obtient bien un e´tat
lagrangien de taille O(1).
6.3 Mesure semi-classique partielle pour les temps finis
Pour T > 0 on pose χT (t) = χ(t − T ), ou` χ est la fonction utilise´e dans le paragraphe
6.2.5, et on de´finit :
uTh =
i
h
∫ ∞
0
χT (t)U
E
h (t)Sh dt.
Pour tout T > 0 on a alors :
∥∥uTh∥∥L2(Rn) = Oh→0
(
h−
1
2
)
.
Le but de cette partie est de montrer l’existence d’une unique mesure semi-classique
associe´e a` la famille (uTh )h∈]0,1]. Pour T > 0 on note
ΛT =
{
φt(z, ξ), t ∈]0, T + τ0], (z, ξ) ∈ NEΓ0
} ⊂ R2n,
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et pour w ∈ Rn :
KTw = sup {k ∈ J1,KwK | tw,k 6 T + τ0} .
D’apre`s le corollaire 6.15, KTw est ne´cessairement fini. On remarque d’autre part que pour
tout T > 0,
ΛT ∪NEΓ0 =
{
φt(z, ξ), t ∈ [0, T + τ0], z ∈ NEΓ0
}
est un compact de R2n.
6.3.1 Calculs pour des temps interme´diaires
Dans la section pre´ce´dente, on s’est inte´resse´ a` la contribution des temps proches de 0. On
en de´duit dans ce paragraphe la contribution des temps t ∈]0, T ], avec T > 0. On commence
par une proposition qui montre que pour w ∈ R2n et q ∈ C∞0 (R2n) a` support proche de
w, alors dans l’inte´grale de´finissant uTh seuls les temps proches de tw,k pour δw 6 k 6 K
T
w
donnent une contribution significative.
Proposition 6.28. Soient w ∈ R2n et χ˜ ∈ C∞0 (R) une fonction qui s’annule au voisinage
des tw,k pour k ∈ Jδw,KwK. Alors il existe un voisinage V de w dans R2n et un voisinage
G˜ ⊂ G de NEΓ0 (G est de´fini au paragraphe 6.2.5) tels que pour tous q ∈ C∞0 (R2n) a` support
dans V et f ∈ C∞0 (R2n) a` support dans G˜, on a dans L2(Rn) :
i
h
∫ ∞
0
χ˜(t)Opwh (q)U
E
h (t)Oph(f)Sh dt = O
h→0
(h∞).
De´monstration. On montre qu’il existe un voisinage G˜ ⊂ G de NEΓ0 dans R2n et un voisinage
V de w tels que pour tous w˜ ∈ G˜ et t ∈ supp χ˜ on a : φt(w˜) /∈ V . Si ce n’est pas le cas, on
peut trouver une suite (tm)m∈N d’e´le´ments de supp χ˜ et une suite (wm)m∈N ∈ (R2n)N tels
que d(wm, NEΓ0) → 0 et φtm(wm) → w. Comme supp χ˜ et NEΓ0 sont compacts, on peut
extraire des sous-suites telles que tmk → t ∈ supp χ˜ et wmk → w∞ ∈ NEΓ0. Par continuite´
du flot φ, on a alors φt(w∞) = w, ce qui est impossible puisque t /∈ {tw,δw , . . . , tw,Kw}. Soient
alors q ∈ C∞0 (R2n) a` support dans V et f ∈ C∞0 (R2n) a` support dans G˜. D’apre`s le the´ore`me
d’Egorov et la formule de changement de quantification, on a pour tout t ∈ supp χ˜ :∥∥Opwh (q)UEh (t)Oph(f)∥∥ = O
h→0
(h∞),
ou` le reste est uniforme en t ∈ supp χ˜. Une inte´gration par rapport a` t donne alors le re´sultat.
Remarque 6.29. La de´monstration de cette proposition concentre une bonne partie des dif-
ficulte´s dues aux trajectoires capte´es. En effet, elle n’est valable que parce qu’on a suppose´
que χ˜ est a` support compact, mais elle est fausse sans cette hypothe`se, pour les raisons qu’on
a de´ja` e´voque´es : en temps grands, rien n’empeˆche les trajectoires issues de NEΓ0 d’appro-
cher le point w pour des temps loin des tw,k, et de plus on ne peut pas appliquer le the´ore`me
d’Egorov uniforme´ment en temps. C’est donc en partie pour appliquer cette proposition qu’on
doit dans un premier temps se contenter d’e´tudier la mesure semi-classique pour uTh plutoˆt
que directement pour uh.
Soient w ∈ Λ∞ et τw = min(tw,1, τ0). On conside`re une fonction χw ∈ C∞0 (R) a` support
dans ]0, 2τw[ et e´gale a` 1 au voisinage de τw, puis on note
BTw(h) =
i
h
∫ ∞
0
χT+τw(t)χw(t)U
E
h (t)Oph(f)Sh dt,
ou` f ∈ C∞0 (R2n) est a` support dans G. En outre, pour k ∈ J1,KwK on note :
BTw,k(h) =
i
h
∫ ∞
0
χT (t)χw(t− tw,k + τw)UEh (t)Oph(f)Sh dt. (6.44)
183
Comme pour la proposition 6.25 (et on n’a meˆme pas a` se pre´occuper des temps petits
puisque χw est nulle au voisinage de 0) on voit que B
T
w(h) est a` o
(
hνE−1
)
pre`s un e´tat
lagrangien de phase ψ (de´finie en (6.28)), de sous-varie´te´
Λ˜ :=
{
(x,∇ψ), x ∈ Γ˜(]0, 2τ0])
}
et de symbole principal
bTw(x) = i(2π)
d+1−n
2
e
ipi
4 sgnHess ψ˜x,zx (tx,0,ξx)∣∣∣detHess ψ˜x,zx(tx, 0, ξx)∣∣∣ 12
A(zx)a0(tx, x, ξx)Sˆ(ξx)χw(tx)χT+τw(tx).
(6.45)
En particulier la fonction BTw(h) est borne´e uniforme´ment en h ∈]0, h0] dans L2(Rn).
Comme le point (tx, x, zx, ξx) est un point critique pour la phase ψ par rapport aux
variables t, z et ξ on a :
∇ψ(x) = ∇x(ψ(tx, x, zx, ξx))
= ∂tψ(tx, x, zx, ξx)
∂tx
∂x
+∇xψ(tx, x, zx, ξx)
+∇zψ(tx, x, zx, ξx)∂zx
∂x
+∇ξψ(tx, x, zx, ξx)∂ξx
∂x
= ∇xϕ(tx, x, ξx).
Or, d’apre`s (3.16), on sait qu’on a
(x,∇xϕ(tx, x, ξx)) = φtx(∇ξϕ(tx, x, ξx), ξx) = φtx(zx, ξx),
et donc :
Λ˜ =
{
φtx(zx, ξx), x ∈ Γ˜(]0, 2τ0])
}
=
{
φt(z, ξ), t ∈]0, 2τ0], (z, ξ) ∈ NEΓ
}
.
Ainsi on est capable de bien de´crire la fonction BTw(h) en terme d’e´tats lagrangiens. On utilise
maintenant les proprie´te´s du propagateur de Schro¨dinger en termes d’ope´rateurs de Fourier
inte´graux pour en de´duire une description de BTw,k(h) :
Proposition 6.30. Pour tous w ∈ Λ∞ et k ∈ J1,KwK, la fonction BTw,k(h) est a` o
(
hνE−1
)
pre`s un e´tat lagrangien de sous-varie´te´ φtw,k−τw Λ˜. En particulier BTw,k(h) est borne´e unifor-
me´ment en h ∈]0, 1] dans L2(Rn).
On notera νTw,k la fonction a` valeurs strictement positives sur φ
tw,k−τw Λ˜ donne´e par la
proposition 3.49.
Remarque 6.31. Au voisinage de w la sous-varie´te´ φtw,k−τw Λ˜ co¨ıncide avec Λw,k.
De´monstration. On a :
BTw,k(h) =
i
h
∫ ∞
tw,k−τw
χT (t)χw(t− tw,k + τw)UEh (t)Oph(f)Sh dt
=
i
h
∫ ∞
0
χT (t+ tw,k − τw)χw(t)UEh (t+ tw,k − τw)Oph(f)Sh dt
= UEh (tw,k − τw)BT−tw,kw (h).
On conclut alors graˆce au corollaire 3.60 (voir aussi la remarque 6.19).
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6.3.2 Convergence vers une mesure semi-classique tronque´e
On peut maintenant expliciter la mesure semi-classique de la famille (uTh )h∈]0,1] pour tout
T > 0.
The´ore`me 6.32. Soit T > 0. Il existe une mesure de Radon positive µT sur R2n a` support
dans NEΓ0 ∪ ΛT et telle que, pour tout q ∈ C∞0 (R2n) :
〈
Opwh (q)u
T
h , u
T
h
〉 −−−→
h→0
∫
R2n
q dµT . (6.46)
De´monstration. 1. Localisation autour d’un point w ∈ R2n. On va montrer que pour w ∈ R2n
et T > 0, il existe un voisinage ouvert Vw,T de w dans R2n tel que pour toute fonction
q ∈ C∞0 (R2n) a` support dans Vw,T on a
〈
Opwh (q)u
T
h , u
T
h
〉 −−−→
h→0
∫
Vw,T
q dµw,T , (6.47)
ou` µw,T est une mesure de Radon positive sur Vw,T . Si w1, w2 ∈ R2n sont deux points tels
que Vw1,T ∩ Vw2,T 6= ∅, alors les deux mesures µw1,T et µw2,T co¨ıncident sur Vw1,T ∩Vw2,T (il
suffit de conside´rer les deux versions de (6.47) pour q ∈ C∞0 (R2n) a` support Vw1,T ∩ Vw2,T ).
Ainsi on peut de´finir la mesure µT sur R
2n comme e´tant l’unique mesure qui co¨ıncide avec
µw,T sur Vw,T pour tout w ∈ R2n. De`s lors, pour q ∈ C∞0 (R2n), une partition de l’unite´ et
un nombre fini d’applications de (6.47) donnent (6.46). On conside`re donc w ∈ R2n.
2. Localisation autour des temps de passage en w. On rappelle que les fonctions de tron-
cature χ, χT pour T > 0 et χw ont e´te´ de´finies aux paragraphes 6.2.5 et 6.3. D’apre`s le
corollaire 6.15, si w ∈ NEΓ0 alors tw,1 > 3τ0, si bien que les supports des fonctions δwχ et
χTχw(· − tw,k + τw) pour 1 6 k 6 KTw sont deux a` deux disjoints. Ainsi la fonction χ˜ de´finie
par
∀t ∈ R, χ˜(t) = χT (t)− δwχ(t)−
KTw∑
k=1
χT (t)χw(t− tw,k + τw)
est dans C∞0 (R, [0, 1]). On a en particulier χ˜ = χT si w /∈ NEΓ0 ∪ ΛT , et dans tous les cas χ˜
s’annule autour des temps tw,k pour tout k ∈ Jδw,KwK. D’apre`s la proposition 6.28 il existe
une fonction fw,T ∈ C∞0 (R2n) e´gale a` 1 au voisinage de NEΓ0 et a` support dans G ainsi qu’un
voisinage Vw,T de w dans R2n tels que pour q a` support dans Vw,T on a, dans L2(Rn) :
Opwh (q)v
T
h = Op
w
h (q)u˜
T
h + O
h→0
(h∞),
ou`
vTh =
i
h
∫ ∞
0
χT (t)U
E
h (t)Oph(fw,T )Sh dt et u˜
T
h = δwB
T
w,0(h) +
KTw∑
k=1
BTw,k(h),
avec BTw,0(h) de´fini par (6.30) et les B
T
w,k(h) donne´s en (6.44) avec fw,T a` la place de f .
Conside´rant q˜ ∈ C∞0 (R2n) a` support dans Vw,T et e´gal a` 1 au voisinage de supp q on a alors
d’apre`s le corollaire 6.6 :〈
Opwh (q)u
T
h , u
T
h
〉
=
〈
Opwh (q)u
T
h ,Op
w
h (q˜)u
T
h
〉
+ O
h→0
(h∞)
=
〈
Opwh (q)v
T
h ,Op
w
h (q˜)v
T
h
〉
+ O
h→0
(h)
=
〈
Opwh (q)u˜
T
h , u˜
T
h
〉
+ O
h→0
(h).
(6.48)
En particulier, si w /∈ NEΓ0 ∪ ΛT on a〈
Opwh (q)u
T
h , u
T
h
〉 −−−→
h→0
0.
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Ainsi si la mesure µT existe elle sera ne´cessairement nulle hors de ΛT ∪ NEΓ0. On peut
maintenant supposer que w ∈ NEΓ0 ∪ ΛT .
3. De´finition de la mesure µw,T . Quitte a` re´duire Vw,T , on peut supposer que
ΛT ∩ Vw,T ⊂
KTw⋃
k=δw
Λw,k ∩ Vw,T .
Pour k ∈ J1,KTw K et un bore´lien Ω de Vw,T on pose
µw,T,k(Ω) =
∫
Λw,k
1Ω(w˜)ν
T
w,k(w˜) dσΛw,k(w˜) , µw,T,0(Ω) = δw
∫
Rn
1Ω(x,∇ψ(x)) |b0(x)|2 dx
(b0 ne de´pend pas du choix de fw,T et donc pas de T –voir la remarque 6.33– mais on note
tout de meˆme µw,T,0 pour avoir des notations cohe´rentes), puis
µw,T =
KTw∑
k=0
µw,T,k,
ce qui de´finit bien une mesure de Radon sur Vw,T . En outre toutes ces mesures sont des
mesures positives. Vw,T et µw,T e´tant maintenant fixe´s, il nous faut montrer que pour tous
ε > 0 et q ∈ C∞0 (R2n) a` support dans Vw,T , on peut trouver h0 > 0 tel que pour h ∈]0, h0]
on a : ∣∣∣∣∣〈Opwh (q)uTh , uTh 〉−
∫
Vw,T
q dµw,T
∣∣∣∣∣ 6 ε. (6.49)
Soient donc ε > 0 et q a` support dans Vw,T . (6.48) donne de´ja`
∣∣〈Opwh (q)uTh , uTh 〉− 〈Opwh (q)u˜Th , u˜Th 〉∣∣ 6 ε6 (6.50)
pour h ∈]0, h0], ou` h0 > 0 est choisi assez petit.
4. Recoupements de ΛT . Soient j 6= k ∈ Jδw,KTw K. On pose :
Λw,j,k = Λw,j ∩ Λw,k.
Soit l ∈ Jδw,KTw K. D’apre`s l’hypothe`se (6.10) et la proposition 6.16, Λw,j,k∩Λw,l est de mesure
nulle dans Λw,l. Comme la mesure σΛw,l est re´gulie`re, on peut trouver pour tout m ∈ N∗ un
ouvert Umj,k,l de Λw,l tel que
Λw,j,k ∩ Λw,l ⊂ Umj,k,l et σΛw,l(Umj,k,l) 6
1
m
.
On peut ensuite conside´rer un ouvert V mj,k,l de R
2n contenant l’adhe´rence de Λw,j,k dans R
2n
et tel que V mj,k,l ∩ Λw,l ⊂ Umj,k,l. On note alors :
Vm =
⋃
δw6j<k6KTw
⋂
δw6l6KTw
V mj,k,l.
Pour tous δw 6 j < k 6 KTw , l’ouvert
⋂
δw6l6KTw
V mj,k,l est de mesure O
(
1
m
)
dans chacun des
Λw,l pour l ∈ Jδw,KTw K. C’est donc encore le cas de Vm qui est union d’un nombre fini et fixe´
de tels ouverts. Malgre´ cela, Vm contient pour tout m l’ensemble des points de Vw,T ou` ΛT
se recoupe, c’est-a`-dire l’union des Λw,j,k ∩ Vw,T pour j 6= k ∈ Jδw,KTw K.
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Figure 6.9 – V mj,k,l contient Λw,j,k et son intersection avec Λw,l est petite.
Pour tout m ∈ N∗ on conside`re une fonction γm ∈ C∞(R2n, [0, 1]) e´gale a` 1 hors de Vm
et nulle au voisinage de
⋃
δw6j<k6KTw
Λw,j,k, de sorte que les Λw,j pour j ∈ Jδw,KTw K ne se
recoupent pas sur le support de qγm et :
∀l ∈ Jδw,KTw K, σΛw,l(supp(1− γm)) = O
m→∞
(
1
m
)
.
Pour m ∈ N∗ on conside`re une fonction vm ∈ C∞0 (Rn) a` support dans Γ˜([0, 1/m]) et e´gale a`
1 au voisinage de Γ0, puis pour k ∈ N on note vkm = vm si k = 0 et vkm = 0 si k 6= 0. D’apre`s
la proposition 3.49 on a pour k 6= 0 :
∥∥Opwh (q)BTw,k(h)−Opwh (qγm)BTw,k(h)∥∥2L2(Rn) =
∫
Λw,k
|q|2 (1− γm)2νTw,k dσΛw,k + o
h→0
(1)
= O
m→∞
(
1
m
)
+ o
h→0
(1).
Si w ∈ NEΓ0, on peut e´crire (1−vm)BTw,0(h) comme un e´tat lagrangien de symbole principal
(1 − vm)b0 pour tout m ∈ N∗ (voir la proposition 6.25). D’apre`s la proposition 6.23 et
l’exemple 3.50 on a alors :
∥∥Opwh (q)BTw,k(h)−Opwh (qγm)(1− vm(x))BTw,k(h)∥∥2L2(Rn) = om→∞ (1) + oh→0(1).
Soient γ˜m ve´rifiant les meˆmes proprie´te´s que γm et tel que γ˜m = 1 au voisinage de
supp γm. On rappelle que q˜ ∈ C∞0 (R2n) est a` support dans Vw,T et vaut 1 au voisinage de
supp q. Pour j, k ∈ Jδw,KTw K distincts les e´tats lagrangiens Opwh (qγm)(1 − vjm(x))BTw,j(h) et
Opwh (q˜γ˜m)(1− vkm(x))BTw,k(h) ont des microsupports disjoints. On a donc :
〈
Opwh (qγm)(1− vjm(x))BTw,j(h), (1− vkm(x))BTw,k(h)
〉
=
〈
Opwh (qγm)(1− vjm(x))BTw,j(h),Opwh (q˜γ˜m)(1− vkm(x))BTw,k(h)
〉
+ O
h→0
(h∞)
= o
h→0
(hνE−1).
En choisissant m ∈ N∗ assez grand, h0 > 0 assez petit et en utilisant (6.50), on obtient
finalement que pour tout h ∈]0, h0] :∣∣∣∣∣∣
〈
Opwh (q)u
T
h , u
T
h
〉− K
T
w∑
k=δw
〈
Opwh (q)B
T
w,k(h), B
T
w,k(h)
〉∣∣∣∣∣∣ 6
ε
3
. (6.51)
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5. Convergence pour les temps interme´diaires. On suppose que w ∈ ΛT et on conside`re
k ∈ J1,KTw K. On a d’apre`s la proposition 3.49 :
〈
Opwh (q)B
T
w,k(h), B
T
w,k(h)
〉
=
∫
Λw,k
qνTw,k dσΛw,k + o
h→0
(1).
Si h0 assez petit, alors on a pour h ∈]0, h0] :∣∣∣∣〈Opwh (q)BTw,k(h), BTw,k(h)〉−
∫
R2n
q dµw,k
∣∣∣∣ 6 ε3KTw . (6.52)
6. Convergence pour les temps petits. Il ne nous reste plus qu’a` montrer que le terme
δw
〈
Opwh (q)B
T
w,0(h), B
T
w,0(h)
〉
correspondant a` la contributions des temps petits tend vers
l’inte´grale de q contre la mesure µw,T,0. On suppose donc que w ∈ NEΓ0 et on cherche
comme pre´ce´demment a` e´viter un voisinage de Γ0. Soient τ1 ∈]0, τ0] et v ∈ C∞0 (Rn, [0, 1]) a`
support dans Γ˜([0, τ1]) et e´gale a` 1 au voisinage de Γ0. Si τ1 > 0 est assez petit on a∥∥vBTw,0(h)∥∥L2(Rn) 6 ε6 , (6.53)
et d’autre part, puisque (1 − v) est nulle au voisinage de Γ0, on peut se re´fe´rer a` l’exemple
3.50 pour e´crire : 〈
Opwh (q)(1− v)BTw,0(h), BTw,0(h)
〉
=
∫
Rn
q(x,∇ψ(x))(1− v(x)) |b0(x)|2 dx+ o
h→0
(1).
Ainsi, si τ1 > 0 et h0 > 0 sont assez petits, on a pour tout h ∈]0, h0] :∣∣∣∣〈Opwh (q)BTw,0(h), BTw,0(h)〉−
∫
q dµw,0
∣∣∣∣ 6 ε3 . (6.54)
7. D’apre`s (6.51), (6.52) et (6.54), on a bien (6.49) comme annonce´.
Remarque 6.33. Les e´tats lagrangiens BTw,k(h) utilise´s dans cette de´monstration de´pendent
du choix de la fonction fw,T , mais pas la mesure µT obtenue. Prenons le cas k = 0. Le
symbole b0 ne de´pend pas de f car pour tout x ∈ Γ˜(]0, 2τ0]) tel que zx ∈ suppA on a (voir
(6.24)) :
fw,T (y(tx, x, ξx)) = f(zx, ξx) = 1,
car on impose que fw,T soit e´gale a` 1 au voisinage de NEΓ0. Ainsi b0 ne de´pend pas du choix
de fw,T , et c’est encore valable pour les autres termes du de´veloppement. Cela vaut aussi
pour bTw et donc ν
T
w,k pour tous w ∈ R2n, k ∈ J1,KwK et T > 0. Ces deux dernie`res quantite´s
de´pendent tout de meˆme de T a` cause du facteur χT+τw intervenant dans l’expression (6.45)
de bTw.
Corollaire 6.34. Soient T > 0 et q ∈ C∞0 (R2n). Alors on a :
sup
h∈]0,1]
∥∥Opwh (q)uTh∥∥2 <∞.
De´monstration. Il existe q1 ∈ C∞0 (R2n) tel que :∥∥Opwh (q)uTh∥∥2 = 〈Opwh (q)∗Opwh (q)uTh , uTh 〉
=
〈
Opwh (|q|2)uTh , uTh
〉
+ h
〈
Opwh (q1)u
T
h , u
T
h
〉
+ O
h→0
(h)
−−−→
h→0
∫
|q|2 dµT .
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6.4 Convergence vers une mesure semi-classique
6.4.1 Controˆle des temps grands et convergence des mesures tron-
que´es
Le travail des deux sections pre´ce´dentes nous a permis de de´crire la limite quand h tend
vers 0 de la quantite´
〈
Opwh (q)u
T
h , u
T
h
〉
pour tous T > 0 et q ∈ C∞0 (R2n). Pour en de´duire
des re´sultats sur uh, il faut montrer que plus T est grand, plus
〈
Opwh (q)u
T
h , u
T
h
〉
est une
approximation pertinente de 〈Opwh (q)uh, uh〉 (pour h petit). C’est l’objet de la proposition
suivante :
Proposition 6.35. Soient K un compact de p−1(J) et ε > 0. Alors il existe T0 > 0 tel que
pour tout q ∈ C∞0 (R2n) a` support dans K on a :
∀T > T0, lim sup
h→0
∣∣〈Opwh (q)uh, uh〉 − 〈Opwh (q)uTh , uTh 〉∣∣ 6 ε ‖q‖∞ .
On remarque qu’on se restreint a` des fonctions dont le support est inclus dans p−1(J),
ce qui est raisonnable puisque si q est a` support hors de p−1({E0}) on sait que les deux
quantite´s que l’on compare convergent vers 0 quand h tend vers 0. Pour montrer ce re´sultat,
on va avoir besoin de la proposition suivante, qui pre´cise un peu dans quelle mesure on peut
dire que la pre´sence de l’amortissement V2 fait que U
E
h (t) de´croˆıt avec t.
Proposition 6.36. Soient K1 et K2 des compacts de p
−1(J) et ε > 0. Alors il existe T0 > 0
tel que pour q1, q2 ∈ C∞0 (R2n) a` supports respectivement dans K1 et K2 on a :
∀T > T0, lim sup
h→0
‖Opwh (q1)Uh(T )Opwh (q2)‖L(L2(Rn)) 6 ε ‖q1‖∞ ‖q2‖∞ .
Remarque 6.37. Il suffit en fait que K2 soit contenu dans p
−1(J). Si c’est K1 qui est a`
support dans p−1(J) on peut toujours, par le the´ore`me d’Egorov, remplacer q2 par q2(χ ◦ p)
ou` χ ∈ C∞0 (R) est a` support dans J et telle que χ ◦ p est e´gale a` 1 au voisinage de K1.
De´monstration. Soient q1, q2 ∈ C∞0 (R2n) a` supports respectivement dans K1 et K2. D’apre`s
le the´ore`me d’Egorov, on a pour T > 0 :
‖Opwh (q1)Uh(T )Opwh (q2)‖L(L2(Rn))
=
∥∥Uh1 (T )∗Opwh (q1)Uh(T )Opwh (q2)∥∥L(L2(Rn))
=
∥∥∥Opwh ((q1 ◦ φT )e− ∫ T0 V2◦φs ds)Opwh (q2)∥∥∥L(L2(Rn)) + Oh→0(h)
=
∥∥∥Opwh (q2(q1 ◦ φT )e− ∫ T0 V2◦φs ds)∥∥∥L(L2(Rn)) + Oh→0(h),
ou` la taille du reste de´pend de T , q1 et q2. D’apre`s le the´ore`me 3.10, on obtient alors que
‖Opwh (q1)Uh(T )Opwh (q2)‖L(L2(Rn)) 6 sup
w∈R2n
∣∣∣q2(w)q1(φT (w))e− ∫ T0 V2(x(s,w)) ds∣∣∣+ CT,q1,q2√h,
ou` CT,q1,q2 est une constante qui de´pend de T , q1 et q2 mais pas de h. D’apre`s la proposition
3.42 il existe T0 tel que pour T > T0 et w ∈ suppK2 on a
e−
∫
T
0
V2(x(s,w)) ds 6 ε ou φT (w) /∈ K1.
Pour T > T0 on obtient donc
‖Opwh (q1)Uh(T )Opwh (q2)‖L(L2(Rn)) 6 ε ‖q1‖∞ ‖q2‖∞ + CT,q1,q2
√
h.
Il ne reste plus qu’a` prendre la limite h→ 0 a` T , q1 et q2 fixe´s pour conclure.
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Remarque 6.38. On voit dans cette de´monstration qu’on utilise plainement la variante du
the´ore`me de Caldero´n-Vaillancourt donne´e par le the´ore`me 3.10. En effet, le facteur d’amor-
tissement e−
∫
T
0
V2◦φs ds qui apparait dans le symbole de l’ope´rateur e´tudie´ devient petit pour
T grand en norme L∞(R2n), mais ce n’est pas le cas de ses de´rive´es, qui font intervenir les
de´rive´es du flot φs (dont on sait qu’elle peuvent avoir une croissance exponentielle pour les
temps grands). C’est parce qu’on conside`re la limite h→ 0 a` T fixe´ que ces de´rive´es ne nous
posent pas proble`me. Et c’est pour la meˆme raison que les de´rive´es de q1 et q2 n’interviennent
pas dans le re´sultat.
On rappelle que R1 > 0 est tel que Γ1 ⊂ BR1 . On se donne σ ∈]0, 1[ et on note d =√
E0/2
√
3. Soit alors R donne´ par le the´ore`me 5.6 applique´ avec R1 remplace´ par 2R1.
Quitte a` prendre R plus grand on peut supposer que c’est un rayon de fuite pour J , de sorte
que si (x, ξ) ∈ p−1(J) et |x| > R alors |ξ| > 2d. On peut e´galement supposer que 2R ve´rifie
la conclusion de la proposition 3.34.
Lemme 6.39. Soient K un compact de p−1(J), γ > 0 et Q ∈ C∞0 (R2n, [0, 1]) a` support
dans p−1(J) et e´gal a` 1 au voisinage de p−1
(
I
)∩Bx(3R). Alors il existe T0 > 0 tel que pour
T > T0 et q ∈ C∞0 (R2n) a` support dans K on a
lim sup
h→0
∥∥Opwh (q) (uh − uTh −AγT (h)Opwh (Q)uh)∥∥L2(Rn) 6 γ ‖q‖∞ ,
pour un certain ope´rateur borne´ AγT (h) tel que
∀T > T0, lim sup
h→0
‖AγT (h)‖L(L2(Rn)) 6 γ.
De´monstration. 1. Soit q ∈ C∞0 (R2n) a` support dans K. Soient θ ∈ C∞0 (Rn) a` support dans
B3R et e´gal a` 1 sur B2R, ainsi que ω− ∈ S0(R2n) e´gal a` 1 au voisinage de Z−
(
2R, 2d,− 1+σ2
)
et
a` support dans Z−(R, d,−σ). Pour h ∈]0, h0], t > 0 et z ∈ CI,+ on note Uh(t, z) = e− ith (Hh−z).
Soient h ∈]0, h0], z ∈ CI,+ et T > 0. Comme z n’est pas valeur propre pour Hh on peut
conside´rer (Hh − z)−1Sh ∈ H2(Rn) et e´crire :
Opwh (q)(Hh − z)−1Sh −Opwh (q)Uh(T, z)(Hh − z)−1Sh (6.55)
= −
∫ T
0
Opwh (q)
d
dt
Uh(t, z)(Hh − z)−1Sh dt
=
i
h
∫ T
0
Opwh (q)Uh(t, z)Sh dt
=
i
h
∫ ∞
0
χT (t)Op
w
h (q)Uh(t, z)Sh dt−
i
h
∫ ∞
T
χT (t)Op
w
h (q)Uh(t, z)Sh dt
=
i
h
∫ ∞
0
χT (t)Op
w
h (q)Uh(t, z)Sh dt−
i
h
∫ ∞
0
χ(t)Opwh (q)Uh(T, z)Uh(t, z)Sh dt.
2. On s’inte´resse d’abord au second terme du membre de gauche :
Opwh (q)Uh(T, z)(Hh − z)−1Sh
= Opwh (q)Uh(T, z)Op
w
h (Q)(Hh − z)−1Sh
+Opwh (q)Uh(T, z)Op
w
h (1−Q)θ(x)(Hh − z)−1Sh
+Opwh (q)Uh(T, z)Op
w
h (1−Q)(1− θ(x))Oph(ω−)(Hh − z)−1Sh
+Opwh (q)Uh(T, z)Op
w
h (1−Q)(1− θ(x))Oph(1− ω−)(Hh − z)−1Sh.
Comme la fonction (x, ξ) 7→ (1−Q)(x, ξ)θ(x) est nulle au voisinage de p−1(I), on a d’apre`s
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la proposition 5.1 :∥∥Opwh (q)Uh(T, z)Opwh (1−Q)θ(x)(Hh − z)−1Sh∥∥L2(Rn)
6 cq,T
∥∥Opwh (1−Q)θ(x)(Hh − z)−1Sh∥∥L2(Rn)
6 cq,T
(
‖Sh‖L2(Rn) + h
∥∥(Hh − z)−1Sh∥∥L2,−δ(Rn)
)
6 cq,T
√
h,
ou` cq,T ne de´pend ni de h ∈]0, h0] ni de z ∈ CI,+ mais de´pend de T > 0 (du fait que Uh(T )
n’est pas borne´ uniforme´ment en temps) et de q. Soit ω ∈ C∞0 (Rn) a` support dans B2R1 et
e´gal a` 1 au voisinage de BR1 . D’apre`s la proposition 6.4 puis le the´ore`me 5.6 (ou plutoˆt la
proposition 5.43) on a∥∥Opwh (q)Uh(T, z)Opwh (1−Q)(1− θ(x))Oph(ω−)(Hh − z)−1Sh∥∥
6 cq,T
∥∥Oph(ω−)(Hh − z)−1Sh∥∥
6 cq,T
∥∥Oph(ω−)(Hh − z)−1Oph(ω)Sh∥∥+ O
h→0
(h∞)
= O
h→0
(h∞),
uniforme´ment z ∈ CI,+ (mais pas en T > 0 ni en q). On suppose maintenant que T > T0 ou`
T0 est donne´ par la proposition 3.34 (avec σ remplace´ par (1+σ)/2). Comme q est a` support
dansK, la fonction q◦φT est nulle au voisinage du support de (x, ξ) 7→ (1−θ(x))(1−ω−(x, ξ)),
donc d’apre`s le the´ore`me d’Egorov, ou plus pre´cise´ment le corollaire 3.44, on a∥∥Opwh (q)Uh(T, z)Opwh (1−Q)(1− θ(x))Oph(1− ω−)(Hh − z)−1Sh∥∥
6 ‖Opwh (q)Uh(T )(1− θ(x))Oph(1− ω−) 〈x〉‖
∥∥∥〈x〉−1 (Hh − z)−1Sh∥∥∥
= O
h→0
(h∞),
ou` la taille du reste de´pend de T et de q mais est uniforme en z ∈ CI,+. Soient maintenant
q˜, Q˜ ∈ C∞0 (R2n) a` supports respectivement dans K et p−1(J) et e´gaux a` 1 respectivement
aux voisinages de supp q et suppQ. On note :
AγT (z, h) = Op
w
h (q˜)Uh(T, z)Op
w
h (Q˜).
D’apre`s la proposition 6.36, si T0 est assez grand on a
lim sup
h→0
sup
z∈CI,+
‖AγT (z, h)‖L(L2(Rn)) 6 γ
pour tout T > T0. On obtient finalement dans L2(Rn) :
Opwh (q)Uh(T, z)(Hh − z)−1Sh = Opwh (q)AγT (z, h)Opwh (Q)(Hh − z)−1Sh + O
h→0
(
√
h),
ou` la taille du reste est uniforme en z ∈ CI,+.
3. Pour h ∈]0, h0] et T > T0, on peut alors prendre la limite z → Eh dans (6.55). Cela donne
dans L2(Rn) :
Opwh (q)uh = Op
w
h (q)u
T
h −Opwh (q)UEh (T )u0h +Opwh (q)AγT (Eh, h)Opwh (Q)uh + O
h→0
(
√
h).
Soient q0, q1, q2 ∈ C∞0 (R2n, [0, 1]) a` supports dans p−1(J) tels que q0 est e´gal a` 1 au voisinage
de K, q1 est e´gal a` 1 au voisinage de Λ0 ∪ NEΓ0 et q2 est e´gal a` 1 au voisinage de supp q1.
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D’apre`s le corollaire 6.34 on a :∥∥Opwh (q)UEh (T )u0h∥∥ 6 ∥∥Opwh (q)Uh(T )Opwh (q1)u0h∥∥+ o
h→0
(1)
6 ‖Opwh (q)‖ ‖Opwh (q0)Uh(T )Opwh (q1)‖
∥∥Opwh (q2)u0h∥∥+ o
h→0
(1)
6 C ‖q‖∞ ‖Opwh (q0)Uh(T )Opwh (q1)‖+ o
h→0
(1)
ou`, de nouveau, la taille du reste de´pend de T et de q. D’apre`s la proposition 6.36, on a alors
lim sup
h→0
∥∥Opwh (q)UEh (T )u0h∥∥ 6 γ ‖q‖∞
pour tout T > T0 si T0 a e´te´ choisi assez grand.
On peut maintenant de´montrer la proposition 6.35 :
De´monstration. 1. Soit Q ∈ C∞0 (R2n, [0, 1]) comme dans le lemme pre´ce´dent avec Q = 1 au
voisinage de K. On commence par appliquer le lemme avec q remplace´ par Q et γ = 14 . On
obtient que quitte a` re´duire h0 > 0 il existe T0 > 0 tel que pour h ∈]0, h0] on a(
1−Opwh (Q)A1/4T0 (h)
)
Opwh (Q)uh = Op
w
h (Q)u
T0
h + r(h),
avec
∥∥∥Opwh (Q)A1/4T0 (h)
∥∥∥
L(L2(Rn))
6 12 et ‖r(h)‖L2(Rn) 6 12 pour tout h ∈]0, h0]. D’apre`s le
corollaire 6.34, le membre de droite est uniforme´ment borne´ en h ∈]0, h0]. Mais l’ope´ra-
teur
(
1−Opwh (Q)A1/4T0 (h)
)
est inversible d’inverse uniforme´ment borne´e, donc Opwh (Q)uh
est borne´ uniforme´ment en h ∈]0, h0].
2. Comme Opwh (q)uh = Op
w
h (q)Op
w
h (Q)uh + O(h
∞) dans L2(Rn), il existe une constante
C > 0 ne de´pendant pas de q ∈ C∞0 (R2n) a` support dans K telle que
lim sup
h→0
‖Opwh (Q)uh‖ 6 C et lim sup
h→0
‖Opwh (q)uh‖ 6 C ‖q‖∞ .
On applique alors a` nouveau le lemme 6.39 avec γ = ε4C(1+C) et les symboles q et Q. On
obtient qu’il existe T1 > 0 tel que
∀T > T1, lim sup
h→0
∥∥Opwh (q)(uh − uTh )∥∥ 6 ε4C ‖q‖∞ ,
ainsi que la meˆme estimation avec q remplace´ par Q. Cela implique en particulier que
∀T > T1, lim sup
h→0
∥∥Opwh (q)uTh∥∥ 6 2C ‖q‖∞ (6.56)
(si ε 6 4C2, ce qu’on peut toujours supposer), et la meˆme estimation pour Q. Soit alors
T > T1. On peut calculer :
lim sup
h→0
∣∣〈Opwh (q)uh, uh〉 − 〈Opwh (q)uTh , uTh 〉∣∣
= lim sup
h→0
∣∣〈Opwh (q)uh,Opwh (Q)uh〉 − 〈Opwh (q)uTh ,Opwh (Q)uTh 〉∣∣
6 lim sup
h→0
∣∣〈Opwh (q)(uh − uTh ),Opwh (Q)uTh 〉∣∣+ lim sup
h→0
∣∣〈Opwh (q)uh,Opwh (Q)(uh − uTh )〉∣∣
6 ε ‖q‖∞ .
On dispose maintenant de tout ce dont on a besoin pour montrer que µT converge bien
quand T tend vers +∞ vers une mesure semi-classique pour la famille de solutions (uh)h∈]0,1].
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Proposition 6.40. Il existe une mesure de Radon positive µ sur R2n telle que pour tout
q ∈ C∞0 (R2n) on a ∫
q dµ = lim
T→+∞
∫
q dµT (6.57)
et
〈Opwh (q)uh, uh〉 −−−→
h→0
∫
q dµ.
De´monstration. 1. On commence par remarquer que pour q ∈ C∞0 (R2n) a` support hors de
p−1({E0}) on a ∫
R2n
q dµT = 0 −−−−−→
T→+∞
0.
Il suffit donc de montrer la premie`re assertion pour des symboles q ∈ C∞0 (R2n) a` support dans
p−1(I). Soient alors K un compact de p−1(I) et ε > 0. Soit T0 > 0 donne´ par la proposition
6.35. Pour T1, T2 > T0 et q ∈ C∞0 (R2n) a` support dans K on a alors :∣∣∣∣
∫
R2n
qdµT1 −
∫
R2n
qdµT2
∣∣∣∣ = limh→0
∣∣∣〈Opwh (q)uT1h , uT1h 〉− 〈Opwh (q)uT2h , uT2h 〉∣∣∣ 6 2ε ‖q‖∞ .
Cela prouve que l’application T 7→ ∫ q dµT est de Cauchy en +∞ et admet donc une limite,
qu’on note L(q). Comme q 7→ ∫ q dµT est une forme line´aire positive sur C∞0 (R2n) pour tout
T > 0, c’est encore vrai pour l’application q 7→ L(q) par passage a` la limite. On conside`re
T0 comme pre´ce´demment pour ε = 1, et CK une constante telle que pour q ∈ C∞0 (R2n) a`
support dans K on a ∣∣∣∣
∫
R2n
q dµT0
∣∣∣∣ 6 CK ‖q‖∞ .
On a alors
|L(q)| 6
∣∣∣∣L(q)−
∫
R2n
q dµT0
∣∣∣∣+
∣∣∣∣
∫
R2n
q dµT0
∣∣∣∣
6 lim
T→+∞
∣∣∣∣
∫
R2n
q dµT −
∫
R2n
q dµT0
∣∣∣∣+ CK ‖q‖∞
6 (2 + CK) ‖q‖∞ ,
ce qui prouve que la forme line´aire positive L sur C∞0 (R
2n) se prolonge en une forme line´aire
positive et continue sur l’espace des fonctions continues a` supports compacts sur R2n. Par
le the´ore`me de Riesz, il existe alors une mesure de Radon positive µ sur R2n telle que pour
tout q ∈ C∞0 (R2n) on a
L(q) =
∫
R2n
q dµ,
ce qui prouve la premie`re partie de la proposition.
2. Soient q ∈ C∞0 (R2n) et ε > 0. D’apre`s ce qui pre´ce`de il existe T0 > 0 tel que pour tout
T > T0 on a ∣∣∣∣
∫
R2n
q dµ−
∫
R2n
q dµT
∣∣∣∣ 6 ε3 .
D’apre`s la proposition 6.35, si T est choisi assez grand, il existe hT > 0 tel que
∀h ∈]0, hT ],
∣∣〈Opwh (q)uh, uh〉 − 〈Opwh (q)uTh , uTh 〉∣∣ 6 ε3 ,
et par le the´ore`me 6.32, quitte a` re´duire hT on a pour tout h ∈]0, hT ] :∣∣∣∣〈Opwh (q)uTh , uTh 〉−
∫
R2n
q dµT
∣∣∣∣ 6 ε3 .
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Ainsi on obtient
∀h ∈]0, hT ],
∣∣∣∣〈Opwh (q)uh, uh〉 −
∫
R2n
q dµ
∣∣∣∣ 6 ε,
ce qui prouve la proposition.
6.4.2 Caracte´risation de la mesure semi-classique
On montre maintenant les trois proprie´te´s du point (ii) donne´es dans le the´ore`me 6.1 :
De´monstration. 1. L’assertion (a) est conse´quence du corollaire 5.3 tandis que (b) re´sulte du
corollaire 6.7.
2. Il reste a` montrer (c). On conside`re q ∈ C∞0 (R2n,R) et on note
Q = (−Hp + 2 ImE1 + 2V2)q ∈ C∞0 (R2n).
Si le support de q ne rencontre pas p−1({E0}), alors ce n’est pas non plus le cas pour Q, et
donc
∫
Qdµ = 0 d’apre`s (a). D’autre part on a :∫
R2n
Qdµ = lim
h→0
〈Opwh (Q)uh, uh〉
= − lim
h→0
i
h
〈(
[Hh1 ,Op
w
h (q)] + 2ih ImE1Op
w
h (q) + 2ihV2Op
w
h (q)
)
uh, uh
〉
= − lim
h→0
i
h
〈(
(Hh − Eh)∗Opwh (q)−Opwh (q)(Hh − Eh)
)
uh, uh
〉
= lim
h→0
2
h
Im 〈Opwh (q)uh, (Hh − Eh)uh〉
= lim
h→0
2
h
Im 〈Opwh (q)uh, Sh〉 .
Puisque Sh est microlocalise´ sur NΓ0, cette limite est nulle si q est a` support hors de NΓ0.
Ainsi le support de la mesure (Hp + 2 ImE1 + 2V2)µ est inclus dans NEΓ0.
3. Soient τ1 ∈]0, τ0[ tel que χ = 1 au voisinage de ]−∞, τ1] et f ∈ C∞0 (R2n, [0, 1]) a` support
dans p−1(J), e´gale a` 1 au voisinage de NEΓ0 et telle que
Λf :=
{
φt(w), t ∈ [τ1, τ0], w ∈ supp f
}
ne rencontre pas NEΓ0. Une telle fonction f existe puisque d’apre`s le corollaire 6.15 il n’y a
pas de trajectoire qui revient sur NEΓ0 en un temps compris entre τ1 et τ0. Comme on l’a
fait pour BTw(h), on peut ve´rifier que la fonction
i
h
∫ ∞
0
χ′(t)UEh (t)Oph(f)Sh dt
est a` o
(
hνE−1
)
pre`s un e´tat lagrangien (voir la proposition 6.25), et qu’il existe une constante
C > 0 (qui ne de´pend pas du choix de f , voir la remarque 6.33) telle que pour h ∈]0, h0] :∥∥∥∥ ih
∫ ∞
0
χ′(t)UEh (t)Oph(f)Sh dt
∥∥∥∥
L2(Rn)
6 C + o
h→0
(hνE−1). (6.58)
Soient q0 ∈ C∞0 (R2n, [0, 1]) a` support dans p−1(J) et e´gal a` 1 au voisinage de NEΓ0, et
f0 ∈ C∞0 (R2n, [0, 1]) a` support dans p−1(J) et e´gal a` 1 au voisinage de Λf . Quitte a` prendre
la constante C plus grande, on peut toujours supposer (voir (6.56)) que pour un certain
T0 > 0 on a :
∀T > T0, lim sup
h→0
∥∥Opwh (q0)uTh∥∥ 6 C.
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Soit q ∈ C∞0 (R2n, [0, 1]) a` support hors de Λf et tel que q0 = 1 au voisinage de supp q. Comme
on sait que la mesure (Hp + 2 ImE1 + 2V2)µ est a` support sur NEΓ0, il est suffisant de la
tester contre de tels symboles q. Soit ε > 0. Quitte a` prendre T0 plus grand, on a d’apre`s la
proposition 6.36 :
∀T > T0, lim sup
h→0
∥∥Opwh (q0)UEh (T )Opwh (f0)∥∥ 6 ε10C2 . (6.59)
On note Q = (−Hp + 2 ImE1 + 2V2)q et on conside`re T > T0 tel que∣∣∣∣
∫
R2n
Qdµ−
∫
R2n
QµT
∣∣∣∣ 6 ε5 . (6.60)
Soit w ∈ NEΓ0 ∪Λ∞ tel que tw,δw 6 τ1 (on rappelle que tw,δw est le plus petit temps positif
–e´ventuellement nul si w ∈ NEΓ0– apre`s lequel une trajectoire issue de NEΓ0 passe par w).
D’apre`s la proposition 6.28, on sait que quitte a` re´duire le voisinage Vw,T donne´ dans la
de´monstration du the´ore`me 6.32 et le support de f , on a pour a ∈ C∞0 (R2n) a` support dans
Vw,T :
Opwh (a)
∫ ∞
0
(χT (t)− χ(t))UEh (t)Oph(f)Sh dt =
KTw∑
k=δw+1
Opwh (a)B
T
w,k(h) + O
h→0
(h∞) (6.61)
et
Opwh (a)
∫ ∞
0
χ(t)UEh (t)Oph(f)Sh dt = Op
w
h (a)B
T
w,δw(h) + O
h→0
(h∞). (6.62)
Cela re´sulte simplement du fait que χT − χ est nulle au voisinage de tw,δw et vaut χT au
voisinage de tw,k pour k ∈ Jδw + 1,KTw K, tandis χ est e´gale a` χT au voisinage de tw,δw
et s’annule au voisinage de tw,k pour k ∈ Jδw + 1,KTw K. Par compacite´, on peut trouver
w1, . . . , wN ∈ {φt(w), t ∈ [0, τ1], w ∈ NEΓ0} tels que
{
φt(w), t ∈ [0, τ1], w ∈ NEΓ0
} ⊂ N⋃
i=1
Vwi,T , (6.63)
et quitte a` re´duire le support de f on peut supposer que (6.61) et (6.62) sont valables pour
tout i ∈ J1, NK. Soit q˜ ∈ C∞0 (R2n, [0, 1]) dont le support ve´rifie les meˆmes hypothe`ses que
celui de q et qui vaut 1 au voisinage de supp q. Comme pre´ce´demment on voit que∫
R2n
QdµT = lim
h→0
2
h
Im
〈
Opwh (q)u
T
h , (Hh − Eh)uTh
〉
= lim
h→0
2
h
Im
〈
Opwh (q)u
T
h ,Op
w
h (q˜)(Hh − Eh)uTh
〉
.
Le but est maintenant de montrer qu’on peut remplacer uTh par u
0
h dans cette expression.
4. On a :
i
h
Opwh (q˜)(Hh − Eh)(uTh − u0h) (6.64)
= Opwh (q˜)
(
i
h
)2 ∫ ∞
0
(
χT (t)− χ(t)
)
(Hh − Eh)UEh (t)Sh dt
= −Opwh (q˜)
i
h
∫ ∞
0
(
χT (t)− χ(t)
) d
dt
UEh (t)Sh dt
= Opwh (q˜)
i
h
∫ ∞
0
(
χ′T (t)− χ′(t)
)
UEh (t)Sh dt
= Opwh (q˜)
i
h
∫ ∞
0
(
χ′T (t)− χ′(t)
)
UEh (t)Oph(f)Sh dt+ O
h→0
(√
h
)
.
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Figure 6.10 – Le support de q, proche de NEΓ0, est disjoint de Λf
La dernie`re e´galite´ re´sulte du corollaire 6.6. D’apre`s le the´ore`me d’Egorov, comme suppχ′ ⊂
[τ1, τ0] et supp q˜ est disjoint de Λf , le second terme est de taille O(h
∞). Le premier terme
peut eˆtre e´crit :
Opwh (q˜)
i
h
∫ ∞
0
χ′T (t)U
E
h (t)Oph(f)Sh dt
= Opwh (q˜)U
E
h (T )
i
h
∫ ∞
0
χ′(t)UEh (t)Oph(f)Sh dt
= Opwh (q˜)Op
w
h (q0)U
E
h (T )Op
w
h (f0)
i
h
∫ ∞
0
χ′(t)UEh (t)Oph(f)Sh dt+ O
h→0
(h∞).
D’apre`s (6.58), (6.59) et le fait que ‖Opwh (q˜)‖ 6 1 +O(
√
h) on obtient :
lim sup
h→0
∥∥∥∥Opwh (q˜) ih
∫ ∞
0
χ′T (t)U
E
h (t)Oph(f)Sh dt
∥∥∥∥ 6 ε10C .
Cela donne finalement
lim sup
h→0
2
h
∣∣〈Opwh (q)uTh , (Hh − Eh)(uTh − u0h)〉∣∣
6 2 lim sup
h→0
‖Opwh (q)‖
∥∥Opwh (q0)uTh∥∥
∥∥∥∥ ihOpwh (q˜)(Hh − Eh)(uTh − u0h)
∥∥∥∥
6 2C × ε
10C
6
ε
5
.
5. On a e´galement :
i
h
〈
Opwh (q)(u
T
h − u0h), (Hh − Eh)u0h
〉
=
i
h
〈
(Hh − Eh)∗Opwh (q)(uTh − u0h), u0h
〉
=
i
h
〈
Opwh (q)(Hh − Eh)(uTh − u0h), u0h
〉− 〈Opwh (Q)(uTh − u0h), u0h〉 .
On applique au premier terme le meˆme argument que pre´ce´demment. Pour le deuxie`me,
on de´compose q =
∑N+1
i=1 qi avec supp qi ⊂ Vwi,T pour i ∈ J1, NK et supp qN+1 disjoint de
Λ0 ∪NEΓ0, puis on note Qi = (−Hp+2 ImE1+2V2)qi. C’est possible du fait que le support
de q ne rencontre pas Λf et d’apre`s (6.63). Pour Q˜N+1 e´gal a` 1 au voisinage de suppQN+1
et dont le support ne rencontre pas Λ0 ∪NEΓ0 on a∣∣〈Opwh (QN+1)(uTh − u0h), u0h〉∣∣
6
∥∥Opwh (QN+1)(uTh − u0h)∥∥ ∥∥∥Opwh (Q˜N+1)u0h∥∥∥+ O
h→0
(h∞) −−−→
h→0
0,
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car le premier facteur est borne´ d’apre`s le corollaire 6.34. Pour i ∈ J1, NK on peut appliquer
(6.61) et (6.62) avec a = Qi. Comme on l’a fait pour le the´ore`me 6.32 (e´tape 4), on peut
ensuite montrer que pour h assez petit on a :∣∣∣∣∣∣∣
〈
Opwh (Qi)
KTwi∑
k=δwi+1
BTwi,k(h), B
T
wi,δwi
(h)
〉∣∣∣∣∣∣∣ 6
ε
10N
.
On obtient finalement :
lim sup
h→0
∣∣〈Opwh (Q)(uTh − u0h), u0h〉∣∣ 6 ε10 .
Avec l’estimation pour le premier terme on obtient alors :
lim sup
h→0
2
h
∣∣〈Opwh (q)(uTh − u0h), (Hh − Eh)u0h〉∣∣ 6 2ε5 .
Et puisque
2
h
Im
〈
Opwh (q)u
0
h, (Hh − Eh)u0h
〉 −−−→
h→0
∫
R2n
Qdµ0,
cela donne : ∣∣∣∣
∫
R2n
Qdµ−
∫
R2n
Qdµ0
∣∣∣∣ 6 4ε5 .
6. Maintenant que l’on a re´duit le proble`me a` l’e´tude des temps petits, on peut proce´der
comme dans le cas non captif. Soit θ ∈ C∞0 (R) a` support dans ] − ∞, 1[ et e´gal a` 1 au
voisinage de 0. Pour (x, ξ) ∈ Γ˜(]0, τ0]) × Rn et m ∈ N∗ on note θm(x, ξ) = θ(mtx) (on
prolonge continuement cette de´finition par 1 pour x ∈ Γ). On peut supposer que q est a`
support dans Γ˜([0, τ0[)×Rn, de sorte que qθm se prolonge en une fonction de C∞0 (R2n) pour
tout m ∈ N∗. Pour m ∈ N∗ on a∫
R2n
(−Hp + 2V2 + 2 ImE1)((1− θm)q) dµ0 = lim
h→0
2
h
Im
〈
Opwh ((1− θm)q)u0h, (Hh − Eh)uTh
〉
.
Par un calcul analogue a` (6.64), et sachant que le support de (1−θm)q ne rencontre ni NEΓ0
ni Λf , on obtient en fait :∫
R2n
(−Hp + 2V2 + 2 ImE1)((1− θm)q) dµ0 = 0.
On note Qm = (−Hp + 2V2 + 2 ImE1)(qθm). Puisque θm est a` support dans Γ˜([0, τ0]) × Rn
on peut effectuer le changement de variables introduit a` la proposition 6.13. Cela donne :∫
R2n
Qdµ0 =
∫
R2n
Qm dµ0
=
∫
Γ˜(]0,τ0])
Qm(x,∇ψ(x)) |b0(x)|2 dx
=
∫ τ0
0
∫
NEΓ
2n−dtn−d−1 |ξ|
(
1 + O
t→0
(t)
)
|b0(x(t, z, ξ))|2Qm
(
φt(z, ξ)
)
dσNEΓ(z, ξ) dt.
D’apre`s (6.42) et la proposition 6.21 on a
2n−dtn−d−1 |ξ| |b0(x(t, z, ξ))|2 −−−→
t→0
κ(z, ξ) = π(2π)d−n |A(z)|2 |ξ|−1 ∣∣Sˆ(ξ)∣∣2
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(comme de´fini en (6.13)), donc∫
R2n
Qdµ0
= −
∫ τ0
0
∫
NEΓ
(∂t − 2 ImE1 − 2V2)(q(φt(z, ξ))θ(tm))κ(z, ξ)
(
1 + O
t→0
(t)
)
dσNEΓ(z, ξ) dt
= −
∫ τ0
0
∫
NEΓ
θ(tm)(∂t − 2 ImE1 − 2V2)(q(φt(z, ξ)))κ(z, ξ)
(
1 + O
t→0
(t)
)
dσNEΓ(z, ξ) dt
−
∫ τ0
0
∫
NEΓ
mθ′(tm)q(φt(z, ξ))κ(z, ξ)
(
1 + O
t→0
(t)
)
dσNEΓ(z, ξ) dt.
Le premier terme est de taille O
(
1
m
)
du fait que t 7→ θ(mt) est a` support dans [0, 1m]. On
obtient alors :∣∣∣∣
∫
R2n
Qdµ0 −
∫
NEΓ
q(z, ξ)κ(z, ξ) dσNEΓ(z, ξ)
∣∣∣∣
6 O
m→∞
(
1
m
)
+
∣∣∣∣
∫ τ0
0
∫
NEΓ
mθ′(tm)
(
q(z, ξ)− q(φt(z, ξ)))κ(z, ξ) dσNEΓ(z, ξ) dt
∣∣∣∣
6 O
m→∞
(
1
m
)
+
∫ τ0
0
∫
NEΓ
m |θ′(tm)| sup
06t6 1
m
∣∣q(z, ξ)− q(φt(z, ξ)))∣∣κ(z, ξ) dσNEΓ(z, ξ) dt
= O
m→∞
(
1
m
)
.
Il n’y a donc plus qu’a` prendre m assez grand pour que le reste soit plus petit que ε5 , ce qui
permet de conclure.
Remarque 6.41. Dans le cas non-captif (voir [Bon09]), l’ide´e pour se ramener a` l’e´tude des
temps petits est plus simple. Pour w ∈ Λ∞ et k ∈ J1,KwK, on commence par ve´rifier que
(Hh −Eh)Bw,k(h) (pas besoin de troncature χT dans le cas non-captif) est microlocalement
nulle au voisinage de w : on a
(Hh−Eh) i
h
∫ ∞
0
χw(t−tw,k+τw)UEh (t)Oph(f)Sh dt =
∫ ∞
0
χ′w(t−tw+τw)UEh (t)Oph(f)Sh dt,
et on peut conclure par le the´ore`me d’Egorov sachant que t 7→ χ′w(t − tw + τw) s’annule au
voisinage des tw,j pour tout j ∈ Jδw,KwK. Tout symbole q ∈ C∞0 (R2n) pouvant eˆtre e´crit
comme somme finie de symboles a` supports assez proches d’un certain w ∈ R2n, on peut
alors ve´rifier pour chacun que seuls les temps petits vont intervenir.
Ce raisonnement n’est plus valable dans notre cas puisqu’on a duˆ ajouter un facteur χT
dans la de´finition de BTw,k(h), et la fonction t 7→ ddt
(
χT (t)χw(t− tw,k + τw)
)
peut ne pas eˆtre
nulle au voisinage de tw,k (il y a proble`me si T ∈ [tw,k − τ0, tw,k]).
On a tout de meˆme envie de proce´der de la meˆme manie`re, e´crire q =
∑N
i=1 qi avec qi a`
support dans Vwi,T pour un certain wi ∈ R2n. On applique le meˆme raisonnement pour les
BTwi,k(h) tels que twi,k est loin de T et si twi,k ≈ T avec T assez grand, par la proposition 6.36
on sait que Opwh (qi)B
T
wi,k
(h) est petit. Pour avoir une bonne estimation de chaque terme, il
faut donc prendre T grand. Mais plus T est grand, plus les voisinages Vw,T sont petits, et
plus le de´coupage q =
∑
qi contient de termes. Cela pose proble`me.
Une autre fac¸on de faire, pour ne pas avoir a` utiliser la proposition 6.36, aurait pu eˆtre de
de´couper q en somme des qi a` supports proche d’un certain wi et de laisser T de´pendre de i
pour que le proble`me ne se pose pas, sachant que (6.60) sera encore valable pour T pris plus
grand. Le proble`me dans ce cas est que plus ε est petit, plus les voisinages Vwi,T sur lesquels
on travaille sont petits, donc les qi sont a` supports petits. Les Qi = (−Hp+2 ImE1+2V2)qi
sont alors grands dans L∞(R2n), et par conse´quent on ne peut pas controˆler la quantite´∑
i
∫
R2n
Qi d(µ− µTi).
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C’est pourquoi dans la de´monstration propose´e on e´vite de faire des de´coupages du sym-
bole q et qu’on s’attache a` appliquer la proposition 6.36 globalement, meˆme si on doit s’y
prendre en deux temps. On partitionne tout de meˆme le symbole q pour estimer le terme〈
Opwh (Q)(u
T
h − u0h), u0h
〉
, mais le proble`me ne se pose pas puisqu’on ne l’estime pas en prenant
T grand.
Ce passage appelle d’ailleurs un dernier commentaire. On observe que le proble`me vient
des temps pour lesquels les supports des fonctions χ et χT−χ se rencontrent. Mais on sait que
cette intersection est contenu dans un compact de ]0, τ0], et ce sont justement des temps pour
lesquels on n’a pas de risque de retour sur NEΓ0 (d’apre`s le corollaire 6.15). C’est pourquoi
on a pris q a` support disjoint de Λf dans la de´monstration.
On termine maintenant ce chapitre en ve´rifiant que, comme annonce´ au point (iii) du
the´ore`me 6.1, µ est en fait comple`tement caracte´rise´e par les trois proprie´te´s du point (ii) :
Proposition 6.42. Soit ν une mesure de Radon sur R2n qui ve´rifie les trois proprie´te´s
(a)-(c) du the´ore`me 6.1. Alors pour tout q ∈ C∞0 (R2n) on a∫
R2n
q dν =
∫ +∞
0
∫
NEΓ
κ(z, ξ)q(φt(z, ξ))e−2t ImE1−2
∫
t
0
V2(x(s,z,ξ)) ds dσNEΓ(z, ξ) dt, (6.65)
ou` la fonction κ est comme de´finie en (6.13).
De´monstration. Soit q ∈ C∞0 (R2n). D’apre`s la proprie´te´ (a), si supp q ∩ p−1({E0}) = ∅ alors∫
q dν = 0. C’est cohe´rent avec (6.65), puisque dans ce cas les deux membres de l’e´galite´ sont
nuls. On peut donc maintenant supposer que supp q ⊂ p−1(I). En utilisant la proprie´te´ (c)
on voit que
d
dt
∫
R2n
(q ◦ φt)e−2t ImE1−2
∫
t
0
V2◦φt−s ds dν
=
∫
R2n
(Hp − 2 ImE1 − 2V2)
(
(q ◦ φt)e−2t ImE1−2
∫
t
0
V2◦φt−s ds
)
dν
= −
∫
NEΓ
κ (q ◦ φt)e−2t ImE1−2
∫
t
0
V2◦φt−s ds dσNEΓ,
et donc, pour tout τ > 0 :∫
R2n
q dµ =
∫
R2n
(q ◦ φτ )e−2τ ImE1−2
∫
τ
0
V2◦φτ−s ds dν
+
∫ τ
0
∫
NEΓ
κ (q ◦ φt)e−2t ImE1−2
∫
t
0
V2◦φt−s ds dσNEΓ dt.
On a donc juste a` prouver que∫
R2n
(q ◦ φτ )e−2τ ImE1−2
∫
τ
0
V2◦φτ−s ds dν −−−−−→
τ→+∞
0.
Pour R > 0 on note KR = p−1(I) ∩Bx(R). D’apre`s la proprie´te´ (b) et la remarque 3.35, on
peut trouver σ0 > 0 et R > 0 tels que ν s’annule sur Z−(R, 0,−σ0) et⋃
t>0
supp(q ◦ φt) ⊂ Z− (R, 0,−σ0) ∪KR.
Soit q0 ∈ C∞0 (R2n) a` support dans p−1(J) et e´gale a` 1 sur KR. Pour τ > 0, puisque ν est
nulle sur Z− (R, 0,−σ0) on a∫
R2n
(q ◦ φτ )e−2t ImE1−2
∫
τ
0
V2◦φτ−s ds dν =
∫
R2n
q0(q ◦ φτ )e−2t ImE1−2
∫
τ
0
V2◦φτ−s ds dν.
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Comme ν est une mesure de Radon, il existe une constante C > 0 telle que pour tout
q˜ ∈ C∞0 (R2n) avec supp q ⊂ supp q0 on a :∣∣∣∣
∫
R2n
q˜ dν
∣∣∣∣ 6 C ‖q˜‖L∞(R2n)
donc il reste a` montrer que
sup
R2n
∣∣∣q0(q ◦ φτ )e−2τ ImE1−2 ∫ τ0 V2◦φτ−s ds∣∣∣ −−−−−→
τ→+∞
0.
C’est clair si ImE1 > 0, et dans tous les cas cela re´sulte de la proposition 3.42.
200
Annexe A
Quelques rappels
A.1 Divers
Lemme A.1 (Interpolation complexe). Soient x < y ∈ R. On note :
Cx,y = {ζ ∈ C |x < Re ζ < y} .
On suppose que ζ 7→ Aζ est une application continue et borne´e de Cx,y dans L(H), holomorphe
sur Cx,y. Alors pour θ ∈ [x, y] on a :
‖Aθ‖ 6 ‖Ax‖
y−θ
y−x ‖Ay‖
θ−x
y−x .
On trouvera une de´monstration de ce re´sultat pour le cas scalaire dans [Rud98] (the´ore`me
12.8). Dans le cas d’une application a` valeurs dans L(H), il suffit d’appliquer pour tous
ϕ, ψ ∈ H le cas scalaire a` l’application ζ 7→ 〈Aζϕ, ψ〉.
Exemple A.2. Soient A un ope´rateur borne´ et B un ope´rateur autoadjoint, positif et borne´
sur H. Alors pour x < θ < y ∈ R on a :∥∥ABθ∥∥ 6 ‖ABx‖ y−θy−x ‖ABy‖ θ−xy−x .
Cela re´sulte du fait que Biµ est un ope´rateur unitaire pour tout µ ∈ R.
Proposition A.3. Soit f : Rn → Rn une application de classe C∞. On suppose que la
diffe´rentielle Dxf de f au point x est inversible d’inverse borne´ uniforme´ment en x ∈ Rn.
Alors f est un diffe´omorphisme de classe C∞ de Rn.
On renvoie pour ce re´sultat au the´ore`me 1.22 de [Sch69]. Cela prouve simplement que f
est un home´omorphisme, mais pour f de classe C∞, on utilise le the´ore`me d’inversion locale
usuel pour conclure que f est bien un diffe´omorphisme de classe C∞.
Lemme A.4. On suppose que Y : R+ → Cn est solution de{
Y ′(t) =M(t) · Y (t) +B(t)
Y (0) = Y0
avec Y0 ∈ Cn et, pour tout t > 0, M(t) ∈Mn(C) et B(t) ∈ Cn. Alors pour tout t > 0 on a :
‖Y (t)‖ 6 ‖Y0‖ e
∫
t
0
‖M(τ)‖ dτ +
∫ t
0
‖B(s)‖ e
∫
t
s
‖M(τ)‖ dτ ds.
De´monstration. Soit t > 0. Si Y (t) = 0, alors le re´sultat est clair. Sinon on note t0 =
max(0,max {s 6 t0, Y (s) = 0}) puis, pour s ∈ [t0, t] : N(s) = ‖Y (s)‖. N ne s’annule pas et
est de´rivable sur ]t0, t[. Or pour s ∈]t0, t[ on a
N(s)N ′(s) =
1
2
d
ds
N(s)2 = 〈Y (s), Y ′(s)〉 = 〈Y (s),M(s)Y (s)〉+ 〈Y (s), B(s)〉
6 ‖M(s)‖N(s)2 + ‖B(s)‖N(s),
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et donc
N ′(s) 6 ‖M(s)‖N(s) + ‖B(s)‖ .
On a alors
d
ds
(
N(s)e−
∫
s
0
‖M(τ)‖ dτ
)
=
(
N ′(s)−N(s) ‖M(s)‖ )e− ∫ s0 ‖M(τ)‖ dτ 6 ‖B(s)‖ e− ∫ s0 ‖M(τ)‖ dτ ,
puis en inte´grant :
N(t)e−
∫
t
0
‖M(τ)‖ dτ 6 ‖Y (t0)‖+
∫ t
t0
‖B(s)‖ e−
∫
s
0
‖M(τ)‖ dτ ds.
Sachant que Y (t0) = 0 si t0 6= 0, cela donne bien l’estimation annonce´e.
Proposition A.5. Soient Γ1 et Γ comme au paragraphe 6.2.2. Alors il existe ε > 0 tel que
pour z ∈ Γ et ξ ∈ NzΓ tel que |ξ| 6 ε on a : dRn(z + ξ,Γ1) = |ξ|.
De´monstration. Il existe ε > 0 tel que dRn(Γ1 \ Γ1,Γ) > 3ε, et si on note
Γ2ε = {z ∈ Γ1 | dRn(z,Γ) 6 2ε} ,
alors Γ2ε est un compact de Γ1. D’apre`s le the´ore`me du voisinage tubulaire (voir par exemple
le the´ore`me 2.7.12 de [BG87] dont l’ide´e de de´monstration est rappele´e dans la de´monstration
de la proposition 6.11), quitte a` re´duire ε, si (z1, ξ1) et (z2, ξ2) sont dans NΓ1 avec z1, z2 ∈ Γ2ε
|ξ1| , |ξ2| 6 ε et z1 + ξ1 = z2 + ξ2, alors on a (z1, ξ1) = (z2, ξ2).
Soit alors x = z + ξ avec (z, ξ) ∈ NΓ et |ξ| 6 ε. Comme d(x,Γ) 6 ε, il existe z0 ∈ Γ2ε tel
que d(x,Γ1) = |x− z0| 6 ε. On note ξ0 = x− z0. Soient ζ ∈ Tz0Γ1 et γ :]− τ, τ [→ Γ telle que
γ(0) = z0 et γ
′(0) = ζ. On a
0 =
d
dt
|x− γ(t)|2
∣∣∣∣
t=0
= 2ξ0 · ζ,
ce qui prouve que ξ0 ∈ Nz0Γ1, donc (z0, ξ0) = (z, ξ) puis d(x,Γ1) = |ξ0| = |ξ|.
A.2 Retour sur l’e´quation de Hamilton-Jacobi
La de´monstration de la proposition 3.23 est inspire´e de [Rob87] (the´ore`me IV.14) et
[DG97] (appendice A.3). On l’e´crit pour le cas p(x, ξ) = ξ2 + V1(x), mais elle est valable
pour des hamiltoniens plus ge´ne´raux (voir [Rob87] et [DG97], une autre de´monstration est
propose´e dans [EZ], voir le lemme 10.10).
De´monstration de la proposition 3.23. 1. On suppose dans un premier temps que ϕ est so-
lution. Soit (y, ξ) ∈ R2n. Il existe τ ∈]0, τ0] tel que le proble`me de Cauchy{
u′(t) = 2∇xϕ(t, u(t), ξ)
u(0) = y
admet une solution sur ]− τ, τ [. On note alors
v(t) = ∇xϕ(t, u(t), ξ),
et on calcule :
v′(t) = (∂t∇xϕ)(t, u(t), ξ) + 2Hessx ϕ(t, u(t), ξ) · ∇xϕ(t, u(t), ξ)
= ∇x
(
∂tϕ(t, x, ξ) + |∇xϕ(t, x, ξ)|2
)∣∣∣
x=u(t)
= −∇V1(u(t)).
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On a alors 

u′(t) = 2v(t)
v′(t) = −∇V1(u(t))
u(0) = y, v(0) = ξ,
ce qui signifie que u(t) = x(t, y, ξ) et
∇xϕ(t, x(t, y, ξ), ξ) = v(t) = ξ(t, y, ξ). (A.1)
En particulier u est en fait de´finie sur ]− τ0, τ0[. Pour s ∈]− τ0, τ0[, on calcule maintenant
d
ds
ϕ(s, x(s, y, ξ), ξ) = ∂tϕ(s, x(s, y, ξ), ξ) + 2∇xϕ(s, x(s, y, ξ), ξ) · ξ(s, y, ξ)
= −p(x(t, y, ξ),∇xϕ(t, x(t, y, ξ), ξ))+ 2∇xϕ(s, x(s, y, ξ), ξ) · ξ(s, y, ξ)
= −p(x(s, y, ξ), ξ(s, y, ξ))+ 2 ∣∣ξ(s, y, ξ)∣∣2 ,
ce qui donne :
ϕ(t, x(t, y, ξ), ξ) = 〈y, ξ〉 − tp(y, ξ) + 2
∫ t
0
∣∣ξ(s, y, ξ)∣∣2 ds.
Soient t ∈] − τ0, τ0[ et (x, ξ) ∈ R2n. En appliquant ce re´sultat avec (y(t, x, ξ), ξ) on obtient
que ϕ est bien donne´e par (3.14).
2. Comme on a de´ja` (A.1), il ne reste plus qu’a` montrer que
y = ∇ξϕ(t, x(t, x, ξ), ξ)
pour t ∈] − τ0, τ0[ et (y, ξ) ∈ R2n afin de ve´rifier que l’e´ventuelle solution de (3.13) ve´rifie
(3.16). C’est de´ja` vrai si t = 0, donc il suffit de ve´rifier que la de´rive´e par rapport a` t du
membre de droite est nulle. Mais en de´rivant la premie`re e´quation de (3.13) par rapport a` ξ
on obtient l’e´galite´
∂t∇ξϕ(t, x, ξ) + 2∇2ξ,xϕ(t, x, ξ) · ∇xϕ(t, x, ξ) = 0.
Applique´e en x = x(t, y, ξ), cette e´galite´ permet de calculer :
∂t
(∇ξϕ(t, x(t, y, ξ), ξ)) = ∂t∇ξϕ(t, x(t, y, ξ), ξ) + 2∇2ξ,xϕ(t, x(t, y, ξ), ξ) · ξ(t, y, ξ)
= ∂t∇ξϕ(t, x(t, y, ξ), ξ) + 2∇2ξ,xϕ(t, x(t, y, ξ), ξ) · ∇xϕ(t, x(t, y, ξ), ξ)
= 0.
3. Montrons maintenant que ϕ de´finie par (3.14) est bien solution de (3.13). On re´e´crit Q
(donne´ par (3.15)) de la fac¸on suivante :
Q(t, y, ξ) = 〈y, ξ〉 −
∫ t
0
V1(x(s, y, ξ)) ds+
∫ t
0
∣∣ξ(s, y, ξ)∣∣2 ds.
On a alors
∂t∇yQ(t, y, ξ) = −tJyx(t, y, ξ) · ∇V1(x(t, y, ξ)) + 2tJyξ(t, y, ξ) · ξ(t, y, ξ)
= ∂t
(
t
Jyx(t, y, ξ) · ξ(t, y, ξ)
)
.
Comme ∇yQ(0, y, ξ) = ξ on en de´duit que pour tout t ∈]− τ0, τ0[ on a :
∇yQ(t, y, ξ) = tJyx(t, y, ξ) · ξ(t, y, ξ).
Et comme
ϕ(t, x, ξ) = Q(t, y(t, x, ξ), ξ),
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on a aussi :
∇xϕ(t, x, ξ) = tJxy(t, x, ξ) · ∇yQ(t, y(t, x, ξ), ξ) = ξ(t, y(t, x, ξ), ξ). (A.2)
On en de´duit que
∂tQ(t, y, ξ) = −V1(x(t, y, ξ) +
∣∣ξ(t, y, ξ)∣∣2 = −V1(x(t, y, ξ)) + |∇xϕ(t, x(t, y, ξ), ξ)|2 .
On peut e´galement e´crire :
∂tQ(t, y, ξ) = ∂t
(
ϕ(t, x(t, y, ξ), ξ)
)
= ∂tϕ(t, x(t, y, ξ), ξ) + 2∇xϕ(t, x(t, y, ξ), ξ) · ξ(t, x, ξ)
= ∂tϕ(t, x(t, y, ξ), ξ) + 2 |∇xϕ(t, x(t, y, ξ), ξ)|2
Pour t ∈ R et (x, ξ) ∈ R2n, ces deux e´galite´s applique´es avec y = y(t, x, ξ) montrent que ϕ
est bien solution de (3.13).
A.3 Retour sur les e´tats lagrangiens et les ope´rateurs
inte´graux de Fourier
On revient dans ce paragraphe sur les re´sultats e´nonce´s au paragraphe 3.3.2 et utilise´s au
chapitre 6. Les re´fe´rences sont nombreuses a` ce sujet. Dans un contexte microlocal, on pourra
voir par exemple [Ho¨r84, GS94, Sog02]). On pourra e´galement consulter [Ale08] pour une
approche semi-classique (plus ge´ne´rale que ce dont on a besoin ici) et [Ivr98] pour des e´nonce´s
tre`s ge´ne´raux. On redonne ici des de´monstrations plus ou moins comple`tes des quelques
re´sultats que l’on a utilise´s dans ce travail. On s’est en particulier place´ dans un cadre assez
simple.
En effet, on a caracte´rise´ un e´tat lagrangien par une phase et un symbole sur l’ensemble
critique de la phase. Une telle de´finition n’est en ge´ne´ral utilise´e que pour une description
locale. Pour une e´tude globale, on voit plutoˆt un e´tat lagrangien comme une sous-varie´te´ la-
grangienne Λ et un symbole principal, ce symbole principal e´tant une section du fibre´ Ω 1
2
⊗L
au-dessus de Λ, ou` Ω 1
2
est le fibre´ des demi-densite´s sur Λ et L est le fibre´ de Maslov (voir
[GS94]).
On conside`re sur R2n = Rnx × Rnξ la forme
σ =
n∑
j=1
dξj∧dxj :
(
(X1,Ξ1), (X2,Ξ2)
) 7→ 〈X2,Ξ1〉−〈X1,Ξ2〉 = (X1 Ξ1)·
(
0 − In
In 0
)
·
(
X2
Ξ2
)
On note E⊥σ l’orthogonal du sous-espace E de R2n pour la forme σ.
De´finition A.6. On dit d’un sous-espace de R2n qu’il est lagrangien s’il est son propre
orthogonal pour la forme σ. Un tel sous-espace est ne´cessairement de dimension n. On dit
d’une sous-varie´te´ de R2n qu’elle est lagrangienne si tous ses plans tangents sont des sous-
espaces lagrangiens de R2n.
On commence par ve´rifier qu’un e´tat lagrangien est micro-localise´ sur sa sous-varie´te´
lagrangienne :
De´monstration de la proposition 3.48. Pour x ∈ Rn on a
Opwh (q)uh(x) =
1
(2πh)n+
N
2
∫
Rn
∫
Rn
∫
RN
e
i
h
〈x−y,ξ〉q
(
x+ y
2
, ξ
)
e
i
h
ψ(y,θ)b(y, θ) dθ dy dξ.
Les points critiques (y, θ, ξ) pour la phase sont tels que y = x, (y, θ) ∈ Σψ et (y, ξ) =
jψ(y, θ). Par hypothe`se un tel point critique ne peut pas eˆtre sur le support de (y, θ, ξ) 7→
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q
(
x+y
2 , ξ
)
e
i
h
ψ(y,θ)b(y, θ). On peut donc appliquer le the´ore`me de la phase non-stationnaire.
En outre Opwh (q)uh est a` support compact et on peut appliquer la proposition 3.1 uniforme´-
ment en x, donc on obtient bien que Opwh (q)uh = O(h
∞) dans L2(Rn).
On donne maintenant une de´monstration de la proposition 3.49 qui est la brique e´le´men-
taire pour la construction de la mesure semi-classique de uTh au paragraphe 6.3.2. Pour cela
on utilisera le lemme de ge´ome´trie lagrangienne suivant :
Lemme A.7. Soient Λ une sous-varie´te´ lagrangienne de R2n et w ∈ Λ. Alors il existe deux
sous-espaces E et F de Rn en somme directe orthogonale tels que si on de´compose
R
2n = Rnx × Rnξ = (Ex ⊕ Fx)× (Eξ ⊕ Fξ)
alors la restriction Π a` Λ de la projection orthogonale sur
(Ex × {0F })× ({0E} × Fξ) ≃ Ex ⊕ Fξ
re´alise un diffe´omorphisme d’un voisinage de w dans Λ sur son image.
De´monstration. On note P la projection orthogonale de R2n sur (TwΛ)
⊥, ainsi que Px et Pξ
les restrictions de P a` Rnx et R
n
ξ . Comme TwΛ est un sous-espace lagrangien de R
2n on a
ker(Px × Pξ) = TwΛ =
(
ker(Px × Pξ)
)⊥σ
= Im
(
(−Pξ × Px)∗
)
,
ce qui implique que
PxP
∗
ξ = PξP
∗
x . (A.3)
On note maintenant F = kerPξ ⊂ Rn et E = F⊥, ainsi que F˜ = kerP ∗ξ ⊂ (TwΛ)⊥ et
E˜ = ImPξ l’orthogonal (pour le produit scalaire usuel) de F˜ dans (TwΛ)
⊥. Les sous-espaces
E et E˜ ont meˆme dimension dE , tandis que F et F˜ ont meˆme dimension dF = n − dE . On
de´compose alors les endomorphismes Px, Pξ ∈ L(Rn, (TwΛ)⊥) en e´crivant Rn = E ⊕ F et
(TwΛ)
⊥ = E˜ ⊕ F˜ . Matriciellement cela s’e´crit :
(
Px Pξ
)
=
(
ΠE˜Px|E ΠE˜Px|F ΠE˜Pξ|E ΠE˜Pξ|F
ΠF˜Px|E ΠF˜Px|F ΠF˜Pξ|E ΠF˜Pξ|F
)
.
Par de´finition on a Pξ|F = 0, donc la dernie`re colonne est nulle, et puisque ImPξ = E˜
on a ΠF˜Pξ|E = 0. D’autre part, d’apre`s (A.3), Px envoie ImP ∗ξ = (kerPξ)⊥ = E dans
ImPξ = (kerP
∗
ξ )
⊥ = E˜, donc ΠF˜Px|E = 0. Cela donne finalement :
(
Px Pξ
)
=
(
ΠE˜Px|E ΠE˜Px|F ΠE˜Pξ|E 0
0 ΠF˜Px|F 0 0
)
.
Comme P est surjective, l’ope´rateur ΠF˜Px|F doit eˆtre surjectif, et donc inversible. Enfin
l’ope´rateur ΠE˜Pξ|E est injectif, et par suite bijectif, par de´finition de E et E˜. On obtient
finalement que la matrice(
ΠE˜Px|F ΠE˜Pξ|E
ΠF˜Px|F 0
)
=
(
ΠE˜Px|F ΠE˜Pξ|E
ΠF˜Px|F ΠF˜Pξ|E
)
est inversible. Cela signifie que la projection de Fx ⊕ Eξ sur (TwΛ)⊥ est bijective, ce qui
implique que la projection de TwΛ sur (Ex ⊕ Fξ) est bijective. Cette dernie`re e´tant la diffe´-
rentielle en w de la restriction a` Λ de la projection orthogonale sur Ex ⊕ Fx, on en de´duit
qu’au voisinage de w, la sous-varie´te´ Λ se projette bien sur Ex ⊕ Fξ.
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De´monstration de la proposition 3.49. 1. On note b et ψ (sur Rn+N ) le symbole et la phase
de l’e´tat lagrangien uh. Il suffit de montrer que pour tout w ∈ R2n il existe un voisinage ou-
vert Ww de w tel que le re´sultat est vrai si q est a` support dans Ww. En effet, le re´sultat est
line´aire par rapport a` q, donc en utilisant une partition de l’unite´ on peut toujours se ramener
au cas ou` q est a` support dans Ww pour un certain w ∈ R2n. En outre si Ww1 ∩Ww2 6= ∅,
on ve´rifie que les densite´s νw1 et νw2 obtenues co¨ıncident sur Ww1 ∩ Ww2 en appliquant le
re´sultat pour q ∈ C∞0 (R2n) a` support dans Ww1 ∩Ww2 . Le re´sultat e´tant conse´quence de la
proposition 3.48 pour q a` support hors de Λ, il suffit de conside´rer w ∈ Λ. On conside`re alors
les sous-espaces E et F de Rn donne´s par le lemme A.7 et on se donne un voisinage W de w
dans Λ tel que la restriction Π a` W de la projection orthogonale sur Ex ⊕ Fξ soit un diffe´o-
morphisme, puis un voisinage W˜ de w dans R2n tel que W˜ ∩Λ =W. Comme Σψ ∩ supp b est
compact et jψ est localement injective, le point w ∈ Λψ admet un nombre fini d’ante´ce´dents
dans Σψ ∩ supp b. Quitte a` re´duire W, on peut supposer que jψ re´alise un diffe´omorphisme
de chaque composante connexe de V = j−1ψ (W) sur W. On note alors Vk pour k ∈ J1, pK les
composantes connexes de V. Pour k ∈ J1, pK on note jkψ : Vk →W le diffe´omorphisme obtenu
par restriction de jψ a` Vk. Pour k ∈ J1, pK on conside`re e´galement un ouvert V˜k de Rn+N tel
que V˜k ∩ Σψ = Vk, puis V˜ =
⋃p
k=1 V˜k.
2. Soit q ∈ C∞0 (R2n) a` support dans W˜. On conside`re q˜ ∈ C∞0 (R2n) a` support dans W˜ et
e´gal a` 1 sur un voisinage de supp q. Comme
〈Opwh (q)uh, uh〉 = 〈Opwh (q)uh,Opwh (q˜)uh〉+ O
h→0
(h∞),
on ne fait d’apre`s la proposition 3.48 qu’une erreur de taille O(h∞) si on suppose que supp b ⊂
V˜. Pour k ∈ J1, pK on note bk = b1V˜k et ukh l’e´tat lagrangien de symbole bk et de phase ψ, de
sorte que uh =
∑p
k=1 u
k
h. On a alors :
〈Opwh (q)uh, uh〉 =
∑
16j,k6p
〈
Opwh (q)u
j
h, u
k
h
〉
.
Soient xE ∈ E et ξF ∈ F . On note w(xE , ξF ) = Π−1(xE , ξF ) ∈ W puis, pour k ∈ J1, pK,
vk(xE , ξF ) = (j
k
ψ)
−1(w(xE , ξF )) ∈ Vk.
3. Soient j, k ∈ J1, pK. On e´crit :〈
Opwh (q)u
j
h, u
k
h
〉
=
1
(2πh)n+N
∫
R3n+2N
e
i
h
(〈x−y,ξ〉+ψ(y,θ)−ψ(x,τ))q
(
x+ y
2
, ξ
)
bj(y, θ)bk(x, τ) dθ dτ dy dξ dx.
On fixe xE ∈ E et ξF ∈ F , et on cherche a` appliquer la me´thode de la phase stationnaire
par rapport a` xF ∈ F , ξE ∈ E, y ∈ Rn et θ, τ ∈ RN . On commence par chercher les points
critiques pour la phase
ΦxE ,ξF : (xF , τ, ξE , y, θ) 7→ 〈xE − yE , ξE〉+ 〈xF − yF , ξF 〉+ ψ(yE , yF , θ)− ψ(xE , xF , τ),
ou` pour y ∈ Rn on a note´ y = yE+yF avec yE ∈ E et yF ∈ F . Un point critique pour ΦxE ,ξF
avec (x, τ) ∈ supp(bk), (y, θ) ∈ supp bj et
(
x+y
2 , ξ
) ∈ supp q est tel que :

ξF −∇xFψ(x, τ) = 0
∇τψ(x, τ) = 0
xE − yE = 0
−ξ +∇yψ(y, θ) = 0
∇θψ(y, θ) = 0.
⇐⇒


(x, τ) ∈ Vk
(y, θ) ∈ Vj
(y, ξ) ∈ Λ
xE = yE
∇xFψ(x, τ) = ξF = ∇yFψ(y, θ).
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Les deux points jψ(x, τ) et jψ(y, θ) sont surW et ont la meˆme projection (xE , ξF ) sur Ex⊕Fξ.
Ils sont donc e´gaux. On a en outre (x, τ) = vk(xE , ξF ) et (y, θ) = vj(xE , ξF ), ce qui implique
que x = y. On a par ailleurs jψ(x, τ) = jψ(y, θ) = (x, ξ). Tout ceci prouve en particulier qu’il
n’y a qu’un seul point critique possible. On ve´rifie maintenant qu’il est non de´ge´ne´re´. Pour
cela on calcule :
Mj,k(xE , ξF ) := HessxF ,τ,ξE ,yE ,yF ,θ ΦxE ,ξF (xF , τ, ξE , xE , yF , θ) (A.4)
=


−∇2xF ,xFψ(vk) −∇2xF ,τψ(vk) 0 0 0 0
−∇2τ,xFψ(vk) −∇2τ,τψ(vk) 0 0 0 0
0 0 0 − IdE 0 0
0 0 − IdE ∇2xE ,xEψ(vj) ∇2xE ,xFψ(vj) ∇2xE ,τψ(vj)
0 0 0 ∇2xF ,xEψ(vj) ∇2xF ,xFψ(vj) ∇2xF ,τψ(vj)
0 0 0 ∇2τ,xEψ(vj) ∇2τ,xFψ(vj) ∇2τ,τψ(vj)


,
ou` on a omis l’argument (xE , ξF ) pour les fonctions vj et vk. On a alors :
|detMj,k(xE , ξF )| = |detMj(xE , ξF )| |detMk(xE , ξF )|
ou` pour l ∈ J1, pK on a note´
Ml(xE , ξF ) =
(∇2xF ,xFψ(vl(xE , ξF )) ∇2xF ,τψ(vl(xE , ξF ))
∇2τ,xFψ(vl(xE , ξF )) ∇2τ,τψ(vl(xE , ξF ))
)
= HessxF ,τ ψ(vl(xE , ξF )).
Or cette matrice est la matrice jacobienne de l’application{
R
dF+N → RdF+N
(zF , ζ) 7→
(∇xFψ(xE , zF , ζ),∇ζψ(xE , zF , ζ))
au point (xF , τ). On sait que j
l
ψ re´alise un diffe´ormorphisme de V ⊂ Σψ dansW ⊂ Λ. Comme
jlψ est l’application identite´ pour la premie`re variable, c’est par restriction un diffe´omorphisme
de VFl = {(zE , zF , ζ) ∈ Vl | zE = xE} dans WF = {(zE , zF , η) ∈ W | zE = xE}. E´tant donne´
le bon comportement de la projection par rapport a` xE , ces deux ensembles sont des varie´te´s
de dimension dF . Comme WF se projette bien selon la variable ξF , l’application (zF , ζ) 7→
∇xFψ(zF , ζ) est un diffe´omorphisme de VF dansWF . Soit maintenant S un supple´mentaire de
T(xF ,τ)VF dans RdF+N . Alors la diffe´rentielle de l’application (zF , ζ) ∈ S 7→ ∇ζψ(zF , ζ) ∈ RN
est inversible au point (xF , τ). On obtient finalement que Ml(xE , ξF ) est inversible, et c’est
donc e´galement le cas de la hessienne Mj,k(xE , ξF ). On peut alors appliquer le the´ore`me de
la phase stationnaire (uniforme´ment en xE et ξF ), ce qui prouve que
〈
Opwh (q)u
j
h, u
k
h
〉
=
∫
Ex
∫
Fξ
q(Π−1(xE , ξF ))νj,k(xE , ξF ) dξF dxE + O
h→0
(h),
avec
νj,k =
e
ipi
4 sgnMj,k
|detMj |
1
2 |detMk|
1
2
e
i
h
(ψ(vj)−ψ(vk))bj(vj)bk(vk).
On s’inte´resse maintenant a` la signature de Mj,k(xE , ξF ). On conside`re l’application
t 7→


−∇2xF ,xFψ(vk) −∇2xF ,τψ(vk) 0 0 0 0
−∇2τ,xFψ(vk) −∇2τ,τψ(vk) 0 0 0 0
0 0 0 − IdE 0 0
0 0 − IdE t∇2xE ,xEψ(vj) t∇2xE ,xFψ(vj) t∇2xE ,τψ(vj)
0 0 0 t∇2xF ,xEψ(vj) ∇2xF ,xFψ(vj) ∇2xF ,τψ(vj)
0 0 0 t∇2τ,xEψ(vj) ∇2τ,xFψ(vj) ∇2τ,τψ(vj)


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Cette matrice est toujours de de´terminant non nul, sa signature est donc une fonction continue
de t a` valeurs dans Z, donc ne de´pend pas de t. En regardant la valeur en t = 0 on obtient
que
sgnMj,k(xE , ξF ) = sgnMj(xE , ξF )− sgnMk(xE , ξF ).
Pour l ∈ J1, pK on note
dl(xE , ξF ) =
e
ipi
4 sgnMl(xE ,ξF )
|detMl(xE , ξF )|
1
2
e
i
h
ψ(vl(xE ,ξF ))bj(vl(xE , ξF ))
de sorte que νj,k = djdk et donc
〈Opwh (q)uh, uh〉 =
∫
Ex
∫
Fξ
q(Π−1(xE , ξF ))ν(xE , ξF ) dξF dxE + O
h→0
(h)
avec
ν =
∑
16j,k6p
νj,k =
∣∣∣∣∣
p∑
l=1
dl
∣∣∣∣∣
2
> 0.
Il ne reste plus qu’a` faire un changement de variable avec le diffe´omorphisme Π pour voir
cette inte´grale comme une inte´grale sur W.
Exemple A.8. On suppose que la sous-varie´te´ Λ se projette bien sur Ex ⊕ Fξ et on suppose
que la phase ψ est de la forme ψ(x, ξF ) = 〈xF , ξF 〉 − φ(xE , ξF ), ou` φ ∈ C∞b (Rn) (en fait,
on peut toujours se ramener localement a` cette situation). Dans ce cas ξF joue le roˆle du
parame`tre θ, et N = dF . On a alors
Σψ =
{
(xE , xF , ξF ) ∈ Rn+dF | ∇ξF φ(xE , ξF ) = xF
}
.
et
Λψ = {(xE ,∇ξF φ(xE , ξF ),−∇xEφ(xE , ξF ), ξF ), xE ∈ E, ξF ∈ F} .
L’application jψ est alors un diffe´omorphisme global de Σψ dans Λψ, et pour xE ∈ E, ξF ∈ F
on a
M(xE , ξF ) =
(
0 IdF
IdF −HessξF φ(xE , ξF )
)
.
Cette matrice est de de´terminant (−1)dF et de signature nulle, donc on obtient :
lim
h→0
〈Opwh (q)uh, uh〉
=
∫
Ex
∫
Fξ
q
(
xE ,∇ξF φ(xE , ξF ),−∇xEφ(xE , ξF ), ξF
) ∣∣b(xE ,∇ξF φ(xE , ξF ), ξF )∣∣2 dξF dxE .
On s’inte´resse finalement aux propositions 3.54 et 3.55 concernant les ope´rateurs de Fou-
rier inte´graux.
Lemme A.9. On suppose que la relation canonique CA de A est le graphe d’un diffe´omor-
phisme. Alors on a :
∀(x, y, τ) ∈ ΣA, det
(∇2x,yφ(x, y, τ) ∇2x,τφ(x, y, τ)
∇2τ,yφ(x, y, τ) ∇2τ,τφ(x, y, τ)
)
6= 0. (A.5)
Ce lemme se de´montre de fac¸on analogue a` ce qu’on a fait pour la matriceMj(xE , ξF ) dans
la de´monstration de la proposition 3.49, sachant que la matrice conside´re´e ici est la matrice
jacobienne pour l’application (x, τ) 7→ (∇xφ(x, y, τ),∇τφ(x, y, τ)) (voir le paragraphe 6.2 de
[Sog02])
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De´monstration de la proposition 3.54. On note φ : R2n+m → R la phase de l’ope´rateur A et
ψ : Rn+N → R la phase de l’e´tat lagrangien uh sur Rn+m. Auh est alors un e´tat lagrangien
de phase
Φ : (x, τ, y, θ) 7→ φ(x, y, τ) + ψ(y, θ).
Les points critiques pour cette phase (a` x fixe´) sont tels que :
∇τφ(x, y, τ) = 0, ∇yφ(x, y, τ) +∇yψ(y, θ) = 0, ∇θψ(y, θ) = 0.
En particulier on a (x, y, τ) ∈ ΣA et (y, θ) ∈ Σψ. Soit (τ, y, θ) un tel point critique. Il faut
ve´rifier que la matrice

∇2x,τφ(x, y, τ) ∇2x,yφ(x, y, τ) 0
∇2τ,τφ(x, y, τ) ∇2τ,yφ(x, y, τ) 0
∇2y,τφ(x, y, τ) ∇2y,yφ(x, y, τ) +∇2y,yψ(y, θ) ∇2y,θψ(y, θ)
0 ∇2θ,yψ(y, θ) ∇2y,θψ(θ, θ)

 ∈Mn+m+n+N,m+n+N (R)
est de rang n+m+N . D’apre`s le lemme A.9, le premier bloc de taille (n+m)× (n+m) est
inversible, et par la condition de non-de´ge´ne´rescence pour ψ, le bloc de taille (n + N) × N
en bas a` droite est de rang N , ce qui assure la non-de´ge´ne´rescence pour la phase Φ. Les
conditions sur les points critiques de Φ assurent alors qu’on a bien ΛΦ = κ(Λψ).
De´monstration de la proposition 3.55. Cette de´monstration est analogue a` la pre´ce´dente. No-
tant φA : R
2n+m → R et φB : R2n+p → R les phases des ope´rateurs A et B, ainsi que a et b
leurs symbole, le noyau de l’ope´rateur A ◦B est donne´ par
KAB(x, z) =
1
(2πh)
2n+m+p
2
∫
Rm+n+p
e
i
h
(φA(x,y,τA)+φB(y,z,τB))a(x, y, τ, h)b(y, z, θ, h) dτB dy dτA.
Les points critiques de la phase Φ : (x, τA, y, τB , z) 7→ φA(x, y, τA) + φB(y, z, τB) par rapport
aux variables τA, y et τB sont tels que :

0 = ∇τAΦ(x, τA, y, τB , z) = ∇τAφA(x, y, τA)
0 = ∇yΦ(x, τA, y, τB , z) = ∇yφA(x, y, τA) +∇yφB(y, z, τB)
0 = ∇τBΦ(x, τA, y, τB , z) = ∇τBφB(x, y, τB)
Cela implique en particulier que (x, y, τA) ∈ ΣA et (x, y, τB) ∈ ΣB . Pour ve´rifier la condition
de non-de´ge´ne´rescence, il faut montrer que la matrice

∇2x,τAφA(x, y, τA) ∇2x,yφA(x, y, τA) 0
∇2τA,τAφA(x, y, τA) ∇2τA,yφA(x, y, τA) 0
∇2y,τAφA(x, y, τA) ∇2y,yφA(x, y, τA) +∇2y,yφB(y, z, τB) ∇2y,τBφB(y, z, τB)
0 ∇2τB ,yφB(y, z, τB) ∇2τB ,τBφB(y, z, τB)
0 ∇2z,yφB(y, z, τB) ∇2z,τBφB(y, z, τB)


est de rang maximal m + n + p. D’apre`s le lemme A.9, le bloc de taille (n +m) × (n +m)
en haut a` gauche est inversible, tandis que par non-de´ge´ne´rescence de φB , le bloc de taille
(2n + p) × p en bas a` droite est de rang p, ce qui prouve la non-de´ge´ne´rescence de Φ. On
remarque que l’argument est syme´trique en A et B, et qu’il suffit donc que l’un des deux
ope´rateurs ait pour relation canonique le graphe d’un diffe´omorphisme pour que la compose´e
soit un ope´rateur inte´gral de Fourier. Sous les hypothe`ses de la proposition, on peut en outre
ve´rifier que la relation canonique de A ◦ B est bien le graphe de κA ◦ κB . Il suffit pour cela
d’utiliser les trois conditions caracte´risant les points critiques.
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[·, i·]0, 84
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,˚ 66
〈·〉, 2
♯, 55
∼, 54
{·, ·}, 55
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B, B∗, B∗0 , 41
Bs, B
∗
s , 41
Br, 30
BRn(x, r), 30
Bx(r), 64
BTzΓ, 173
C+, 19
CI,+, 11
C+,+, 32
C(d1, d2), 175
C∞0 , 18
C∞b , 18
D(·), 19
∆⊥, 31
∂r, 31
Dr, 31
Dr(ζ), 32
Dzr , 36
dΓ, 154
divξ, 134
δw, 168
Dissipatif, ope´rateur, 19
maximal, 20
EK , 29
etA, 22
E´tat lagrangien, 76
expz, 154
E´nergie non captive, 7
Fh, 52
g, 155
γΓ, 173
G˜(·), 165
Ge´ne´rateur des dilatations, 56, 86
Hess, 51
H0, 24
Hh0 , 56
H1, 33
Hh1 , 153
Hh, 153
Hp, 59
(H − (E + i0))−1, 32
Hs(Rn), 30
Hs,δ(Rn), 30
Iγ , 161
Jx, 60
Kw, 168
KTw , 183
L2,δ, 2
L(H,H′), L(H), 19
ΛT , 182
Λw,k, 168
Λ∞, 168
Mesure semi-classique, 58
Microlocalisation, 58
∇⊥, 31
∇2x,θ, 76
νE , 154
NEΓ, 155
NEΓ0, 155
Nz,EΓ, 155
O, 67
O˜, O˜γ , 114
O(h∞), 51
Ope´rateurs conjugue´s, 83
a` l’ordre n, 104
p, 153
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′
h, 90
Φ0, 156
φt, 59
ψ(t, x, z, ξ), 172
Rayon de fuite, 62
S(Rn), 18
S, 30
S(·), 53
Sδ, 53
sgn, 51
Sp, 19
Sr, 30
σr, 30
Solution sortante, 32
ΘRh , Θ
I
h, Θh, Θ
V
h , 90
tw,k, 168
tx, 165
uTh , 182
Uh(t), 71
Uh1 (t), 75
UEh (t), 157
V2 ◦ φs, 69
x˜(s, t, ·), 60
x(t, ·), 59
ξ˜(s, t, ·), 60
ξ(t, ·), 59
ξw,k, 168
ξx, 165
ξ

z , 161
y(t, ·), 60
Z±(R, d, σ), 63
zx, 165
zw,k, 168
ζz, 32
ζz1 , 32
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