I k of orders with ( D I k ) = k. An order I k in this family is both, an interval orders and N-free. This leads us to the investigation of these two classes. In the case of N-free orders we can show that dlog 2 (height ( P ) + 1) e is an upper and lower bound for the chromatic number.
For interval orders we provide an upper bound of This work was supported by the PROCOPE Program. y partially supported by the DFG For all the constructions related to upper bounds there exist fast algorithms which give colorings in that bound. For the algorithms we will always assume that G is given together with a diagram orientation of a corresponding poset P. This assumption can not be removed since the decision problem whether a given graph is a diagram or not is NP-complete. This is another result of NR87].
General Bounds
Some simple bounds (1)
The height ( P ) is the maximal height of a vertex. The maximal di erence of the height of two covering points is
Remark 1.1 ( D P ) ( P ) + 1 and such a coloring can be given in linear time.
Proof: Assign the color height ( v ) mod ( ( P ) + 1)] to a vertex v. By de nition of ( P ) two points v; w with w v never obtain the same color. 2 Since ( P ) < height ( P ) we also obtain ( D P ) height ( P ). Let L = v 1 ; : : : ; v n be a list of the elements of V . The list coloring of G = (V; E) with respect to L is obtained by the following rule.
for v = v 1 to v n do Color v i with the rst color which is not used for a v j with j < i and fv j ; v i g 2 E.
The list L induces an orientationẼ on E, which may be used to bound the number of colors needed in the list coloring by (max v2V indegreeẼ(v)) + 1.
Let L be a linear extension of a poset P. Apply list coloring with respect to L to the diagram of P and note that indegree ( v ) width ( P ). Hence, Remark 1.2 ( D P ) width(P) + 1 and such a coloring can be given in linear time.
Combining Height and Width
For an order P = (V; <) consider a partition of V into V Proof: Let V w be the union of the chains and V h the union of the antichains we obtain from Theorem 1.3. Now, the inequality is an immediate consequence of Formula (3).
The complexity of the corresponding coloration algorithm is dominated by the complexity of the computation of an appropriate partition. According to our proof above we have to cover the order with height ( P ) antichains or width ( P ) chains or we have to nd maximum chains and antichains iteratively.
The later can happen at most O ( p n) times. In each iteration we have to nd a maximum chain and antichain. A maximum chain together with a partition into height ( P ) antichains can be found by labeling and scanning in time O (n 2 ). A maximum antichain together with a partition into width ( P ) chains can be found by using matching in bipartite graphs in time O ( 
Bounds for Special Classes of Orders
In this part we investigate the chromatic number problem on diagrams corresponding to special classes of partial orders (we refer to M o89] for unde ned terms). The hope was that { as with other NP-hard problems { the additional structural properties of these classes lead to better bounds or even to polynomial algorithms. It turned out that this is indeed true.
Some Classes with Bounded Chromatic Number
With 1 k we denote the disjoint union of a k-element chain with a single point.
Remark 2.1 If D P has no 1 k as induced subdiagram then ( P ) < k, and hence { with Remark 1.1 { we have ( D P ) k.
Semi Apply the transposition 1 = (b; c) to the coloring of P 1 and the transposition 2 = (a; b) to the coloring of P 2 . After that the colorings of P 1 and P 2 t together to a coloring of P, since the minimal elements of P 2 are now all colored with b and the maximal elements of P 1 are only colored with colors in fa; cg .
This coloring obviously has the desired properties.
Diagrams with High Chromatic Number
We give an explicit construction for diagrams with arbitrary chromatic number. Proof: I k is an interval order. We have to show that it is also N-free. Let u; v; w; x be an N, say u v; w v; w x. Then we know that v and x have the same left endpoint and u and w have the same right endpoint. But then u x, too. This contradicts the assumption that u; v; w; x induce an N. 2 N-free Orders Remark 2.7 For every k 2 IN there is an N-free order P such that dlog 2 (height( P ) + 1) e ( D P ) = k :
The remark is a direct consequence of the previous theorem. We now give an upper bound for the chromatic number of diagrams of N-free orders which is logarithmic in height ( P ) too.
The family fI k g of Lemma 2.5 is shown to consist of extremal N-free orders with respect to the chromatic number of the diagram. The technique used relies on the fact, that an N-free order can always be subdivided by an antichain.
Theorem 2.8 If P is N-free then ( D P ) dlog 2 (height( P ) + 1) e and such a coloring can be calculated in linear time.
Proof: The proof is by induction on height ( P ).
The elements v of P with height ( v ) = Interval Orders A similar idea as for N-free orders can also be used for interval orders. We could e.g. divide an interval order into two parts, but then we would need two antichains to separate them in general. To get the constant small ( 1:8) we use a partition into three parts and get the following.
Theorem 2.9 If P is an interval order then
and such a coloring can be determined in linear time.
Proof: We proceed by induction on the height of P. We may assume that height ( P ) 3.
The following arguments are illustrated in Fig. 2 . In such a chain we choose elements v and w at height No cover relations holds between elements of di erent V i , i = 1; 2; 3, since the interval of either v or w lies between them. So they may be colored independently by induction.
Each of A 1 , A 2 , B and C is an antichain. Use three new colors to color them. One for B, one for C and one for A 1 and A 2 together, this can be done as long as V 2 is not empty.
The total amount of colors needed then is 3 times the maximal recursion depth, which is log 3 height ( P ) = log 2 height ( P ) log 2 3 . To obtain the linear time complexity observe that the color of an element is determined by the rst recursion level in which it falls into one of the sets A 1 ; A 2 ; B; C. But this can be calculated iteratively if we 1. determine a non-dominating maximum chain in scanning P from bottom to top 2. determine for each element the lowest and highest element of that chain which is parallel dlog 2 ( height ( P ) ) e + 2.
