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SUMMARY 
Many network monitoring tools do not provide sufficiently in-depth and useful 
reports on network usage, particularly in the domain of application services data.  The 
optimisation of network performance is only possible if the networks are monitored 
effectively.  Techniques that identify patterns of network usage can assist in the 
successful monitoring of network performance. 
 
The main goal of this research was to propose a model to mine and visualise 
application services data in order to support effective network management. To 
demonstrate the effectiveness of the model, a prototype, called NetPatterns, was 
developed using data for the Integrated Tertiary Software (ITS) application service 
collected by a network monitoring tool on the NMMU South Campus network. 
  
Three data mining algorithms for application services data were identified for the 
proposed model.  The data mining algorithms used are classification (decision tree), 
clustering (K-Means) and association (correlation).  Classifying application services 
data serves to categorise combinations of network attributes to highlight areas of poor 
network performance.  The clustering of network attributes serves to indicate sparse 
and dense regions within the application services data.  Association indicates the 
existence of any interesting relationships between different network attributes. Three 
visualisation techniques were selected to visualise the results of the data mining 
algorithms.  The visualisation techniques selected were the organisation chart, bubble 
chart and scatterplots.  Colour and a variety of other visual cues are used to 
complement the selected visualisation techniques.  
 
The effectiveness and usefulness of NetPatterns was determined by means of user 
testing. The results of the evaluation clearly show that the participants were highly 
satisfied with the visualisation of network usage presented by NetPatterns.  All 
participants successfully completed the prescribed tasks and indicated that 
NetPatterns is a useful tool for the analysis of network usage patterns. 
 
Keywords: Data mining, application services, visualisation, PacketShaper, visual data 
mining, network monitoring 
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Chapter 1 - Introduction 
 
1.1 Background 
 
Computer networks are essential in the day-to-day running of organisations such as 
educational institutes (Microsoft Corporation 2005b). These networks support various 
application services that provide users a means to perform their daily tasks. If these 
networks are not properly maintained, problems could occur that could negatively 
affect productivity.  
 
Networks typically process thousands of transactions daily. If transactions are 
performed simultaneously by different people across the network, bottlenecks can 
occur which can slow the network down considerably. The network down-time can 
affect performance and lead to frustration on the part of the users. 
 
One solution to prevent this breakdown in critical application service performance is 
through the use of network monitoring solutions, such as PacketShaper (Packeteer 
2005a), Multi Route Traffic Router (MRTG 2005) and Simple Network Management 
Protocol (SNMP 2005). These network monitoring solutions allow network 
administrators to view the traffic on the network. Graphs and reports are created by 
these solutions to show network administrators what is happening on the network. The 
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graphs are typically bar graphs and line graphs, and are limited to displaying the 
network metrics collected by the network monitoring solutions.  
 
The biggest shortcoming of tools such as PacketShaper and MRTG is that they cannot 
diagnose a problem occurring on the network (Sustar and Marion 1997). If a network 
manager was able to diagnose and predict problems on the network before they occur, 
the network could operate more effectively. 
 
Data mining systems can be used as a means to assist network managers in addressing 
the shortcomings of network monitoring tools. Initially, data mining systems were 
used for decision support systems (Jones 1998). These data mining systems were 
focussed on consumers and were used to make recommendations on what people 
should buy  (Nanopoulos and Manolopoulos 2002).  
 
Recently, data mining systems have evolved to be used in other domains, including 
networks. In order to assist in diagnosing problems on the network before they occur, 
data mining algorithms were created and modified to be used for network data.  
 
The output of data mining algorithms can be difficult to understand and interpret. To 
assist with this, data mining systems have evolved to include visualisation techniques 
to display the results of the algorithms in a more understandable format (Thearling et 
al 2001).  Combined with the results of the algorithms, these visualisations can assist 
network administrators with diagnosing problems on networks. Network performance 
can therefore be increased and the network made more reliable. 
1.2 Relevance of Research 
 
The Nelson Mandela Metropolitan University (NMMU) has an extensive network 
which incorporates application services, such as Integrated Tertiary Software (ITS 
2005). ITS is the main application service and incorporates student records, human 
resources and the financial systems. These services are used on a daily basis by staff 
and students of NMMU.  
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Reports are created on network performance for the NMMU Computer Centre, but 
these reports are relatively simple and consist mainly of two-dimensional graphs. 
Figure 1.1 shows an example report created by the Multi Router Graphing Tool 
(MRTG), a network management tool, for the Physical Science sub-network. The 
reports do not indicate if there are specific problems or where the problem is. These 
reports only contain details of network performance in terms of throughput and errors; 
no indication is provided in terms of the impact that an application service, like ITS, 
has on the network. 
 
 
Figure 1.1: MRTG Report for Physical Science on NMMU South Campus Network 
 
PacketShaper is a network monitoring tool that was purchased by the NMMU Centre 
of Excellence (CoE) and installed on the network between the ITS server and the 
client workstations that are used to access ITS. PacketShaper passively collects 
network traffic data from the client workstations and the ITS server and stores this 
information in log files. PacketShaper creates static reports in the form of line graphs 
(Figure 1.2). A major shortcoming of PacketShaper is that the reports do not allow 
users to interact with the results, and do not show any patterns in the data.  
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Figure 1.2: Example of PacketShaper reports 
 
There is no solution currently available that will allow a network administrator at the 
NMMU to analyse application services data, and visualise the results to assist with 
problem identification. If there are problems with the network and the problem cannot 
be identified, then the performance of the network could be seriously degraded. 
1.3 Problem Statement 
 
The goal of this research is to propose a model to mine and visualise application 
services data in order to identify patterns in the data. A prototype will be implemented 
to demonstrate the effectiveness of the model. The techniques proposed will be 
evaluated by applying data mining and visualisation techniques to the diagnostic data 
collected using PacketShaper for a specific application service, namely ITS, on the 
NMMU South Campus network. 
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1.4 Objectives and Scope of Project 
 
To create a model and an associated prototype, the following objectives need to be 
addressed: 
• Investigate application services data and network characteristics. 
• Investigate data warehousing, data mining and visualisation techniques. 
• Investigate the requirements for determining application services performance 
data and patterns. 
• Propose a model to mine and visualise application services data. 
• Design and implement a prototype to demonstrate the effectiveness of the 
model. 
• Evaluate the prototype to determine the effectiveness and usefulness of the 
model. 
 
The scope of this research will focus on the design and implementation of a prototype 
to effectively and efficiently mine the ITS application services data collected by 
PacketShaper on the NMMU network. The prototype will incorporate simple 
visualisation techniques to assist users in understanding and interpreting the results. 
1.5 Research Questions 
 
The research undertaken to realise the objectives (Section 1.4) will attempt to answer 
the following research questions: 
1. What are network application services and what are typical network 
performance metrics? 
2. What data does PacketShaper measure and how is it stored? 
3. What are the data warehouse requirements for the PacketShaper data? 
4. What data mining techniques are available and which are most appropriate 
for application services data? 
5. What visualisation techniques are available and which are most appropriate 
for application services data? 
6. What related data mining systems exist and what are their shortcomings? 
7. What components should be incorporated in the model? 
Chapter 1 – Introduction 
 
 6
8. How should the results of the data mining algorithms be displayed? 
9. How should the prototype be designed and implemented? 
10. How effective and useful is the prototype? 
11. How effective is the model? 
 
The research design and methods used for this project are formulated in Table 1.1, 
including the manner in which each of the above research questions will be addressed. 
The chapter(s) that will address each research question are also included. 
 
Research Questions Research Method(s) Chapter(s)
1. What are network application services and what are 
typical network performance metrics? 
• What are application services? 
• What are typical application services performance 
metrics? 
 
 
 
Literature Study 
 
 
 
Chapter 2 
 
2. What data does PacketShaper measure and how is it 
stored? 
• What is PacketShaper? 
• What data does PacketShaper measure? 
• How is this data stored? 
 
 
Data Analysis 
 
 
Chapter 2 
 
3. What are the data warehouse requirements for the 
PacketShaper data? 
• What is a data warehouse? 
• How should the data be modelled? 
 
 
Literature Study 
Literature Study 
 
 
Chapter 3 
 
4. What data mining techniques are available and which 
are most appropriate for application services data? 
• What is data mining? 
• What techniques are available? 
• Which techniques are most appropriate for this 
research? 
 
 
 
Literature Study 
 
 
 
 
Chapter 3 
 
5. What visualisation techniques are available and which 
are most appropriate for application services data? 
• What is visual data mining? 
• What visualisation techniques are available? 
• Which techniques are most appropriate for this 
research? 
 
 
 
Literature Study 
 
 
 
 
Chapter 3 
 
6. What related data mining systems exist and what are 
their shortcomings? 
• What related data mining systems exist? 
• What are the shortcomings of these systems? 
 
 
Extant Systems 
Analysis  
 
 
Chapter 4 
7. What components should be incorporated in the model? Research Chapter 5 
8. How should the results of the data mining algorithms be 
displayed? 
 
User Interface Design 
 
Chapter 5 
9. How should the prototype be designed and 
implemented? 
• What architecture should be used? 
• How should the user interface be designed? 
• Which implementation tools should be used? 
• How should the algorithms be implemented? 
 
 
Data Design 
Iterative Design 
Implementation 
 
 
Chapter 5 
 
Chapter 6 
10. How effective and useful is the prototype? Usability Evaluation Chapter 7 
11. How effective is the model? Conclusions Chapter 8  
Table 1.1: Research Design including research questions  
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Figure 1.3: Structure of Dissertation 
1.6 Structure of Dissertation 
 
The main aim of this research is to propose a model that will mine and visualise 
application services data. To facilitate pattern discovery, data mining techniques must 
be implemented to achieve the desired results. Figure 1.3 documents the structure of 
the dissertation. A systematic and scientific approach was used to conduct the 
research and report the results. 
 
Chapter 2 discusses the NMMU network and an investigation into typical network 
characteristics in order to select the PacketShaper variables that will be used in the 
data mining process.  
 
Chapter 1: 
Introduction 
Chapter 3: 
Data Mining and 
Visualisation 
Chapter 2: 
Application 
Services Data 
Chapter 5: 
Proposed Model 
Chapter 4: 
Related Systems 
Chapter 6: 
Implementation of 
Prototype 
Chapter 8: 
Conclusions and 
Recommendations 
Chapter 7: 
Evaluation 
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The architecture of typical data mining systems and the components that form part of 
these systems are discussed in Chapter 3. These components include the data 
warehouse, data mining algorithms and visualisation techniques. The selection of data 
mining algorithms depends on the PacketShaper variables identified in Chapter 2. The 
visualisation technique to be used for each algorithm depends on the algorithm and 
the output produced by each algorithm.  
 
Three related systems will be compared in Chapter 4 in terms of the different 
components identified in Chapter 3. This chapter will determine the shortcomings of 
these systems and will be used to motivate the components in the proposed model. 
 
Based on the PacketShaper data identified in Chapter 2, the components of data 
mining systems identified in Chapter 3, and the shortcomings of related systems in 
Chapter 4, a model will be proposed to mine and visualise application services data in 
Chapter 5. The design and implementation of a prototype to demonstrate the 
effectiveness of the model is presented in Chapter 6.  
 
The prototype will be evaluated in Chapter 7 to confirm the effectiveness of the 
proposed model. Final recommendations and conclusions for this research are 
presented in Chapter 8. 
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Chapter 2 – Application Services Data  
 
2.1 Introduction 
 
This chapter discusses the concept of application services and the benefits and 
problems associated with application services. The NMMU South Campus has a large 
network, with the main application service, ITS, running on it. For any network, there 
are certain network performance metrics that can be collected that will assist in the 
monitoring of the network. The network monitoring package, PacketShaper, is 
discussed in terms of what it measures, how this data is stored and the shortcomings 
of PacketShaper. The metrics collected by PacketShaper are compared to typical 
network performance metrics. The chapter concludes by identifying the PacketShaper 
metrics to be used in the data mining process.  
2.2 Application Services 
 
Campbell (2000) defines application services as being built for shared remote 
execution, thus allowing users on a network to access information and work together 
while located remotely from each other. Many of these application services make use 
of distributed client-server protocols which rely on switched networks that support 
multi-user access. ITS is the main application service on the NMMU South Campus 
network and is regarded as an end-user application.  
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One of the main benefits of application services is the ease of distribution and upgrade 
(Campbell 2000). An upgrade of the application occurs at a single location, and the 
effects filter through to the clients or terminals on the network. One of the problems 
associated with application services is that many transactions can occur for the 
application service at the same time, which can lead to bottlenecks and consequently 
network delays.  
2.3 The NMMU Network Infrastructure 
 
The network infrastructure at NMMU comprises several Ethernet switches located 
across the network that assist in routing network traffic. These switches are 
configured into one virtual local area network (VLAN) that spans the entire campus. 
Figure 2.1 illustrates the network infrastructure showing all the configured switches 
across the NMMU South Campus network. A VLAN is a collection of nodes, which 
are grouped together in a single broadcast domain. The broadcast domain allows 
packets of data to be sent or received from any node within the network. Each 
network trunk that emanates from the core switch represents an individual IP subnet 
that is implemented as an individual VLAN.   
 
The NMMU South Campus network incorporates a 128-bit number for the IP address 
structure. The IP is represented by four separate numbers; each separated by a period, 
and is known as a dotted quad. The first two numbers represents the NMMU South 
Campus registered IP domain. The third number represents the individual VLANs and 
the last number represents any network device located within that VLAN (Table 2.1). 
 
The managed VLAN is globally represented with the number 0. Each switch on this 
VLAN is represented by a unique number between 1 and 255. For example, the 
switch located within Main Building 1st Floor (shown in blue in Figure 2.1) has the 
identification of 0.17, meaning that its identification number is configured as ‘17’ on 
the VLAN 0. 
 
To access the switch’s location within its own VLAN on the network, the full IP 
address of the Main Building would be 172.17.12.17. There is no relationship 
Chapter 2 – Application Services Data  
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between the names of the switches as shown in Figure 2.1 and the IP addresses of the 
VLANs listed in Table 2.1. 
 
 
Figure 2.1: Logical Network Infrastructure of NMMU South Campus (November 2005) 
 
All network traffic from the various VLANs is directed through the core switch, 
passing through a firewall into a demilitarised zone where ITS is located. Some 
departments fall within certain switches and are thus not shown in Figure 2.1. An 
example of this is the Law department which does not appear in Figure 2.1, since this 
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0.47 
MainBld Fl. 16C 
0.48 
Senate 
0.55 
Goldfields North 
0.11 Library 
0.13
Botany 
0.5 
BioChem 
0.4 
Zoology 
0.26 
Technical  
Services 
Student Village  
0.40 
Computer A 
0.7 
Embizweni 
0.9
Computer B 
0.8 
Education A 
0.10 
Computer Science 
0.23 
Education B 
0.25 
Sports  
Centre 
PE Technikon 
Music 
0.18 
Architecture/ 
QuanSurv 
0.3 
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department falls under the Embizweni switch. Certain departments also have their own 
VLAN while others share a particular VLAN. 
 
VLAN Department(s) IP Address 
Core switch Core 4006 172.17.0.1 
VLAN 2 ITS (Lobster) 172.17.2.3 
VLAN 9 Main Building, 16th Floor 172.17.9.0 
VLAN 10 Main Building, 11th Floor 172.17.10.0 
VLAN 11 Main Building, 6th Floor 172.17.11.0 
VLAN 12 Main Building, 1st Floor 172.17.12.0 
VLAN 13 Botany, Bio Chemistry & Zoology 172.17.13.0 
VLAN 14 Music 172.17.14.0 
VLAN 16 Architecture & Quantity Surveying 172.17.16.0 
VLAN 17 Chemistry & Physics 172.17.17.0 
VLAN 18 Computer Centre A 172.17.18.0 
VLAN 19 Computer Centre B 172.17.19.0 
VLAN 20 Education A 172.17.20.0 
VLAN 21 Education B 172.17.21.0 
VLAN 22 Goldfields South & Goldfields North 172.17.22.0 
VLAN 23 Technical Services 172.17.22.0 
VLAN 24 Embizweni Building 172.17.24.0 
VLAN 28  Sports Centre 172.17.28.0 
VLAN 30 Student Village 172.17.30.0 
VLAN 36 NMMU North Campus 172.17.36.0 
VLAN 118 Library 192.18.118.0 
Table 2.1: Network VLAN mapping of NMMU South Campus (November 2005) 
 
All the VLANs on the NMMU South Campus network are shown in Table 2.1 as well 
as the departments associated with the VLAN and their IP subnet addresses (based on 
Figure 2.1). The NMMU network structure does not allow for network performance 
management as it is not possible to monitor a department from a single network point 
at a specific instant in time. Only individual network segments can be monitored at 
any point in time.  
2.4 Network Performance Characteristics 
 
It is not always possible to understand the cause-and-effect relationships that occur on 
the network due to the size and complexity of networks. Measurement is required to 
understand the behaviour of the network. Before any measurements can be taken, 
what must be measured needs to be determined (Barnford 2003). 
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Network attributes are the properties of the network that are related to the 
performance and reliability of the network (Lowekamp et al. 2004). The performance 
of the network is monitored to find any faults or inefficiencies. Different sources have 
different views on what characteristics should be measured. 
 
Table 2.2 lists the network attributes proposed by Barnford (2003), CISCO (2002), 
Leese (2003) and Lowecamp et al (2004). Network attributes that are supported are 
indicated by a “?”. Blank spaces indicate that the network attributes are not 
supported. The common overlapping characteristics are delay, bandwidth, loss, 
response time, utilisation and throughput (Table 2.2). 
 
Network 
Attributes 
Barnford 
(2003) 
CISCO 
(2002) 
Lowecamp et 
al. (2004) 
Leese (2003) 
Delay (Latency) ?  ? ? 
Bandwidth ? ? ?  
Loss ?  ? ? 
Response Time ? ?  ? 
Utilisation ? ?   
Throughput ? ?   
Arrival Rate ?    
Routing ?    
Reliability ?    
Packet reordering   ?  
Closeness   ?  
Availability   ?  
Forwarding    ?  
Queue   ?  
Hoplist   ?  
Connectivity    ? 
Table 2.2: Comparison of Different Network Attributes 
 
Table 2.3 lists the network performance attributes that are common to the four 
different sources shown in Table 2.2. The performance metrics of delay, throughput, 
response time, utilisation, loss and bandwidth will be used to identify the 
PacketShaper metrics relevant to this research.  
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Attribute Unit Description 
Delay (Latency) Milliseconds (ms) 
The amount of time it takes a packet of data to get 
from one point in the network to another 
Throughput Kilobits per second (Kbps) 
The total amount of data transferred in a specific 
period of time 
Response Time 
(Round trip time) 
Milliseconds 
(ms) 
The amount of time taken from when the user made 
a request on the network and the time taken to 
receive the application’s response 
Utilisation Bits per second (bps) 
Measures the average use of a particular resource 
over time 
Loss Bits per second (bps) 
How many packets were dropped during transport 
over the network 
Bandwidth 
(capacity) 
Bits per second 
(bps) 
The maximum amount of data that can pass through 
a path in a particular time period 
Table 2.3: Common Network Performance Attributes 
2.5 PacketShaper 
 
PacketShaper is a network monitoring solution that is placed on a network between 
the application to be monitored and the client computers that access the application 
(Packeteer 2001). PacketShaper classifies network behaviour and distinguishes 
between different applications on the network. The only application that PacketShaper 
recognises on the NMMU South Campus network is ITS. 
 
PacketShaper can generate reports to provide network administrators with information 
regarding the network. A shortcoming of PacketShaper is that these reports employ 
simple graphs, such as bar graphs, line graphs and pie charts, to provide information 
regarding the network. These graphs provide naïve reports of the raw network data 
and do not provide insight regarding any problems identified on the network. The 
graphs that are produced only provide information on utilisation and network, server 
and total delay on the network, using historical data.   
 
The NMMU CoE purchased PacketShaper 2500 (Packeteer 2005a) in 2003. The 
PacketShaper unit was placed on the network between the ITS server and the client 
computers to passively collect network data. The version of PacketShaper purchased 
does not collect data on all the variables specified below. Only certain PacketShaper 
versions collect data on all these variables. 
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2.5.1 Measurement Variables collected by PacketShaper 
 
PacketShaper collects several different sets of measurement variables, which are 
stored in multiple log files. These log files contain different measurement variables 
which are divided into three classes, namely partition, class and link, each having 
their own set of variables. These three classes also have common variables. Each of 
the variables are collected for various intervals, namely per minute, 15 minutes, hour 
or days. Tables 2.4-2.6 indicate the variables that are measured by the version of 
PacketShaper purchased by the NMMU CoE. For a full list of all the variables 
collected by PacketShaper, please refer to Appendix A. 
2.5.1.1 Common Variables 
 
Table 2.4 lists the common variables that are recorded and are found in the partition, 
link and class groups. A brief description of each of the variables is provided in Table 
2.4.  
 
Variable Name Description 
avg-bps The usage over the network, averaged over the interval, measured in bits per seconds. 
avg-pps Packets per second average rate. Formula: pkts/sample-inteval-secs. 
Bytes The number of bytes that passed through the link during the specified interval. 
Kbytes Number of bytes transferred during the measurement interval, divided by 1024 and rounded to the nearest kilobyte. 
peak-bps 
peak rate recorded for the link, partition or class during the specified 
interval; PacketShaper determines the peak-bps by looking at the rate 
recorded for the busiest one-second sub-interval. 
peak-tcp-conns highest number of simultaneous TCP connections recorded for the interval. 
pkts packet count – number of units that have passed through the unit during the specified interval. 
sample-interval-msec time between measurement samples in milliseconds. 
sample-interval-secs time between the measurement samples (interval duration) in seconds. 
tcp-conn-aborts 
number of TCP connections exited as aborted connections; for example, 
HTTP stop button hits. This number gets incremented when a connection 
is in progress and an RST is sent.  
tcp-conn-aborts% percentage of TCP connections exited as aborted connections.  Formula: tcp-conn-aborts/tcp-con-exits 
tcp-conn-exits 
number of TCP connections exited. This number gets incremented when 
PacketWise sees the end of a flow with an orderly shutdown (FIN, FIN-
ACK, ACK) or terminated by an RST. 
tcp-conn-inits number of TCP connections started. This number gets incremented when PacketWise sees a SYN packet initiating the new flow. 
Table 2.4: Description of Common Variables collected by PacketShaper 
Chapter 2 – Application Services Data  
 
 16
 
Variable Name Description 
tcp-conn-server-ignores 
number of TCP connections exited as ignored connections – that is, the 
server never responded. This number gets incremented when a 
connection is quarantined (which means the flow limit specified in the 
flowlimit policy was exceeded) or if either the SYN ACK or SYN ACK 
ACK are not seen within a one-minute timeout period. 
tcp-conn-server-
ignores% 
percentage of TCP connections exited as ignored connections.  
Formula: tcp-conn-server-ignores/tcp-conn-exits. 
tcp-conn-server-refuse 
number of TCP connections refused by the server. This number gets 
incremented when a SYN is refused using an RST. Generally this 
happens when a server wants to deny a connection because it’s too busy 
to accept a new connection. 
tcp-conn-server-refuses% percentage of refused connections.  Formula: tcp-conn-server-refuses/tcp-conn-exits. 
tcp-data-pkts count of TCP data packets, including retransmits. 
tcp-efficiency% percentage of TCP data bytes that were good, that is, those that were not retransmitted. 
tcp-retx-bytes count of TCP retransmitted bytes 
tcp-retx-pkts count of TCP retransmitted packets, including tossed packets. 
tcp-retc-pkts% 
TCP transmit rate – the percentage of packets seen by PacketWise that 
were retransmitted.  
Formula: tcp-retx-pkts/tcp-data-pkts 
Table 2.4: Description of Common Variables collected by PacketShaper (continued) 
2.5.1.2 Partition Variables 
 
PacketShaper defines a partition as a means to manage bandwidth for the traffic on a 
VLAN (Packeteer 2005b). Partitions can also be used to make sure that critical 
applications receive the bandwidth that is required for them to function properly. No 
partitions have been created by PacketShaper on the NMMU South Campus network, 
as only data for ITS is measured. This results in most of the variables not collecting 
any data as no limits on bandwidth for different applications have been set.  
2.5.1.3 Link Variables 
 
PacketShaper defines a link as a connection that is used to transmit data from a source 
to a destination, for example, transmitting data from a client’s computer to the ITS 
server. The access link is the VLAN that the PacketShaper unit manages. Each access 
link has a link rate that is the capacity on the access link, measured in bits per second. 
Each link has an inbound and an outbound rate. The inbound rate is the rate at which 
data is arriving at the local site across the Wide Area Network (WAN), and the 
outbound rate is the maximum rate at which data can be transmitted to another site 
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across the WAN.  Table 2.5 lists all the link variables that PacketShaper uses with a  
brief description for each of the variables. 
 
Variable Name Description 
link-size-bps configured link size. 
pkt-size-histogram 
histogram of number of packets received in different bucket sizes. The 
buckets of packet sizes (in bytes) include: [0-63], [64-127],[128-255],[256-
511],[512-1023],[1024-1517],[>=1518] 
total-passthru-bytes total number of bytes in the total-passthru-pkts. 
total-passthru-pkts total number of packets that were passed through the unit without being controlled. 
total-rx-bytes total number of bytes received, not including the bytes that were dropped. 
total-rx-pkts total number of packets received, not including the packets that were dropped. 
total-sameside-pkts 
number of packets that were classified into the SameSide traffic class (a 
class that measures traffic not destined for the site router) regardless of 
whether the packets are dropped or passed through. 
total-tx-bytes total number of bytes transmitted, not including the bytes that were dropped. 
total-tx-pkts total number of packets transmitted, not including the packets that were dropped. 
tx-errors count of transmitted packets that were dropped due to hardware errors. 
Table 2.5: Description of Link Variables collected by PacketShaper 
2.5.1.4 Class Variables 
 
PacketShaper defines a class as a grouping of traffic where the traffic measured shares 
the same characteristics. These characteristics can include an address, a protocol or a 
special application (Packeteer 2001).  
 
Table 2.6 lists all the class variables that PacketShaper uses with a brief description 
for each of the variables. For the purposes of this research, the classes are the different 
VLANs accessing ITS. The class variables are used to measure delays on the NMMU 
network and the volume of information transmitted and received, and the time taken 
for information to be passed between the clients and the ITS server. 
 
Variable Name Description 
avg-round-trip-time average number of milliseconds a packet takes to go from client to server and back again. 
class-hits class hit count. 
conn-speed-hist 
speed histogram over well-known speeds. This histogram provides a profile 
of use, for example, for dialup modems versus high-speed modems. Use 
this data to identify which levels are overburdened. These speeds represent 
the PacketWise-detected speeds per flow. This data is recorded only for 
FTP and HTTP connections. All other classes report zeroes. 
Table 2.6: Descriptions of Class Variables collected by PacketShaper 
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Variable Name Description 
network-delay-avg average number of milliseconds the class’ transaction packets are spent in transit. 
network-delay-histogram 
histogram of the number of milliseconds the class’ transaction packets 
are spent in transit. Note: each histogram contains a table of data where 
the index represents the lower bound of a time range in milliseconds. 
Table cells contain the number of transactions whose delay time fell 
within the range represented by the index. 
network-delay-median median number of milliseconds the class’ transaction packets spent in transit (half the class’ network delays were shorter, half were longer). 
network-delay-msec 
the sum of the network delays of all transaction in the specified 
interval, measured in milliseconds. (Network delay is the time a 
transaction spends in transit.) This variable is useful for calculating 
weighted averages across multiple intervals. 
normalized-network-delay-
avg 
transaction delay in the network, normalized by transaction time; 
measured in milliseconds per kilobyte. 
peak-ipdg-conns peak number of concurrent UDP flows. 
policy-hits policy hit count. 
round-trip-time-msecs 
the sum of the round-trip-times (RTT) of all transactions in the 
specified interval, measured in milliseconds. (RTT is the time a packet 
takes to go from client to server and back again.) This measurement is 
taken once per transaction (not once per packet). This variable is useful 
for calculating weighted averages across multiple intervals. 
server-delay-avg 
average number of milliseconds required for servers to process the 
class’ transaction requests. The time starts when the server has 
received all required request packets and ends when the server issues 
the first packet of the response. 
server-delay-histogram 
histogram of the number of milliseconds required for servers to process 
requests for the class’ transactions. For example, these measurements 
could monitor HTTP response from an internet server, if you set up a 
host-specific class for the server. 
server-delay-median median number of milliseconds required for servers to process the class’ transaction requests. 
server-delay-msec 
the sum of the server delays of all transactions in the specified interval, 
measured in milliseconds. (Server delay is the time required for servers 
to process the class’ transaction requests.) This variable is useful for 
calculating weighted averages across multiple intervals. 
service-level% 
percentage of transactions that satisfied their performance requirement 
(as defined by the total-delay-threshold variable); the percentage of 
good or sufficiently speedy transactions. 
total-delay-avg average number of milliseconds to complete the class’ transactions; includes network delay and server delay. 
total-delay-histogram histogram of the number of milliseconds required to complete the class’ transactions. 
total-median-display median number of milliseconds required to complete the class’ transaction. 
total-delay-msec 
the sum of the delays of all transactions in the specified interval, 
measured in milliseconds. (Total delay is the time required to complete 
a transaction; includes network and server delay.) This variable is 
useful for calculating weighted averages across multiple intervals. 
total-trans number of transactions (request-response pairs). 
trans-bytes transaction size for TCP-based applications. 
trans-bytes-avg: average number of bytes per transaction.  Formula: trans-bytes/total-trans. 
Table 2.6: Descriptions of Class Variables collected by PacketShaper (continued) 
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2.5.2 Reporting Measures used by PacketShaper 
 
The log files created by PacketShaper are large, and are stored in three different files. 
The size of the files for one month can be in excess of 150MB depending on the 
granularity chosen for each record. The measurement variables from these log files 
are then used to create reports by PacketShaper, but these reports do not provide an 
in-depth analysis of patterns of network performance.  
 
PacketShaper uses graphs as a means of reporting or indicating if there are any 
problems. These graphs are in the form of line graphs which are automatically 
generated with the average rate and peak rate for network utilization and efficiency 
levels for the network (Figures 2.2 and 2.3). Users can create their own graphs by 
selecting different time periods and different VLANs, but these graphs will only 
include average and peak rates. The user cannot select other variables to view, such as 
throughput or loss.  
 
 
Figure 2.2: Utilization graph created by PacketShaper 
 
Figure 2.3: Network Efficiency Graph created by PacketShaper 
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As shown in Figures 2.2 and 2.3, the graphs provided are simple line graphs that plot 
the raw network data collected by PacketShaper. These graphs do not provide 
sufficient information that could assist a network administrator to clearly identify if 
there are any problems on the network.  
2.6 Network Metrics collected 
 
Not all the PacketShaper metrics shown in Tables 2.4-2.6 are relevant to this research. 
In an attempt to reduce the number of PacketShaper metrics to be used, the metrics 
were categorised according to the network attributes identified in Table 2.3. All the 
network metrics collected by PacketShaper are numeric. Some of the network metrics 
can be derived from other PacketShaper metrics, for example total-delay-avg is the 
combination of network-delay-avg and server-delay-avg. The histogram network 
metrics, namely network-delay-histogram and total-delay-histogram, consist of vector 
data. 
 
Network 
Performance 
Attributes 
PacketShaper Metrics 
 Class Link Common 
Delay 
network-delay-avg, network-
delay-histogram, network-
delay-median, network-delay-
msecs, normalized-network-
delay-avg, server-delay-avg, 
server-delay-histogram, 
server-delay-median, server-
delay-msec, total-delay-avg, 
total-delay-histogram, total-
delay-msec 
  
Throughput 
 total-passthru-bytes, total-
passthru-pkts, total-rx-
bytes, total-rx-pkts, total-
sameside-pkts, total-tx-
bytes, total-tx-pkts 
 
Response Time 
avg-round-trip-time, conn-
speed-hist,round-trip-time-
msecs 
  
Utilization 
total-trans, trans-bytes, trans-
bytes-avg 
 avg-bps, avg-pps, 
bytes, kbytes, peak-
bps, pkts 
Loss 
 rx-errors, rx-no-buffers, 
rx-pkts-dropped, tx-
errors, tx-pkts-dropped 
 
Table 2.7: Network metrics to be collected 
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The network attributes that were identified (Table 2.3) as well as the PacketShaper 
metrics (Tables 2.4-2.6) that were mapped onto the corresponding network attributes, 
are shown in Table 2.7. Bandwidth is not included in Table 2.7 since the NMMU 
South Campus only has one partition, namely ITS. This attribute was consequently 
eliminated from subsequent analysis. 
 
2.7 Conclusions 
 
Application services were defined as systems that allow many users to access 
information and work together while located remotely from each other. ITS was 
identified as the main application service on the NMMU South Campus network 
(Section 2.2). The logical network structure of the NMMU South Campus network 
was presented. This structure indicated the configuration of the network and how 
traffic for ITS is divided through the different VLANs (Section 2.3). 
 
The network attributes relevant to the NMMU South Campus network were identified 
as delay, throughput, response time, utilisation and loss. The network monitoring tool, 
PacketShaper, installed on the NMMU South Campus network, captures network 
metrics for each of these attributes (Table 2.7). All the network metrics collected by 
PacketShaper are numeric except for some histogram metrics that consist of vector 
data. 
 
The reporting facility in PacketShaper provides only simple bar charts, and also does 
not provide a facility to identify network usage patterns. This is regarded as a major 
shortcoming of PacketShaper. 
 
The components of typical data mining systems are discussed in the next chapter in 
order to identify the architecture and components of these systems.. 
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Chapter 3 – Data Mining and Visualisation 
 
3.1 Introduction 
 
This chapter provides an overview of typical data mining systems in order to identify 
the typical components of these systems. These components comprise data 
warehousing, data mining algorithms and visualisation of data mining results. An 
overview of data warehousing is discussed as well as the process of creating a data 
warehouse. Data mining and the different mining algorithms available are discussed. 
The algorithms to be included in the proposed model are discussed, together with the 
visualisation techniques to be used to visualise the data mining results. 
3.2 Data Mining Systems 
 
Data mining systems typically use three-tier architectures (Han and Kamber 2001). 
These three layers are (Figure 3.1): 
1. The bottom tier is the data warehouse server that is usually a relational 
database. Data from operational databases is typically collected using 
application programs called gateways, but this process can also be manual as 
information repositories are not always databases. 
2. The middle tier is the On-Line Analytical Processing (OLAP) server that is 
either implemented as a relational OLAP (ROLAP) model, an extended 
relational database that maps operations on multidimensional data; or a 
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multidimensional OLAP (MOLAP) model which is a special-purpose server 
that implements multidimensional data and operations. 
3. The top tier is the client that contains the tools required by the user to perform 
queries and obtain reports. 
 
 
Figure 3.1: Architecture of a typical data mining system (Han and Kamber 2001) 
 
 
This three-tier architecture allows users to interact with the data mining system using 
a graphical user interface which links with the underlying analytical server and data 
warehouse server that performs the algorithms and sends the results to the user to 
view. This architecture also allows for easy maintenance of the data mining system. 
 
 
Database Data 
warehouse
Knowledge 
Base 
Pattern Evaluation 
Database or data 
warehouse server
Graphical User Interface 
Data Mining Engine 
Data Cleaning 
Data Integration Filtering 
Bottom Tier 
Middle Tier 
Top Tier 
Pre-processing 
Data Mining
Visualisation
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Han and Kamber (2001) propose the architecture of a typical data mining systems to 
be that shown in Figure 3.1. This system is composed of the following six 
components: 
1. The database, data warehouse or other form of information repository that 
stores the information that is going to be used for the data mining process 
(Bottom Tier). 
2. The database or the data warehouse server that retrieves the information the 
user requires from the underlying information repository (Bottom Tier). 
3. The knowledge base, which includes concept hierarchies, which are used to 
guide the search for interestingness in the resulting patterns (Middle Tier). 
4. The data mining engine which consists of functional modules that are used for 
analysis (Middle Tier). 
5. A pattern evaluation module which interacts with the data mining modules to 
focus the search for finding interesting patterns (Middle Tier). 
6. A graphical user interface which will allow the user to interact with the data 
mining system (Top Tier). 
 
Three main processes occur in data mining systems, namely pre-processing, data 
mining and visualisation. Pre-processing includes various steps that take a single data 
source or multiple data sources and combine them into a single homogenous source 
that can be used in the data mining process. The data mining process consists of 
requesting information from the data warehouse server and then applying various data 
mining algorithms to the data. The results of the data mining algorithms are then 
presented to the user, either graphically or textually, to assist in the understanding of 
the results.  
 
A data mining system can be a stand-alone system with no coupling to a data 
warehouse, or it can be integrated with the data warehouse server (Lutu 2002). Stand-
alone data mining systems will require extra steps to extract, import and analyse the 
data (Thearling 2000). The data is fetched from the data warehouse server, algorithms 
are applied to them and the results are then stored in another file. These systems fail to 
use a data warehouse to their advantage as data warehouses tend to be well-organised 
and contain clean and integrated data (Lutu 2002). There are also tested algorithms 
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and structures that are implemented in a data warehouse which the data mining system 
can take advantage of. 
 
Data mining systems that are integrated with the data warehouse system have 
different levels of coupling (Lutu 2002). The levels of coupling can range from 
loosely coupled or tightly coupled. Three main levels of coupling exist: 
1. Loose coupling: the data mining system uses some facilities of the data 
warehouse, fetching data, applying algorithms to the data and then storing it 
either in a designated place in the data warehouse or in a file. 
2. Semi-tight coupling: the data mining system is not only linked to the data 
warehouse, but also makes use of some statistical measures, such as 
summation and frequency count. Semi-tight coupling also makes use of some 
data mining primitives in the data warehouse, such as aggregation and 
histograms. 
3. Tight-coupling: the data mining system is seamlessly integrated with the data 
warehouse, being a functional unit of the data warehouse. It facilitates the 
efficient implementation of the algorithms, increased performance and an 
integrated working environment. 
 
The best choice of data mining architecture for general data mining systems would be 
tight-coupling where the data warehouse and mining algorithms are tightly linked 
(Lutu 2002). Unfortunately this architecture is not always employed as loose or semi-
tight coupling can provide the same support. 
 
Each of the tiers of the architecture in Figure 3.1 is discussed in detail in this chapter. 
The creation of the data warehouse (Bottom Tier) is discussed in Section 3.3, the 
different data mining algorithms (Middle Tier) as applied to the PacketShaper data are 
discussed in Section 3.4, and the visualisations based on the results of the data mining 
algorithms (Top Tier), are discussed in Section 3.5. 
3.3 Data Warehousing 
 
The data identified in Table 2.7 will be used for knowledge discovery, but this data 
needs to be pre-processed before being used in pattern discovery. This data needs to 
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be stored in a single, central location called a data warehouse. The data warehouse 
forms part of the Bottom Tier shown in Figure 3.1. 
 
Data warehouses are subject-orientated, integrated, time-variant and non-volatile (Han 
and Kamber 2001). Data warehouses contain data from different sources, and this 
information can provide a historical perspective of network usage.  
 
The pre-processing stage is necessary as data from operational databases are usually 
inconsistent, incomplete and noisy (Bao 2003). Data pre-processing consists of the 
following four steps: 
1. Data identification; 
2. Data cleaning; 
3. Data integration and transformation; and 
4. Data reduction. 
 
Data identification was used for the selection of PacketShaper variables to be used in 
this research (Table 2.7). Once the PacketShaper data was identified, the data was 
cleaned by extracting selected metrics collected by PacketShaper and storing that 
data.  
 
The data needs to integrated and transformed into a suitable form. The data is 
gathered from one source, but stored in multiple log files. This data needs to be 
integrated into one coherent data store. Data transformation will take the integrated 
data and convert it into a form that allows easy application of the selected data mining 
algorithms. 
 
The concept of data modelling is used to integrate the data. This data modelling 
process specifies the requirements for the system and the structure of the data 
(Adiwijaya 1998). The data warehouse will make use of a multidimensional data 
model which conceptualises the process to be modelled into a set of measures that 
allows the data to be summarised or re-arranged to allow data analysis.  
 
The basic components of a multidimensional model are fact tables, dimensions, and 
attributes. Fact tables refer to the actual data that is being measured. This data is the 
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network metrics that are collected by PacketShaper. The data in the fact tables have a 
certain granularity. In the case of the PacketShaper data, the granularity that will be 
used is per hour (Section 2.5.1) as this should provide more meaningful results than 
data collected per second. The dimensions define how the data in the fact tables are to 
be aggregated. The attributes provide a description about each dimension (Adiwijaya 
1998). 
 
Two approaches to model the dimensions and attributes are considered for this 
multidimensional model: 
1. A snowflake schema, and  
2. A fact constellation schema.  
 
Snowflake schemas allow facts to be represented in a single table, but the dimensions 
that form part of the schema are split into multiple tables, normalising the data. This 
allows concept hierarchies to be explicitly maintained. The relationship between the 
main fact table and the dimensions in this schema is a many-to-one relationship. This 
technique saves space within the database, but it provides an increase in the number of 
dimension tables and the joins on foreign keys between these dimensions. This results 
in more complex queries and reduced query performance (Datawarehousing.com 
2003). 
 
Fact constellations make use of multiple fact tables. This allows the separation of 
detail and the aggregated values. A fact constellation can have its dimensions 
normalised, but is not always required to do so. There are some disadvantages to this 
technique. Firstly, this schema has a more complicated design as there are many fact 
tables, and they all share some dimension tables (Pokorny and Sokolowsky 1999) and 
the dimension tables are still large. Secondly, for a data warehouse with a high 
cardinality, numerous fact tables must be created (Pokorny and Sokolowsky 1999). 
Another disadvantage is that sometimes a simple query must be modularised before it 
can be executed (Adiwijaya 1998). 
 
A snowflake schema was chosen to model the application services data. This decision 
was based on the characteristics of the PacketShaper data, the grouping of the network 
metrics as shown in Section 2.5 and Table 2.7, and the properties of the schema. 
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3.4 Data Mining 
 
Data mining forms part of the Middle Tier in Figure 3.1 and is commonly defined as 
extracting hidden information, or knowledge mining from large amounts of data from 
the data warehouse (Thearling 2000; Han and Kamber 2001). Data mining tools allow 
network administrators to make more knowledge-driven choices. They can answer 
questions and uncover unknown trends that usually would take too long to resolve. A 
naïve search through large databases would not always provide interesting 
information as unexpected results could be hidden within the data. 
 
Data mining is an interdisciplinary field and represents a convergence of a group of 
disciplines as shown in Figure 3.2 (Han and Kamber 2001). It includes database 
systems, statistics and other disciplines. Depending on the data mining approach used, 
the techniques from these disciplines will be applied. These techniques can include 
fuzzy logic, neural networks or nearest neighbour algorithms. Data mining also 
depends on what type of data is going to be mined (Crawford and Crawford 1996; 
Kim et al. 2003; Lee et al. 1999).   
 
There are a large variety of data mining systems that use these different techniques. 
(Han and Kamber 2001). These data mining systems can be categorised by: 
• The kinds of databases mined; 
• The kinds of knowledge mined; 
• The kinds of techniques used; and 
• The applications adapted. 
 
The objective of data mining is to identify valid, novel and understandable patterns in 
existing data (Chung and Gray 1999). Data mining can proceed from the bottom up or 
the top down. Bottom up data mining explores the raw facts to find connections 
between the data. Top down data mining searches the data to test hypotheses. Bottom 
up data mining tries to find hypotheses in the data and then tests these hypotheses. 
This approach differs from top down as in the latter approach hypotheses are first 
proposed and then attempted to be proven. 
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Figure 3.2: Data mining as a convergence of multiple disciplines (Han and Kamber 2001) 
 
 
The knowledge discovery and data mining process (KDD) is shown in Figure 3.3. 
There are several logical steps to be followed when creating a data mining system. 
These steps are iterative and the process can move backwards whenever needed.  
 
These steps include (Chung and Gray 1999; Bao 2003): 
1. Pre-processing the data (Section 3.3). 
2. Data Mining: Choose the data mining task. This includes classification, 
association and clustering (Section 3.4). 
3. Choose the data mining algorithm (Section 3.4). 
4. Search for patterns of interest (Section 3.4). 
5. Interpret and evaluate the pattern mined. If the pattern is not what is wanted or is 
not useful, iterate steps 1 to 4 again (Section 3.4). 
6. Consolidate the knowledge that has been discovered and visualise the results to 
allow users to understand the results of the data mining process (Section 3.5). 
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Figure 3.3: Tasks in the KDD process (adapted from Bao 2003) 
 
The main focus of this section is on the selection of data mining algorithms which 
involves Steps 2 and 3 in Figure 3.3. Data mining algorithms are based on two kinds 
of learning: either supervised or unsupervised. Supervised learning algorithms are 
usually used to predict values. Unsupervised learning algorithms are used to find 
relations or affinities in data but no class or labels are assigned a priori (ORACLE 
2002).  
 
Data mining algorithms can be divided into the following categories (Figure 3.4): 
• Classification (supervised); 
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• Clustering (unsupervised); and 
• Association Rules (unsupervised). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4: Categorisation of Data Mining Algorithms 
 
The categorisation of the data mining techniques and algorithms is shown in Figure 
3.4. For each of the data mining categories (classification, clustering and association 
rules), several algorithms exist. Clustering can be further broken down into different 
types of clustering methods, such as partitioning, hierarchical, density-based and grid-
based. The selection of data mining algorithm is dependent on the data stored in the 
data warehouse and what needs to be done on the data. The incorrect choice of 
algorithm could lead to rules or patterns being discovered that are of no consequence 
or interest to users or important patterns being missed. 
 
The data collected by PacketShaper to be used for this research, was identified as 
being numeric in Section 2.6. Only data mining algorithms that work with numeric 
data will therefore be considered for the data mining process. 
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3.4.1 Comparison of Algorithms 
 
The strengths and weaknesses of various data mining algorithms that use numeric data 
are discussed in the following sections. A brief overview is provided for the different 
categories of data mining algorithms, namely classification, clustering and 
association rules (Figure 3.4). As a consequence of the discussion, a decision is made 
regarding which algorithms will be most appropriate for this research. 
3.4.1.1 Classification Algorithms 
 
The purpose of classification is to find relationships in the data and how different 
combinations of variables affect each other. Classification tries to predict the value of 
an attribute using other available attributes (Sasisekharan et al. 1996). For example, 
for PacketShaper data, classification can be used to calculate the value of Total Delay 
Avg based on the known values of Server Delay Avg and Avg Round Trip Time. 
 
Classification is a two-step process (Han and Kamber 2001). The first step, called the 
learning step, creates a model to describe a pre-determined set of data classes or 
concepts. Data tuples, described by attributes and class labels, are analysed to build a 
model which is called the training set. This step is the reason for classification being 
characterised as supervised learning. In the second step, the model is used for 
classification. The accuracy of the model is estimated, and based on this accuracy the 
model can be considered acceptable to classify future data tuples.  
 
Table 3.1 lists various classification algorithms with the advantages and disadvantages 
of each. These classification algorithms can work well with numeric data, perform 
quickly and provide easy to understand results. To decide which algorithm will be 
used for classification, the advantages and disadvantages of each algorithm are 
considered to make the best selection.  
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Classification Algorithms 
Algorithm Advantage Disadvantage 
Decision Trees 
Able to generate understandable 
rules (Bao 2003). 
Perform classification without 
requiring much computation. 
Handles both continuous and 
categorical variables (Bao 2003). 
Provide clear indication of 
which fields are most important 
for prediction and classification 
(Brooks 1997). 
Easy to generate rules. 
Reduces problem complexities 
(Wang and Bai 2003). 
 
Error-prone with too many 
classes (Bao 2003). 
Computationally expensive to 
run. Requires training time. 
Trouble with non-rectangular 
regions (Brooks 1997). 
If a mistake is made at higher 
level, all lower levels are 
incorrect. 
May suffer from overfitting 
(Wang and Bai 2003). 
Does not easily handle non-
numeric data 
Naïve Bayesian 
Works well on numeric data. 
Easy to implement and compute 
(Wang and Bai 2003) 
Performs very poorly when 
features are highly correlated. 
Dependencies exist among 
variables. 
Computationally expensive in 
some instances. 
K-Nearest 
Neighbour 
Good for discovering clusters. 
Can utilise an entire data source 
rather than require sampling for 
training (Brooks 1997). 
Effective. 
Non-parametric (Wang and Bai 
2003). 
No optimisation or training 
required. 
Information never lost because 
the training examples are stored 
explicitly (Wagacha 2003). 
Requires large amounts of 
memory. 
May be overly sensitive to 
closely matching records 
(Brooks 1997). 
Classification time is long. 
Difficult to find optimal value 
of k (Wang and Bai 2003).  
 
Rule-based analysis 
Good for data that is “complete” 
with data relationships that can 
be modelled using if-then rules 
or decision trees. 
Rules are readable (Brooks 
1997) 
Large numbers of rules are 
difficult to understand. 
Data may not have strong 
rule-based relationships. 
Table 3.1: Classification Algorithms 
 
When applied to the numeric data collected by PacketShaper (Table 2.7), Naïve 
Bayesian seems to be the best algorithm based on the fact that it works well with 
numeric data. Naïve Bayesian, unfortunately, also requires human expert knowledge 
to assist in the selection of variables to be included in computation. When machine 
learning is used to construct a Bayesian network, inference on the part of the 
algorithm occurs which can be problematic (Witten and Frank 2005). Naïve Bayesian 
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also uses the whole data set for each step which can increase computational time. The 
results for Naïve Bayesian are in a formulaic form, which can be difficult to interpret. 
In terms of the PacketShaper metrics, some of the metrics depend on each other, for 
example Total Delay Avg depends on Network Delay Avg and Server Delay Avg. 
Naïve Bayesian may therefore not be the most suitable algorithm for the PacketShaper 
data. 
 
The decision tree algorithm uses a divide-and-conquer method which results in 
smaller segments of the data set being used at each step in the algorithm, which can 
decrease computational time. The divide-and-conquer method also produces a more 
natural style of representation, namely a decision tree (Witten and Frank 2005). The 
decision tree would therefore be the most suitable algorithm for the PacketShaper 
data. 
3.4.1.2 Association Rules 
 
Association rule mining is used to find interesting associations or correlation 
relationships within large sets of data results (ORACLE 2002). A typical example of 
association rule mining is market basket analysis. Analysis is conducted on customers 
buying habits to discover associations between the items that are placed in a 
“shopping basket” (Bao 2003). The results of the correlation algorithm could indicate 
what level of association exists between different network attributes such as Delay 
and Throughput.   
 
The main problem of mining association rules is generating all the rules that have the 
support and confidence greater than the user-specified minimum support and 
confidence respectively.  
 
Association rule mining can be formally defined as follows:  
Let I = {i1,i2,…,in} be a set of data tuples. Let D be a set of transactions where 
each transaction T is a set of data tuples such that T ⊆  I. Each transaction is 
associated with an identifier TID. An association rule is an implication of the 
form X ⇒  Y, where X ⊂  I and Y ⊂  I, and X ∩ Y =φ . The rule has support s, 
where s is the percentage of transactions in D that contain both X and Y. The 
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rule has confidence c in D, if c is the percentage of transactions in D 
containing X that also contains Y.  
 
Association rule mining is a two-step process (Han and Kamber 2001). The first step 
is to find all frequent itemsets. Itemsets are defined as the association of attribute 
values in the transactions, with the “frequency” being the count of these attribute 
values. These itemsets will occur at least as frequently as the pre-determined 
minimum support count. The second step is to generate strong association rules from 
the frequent itemsets. These rules must satisfy both the minimum support, s and the 
minimum confidence, c.  
 
Table 3.2 lists several association rule algorithms, each with its advantages and 
disadvantages. 
 
Association Rules 
Algorithm Advantage Disadvantage 
Apriori 
Clear and understandable results. 
Uses large itemset property. 
Easily parallelised. 
Easy to implement. (Han and Kamber 
2001). 
Assumes translation database is 
memory resident. 
Requires up to m database scans. 
It discounts rare items. 
It is difficult to determine the right 
number of items (Bao 2003). 
It requires exponentially more 
computational effort as the problem 
grows in size. 
Correlation 
Correlation coefficient is easy to 
interpret. 
Samples the whole database or subsets 
Easy to implement. 
Computationally very simple (Bao 
2003). 
Depending on size of data set, can 
take a long time to perform. 
Table 3.2: Association Algorithms 
 
For association rules, there are two main algorithms, namely Apriori and correlation. 
Apriori makes use of support and confidence levels to increase or decrease the amount 
of rules generated. Apriori is also useful when a new variable is introduced into a 
dataset as it is easy to predict how a combination of variables will affect the new 
variable. Apriori also creates easy to understand IF-THEN rules.  
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Apriori has its disadvantages. The main disadvantage is that Apriori does not suit 
certain types of data. In the case of the data collected by PacketShaper, Apriori does 
not provide a means to make comparisons between the different network metrics. The 
main advantage of Apriori is that if you add new variables, the algorithm could make 
predictions based on previous association models. The main reason why Apriori was 
discarded was due to all the log file entries containing the same network metrics.  
 
Correlation is simple to implement and easy to understand if a set of standard 
correlation coefficient guidelines is used. Correlation was therefore considered as the 
best alternative for association rule mining. The advantages of correlation are that it 
can utilise either the entire data source or part of it and it works well with the numeric 
data of PacketShaper. 
3.4.1.3 Clustering Algorithms 
 
Clustering is the process of grouping objects that are similar to each other together 
and dissimilar from objects in other clusters (Thearling 2002). This process of 
grouping objects is very useful when exploring data and can group objects even if no 
natural groupings are apparent in the data (ORACLE 2002). Clusters are treated 
collectively as one group and give a high level view of what is happening in a data 
warehouse. For example, the application of a clustering algorithm to the network 
metrics Network Delay and Server Delay could indicate how many data values are 
similar to each other. 
 
The outcome of clustering is different from other predictive models as it is not guided 
by a known result, indicating that clustering is a form of unsupervised learning. This 
unsupervised process allows users to discover distribution patterns and correlations 
among data. 
 
The typical requirements for clustering in data mining include (Han and Kamber 
2001): scalability, discovery of clusters with arbitrary shapes, high dimensionality and 
minimal requirements for domain knowledge to determine input parameters. Table 3.3 
lists the various clustering algorithms, each with their advantages and disadvantages.  
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Clustering Algorithms 
Algorithm Advantage Disadvantage 
Cluster Detection 
Is an unsupervised knowledge 
discovery process (Bao 2003). 
Works well with categorical, 
numeric and textual data. 
Easy to apply (Brooks 1997). 
It can be difficult to choose 
the right distance measures 
and weights. 
Sensitivity to initial 
parameters (Bao 2003). 
It can be hard to interpret the 
resulting clusters. 
K-Means (Partitioning) 
Relatively scalable  
Good for discovering clusters 
No optimisation or training 
required. 
Can utilise entire data source 
rather than require sampling 
for training (Brooks 1997) 
Applicable only when mean 
is defined.  
Need to specify k, the 
number of clusters, in 
advance. 
Unable to handle noisy data 
and outliers.  
K-Nearest Neighbour 
This method has the same advantages and disadvantages as 
found in Classification Algorithms. But as can be seen, it also 
falls under clustering methods.  
BIRCH (Balanced 
Iterative Reducing and 
Clustering using 
Hierarchies) 
Stores data in a triple (n, LS, 
SS). 
Requires only one scan of the 
database. 
O(n) complexity 
Sensitivity to order of data 
DBSCAN( Density 
Based Spatial Clustering 
of Application with 
Noise) 
Discover arbitrary shaped 
clusters. 
Is not sensitive to data order 
(Tran 2004). 
Requires user input as radius 
of neighbourhood. 
 
Table 3.3: Clustering Algorithms 
 
 
K-Means is an easy to implement and easy to use algorithm. The output of K-Means 
is also simple enough for users to understand; for example, the algorithm can provide 
an output of a cluster median and the count of data records that fall within that cluster. 
For example, the K-Means algorithm could be used to cluster of the network metrics 
Network Delay and Server Delay. The outcome of the K-Means algorithm would 
group delay values that are similar in both network metrics. 
3.4.2 Algorithm Selection 
 
Selecting the algorithms that will be applied to the PacketShaper data in the data 
warehouse depends on certain factors. As this research is mainly exploratory, the 
hypotheses are not known and therefore cannot be tested. Therefore the top-down 
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approach is ruled out. Thus, only the bottom-up approach is left, allowing an 
exploration of the data to find patterns and trends. All of the algorithms discussed in 
Section 3.4.2 are bottom-up algorithms. 
 
The choice of algorithm also depends on the advantages and disadvantages of each 
algorithm with respect to the PacketShaper data. As can be seen in Tables 3.1-3.3, 
there are several algorithms, each falling in one of three categories, namely 
classification, clustering and association rules. Each of the algorithms in these 
categories has its strengths and weaknesses.   
 
One algorithm from each of these categories will be chosen for inclusion in the 
proposed model. Based on the advantages and disadvantages of each algorithm and 
the characteristics of the application services data collected by PacketShaper (Table 
2.7), the following three algorithms were chosen: 
1. Decision trees (classification), 
2. Correlation (association rules), and  
3. K-Means (clustering). 
 
The next section provides detailed information about each of the three selected data 
mining algorithms. 
3.4.2.1 Decision Trees 
 
A decision tree is a flow-chart like structure classification model that can be viewed 
like a tree (Thearling, Becker, DeCoste, Mawby, Pilote and Sommerfield 2001). A divide-
and-conquer approach to the problem of learning from a set of independent data tuples 
leads to the representation of decision trees (Witten and Frank 2005). In the tree, each 
internal node represents a test on a specific attribute, each branch represents the 
outcome of the test and the leaf nodes represent classes or class distributions (Han and 
Kamber 2001). In order to classify an unknown sample, the attribute values are tested 
against the tree, tracing a path from root to leaf node that holds the classification.  
 
The decision tree algorithm is a well established algorithm and examples can be found 
by Han and Kamber (2001), Quinlan (1993) and Raphael (2004). These decision tree 
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algorithms allow for variations to suit the type of data to be used in the classification 
of the data. These three algorithms all use the concepts of entropy and information 
gain to split the data. The higher the information gain for a specific attribute, the 
better the results of the algorithm. 
 
An example of a typical decision tree using PacketShaper data is shown in Figure 3.5. 
Rectangles represent internal (non-leaf) nodes. These internal nodes represent a test 
on an attribute and each branch is an “answer” to the test. Each leaf node, represented 
by an oval, represents a class which leads to a decision being made and in turn, a 
classification. Each leaf can contain a value to indicate the outcome of the result using 
colour. A user is then able to derive rules from the decision trees which are in the 
form of IF-THEN rules.  
 
For example, IF Network Delay > 80 AND Avg bps < 1 THEN Total Delay Avg = 
High, where High is indicated by a user defined threshold. The value “N=14” 
indicates the number of data records that fall into the High category and indicates the 
frequency with which problems occurred on the network. 
 
 
Figure 3.5: An example of a decision tree for PacketShaper data 
 
There is, however, a problem with decision trees. The size of the tree can become 
large and contain many branches that reflect anomalies in the training data due to 
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noise, outliers or missing values. Tree pruning is used to prevent over fitting of data 
into the tree (Witten and Frank 2005). The decision tree can be fully constructed and 
pruned afterwards (post-pruning) or the tree can be pruned as the tree is constructed 
(pre-pruning).  
 
Pre-pruning is the process whereby the tree is pruned by halting its construction early. 
This option seems attractive as there will be less work to do later, but when to make 
this decision is the problem. Important frequent classes could be lost when a specific 
branch is halted during construction. Post-pruning has advantages over pre-pruning. 
An advantage of post-pruning is that the user is able to see what information is lost 
when the tree is pruned. In pre-pruning the tree is pruned as it is displayed, and as a 
result, the user only sees the final tree and not the original tree. Situations can occur 
when two attributes individually have nothing to offer but when combined are a 
powerful predictor. 
 
A form of decision trees is the algorithm C4.5 which uses training samples to estimate 
the accuracy of each rule (Quinlan 1993). C4.5 employs a pessimistic estimate to 
compensate for bias in rule accuracy. If the rule does not fall within a certain 
threshold, it will be removed from the tree and as such the rule will also be removed 
(post-pruning). For each class, the rules that are found for a particular class may be 
ranked according to their estimated accuracy. 
 
Decision trees tend to automate the entire process of hypothesis generation and then 
validate the hypotheses more completely and in a more integrated way than any other 
data mining algorithm (Thearling 2002). The decision tree algorithm works well with 
handling raw data with little or no pre-processing, and is therefore highly suitable for 
PacketShaper data. 
3.4.2.2 Correlation 
 
The purpose of correlation is to indicate the strength of the relationship between two 
random variables (Hill and Lewicki 2005), where the relationship can be either 
positive or negative. The most common formula used to calculate correlation is the 
Pearson correlation coefficient.  
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The Pearson correlation coefficient is calculated as follows (Trochim 2002): 
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Where: 
  N = number of data items score 
∑ xy   = sum of the products of the data items scores 
∑ x   = sum of the x items 
∑ y  = sum of the y items 
∑ 2x  = sum of the squared x items 
∑ 2y  = sum of the squared y items 
 
The value of the correlation coefficient, r, is used to calculate the gradient of the 
regression line. The regression line is used to indicate the type of correlation between 
the two attributes, that is, if it is a positive or a negative correlation. Figure 3.6 shows 
an example of correlating Delay and Throughput using the PacketShaper data. 
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Figure 3.6: An example of Correlation for PacketShaper data 
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All the data pairs from the PacketShaper data are plotted on the graph with the green 
line indicating the correlation between the two network attributes. The steeper the 
gradient of the line is, the greater the correlation between the attributes. The 
correlation of Figure 3.6 indicates a positive correlation where any change in the 
Delay results in a change in the Throughput. 
3.4.2.3 K-Means Clustering 
 
The K-Means clustering algorithm can be represented by the following rule: to 
classify an unknown pattern, choose the class of the nearest example in the training 
set as measured by a distance metric (Wagacha 2003). If there is a certain space that 
has a defined distance measure, for example the Euclidean distance, the K-Means 
density estimator can be used to estimate the confidence of the sample under 
consideration. The K-Means algorithm makes an assumption that all instances in the 
data corresponds to a point in the n-dimensional space Rn. 
 
The K-Means classifiers learn by analogy and make use of training samples (Han and 
Kamber 2001). These samples are described by n-dimensional numeric attributes, 
with each sample representing a point in space. This allows all the training samples to 
be stored in an n-dimensional pattern space. When an unknown sample is supplied to 
the training set, the K-Means classifier will search the sample pattern space for the k 
training samples that are closest to the unknown sample. This training sample is 
known as the “k” nearest neighbours. “Closeness” between the samples is defined as 
the Euclidean distance, d(X,Y) between two points, X = (x1, x2, …,xn) and Y = (y1, y2, 
…, yn), as follows 
 
∑
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The unknown sample is then assigned the most common class among its k nearest 
neighbours. When the value of k = 1, the unknown sample is then assigned to the 
class of the training sample that is closest to it in the pattern space. An example of the 
K-Means algorithm is provided by Somaiya (2003). 
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Figure 3.7: An example of K-Means Clustering for PacketShaper data 
 
Figure 3.7 shows an example of K-Means clustering for PacketShaper data. In this 
instance, there were 408 records shown in five different clusters. The clustering is in 
terms of Network Delay and Server Delay (the X and Y axes). The algorithm takes the 
408 records, identifies five initial cluster medians and using the distance function 
described above, calculates into which cluster each of the 408 records falls.  
 
This process continues until the cluster median does not change. As seen in Figure 
3.7, the five clusters are: 
1. Cluster median (10,15), N = 200; 
2. Cluster median (20,50), N = 132; 
3. Cluster median (30,25), N = 51; 
4. Cluster median (30,100), N = 10; and 
5. Cluster median (50,25), N = 15. 
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As discussed in this section, K-Means works well with numerical data. The K-Means 
algorithm therefore seems to be appropriate to the PacketShaper data and can provide 
output that groups similar network metrics values into different clusters.  
3.5 Visual Data Mining  
 
Visual data mining can be used to discover implicit and useful knowledge from large 
data sets (Han and Kamber 2001). Visual data mining is a combination of the results 
of data mining algorithms and data visualisation techniques. The integration of data 
mining and data visualisation can be done in different ways, namely: 
• Data visualisation – data in a data warehouse is viewed at different levels of 
granularity, or different combinations of attributes or dimensions.  
• Data mining results visualisation – presentation of results from data mining in 
a visual form, including scatter plots, decision trees, amongst others.  
• Data mining process visualisation – visual representation of the data mining 
process, showing the user each step as it occurs.  
• Interactive visual data mining – users interact with the process and make 
informed data mining decisions. 
 
Data visualisation enables the user to easily interpret the data (Thearling et al. 2001). 
Data mining extracts information from a data warehouse and creates results that are 
not always easy to interpret. A graphical user interface should be in place to assist the 
user in communicating with the data mining system and understanding the results 
(Han and Kamber 2001). The users’ requirements need to be understood and the user 
interface (UI) designed to allow easy interaction and understanding of the results of 
the data mining algorithms. 
 
Visual data mining should allow a user to run a query on the data, and based on the 
results, the query can be refined or the results can be used as is. Visual techniques 
should also be in place to show the results of a particular query in a graphical format. 
This visual data mining will help with the understanding of the results. Visual data 
mining allows humans to recognise patterns in the data (Kort 2004). This visual 
approach must be used to assist the user in being able to understand the result of a 
particular data mining query.  
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There are many novel and sophisticated visualisation techniques available for use in 
visual data mining (Margescu, Rajanen and Back. 2004; Plaisant 2004). The challenge 
in visualising the results of data mining is to find a visual metaphor that will help the 
user understand the results as well as enable the user to interact with the visualisation 
to gain a better understanding of the results (Kosara, Hauser and Gresh 2003). 
 
Visual data mining can belong to one of the following two groups (Ankerst 2003): 
1. Representing patterns as a result of data mining, and 
2. Integration of visualisation and interaction where intermediate steps can allow 
the user to focus the search on the mining process. 
 
Algorithms Output Visualisation Techniques 
Decision Trees 
(Classification) 
Trees 
(IF-THEN 
Rules) 
• 2D Decision Trees (Nguyen et al. 2000; Barlow 
and Neville 2001b; Kosara et al. 2003; Borgelt 
2004; Paul et al. 2004) 
• Treemaps (Barlow and Neville 2001b; Neto et al. 
2004) 
• Perception Based Classification (PBC) (Ankerst 
2003) 
Correlation 
(Association) 
Correlation 
Coefficients 
• Scatterplots (StatSoft Inc 2003; Kosara et al. 2003; 
Kosara et al. 2004; Piringer et al. 2004) 
K-Means 
(Clustering) 
Clusters 
Scatter Plots 
• 2D Cluster Map (Autonomy 2004; Paul et al. 2004) 
• Bubble charts (Davidson 2002; Binkley and 
Harman 2004; Smeulders and Heijs 2005) 
Table 3.4: Visualisation Techniques used for Data Mining Algorithms 
 
The three algorithms, the type of data produced by the algorithms, and the 
visualisation techniques typically used to represent the results, are shown in Table 3.4. 
These visualisation techniques will now be discussed in more detail. 
3.5.1 Decision Tree Visualisation Techniques 
 
This section will discuss the various visualisation techniques used to present the 
results of decision trees. These visualisation techniques include 2D decision trees, 
dependency networks and perception based classification (PBC). 
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3.5.1.1 2D Decision Trees 
 
The most common visual representation of decision trees is the 2D tree (Nguyen et al. 
2000; Barlow and Neville 2001a, 2001b). A decision tree is a flow chart like 
classification model in the form of a tree (Section 3.4.1.1). Each internal node 
represents a test on a specific attribute, each branch represents the outcome of the test 
and the leaf nodes represent classes or class distributions. 
 
In research conducted by Barlow and Neville (2001b), four different 2D decision tree 
layouts were compared to determine which layout would best display decision trees. 
The four layouts were (Figure 3.8) 
1. Organisation Charts, 
2. Tree Rings, 
3. Icicle Plots, and  
4. Treemaps. 
 
Organisation charts are the most common 2D techniques used to display decision 
trees. Tree ring displays the topology of the tree and node size. The icicle plot is 
similar to the tree ring in displaying the node size, but differs as it contains empty 
spaces. A treemap also displays the tree topology and node size. 
 
 
Figure 3.8: Different views of same tree 
 
Barlow and Neville’s (2001b) research showed that organisation charts were easier to 
interpret and allowed the user to understand the results of the algorithm easier. 
Organisation charts can grow to be large, but if the number of attributes to be used in 
the decision tree is limited to a small number, then an organisation chart is the best 
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visualisation technique to use. An organisation chart with n attributes does not exceed 
n-1 levels. This is because once an attribute has been used, it is not used in its 
descendant nodes (Han and Kamber, 2001). 
 
 
Figure 3.9: Microsoft SQL Server 2005 Decision Tree (Paul et al. 2004) 
 
Screenshots of two different organisation chart implementations are shown in Figures 
3.9 and 3.10. Different colours are used in both examples, and this assists users in 
understanding differences between certain nodes and the information provided by 
each tree. 
 
A screenshot from Microsoft SQL Server 2005 (Microsoft 2005) is shown in Figure 
3.9, and three pieces of information are displayed for each node (Paul, MacLennan, 
Tang and Overson 2004). These are: 
1. The condition that allows that node to be reached from the preceding node. The 
condition is the phrase in the node, for example, the conditions shown in Figure 
3.9 are “Number of Children at Home > 3” and “Region = North America.” 
Region 
= “North America” 
Number of Children at Home 
> 3 
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2. A histogram describing the distribution of states in order of popularity. The 
histogram is indicated with a bar and colour is used to denote to indicate the 
distribution of states in the data warehouse (Figure 3.9) ; and 
3. The concentration of cases which is indicated by the colour of the node.  
 
 
Figure 3.10: DTView Decision Tree (Borgelt 2004) 
 
Each node in the DTView decision tree (Borgelt 2004) consists of four pieces of 
information (Figure 3.10). At the root, the first field is the target attribute; the second 
is the fraction of the data set which the attribute represents. The third field is the class 
distribution and indicates what portion of the data warehouse satisfies the test 
attribute, and the last field is the test attribute. For the inner nodes, the first field 
contains the corresponding value for the test attribute of the preceding node. The last 
three fields contain the same information as the root. For the leaves of the decision 
tree, the first three fields are the same as for the inner nodes, but the fourth field 
contains the predicted class. 
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3.5.1.2 Treemaps 
 
Another popular visualisation technique for decision trees is a treemap (Nguyen, Bao 
and Shimodaira 2000). A treemap is a visualisation that makes use of 100% of the 
display space available (Nguyen et al. 2000; Barlow and Neville 2001b) and maps 
hierarchies into rectangular regions using space-filling methods (Neto, Cruz and 
Santana. 2004). A treemap is used to display the tree topology as well as the node 
size. A decision tree from a program called TreeMiner (Neto et al. 2004) is shown in 
Figure 3.11. 
 
 
Figure 3.11: A treemap from TreeMiner (Neto et al. 2004) 
 
A hierarchical view of a decision tree is shown in Figure 3.11 and utilises the entire 
display region. Rectangle size is used to indicate the node size with all its children 
incorporated within its borders. An advantage of using treemaps is that less visual 
space is spent on reorganising the nodes (Neto et al. 2004). A disadvantage of 
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treemaps is that they tend to obscure parts of the hierarchy and can make it difficult to 
focus on certain aspects of the visualisation without losing context (Nguyen et al. 
2000). 
3.5.1.3 Perception Based Classification (PBC) 
 
Visual classification allows the construction of decision trees to involve users and 
their perceptions, increase understanding of the data and domain knowledge transfer 
(Ankerst et al. 1999). A Perception Based Classification system (PBC) is initialised 
with a decision tree which represents the whole training data set. The data set is then 
trained and mapped to attributes, and each entry in the attribute list is represented as a 
pixel. 
 
A screenshot of the PBC system is shown in Figure 3.12 where the pixel-oriented 
technique is used to map attributes to horizontal bars. Two concepts are used: one 
visualises different attributes in different areas of the screen; and different classes are 
represented using different colours. 
 
 
Figure 3.12: Screenshot of the PBC System (Ankerst 2003) 
 
3.5.2 Correlation Visualisation Techniques 
 
Association rules are used to find interesting associations or correlations between 
network metrics within large sets of data results. The most popular approach to 
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viewing correlation is the use of scatterplots as these can be used to visualise the 
relationship between two or more attributes (StatSoft Inc 2003). The data entries are 
plotted on the graph to indicate all the transactions that took place for the identified 
attributes. A regression line is drawn through these points, with the gradient of the 
line determined by the correlation coefficient. This regression line indicates whether 
there is a positive or negative correlation between the attributes being compared.  
 
Scatterplots are used to display all data points in a data set. The position depends on 
the dimensions that are being used in the algorithm (Kosara et al. 2004). 2D 
scatterplots are well known visualisation methods for unstructured data. Scatterplots 
are also very useful as they provide an overview of the data and users can easily see 
clusters forming (Kosara et al. 2003). Scatterplots are very easy to implement. Most 
scatterplots are 2D, but 3D scatterplots are also available.  
 
 
Figure 3.13: 2D and 3D combined view of scatterplots (Piringer et al. 2004) 
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A combined view of 2D and 3D scatterplots is shown in Figure 3.13. When 3D 
scatterplots are used, it is problematic to view all the points and the user can lose 
perspective of the correlations (Piringer et al. 2004). 
 
One technique to overcome this occlusion is the use of volume rendering, also known 
as voxelisation (Kosara et al. 2004).  The use of volume rendering makes use of 
binning where each voxel represents one bin and a colour is assigned to that bin. 
Figure 3.14 shows an example of voxelisation. As can be seen, the correlation of the 
data in Figure 3.14 can be easily seen as a result of using voxelisation. 
 
 
Figure 3.14: 3D Scatterplot utilising voxelisation (Kosara et al. 2004) 
 
3.5.3 K-Means Visualisation Techniques 
 
Clustering is the process of grouping objects that are similar to each other together 
and is useful when exploring data. There are a variety of ways of displaying the 
results. These include 2D cluster maps and bubble charts.  
3.5.3.1 2D Cluster Maps 
 
To identify conceptual similarities and differences between clusters, a 2D cluster map 
can be used (Autonomy 2004). The 2D cluster map is designed to provide the user 
with a single overview of the clusters that can be found within the data when a 
clustering algorithm is applied. Clusters with a high degree of similarity are close 
together while dissimilar clusters are situated further apart. An example of a 2D 
cluster map is shown in Figure 3.15. The landscape is created as a result of the 
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relationships between the different clusters. Colour is also used to assist users with the 
green squares showing the median of similar clusters. 
 
 
Figure 3.15: 2D Cluster Map (Autonomy 2004) 
 
 
Figure 3.16: SQL Server 2005 2D Cluster Map (Paul et al. 2004) 
 
A 2D cluster map implemented using Microsoft SQL Server 2005 (Microsoft 2005) is 
shown in Figure 3.16. SQL Server also makes use of colour, with the node colour 
representing the density of all items in the cluster (Paul et al. 2004). The darker the 
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node, the more itemsets it contains. The colour can also be changed to indicate the 
attribute and the state of the cluster. 
 
Once the clusters have been identified, a user is able to drill down on each node to 
view the profiles of each cluster. These profiles contain all the information for each 
cluster, including all the items that comprise the cluster. Extensive use of colour is 
made to assist the user in understanding the results of the clustering. 
3.5.3.2 Bubble Charts 
 
Bubble charts usually take two variables; these include a cluster median which is used 
to plot the cluster on a graph, and a bubble size (Binkley and Harman 2004; 
Smeulders and Heijs 2005). This bubble size relates to the volume of clusters that are 
similar to each other; the larger the number of data pairs within a cluster, the larger 
the bubble. 
 
 
Figure 3.17: 2D Bubble Chart (Binkley and Harman 2004) 
 
The use of a bubble chart makes the identification of clusters very easy, as shown in 
Figure 3.17. The user is able to easily differentiate between the different clusters and 
identify outliers. The 3D bubble chart in Figure 3.18 also allows a user to differentiate 
between clusters by looking at the different bubbles. 
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Figure 3.18: 3D Bubble Chart (Davidson 2002) 
 
3.5.4 Visualisation Techniques to be implemented 
 
Three visualisation techniques were identified for each of the data mining algorithms 
chosen in Section 3.4.2. Table 3.5 shows the mapping of data mining algorithms to 
respective visualisation techniques.  
 
Data Mining Algorithm Visualisation Technique 
Decision Tree 2D Decision Tree 
Correlation Scatterplots 
K-Means Bubble Chart 
Table 3.5: Mapping of Data Mining Algorithms and Visualisation Techniques 
 
The 2D decision tree was selected for classification as it is the most popular 
visualisation technique used for decision trees and allows rules to be easily 
understood (Section 3.5.1.1). The scatterplot was selected for correlation as it is the 
most popular visualisation technique for the correlation algorithm. Scatterplots can be 
used to indicate the strength of the correlation between the two attributes. Bubble 
charts were chosen for K-Means as they allow the user to quickly identify the clusters 
in which data is similar to each other and dissimilar from other clusters. As shown in 
Figure 3.17, bubble charts can be used to display the various clusters. The size of the 
bubble also makes it easy to see the frequency of the itemsets in the cluster. 
Chapter 3 – Data Mining and Visualisation 
 
 56
3.6 Conclusions 
 
In this chapter, the three-tier architecture was identified as the most common 
architecture for data mining systems (Section 3.2). This architecture consists of a 
Bottom Tier with the data warehouse server, a Middle Tier with the data mining 
server and a Top Tier with a graphical user interface. 
 
The PacketShaper data identified in Table 2.7 needs to be stored in a data warehouse. 
Pre-processing was identified as necessary before this data can be stored in the data 
warehouse. A snowflake schema was used to model the data to be stored in the data 
warehouse (Section 3.3).  
 
Three data mining algorithms were selected to mine the PacketShaper data (Section 
3.4.2), namely decision trees (classification), correlation (association) and K-Means 
(clustering). This selection was based on a comparison of the different algorithms and 
their suitability for mining PacketShaper data. 
 
A suitable visualisation technique was selected for each of the three data mining 
algorithms based on the output of the respective data mining algorithms. These 
visualisation techniques were 2D decision trees for classification, scatterplots for 
correlation and bubble charts for K-Means (Section 3.5.4). 
 
Chapter 4 will discuss three related data mining systems in terms of the architecture of 
the systems, the data mining algorithms provided and the visualisation techniques.  
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Chapter 4 – Related Systems 
 
4.1 Introduction 
 
 
This section discusses three related data mining systems and the techniques used to 
produce the data mining models and the output in the form of visualisations. This 
discussion will include the architecture of each data mining system, the data mining 
algorithms used and the visualisation techniques provided. The three systems are 
Microsoft SQL Server 2005, Magnify and Clementine. The purpose of this 
comparison is to discuss the limitations and to identify the common features of the 
three systems. 
4.2 Microsoft SQL Server 2005 
 
Microsoft has developed an extensive data mining module in SQL Server 2005 
(Microsoft 2005). The data mining algorithms and tools in SQL Server 2005 were 
developed to create a complete solution for projects such as market basket analysis, 
quality control, inventory and forecasting analysis (Paul et al. 2004).  
4.2.1 Architecture 
 
Microsoft SQL Server 2005 (Yukon) is an all inclusive solution that incorporates 
access to databases, data mining algorithms and visualisation techniques to allow a 
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user to interpret the results from the data mining algorithms. A three-tier architecture 
is provided to allow a user to mine and visualise data (Figure 4.1). This architecture 
has a Bottom Tier consisting of the database, the Middle Tier which allows users to 
create mining models by selecting the data and the data mining algorithm to be used 
and a Top Tier allowing users to interact with the results of the data mining 
algorithms. 
 
 
Figure 4.1: Architecture of Microsoft SQL Server 2005 (adapted from Paul et al. 2004) 
 
When a user interacts with Yukon, the first step is to select the database that will be 
used in the knowledge discovery process (Bottom Tier). Yukon incorporates a Data 
Transformation Service (DTS) that assists with the pre-processing of the data (Paul et 
al. 2004). Once the data has been selected, a mining model is created by selecting a 
data mining algorithm to be applied to the data (Middle Tier). The model can be 
edited, either by selecting different data to be used, or by specifying a different 
algorithm. Once the model has been created, the results can be explored using the 
Mining Model Viewer provided by Yukon (Top Tier). The accuracy of the model can 
be evaluated by means of a Mining Accuracy Chart, where the different models for 
Prepare SQL 
Server Database Create database Select Database
Select Data 
Mining Algorithm 
Create Mining 
Model 
Edit Mining 
Model 
Explore Results 
using Visualisations 
Test Accuracy and 
Make Predictions 
using Mining Model 
Bottom Tier 
Middle Tier 
Top Tier 
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the same data can be compared against each other. The results for the accuracy of the 
model can also be viewed graphically. 
 
Yukon employs tight-coupling as the data mining server and the data warehouse 
server are incorporated into the workspace. Seamless interaction between the data 
mining server and data warehouse server ensures an integrated workspace and assists 
with the efficient implementation of the data mining algorithms. The architecture in 
Figure 4.1 conforms to the three-tier architecture shown in Figure 3.1. 
4.2.2 Data Mining Algorithms 
 
The most visible components in Yukon are the workspaces in which the data mining 
models are created and used. Yukon is a desktop application and employs seven 
different data mining algorithms, namely decision trees, clustering, Naïve Bayesian, 
time series, association, sequence clustering and neural networks. To be able to use 
one of these seven data mining algorithms, a sequence of steps is required. 
 
The first step is to decide on what data is to be used in the data mining process. To do 
this the user selects specific data from a data warehouse. Once the data to be used for 
data mining and the data structure have been selected, the user selects one of the data 
mining algorithms. The user needs to ensure that the algorithm selected works well 
with the data that was selected. The user can then run the algorithm selected or the 
mining model can be edited by selecting a different data mining algorithm for the 
same data or changing the attributes to be used in the data mining process. 
 
Yukon contains data mining algorithms from each of the three categories discussed in 
Section 3.4. Decision trees and Naïve Bayesian form part of the Classification 
category; clustering, neural nets and sequence clustering form part of the Clustering 
category and the association algorithm used by Yukon forms part of the Association 
category. These algorithms are all, however, designed specifically for targeted 
mailing, forecasting, market basket and sequence analysis (Paul et al. 2004). This 
indicates that the algorithms used in Yukon are not suitable for application services 
data as the PacketShaper data is numeric and requires different algorithms for this 
type of data. 
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4.2.3 Visualisation Techniques  
 
Once the mining model for a specific data mining algorithm has been created, the user 
of Yukon is able to view the results of the algorithm using the Mining Model Viewer 
(Figure 4.2). The visualisation shown in Figure 4.2 is an organisation chart 
specifically created for the decision tree algorithm based on a targeted mailing mining 
model.  Other visualisation techniques used by Yukon include 2D cluster maps for 
clustering, dependency networks for Naïve Bayesian, a textual visualisation for 
association and a state transition diagram for sequence clustering. 
 
 
Figure 4.2: Mining Model Viewer of a Decision Tree Model in Yukon (Paul et al. 2004) 
 
The visualisation techniques discussed above are the main visualisations for each of 
the data mining algorithms. Secondary visualisations are provided for each algorithm, 
including dependency networks for the decision tree algorithm, textual cluster profiles 
for clustering and textual attribute profiles for Naïve Bayesian. These secondary 
Region 
= “North America” Number of Children at Home 
> 3 
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visualisations provide the users with extra information that could help users 
understand the results of the data mining algorithms better. 
4.3 Magnify 
 
Magnify is a web-based data mining tool that provides analytical, targeting and 
decisioning capabilities (Magnify Inc. 2005). Magnify can be tailored to suit 
particular business applications, and is mainly used for targeted mailing and fraud 
detection. Magnify allows disparate data sources to be combined and different data 
mining algorithms to be applied to the data to allow prediction and identification of 
data. 
4.3.1 Architecture 
 
The Magnify Decision Support Architecture consists of a data warehouse (data mart), 
results and report servers, and user interfaces for use by staff, management and 
business analysts (Figure 4.3). The results and report servers contain the data mining 
algorithms that are used to request data from the system data mart, and then the results 
from the data mining are shown to the user via a user interface. 
 
 
Figure 4.3: Magnify Decision Support Architecture (Magnify 2005) 
 
Magnify uses a three-tier architecture as shown in Figures 4.3. The Bottom Tier 
contains the data mart, which is the data warehouse. Once the data to be used in the 
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data mining process has been identified, the user selects a data mining algorithm that 
will be used to model the data. Before the data mining model is deployed, the user can 
view the results of the data mining algorithm and interact with the results. Once the 
user is satisfied with the model, it is deployed. This three-tier architecture matches the 
architecture of typical data mining systems as shown in Figure 3.1. 
 
Data is extracted from the data warehouse; data mining algorithms are applied to the 
data and a data mining model is produced. There are some disadvantages to this 
approach. These disadvantages include: the models are system and architecture 
dependent, and the time taken to integrate the models with other applications can be 
long. Predictive Model Mark-up Language (PMML) can address these disadvantages. 
PMML is based on Extensible Mark-up Language (XML) and is an open standard for 
data mining and statistical models. PMML is not concerned with the creation of a 
model, but rather with creating a specification of a model. It provides independence 
from application, platform and operating system by allowing a simple means of 
binding parameters to values for an agreed upon set of data mining tools and 
transformations. 
4.3.2 Data Mining Algorithms 
 
Magnify makes use of four data mining algorithms. These algorithms are decision 
trees, Bayesian networks, K-Means and regression. These four algorithms form part 
of all three of the data mining categories from Figure 3.4. Decision trees and Bayesian 
networks are part of the Classification category, K-Means forms part of the Clustering 
category and regression is part of the Association category. The choice of data mining 
algorithms for the model is shown in Figure 4.4, and shows the type of options the 
user can use for the decision tree algorithm.  
 
Magnify is mainly used for targeted mailing and fraud detection and as a result, the 
data mining algorithms cater more for data specific to these two domains. As a result, 
the algorithms used by Magnify cannot support application services data and provide 
meaningful results for the numeric data collected by PacketShaper. Algorithms 
specific to numeric application services data is required 
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Figure 4.4: Data Mining Algorithms available in Magnify (Grossman et al. 2003) 
 
 
 
Figure 4.5: Example of an Organisation Chart in Magnify (Grossman et al. 2003) 
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4.3.3 Visualisation Techniques 
 
Once a user has selected the data to be used in the data mining process, the data 
mining algorithm to be used and created a mining model, the results of the algorithm 
need to be visualised. The visualisation is shown in a separate webpage to allow the 
user to switch between the visualisation and the mining model. An organisation chart 
is used by Magnify to shown the results of the decision tree algorithm (Figure 4.5). 
When compared to Yukon, the visualisation created by Magnify seems simpler with 
much less detail. This visualisation technique allows the user to view results and make 
changes if the visualisation does not provide the information required by the user. It is 
not evident from the investigation or from documented reports what visualisation 
techniques are used for the other three data mining algorithms.  
4.4 Clementine 
 
Clementine is a data mining tool that uses machine learning techniques to mine 
knowledge from raw data (SPSS Inc 2005). Clementine is used to provide reliable and 
transparent results by identifying relationships in data and is used to generate rules 
that can be applied to future cases. Clementine can take data from flat files, databases 
and data warehouses and mine the data contained within them. Clementine comes in 
two versions, namely Clementine 5.1 Desktop and Clementine Server. Clementine 
Server is able to work with very large sets of data, while Clementine 5.1 only works 
on samples of data. 
4.4.1 Architecture 
 
The architecture employed by Clementine Server is shown in Figure 4.6 and is a 
three-tier architecture. The DBMS forms the Bottom Tier, the Clementine Server, 
SQL optimisation tables and external processing forms part of the Middle Tier and the 
Client side forms part of the Top Tier. The DBMS contains the data to be used in the 
data mining process. The user makes certain choices on the client side. These choices 
are sent to the Clementine Server. The server processes the choices by selecting data 
from the DBMS, selecting the user’s choice of data mining algorithm, modelling the 
data and sending the results back to the client. This architecture matches the three-tier 
architecture of Figure 3.1. 
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Figure 4.6: Clementine Server Architecture 
 
4.4.2 Data Mining Algorithms 
 
Clementine Server contains the data mining algorithms that the user can select via the 
graphical user interface on the client side. There are five main data mining algorithms 
that can be selected, namely linear regression, neural networks, Kohonen networks, 
K-Means and the decision tree algorithm. Each of these algorithms form part of the 
three different categories of data mining algorithms (Figure 3.4). Linear regression is 
a form of Association algorithm, neural networks and K-Means are Clustering 
algorithms, and Kohonen and decision tree algorithms are forms of Classification 
algorithms. 
 
Once the user selects the data to be used in the data mining process and selects the 
choice of data mining algorithm, the algorithm is performed. The Clementine Server 
either creates or looks up a previously created model. The results of the algorithms are 
then stored in a mining model or sent to the graphical user interface. These data 
mining algorithms are also specific to targeted mailing and text mining. As a result, 
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the algorithms are not suited to the numeric data collected by PacketShaper because of 
the characteristics of the application services data.  
4.4.3 Visualisation Techniques 
Clementine is an interactive end-user data mining tool. Clementine can be used in an 
expert mode, allowing users to specify preferences in more detail. In normal mode, 
the user does not require knowledge of machine learning technology, but only high-
level, general preferences. Clementine makes use of “visual programming” where a 
user chooses icons which represent data sources, learning algorithms, and the icons 
define the connection between the data flow and the data mining.  
 
Figure 4.7: Clementine Graphical User Interface 
 
The investigation into Clementine did not provide any indication of the type of 
visualisation techniques used for the five data mining algorithms identified in Section 
4.4.2. A screenshot of the Clementine graphical user interface which incorporates 
“visual programming” is shown in Figure 4.7. Even though Figure 4.7 does not show 
the result of the decision tree algorithm and the subsequent organisation chart, it can 
be seen that this graphical user interface incorporates different design and interaction 
elements from Figures 4.2 and 4.5. 
Chapter 4 – Related Systems 
 
 67
4.5 Conclusions 
 
This chapter discussed the architectures, data mining algorithms and visualisation 
techniques of three data mining systems. Comparing these systems in terms of these 
three criteria showed the common features between the three systems and the 
shortcomings of these systems. 
 
Each of the related systems use a three-tier architecture as the basis for the data 
mining system. The three components of the architecture include a Bottom Tier 
consisting of a data warehouse, a Middle Tier with the data mining server that 
contains the data mining algorithms, and a Top Tier with a graphical user interface to 
allow the user to interact with the data mining system (Sections 4.2.1, 4.3.1, 4.4.1). 
 
Each of the related systems makes use of various different data mining algorithms. 
These data mining algorithms are from the three categories of data mining algorithms, 
namely classification, clustering and association (Sections 4.2.2, 4.3.2, 4.4.2). 
 
Visualisation techniques are provided by each of the related systems to allow the user 
to view the results of the data mining algorithms and interact with the visualisations. 
These visualisation techniques include organisation charts for decision trees and 2D 
cluster maps for sequence clustering. 
 
The major limitation of these three systems is that the data mining algorithms 
implemented in these three systems are specifically used for targeted mailing, text 
mining and market basket analysis. None of these three systems suited the 
characteristics of the numeric application services data collected by PacketShaper. It 
is therefore evident that none of these three systems would be applicable to the 
network domain and the application services data collected by PacketShaper. 
 
The data mining architectures, data mining algorithms and visualisation techniques 
discussed in this chapter will be used in the next chapter to propose a model for the 
mining and visualisation of application services data. 
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Chapter 5 – Proposed Model 
 
5.1 Introduction 
 
The main objective of this chapter is to propose a model for the mining and visualisation 
of application services data (Table 1.1). The research from the previous chapters, 
including the results of the comparison of related systems, forms the basis of the 
proposed model. To ensure that the choice of visualisation technique is correct, the 
format of the output of the data mining algorithms needs to be identified and formulated. 
The format of the output is then applied during the development of the prototype in the 
implementation chapter. An iterative design process was used to design the user interface 
(UI). 
5.2 Components of Model 
 
Data mining systems consist of various components as shown in Figure 3.1 and discussed 
in Chapter 4. For the mining of application services data, certain questions need to be 
taken into consideration for each component. These questions include: 
1. What is the required architecture for the mining of application services data? 
2. What data model is needed for the data warehouse? 
3. Which data mining algorithms should be used? 
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4. What is the output of these algorithms? 
5. Which visualisation techniques should be used to visualise the results of the 
algorithms? 
6. How should the UI be designed to allow easy understanding of the results of the 
data mining? 
7. What data filtering and interaction techniques are required? 
 
Figure 5.1 provides a graphical view for the proposed model for the mining and 
visualisation of application services data. A three-tier architecture is proposed which is 
divided into a data layer, an application layer and a presentation layer, mapping onto the 
architecture shown in Figure 3.1. When comparing Figure 3.1 to Figure 5.1, the bottom 
tier is similar to the data layer, the middle tier is similar to the application layer and the 
top tier is similar to the presentation layer. 
 
 
Figure 5.1: Proposed model for the mining and visualisation of Application Services Data 
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The data collected by PacketShaper will be stored in the data warehouse, which forms 
part of the Data Layer (Figure 5.1). The data in the warehouse is modelled using a 
specific schema (Section 3.3). Once the data is modelled and stored, the data mining 
algorithms need to be selected. The different types of data mining algorithms were 
discussed in Section 3.4.1. For application services data, three algorithms were identified 
as being the most suitable for the domain of networks, namely the decision tree, K-Means 
clustering and correlation (Section 3.4.2). These algorithms form part of the Application 
Layer shown in Figure 5.1.  
 
An appropriate visualisation technique was identified for each algorithm in Section 3.5.4. 
An organisation chart, bubble chart and scatterplot were identified as most suitable for 
the decision tree, K-Means and correlation algorithms respectively (Figure 5.1). To 
enable the user to access and interact with each of these visualisations, a UI is provided. 
These visualisations and the UI form part of the Presentation Layer shown in Figure 5.1. 
 
In a typical scenario, a user would interact with the data mining system by selecting 
various options via the UI. These choices are sent to the application layer. Here the 
selections made by the user are used to select which algorithm is to be performed and 
select data from the data warehouse. The selected data from the data warehouse is passed 
back to the application layer. The algorithm is applied to the data and the results are sent 
back to the UI. The results are then graphically displayed to the user in the UI. 
 
The proposed model should enable a user to effectively mine and visualise application 
services data. The design of the different components of the model is discussed in more 
detail in the following sections. 
5.3 Data Warehouse 
 
The data design forms part of the Data Layer shown in Figure 5.1. This data design is 
used to model the data to be stored in the data warehouse. A snowflake schema (Figure 
5.2) was used to model the data collected by PacketShaper (Table 2.7). 
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The Fact Table contains the PacketShaper metrics that were identified in Table 2.7, as 
well as the keys to each of the dimensions. The Class and Link tables are subclasses of 
the main Fact Table. The Fact Table contains all of the PacketShaper metrics that will be 
used for data mining, eliminating all redundancy of data values. The dimensions VLAN, 
Department and Time define how the Fact Table is to be aggregated, with the attributes 
providing a description for each dimension.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Snowflake Schema for Data Warehouse 
 
The VLAN dimension consists of {VLAN_key, VLAN_num, VLAN_name, 
IPaddress}, which provide specific information regarding each VLAN in the NMMU 
network. The Department dimension consists of {Dept_key, Dept_name, 
VLAN_key}, which identifies which departments are part of the different VLANs. The 
Time dimension contains {Time_key, Hour, Day, Month, Year}, which provides 
information for time periods. Appendix C contains the data descriptions for each variable 
in the dimensions and fact table shown in Figure 5.2. 
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5.4 Data Mining Algorithms 
 
The algorithm design forms part of the Application Layer (Figure 5.1) of the proposed 
model. The choice of visualisation technique (Section 3.5) is dependent on the format of 
the output of the algorithms; therefore the expected output of the data mining algorithms 
must be fully investigated. 
5.4.1 Classification 
 
Decision tree induction makes use of a greedy algorithm that uses a top-down recursive 
divide-and-conquer technique to construct the decision tree (Han and Kamber 2001). The 
decision tree algorithm attempts to find what contribution different variables have 
towards a target variable. For example, for delay, the user might want to see what 
contribution the delay variables, such as Network Delay Avg and Server Delay Avg have 
towards a target variable Total Delay.  
 
Initially the user selects the network metrics to be used for the decision tree algorithm. 
The user then provides thresholds for each of the network metrics selected. These 
thresholds bin the network metrics from the data warehouse into Low, Medium and High 
categories. Once these steps have been completed, the algorithm is performed (Section 
3.4.3.1).  
 
The output of the decision tree algorithm is hierarchical in nature as it creates a tree 
where each node in the tree is either the parent of nodes or a leaf (Section 3.4.3.1). This 
output will be used by a 2D decision tree visualisation technique to display the result of 
the algorithm to the user (Section 3.5.1).  
 
The output of the decision tree algorithm is defined as: 
A?{B1(x(low,A),n1), B2(x(med,A),n2), B3(x(high,A),n3)}, where 
Bi = A | di , 1 ≤ i ≤ 3;  
A = vj is a parent node; 
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vj ∈ set of network metrics (Table 2.7), j ≥ 1;  
di = {“Low”, “Medium”, “High”) is the output decision;  
x(low, A) < x(med, A) < x(high, A) are user-defined thresholds used to classify variable 
values for variable A = vj; and 
ni, is the frequency of the occurrences of distinct values for variable, 1 ≤ i ≤3 
A∋{0|threshold min}≤variable value<{threshold max|∞ } 
 
An example of output for the decision tree algorithm is:  
Network Delay Avg ? {Server Delay Avg (0-50ms, 315),  
                                     Medium (51-150ms, 54),  
                                     Server Delay Avg (>150ms, 98)} 
This example can be interpreted as follows: Network Delay Avg is the parent node and 
has three children, two are internal nodes Server Delay Avg with threshold range (0-
50ms) and a frequency of 315 transactions, and Server Delay Avg with threshold range 
(>150ms) and a frequency of 98 transactions, and the third is a leaf node with the output 
predicted Medium with a threshold range of (51-150ms) and a frequency of 54 
transactions.  Both Server Delay Avg (0-50ms, 315) and Server Delay Avg (>150ms, 98) 
are in turn sub-trees. 
5.4.2 Clustering 
 
Clustering is the process of grouping objects that are similar together, in this case, the 
grouping of similar network metrics together. Using the network metrics from Table 2.7, 
clustering can be performed on similar network metrics, namely Network Delay Avg and 
Server Delay Avg, which are both delay avg metrics. The algorithm for clustering is now 
discussed.  
 
Initially the user selects which network metrics to cluster in a certain date range. The data 
is obtained from the data warehouse and sent to the data mining server where the 
clustering algorithm is performed (Section 3.4.3.3).  
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The output of the k-means clustering algorithm is defined as 
[i, B, m], i ≥ 1where: 
i is the cluster identifier; 
B = (x1,x2,…,xk), k ≥ 2 is the median coordinate of cluster i;  
xj, 1 ≤ j ≤ k is the median co-ordinate for any single network metric j, k ≥ 2; 
and  
m is the number of combinations of k median co-ordinates in cluster i. 
 
For example, when clustering Network Delay Avg and Server Delay Avg, the output could 
be [1, (130ms, 10ms), 54], which is interpreted as cluster 1 has a median of 130ms for 
Network Delay Avg and a median of 10ms for Server Delay Avg with 54 data pairs falling 
within this cluster. 
5.4.3 Association 
 
Correlation was considered the best data mining algorithm for association mining of the 
PacketShaper data as it can utilise the entire data source or part of it. The results of 
correlation provide an indication of how the different network attributes affect each other. 
  
Using the network attributes identified in Table 2.7, correlation can be performed 
between combinations of these attributes, for example to calculate the correlation 
between Delay and Response Time. When performing the correlation algorithm, the user 
selects which network attributes must be used. The correlation algorithm uses Pearson 
Correlation Coefficients which are often used in statistical analysis (Hill and Lewicki 
2005). 
 
Once the correlation coefficient is calculated, the results are interpreted according to 
Guildford’s guidelines (Hall 2004), as shown in Table 5.1. 
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r Value Interpretation 
r < 0.2 Slight - almost negligible relationship 
0.2 ≤ r < 0.4 Low correlation - definite but small relationship 
0.4 ≤ r < 0.7 Moderate correlation - substantial relationship 
0.7 ≤ r < 0.9 High correlation - marked relationship 
0.9 ≤ r < 1.0 Very high correlation - very dependable relationship 
Table 5.1: Guildford's correlation coefficient interpretation (Hall 2004) 
 
The output of the correlation algorithm is defined as 
(A, B, r) where 
A ∈ set of network attributes (Table 2.7);  
B ∈ set of network attributes (Table 2.7); and 
0 ≤  r ≤ 1 is the correlation coefficient. 
For example, the output (Delay, Response Time, 0.3158) is interpreted as there is a low 
correlation (0.3158) between the network attributes Delay and Response Time. 
5.5 Visualisation Techniques 
 
The components presented in Sections 5.5 and 5.6 form part of the Presentation Layer of 
the proposed model (Figure 5.1). The visualisation techniques discussed in Section 5.2 
are then incorporated into a UI (Section 5.6), which contains certain interaction 
techniques to assist the user in understanding the results of the data mining algorithms. 
These techniques are discussed further in the sections that follow. 
 
5.5.1 Organisation Chart 
 
It was decided that organisation charts would be used to visualise classification based on 
the discussion in Section 3.5.4. The maximum number of network metrics for the 
network attribute Delay is 8, which implies that the organisation chart will never exceed 
seven levels (Table 2.7). 
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Figure 5.3 shows an example of an organisation chart after the decision tree algorithm has 
been applied to the Delay network attribute. Each branch of the decision tree shows the 
user defined thresholds as discussed in Section 5.4.1. A node is either a parent (internal 
node) or a leaf node. Each leaf node is coloured according to predefined user thresholds 
to explain the results and how each network metric affects the Server Delay Avg metric. 
Also provided is a title indicating which VLAN the user is viewing, and the time period 
selected. 
 
 
Figure 5.3: Example of an Organisation Chart for Classification 
5.5.2 Bubble Chart 
 
The results of the K-Means algorithm were identified as the cluster number, the median 
for a cluster and the frequency count of the number of log file entries that fall within the 
cluster boundary (Section 5.4.2). The bubble chart was selected as the most appropriate 
visualisation technique for clustering (Section 3.5.4). 
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Figure 5.4 shows the results of the K-Means algorithm being performed on the network 
metrics, Network Delay Avg and Server Delay Avg. The use of colour helps the user 
distinguish between the different clusters and the size of the bubble indicates the number 
of log file entries that fall within each cluster. The size of the bubble also makes it easy to 
identify outliers. 
 
 
Figure 5.4: Bubble Chart for Clustering 
5.5.3 Scatterplot 
 
The most popular approach to viewing correlation is the use of scatterplots as it visualises 
the relationship between two or more attributes (Section 3.5.4). The data entries are 
plotted on the graph to indicate all the transactions that took place for the identified 
attributes. A regression line is drawn through these points, with the gradient of the line 
determined by the correlation coefficient. This regression line indicates whether there is a 
positive or negative correlation between the network attributes being compared.   
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Figure 5.5: Scatterplot for Correlation 
 
The output of the correlation algorithm is a pair of network attributes and the correlation 
coefficient. Figure 5.5 indicates the relationship between Delay and Response Time using 
a scatterplot. The gradient of the line indicates the correlation coefficient and is 
interpreted based on Guilford’s guidelines as shown in Table 5.1. 
5.6 User Interface Design 
 
Most of the related systems make use of single graphical views and each algorithm is 
applied to different data sets (Chapter 4). The user interface (UI) design of the proposed 
model incorporates several coordinated views for the same data set using different data 
mining algorithms. 
 
The UI design process focused on producing low-fidelity designs of the UI for evaluation 
by the users.  The evaluation technique made use of conceptual model extraction 
(Greenburg 2004). Conceptual model extraction involves asking the user to explain 
Computer Centre A: 8 November - 5 December 
2004
0
200
400
600
800
1000
1200
0 100 200 300 400 500 600
Delay
R
e
s
p
o
n
s
e
 T
im
e
Chapter 5 – Proposed Model 
 
 79
elements on the screen and provide feedback regarding these screen elements. This 
iterative process refined the design of the UI based on the feedback received from the 
users. 
 
 
Figure 5.6: Coordinated View layout of model 
 
The UI was designed to enable the user to view the results of the data mining algorithms 
and to interact with them. The coordinated view layout for the UI is illustrated in Figure 
5.6. The interface is divided into two main views: a graphical view (left pane) and a 
filtering view (right pane). The placement of these views remains fixed during data 
analysis and exploration. Most of the screen space is occupied by the graphical view as 
this is the user’s focal point. The graphical view is used to assist the user in understanding 
the results while the filtering view allows the user to filter the data that is being viewed.  
 
Filtering can be performed on the data to allow users to select different time periods, 
network attributes and corresponding network metrics. Depending on which data mining 
algorithm is selected, the graphical and filtering views are updated accordingly. 
 
The UI design requires four different visualisation techniques. Three visualisation 
techniques were discussed in Sections 5.5, namely the organisation chart, the bubble chart 
and the scatterplot. The fourth visualisation is required to provide an overall view of the 
Menu Structure and System Toolbar 
Graphical View Filtering View 
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network. This fourth visualisation will allow the user to select a specific VLAN and drill-
down to view the results of the data mining algorithms. The next section discusses this 
Network Overview and the design of the detailed views of the data mining results. 
5.6.1 Network Overview 
 
When the user initially opens the graphical UI, a network overview of the NMMU South 
Campus network will be presented as shown in Figure 5.7. This network overview 
closely matches the logical network infrastructure as shown in Figure 2.1. 
 
 
Figure 5.7: Network Overview of Prototype 
 
A star visualisation technique is employed to match the user’s mental model for the 
overview of a network. This initial view displays a network overview based on the Delay 
network attribute with colour denoting the various levels of delay for each VLAN of the 
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network, ranging from Low, Medium to High. Each node represents a VLAN on the 
NMMU South Campus network with the VLAN’s delay value. The user can easily 
identify which VLAN is experiencing problems and will be able to drill down to 
investigate a specific VLAN by clicking on the selected node. 
 
The filtering view (bordered in red in Figure 5.7) allows the user to modify the view 
displayed. The user is able to select between the four network attributes, namely Delay, 
Response Time, Throughput and Utilisation and is also able to select a new time period to 
view. Once these changes have been made, the graphical view is updated and the user is 
able to view the changes and interact with the UI. 
5.6.2 Detailed Views 
 
Once the user has selected a VLAN from Figure 5.7 the user will be presented with a 
detailed view of the data mining results for the selected VLAN.  The detailed view 
consists of a coordinated graphical view and a filtering view. When the user makes any 
changes in the filtering view, the graphical view is updated accordingly. The filtering 
view is also specific to the data mining algorithm selected and changes when a different 
algorithm is selected. The structure of the detailed view is the same for each of the three 
algorithms, namely Threshold Analysis, Metric Clustering and Metric Correlation. 
 
Each graphical view uses the same data set but a different data mining algorithm is 
applied to the data. The results of each algorithm are then displayed to the user using the 
relevant visualisation technique. As an example, Figure 5.8 shows the coordinated view 
for Metric Correlation. The tab panes are used to allow the user to view the results of the 
different data mining algorithms. 
 
A tab pane for each algorithm is shown, namely Threshold Analysis for decision trees, 
Metric Clustering for K-Means clustering and Metric Correlation for correlation. 
Depending on which tab pane is selected, a specific algorithm is performed, and the 
graphical and filtering views are updated. For Threshold Analysis, all the network metrics 
within each network attribute are available for the user to select. This supports the 
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objective of decision trees which is to see how a combination of network metrics affects a 
target variable. For Metric Clustering, the user is able to select cluster averages, medians 
and totals for each network attribute. For Metric Correlation, the user is allowed to select 
combinations of two network attributes to correlate. 
 
 
Figure 5.8: Coordinated Views 
 
No textual display is provided as the visualisations are intended to assist the user in 
understanding the results of the data mining algorithms. The visualisation shown will be 
one of the visualisations discussed in Section 5.5 and will be a modification of Figures 
5.3, 5.4 or 5.5, depending on the filtering options selected. The user is able to save and 
print the resultant visualisations so comparisons can be made for different time periods.  
 
For each visualisation, various interaction operations are allowed. These interactions 
include zooming, panning and rotating the visualisations to allow the user to view the 
results from different angles in an attempt to understand the results of the data mining 
algorithms better. Details-on-demand are also available by means of Tooltips.  
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5.7 Conclusions 
 
The aim of this chapter was to propose a model for the mining and visualisation of 
application services data. The proposed model consists of three layers, namely a data 
layer, an application layer and a presentation layer (Figure 5.1). Each layer represents a 
component in the architecture of a typical data mining system. 
 
The first component is the data layer which contains the data warehouse. The 
PacketShaper metrics to be used in the data mining process were modelled using a 
snowflake schema before being stored in the data warehouse (Section 5.3).  
 
The second component is the application layer. The main component of the application 
layer is the data mining algorithms. The format of the output of these algorithms was 
identified in Section 5.4.  
 
The final component is the presentation layer. The visualisation techniques (Section 5.5) 
are then combined to form part of a UI (Section 5.6), allowing a user to interact with the 
data mining system. The user interface consists of a Network Overview and three detailed 
views for each of the three data mining algorithms. 
 
A prototype, called NetPatterns, was implemented to demonstrate the effectiveness of the 
proposed model and is discussed in Chapter 6. 
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Chapter 6 – Implementation of Prototype 
 
6.1 Introduction 
 
This chapter discusses the implementation of the prototype, NetPatterns, to demonstrate 
the effectiveness of the model specified in Chapter 5. The implementation of the 
prototype, as well as the implementation tools used, are discussed. This discussion 
includes the implementation of the three different layers of the model, namely the data 
layer, application layer and the presentation layer. The data mining algorithms 
implemented were the decision tree, K-Means and correlation algorithms. The 
implementation of each of the visualisation techniques, namely the organisation chart, 
bubble chart and scatterplot, as well as the graphical user interface and interaction 
techniques, are also discussed in this chapter.  
6.2 Implementation Tools 
 
This section discusses the implementation tools considered for the implementation of the 
prototype. The tools considered were Microsoft’s C#.NET (Microsoft Corporation 2005a) 
and Sun Microsystems’ Java (Sun Microsystems 2005). Different tools were considered 
for each of the three layers of the model (Figure 5.1).  
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PacketShaper generates large log files and as a result, a data warehouse for this data was 
required. Oracle was selected to host the data warehouse as it can store large volumes of 
data and allows a centralised location for the data. 
 
As the data warehouse (data layer) was created using Oracle which is stored on a Sun 
server, Java was considered as the tool of choice for the data mining algorithms 
(application layer). The application layer, which contains the data mining server, is run 
on the Sun server. One of the main reasons for creating the data mining server on the Sun 
server was quick access to the data warehouse, the computational speed and good 
performance provided by the Sun server.  
 
As a result of the independence of the three layers of the model, the user interface (UI) is 
not dependent on the language in which the data mining server was implemented. This 
allowed the option of either creating the UI in Java or .NET. The only consideration was 
to ensure that the UI could connect to the data mining server, send data from the UI to the 
data mining server and have the results sent back to the UI where they could be 
visualised. 
 
Based on the current network configuration at the NMMU, most of the network 
monitoring systems are implemented in the Microsoft Windows environment. As a result, 
it was decided that the prototype would be implemented using C#.NET for the Windows 
user interface.  
 
For the visualisations of the results of the data mining algorithms, various charting 
components for Microsoft’s C#.NET were considered to allow the quick display of the 
results. The choice of charting component was based on a list of requirements, which 
included visualisation and interaction characteristics. 
 
The visualisation requirements were: 
• Radial tree (star visualisation) for the network overview (Figure 5.7). 
• Organisation chart for the decision tree algorithm (Figure 5.3). 
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• Bubble chart for K-Means algorithm (Figure 5.4). 
• Scatterplot for correlation algorithm (Figure 5.5). 
 
The interaction requirements were: 
• Zooming,  
• Panning,  
• Filtering, and  
• Details-on-demand. 
 
Seven charting components were identified, namely Nevron Charting, .NET Charting, 
DundasChart, TeeChart, ProEssentials, FlowChart.NET and GoDiagram, and their 
features were compared with the list of requirements. It was apparent that Nevron  
(Nevron Chart LLC 2005) provided the most functionality and satisfied the requirements. 
FlowChart.Net Pro (Mindfusion 2005) and GoDiagram (Northwoods Software 2005) 
were identified as potential charting components to provide functionality that Nevron 
lacked. For a full comparison of C# charting components, see Appendix B.  
 
Nevron Chart (Nevron Chart LLC 2005) can be used for creating scatterplots and bubble 
charts, satisfying two of the visualisation requirements; but it does not allow for the 
creation of radial trees or organisation charts. All the interaction requirements identified 
are supported by Nevron Chart. Nevron Chart has been used to good effect in previous 
prototype developments (Lee Son 2004; Rademan 2004) and provides professional 
looking visualisations. 
 
An extra charting component was required that could create radial trees and organisation 
charts and also support the interaction requirements. Two charting components were 
identified, namely FlowChart.NET Pro (Mindfusion 2005) and GoDiagram (Northwoods 
Software 2005). A feasibility study was conducted using demonstration versions of each 
charting component. It was found that GoDiagram can create organisation charts but not 
radial trees. FlowChart.NET Pro can support the creation of both radial trees and 
organisation charts. Both charting components support the interaction requirements. 
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Based on the level of support provided by the two charting components for the list of 
requirements identified, Nevron Chart and FlowChart.NET Pro were selected as the 
preferred implementation tools. 
6.3 Architecture of NetPatterns 
 
This section details how the high-level architecture of the model proposed in Section 5.2 
was implemented in NetPatterns. Figure 6.1 presents the architecture of NetPatterns 
based on the architecture of Figure 5.1. Each layer as well as the links between them is 
discussed.  
 
 
Figure 6.1: Architecture of NetPatterns  
 
The data and application layers were implemented on the same host, namely the Sun Fire 
V40z Server. This host runs the operating system Solaris 10 which utilises containers to 
host various applications and services. In the case of NetPatterns, these containers are the 
Oracle data warehouse of the data layer and the data mining server of the application 
layer.  
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The data warehouse was created using Oracle 10g using the snowflake schema defined in 
Figure 5.2, to store the data collected by PacketShaper. The creation of the data 
warehouse is discussed in more detail in Section 6.4. The data mining server is run by a 
Sun Java System Application Server hosted on the Sun Fire V40z Server and contains the 
knowledge base of data mining algorithms (Figure 6.1). A JDBC link is used to provide 
communication between the data and application layers. The presentation layer is the UI, 
which is stored on a client’s computer. This UI allows the user to interact with 
NetPatterns using the visualisation and interaction techniques provided. Web services are 
used to link the presentation layer to the application layer. 
 
When the user interacts with NetPatterns, the user selects one of the three data mining 
algorithms to view as well as various filtering options specific to that algorithm. These 
selections are then sent via a web service to the data mining server. The data warehouse is 
then queried by the data mining server via a JDBC connection. The query results are sent 
back to the data mining server, the algorithm is performed and the results of the algorithm 
are sent back to the UI via the web service. These results are displayed in one of the 
formats discussed in Section 5.4.  
6.4 Data Warehouse  
 
Before the data warehouse could be populated, the data collected from PacketShaper 
needed to be pre-processed. This step required taking the data from the various 
PacketShaper log files, cleaning and integrating the data before storing it in the data 
warehouse (Section 3.3). Each log file records all the metrics that were discussed in 
Tables 2.4-2.6 (a complete listing of the PacketShaper metrics can be found in Appendix 
A).  
 
It was decided that not all the metrics identified in Table 2.7 would provide added 
knowledge when the data mining algorithms were applied. The final list of metrics that 
were stored in the data warehouse is shown in Table 6.1. The Network Attribute Loss was 
disregarded as it was discovered that no data was recorded for the corresponding 
PacketShaper metrics. Also, all histogram data was disregarded as it is vector data, and as 
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such would not be able to be used for the data mining algorithms. Some metrics were also 
removed as these could be derived from other network metrics. For example, Total Delay 
Avg can be calculated by adding Network Delay Avg and Server Delay Avg. 
 
Network 
Attributes 
PacketShaper Network Metrics 
 Class Link Common 
Delay 
network-delay-avg, network-
delay-median, network-delay-
msecs, normalized-network-
delay-avg, server-delay-avg, 
server-delay-median, server-
delay-msec, total-delay-msec 
  
Throughput  
total-passthru-bytes, total-
passthru-pkts, total-rx-
bytes, total-rx-pkts, total-
tx-bytes, total-tx-pkts 
 
Response Time avg-round-trip-time, round-trip-time-msecs   
Utilization total-trans, trans-bytes,   
avg-bps, avg-pps, 
bytes, kbytes, peak-
bps, pkts 
Table 6.1: PacketShaper variables to be stored in data warehouse 
 
To obtain the log files, the network administrator has to access PacketShaper’s web 
interface, select a VLAN and the PacketShaper metrics required, and save it as a comma-
delimited file (.csv). An application was written to extract the data from the log files and 
insert this data into the respective tables in the data warehouse. The snowflake schema in 
Figure 5.2 was implemented as a relational database in Oracle (Section 6.2). Once the 
relational database was created, the data was imported from the various log files and 
stored in the data warehouse. 
 
The next section discusses the implementation of the data mining algorithms and how 
these algorithms use and manipulate the data from the data warehouse. 
6.5 Data Mining Algorithms 
 
The algorithm design for each of the algorithms as well as the format of the output 
produced by the data mining algorithms was discussed in Section 5.4. The 
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implementation of each of the three algorithms, namely the decision tree, K-Means and 
correlation algorithms, as well as the problems experienced with each, are now discussed. 
6.5.1 Decision Tree Algorithm 
 
There are various versions of the decision tree algorithm available (Quinlan 1993; 
Greiner and Schaeffer 2003; Raphael 2004), but obtaining one that suited the 
PacketShaper data was difficult. Instead of trying to re-create an algorithm that is already 
widely used, the implementation of the algorithm by Dr Benny Raphael (2004) was used 
and modified. The algorithm is useful for generic numeric data and provides easy to 
understand results. 
 
Raphael’s algorithm (2004) was modified to suit the application services data collected 
by PacketShaper (Table 6.1). The modifications included changing the binning technique 
based on the user-defined thresholds and storing the results of the decision tree algorithm. 
The data obtain from the queries is binned using user-defined thresholds. These 
thresholds are categorised according to Low, Medium and High. For example, for Server 
Delay Avg, the thresholds could be 0-100ms for Low, 100-200 for Medium, and >200 for 
High.  
 
When performing the algorithms, these thresholds are used to split the log file entries 
according to the value of the information gain for each. Once the algorithm is completed, 
the results are stored in a structure matching the design in Section 5.5.1. 
 
Problems were encountered when creating the structure for the output results. The 
algorithm provided by Raphael (2004) does not store the results of the algorithm; it 
merely displays the results to the user textually. The output structure needs to be sent 
back to the UI in order for the results to be visualised. A tree structure was therefore 
created which can be traversed recursively and minimises the amount of data sent 
between the UI and data mining server.  
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6.5.2 K-Means Algorithm 
 
The K-Means algorithm is a widely used algorithm and once again existing code was 
located and used (Somaiya 2003). The code was modified to perform queries to obtain 
the data from the data warehouse. The only problem with the K-Means algorithm was to 
adapt it to enable either two or three network metrics to be clustered. This required a 
generic structure to be developed, which is also used to send the results of the algorithm 
back to the UI. 
6.5.3 Correlation Algorithm 
 
The correlation algorithm was simple to implement as it is based on a single formula. The 
formula used to calculate the correlation coefficient is the Pearson Correlation Coefficient 
(Section 3.4.2.2). A generic query was created to select the data that was to be correlated 
and the values obtained from the query were used to calculate the result. The format of 
the output was identified as consisting of the correlation coefficient and the data set that 
was used to calculate the correlation (Section 5.5.3). Once the algorithm is executed, the 
results are sent back to the UI via the web service. The Guilford interpretation (Table 5.1) 
was added to the scatterplot visualisation once the correlation coefficient was calculated. 
6.6 Visualisation Implementation 
 
The design of the presentation layer including the UI, visualisation techniques (including 
organisation charts, bubble charts and scatterplots) and interaction techniques, were 
discussed in Sections 5.5 and 5.6. During implementation it was found through user 
testing that certain screen elements needed to be adjusted to improve the usability of the 
UI. This section details the implementation of the UI of the prototype. 
6.6.1 User Interface 
 
When using NetPatterns, the user is presented with a simple UI with only the minimum 
amount of screen elements that will allow the user to interact with the prototype quickly 
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and efficiently. The primary UI of NetPatterns is shown in Figure 6.2. The UI is divided 
into two main areas: 
1. The left pane containing the graphical view, and 
2. The right pane containing the filtering menu. 
 
This implementation matches the UI design shown in Figure 5.7. When the user interacts 
with the prototype, certain screen elements will be made available for the user to use. 
These screen elements provide the user with feedback so that any changes made are 
reflected immediately on the screen. The default view presented to the user is the 
Network Overview (Figure 6.2). From this screen, the user is able to filter the data 
according to date and period, update the visualisation and drill-down into a selected 
VLAN. 
 
 
Figure 6.2: Network Overview in NetPatterns 
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All four visualisations (Network Overview, Threshold Analysis, Metric Clustering and 
Metric Correlation) of NetPatterns are coordinated in terms of filtering options to 
produce an interactive visual data mining environment (Section 3.5). Each visualisation is 
selected by means of a labelled tab. Any filtering properties are dynamically applied to 
each of the views in order to support the coordinated view property. 
6.6.2 Network Overview 
 
The Network Overview is the first screen that the user sees when using NetPatterns. As 
soon as NetPatterns is executed, a query is sent to the Oracle data warehouse, extracting 
data for a default time period and network attribute. This data is then averaged and 
compared to user-defined thresholds for that network attribute. Based on the averaged 
result of the query, the VLANs are classified as having Low, Medium or High values for 
the selected network attribute, either Delay, Throughput, Utilisation or Response Time. 
The results are then displayed as shown in Figure 6.2. 
 
The initial design of the Network Overview (Figure 5.7) was simplified to produce a more 
refined visualisation (Figure 6.2), showing any potential problems associated with 
network performance. The charting component that was used to support the Network 
Overview was FlowChart.NET (Section 6.2). A combination of visual cues, namely 
colour and tooltips, are used to allow the user to distinguish between the different VLANs 
as well as determine if there are any problems on a specific VLAN.  
 
The title of the graph displays the time period and the network attribute that the user 
selected. This title is updated whenever the user refreshes the graph. The Network 
Overview in Figure 6.2 shows the result after the user selected the time period of 1-12 
March 2005 for the Delay network attribute. The visualisation shows that there are 
problems on seven of the VLANs, as indicated by the red nodes. A tooltip for each 
VLAN is available to indicate the actual delay on the VLAN. This can be used to indicate 
which VLAN has the highest delay. A user is able to interact with the visualisation by 
means of a single left-click on a VLAN, which enables the user to drill-down into the 
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selected VLAN. A visual cue is provided for the user in terms of a “+” sign attached to 
the node, to indicate that more information can be accessed. 
 
Once the user has selected a specific VLAN, the user is presented with a detailed view 
that allows the user to select between viewing results for the Threshold Analysis, Metric 
Clustering or Metric Correlation algorithms. This ensures that the user is able to view the 
results for all three visualisations for the same time period and dataset, but not 
concurrently.  
6.6.3 Threshold Analysis 
 
Threshold Analysis uses the decision tree algorithm (Section 5.4.1) and the results of the 
algorithm are displayed using an organisation chart (Section 5.5.1). After a VLAN is 
selected, the organisation chart is the initial visualisation displayed. This organisation 
chart is created after a query has been sent to the data mining server. The parameters 
include the time period, VLAN name, network attribute and network metrics to be used. 
The result of the decision tree algorithm is in the format of a decision tree (Section 5.4.1). 
 
Despite the fact that the initial UI design was retained to a large extent, the 
implementation of the decision tree as an organisational chart required the pruning of tree 
branches in order to simplify the visualisation by eliminating redundant leaf nodes. 
Redundant leaf nodes were identified as those nodes having no siblings or siblings with 
the same classification. Complex modifications to the algorithm relating to the 
recognition of the shapes of nodes in the organisational chart and manipulation of internal 
enumerators, were required to facilitate successful pruning of the visual representation.  
 
Post-pruning was employed, specifically sub-tree replacement, where whole sub-trees are 
replaced with a single node (Witten and Frank 2005). In Figure 6.3, if sub-tree 
replacement is employed, the sub-tree bordered in blue could be replaced with a red node 
indicating high Total Delay Avg. In terms of redundant leaf nodes, the leaves all have a 
High classification, which indicates that the whole sub-tree can be collapsed into a red 
node. The user has an option to prune the tree by selecting the “Prune Tree” checkbox. If 
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checked, a pruned tree will be shown, otherwise it is unpruned. The default view is a 
pruned tree. 
 
 
Figure 6.3: Threshold Analysis in NetPatterns 
 
Decision trees indicate the effect of different combinations of variables on the output 
variable, for example how the Delay network metrics affect Total Delay Avg. Initial 
threshold values for each of the network metrics are stored in the Oracle database. If the 
user wishes to see what happens to the decision tree if these thresholds are modified, the 
user can use the “Change Thresholds…” button (bordered in red in Figure 6.3), to update 
the thresholds. The dialog box is divided into two areas; the left pane containing a list of 
network metrics and the right pane containing the threshold values for a specific network 
metric (Figure 6.4). If the user wants to change the threshold values, a network metric 
needs to be selected from the list and its default values are shown in the right hand pane. 
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Once the threshold values are changed, these values will be used to recalculate the 
decision tree. 
 
 
Figure 6.4: Set Threshold Dialog Box for Threshold Analysis 
6.6.4 Metric Clustering 
 
Visualisation support for Metric Clustering required the use of a bubble chart (Figure 
5.4). The charting component most suited to create the bubble chart was Nevron Chart 
(Section 6.2). Certain combinations of network metrics resulted in either 2D (Figure 6.5) 
or 3D bubble charts being generated (Figure 6.6). 2D bubble charts were simple to 
implement, using Nevron’s NBubbleSeries class to create the graph. Nevron’s 
NPointSeries class was used to create the 3D bubble chart (Figure 6.6). 
 
To view the bubble chart, the user selects the Metric Clustering tab. The bubble chart is 
created after data is sent from the UI to the data mining server. The results of the K-
Means algorithm are sent back in the format discussed in Section 5.4.2. 
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Figure 6.5: 2D Metric Clustering in NetPatterns  
 
Figure 6.6: 3D Metric Clustering in NetPatterns 
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For the K-Means algorithm, k (the number of clusters) was chosen as 5. As the 
PacketShaper data set is large, it was decided that 5 clusters would provide a better split 
in the data set and provide a more meaningful visualisation. These 5 clusters are used 
when creating the 3D bubble chart.  
 
In the original design (Figure 5.4), a legend was included to assist the user in obtaining 
details from the graph. The legend was replaced with appropriate tool tips containing the 
details regarding cluster volume (Figures 6.5 and 6.6). The user is able to read the cluster 
coordinates using the tooltip, rather than trying to read the values from the axes. 
6.6.5 Metric Correlation 
 
The scatterplot visualisation is shown when the user selects the Metric Correlation tab. 
The visualisation is created when the time period, together with the two network 
attributes to be correlated, are sent to the data mining server, with the results being 
returned in the format discussed in Section 5.4.3.  
 
Nevron Chart (Section 6.2) was modified in order to provide a correlation gradient on the 
scatterplot. The output provided by the correlation algorithm returns an array of points 
that were used to plot the data set on the graph. A correlation coefficient value was also 
returned and was used to calculate the gradient of the line. The results are shown in 
Figure 6.7.  
 
Difficulties arose with the representation of the regression line due to the fact that the 
scales on the x-axis differed from that of the y-axis based on the data set used in the 
correlation algorithm. Modifications were required to incorporate a scaling factor prior to 
the plotting of the correlation gradient. The regression line also required the use of a 
regression formula to display the line correctly.  
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Figure 6.7: Metric Correlation in NetPatterns 
 
Another problem occurred after it was found that certain combinations of network 
attributes did not display the data points on the graph, even though a correlation 
coefficient was returned by the algorithm. The reason the data points were not shown on 
the graph was that the values of the network attributes were too large, notably when 
Throughput was selected. To overcome this, the Throughput data had to be scaled down 
by a factor of 106.  
 
Once the scatterplot was created, user feedback revealed that the purpose of the line was 
not obvious. As a result, textual data was included at the bottom of the graph to 
complement the visualisation technique, indicating what type of correlation occurred 
between the network attributes. This textual data was based on the correlation coefficient, 
which was mapped onto Guildford’s guidelines (Table 5.1). In Figure 6.7, the correlation 
coefficient is 0.5368 and the resultant Guildford guideline is “Moderate correlation – 
substantial relationship.” 
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6.6.6 Filtering Techniques 
 
Data filtering techniques were incorporated to enable users to interact with the prototype. 
These filtering techniques vary according to the visualisation being viewed. This filtering 
allows different sets of data to be used by the three algorithms.  
 
The filtering views dynamically change depending on which visualisation is being 
viewed, as seen in Figures 6.2-6.7. Except for the Network Overview, each of the filtering 
views is divided into three sections. These sections include the time period in which the 
data is being viewed, the network attribute(s) and the network metric(s). 
 
 
Figure 6.8: Filtering Menu for NetPatterns 
 
The data to be used for the visualisations is initially filtered as soon as the user selects a 
VLAN to view. For each visualisation, the user is provided with three forms of data 
filtering. These include (Figure 6.8): 
1. Period selection, 
2. Network attribute selection, and 
3. Network metric selection. 
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The period selection enables the user to select certain periods of data that are stored in the 
data warehouse. The period selected in Figure 6.8 was 1-12 March 2005. Once the user 
has selected the period, the choice of network attribute is made. This determines which 
network metrics are available for selection. 
 
Radio buttons are used to ensure that the user can only select one network attribute for 
Threshold Analysis and Metric Clustering. Metric Correlation uses checkboxes to allow 
the user to calculate the correlation between any two network attributes. If the user 
selected to view Delay, the user can then select appropriate Delay network metrics. These 
data filtering techniques allow the user to view different combinations of data and the 
results of the algorithms applied to this data. 
6.6.7 Interaction Techniques 
 
Interaction techniques are used to allow the user to interact with the actual visualisations. 
Interaction techniques implemented in NetPatterns include zooming, panning and 
rotating. To access the interaction facilities, the user would use the toolbar of NetPatterns. 
Table 6.2 gives an overview of each button on the NetPatterns toolbar. 
 
The toolbar enables Zooming, Panning, Rotating, Printing and Saving the visualisations. 
If the user selects either Metric Clustering or Metric Correlation, then these buttons are 
enabled and the Threshold Analysis buttons are disabled, and vice versa (Table 6.2). 
 
For the organisation chart, the only interaction options provided by FlowChart.NET are 
Zooming In, Zooming Out and Zoom to Fit. For clustering and correlation, Nevron Chart 
provides various interaction methods, namely zooming, panning and rotating. 
 
The user can also output the visualisations, either by saving or printing the results. Both 
FlowChart.NET and Nevron Chart use similar methods to save and print the 
visualisations. This output can then be used by the user in presentations or to store the 
results to view at a later date. 
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Icon Name Action  
 Save Saves current visualisation 
 Print Prints current visualisation 
 Network Overview Displays the Network Overview 
 
Zoom to Fit/ 
 
Reset View 
For Threshold Analysis – fits the organisation 
chart to the display area 
For Metric Clustering and Metric Correlation - 
resets the visualisation to its original position. 
Threshold Analysis 
 Zoom In Zooms in on organisation chart 
 Zoom Out Zooms out on organisation chart 
Metric Clustering and Metric Correlation  
 Rotate Rotates the selected visualisation 
 Zoom Zooms in on the selected visualisation 
 Pan Pans the selected visualisation 
Table 6.2: Icon Descriptions of NetPatterns Toolbar 
6.7 Conclusions 
 
The aim of this chapter was to implement a prototype, NetPatterns to demonstrate the 
effectiveness of the model proposed in Chapter 5. The implementation of NetPatterns 
included the creation of the data warehouse (Section 6.4), the implementation of the data 
mining algorithms (Section 6.5) and the implementation of the UI and interaction 
techniques (Section 6.6).  
 
The three-tier architecture of the model was successfully implemented in NetPatterns 
using a web service and a database connection to allow communication between the 
different layers. A web service was created to link the Presentation Layer and the 
Application Layer, and a JDBC connection was used to link the Application Layer and 
the Data Layer (Section 6.3).   
 
The Data Layer was successfully created using an Oracle database to store the 
PacketShaper data (Section 6.4). The Application Layer was successfully implemented 
using Java for each of the data mining algorithms (Section 6.5). The only change in the 
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data mining algorithms was that the decision tree needed to include a facility to prune 
redundant leaf nodes.  
 
The Presentation Layer was implemented using C#. The visualisation techniques 
identified in Section 5.5 were successfully implemented, but implementation 
modifications in the graphical view were required to provide more visual cues (Section 
6.6). Problems occurred with the scatterplot visualisation, but the use of scaling allowed 
the scatterplot to be visualised correctly. Filtering and interaction techniques were 
included to allow the user to interact with NetPatterns. 
  
This chapter discussed the successful implementation of NetPatterns and assisted in 
demonstrating the effectiveness of the model. The following chapter discusses the 
evaluation and testing of NetPatterns and the results of this evaluation.  
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Chapter 7 – Evaluation 
 
7.1 Introduction 
 
This chapter aims to answer the research question regarding the usefulness of NetPatterns 
(Table 1.1). The usefulness of NetPatterns will assist in determining the effectiveness of 
the model. This usefulness is the result of a combination of perceived ease of use and the 
perceived usefulness of NetPatterns. The perceived ease of use is affected by the usability 
of NetPatterns. This chapter describes the evaluation method, including the instruments 
and metrics used. The results of the evaluation are discussed and analysed and 
conclusions are drawn based on these results. 
7.2 Evaluation Method 
 
The purpose of the evaluation is to show the usefulness of NetPatterns. This section 
details the procedures, metrics and instruments used in the evaluation process. The 
evaluation procedure details the evaluation environment, the equipment used and the test 
procedure. The evaluation metrics detail the information that was used to determine the 
usefulness of NetPatterns. The evaluation instruments include an evaluation task list and 
satisfaction questionnaire that were used in the evaluation. 
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7.2.1 Evaluation Procedure 
 
For the evaluation results to be accurate, the correct participants need to be identified. 
Eight participants were selected for the evaluation (Rubin 1994; NIST 1999). These 
participants need a certain level of experience and knowledge of the problem domain of 
application services. NetPatterns is a data mining tool that applies data mining algorithms 
to application services data and visualises the results of the algorithms. As such, the 
participants for the evaluation need to be knowledgeable in networks and network data. 
The participants were also required to have experience in using network monitoring tools.  
 
Once the participants were identified, an evaluation task list was created for each 
participant to complete. This task list was used to evaluate the effectiveness of 
NetPatterns. A user satisfaction questionnaire was also compiled for the participants to 
complete once the task list was completed. The task list and post-test questionnaire are 
discussed in more detail in Section 7.2.3. 
 
The evaluation was conducted in a usability lab to ensure that the participants would be 
focused on the required tasks. This lab contained a single computer with NetPatterns 
installed on it. For the purposes of the evaluation, the author assumed the role of the test 
administrator. The test administrator sat next to the participants and observed the 
participants during the evaluation. Any observations made by the test administrator or 
assistance provided to the participant were recorded.  
 
The procedure for the evaluation was as follows: 
• When the participant arrived for the evaluation, the test administrator greeted 
the participant. 
• The test administrator seated the participant in front of the computer and 
proceeded to give the participant an overview of NetPatterns. 
• The evaluation process was described to the participant, informing the 
participant that a task list and post-test questionnaire were provided. 
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• The participant commenced with the evaluation while the test administrator 
recorded any observations made.  
• Once the participant completed the task list, the participant completed a post-
test questionnaire. 
• A short discussion followed where the test administrator discussed any 
observations recorded and answered any of the participant’s questions. 
• The participant was then thanked for participating in the evaluation. 
• The post-test questionnaire was then analysed and the answers to the task list 
checked for correctness. 
7.2.2 Evaluation Metrics 
 
There were three metrics that were identified for the evaluation, namely effectiveness, 
satisfaction and usefulness.  The combination of these three metrics was used to 
determine the usefulness of NetPatterns. 
7.2.2.1 Effectiveness 
 
Effectiveness was measured by the accuracy and completeness with which the participant 
could complete the specific tasks when using NetPatterns. Measures of effectiveness 
were: percentage task completion, error frequency and the number of assists provided by 
the test administrator (NIST 1999).  
 
The completion rate was a value based on the number of tasks that were completely and 
correctly answered by the participant. If there was a large disparity in the combined 
results of all the participants, the individual results for a specific participant were 
accessed to see where the participant had problems with the task. Error frequency was 
used to indicate how many tasks the participant could not complete correctly. Any assists 
provided to the participants by the test administrator were recorded. This record was used 
when calculating completion rates.  
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These measures of effectiveness were combined to provide an overall effectiveness value 
for NetPatterns and to indicate whether there are any major areas of concern in 
NetPatterns that prevented the participants from effectively completing their tasks. 
7.2.2.2 Satisfaction 
 
Satisfaction provides a measure of the participant’s subjective response to a system 
(NIST 1999). Questionnaires are usually used to measure satisfaction and often make use 
of scales, such as a Likert scale (Usability by Design 2005), to measure participant 
satisfaction.  
 
There are a large variety of questionnaires available to measure satisfaction, including 
QUIS (Chin et al. 1988) and SUMI (Kirakowski 1996). Most of these questionnaires 
include measures for satisfaction, ease of use and usefulness. The results of the post-test 
questionnaires were used to indicate the overall satisfaction of the participants with 
NetPatterns. 
7.2.2.3 Usefulness 
 
The usefulness of NetPatterns would indicate if participants would use NetPatterns to 
support their daily tasks in future. This usefulness was derived from the perceived ease of 
use of NetPatterns (Davis 1989). This ease of use was measured by means of 
effectiveness and satisfaction. If participants could effectively complete all tasks with 
NetPatterns and could perform their tasks satisfactorily, the perceived ease of use was 
considered to be high.  
 
A measure of usefulness was also obtained by analysing participants’ comments 
regarding the use of NetPatterns during the evaluation process. Any feedback provided by 
the participants, either through the questionnaire or discussion after the completion of the 
evaluation, could add to or detract from the measure of usefulness. If the participants 
found NetPatterns to be useful, then this could suggest that NetPatterns would be used in 
the future to support the daily tasks of network monitoring. 
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7.2.3 Evaluation Instruments 
 
To determine the perceived usefulness of NetPatterns, the perceived ease of use needs to 
be identified (Davis 1989). Two evaluation instruments were compiled to assist in 
identifying perceived ease of use (Margescu and Rajanen 2005), namely a task list and 
post-test questionnaire. The task list was used to measure the effectiveness of NetPatterns 
and the questionnaire was used to measure user satisfaction.  
7.2.3.1 Task List 
 
The task list was created to test all the aspects of NetPatterns and to allow participants to 
explore NetPatterns and analyse the results of the data mining algorithms (Appendix D). 
The task list asked the participants to identify a specific VLAN and to drill down to view 
the results of the data mining algorithms. The task list was structured in such a way that 
the participants could provide answers to the tasks through exploration and analysis of 
NetPatterns. 
 
The participants’ answers were compared to correct answers and marked accordingly. 
The participants were given an overall score which indicated the degree to which the 
participants could effectively use NetPatterns and interpret the visualisations. 
7.2.3.2 Post-Test Questionnaire 
 
The post-test questionnaire was compiled for the purpose of allowing the participants to 
record their satisfaction with how well they could perform the tasks in the task list and 
how satisfied they were with the results provided by NetPatterns. A standard user 
satisfaction questionnaire could not be used as NetPatterns uses different visualisation 
techniques for the three data mining algorithms.  
 
Visual data mining employs visualisations based on the output of data mining algorithms 
to assist users in understanding the results of these algorithms. There is, however, no 
benchmark for evaluating the effectiveness of the visualisations and the visual data 
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mining tool itself  (Grinstein et al. 2001). Research by Margescu et al. (2004) developed 
a framework for evaluating visual data mining tools and portions of this framework can 
be found in work conducted by Grinstein et al. (2001) and Freitas et al. (2002).  
 
Margescu et al. (2004) identified the concept of quality of use to evaluate visual data 
mining tools. Quality of use identifies the totality with which a data mining tool satisfies 
the users’ needs, including the features and characteristics of the tool. Quality of use 
consists of: 
• Quality of interaction, 
• Quality of visualisation, and  
• Quality of information. 
 
 
Figure 7.1: The relationship between visualisation, interaction and information in a visual data 
mining tool (Margescu et al. 2004) 
 
Figure 7.1 shows the relationship between the visualisation, interaction and information 
in a visual data mining tool. When a user uses a system, the user has a certain task in 
mind.  The user interacts with the system in an attempt to accomplish the task. This 
interaction provides the user with a visualisation based on certain criteria input by the 
user. Using the results of the visualisation, information is shown to the user who 
interprets the results.   
 
Using these concepts of quality of interaction, visualisation and information, a post-test 
questionnaire was compiled (Appendix E). Once the participant had completed the task 
 
Database 
Data models 
Queries 
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Interaction 
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list, the post-test questionnaire was completed. The results of the questionnaire were 
analysed and used to indicate the quality of use of NetPatterns. The perceived ease of use 
and perceived usefulness were used to indicate if the participants would use NetPatterns 
for their daily tasks in future. 
7.3 Results and Analysis of Results 
 
Once the evaluation was completed, the results provided by the participants were 
consolidated and analysed. The metrics identified in Section 7.2, namely effectiveness, 
satisfaction and usefulness, were used to determine the usefulness of NetPatterns and 
ultimately determine the effectiveness of the model. 
7.3.1 Demographics 
 
The demographic profile of the participants is shown in Table 7.1. Eight participants were 
identified based on the user profile described in Section 7.2.1. Most participants were 
male (87.5%), mirroring the trend of mostly male network managers in the computer 
industry (ITAA 2003). More than half the participants (62.5%) had at least six years 
experience in network management and 87.5% of the participants had experience in at 
least one network management tool.  
 
  Gender Age 
N Male Female 20-30 31-40 41-50 
8 7 1 3 1 4 
  
Years Experience Network Software Used 
0-3 3-5 6+ 0 1-2 3+ 
1 2 5 1 3 4 
Table 7.1: Demographic Profile of Participants 
7.3.2 Effectiveness Results 
 
The effectiveness of NetPatterns was measured by means of the completion rate of the 
task list provided to the participants (Appendix D). The participants worked through the 
task list and answered specific questions using NetPatterns. These tasks ensured the 
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participants tested each of the three data mining techniques, namely Threshold Analysis, 
Metric Clustering and Metric Correlation. For each of the three techniques, the 
participants were required to perform a series of tasks and provide answers for each.  
 
Table 7.2 shows the mapping of the tasks from the task list (Appendix D) to the 
visualisations used by NetPatterns. The Network Overview required the participant to 
identify the VLAN with the highest delay. The Threshold Analysis required the 
participant to explore and create organisation charts based on different network metrics. 
Metric Clustering asked the participant to indicate if any trends occurred in the 
visualisations. The participants were also required to identify any trends in Metric 
Correlation. Also shown is the proportion of that task list that was used when calculating 
the task completion for each participant. 
 
Task 
Number Visualisation Description 
% of 
Task 
List 
1 Network Overview Identify VLAN with highest delay 4.0%
2 Threshold Analysis Identify which network metric contributes the most to Total Delay Avg 37.5%
3 Metric Clustering Identify the trends when clustering Average Delay 21.0%
4 Metric Correlation Identify the trends in the correlation between Delay and Utilisation 37.5%
  100%
Table 7.2: Mapping of Tasks to Visualisations 
 
These proportions were used when calculating the weighted percentage of task 
completion for each participant according to the following formula: 
Total % of task completion = T1*0.04 + T2*0.375 + T3*0.21 + T4*0.375  
where Ti = percentage of completion for Task i, for i = 1,2,3,4.  
 
The total percentages of task completion for each participant as well as the median and 
mean percentages of task completion for each of the four tasks are tabulated in Table 7.3. 
 
Task 1 had a median and mean task completion rate of 100%, indicating that the 
participants had no problems interacting with the Network Overview. This implied that 
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each participant was able to interact with NetPatterns and obtain the required information. 
None of the participants required assistance to perform Task 1. 
 
Percentage (%) of Task Completion 
Participant 
Task 1 Task 2 Task 3 Task 4 
Total % of 
Task 
Completion 
1 100% 89% 100% 89% 92% 
2 100% 44% 100% 89% 75% 
3 100% 100% 80% 67% 83% 
4 100% 89% 100% 89% 92% 
5 100% 89% 80% 44% 71% 
6 100% 100% 100% 89% 96% 
7 100% 89% 100% 56% 79% 
8 100% 100% 100% 67% 88% 
Median % of Task 
Completion 100% 89% 100% 78% 85% 
Mean % of Task 
Completion 100% 87.50% 95% 73.61% 84.37% 
Standard Deviation 0.00 0.18 0.09 0.18 0.09 
Table 7.3: Percentage of Task Completion for Participants 
 
 
Task 2 had a median task completion rate of 89% and a mean task completion rate of 
87.5%. This indicated that some users had a slight problem with answering questions 
based on Threshold Analysis. Based on the test administrator’s observations, participants 
required assistance to initially understand the concept of a decision tree and how to read 
information from the tree. Once the participants had a better understanding of Threshold 
Analysis, all tasks were completed correctly. The only exception for Task 2 was 
Participant 2 (44% task completion rate). This participant continuously struggled to 
understand how to read and interpret the decision tree and subsequently could not 
complete the tasks for Task 2. 
 
Task 3 had a median task completion rate of 100% and a mean task completion rate of 
95%. Task 3 concerned Metric Clustering and obtaining information from the bubble 
chart. The participants required no assistance from the test administrator and could 
answer the tasks correctly. Participants commented that Metric Clustering was easy to 
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understand and that they could obtain the required information easily from the bubble 
chart. 
 
Task 4, concerning Metric Correlation had the lowest results, with median and mean 
completion rates of 78% and 73.61% respectively. The participants required no assistance 
to answer the exploration questions. When the participants were asked to analyse the 
scatterplot for Metric Correlation, they became confused between what was shown on the 
scatterplot and how they understood correlation. Only 50% of the participants managed to 
analyse the scatterplot correctly, scoring above 70%. 
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Figure 7.2: Mean and Median Percentage of Overall Task Completion 
 
A summary of the mean and median completion rates is shown in Figure 7.2. Overall, the 
median and mean completion rates were 85% and 84.37% respectively, with 87.5% of the 
participants scoring a total completion rate of above 75%. This is an indication that the 
majority of the participants could effectively complete the majority of their tasks 
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correctly using NetPatterns. The individual results of each participant can be found in 
Appendix F. 
7.3.3 Satisfaction Results 
 
User satisfaction was obtained by the participants completing a post-test questionnaire 
once the task list was completed. This questionnaire (Appendix E) was divided into five 
main sections. These sections included: 
1. Overall reaction, 
2. Overall quality of interaction, 
3. Overall quality of visualisation, 
4. Quality of the different visualisations, and 
5. Quality of information for each visualisation. 
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Figure 7.3: User Satisfaction Results 
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For each section the participant was required to provide ratings. These rating were 
measured using a five-point Likert scale (Usability by Design 2005). The median and 
standard deviation for each section for all participants was calculated to provide an 
overall rating of satisfaction. Figure 7.3 summarises the mean results of the questionnaire. 
All ratings provided were 4 or higher, indicating that the participants were highly 
satisfied with NetPatterns. The detailed results of the questionnaire can be found in 
Appendix G.  
 
Part 3b: Quality of Different Visualisations 
 
   
  
  
  Median Std Dev Median Std Dev Median Std Dev 
3.6 The layout of the screen was effective 4.5 0.53 4.5 0.53 4.5 1.04 
3.7 The size of the visualisation was appropriate 5 0.76 5 0.52 4 1.07 
3.8 Locating data on the screen was easy 4 0.64 5 0.52 4 0.93 
3.9 There is a good description of the data 4.5 1.04 5 0.76 4.5 0.89 
3.10 The use of colours for the visualisation was helpful 5 0.46 4 0.71 5 0.92 
3.11 Data labels were helpful to understand the visualisation 4 0.93 4 0.71 4 0.83 
3.12 Terminology related to the task was appropriate 4 0.99 4 0.71 4 1.07 
 Median for each visualisation 4.5  4.5  4   
Part 4: Quality of Information  
4.1 The information is presented in an understandable way 4.5 0.89 5 0.76 4 0.99 
4.2 The information obtained was reliable 5 0.49 5 0.76 5 0.79 
4.3 The information obtained was easy to interpret 5 1.16 4 0.76 4 0.92 
4.4 The information provided was interesting 5 0.46 4.5 0.74 5 1.06 
4.5 I could obtain the information needed for the task 4.5 0.53 4.5 0.53 4.5 1.13 
4.6 The quality of information is sufficient 4.5 0.53 4.5 0.74 5 0.76 
 Median for each visualisation 4.75   4.5   4.75   
Table 7.4: Satisfaction Results for each Visualisation 
 
Table 7.4 shows the satisfaction results for each of the visualisations. The overall median 
rating for the quality of each visualisation was above 4 out of 5 for all three 
visualisations. This indicates that the participants were highly satisfied with the quality of 
the three visualisation techniques. The ratings provided for the quality of information for 
each visualisation were above 4.5 out of 5, further supporting the conclusion that the 
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participants were extremely satisfied with NetPatterns. There was almost no difference in 
satisfaction between the three visualisations, based on the difference in median rating for 
each visualisation being within 0.5. 
7.3.4 Usefulness 
 
As discussed in previous sections, usefulness can be determined through perceived ease 
of use which is a combination of effectiveness and satisfaction. Based on the results 
shown in Sections 7.3.2 and 7.3.3, NetPatterns can be perceived as being very useful. To 
obtain a more definitive view on the usefulness of NetPatterns, the participants were 
asked in the questionnaire if they would use NetPatterns in their daily tasks in future and 
provide reasons for their choice. All the participants said that they would use NetPatterns 
to assist them with their daily tasks in future.  
 
The reasons provided by the participants included the following: 
• “NetPatterns gives a quick and easy way to understand what is happening on the 
network. The clustering and correlation functions provide a convenient 
interpretation”. 
• “NetPatterns is very useful network traffic analysis tool that could help to 
determine network performance problems so that a network person can effectively 
plan network upgrades and improvements.” 
• “NetPatterns would assist doing my daily job to interpret whether the bottleneck 
is server or network related.” 
• “Generally easy to use and interpret.” 
• “Easy to quickly obtain information for delays in the network” 
• “Easy interpretation of the raw data.” 
• “Problem areas could be highlighted quickly easily without major network 
knowledge.” 
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7.4 Discussion of Results 
 
Generally the participants found NetPatterns easy to use, but many commented that when 
initially working with NetPatterns, exploration was required to get a better understanding 
of how NetPatterns works and exactly what information is provided to the user. 
Participants also found that an initial explanation would be required for first time users to 
become more familiar with the information provided by each visualisation, specifically 
for the decision tree. 
 
Participants found it easy to interact with NetPatterns and could understand and interact 
with the filtering menu. One participant commented very favourably on the use of colours 
in the Network Overview and Threshold Analysis screens despite the fact that he is colour 
blind. This indicates that the use of colours to highlight problem areas is effective. 
 
A few usability issues were identified by the test administrator during user observation. 
The tool tips on the Network Overview and Threshold Analysis visualisations took some 
time to display. The participants did not initially recognise the “+” sign used on the 
branches of the decision tree and as such did not know that there was information 
available to assist in understanding the visualisation. A subsequent change to the use of 
“i” to indicate “information” yielded more positive results. 
7.5 Conclusions 
 
The aim of this chapter was to determine the usefulness of NetPatterns, and subsequently 
confirm the effectiveness of the model proposed in Section 5.2. 
 
A structured evaluation method was followed based on user testing. This method 
included following an evaluation procedure (Section 7.2.1); and identifying the metrics to 
be used for analysis, namely effectiveness, satisfaction and usefulness (Section 7.2.2). To 
enable the collection of these metrics, several evaluation instruments were designed 
namely a task list and a post-test questionnaire (Section 7.2.3). 
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The user testing provided results for effectiveness and user satisfaction of NetPatterns. 
For effectiveness, the mean completion rate for each task was above 80%, indicating that 
NetPatterns was highly effective, allowing participants to complete all their tasks 
(Section 7.3.2). For satisfaction, the overall mean rating for the quality of visualisation 
and quality of information for each of the three visualisations was above 4 out of 5, 
indicating that the participants were highly satisfied with the visualisations used in 
NetPatterns (Section 7.3.3).  
 
The results of the evaluation of NetPatterns show that NetPatterns has a high level of 
perceived usefulness for the mining and visualisation of application services data (Section 
7.3.4). As the implementation of NetPatterns was based on the model proposed in Section 
5.2, the effectiveness of the model can been successfully confirmed.  
 
The next chapter provides conclusions for the research and makes recommendations for 
possible future work. 
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Chapter 8 – Conclusions and Recommendations 
 
8.1 Introduction 
 
The aim of this dissertation was to propose a model for the mining and visualisation of 
application services data in an attempt to identify where problems occur on the network. 
A prototype was implemented to demonstrate the effectiveness of this model. This 
prototype incorporated all the components in the proposed model. The objective of this 
chapter is to provide a review of the research achievements and limitations and discuss 
future research. 
8.2 Research Achievements 
 
A number of research questions were considered that guided the outcome of the research 
(Section 1.5). These research questions are divided into two major achievements, namely 
the proposed model (Section 8.2.1), and the development of NetPatterns (Section 8.2.2). 
The research questions associated with each achievement are shown in Table 8.1.  
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Achievement 1: Proposed Model 
1. What are network application services and what are typical network performance metrics? 
2. What data does PacketShaper measure and how is it stored? 
3. What are the data warehouse requirements for the PacketShaper data? 
4. What data mining techniques are available and which are most appropriate for application 
services data? 
5. What visualisation techniques are available and which are most appropriate for application 
services data? 
6. What related data mining systems exist and what are their shortcomings? 
7. What components should be incorporated in the model? 
 
Achievement 2: Development of Prototype 
8. How should the results of the data mining algorithms be displayed? 
9. How should the prototype be designed and implemented? 
10. How effective and useful is the prototype? 
11. How effective is the model? 
Table 8.1: Research achievements and the associated research questions 
 
8.2.1 Proposed Model 
 
The first achievement of this research was the development of a model for the mining and 
visualisation of application services data. In order to propose the model, the data required 
for the data mining of application services data was identified (Chapter 2), and the 
components of typical data mining systems (Chapter 3) were determined. The 
shortcomings and common features of three related systems were discussed (Chapter 4). 
The combination of this information was used to propose the model (Chapter 5). 
  
A literature study was conducted to provide answers regarding application services data. 
The benefits of application services were discussed in Section 2.2. The application 
service identified for the research was the Integrated Tertiary Software (ITS). An 
overview of the NMMU South Campus network was provided listing the various virtual 
local area networks (VLAN) on the NMMU South Campus network (Section 2.3). An 
investigation into network characteristics identified six network attributes, namely delay, 
throughput, response time, utilisation, loss and bandwidth (Section 2.4).  
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A network monitoring tool, PacketShaper was placed on the NMMU South Campus 
network between ITS and the client computers. Section 2.5 discussed each PacketShaper 
metric as well as how these metrics were stored. Relevant PacketShaper network metrics 
were mapped onto specific network attributes (Table 2.7), to identify the network metrics 
which were used in the data mining process.  
 
An investigation was conducted into the different components of data mining systems. 
Three core components were identified, namely a data warehouse, data mining algorithms 
and visualisation techniques. Chapter 3 discussed these components and resulted in the 
identification of specific algorithms and visualisations to be used for the proposed model. 
A three tier architecture was identified as the basis for a data mining system (Section 3.2). 
Section 3.3 provided an overview of data warehouses and the pre-processing of the data 
to be stored in the data warehouse. The relevant data to be stored in the data warehouse 
was specified in Table 2.7.  
 
Data mining forms an integral part of the knowledge discovery process and depends on 
the type of data to be used. Data mining systems can have one of three architectures, 
(Section 3.4.1). Semi-tight coupling was selected as the data mining architecture for the 
proposed model. An investigation into data mining algorithms identified three different 
categories of algorithms as being appropriate to application services data. These 
categories were classification, clustering and association.  
 
A comparison of a subset of data mining algorithms from each category was discussed in 
Section 3.4.2. This comparison led to the selection of specific algorithms for each 
category based on their suitability for the numeric PacketShaper data. The decision tree, 
K-Means and correlation algorithms were selected for each of the three categories 
(Section 3.4.3).  
 
An investigation into visual data mining and various visualisation techniques was 
conducted (Section 3.5). Various visualisation techniques for the algorithms identified in 
Section 3.4.3 were investigated and choices made. The visualisation techniques selected 
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were a 2D decision tree for the decision tree algorithm, a bubble chart for K-Means and a 
scatterplot for the correlation algorithm (Section 3.5.4).  
 
The architecture of typical data mining systems and the research on data mining and 
visualisation techniques were used to review three related systems (Chapter 4). These 
related systems were Microsoft SQL Server 2005, Magnify and Clementine. All three 
related systems use a three-tier architecture and provide various data mining algorithms 
from the three data mining categories. The shortcoming of these algorithms is that they 
do not support application services data. Visualisation techniques are provided for each of 
the algorithms, but some are too complex to be easily understood. 
 
The various components identified in the related systems were used in conjunction with 
the literature review in Chapter 3 as a basis for the proposed model in Chapter 5.The 
proposed model comprises three layers, namely a data layer, application layer and a 
presentation layer. The data layer contains the data warehouse; the application layer 
contains the three data mining algorithms; and the presentation contains the three 
visualisation techniques and a UI. 
8.2.2 Development of the Prototype 
 
The second achievement of the research was demonstrating the effectiveness of the 
model through the development of NetPatterns, a prototype for the mining and 
visualisation of application services data. The design of NetPatterns was based on the 
components of the proposed model (Chapter 5). To demonstrate the effectiveness of the 
model, NetPatterns was implemented (Chapter 6) and user testing was conducted to 
evaluate the effectiveness and usefulness of NetPatterns (Chapter 7). 
 
An iterative approach, employing conceptual model extraction, was used for the 
development of the UI (Section 5.7). Low level prototypes were developed and presented 
to the users and the feedback provided was used to produce a high level UI design. The 
UI design was combined with the visualisations for each algorithm to support user 
interaction with the results of the data mining algorithms. 
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The implementation of NetPatterns was documented in Chapter 6. The three-tier 
architecture was successfully implemented using web services and a JDBC connection to 
link the data, application and presentation layers (Section 6.3). The data layer used an 
Oracle database for the data warehouse (Section 6.4). The three data mining algorithms 
were successfully implemented using Java (Section 6.5). The only modification to the 
decision tree algorithm was the inclusion of tree pruning to simplify the visualisation and 
make the organisation chart easier to interpret. The presentation layer was implemented 
in C#. The only change in the implementation of the visualisations was the introduction 
of visual cues and different colours to assist the user in understanding the results better. 
The detailed views were successfully implemented and allow the filtering and graphical 
views to be updated according to the data mining algorithm selected.  
 
An evaluation was required to show the effectiveness of NetPatterns and confirm the 
effectiveness of the underlying model. Chapter 7 discussed the evaluation of NetPatterns 
using user testing. The evaluation did not use a standard user satisfaction questionnaire 
because different visualisation techniques were used for the different data mining 
algorithms. As NetPatterns incorporates three data mining algorithms and corresponding 
visualisation techniques, a new questionnaire was therefore compiled.  
 
A task list was used to measure the effectiveness of NetPatterns (Section 7.2.3.1) and a 
post-test questionnaire incorporating the concept of quality of use was used to measure 
satisfaction (Section 7.2.3.2). The combined results of the effectiveness and satisfaction 
were used to determine the perceived usefulness of NetPatterns. 
 
The results of the evaluation provided median and mean task completion rates of 85% 
and 84.37% respectively (Section 7.3.2). These results indicate that the majority of the 
participants could effectively complete the required tasks. In terms of user satisfaction 
with NetPatterns, the mean rating for the questionnaire was above 4 out of 5, indicating 
that the participants were highly satisfied with NetPatterns. For the quality of information 
and visualisation for each of the data mining algorithms, the mean rating was above 4 out 
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of 5, suggesting that the participants were highly satisfied with the visualisations 
provided (Section 7.3.3). These results were combined to determine the level of perceived 
usefulness, indicating that NetPatterns could be a useful tool for the mining and 
visualisation of application services data.  
 
The results of the evaluation of NetPatterns were used to confirm the effectiveness of the 
proposed model.  
8.3 Contribution of Research 
 
The contribution of this research was two-fold, including both a theoretical and practical 
aspect. The first contribution was the proposal of a model to mine and visualise 
application services data (Section 8.2.1). The second contribution was the successful 
development of NetPatterns to show the effectiveness of the model (Section 8.2.2).  
  
The proposed model to mine application services data is shown in Figure 8.1. This model 
consists of three layers, namely the data layer, the application layer and the presentation 
layer. The identification of the data to be used in the data mining process is important as 
the selection of appropriate data mining algorithms depends on this data. The identified 
data needs to be pre-processed before being stored in the data warehouse.  
 
One algorithm was identified from each of the three data mining algorithm categories, 
namely decision trees for classification; K-Means for clustering; and correlation for 
association (Section 3.4.2). Based on the format of the output created by each algorithm, 
a visualisation technique for each algorithm was selected (Section 3.5.4). The 
visualisations selected were an organisation chart for decision trees, a bubble chart for K-
Means and a scatterplot for correlation. These visualisations were then incorporated into a 
UI that allows users to interact with the visualisations; filter the data in the data 
warehouse; and interpret the results. 
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Figure 8.1: Proposed model for the mining and visualisation of Application Services Data 
 
A prototype, NetPatterns, was implemented to demonstrate the effectiveness of the 
model. The development of NetPatterns was based on the design of the proposed model 
(Chapter 5). The UI was developed to allow user interaction with the visualisations based 
on the output of the data mining algorithms. The first screen a user sees when using 
NetPatterns is the Network Overview (Figure 8.2). The purpose of the Network Overview 
is to provide the user with a logical view of the NMMU South Campus network. The user 
is able to see immediately which VLAN is experiencing problems on the network. The 
user is able to filter the data using the filtering menu on the right hand side of the screen. 
The user is able to drill-down into one of the VLANs to obtain more information about 
the results of the data mining algorithms for the selected VLAN. 
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Figure 8.2: Network Overview of NetPatterns 
 
Once a user drills down into a specific VLAN, the user is shown a detailed view of the  
results of the data mining algorithm (Figure 8.3). The screen is divided into two main 
sections, namely the graphical view (bordered in red) and the filtering view (bordered in 
blue). When the user selects one of the data mining algorithms, for example, Metric 
Correlation, the graphical and filtering views are updated to reflect the selected data 
mining algorithm. 
  
A standard evaluation method based on user testing was conducted (Chapter 7). The 
results of the task list and the post-test questionnaire indicate that the participants were 
highly satisfied with NetPatterns. The evaluation indicated that the participants could 
effectively use NetPatterns to complete the required tasks and were highly satisfied with 
the visualisations provided (Section 7.3). The evaluation results, together with the 
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participants’ responses, confirmed the effectiveness and usefulness of NetPatterns. These 
results also confirmed the effectiveness of the proposed model. 
 
 
Figure 8.3: Metric Correlation of NetPatterns 
8.4 Implications and Limitations of the Research 
 
A theoretical implication of the model is that it is a blueprint for a visual data mining tool 
like NetPatterns. If a user uses the model for a different domain, the only changes to 
make are the choice of algorithms and visualisation techniques specific to that algorithm.  
The user interface can also be used as a basis for the design of visual data mining tools in 
the future. Changes to the user interface can be made to suit the results of different data 
mining algorithms for application services data. 
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The practical implication of NetPatterns is that it demonstrated the successful use of the 
proposed model. The evaluation of NetPatterns indicated that network managers could 
effectively use NetPatterns to analyse and view network usage patterns.  
 
A limitation of the research was that the data mining algorithms were performed on 
historical data collected by PacketShaper. PacketShaper does not provide access to real 
time data. The only way to access the data was by downloading the log files created by 
PacketShaper. As a result, NetPatterns can only categorise historical network data.  
8.5 Future Research 
 
Several possibilities for future research have been identified as a result of this research. 
The model proposed in this dissertation was specifically created to mine and visualise 
application services data. Theoretical future research could be to apply the model to other 
problem domains. Research could also be conducted to identify what modifications to the 
model are required for other problem domains.  
 
As discussed in Section 8.4, this research was limited to categorising data using historical 
data collected by PacketShaper for the ITS application service on the NMMU South 
Campus network. Practical future research could include using real time data from 
PacketShaper or another network monitoring tool in order to facilitate identification and 
prediction of real-time network problems.  
 
Further practical research could be the modification of NetPatterns and its components to 
use data collected by other network monitoring tools such as the Multi Router Traffic 
Grapher (MRTG) or Simple Network Management Protocol (SNMP). Practical changes 
would involve modifying existing queries that are used for the different data mining 
algorithms or amending tables currently in the Oracle data warehouse.  
 
To demonstrate the usefulness of NetPatterns in assisting network managers with network 
monitoring, NetPatterns could be used daily in conjunction with existing network 
monitoring tools to complement the information provided by these tools. If NetPatterns is 
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modified to use real time data, it might be able to predict possible network problems 
before they occur, or to indicate where problems occur on the network. Using this 
information, network technicians could be timeously sent to the problem area to fix the 
problem.  
8.6 Summary 
 
The goal of this research was to propose a model to mine and visualise application 
services data. This goal was successfully achieved, both theoretically and practically. The 
theoretical achievement was the proposal of a model to mine and visualise application 
services data. The practical achievement was the development of a prototype, 
NetPatterns, to mine and visualise application services data.  
 
An in-depth literature study was conducted into data mining systems as well as an 
investigation into related systems. The literature study revealed typical data mining 
architectures and the components of data mining systems. These findings were discussed 
in Chapters 2, 3 and 4. The proposed model was discussed in Chapter 5. To demonstrate 
the effectiveness of the model, a prototype called NetPatterns was implemented to mine 
and visualise application services data. An evaluation of NetPatterns confirmed that 
NetPatterns was an effective and useful tool. This evaluation also served to confirm the 
effectiveness of the model. 
 
Several shortcomings were identified in the research. Only historical data is collected by 
PacketShaper. As a result, NetPatterns can only be used to categorise any network 
problems. To overcome this shortcoming, future research could include the purchase of a 
real-time monitoring network management tool to collect real-time data in order to make 
predictions regarding network performance. 
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Appendix A – PacketShaper Variables 
 
Common Variables 
 
Table 1 lists all the common variables that PacketShaper uses with a description for 
each of the variables. A field “Measured” is included to indicate if these variables are 
actually measured by the model of PacketShaper that the Department of Computer 
Science and Information Systems purchased. 
 
Variable Name Description Measured 
avg-bps The usage over the network, averaged over the interval, measured in bits per seconds. Yes 
avg-pps Packets per second average rate.          Formula: pkts/sample-inteval-secs. Yes 
bytes The number of bytes that passed through the link during the specified interval. Yes 
guar-rate-allocs Count of allocation events that were allowed their guaranteed rates during the measurement interval. No 
guar-rate-fails  
 
Count of “denied” admission-control events when 
there wasn’t enough bandwidth to satisfy guaranteed 
rate demand. This is an indicator of guaranteed rate 
failures and therefore can be used as a measurement 
of user satisfaction. 
No 
kbytes 
Number of bytes transferred during the measurement 
interval, divided by 1024 and rounded to the nearest 
kilobyte. 
Yes 
peak-bps 
peak rate recorded for the link, partition or class 
during the specified interval; PacketShaper 
determines the peak-bps by looking at the rate 
recorded for the busiest one-second sub-interval. 
Yes 
peak-guar-rate-flo guaranteed rate flow peak count. No 
peak-tcp-conns highest number of simultaneous TCP connections recorded for the interval. Yes 
pkts packet count – number of units that have passed through the unit during the specified interval. Yes 
sample-interval-msec time between measurement samples in milliseconds. Yes 
sample-interval-overrun 
interval overrun count – that is, the number of times 
the measurement engine was too busy to be able to 
write the data to disk. 
No 
sample-interval-secs time between the measurement samples (interval duration) in seconds. Yes 
tcp-conn-aborts 
number of TCP connections exited as aborted 
connections; for example, HTTP stop button hits. 
This number gets incremented when a connection is 
in progress and an RST is sent. (RSTs are sometimes 
used as a lazy way to close a connection as an 
alternative to sending the full orderly shutdown FIN, 
FIN-ACK, ACK sequence to close a TCP 
connection). 
Yes 
tcp-conn-aborts% 
percentage of TCP connections exited as aborted 
connections.  
Formula: tcp-conn-aborts/tcp-con-exits 
Yes 
Table 1: Description of Common Variables 
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Variable Name Description Measured 
tcp-conn-exits 
number of TCP connections exited. This number gets 
incremented when PacketWise sees the end of a flow 
with an orderly shutdown (FIN, FIN-ACK, ACK) or 
terminated by an RST. 
Yes 
tcp-conn-inits 
number of TCP connections started. This number 
gets incremented when PacketWise sees a SYN 
packet initiating the new flow. 
Yes 
tcp-conn-self-denies 
number of PacketWise-initiated TCP connections 
exited because of a discard policy or admission 
control (refuse) was applied. 
No 
tcp-conn-self-denies% 
percentage of PacketWise-initiated TCP connection 
attempts exited as denied. 
 Formula: tcp-conn-self-denies/tcp-conn-exits. 
No 
tcp-conn-server-ignores 
number of TCP connections exited as ignored 
connections – that is, the server never responded. 
This number gets incremented when a connection is 
quarantined (which means the flow limit specified in 
the flowlimit policy was exceeded) or if either the 
SYN ACK or SYN ACK ACK are not seen within a 
one-minute timeout period. 
Yes 
tcp-conn-server-ignores% 
percentage of TCP connections exited as ignored 
connections.  
Formula: tcp-conn-server-ignores/tcp-conn-exits. 
Yes 
tcp-conn-server-refuse 
number of TCP connections refused by the server. 
This number gets incremented when a SYN is 
refused using an RST. Generally this happens when a 
server wants to deny a connection because it’s too 
busy to accept a new connection. 
Yes 
tcp-conn-server-refuses% percentage of refused connections.  Formula: tcp-conn-server-refuses/tcp-conn-exits. Yes 
tcp-data-pkts count of TCP data packets, including retransmits. Yes 
tcp-early-retx-toss-pkts 
count of TCP tossed retransmissions; PacketWise 
controls retransmission time-outs for outbound 
retransmissions by discarding premature RTO 
segments. 
No 
tcp-early-retx-toss-pkts% 
TCP toss rate.  
Formula: Tcp-early-retx-toss-pkts/ Tcp-early-retx-
toss-pkts+tcp-retx-pkts 
No 
tcp-efficiency% percentage of TCP data bytes that were good, that is, those that were not retransmitted. Yes 
tcp-retx-bytes count of TCP retransmitted bytes Yes 
tcp-retx-pkts count of TCP retransmitted packets, including tossed packets. Yes 
tcp-retc-pkts% 
TCP transmit rate – the percentage of packets seen by 
PacketWise that were retransmitted.  
Formula: tcp-retx-pkts/tcp-data-pkts 
Yes 
Table 1: Description of Common Variables (continued) 
 
Partition Variables 
 
 
Table 2 lists all the partition variables that PacketShaper uses with a description for 
each of the variables. 
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Variable Name Description Measured 
commitment-failure% 
percentage of one-minute intervals in which 
packets were dropped when the partition size was 
less than 6% below the reserved partition size. For 
example, if packets were dropped in 6 different 
one-minute intervals during an hour period, the 
commitment-failure% would be 10 (percent). If no 
packets were dropped during the interval, the value 
would be 0. If all packets were dropped during the 
interval, the value would be 100. 
No 
dynamic-cap-count 
number of flows that were given admission control 
because the dynamic partition already had the 
maximum number of users. 
No 
dynamic-live-user 
peak number of live users in a dynamic partition 
during the measurement interval (live user is 
defined as a user who is actively using the 
application and won’t be usurped if a new user 
wants a sub-partition and none is available. 
No 
dynamic-no-partition-count 
number of flows that were denied because the 
PacketShaper unit had reached its maximum 
number of partitions and new sub-partitions could 
not be created. 
No 
lowest-fully-satisfied-priority lowest priority traffic level that could get all the bandwidth it requested. No 
partition-burst-limit-bps configured partition burst limit; same as the partition size if the partition is not burstable. Yes 
partition-over-limit-msecs 
cumulative time during which allocated bandwidth 
exceeded the partition minimum size, in 
milliseconds. 
No 
partition-over-limit-secs cumulative time during which allocated bandwidth exceeded the partition minimum size, in seconds. No 
partition-over-limit-time% 
percentage of time that allocated bandwidth 
exceeded the partition minimum size.  
 Formula: partition-over-limit-
msecs/sample-interval-msecs 
No 
partition-size-bps: configured partition minimum size.  Yes 
pvc-avg-bps rate in bits per second based on the pvc-bytes over the interval. No 
pvc-bytes: number of bytes sent or received on the permanent virtual circuit (PVC) No 
pvc-avg-fps: frame-per-second rate No 
pvc-ecn-frames 
number of frames that had FECN/BECN 
(Forward/Backward Explicit Congestion 
Notification) set. 
No 
pvc-ecn-frames% percentage of frames with FECN/BECN set No 
pvc-frames number of frames in the interval. No 
pvc-target-bps: average target rate for the PVC  No 
Table 2: Description of Partition Variables  
Class Variables 
 
Table 3 lists all the class variables that PacketShaper uses with a description for each 
of the variables. 
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Variable Name Description Measured 
avg-round-trip-time 
average number of milliseconds a packet 
takes to go from client to server and back 
again. 
Yes 
class-hits class hit count. Yes 
client-flood-block 
number of flows that were blocked due to a 
client (flow initiator) exceeding the flow 
limit rate specified in the policy flowlimit 
command. 
No 
conn-speed-hist 
speed histogram over well-known speeds. 
This histogram provides a profile of use, for 
example, for dialup modems versus high-
speed modems. Use this data to identify 
which levels are overburdened. These 
speeds represent the PacketWise-detected 
speeds per flow. This data is recorded only 
for FTP and HTTP connections. All other 
classes report zeroes. 
Yes 
licence-overflows count of the number of flows that would exceed the licences. No 
licences-peak largest value of licences (sessions) that are in use during the interval. No 
licences-total the value of the class licences limit at the end of the interval. No 
network-delay-avg average number of milliseconds the class’ transaction packets are spent in transit. Yes 
network-delay-histogram 
histogram of the number of milliseconds the 
class’ transaction packets are spent in transit. 
Note: each histogram contains a table of data 
where the index represents the lower bound 
of a time range in milliseconds. Table cells 
contain the number of transactions whose 
delay time fell within the range represented 
by the index. 
Yes 
network-delay-median 
median number of milliseconds the class’ 
transaction packets spent in transit (half the 
class’ network delays were shorter, half 
were longer). 
Yes 
network-delay-msec 
the sum of the network delays of all 
transaction in the specified interval, 
measured in milliseconds. (Network delay is 
the time a transaction spends in transit.) This 
variable is useful for calculating weighted 
averages across multiple intervals. 
Yes 
normalized-network-delay-
avg 
transaction delay in the network, normalized 
by transaction time; measured in 
milliseconds per kilobyte. 
Yes 
peak-ipdg-conns peak number of concurrent UDP flows. Yes 
policy-hits policy hit count. Yes 
round-trip-time-msecs 
the sum of the round-trip-times (RTT) of all 
transactions in the specified interval, 
measured in milliseconds. (RTT is the time a 
packet takes to go from client to server and 
back again.) This measurement is taken once 
per transaction (not once per packet). This 
variable is useful for calculating weighted 
averages across multiple intervals. 
Yes 
Table 3: Descriptions of Class Variables 
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Variable Name Description Measured 
server-delay-avg 
average number of milliseconds required for 
servers to process the class’ transaction 
requests. The time starts when the server has 
received all required request packets and 
ends when the server issues the first packet 
of the response. 
Yes 
server-delay-histogram 
histogram of the number of milliseconds 
required for servers to process requests for 
the class’ transactions. For example, these 
measurements could monitor HTTP 
response from an internet server, if you set 
up a host-specific class for the server. 
Yes 
server-delay-median 
median number of milliseconds required for 
servers to process the class’ transaction 
requests. 
Yes 
server-delay-msec 
the sum of the server delays of all 
transactions in the specified interval, 
measured in milliseconds. (Server delay is 
the time required for servers to process the 
class’ transaction requests.) This variable is 
useful for calculating weighted averages 
across multiple intervals. 
Yes 
server-flood-block 
number of flows that were blocked due to a 
server (flow destination) exceeding the flow 
limit rate specified in the policy flowlimit 
command. 
No 
service-level% 
percentage of transactions that satisfied their 
performance requirement (as defined by the 
total-delay-threshold variable); the 
percentage of good or sufficiently speedy 
transactions. 
Yes 
service-level-errors 
number of one-minute intervals that do not 
have the required percentage of speedy 
transactions, as defined by service-level-
threshold%. 
No 
service-level-threshold% 
maximum percentage of slow transactions 
(as defined by the total-delay-threshold) that 
each one-minute interval can have and still 
be considered an acceptable interval. 
No 
slow-transactions number of slow transactions (as defined by the total-delay-threshold variable). No 
total-delay-avg 
average number of milliseconds to complete 
the class’ transactions; includes network 
delay and server delay. 
Yes 
total-delay-histogram histogram of the number of milliseconds required to complete the class’ transactions. Yes 
total-median-display median number of milliseconds required to complete the class’ transaction. Yes 
total-delay-msec 
the sum of the delays of all transactions in 
the specified interval, measured in 
milliseconds. (Total delay is the time 
required to complete a transaction; includes 
network and server delay.) This variable is 
useful for calculating weighted averages 
across multiple intervals. 
Yes 
Table 3: Descriptions of Class Variables (continued) 
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Variable Name Description Measured 
total-delay-threshold 
number of milliseconds that constitutes “too 
slow” for total delay (time required for a 
transaction to complete). 
No 
total-trans number of transactions (request-response pairs). Yes 
trans-bytes transaction size for TCP-based applications. Yes 
trans-bytes-avg: average number of bytes per transaction.  Formula: trans-bytes/total-trans. Yes 
Table 3: Descriptions of Class Variables (continued) 
Link Variables 
 
Table 4 shows all the link variables that PacketShaper uses with a description for each 
of the variables. 
 
Variable Name Description Measured 
hostdb-alloc-fails count of host allocation failures. No 
ipdg-alloc-fails count of UDP allocation failures. No 
link-size-bps configured link size. Yes 
pkt-size-histogram 
histogram of number of packets received in 
different bucket sizes. The buckets of packet 
sizes (in bytes) include: [0-63], [64-127],[128-
255],[256-511],[512-1023],[1024-
1517],[>=1518] 
Yes 
rx-errors count of received packets that were dropped due to hardware errors. No 
rx-no-buffers count of packets that were dropped due to unavailable buffers. No 
rx-pkts-dropped 
count of received packets that were dropped 
due to: no buffers available (also counted 
separately in rx-no-buffers variable), no 
inbound/outbound connection available, or 
random dropping. 
No 
shaping mode 
indicates whether traffic shaping is on, off or 
had changed during the interval (1=off, 
2=changed, 3=on). Traffic shaping is off at 
present. 
Yes 
tcp-alloc-fail count of TCP allocation failures. No 
total-passthru-bytes total number of bytes in the total-passthru-pkts. Yes 
total-passthru-pkts total number of packets that were passed through the unit without being controlled. Yes 
total-rx-bytes total number of bytes received, not including the bytes that were dropped. Yes 
total-rx-pkts total number of packets received, not including the packets that were dropped. Yes 
total-sameside-pkts 
number of packets that were classified into the 
SameSide traffic class (a class that measures 
traffic not destined for the site router) 
regardless of whether the packets are dropped 
or passed through. 
Yes 
total-tx-bytes total number of bytes transmitted, not including the bytes that were dropped. Yes 
Table 4: Descriptions of Link Variable 
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Variable Name Description Measured 
total-tx-pkts total number of packets transmitted, not including the packets that were dropped. Yes 
tx-errors count of transmitted packets that were dropped due to hardware errors. No 
tx-pkts-dropped 
count of transmitted packets that were dropped 
due to: no route available, I/O errors or no 
buffer available. 
No 
unsolicited-icmp detect denial-of-service; detects an ICMP reply when there was no matching request. No 
Appness-allocs 
 Yes 
Appness-append-bytes 
 Yes 
Class-checks 
 Yes 
Discovery-mode Yes 
First-looks 
 
These variables were placed in PacketShaper 
for debugging purposes, and as such will not 
be used in the final data requirements 
Yes 
Table 4: Descriptions of Link Variable (continued) 
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Appendix B – Comparison of C# Charting Components 
 
  
Nevron 
Charting .NETCharting DundasChart TeeChart ProEssentials FlowChart.NET GoDiagram 
Link www.nevron.com www.dotnetcharting.com www.dundas.com www.steema.com www.gigasoft.com www.mindfusion.org www.nwoods.com 
                
Language C# C#/ASP.NET C#/ASP.NET C# C# C# C# 
                
Data 
Representation                
Star Visualisation √ x x x √ x x 
Organisation Chart x x x x x √ √ 
3D Scatterplot √ √ √ √ √ x x 
Bubble Chart √ √ √ √ √ x x 
                
Data Manipulation               
Zoom √ √ √ √ √ √ √ 
Drill-down √ √ √ √ √ √ √ 
Filtering √ √ √ √ √ √ x  
Details-on-demand √ √ √ √ √ √ x  
Scrolling √  x √ √ √ √ √ 
Pan √ x √ √ √ √ √ 
                
Save and Export 
Image √ √ √ √ √ √ √ 
                
Connect to Oracle √ √ √ √ √ √ √ 
                
Rapid Prototyping √ √ √ √ √ √ √ 
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Appendix C – Data Descriptions for Data Warehouse  
 
This appendix provides a description and example of each variable names in the data 
warehouse. 
 
The VLAN dimension consists of {VLAN_key, VLAN_num, VLAN_name, IPAddress}. An 
example of the data stored in the VLAN table is: 
 
VLAN_key VLAN_num VLAN_name IPAddress 
Architecture_QuantitySurveying 16 Building Sciences 172.17.16.0 
Botany_BioChemistry_Zoology 13 Natural Sciences 172.17.13.0 
 
As seen, the VLAN_key indicates the departments occurring on the VLAN. The VLAN_num, 
VLAN_name, and IPAddress are the same as shown in Table 2.1. 
 
The Department dimension consists of {Dept_key, Dept_name, VLAN_key}. An example of 
the data stored in the Dimension table is: 
 
Dept_key Dept_name VLAN_key 
Arc Architecture Architecture_QuantitySurveying 
Qty Quantity Surveying Architecture_QuantitySurveying 
Bot Botany Botany_BioChemistry_Zoology 
Bio Biochemistry Botany_BioChemistry_Zoology 
Zoo Zoology Botany_BioChemistry_Zoology 
 
As seen, the Dept_key provides a abbreviated description of the Dept_name and is linked to a 
specific VLAN_key. 
 
The Class and Link Fact Tables were implemented separately and incorporated the Time 
dimension. To identify a specific record in each Fact Table, the Class table has a Time_key 
and a VLAN_key. The Link table has a Time_key and a VLAN_key. The Time_key would be of 
the form “YYYY-MM-DD HH:MM” and the VLAN_key is the same as shown above. For 
example, the Class_key would be a combination of the Time_key and the VLAN_key in the 
form “2005-10-03 12:00 Botany_Biochemistry_Zoology.” The rest of the variables in the 
table are the PacketShaper metrics discussed in Table 2.7. 
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Appendix D - Evaluation Task List 
 
Please answer the following questions based on your use of NetPatterns. Once these tasks have been 
completed, please fill in the questionnaire provided. 
 
1. Use NetPatterns to identify the VLAN that has the highest overall delay for the month of November 
2004, recording the VLAN name and the delay. 
VLAN: _________________________________ 
 Delay Value: ___________ 
 
Once you have identified the VLAN with the highest delay, drill-down into the Sports Centre VLAN. 
 
2. Consider the following tasks for Threshold Analysis and answer the following questions in space 
provided. 
a. Consider the following network metrics only: Network Delay Avg and Server Delay Avg. 
Under which conditions do you get a HIGH Total Delay Avg? (All combinations). 
Network Metric Condition Operator 
(Delete whichever is 
not applicable)   
AND/OR   
AND/OR   
AND/OR   
AND/OR   
AND/OR   
 
b. Consider the following network metrics only: Network Delay Median, Server Delay Median 
and Total Delay Median. What are the conditions that result in the highest frequency (N) 
when Total Delay Avg is HIGH? If necessary, zoom in to view the graph.  
N = ____________ 
Network Metric Condition Operator 
(Delete whichever is 
not applicable)   
AND/OR   
AND/OR   
 
c. Consider all the network metrics. Find the network metrics and the conditions that result in 
the highest frequency (N) when Total Delay Avg is HIGH. 
N = ____________ 
Network Metric Condition 
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d. Make the following changes in thresholds for the network metrics of Delay: 
Network Metric Low Medium High 
Network Delay Avg (ms) 0 150 300 
Network Delay Median (ms) 0 150 300 
Server Delay Avg (ms) 0 275 550 
Server Delay Median (ms) 0 15 40 
Total Delay Median (ms) 0 150 350 
After applying the above changes, what conditions of network metrics lead to the highest 
frequency (N) when Total Delay Avg is HIGH? 
N = ____________ 
Network Metric Condition 
  
 
e. What is the key network metric(s) that contributes to the highest frequency when Total 
Delay Avg is HIGH?  
Network Metrics ? 
Network Delay Avg  
Network Delay Median  
Network Delay Msec  
Server Delay Avg  
Server Delay Median  
 
3. Consider the following tasks for Metric Clustering and answer the following questions in the space 
provided: 
a. Identify the second largest cluster and the values of Network Delay Avg and Server Delay 
Avg. 
N = ___________ 
Network Delay Avg: __________ 
Server Delay Avg: ___________ 
 
b. For “Median” Delay, identify the smaller cluster and the network metric values the cluster 
identified. 
N =: _______ 
Network Delay Median: _______ 
Server Delay Median: _________ 
Total Delay Median: __________ 
 
c. For “Average” Delay, what trend is being displayed by the graph for November 2004? 
Select one or more answers from the following choices: 
Do you see a trend?   ? Yes  ? No 
If yes, select the trend from the table: 
Trend Yes No 
Network Delay Avg has consistent delay times   
Server Delay Avg has varying delay times   
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4. Consider the following tasks for Metric Correlation and answer the following questions in the 
space provided: 
a. For “Average” Delay and “Average” Response Time, what is the value of the correlation 
between the network attributes? 
Answer: _________________________________________________ 
 
b. For Total Delay and Total Utilisation, what is the value of the correlation between the 
network attributes? 
Answer: _________________________________________________ 
 
c. What is the trend of Total Delay and Total Utilisation correlation? Select the most 
appropriate answer: 
 
Trend Yes No 
As delay increases so does utilisation 
   
As delay decreases so does utilisation 
   
Delay and utilisation have no effect on each other   
If there is a large increase in utilisation there is a large 
increase in delay   
If there is a large decrease in utilisation there is a large 
decrease in delay   
As delay increases, there is a slight decrease in 
utilisation   
As utilisation increases, there is a slight decrease in 
delay   
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Appendix E – Evaluation Questionnaire 
 
Questionnaire No:      Date: 
 
 
Instructions:  
Please enter your personal details below. Please complete this questionnaire by circling the numbers 
which most appropriately reflect your impressions about using this computer system. Not applicable = 
NA.  
 
 
 
Name & Surname:   
Contact Tel. No:  
Home Language:  
Gender:       ? Male                          ? Female 
Age:       ? 20-30       ? 31-40     ? 40-50    ? 50+ 
Occupation:  
Years network experience:  
 
Have you ever used any network monitoring tools before? ? Yes ? No 
If yes, which tools 
have you used: 
 
 
NetPatterns Evaluation 
The Post-test questionnaire:  
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Part 1: Overall 
 strongly                                    strongly 
disagree                                    agree  
1.1 It was easy to use NetPatterns 1 2 3 4 5 NA 
1.2 Overall, I could effectively complete all my 
tasks 1 2 3 4 5 NA 
1.3 Overall, I could efficiently complete all my 
tasks 1 2 3 4 5 NA 
1.4 Overall, I was satisfied with the quality of the 
interaction 1 2 3 4 5 NA 
 
Part 2: Quality of Interaction 
 strongly                                    strongly 
disagree                                    agree  
2.1 The number of steps to perform a task were 
reasonable 
1 2 3 4 5 NA 
2.2 It was easy to learn to use NetPatterns 1 2 3 4 5 NA 
2.3 Few errors were encountered 1 2 3 4 5 NA 
2.4 The error messages provided were clear and 
helpful (if applicable) 1 2 3 4 5 NA 
2.5 The time taken to display visualisations was 
reasonable 1 2 3 4 5 NA 
2.6 Sufficient interaction methods were provided, 
e.g. zoom, pan 1 2 3 4 5 NA 
2.7 The filtering menu was easy to use 1 2 3 4 5 NA 
 
Part 3a: Overall Quality of Visualisation 
 strongly                                    strongly 
disagree                                    agree  
3.1 The layout of the screens was effective 1 2 3 4 5 NA 
3.2 The size of the visualisations was appropriate 1 2 3 4 5 NA 
3.3 The colour scheme was helpful 1 2 3 4 5 NA 
3.4 The tasks were easy to complete for the 
visualisations 1 2 3 4 5 NA 
3.5 The organisation of the information in the 
visualisations was clear 1 2 3 4 5 NA 
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Part 3b: Quality of the Different Visualisations 
Threshold Analysis 
 
Metric Clustering 
 
Metric Correlation 
 
 
strongly                         strongly 
disagree                          agree  
strongly                         strongly 
disagree                          agree  
strongly                         strongly 
disagree                          agree  
3.6 The layout of the screen was 
effective 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
3.7 The size of the visualisation was 
appropriate 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
3.8 Locating information on the screen 
was easy 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
3.9 There was a sufficient description of 
the information 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
3.10 The use of colours for the 
visualisation was helpful 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
3.11 The labels were helpful to 
understand the visualisation 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
3.12 The terminology related to the task 
was appropriate 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
Part 4: Quality of Information 
4.1 The information is presented in a 
clear and understandable manner 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
4.2 The information obtained was 
reliable 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
4.3 The information obtained was easy to 
interpret 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
4.4 The information provided was useful 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
4.5 I could obtain the information needed 
for the task 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
4.6 The quantity of information was 
sufficient 1 2 3 4 5 NA 1 2 3 4 5 NA 1 2 3 4 5 NA 
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Part 5: Comments 
 
If you had the choice, would you use NetPatterns in the future to support your daily tasks? 
? Yes   ? No 
 
Please give reasons for your answer 
________________________________________________________________________________________________
________________________________________________________________________________________________
________________________________________________________________________________________________
__________________________________________________________________________________ 
 
 
Please provide any general comments you may have in the space below: 
 
________________________________________________________________________________________________
________________________________________________________________________________________________
________________________________________________________________________________________________
________________________________________________________________________________________________
________________________________________________________________________________________________
________________________________________________________________________________________________
________________________________________________________________________________________________
____________________________________________________________________ 
 
 
 
 
 
 
 
Thank you for your participation 
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Appendix F – Task List Results 
 
Question No 
Participant 
1 
Participant 
2 
Participant 
3 
Participant 
4 
Participant 
5 
Participant 
6 
Participant 
7 
Participant 
8 
1 1 1 1 1 1 1 1 1 
Section 100% 100% 100% 100% 100% 100% 100% 100% 
2 a i 1 0 1 1 1 1 1 1 
2 a ii 0 0 1 0 0 1 0 1 
2 b i 1 1 1 1 1 1 1 1 
2 b ii 1 0 1 1 1 1 1 1 
2 c i 1 0 1 1 1 1 1 1 
2 c ii 1 0 1 1 1 1 1 1 
2 d i 1 1 1 1 1 1 1 1 
2 d ii 1 1 1 1 1 1 1 1 
2 e  1 1 1 1 1 1 1 1 
Section 89% 44% 100% 89% 89% 100% 89% 100% 
3 a 1 0 1 1 1 1 1 1 
3 b 1 1 1 1 1 1 1 1 
3 c i 1 1 1 1 1 1 1 1 
3 c ii 1 1 1 0 1 1 1 1 
3 c iii 1 1 1 1 1 1 1 1 
Section 100% 80% 100% 80% 100% 100% 100% 100% 
4 a 1 1 1 1 1 1 1 1 
4 b 1 1 1 0 0 1 1 1 
4 c i 1 1 1 1 1 1 1 1 
4 c ii 1 1 1 1 1 0 1 1 
4 c iii 1 1 1 1 1 1 1 1 
4 c iv 1 0 1 0 1 0 0 0 
4 c v 1 0 0 0 1 0 0 0 
4 c vi 0 0 1 0 1 0 0 1 
4 c vii 1 1 1 0 1 1 0 0 
Section 89% 67% 89% 44% 89% 56% 56% 67% 
                  
Total 92% 63% 96% 71% 92% 83% 79% 88% 
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Participant 1 2 3 4 5 6 7 8 Mean Standard Deviation 
Part 1: Overall                     
                      
1.1 It was easy to use NetPatterns 5 4 4 3 3 5 5 4 4.13 0.83 
1.2 Overall, I could effectively complete all my tasks 5 3 4 4 4 5 5 3 4.13 0.83 
1.3 Overall, I could efficiently complete all my tasks 5 5 4 3 4 4 5 3 4.13 0.83 
1.4 Overall, I was satisfied with the quality of the interaction 5 5 5 4 4 5 5 4 4.63 0.52 
Mean 5.00 4.25 4.25 3.50 3.75 4.75 5.00 3.50    
Standard Deviation 0.00 0.83 0.43 0.50 0.43 0.43 0.00 0.50    
Part 2: Quality of Interaction                     
                      
2.1 The number of steps to perform a task were reasonable 5 5 5 4 4 5 5 5 4.75 0.46 
2.2 It was easy to learn to use NetPatterns 4 5 5 3 3 5 5 3 4.13 0.99 
2.3 Few errors were encountered 4 4 3 4 4 4 3 1 3.38 1.06 
2.4 The error messages provided were clear and helpful NA NA NA 4 NA 5 5 NA 4.67 0.58 
2.5 The time taken to display visualisations were reasonable 5 5 5 2 5 5 5 5 4.63 1.06 
2.6 Sufficient interaction methods were provided 5 5 4 3 5 5 5 3 4.38 0.92 
2.7 The filtering menu was easy to use 5 5 4 4 5 5 5 4 4.63 0.52 
Mean 4.67 4.83 4.33 3.43 4.33 4.86 4.71 3.50    
Standard Deviation 0.52 0.41 0.82 0.79 0.82 0.38 0.76 1.52    
Part 3a: Overall Quality of Visualisation                     
                      
3.1 The layouts of the screens was effective 5 5 5 3 4 5 5 5 4.63 0.74 
3.2 The size of the visualisations was good 5 5 4 3 4 5 5 4 4.38 0.74 
3.3 The colour scheme was used to good effect 5 5 5 4 4 5 5 4 4.63 0.52 
3.4 Tasks were easy to complete for the visualisations 5 5 5 3 3 5 5 1 4.00 1.51 
3.5 The organisation of the information in the visualisations is clear 5 5 4 3 4 5 4 4 4.25 0.71 
Mean 5.00 5.00 4.60 3.20 3.80 5.00 4.80 3.60    
Standard Deviation 0.00 0.00 0.55 0.45 0.45 0.00 0.45 1.52    
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Participant 1 2 3 4 5 6 7 8 Mean Standard Deviation 
Part 3b: Quality of Threshold Analysis Visualisation                     
                      
3.6 The layout of the screen was effective 5 5 4 4 4 5 5 4 4.50 0.53 
3.7 The size of the visualisation was appropriate 5 5 4 3 5 5 5 4 4.50 0.76 
3.8 Locating data on the screen was easy 4 5 4 3 5 4 4 4 4.13 0.64 
3.9 There is a good description of the data 4 5 5 4 4 5 5 2 4.25 1.04 
3.10 The use of colours for the visualisation was helpful 5 5 5 4 5 5 5 4 4.75 0.46 
3.11 Data labels were helpful to understand the visualisation 5 5 4 4 4 4 4 2 4.00 0.93 
3.12 Terminology related to the task was appropriate 4 5 4 4 4 5 5 2 4.13 0.99 
Mean 4.57 5.00 4.29 3.71 4.43 4.71 4.71 3.14    
Standard Deviation 0.53 0.00 0.49 0.49 0.53 0.49 0.49 1.07    
Part 4: Quality of Threshold Analysis Information                     
                      
4.1 The information is presented in a clear and understandable way 5 5 4 4 3 5 5 3 4.25 0.89 
4.2 The information obtained was reliable 5 5 5 4 4 5 5 NA 4.71 0.49 
4.3 The information obtained was easy to interpret 4 5 5 3 5 5 5 2 4.25 1.16 
4.4 The information provided was interesting 5 5 5 4 5 5 5 4 4.75 0.46 
4.5 I could obtain the information needed for the task 5 5 4 4 4 5 5 4 4.50 0.53 
4.6 The quality of information is sufficient 5 5 4 4 4 5 5 4 4.50 0.53 
Mean 4.83 5.00 4.50 3.83 4.17 5.00 5.00 3.40    
Standard Deviation 0.41 0.00 0.55 0.41 0.75 0.00 0.00 0.89    
 
Appendix G – Questionnaire Results 
 
 156
 
Participant 1 2 3 4 5 6 7 8 Mean Standard Deviation 
Part 3b: Quality of Metric Clustering Visualisation                     
                      
3.6 The layout of the screen was effective 5 4 5 4 4 5 5 4 4.50 0.53 
3.7 The size of the visualisation was appropriate 5 5 5 4 4 5 5 4 4.63 0.52 
3.8 Locating data on the screen was easy 5 5 5 4 4 5 5 4 4.63 0.52 
3.9 There is a good description of the data 5 5 5 4 4 5 5 3 4.50 0.76 
3.10 The use of colours for the visualisation was helpful 5 4 5 4 4 4 5 3 4.25 0.71 
3.11 Data labels were helpful to understand the visualisation 5 4 4 4 4 5 5 3 4.25 0.71 
3.12 Terminology related to the task was appropriate 5 4 4 4 4 5 5 3 4.25 0.71 
Mean 5.00 4.43 4.71 4.00 4.00 4.86 5.00 3.43    
Standard Deviation 0.00 0.53 0.49 0.00 0.00 0.38 0.00 0.53    
Part 4: Quality of Metric Clustering Information                     
                      
4.1 The information is presented in a clear and understandable way 5 5 4 3 5 5 5 4 4.50 0.76 
4.2 The information obtained was reliable 5 5 5 3 5 5 5 NA 4.71 0.76 
4.3 The information obtained was easy to interpret 4 4 5 3 5 4 4 3 4.00 0.76 
4.4 The information provided was interesting 5 3 5 4 4 5 5 4 4.38 0.74 
4.5 I could obtain the information needed for the task 5 4 5 4 4 5 5 4 4.50 0.53 
4.6 The quality of information is sufficient 5 4 5 4 4 5 5 3 4.38 0.74 
Mean 4.83 4.17 4.83 3.50 4.50 4.83 4.83 3.60    
Standard Deviation 0.41 0.75 0.41 0.55 0.55 0.41 0.41 0.55    
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Participant 1 2 3 4 5 6 7 8 Mean Standard Deviation 
Part 3b: Quality of Metric Correlation Visualisation                     
                      
3.6 The layout of the screen was effective 5 5 4 2 4 5 5 4 4.25 1.04 
3.7 The size of the visualisation was appropriate 5 4 4 2 4 5 5 3 4.00 1.07 
3.8 Locating data on the screen was easy 4 4 4 2 4 5 5 4 4.00 0.93 
3.9 There is a good description of the data 4 5 5 3 4 5 5 3 4.25 0.89 
3.10 The use of colours for the visualisation was helpful 5 5 5 3 4 5 5 3 4.38 0.92 
3.11 Data labels were helpful to understand the visualisation 5 4 4 3 4 5 5 3 4.13 0.83 
3.12 Terminology related to the task was appropriate 5 4 4 2 4 5 5 3 4.00 1.07 
Mean 4.71 4.43 4.29 2.43 4.00 5.00 5.00 3.29    
Standard Deviation 0.49 0.53 0.49 0.53 0.00 0.00 0.00 0.49    
Part 4: Quality of Metric Correlation Information                     
                      
4.1 The information is presented in a clear and understandable way 4 5 4 2 4 5 5 4 4.13 0.99 
4.2 The information obtained was reliable 5 5 5 3 4 5 5 NA 4.57 0.79 
4.3 The information obtained was easy to interpret 4 3 5 2 3 4 4 4 3.63 0.92 
4.4 The information provided was interesting 5 5 5 2 4 5 5 4 4.38 1.06 
4.5 I could obtain the information needed for the task 5 4 5 2 3 5 5 4 4.13 1.13 
4.6 The quality of information is sufficient 5 5 5 3 4 5 5 4 4.50 0.76 
Mean 4.67 4.50 4.83 2.33 3.67 4.83 4.83 4.00    
Standard Deviation 0.52 0.84 0.41 0.52 0.52 0.41 0.41 0.00    
 
