Introduction
The training and/or testing complexity of a classifier usually depends on the size of the training set, e.g. the nearest neighbor (NN) classifier [1] . Nearest neighbor and its generalized form, the K-nearest neighbor (KNN) classifier, are among the most popular non-parametric classifiers. The membership of an unknown sample is classified based on the majority vote of the K nearest neighbors. There is no explicit learning from the training set. The entire training set itself defines the decision boundaries. It is conceptually simple and shows good performance in many applications, e.g. it was used in face recognition for visitor identification [2] and it was shown that it outperformed more sophisticated algorithms that use Principal Components Analysis (PCA) and neural networks. Unfortunately, when the size of the training set is high, it requires a lot of memory to store the entire training set and it also takes longer to search for the nearest neighbors of a given test pattern to make a single membership classification. Obviously, reducing the size of a training set can improve the space and time efficiency of KNN. There has been considerable interest in reducing the training set size by editing, especially in the context of NN. Different proximity graphs (such as Delaunay triangulation) may be used for editing NN rules [3, 4] . Complexities of such approaches are prohibitively high. For example, the Voronoi diagram has worst case complexity of
[5] where n is the number of samples and d is the number of dimensions. The complexity of the Gabriel graph approach is O(dn 3 ). Besides high complexities, these approaches are proposed only for the nearest neighbor (1-NN) rule, which is not robust on noisy data. KNN (k > 1) is more robust than NN. Those graph approaches can not be directly used in editing KNN. The CONDENSE algorithm was first described by [6] . This algorithm selects a subset of the training examples whose 1-NN decision boundary would still classify correctly all of the initial training examples. Effectively, the CONDENSE algorithm removes interior examples in the training set, similar to support vectors. In this paper, it is compared with the proposed method. Support vector machines (SVMs) [7, 8] represent a new generation learning system based on recent advances in statistical learning theory [9] . SVMs deliver state-of-the-art performance in many real-world applications such as hand-written character recognition, image classification, image restoration [10] , etc. SVMs have been established as one of the standard tools for machine learning and data mining. The LibSVM software package [11] is an implementation of SVM and is used in this study. The training complexity of LibSVM is #Iterations ×O(n) if most columns of Q are cached during iterations. n is the number of samples in the training set and Q is an n × n positive semidefinite matrix, Q ij ≡ y i y j K(x i , x j ), and K(
Reducing the size of the training set n will speed up training of the SVM. In this work, both KNN and SVM are used as the classifiers for the purpose of comparing the two training set compression algorithms.
The purpose of compression is to remove redundancy in a training set. Sequential leader clustering [12] is one of classical clustering algorithms. This clustering algorithm can be used to remove redundancy. The discarded samples are redundant since they are close to one of the samples in the clusters, also known as codebook or dictionary in image compression. The process of the clustering can also be viewed as subsampling since the clustering guarantees that all the samples in the codebook are separated at a distance that is above a minimal threshold. In this paper, this subsampling based compression is introduced.
The rest of this paper is organized as follows. In Section 2, the CONDENSE algorithm and the leader clustering algorithm are reviewed. Some synthetic examples are shown to illustrate how they edit a training set by removing redundant samples and how the KNN and SVM decision boundaries vary as the training set is edited. In Section 3, the experiments results on several standard machine learning databases are reported. Some brief conclusions are in Section 4.
Editing training set
Given a training set: Ω = {x i |i = 1, 2, 3, . . . , n}, the goal of compression is to find a subset R, R ⊆ Ω so that the size of R is reduced but the reduction in the training set size shall not degrade the accuracy of a classifier trained on R.
CONDENSE
Editing Ω by the CONDENSE algorithm takes the following steps.
1. A training sample x i from each class is randomly selected from Ω and is put in set R.
2. Each sample in Ω is classified using the 1-NN rule with R as the training set, and any misclassified sample is inserted into R.
3. Repeat previous step if R has been incremented during the last pass.
4. When R is no longer updated, the final R is then the condensed training set of Ω.
Sequential Leader Clustering
The only parameter in the Leader clustering is the cluster threshold T . The following steps are taken in sequential leader clustering:
1. A cluster threshold value T is assumed.
2. R, the codebook, is initialized by a randomly selected sample from Ω.
3. For each sample x i in Ω, compute the distance d ij between x i and every sample x j in R.
4. Compute the minimum of d ij , the distance between x i and the closest sample in R.
5. If the minimum distance is smaller than T , this sample is matched with one of the samples in the codebook and thus it is not added into the codebook. Otherwise, if the minimum distance is larger than T , meaning there is no match, the sample is a new cluster and it is added into R.
6. When all samples are processed as in steps 3-5, the clustering finishes and R is the final codebook.
The above clustering algorithm will remove any sample that is matched with one of the samples in the codebook (i.e. close enough to one of the samples in the codebook). Thus, the density of the samples in the reduced set is effectively smaller than that of the original data set. In this sense, the clustering algorithm effectively subsamples the data set. The reduction in size depends on T : if T is too small, very few samples will be removed; on the other hand, a large T might remove too many samples. Fig. 1 shows the compression ratio v.s. the accuracy when T varies on the Breast-cancel dataset. It clearly indicates that as more samples are removed, the accuracy normally decreases. Details on the experiment are described in Section 3. Though T is adjustable, in this work, T is estimated by some statistics: first, a subset of samples are randomly chosen and the distance between each of those samples and its nearest neighbor is computed. Then the mean of those distances is used as T . In practise, one can choose a different method to estimate it. For example, one might want to compute a curve similar to the one show in Fig. 1 on a subset. Then, depending the goals and constraints such as memory and/or storage size of the computing environments, a proper T can be used. training set. When there is overlapping of the samples from the two classes, CONDENSE is less efficient in reducing the number of samples in the training set. Unlike CONDENSE, the leader clustering always reduces the size of the training set to a certain degree without being affected by how the training data is distributed. This observation is further confirmed by the experiments in Section 3. Fig.3 shows another synthetic example. In this example, only one data set is used. The original data set before editing is shown in the first row; the second row is the data set edited by the leader algorithm; the third row is that edited by the CONDENSE algorithm. The left column shows the decision boundary of the NN classifier while the right column shows the decision boundary of the SVM. The decision boundaries of SVM in the synthetic example is computed by the program svmtoy, which is available in the LibSVM package [11] . The SVMtoys program in LibSVM has parameters of −t2 (Gaussian Kernel is used) −c100 (the cost in C-SVC). It can be seen that the decision boundaries training on the data set edited by the leader clustering (a2 and b2) are very similar to those on the original full data set (a1 and b1). In the case of the data set edited by the CONDENSE, though the NN boundary (c1) looks similar to the original one (a1), the SVM boundary (c2) significantly deviates from the original one (b1).
Experiments
Several datasets from the UCI machine learning repository [13] and the Stalog repository [14] are used in the experiments. All of the data sets are binary classification problems and the detailed information about the databases is listed in Table 1 . For each data set, 80% of the data is for training and 20% of the data is for testing. The training sets are edited by the proposed leader algorithm and the CONDENSE algorithm. Then the edited training sets and the original training sets are used to train both KNN (k = 9) and 59 (a1) (a2) (b1) (b2) (c1) (c2) the SVM classifiers. The parameters of LibSVM are all the default ones. The default kernel is Gaussian. The accuracies are computed and compared. Table 2 summarizes the comparative results of editing by the leader and the CONDENSE. The ratio in the table reflects the efficiency of the editing methods in reducing the numbers of samples in the training sets. It is defined as:
The training set sizes are listed in the table. Except for the dataset 1 and 6, the proposed subsampling based editing removes significantly more samples. Comparing the reduction ratio shown in Fig.2 , we suspect that the samples in dataset 1 and 6 are well separated, similar to Fig. 2. (a) in the synthetic example; in all the other datasets, the samples are overlapped to a large degree. Therefore, CONDENSE removes a very small percentages of samples under these conditions. Table 3 shows the accuracy comparison using the KNN classifier. The accuracies are very similar. As a matter of fact, the editing might even increase classification accuracies, e.g, in data set 3 where the classifiers trained on reduced sets achieve higher accuracies. Table 4 summarizes the comparative results using the SVM as the classifier. The kernel is Gaussian. The accuracies of SVM trained on the edited sets are very similar to those of SVM on the original data set. This implies that the samples discarded by both CONDENSE and the leader clustering are likely non-contributors to the support vectors. Table 5 shows comparative classification results using SVM classifiers trained on full and reduced training set (by the Leader algorithm). Different SVM kernels are used in this experiment. From the results, we can see that sometimes a reduced training set generates a slightly better classifier, although sometimes classifiers trained on the full training set without compressing perform better. It also shows that when different kernels are used, the performance might differ significantly as shown in dataset 6 with polynomial as kernel. Generally, the default kernel, Gaussian, is a good choice. The choice of kernel is beyond the scope of this paper.
Conclusion
In this paper, the Leader clustering algorithm is proposed to compress the training set. This compression is achieved by a subsampling process. Despite how the samples in the training set are distributed (i.e. overlapped or not), the proposed method can effectively reduce the size of the training set while maintaining the same level of classification accuracies. Comparing with the CONDENSE algorithm, the proposed subsampling based compression generally reduces more samples from the training set while the classification accuracies are comparable. The CONDENSE was designed for the NN classifier. The proposed subsampling approach is not classifier dependent, nor is it data distribution dependent. Moreover, the compression ratio is adjustable through the threshold in the Leader clustering algorithm. Those are the main advantages of the Leader algorithm in compressing a training set.
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