We consider the ferromagnetic q-state Potts model on the d-dimensional lattice d ; d 2. Suppose that the Potts variables ( x ; x 2 d ) are distributed in one of the q low temperature phases. Suppose that n 6 = 1; q divides q. Partitioning the single site state space into n equal parts K 1 ; : : : ; K n , we obtain a new random eld = ( x ; x 2 d ) by de ning fuzzy variables x = if x 2 K ; = 1; : : : ; n.
1 Introduction.
The q-state Potts model is a generalization of the Ising model coinciding with it for q = 2.
It shows a number of well appreciated features sometimes similar (e.g. in its stochasticgeometric representation) and sometimes quite dissimilar (e.g. in the nature of the phase transition for large q) to the Ising model.
One of the popular applications of the Potts model is in the theory of Gibbs sampling and image restoration. It is then sometimes assumed a priori that the undistorted multi-color image is distributed according to the Potts Hamiltonian.
In this paper we are interested in the (distorted) two-color (or more generally n-color) image obtained from the original one in lower resolution. This new`fuzzy' image is composed of variables that may for example be Ising-like (two possible values per site) but their joint distribution, as inherited from the original variables, may be quite di erent from the Ising model. In fact, it may be the case that the induced measure is not a Gibbs measure for any quasilocal interaction. A similar example was treated in 1], where the original model was the massless harmonic crystal and the fuzzy variables were binary, specifying at each site the sign of the Gaussian spins.
To be more precise, we take any one of the q low temperature phases of the Potts model.
For n 6 = 1; q we investigate the distribution induced by it on the variables x specifying to which one of n families the Potts variable belongs at each site x. We are interested in some conditional distributions for this model and especially in the question of quasilocality.
First we look at the distribution of the value of the Potts variable at some site x when we are given to which family each Potts variable belongs. We nd that below the critical temperature all versions of the conditional distribution are almost surely non-quasilocal. It means that the expectation value of a Potts variable given in which family each variable is, is very sensitive to the knowledge in what family the variables far away are. This is not only relevant for image restoration: from a statistical mechanics point of view it is interesting to see that this partial information one is given about the system does not block the phase transition. It indicates a form of robustness of the phase transition.
Then we look at the conditional distribution of x given all values y ; y 6 = x. If the system is not at the critical temperature of a rst order phase transition, there exists a version of this conditional distribution that is almost surely quasilocal. This does not say that the induced measure is a Gibbs measure, but it comes close to that 2, 3]. For a Gibbs measure there exists a version of this conditional distribution that is quasilocal everywhere 4, 5, 2]. The following Section contains the model and the main results. Section 3 reviews the relation of the Potts model with the random cluster model and extends this to the fuzzy Potts model. Section 4 is devoted to the proof of the main results. 3 Connection with the random cluster model.
We review here the connection between Potts and random cluster model 8, 6] and extend it to the fuzzy Potts model.
Put p = 1 ? e ? J . As is well known, if = ouside N ,
!e=1
x; y ; Here, x $ y stands for the event that x is connected to y and x $ 1 means that for any nite set x is connected to the complement of .
All the above is also valid for Potts models on edge-diluted lattices (which we will use later on), since we have not used the speci c structure of the lattice. It means that in the above p must be replaced by the appropriate p e = 1 ? e ? Je with J e = J or J e = 0. The following result will be useful (for a proof see 6, 9]).
Lemma 2 Let N ;^ N be two possibly inhomogeneous free or wired random cluster measures ( = 1 or 0) corresponding to coupling constants J e ;Ĵ e respectively for the edges e. If for all edges e J e Ĵ e , then for all increasing functions g: The di erence with the full Potts model resides solely in the factor (q=n) c (!) .
For a function g on , measurable with respect to F , we then have that Q N; (g) = N IE N;n (g) : (3.13) 4 Conditional expectations.
We want to investigate the conditional distribution P 1 ( x;1 jF ). Looking at the Hamiltonian (2.1), we see that a xation of the fuzzy eld in a particular con guration has the following e ect. For nearest neighbor sites x; y we have that It follows that the function F 1 is non-quasilocal on B. But since F 1 is only one version of P 1 ( x;1 jF ), we must show that this non-quasilocality does not disappear if one changes the expression for this conditional probability on a set of zero measure.
Since Q 1 (B) > 0, it follows from the positivity of the nite-set conditional probabilities of Q 1 that also the set B N = f N 2 j 2 Bg Thus also G 1 is non-quasilocal on a set of positive Q 1 -measure. This concludes the proof.
We now investigate the conditional expectation Q 1 ( x;1 jF x ). This conditional probability is related to P 1 ( x;1 jF ) in the following way. For Q 1 Observe that the above expression depends only on the expectation of x; y and products of such two-point functions. Therefore, this expression will not be sensitive to the occurence of a second order phase transition in the diluted -system, but only to the occurence of a rst order transition. We need the following lemma. Thus, because of weak convergence, it follows from the assumption that ;0 ( !e;1 ) = ;1 ( !e;1 ). It is then a simple application 10] of the FKG inequality in Lemma 1 that the two states are equal. Since expectations of products of two-point functions x; y in the Potts model can be expressed as expectations of local functions in the random cluster model, the result follows.
We come now to our second main result:
Proposition 2 There exists a version of Q 1 ( x;1 jF x ) that is Q 1 -a.s. quasilocal if 6 = c .
Proof:
Away from the rst order phase transition for the q-state Potts model, we have that P 1 ( x; y ) ? P 0 ( x; y ) (4.19) = 1 (x $ y) ? 0 (x $ y) q ? n q = P 1 ( x; y ) ? P 0 ( x; y ) q ? n q ? 1 = 0:
The rst equality is an instance of formula (3.13). Using Lemmas 3,4 we have that P 1 ( x; y ) ? P 0 ( x; y ) = for Q 1 -a.e. . Because of Lemma 5, we can apply the same argument to products of x; y . This then proves the almost sure quasilocality of the right hand side of expression (4.13). This is enough to garantuee that the version of Q 1 ( x;1 jF x ) constructed in (4.11)
is Q 1 -a.s. quasilocal.
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