Bayesian networks arc now used in enormous fields, for example, system diagnosis, data mining, clustcrings etc. In spite of wide range of their applications, the statistical proper tics have not yet been clarified because the models are nonidentifiable and non-regular. In a Bayesian network, the set of parame ters for a smaller model is an analytic set with singularities in the parameter space of a large model. Because of these singulari ties, the Fisher information matrices are not positive definite. In other words, the mathe matical foundation for learning has not been constructed. In recent years, however, we have developed a method to analyze non regular models by using algebraic geometry. This method revealed the relation between model's singularities and its statistical prop erties. In this paper, applying this method to Bayesian networks with latent variables, we clarify the orders of the stochastic complexi ties. Our result shows that their upper bound is smaller than the dimension of the parame ter space. This means that the Bayesian gen crali2ation error is also far smaller than that of a regular model, and that Schwarz's model selection criterion BIC needs to be improved for Bayesian networks.
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Introduction
Recently, Bayesian networks have been widely used in information processing and uncertain artifi cial intelli gence. For example, Bayesian networks are applied to data mining, system fault diagnosis, and software ac cessibility options. In spite of these applications and many training algorithms, their statistical properties such as the generalization error have not yet been clar- All learning models fall into two types. One is iden tifiable, the other is non-identifiable. In general, the learning model is described by the probability den sity function p(xiw), where w is the parameter. If the mapping from the parameter to the probability den sity function is one-to-one, then the model is called identifiable, otherwise, non-identifiable.
One of the difficulties in the analysis of the non identifiable model is that we cannot apply the method of a regular model to a non-identifiable one. If the learning model attains the true distribution from which sample data are taken, the true parameter is not one point but an analytic set in the parameter space. The set generally includes many singularities. Because of these singularities, the Fisher information matrices are not positive definite. This means that the log like lihood cannot be approximated by any quadratic form of the parameter in the neighborhood of these singu larities. This is why the mathematical properties of the non-identifiable models have been unknown.
Bayesian networks are non-identifiable models as are many models used information engineering fields, such as multi-layered perceptrons, mixture models, and Boltzmann machines. Let us illustrate the singular ities by the simplest example. Assume that the true distribution is defined by
where 0 ::; b* :<::: 1, and we define 0° = 1. This distribu tion has one observable node x E { 0, 1} and no latent nodes. Also assume that a learning machine is defined by
where 0 :<::: a, b1, b2 :<::: 1. This model has one observable (b) The singularities in the parameter space.
node x and one latent node hE {0 , 1} ( Figure 1, (a) ) .
In this model, the set of the true parameters is Though this is the simplest case, we cannot analyze it by the regular model method.
The importance of the analysis for the non-identifiable model has been recently pointed out [1] , [4] . In some models, such as mixture models, the maximum likeli hood estimator often diverges. Dacunha-Castelle and Gassiat proposed that the asymptotic behavior of the log likelihood ratio of the maximum likelihood method could be analyzed based on the theory of empirical processes by choosing a locally conic parameterization [2] . Moreover, Hagiwara has shown that the maximum likelihood method makes the generalization error very large, and training error very small [3] . It is well known by many experiments that the Bayesian estimation is more useful than the maximum likelihood method [5] .
Recently, we have proven the relation between the Bayesian estimation and the singularities in the pa rameter space based on algebraic geometry. This re lation allows us to analyze non-identifiable models. It reveals that the stochastic complexity depends on the zeta function of the Kullback information from the true distribution to the learning model and of an a priori probability distribution. Using this algebraic geometrical method, we have revealed properties of some models such as multi-layered perceptrons, mix ture models and Boltzmann machines.
In this paper, we discuss the application of this method to a Bayesian network. We assume that all latent nodes are directly connected to observable nodes, and there are no connections between all latent nodes. In other words, any hidden node is independent of any other. We obtain the upper bound of the stochastic complexity, which is equal to the minus type II likeli hood or the free energy.
In this section, we introduce the relation among Bayesian learning, stochastic complexity, and alge braic geometry. Then, we summarize some properties of the stochastic complexity.
Bayesian Learning and Stochastic Complexity
Let xn = (X1,X2,···,X n ) be a set of training sam ples that are independent and identical. The number of training samples is n. These and the testing samples are taken from the true probability distribution q(x).
The a priori probability distribution <p(w) is given on the set of parameters W. Then, the a posteriori prob ability distribution is defined by where Z0(Xn) is a normalizing constant. The empiri cal Kullback information is given by
where the normalizing constant Z(Xn) is given by
The stochastic complexity is defined by
We can select the optimal model and hyperparame ters by minimizing -log Z0 (Xn ). This is equivalent to minimizing the stochastic complexity, since
where the empirical entropy S(Xn) is independent of the learners. The average stochastic complexity F(n) is defined by (1) where Exn stands for the expectation value over all sets of training samples.
The Bayesian predictive distribution p(xJX n) is given by
The generalization error G(n) is the average Kullback information from the true distribution to the Bayesian predictive distribution,
Clarifying the behavior of G(n), when the number of training samples is sufficiently large, is very important. The relation between G(n) and F(n) is
This relation is well known [8] and allows that the generalization error can be calculated from the average stochastic complexity. When F(n) is obtained as
If a learning machine is an identifiable and regular sta tistical model, it is proven [7] that asymptotically
holds, where d is the dimension of the parameter space w.
Stochastic Complexity and Algebraic Geometry
We define the Kullback information from the true dis tribution q(x) to the learner p(xJw) by
The asymptotic form of the stochastic complexity strongly relates to the singularities of the parameter set {w; H(w) = 0}. Note that the important and non trivial relation was clarified by the algebraic geomet rical method [9] , [10] .
Assume that the K ullback information H ( w) is an analytic function of w in the support of the a pri ori distribution. If the learner is in a redundant state in comparison with the true distribution, the set { w E W; H ( w) = 0} includes quite complicated singu larities. The algebraic geometry is the only means by which we can analyze the effect of singularities. We need the function .J(z) of a complex variable z, which is defined by
This function is called the zeta function of H ( w) and the a priori distribution c p(w). It is a holomorphic function in the region Re(z) > 0, and can be analyt ically continued to the meromorphic function on the entire complex plane. Its poles are all real, negative and rational numbers. This continuation is ensured by the existence of the b-function.
Let 0 > -AJ > -A2 > · · · be the sequence of poles of the zeta function ordered from the origin to minus infinity, and m1, m2, · · · be the respective orders of the poles. That F(n) defined by
is the upper bound of F(n) has been proven. This can be rewritten as
for n --> oo. The coefficient of the leading term in F( n) is A1, the absolute value of the largest pole. In fact, we can calculate AJ and m1 by using the resolution of singularities in algebraic geometry [9] . However, find ing the complete resolution map is generally difficult [11] . We can alternatively find a partial resolution of singularities. This gives us the pole -J.L of zeta func tion J(z). Then, we obtain the upper bound of the stochastic complexity, since J.L is the upper bound of AJ. According to this formula, A1 can be found in some models such as multi-layer neural networks [10] and mixture models [12] . In this paper, we evaluate Bayesian networks, and prove the upper bound of A by finding a pole of the zeta function.
Basic Properties of Stochastic Complexity
Let us summarize some basic properties of stochastic complexity.
First, define a function F(S, 'if;) by
where S is a function of w and 'lj; is a non-negative function of w. This is well defined even if 'lj;(w) is not a probability density function. The following equality holds, Define the zeta functions by
.Ji(z) J H i (w;)tpi(w ;)dwi (i = 1, 2).
Let -Jl, -Jl1, -J1.2 be the largest poles of .! , .! 1 and .!2. This property claims that
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Main Results
In this section, we introduce Bayesian networks and state the main theorem that clarifies the upper bounds of the stochastic complexities. 
Bayesian networks
Let :r: be the observed node, and h = {hk } f' =1 be hid den nodes. Let us assume each hidden node h.k has Tk states, and describe that hk E { 1, 2 , · · · , Tk}. Then, the learning model is defined by ( 8 ) it =1 iK = l and the parameter w is given by The dimension of w is
We show the upper bounds of the stochastic complex ities of the model represented by equations (8) and (9) .
II II (biJi, .. ·iK,jl ) 8(x;-l)' (11) j= 1 l= 1
the model coincides with the Bayesian network that has observable nodes x = { X j } §'= 1 . We assume that each node X j has Yj states and describe X j E 
Main Results
We assume the following two conditions, (A1) and (A2).
(A1) First, assume that the learning model attains the true distribution. The true distribution has H hidden nodes, and each hidden node hk has Sk states, where Sk � T k. In other words, the true parameters w* exist such that
( 1 4) i1=l iH= l Thus, and w* a* b * {a *, b *},
1= 2 (A2) Second, assume that the a priori probability dis tribution is positive on the true parameter. For a constant E > 0, let us define the subset of parameter W(E) c w by
Suppose that there is a constant E > 0 such that
where 'infw ( < ) ' denotes the infimum value of < p(w) in wE W(E).
Theorem 1 Assume th e conditions, (A1), and (A2).
If th e learning machine is given by equations (8) and (9 ), and th e true distribution is given by equations (14) and (15), th en for arbitrary natural number n, th e stochastic complexity satisfies th e inequality
wh ere C is a constant independent of n.
4

Proof of Main Theorem
Let us define the K ullback informations by 
where { Cki •} and co are positive constants and (ik "I-1) (ik = 1) , (aki • E W1;1 ::
Let us prove the following lemma, Let us define two functions,
ZI(x)
Let us use the following notations, We can easily obtain for w E W(t) and k < H, where c 2k is a positive constant, and
for w E W(c) and k 2 H + 1, where C3k is a posi tive constant. In the inequality (19), each P i 1 .. . i K has aki• E W2 as the factor. Using 0 � Pi 1· i2···' i K � 1, (20), (21) and (22), we can obtain a * a * ···a * � * * * I lil 2i2 
wEW1xW2
The stochastic complexity is bounded by 2 F(n) � -log1)-L log 1 exp(-nHJwi))dwi. i=l wl Thus, F(n) � FI (n) + F2 (n) +canst.
In order to prove Theorem 1, it is sufficient to bound each Fi (n) (i = 1, 2). To bound F1 (n) is easy, be cause it can be bounded by the stochastic complexity of identifiable models. Thus, we obtain Lemma 2.
Lemma 2 A partial stochastic complexity satisfies the inequal-ity, where cl is a constant independent of n.
However, because the set { w2; H 2 ( w2) = 0} in cludes singularities, we apply the algebraic geometrical method to F2 (n) .
Lemma 3
The second partial stochastic complexity satisfies the inequality, where C2 is a constant independent of n .
(Proof of Lemma 3)
In order to clarify the asymptotic expansion of F2 (n), we consider the zeta function, J(z) = ( H2(w2)zdw2.
Jw2
Based on the algebraic geometrical method, we need to show that this zeta function has a pole,
