Background: The sound fed to a loudspeaker may significantly differ from that reaching the ear of the listener. The transformation from one to the other consists of spectral distortions with strong dependence on the relative locations of the speaker and the listener as well as on the geometry of the environment. With the increased importance of research in awake, freely-moving animals in large arenas, it becomes important to understand how animal location influences the corresponding spectral distortions.
their acoustic axes are pointed towards the center of the arena (Supp. Fig. 1 ).
Acoustic modeling of the arena
We idealize the acoustics of the arena as a linear, timeinvariant system. The system is therefore fully specified by the impulse responses (IRs) from each speaker to each point in the arena. While the linearity assumption is very good at the sound levels considered here, the time invariance is clearly an approximation, since the presence of an animal in the arena modifies the acoustic properties in a way that depends on animal location. Nevertheless, the structure of the impulse responses is primarily determined by geometric factors that are independent of animal location. This point is further addressed in the Results.
The main challenge here is the need to sample the impulse response from multiple speakers to densely spaced points in the arena. Full reconstruction of the pressure field at all relevant frequencies requires the distance between spatially sampled points to be a fraction of the wavelength at the highest frequency of interest. However, this is practically impossible: rats hear up to 75 kHz, where the wavelength is 4 mm, requiring a sampling density of about 1 mm 11 . In practice, we sampled the IRs with spatial resolution of about 1 cm, using a custom built robot (Fig. 1c ). While this resolution limits the ability to fully reconstruct the resulting pressure field to frequencies below 10 kHz, we will show that useful information can nevertheless be extracted at higher frequencies as well.
The Fourier transform of the IR (Fig. 2a ) is called the transfer function (TF, Fig. 2b ).
The transfer function describes the steadystate amplitude gain and phase shift of sinusoidal signals as a function of frequency. Here we were primarily interested in spectral distortions, and therefore TFs are invariably represented by their amplitudes only. The TFs varied with the relative location of the microphone and the speaker that produced the IRs. We demonstrated this both by repositioning the microphone inside the arena, while estimating the IRs from a single speaker (Fig. 2c ), or by measuring the IRs from different speakers at a microphone in a fixed location (Fig. 2d) . The frequency-dependent variations are not produced by the noise in the measurement, since these were highly reproducible for a fixed location (Supp. Fig. 2 ).
Impulse Response measurements using Golay sequences
The IRs were measured by playing two complementary Golay sequences, as suggested by Zhou (1992) 6 and illustrated in Supp. Fig. 3 . Starting from = [1 1] and = [1 − 1], Golay sequences of length 2 were constructed from Golay sequences of length 2 following a recursive concatenation: These two sequences were played with a time interval of 0.2 s between them, to let most of the echoes decay (this interval is referred to below as the 'silence buffer'). The sounds were generated by a single multichannel sound card (RME M16AD) and fed through programmable attenuators (PA5, TDT).
Sounds were presented through TDT MF1 speakers. These speakers have a nominal frequency response range of 1-65 kHz with differences of up to ± 13 dB in sound level 12 . The speakers were driven by power amplifiers (SA1, TDT). Except for online tracking of rats, the sound was recorded by a calibrated microphone (Brüel & Kjaer model 4939) at 192 kHz. The IR was recovered by cross-correlating the recorded sounds with the played sequences and summing the results obtained for the two sequences.
To ensure precise temporal synchronization of the playback and the microphone recordings, a square pulse was produced by the sound card on a separate channel and recorded on a separate channel of the sound recorder. Later this trigger was used to locate precisely the onset of the test sound, in order to estimate the length of the direct path of the sound from the loudspeaker to the microphone (Supp. Fig. 4 ).
Spatial sampling
Spatial sampling was automated using a custom-built robot, 5 ). A custom MATLAB program controlled the automated sampling sequence: it positioned the robot in a predefined location and elevated the microphone to the desired height. It then played the test sound through each speaker in turn and recorded the microphone signals. The whole process repeated at the next location. As a rule, sampling at all microphone elevations occurred before moving the robot to a new location.
In the data shown here, the spatial positions were selected in order to study particular features of the impulse response. For example, studying the floor echo was performed using 10 locations at varying heights at two horizontal locations (See results). When these measurements were performed, the robot was placed at the center of the arena and its arm was lowered such that the microphone was 1 cm above the floor. The arm was elevated 1 cm between each of the 10 vertical sampling locations, then the robot moved horizontally 40 centimeters (half the radius of the arena) and continued to sample the other 10 vertical locations, from the highest to the lowest one. The whole sequence was performed autonomously under control of a MATLAB routine.
The precision of the robot's movements was evaluated and pre-calibrated to deliver sub millimeter accuracy per single movement. Nevertheless, positional error accumulated over a long measurement sequence, leading to potential errors on the order of 1 cm, and therefore limiting the length of recording trajectories. This error was partially eliminated, when needed, by breaking the recording session into a shorter sequence of autonomous sessions, with manual correction of the robot location between sessions. We didn't integrate a camera feedback to correct the robot location since we expected its own error to be too large for that purpose (more than one cm).
Localization of a freely moving animal
The IRs were used to determine the time of arrival of the first waveform from each loudspeaker to the microphone, and transformed into an estimate of the distance between the microphone and the speaker (Supp. Fig. 4 ). The estimated distance constrains the speaker location to a sphere around the speaker. In order to narrow down the possible locations to a single point in space, distances to at least two other speakers are required (See Supp. Fig. 6 ; In general, if three spheres intersect, they would do so in 2 points, but in our case one point can be discarded since the microphone location is always below the plane defined by the speakers). The distance-based localization that relies on intersection of spheres is called trilateration (or multi-lateration for more than 3 distances). If the distances are exact, the relevant intersection point can be analytically found. In the presence of noise, the location of the microphone can be still numerically approximated. We used the MATLAB minimizer 'fmincon' with the loss function The microphone was located 5 cm above the head, it sampled sound at 44 kHz and transmitted it online using a telemetry system to a data logging computer.
In addition to the acoustic localization, the arena was photographed at 30 Hz using a wide-field digital video camera that was placed above its center, such that each acoustic localization test could be later associated to a photograph of the rat in the RIFF taken at approximately the same time (see distances (using all speakers) was 12 ⋅ 2 ⋅ + 10 − 10 = 742 ms.
Additional Test Sounds

Data analysis
The signal processing and data analysis were performed using custom written MATLAB functions.
Results
Impulse response and transfer function encode local acoustic features:
Perfect sound reproduction occurs only when the impulse response (IR) represents a pure delay; in that case the transfer function (TF) has an amplitude gain which is constant as a function of frequency, and a phase shift which is a linear function of frequency ( Fig. 2a -b, red lines). Deviations from these ideal conditions cause the IR to deviate from a pure delay, and the TF typically has frequency-dependent amplitude gain ( Fig. 2a -b, black lines).
One concern about these measurements is the potential role of the robot itself in shaping the IRs, since its body could produce its own share of acoustic distortions. To check this, we We then develop strategies to at least partially compensate for these distortions (Section 4.4).
Echoes from the floor and walls shape the IRs:
The IRs tend to have a relatively simple structure, consisting of the direct sound reaching the microphone (indicated by red arrows in Fig. 3a ) followed by a first prominent reflection (yellow arrow) and a few longer-latency reflections (the green and blue arrows mark the first two).
In order to verify the origin of each of these reflections, we oscillations than those recorded close to the ground (Fig. 4) .
This periodicity can be quantified by computing the cepstrum -the Fourier transform of the log amplitude of the TF. This analysis was performed on a frequency range of 3-40 kHz (Fig.   4a ), within the frequency range of the speakers. Figure 4 b,d,f ms, as in Supp. Fig. 8 and Fig. 3c ).
We conclude that the first echo in our arena introduces the slow oscillations while the later echoes are responsible for the fast ones. Although the slow oscillations were observable along most of the relevant frequency range (0-60 kHz), their amplitude didn't exceed 10 dB. The fast oscillations, on the other hand, had much larger magnitude, sometimes spanning almost 60 dB within a few 10s of Hz.
Effect of speaker directivity on the TFs
Speakers radiate sounds non-uniformly in space 13 . Although the TF on the main axis of the speaker may have roughly constant amplitude (as in Fig. 3b ), off-axis low frequencies tend to have higher amplitudes than high frequencies.
A freely moving rodent is always located off the main axis of at least 10 speakers, making the directivity a factor that is to be considered in the acoustic calibration process.
More formally, typical directivity patterns depend on the size of the speaker through the combination ⋅ , where = 2 = 2 , with the frequency, the speed of sound and the radius of the speaker. For ⋅ ≪ 1, the speaker is omnidirectional. For ⋅ > 1, the radiation pattern has a typical shape of
, for a which is overall decreasing as a function of frequency, but may show a significant oscillatory behavior as well. Near the axis of the speaker, is small and the dependence on frequency is therefore weak.
Farther away from the axis, the directivity pattern causes a frequency dependence which becomes stronger as the angle increases, and whose details depend on the exact function .
These directivity properties are thoroughly explained by
Müller & Möser (2013) 14 and Geddes (2009) 15 . To evaluate the directivity of our speakers (since directivity specifications were not supplied by the manufacturer) we measured TFs for different angles relative to speaker's main axis (Fig. 5 ). The TFs were measured at 23 locations along a 50 cm circle around the speaker location. These 23 locations spanned a central angle of 120º around the speaker, one point on the principal axis and 11 on each side.
We subtracted the TF at the point that coincides with the principal axis of the speaker from all other TFs to create relative TF profiles, shown in Fig. 5a . This measure preserves the relative attenuations along the different angles while removing location-independent distortions created by the imperfect audio equipment (loudspeaker and microphone). We compared these measurements with the expected directivity pattern of a disk vibrating in free space (Eq. 2, Fig. 5b) , where the function g is known to be J1, the Bessel function of the first kind (up to a numerical factor). c was the speed of sound at 20 C, 343 m/s, and a the effective speaker radius (1.8 cm):
These plots display the sound power as a function of both the frequency and the angle from the speaker's main axis. For the range of angles that we measured, frequencies below 15 kHz had an almost constant power. This is further visualized in Fig.   5c , where all the positions of the microphone are displayed, colored by the sound power. At higher frequencies, however, the sound is more attenuated off-axis than on-axis ( Figs. 5d,e ).
We conclude that to avoid acoustic variability at high frequencies, the speaker should be selected so that the rat is as close as possible to its acoustic axis. Unfortunately, the same approach cannot work for the slow fluctuations in the TFs, caused by the floor reflections. These fluctuations are much slower -the notches vary in their periodicity, from two periods between 0-60 kHz when the microphone is 1 cm above the floor up to dozens of periods when the microphone is 10 cm above the floor (Fig. 4) . One approach for minimizing the amplitude modulations across the arena, consists of using an average TF from many different locations and speakers as a guide for a robust stimulus generation. To demonstrate this approach, we averaged 4680
Narrow
TFs that were sampled from all 12 loudspeakers at 390 locations (Supp. Fig. 10a ), and looked for a wide range of frequencies that had minimal power span. Supp. Fig. 10b depicts this process and shows the resulting five narrow band stimuli picked at 7.5 kHz steps along a range of 30 kHz. The recorded amplitudes of these stimuli spanned only 10 dB range.
Acoustic localization of freely moving animal in 3D
The traveling distance of the direct sound can be evaluated with precision of up to 0.3 cm (Results section B.). Given 3 distances from loudspeakers to the microphone, the later can be localized by numerical solution of the multi-lateration problem (see Methods and Supp. Fig. 6 ). If the microphone is carried by an animal, it can be used for 3D tracking as the animal freely moves through the environment. We tested this approach with freely moving rats that were carrying a headstage containing a microphone.
Implementing this method requires solving two problems: (Fig. 7a-b ).
Then ten repeats of the localization process were performed, each based on distances to all 12 loudspeakers (Supp. Fig. 11a Fig 12b) . In consequence, the IRs estimated from HS had slower rise of the resulted in substantial fluctuations around the IR onset, masking the exact onset (Fig. 7d, bottom; Supp. Fig. 13 ).
The duration of the localization process can be furthermore shortened by reducing the number of speakers. While three speakers are enough to define a trilateration problem, adding more speakers would improve the precision. However, each additional speaker prolongs the localization process. For example, trilateration based on 3 speakers requires only 3 pairs of Golay codes to be played while trilateration based on 12 speakers is more than 4 times longer (Supp. Fig. 14) . We tested the effect of the speakers set size on microphones at a fixed position, by using only 3 speakers for the localization of a static microphone (Supp. Fig. 11b ). The localization error grew to 0.21 cm and 0.44 cm for BK and HS as expected, but maintained sub-centimeter precision. We concluded that three speakers are enough for precise localization.
Lastly, we tested the acoustic localization on a freely moving rat. We tried four localization protocols that differed in Golay and silence buffer lengths, as well as the number of speakers The highest accuracy was obtained for a protocol using 3 speakers, a Golay code length of 2 12 bits, and silence buffers of 0.01 s, resulting in a mean error of 1.5 cm even for fast movement bursts (Fig. 7e,f Fig. 15a.) , significantly worse than similar localization cue with Golay of length 2 (Supp. Fig. 15b ).
Similarly, using more than 3 speakers led to decreased precision (Supp. Fig. 15c, d) , presumably due to prolonged localization protocols.
DISCUSSION
We used Golay complementary sequences to estimate impulse response (IR) of the arena 5, 6 . We demonstrate a principled analysis of the IRs, identifying the geometric basis for their structure, the resulting distortions in the frequency domain, and suggesting approaches for minimizing the acoustic inhomogeneities as a function of frequency and spatial location. We then demonstrate a viable, high precision localization of the animal using the same hardware used to calibrate the arena.
Automated calibration pipeline
This study introduces a pipeline for acoustic calibration of echoic environments, which was successfully applied to our own setup. The initial step of the sound sampling is a laborious task, if performed manually: Sound samples are to be collected at high spatial resolution along few meter-wide environment, due to high variability of perturbations between two adjacent locations. Moreover, the IR has to be calculated individually for each speaker, increasing the recordings count to hundreds.
Clearly, a fully automated sampling system is the only way to address this challenge. We achieved it using a programmable robot that performed the sound sampling routine, autonomously operating for hours over hundreds of predefined recording locations.
Characterizing the acoustic properties of the arena
The IRs had relatively simple structure, consisting of a direct sound, a short-delay floor reflection, and longer delay wall reflections (Figs. 2, 3 ). We showed that both floor and the wall echoes were clearly visible on the IR, across most locations and speakers, and that these reflections determined much of the spectral distortions in the TFs. Importantly, we did not (Fig. 3e-h) .
We believe that one reason for the relatively simple structure of the IRs is the use of a large, circular arena. This caused a clear separation in time between the floor and wall reflections.
Since we showed that the effects of the wall reflections can be largely neutralized through the use of narrowband stimuli, further optimization of the arena for acoustic purposes would consist of reducing the floor reflections. This can be achieved by using absorbing or dispersing materials on the floor, although this would complicate the maintenance of the arena.
An effective way of minimizing the distortions is a guided design of the auditory stimuli. It is advisable to use mostly frequencies below about 15 kHz to avoid the influence of speaker directivity (Fig. 5 ), to use narrow band stimuli instead of pure tones (Fig. 6 ) to reduce the effects of wall reflections, and to be guided by an average TF profile as in Supp. Fig. 10 .
The calibration pipeline may be extended for generating narrowband stimuli, based on the following steps: Record IRs across the arena and compute their TFs, calculate the frequency of the fast spectral notches (the quefrency peak, as in fig. 4 ), generate the narrow band stimuli and measure their amplitude as a function of center frequency in order to evaluate their performance. These stimuli can provide best fitting acoustic cues for the unique geometry of the specific setup. B. Same as A for a microphone placed at a height of 1 cm. Here the path difference decreases to 1.22 cm and the delay to 0.05 ms.
These predictions are consistent with the experiment of Fig. 3c .
