Vibrational Spectra of Phosphate Ions in Aqueous Solution Probed by First-Principles Molecular Dynamics by VandeVondele, Joost et al.
Zurich Open Repository and
Archive
University of Zurich
Main Library
Strickhofstrasse 39
CH-8057 Zurich
www.zora.uzh.ch
Year: 2012
Vibrational Spectra of Phosphate Ions in Aqueous Solution Probed by
First-Principles Molecular Dynamics
VandeVondele, Joost; Troester, Philipp; Tavan, Paul; Mathias, Gerald
Abstract: We have carried out “first-principles” Born-Oppenheimer molecular dynamics (BOMD) simu-
lations of the phosphate ions H2PO4- and HPO42- in liquid water and have calculated their IR spectra
by Fourier transform techniques from the trajectories. IR bands were assigned by a so-called “general-
ized normal coordinate analysis”. The effects of including Hartree-Fock (HF) exchange into the density
functional theory (DFT) computation of forces were studied by comparing results obtained with the
well-known BP, BLYP, and B3LYP functionals. The neglect of dispersion in the functionals was em-
pirically corrected. The inclusion of HF exchange turned out to yield dramatically improved and, thus,
quite accurate descriptions of the IR spectra observed for H2PO4- and HPO42- in aqueous solution. An
analysis of earlier computational results (Klahn, M. et al. J. Phys. Chem. A 2004, 108, 6186-6194) on
these vibrational spectra, which had been obtained in a hybrid setting combining a BP description of
the respective phosphate with a simple molecular mechanics (MM) model of its aqueous environment,
revealed three different sources of error, (i) the BP force field of the phosphates is much too soft and
would have required a substantial scaling of frequencies, (ii) the oversimplified water force field entailed
incorrect solvation structures and, thus, qualitatively wrong patterns of solvatochromic band shifts, and
(iii) quantitative frequency computations additionally required the inclusion of HF exchange. Thus, the
results of the B3LYP BOMD simulations do not only characterize physical properties like the IR spec-
tra or the solvation structures of the phosphate systems but also provide clues for the future design of
simplified but nevertheless reasonably accurate DFT/MM methods applicable to phosphates.
DOI: 10.1021/jp211783z
Posted at the Zurich Open Repository and Archive, University of Zurich
ZORA URL: http://doi.org/10.5167/uzh-65258
Accepted Version
Originally published at:
VandeVondele, Joost; Troester, Philipp; Tavan, Paul; Mathias, Gerald (2012). Vibrational Spectra of
Phosphate Ions in Aqueous Solution Probed by First-Principles Molecular Dynamics. Journal of Physical
Chemistry. A, 116(10):2466-2474. DOI: 10.1021/jp211783z
Vibrational Spectra of Phosphate Ions
in Aqueous Solution Probed by
First Principles Molecular Dynamics
Joost VandeVondele,†,¶ Philipp Tröster,‡ Paul Tavan,‡ and Gerald Mathias∗,‡
Institut für Physikalische Chemie, Universität Zürich, and
Lehrstuhl für Biomolekulare Optik, Ludwig-Maximilians-Universität München
E-mail: gerald.mathias@physik.uni-muenchen.de
∗To whom correspondence should be addressed
†Universität Zürich, Winterthurerstrasse 190, 8057 Zürich, Switzerland
‡Ludwig-Maximilians-Universität, Oettingenstr. 67, 80538 München, Germany
¶current address: ETH Zürich, Wolfgang-Pauli-Strasse 10, 8093 Zurich, Switzerland
1
KEYWORDS: solvatochromy, hybrid density functional, time correlation, photo-electron spec-
troscopy, charge transfer
Abstract
We have carried out “first principles” Born-Oppenheimer molecular dynamics (BOMD)
simulations of the phosphate ions H2PO
−
4 and HPO
2−
4 in liquid water and have calculated their
IR spectra by Fourier transform techniques from the trajectories. IR bands were assigned by
a so-called “generalized normal coordinate analysis”. The effects of including Hartree-Fock
(HF) exchange into the density functional theory (DFT) computation of forces were studied by
comparing results obtained with the well-known BP, BLYP, and B3LYP functionals, respec-
tively. The neglect of dispersion in the functionals was empirically corrected. The inclusion of
HF exchange turned out to yield dramatically improved and, thus, quite accurate descriptions
of the IR spectra observed for H2PO−4 and HPO
2−
4 in aqueous solution. An analysis of earlier
computational results (Klähn et al. J. Phys. Chem. A 2004, 108, 6186-6194) on these vibra-
tional spectra, which had been obtained in a hybrid setting combining a BP description of the
respective phosphate with a simple molecular mechanics model (MM) of its aqueous environ-
ment, revealed three different sources of error: (i) the BP force field of the phosphates is much
too soft and would have required a substantial scaling of frequencies, (ii) the oversimplified
water force field entailed incorrect solvation structures and, thus, qualitatively wrong patterns
of solvatochromic band shifts, and (iii) quantitative frequency computations additionally re-
quire the inclusion of HF exchange. Thus, the results of the B3LYP BOMD simulations do
not only characterize physical properties like the IR spectra or the solvation structures of the
phosphate systems, but also provide clues for the future design of simplified but nevertheless
reasonably accurate DFT/MM methods applicable to phosphates.
Introduction
Phosphates are key building blocks of phospholipids, DNA, RNA, and of the various nucleotides
involved in bioenergetics (e.g. adenosine triphosphate, ATP) and cellular signaling (e.g. guanosine
2
triphosphate, GTP). Particularly the enzymatically catalyzed hydrolysis of ATP drives a plethora of
energy consuming biological processes, whereas the hydrolysis of GTP usually triggers conforma-
tional changes of the catalyzing enzymes, the so-called G-proteins, whose modified conformations
then represent specific biochemical signals.1
Vibrational spectroscopy is a versatile technique to monitor such reactions.2–8 If one could
decode such spectra in terms of the underlying molecular structures and interactions, one addi-
tionally might be able to pin down the detailed mechanisms of these reactions. Hybrid methods,
which combine a density functional theory (DFT) treatment of a molecule with a simplified molec-
ular mechanics (MM) description of its condensed phase environment, should be well-suited for
such a theoretical analysis.9 Therefore, DFT/MM techniques have been applied to compute the
condensed phase vibrational spectra of phosphates.10–12 In these calculations the IR spectra were
derived through the specific protocols of “instantaneous normal mode analysis” (INMA), which
have been originally suggested by Nonella et al.13 and further refined by Schmitz and Tavan.14,15
However, the infrared (IR) spectra computed for the phosphates10–12 did not quite reach the
high quality found in many other DFT/MM applications.9,13,16–20 Particularly the solvatochromic
shifts calculated by DFT/MM INMA for the vibrational bands of the phosphate ions HPO2−4 and
H2PO
−
4 seemed to be too small.10 These apparent underestimates were attributed to shortcomings
of the MM force field used for the aqueous solvent.9,10 Here, the water molecules had been de-
scribed by the simple “three point transferable potential”21 (TIP3P), which lacks polarizability and,
due to its planar distribution of atomic partial charges, features an erroneous quadrupole moment.
As a result, one may expect that this MM water model does not correctly sample the the first sol-
vation shell of the phosphate ions, which could explain the underestimates of the solvatochromic
shifts.
As of today, the actual reasons for the unsatisfactory performance of DFT/MM INMA on the
condensed phase vibrational spectra of phosphates still remain elusive. Beside the mentioned short-
comings of the TIP3P water model alternative explanations are conceivable. For instance, using the
generalized gradient approximation (GGA) in the form of the gradient-corrected exchange func-
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tional of Becke,22 which had been combined with the correlation functional of Perdew23 (BP) for
the DFT description of the phosphate anions embedded in liquid MM water,10 could have been a
sub-optimal choice. Here, the inclusion of Hartree-Fock (HF) exchange24 into the popular Becke-
Lee-Yang-Parr (BLYP) approach,22,25 which then is commonly denoted as B3LYP, could lead to
better results.26 Thus the specific technical question here is whether exchanging the above BP/MM
approach to the condensed phase IR spectra of phosphates by B3LYP/MM can yield substantially
improved descriptions.
Because phosphates play a prominent role in biochemistry and because their reactions can be
monitored by vibrational spectroscopy, an understanding of the shortcomings indicated above and
the subsequent development of quantitatively more reliable DFT/MM descriptions remain impor-
tant goals. Such methods should then represent suitable means to compute the finger prints of en-
zymatic reactions in vibrational spectra, which monitor the hydrolysis of nucleotides in G-proteins
and in bioenergetics.
For an improved understanding of the phosphate vibrational spectra and the associated sol-
vatochromic shifts here we compute the IR spectra of the phosphate ions H2PO
−
4 and HPO
2−
4 in
aqueous solution from quite extended “first principles” Born-Oppenheimer molecular dynamics
(BOMD) simulations. To check the influence of HF exchange, we go beyond the GGA by employ-
ing the B3LYP functional in addition to BLYP despite the strongly enhanced computational effort
associated with this extension. According to the analysis of Neugebauer and Hess26 the inclusion
of HF exchange should yield strongly improved descriptions of vibrational spectra, particularly if
anharmonicities are properly considered. Note in this context that the use of a dynamics based
approach toward the computation of the IR spectra13,15,27–39 can, to some extent, avoid the pitfalls
of the harmonic approximation, which was applied in the BP/MM INMA computations quoted
above. The results of our BOMD simulations are expected to provide important insights and ref-
erence data that are needed for the construction of improved DFT/MM methods which are capable
of accurately describing the IR spectra of phosphates in condensed phase.
By comparing the results of the BLYP BOMD simulations, which apply the GGA, with the
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predictions of the B3LYP BOMD simulations and with experimental data10 on the IR spectra of
the phosphate ions H2PO
−
4 and HPO
2−
4 in solution we want to find out, whether the inclusion of HF
exchange actually leads to substantially improved descriptions. Such an analysis can show whether
the unsatisfactory performance of the previous BP/MM INMA calculations10 is mainly caused by
the GGA or by the simple TIP3P model of the liquid water environment. Beyond an improved
understanding of the phosphate vibrational spectra, analyzing the virtual realities generated by the
BLYP- and B3LYP BOMD simulations can also yield insights into the solvation of the phosphate
anions by water and into other properties of these solute-solvent systems.
Methods
For the first principles simulations of the phosphate ions in aqueous solution we set up two small
periodic simulation systems each containing 64 water molecules and one HPO2−4 or H2PO
−
4 anion,
respectively. They were constructed in an MM setting by the following procedure.
Construction of simulation systems. To determine proper volumes for the BOMD simulation
systems, first two cubic boxes of 4 nm side lengths were filled with a total of 2190 TIP3P water
molecules.21 Each box additionally contained a single phosphate ion modeled by the respective
MM force field given in Ref. 10. Using toroidal boundary conditions as implemented in the MD
simulation program EGO for the long-range electrostatics40 and Berendsen thermo- and barostats41
the systems were equilibrated by MM-MD for 10 ns at the temperature T = 295 K and the pres-
sure p = 1 bar. 2000 snapshots were drawn from the last 2 ns and the average numbers of water
oxygens n(L), which were enclosed by cubic boxes of varying box lengths L centered around the
phosphate atoms, were determined. The desired system size n = 64 was reached at L = 1.24nm for
H2PO
−
4 and at L = 1.26nm for HPO
2−
4 . Two cubic periodic simulation systems of the thus obtained
small sizes were cut out of the two large MM-MD simulation systems, respectively. After energy
minimization these periodic phosphate/water configurations provided the initial conditions for our
subsequent Born-Oppenheimer MD simulations (BOMD) within the framework of Kohn-Sham
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DFT.
DFT and BOMD settings. The BOMD simulations were performed with the CP2K program
package.42 The core charges and electrons were treated by the pseudopotentials proposed by
Goedecker, Teter, and Hutter.43,44 The Kohn-Sham orbitals were expanded in a triple zeta valence
basis set including double polarization functions (TZV2P) for all atoms.42 In order to efficiently
compute the electrostatic interactions, the Gaussian and plane waves (GPW) scheme45 as imple-
mented in the QUICKSTEP module42 of CP2K was employed. The electron density was expanded
in a plane wave basis using a 400 Ry cutoff.
The GPW scheme allows for a linear scaling calculation of the Kohn-Sham matrix, if func-
tionals applying the GGA are employed. Calculations with hybrid functionals are computationally
much more demanding, especially for condensed phase systems and in combination with ab-initio
MD. However, using a combination of efficient screening, of in-core compression, and of a trun-
cated Coulomb operator, the feasibility of performing robust and efficient ab-initio MD based on
hybrid functionals has recently been demonstrated.46,47
For the exchange we employed a screening threshold of 10−7 Hartree and a Coulomb operator
truncation radius of 6 Å. Furthermore, we applied the auxiliary density matrix method, which
further reduces the cost of the HF exchange computation.48 The auxiliary density matrix was
obtained from fitting the wave function to a so-called pFIT3 basis.48 Subsequently, the resulting
density matrix was purified.48
As representatives for the classes of GGA and hybrid functionals we chose the BLYP22,49 and
B3LYP50,51 functionals, respectively. Both functionals were corrected for the missing dispersion
interactions using the empirical scheme suggested by Grimme52 resulting in descriptions called
BLYP-D and B3LYP-D. Note here that BLYP-D model with the TZV2P basis set provides a sur-
prisingly53 reasonable structure and the proper density for liquid water.54
For the BOMD simulations we chose a timestep of 0.5 fs. The self-consistent field (SCF)
procedure applied the orbital transformation method described in Ref. 55. The SCF convergence
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criterion was set to 10−7.
BOMD simulations. The thermal motion in each of the two periodic water/phosphate boxes
described further above was simulated by BOMD using the BLYP-D and the B3LYP-D functional.
Here, the four simulation systems were first equilibrated in the canonical ensemble for 4 ps at T =
300 K by employing massive Nosé–Hoover chain thermostats.56 Subsequently, MD trajectories
were computed in the micro-canonical (NV E) ensemble, covering 54 ps and 56 ps for HPO2−4 and
H2PO
−
4 , respectively, while using the the BLYP functional. For the B3LYP-D simulation systems
we computed two trajectories for each solvated species spanning 33 ps and 22 ps for H2PO−4 as
well as 34 ps and 28 ps for HPO2−4 . Here, the initial conditions for the second set of trajectories
were generated by short (5 ps) intermittent equilibrations in the canonical NV T ensemble, which
served to ensure mutual statistical independence.
Coordinates, Mulliken charges, and Wannier centers57 were extracted every 2 fs from the vari-
ous trajectories for subsequent statistical analyses. From these data we evaluated at all time points
t and for all molecules in the systems molecular charges Qi(t) and dipole moments µ i(t). The
Qi(t) were obtained from the Mulliken charges. The µ i(t) were calculated from the locations and
charges of the Wannier centers and ion cores using the respective centers of mass as local reference
points. The total dipole moments µ (t) of the simulation systems were evaluated by summing over
the molecular dipoles µ i(t).
Computation and analysis of IR spectra. Approximating the trajectories of the dipole operator
by those of the dipole moment µ (t) the IR absorption cross sections
α(ω) =
2piβω2
3V c0n(ω)
+∞∫
−∞
M(t)e−iωtdt. (1)
of the simulation systems are the Fourier transforms (FTs) of the ensemble averaged autocorrela-
tion functions (ACFs)
M(t) = 〈µ (0) ·µ (t)〉 (2)
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of the dipole moments µ (t).14,36,58,59 In Eq. (1), V is the sample volume, β = 1/kBT the inverse
temperature, n(ω) the refractive index, c0 the speed of light, and the so-called harmonic quantum
correction factor14,59–61
QC(ω) = ω
1− e−β h¯ω (3)
is included.
Because simulations are restricted to trajectories of finite duration, the ensemble average M(t)
has to be replaced by a statistical estimate Mτ(t) referring to a finite time scale τ . Following the
suggestion in Ref. 36 a suitable estimate is given by
Mτ(t) =
∫
∞
−∞
wτ(t
′|t)µ (t ′) ·µ (t ′+ t)dt ′. (4)
Here, the normalized weighting function
wτ(t
′|t) = gτ(t
′)gτ(t ′+ t)
g√2τ(t)
(5)
is defined in terms of the normalized Gaussian
gτ(t) =
1√
2piτ
exp
(−t2
2τ2
)
(6)
of width τ .
Mτ(t) is used to estimate the IR cross-section α(ω) of a simulation system as given by Eq. (1)
through FT as follows.36 First the dipole moments µ (t) collected from a given trajectory of dura-
tion d and centered around t = 0 are multiplied with the Gaussian window function Eq. (6) yielding
the modified trajectory
µ g(t) = gτ(t)µ (t) (7)
8
of weighted dipole moments. Combining Eqs. (4), (5), and (7) yields
g√2τ(t)Mτ(t) =
∫
∞
−∞
µ g(t ′) ·µ g(t ′+ t)dt ′. (8)
Thus, the estimated dipole ACF Mτ(t) weighted by a somewhat wider Gaussian window g√2τ(t)
is the ACF of the weighted dipole trajectory µ g(t).
The FT of Eq. (8) follows from the convolution theorem. Because the l.h.s. is the product
g√2τ(t)Mτ(t) of two functions, their FT is a convolution gˆ√2τ(ω)∗ ˆMτ(ω) of their respective FTs
(denoted by hats). Similarly, because the r.h.s. is, up to sign, a convolution of two functions,
their FT is a product. Using the relation gˆ√2τ(ω) = ωsgωs(ω), according to which the FT of
a normalized Gaussian of width
√
2τ is essentially again a normalized Gaussian of width ωs =
1/
√
2τ , one gets
gωs(ω)∗ ˆMτ(ω) =
2pi
ωs
µˆ ∗g(ω) · µˆ g(ω). (9)
Note that the l.h.s. of Eq. (9) is a smoothed version of the Fourier transformed estimate Mτ(t)
for the dipole ACF M(t). To approximate the IR absorption cross-section α(ω) we replace the
FT ˆM(ω) of M(t) occurring in Eq. (1) by this expression, i.e. by ˆM(ω) ≈ gωs(ω) ∗ ˆMτ(ω). With
Eq. (9) we finally get for the IR cross-section
α(ω) ≈ 4pi
2βω2
3V c0ωsn(ω)
µˆ ∗g(ω) · µˆ g(ω). (10)
For the computation of IR spectra one thus must solely evaluate the scalar product µˆ ∗g(ω) · µˆ g(ω)
involving the FT µˆ g(ω) of the weighted dipole moments µ g(t) and its complex conjugate µˆ ∗g(ω).
µˆ g(ω) is efficiently computed using fast FT methods.
Interestingly, the spectral resolution of α(ω) as approximated by Eq. (10) is hardly diminished
as long as wide Gaussian windows gτ(t) are employed, since then the kernel gωs(ω) smoothing
ˆMτ(ω) is narrow [cf. Eq. (9)]. On the other hand, reducing the width τ of the time windows leads to
somewhat wider Gaussian convolution kernels gωs(ω) and, therefore, suppresses the spectral noise
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which inevitably results from limited sampling. In this study we chose τ such that the spectra were
smoothed by a Gaussian of width ωs = 10 cm−1.
Extraction of the phosphate contribution to the IR spectra. Because the IR spectra of the
solvated phosphate species are of particular interest, the total cross section of the sample was
separated into contributions of the phosphates and the water by splitting the total dipole moment
µ = µ p + µ w (11)
into its phosphate (µ p) and water (µ w) parts reconstructed from the respective molecular dipoles
µ i. According to Eq. (10) the IR cross-section is determined by a scalar product, which decom-
poses by Eq. (11) and
µˆ ∗gµˆ g = µˆ p∗g µˆ pg︸ ︷︷ ︸
phosphate
+ µˆ w∗g µˆ wg︸ ︷︷ ︸
water
+ µˆ p∗g µˆ wg + µˆ w∗g µˆ pg︸ ︷︷ ︸
cross term
(12)
into contributions of the phosphate, of the water, and of cross terms.
Because our BOMD trajectories covered only a few ten ps, the contributions of the water and
those of the cross terms turned out to be far from convergence (see Supplementary Information, SI,
Figure S5). A substantially larger number of trajectories would have been required for an accept-
able convergence of these contributions,33 which was excluded, however, due to the significant
computational effort associated with our quite large system sizes and the required evaluation of the
HF exchange for the B3LYP functional. On the other hand, the contributions of the phosphates
to the total absorption cross section turned out to show a much better convergence, which was
sufficient for a reliable computation of the band positions and rough estimates of intensities.
Vibrational analysis. The bands in the computed spectra were assigned to vibrational modes
using the generalized normal coordinate (GNC) analysis proposed by Mathias et al.31,34–36,62 GNC
derives approximate normal coordinates by minimizing mutual cross correlations. The projection
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of the GNCs onto internal coordinates classifies the GNCs in terms of specific local modes. As a
result, the GNC algorithm tessellates the IR spectrum into contributions of these modes and, thus,
into assigned IR bands. Because GNC does not assume equipartition, it yields temperatures of the
various modes, which can be utilized to correct the band intensities toward the ensemble limit.36
To determine solvatochromic shifts we also computed the vibrational spectra of HPO2−4 and
H2PO
−
4 in vacuo within the harmonic approximation. The Poisson equations for the isolated
molecules were solved in cubes of 20 Å side length using the Martyna-Tuckerman solver;63 all
other parameters were chosen equal to the BOMD calculations. The Hessians were obtained by
finite differences employing coordinate displacements of ±0.0025 Å for all atoms.
Results and Discussion
The IR spectrum of H2PO−4 in water. We start our vibrational analysis of the phosphate ions
in aqueous solution by considering H2PO
−
4 . Figure 1 compares its experimental IR spectrum10
(gray shaded area) with the prediction Eq. (10) derived from the B3LYP-D BOMD trajectories
(dotted line). The additional colored lines represent the results of the GNC vibrational analysis
(see Methods). Each of these lines indicates an IR band which belongs to a specific vibrational
mode. The attached labels code the mode characters, where ν and δ mark stretching and bending
modes, subscripts ‘s’ and ‘a’ signify symmetric and anti-symmetric couplings, and OH and O–
denote protonated and unprotonated phosphate oxygens, respectively.
Comparing in Figure 1 the B3LYP-D BOMD prediction (dotted line) with the experimental
observation (gray area) we see that the spectral positions of the four computed stretching bands
νa(PO−), νs(PO−), νa(POH), and νa(POH) almost perfectly match positions of experimental
peaks. For the anti-symmetric bending mode δa(H) of the two phosphate hydrogens, however,
B3LYP-D BOMD predicts a quite sharp peak at 1241 cm−1, whereas IR spectroscopy finds10 a
broad shoulder centered at 1213 cm−1. The symmetric bending mode δs(H) is calculated at higher
frequencies outside the window of the experimental data. The three IR active bending modes
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δ (OPO) of the phosphate core are located by our simulations at frequencies below 600 cm−1,
where they nicely cover the experimental peak at 521 cm−1. The indicated assignments to lo-
cal modes (colored lines) agree with earlier characterizations derived from DFT/MM INMA cal-
culations10 and, hence, corroborate the reliability of the GNC approach for the identification of
vibrational modes from MD simulations.
Note here, that the drawn bands of local stretching and bending modes (colored lines) represent
only a subset of all modes. In the depicted spectral range there are two additional modes contribut-
ing to the IR intensity in the form of two broad bands. We have omitted these bands, which belong
to torsional modes of the hydrogens, from the drawing to avoid an overcrowding of colored lines.
As a result, the dotted spectrum does not represent the sum of the depicted colored bands.
While the relative intensities predicted for the stretching bands ν and for the phosphate core
bending bands δ (OPO) still resemble the spectroscopic findings to a certain degree, larger in-
tensity deviations are found for the anti-symmetric hydrogen bend δa(H). An inspection of the
trajectories reveals that the involved OH-groups feature strong hydrogen bonds (H-bonds) with the
surrounding water and it is most likely that our limited sampling of H-bonded structures missed
many of the actually occurring structures. Correspondingly our simulations predict a quite sharp
peak at 1241 cm−1, whereas a more extended sampling should yield a much broader δa(H) band.
Note that the intensities of the the stretching bands νa(PO−), νs(PO−), νa(POH), and νa(POH)
are satisfactorily described mainly because of the temperature correction36 employed by GNC
(uncorrected data are presented in Figure S6 of the SI).
The above comparison of the simulated with the experimental IR spectra of H2PO
−
4 in water
has demonstrated that the spectroscopic positions of the prominent stretching bands are excellently
reproduced by the applied (and computationally very expensive) B3LYP-D BOMD approach. This
accurate description is achieved despite the quite limited ensemble of solvation structures sampled
by the BOMD trajectories, which covered only a total time span of 50 ps. Moreover it has shown
that a likewise reliable computation of IR intensities would require much more extended BOMD
simulations. For our following comparative evaluation of other computational methods we there-
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fore restrict our attention to the vibrational frequencies of the modes analyzed in Figure 1 although
our BOMD simulations and GNC vibrational analyses yield complete and fully decomposed IR
spectra, of course. Furthermore we will take the frequencies of the PO− and POH stretching
modes, which result from B3LYP-D calculations, as supposedly “exact” reference data that allow
us to judge the quality of other methods.
BP/MM INMA versus B3LYP-D BOMD. In our evaluation of computational methods we first
compare in Figure 2 the vibrational spectra of (A) H2PO−4 and (B) HPO2−4 in aqueous solu-
tion (sol.) resulting from our B3LYP-D BOMD simulations (second columns) with the previous
BP/MM INMA description10 (fourth columns) and with the available experimental evidence10
(central columns). In addition, the figure presents B3LYP-D (first columns) and BP (fifth columns)
normal mode analyses of the phosphate ions isolated in vacuo (vac.). To enable a fair comparison
of the presumably less accurate BP results with the accurate B3LYP-D predictions, we have scaled
the BP frequencies by a factor of 1.069. This scaling factor minimizes the root mean square devi-
ation (RMSD) between the PO stretching frequencies resulting from DFT normal mode analyses
of isolated H2PO
−
4 molecules (vac.) using the B3LYP-D and BP functionals, respectively.
Considering first in Figure 2A the vibrational frequencies calculated by normal mode analysis
for the isolated H2PO
−
4 ion by B3LYP-D (first column) and scaled BP (last column), respectively,
one immediately recognizes that the two descriptions are very similar. The PO stretching fre-
quencies differ, after scaling the BP results with 1.069, by a RMSD of only 11 cm−1. Also the
frequencies of the remaining modes δa(H) and δ (OPO) are reasonably close.
However, as soon as the frequency shifts are considered that are predicted by B3LYP-D BOMD
and BP/MM INMA, respectively, for the transfer of H2PO
−
4 from the gas phase (vac.) into aque-
ous solution (sol.) the two approaches show striking differences. Whereas the depicted B3LYP-D
BOMD frequencies deviate from their experimental counterparts by a RMSD of only 15 cm−1, the
BP/MM INMA results show a sixfold larger RMSD of 90 cm−1. For H2PO
−
4 the close match of the
B3LYP-D BOMD and experimental frequencies had become apparent already in Figure 1. Hence,
13
the important messages of Figure 2A are (i) the sizes and directions of the various solvatochromic
frequency shifts, which are predicted by our reference approach B3LYP-D and are visualized in
the transition from the first to the second column, and (ii) the alteration of the description of solva-
tochromy that is caused by simplifying the model of the surrounding water from B3LYP-D to the
MM force field TIP3P. For the latter case the solvatochromic shifts are seen in the transition from
the fifth to the fourth column. Note that the frequency shifts of the B3LYP-D BOMD approach
partially includes effects of anharmonicity, which is probed by the dynamics but is missing in the
harmonic INMA approach. For the P–O stretches anharmonicity leads to a general redshift on the
order of 10 cm−1 to 20 cm−1, which we have estimated from calculations of the isolated phosphate
species H3−nPO
n−
4 , n = 0,1,2 (see Supporting Information, Table S1). Since this anharmonicity
redshift is much smaller than the RMSD of the BP/MM INMA results from the experimental val-
ues and because it is hardly affected by the solvent,64 it cannot account for the huge deviations of
the INMA description.
Encouraged by fact that the B3LYP-D BOMD results excellently reproduce the observed vi-
brational frequencies of H2PO
−
4 in aqueous solution we may safely assume that the B3LYP-D de-
scription of solvatochromic frequency shifts is of similar quality. Thus, according to Figure 2A the
two high-frequency PO− stretches should exhibit sizable red-shifts and the two lower frequency
POH stretches blue-shifts upon solvation. The latter prediction of blue-shifts is qualitatively re-
tained in the transition BP(vac.) to BP(sol.). However, the DFT/MM hybrid calculation BP(sol.)
assigns to the νa(PO−) mode only a tiny red-shift and to the νs(PO−) mode even a blue- instead
of a red-shift. Similarly, the large solvatochromic blue-shift predicted by B3LYP-D for the δa(H)
bending mode is strongly underestimated by the BP(sol.) model and the solvatochromic B3LYP-D
red-shift of the δ (OPO) band is converted by BP(sol.) into a blue-shift.
The differences between the B3LYP-D BOMD and BP/MM INMA descriptions of solvatochro-
mic frequency shifts, which we just have stated for the H2PO−4 ion, are transferable to the case of
HPO2−4 as becomes apparent by a glance at Figure 2B. Also in this case B3LYP-D (sol.) provides
a very good description of the experimental evidence [exp.(sol.)] featuring an RMSD of only
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32 cm−1. Also here the PO− stretches should be shifted to the red and the POH stretch to the
blue upon solvation. Also here BP(sol.) qualitatively captures the latter blue shift, but fails on the
PO− stretches, for which it predicts blue- instead of red-shifts. Similar considerations apply to the
descriptions of the δ (H) and δ (OPO) solvatochromic shifts.
Summarizing we may state that the intra-molecular forces resulting from a properly scaled BP
description of the isolated phosphate ions are reasonably accurate as judged from comparisons
with the B3LYP reference data and that the MM description of the surrounding water by the TIP3P
model yields quantitatively and, in part, also qualitatively wrong descriptions of the effects of
solvation on the phosphate vibrational spectra.
Note here that the above analysis of the BP/MM shortcomings in the description of solva-
tochromic shifts substantially differs from the original one,10 because the comparison of the BP
gas-phase vibrational spectra with the B3LYP reference results has now unexpectedly9,10 revealed
that the BP frequencies must be scaled in the specific case of the phosphate ions by the quite
large factor of 1.069. This insight is at variance with the original assumption,10 which had been
based on calculations for neutral compounds,26,65 that a scaling factor of 1.0 should be appropriate.
Comparisons of the unscaled BP/MM results with experimental solution spectra had falsely sug-
gested that the solvation effects induced by the TIP3P water environment are too weak to induce
the seemingly required strong blue-shifts, whereas the properly scaled BP results now show that
the frequencies of some modes should experience blue- and others red-shifts upon solvation. This
finding suggests that the ensembles of the TIP3P solvation structures surrounding the phosphates
are wrong.
To check the latter hypothesis we have visually inspected the solvation structures used in the
INMA calculations of the original investigation.10 We found that these structures are much less
well-ordered than those sampled by our BOMD simulations with the B3LYP-D and BLYP-D func-
tionals. Correspondingly, some of the solvatochromic shifts predicted by the INMA calculations
are even reversed with respect to those of the BOMD simulations, since particularly the magnitude
and direction of the ν(PO−) shifts delicately depend on the local electric fields and hydrogen bond-
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ing structures.64 This indicates that the simplistic TIP3P model, carrying an erroneous quadrupole
moment and lacking polarizablity, does not sample the solvation structures correctly and leads to
the noted ill-descriptions of solvatochromic frequency shifts. However, for a detailed check of the
latter claim DFT/MM calculations are required, in which the aqueous environment is modeled by
a more accurate water model. Within the framework of our current study we solely can demon-
strate that the qualitative shortcomings of the earlier description are definitely not due to the use
of a simple gradient-corrected functional like BP and to the associated neglect of HF exchange.
For a proof we will now compare the solvation effects in the vibrational spectra of the phosphates
predicted by the comparably simple gradient corrected density functionals BLYP-D and BP using
the former in a BOMD and the latter in a DFT/MM INMA setting.
BP/MM INMA versus BLYP-D BOMD. If one simplifies the DFT description by choosing
BLYP-D instead of the B3LYP-D reference functional, one may expect that the BLYP-D frequen-
cies have to be scaled for a favorable comparison with experimental data. Like in the case of BP we
chose the PO stretching frequencies calculated by normal mode analysis for the isolated H2PO
−
4
for computing a scaling factor which minimizes the RMSD of the BLYP-D from the corresponding
B3LYP-D results. We found the factor of 1.032, which is smaller than the BP factor of 1.069 but is
also larger than one. The resulting RMSD is 6 cm−1 indicating that B3LYP-D and scaled BLYP-D
describe the PO stretching frequencies of the isolated H2PO
−
4 ion at a similar quality. Here, scaled
BLYP-D and scaled BP deviate by an RMSD of 11 cm−1 proving the expected near equivalence of
the two gradient corrected functionals.
Figure 3 compares the band positions of the H2PO
−
4 species obtained by scaled BLYP-D with
the experimental data10 and with the scaled BP results. Comparing first the columns BLYP-D
(vac.) and BP(vac.) underlines the near equivalence of these two scaled descriptions. Next, the
scaled PO frequencies in column BLYP-D (sol.), which result from our BOMD simulation, are
seen to match the experimental data [exp.(sol.)] qualitatively well. As expected, the PO− stretches
are shifted to the red and the POH stretches to the blue upon solvation. Quantitatively, however, the
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BLYP-D (sol.) description of the solution data exp.(sol.) is substantially worse than that noted for
B3LYP-D (sol.) above as is witnessed by the much larger RMSD of 40 cm−1. On the other hand, it
is still substantially better than the DFT/MM hybrid model BP/MM (sol.) with its two times larger
RMSD and its qualitatively wrong solvatochromic shifts.
Thus, our above hypothesis that the qualitative shortcomings of the DFT/MM hybrid model
BP(sol.) in the description of the H2PO−4 solvatochromic frequency shifts are mainly due to in-
sufficiencies of the MM force field and cannot be attributed to the lacking HF exchange has been
proven. On the other hand, the much larger RMSD between the scaled BLYP-D BOMD fre-
quencies and the experimental data shows that the enhanced computational effort connected with
the B3LYP-D inclusion of HF exchange actually has paid off. Despite the limited sampling the
B3LYP-D BOMD simulation has rendered an excellent description of the observed IR spectrum
particularly for the singly charged ion H2PO
−
4 in aqueous solution.
Beyond vibrational spectra our “first principles” BOMD simulations can shed light also on
other properties of H2PO
−
4 and HPO
2−
4 ions in aqueous solution. In the remainder of this section we
will concentrate on the structure of the first solvation shell as predicted by B3LYP-D for H2PO
−
4 .
We want to emphasize, however, that the Supplementary Information (SI) documents two ad-
ditional properties that may be of interest to certain readers. These are (i) the density of electronic
states obtained for the two ions, which shows that the protonation state of phosphate ions in solu-
tion should be discernible by photo-electron spectroscopy (see Figure S8),66 and (ii) the amounts
of charge transfer from the phosphates to the solvent as quantified by atomic Mulliken charges (see
Figure S9). This charge transfer is shown to become smaller upon inclusion of HF exchange, in
particular for the doubly negative ion HPO2−4 .
Phosphate solvation structures from B3LYP-D BOMD. Figure 4 shows O· · ·O (top) and O· · ·H
(bottom) radial distribution functions (RDFs) g(r) characterizing for H2PO−4 the distribution and
hydrogen bonding patterns of the surrounding water molecules. RDFs are depicted for the chem-
ically different hydrogen bonding partners occurring in this solute-solvent system which include
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the water oxygens Ow and hydrogens Hw, the unprotonated and protonated oxygens O− and OH,
respectively, of the phosphate as well as the phosphate protons H. For comparison also the RDFs
characterizing the water-water interactions are given (blue curves).
Considering first the O− · · ·Ow RDF represented by the red curve in the top panel one recog-
nizes that the height (2.2) of its first peak at 2.78 Å is smaller than that (2.9) of the water RDF at
2.80 Å. The reason is that the phosphate oxygens O− offer only three available sites for neighbor-
ing water molecules instead of the four tetrahedrally coordinated sites in bulk water. The slightly
smaller O· · ·O distances found for the H-bonds between the water molecules and the phosphate O−
indicate that these bonds are a little stronger than those in bulk water. For HPO2−4 (see Figure S7)
the first peak moves to the even shorter distance of 2.75 Å reflecting the correspondingly stronger
interaction of the water molecules with this doubly charged ion. The first peak of the OH · · ·Ow
RDF (green curve) at 2.73 Å is smaller than those of the other two O· · ·O RDFs indicating a re-
duced occupancy of H-bonding sites near the protonated phosphate oxygens OH.
For a more detailed understanding of the latter finding we first note that the phosphate OH
atoms, in contrast to the O− atoms, can act both as acceptors and as donors of H-bonds. The
occupancies and H-bonding strengths of these two different sites are distinguished in the bottom
panel of Figure 4 by the RDFs drawn in green and in purple for the acceptor motif OH · · ·Hw and
the donor motif Ow · · ·H, respectively. The first peak of the green curve is very small and located at
the comparatively large distance of at 1.95 Å indicating that the OH atoms of H2PO−4 accept only
weak and sparsely populated H-bonds from the solvent. In contrast, the OH atoms donate quite
strong and well-populated H-bonds to the solvent as demonstrated by the pronounced first peak of
the purple curve at 1.78 Å. The integrals over the first peaks of the green and purple RDFs indicate
that each acceptor site of the OH atoms was occupied by only 37 % whereas each donor site was
always fully occupied during our B3LYP BOMD simulations.
For completeness we note that each unprotonated phosphate oxygen O− of H2PO
−
4 can accept
three H-bonds from the solvent, each of which showed an occupancy of 91 % (from the red curve,
bottom panel). This occupancy is comparable to the one found for the two acceptor sites in bulk
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water (93 %; from the blue curve, bottom panel). Like in the top panel the red peak is found at
a smaller distance than the blue peak underlining the stated enhanced strengths of the O− · · ·Ow
H-bonds.
Summary and Outlook
As the most important result of our study we first note that B3LYP-D BOMD simulations of
H2PO
−
4 in aqueous solution were capable to reproduce — without any frequency scaling — the
observed10 spectral locations of prominent mid-IR bands (cf. Figure 2) with an RMSD of only
15 cm−1. This excellent description of the spectroscopic findings was achieved although the ap-
plied BOMD sampling spanned only 55 ps, which is too short to get a statistically converged en-
semble of solvent-solute structures and, therefore, prevented a likewise accurate computation of
the IR intensities. While being relatively short compared to some relevant physical processes, this
sampling time was nevertheless relatively extended, if one considers the significant computational
effort posed by these simulations. For the doubly charged anion HPO2−4 the B3LYP-D BOMD de-
scription of the IR spectroscopic evidence became a little less accurate as witnessed by the RMSD
of 32 cm−1.
Dropping HF exchange and choosing the computationally much less demanding GGA in the
form of the BLYP-D functional enforced a frequency scaling by the quite large factor of 1.032
to obtain for isolated phosphates a good match with the B3LYP-D reference frequencies. For the
BP approach an even larger scaling factor of 1.069 had to be chosen to achieve a match of similar
quality. After scaling the BLYP-D BOMD approach furnished for H2PO
−
4 a description of the
spectroscopically determined P–O stretching frequencies, which showed the quite large RMSD
of 40 cm−1, demonstrating that the inclusion of HF exchange is necessary for quantitative DFT
descriptions of phosphate IR spectra. Qualitatively, however, BLYP-D BOMD was capable to
reproduce the pattern of solvatochromic frequency shifts, which had been reliably identified by
B3LYP-D BOMD. In contrast, the previous BP/MM INMA approach10 — after proper scaling —
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turned out to predict different and, thus, wrong patterns of solvatochromic shifts.
For future DFT/MM calculations on vibrational spectra of phosphates in more complex con-
densed phase environments like proteins, which cannot be tackled by “first principles” BOMD in
a foreseeable future, these findings imply that (i) high quality MM models for the electrostatic
properties (multipole moments, polarizability) of the surrounding molecules and (ii) the inclusion
of HF exchange are mandatory for qualitatively correct and quantitatively accurate descriptions,
respectively. The solvation structures sampled by our B3LYP-D BOMD simulation of H2PO
−
4 in
aqueous solution and characterized by the RDFs depicted in Figure 4 can then serve as a reference
to judge the quality of DFT/MM models for phosphate solvation.
Finally we would like to emphasize once again that we have added further results of our
phosphate-water BOMD simulations, which are outside the central scope of this paper, because
they are not directly related to solvatochromic effects in the IR spectra of phosphates, into the SI.
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The SI provides five figures (S5-S9) and associated pieces of text describing complementary data
on the splitting of the IR absorptions into contributions of phosphates and water [see Eq. (12)], the
IR intensity correction by scaling the absorption peaks with the mode temperatures, and the RDFs
of the B3LYP-D simulation of HPO2−4 . In addition, the SI explains and documents two observa-
tions not discussed in the main manuscript, which are (i) the B3LYP-D prediction on the density of
electron states in the phosphate-water systems, which could be interesting in the context of photo-
electron spectroscopy, and (ii) the BOMD charge transfer from the phosphate to the surrounding
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water, which may be helpful to evaluate the effects of including HF exchange in DFT functionals.
This material is available free of charge via the Internet at http://pubs.acs.org/.
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Figure 1: Total (dotted line) and mode-local (colored lines) IR absorptions of H2PO−4 in water
derived from B3LYP-D BOMD trajectories are compared with an experimental spectrum10 (gray
shaded area). Computed intensities were scaled to match the experimental maximum at 1077
cm−1.
Figure 2: Vibrational levels obtained by B3LYP-D calculations on (A) H2PO−4 and (B) HPO2−4
both isolated (vac.) and in aqueous solution (sol.) are compared with measured10 [exp.(sol.)] and
previously calculated10 BP/MM INMA and BP harmonic frequencies, which were properly scaled
(1.069) for fair comparisons (for details see the text).
Figure 3: Scaled (1.032) frequencies from a BLYP-D normal mode analysis (vac.) and from
BLYP-D BOMD simulations (sol.) are compared with experimental evidence [exp.(sol.)] and with
properly (1.069) rescaled frequencies10 from a BP normal mode analysis and from BP INMA
hybrid calculations.
Figure 4: O· · ·O (top) and O· · ·H (bottom) pair correlation functions g(r) calculated from the
B3LYP-D trajectories of H2PO−4 ion in solution. The atoms Ow and Hw belong to water molecules,
OH and O− are protonated and unprotonated phosphate oxygens, respectively, and H are phosphate
protons.
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Graphical TOC Entry
Phosphate ions play an important role in many biochemical reactions, which can
be monitored by vibrational spectroscopy. We demonstrate that first principles
MD simulations can compute such spectra quantitatively correct if hybrid density
functionals such as B3LYP are employed. The picture shows an H2PO
−
4 ion
hydrogen bonded (dashed lines) to the solvent water molecules during the
simulation. Blue spheres represent the centers of localized orbitals of the
phosphate.
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