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Abstract
A few-shot learning model generally consists of a feature extraction network and a
classification module. In this paper, we propose an approach to improve few-shot im-
age classification performance by increasing the representational capacity of the feature
extraction network and improving the quality of the features extracted by it. The ability
of the feature extraction network to extract highly discriminative features from images
is essential to few-shot learning. Such features are generally class agnostic and contain
information about the general content of the image. Our approach improves the training
of the feature extraction network in order to enable them to produce such features. We
train the network using filter-grafting along with an auxiliary self-supervision task and
a knowledge distillation procedure. Particularly, filter-grafting rejuvenates unimpor-
tant (invalid) filters in the feature extraction network to make them useful and thereby,
increases the number of important filters that can be further improved by using self-
supervision and knowledge distillation techniques. This combined approach helps in
significantly improving the few-shot learning performance of the model. We perform
experiments on several few-shot learning benchmark datasets such as mini-ImageNet,
tiered-ImageNet, CIFAR-FS, and FC100 using our approach. We also present vari-
ous ablation studies to validate the proposed approach. We empirically show that our
approach performs better than other state-of-the-art few-shot learning methods.
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1. Introduction
Deep learning techniques are now used to tackle several types of problems. They
have become very popular because they achieve high performances for various tasks.
They have even surpassed human performance in many scenarios. However, current
deep learning techniques are still not human-like. Deep learning methods generally5
require training a neural network using a large amount of labeled data. In the presence
of limited labeled data, they generally do not perform well. This hunger for training
data is not a trivial problem since data, specially labeled data, is not always available
and is usually very costly to obtain. It may also be the case that even if sufficient data is
available for a few categories, some categories of data may have extremely few samples10
available for training. Humans, on the other hand, can learn a new category from very
few examples. We can learn what a cat looks like from a few pictures and then identify
them in the wild with very high accuracy. It has been the goal of researchers to enable
deep learning networks to achieve this capability. Few-shot learning is an approach in
this direction.15
Few-shot learning methods [1, 2, 3] employ special training techniques for deep
networks that enable them to perform relatively well even for categories that have very
few training samples. Generally, these methods aim to transfer the knowledge gained
by training the network on the classes with many training samples to help classify
classes with very few training samples. They also aim to make the networks generic20
enough such that they can even extract good features from images belonging to cate-
gories that they were not trained on.
Few-shot learning techniques generally consider an episodic framework for the
few-shot learning problem, i.e., the networks operate on a small episode at a time (Fig.
1). An episode can be thought of as a mini-dataset with a small set of classes. Each25
class has a few labeled examples that are known as support examples. Most few-shot
methods train and test on episodes [1, 4]. However, some methods can be modified to
only carry out the testing using episodes while the network can be trained on the full
2
train set [2].
Prototypical network [2] finds a prototype embedding for each class in the episode30
and uses the nearest neighbor classification technique to determine the nearest class
prototype for each query example. MAML [4] trains the few-shot classifier in such a
way that it can adapt within a few iterations to a new task or set of classes. TADAM [5]
learns an embedding that best represents the current episode and uses it as an attention
to produce better features for the examples in the episode. MetaOptNet [6] focuses on35
learning features that are more compatible with linear classifiers.
Most few-shot learning methods use a feature extraction network that extracts use-
ful features from the images and a classification module that performs the few-shot
classification. For the classification module to be successful, the feature extraction net-
work should produce good features/representation for the input image. Our proposed40
method improves the training process of the feature extraction module to enable it to
extract better and more discriminative features from images.
In the feature extraction network, not all filters contribute substantially to the out-
put representation produced by it. Filters that do not significantly affect the output
representation can be thought of as unimportant/invalid filters [7]. Therefore, the rep-45
resentational capacity of the network is determined by the quantity of important/valid
filters. Some methods discard the invalid filters [8, 9], but this will not improve the
representational capacity of the network. [10] proposes a filter-grafting technique that
converts invalid filters into valid ones by grafting valid filters weights on to these invalid
filters. This process will increase the number of valid filters in the feature extraction50
network and hence improve its representational capacity.
The strength of a feature extraction network lies in the quality of intermediate rep-
resentation extracted by its filters. Therefore, improving the quality of representa-
tion produced by the network will improve the performance of the network on few-
shot learning. This improvement can be achieved by using techniques such as self-55
supervision and knowledge distillation. Self-supervised learning [11, 12, 13, 14, 15]
involves training the network on labels that are generated from the training data itself.
Self-supervision methods are used to improve the discriminative powers of networks
by training them on artificial tasks that force the network to learn more about the struc-
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Figure 1: Episodic setup for few-shot learning. Figure depicts a 5-way 5-shot episode. Each episode consists
of 5 classes with 5 support examples each and multiple query examples that belong to one of these 5 classes.
ture of the input data. In [16], the authors use self-supervision as an auxiliary loss to60
improve few-shot classification. Knowledge distillation [17] is a popular method for
transfer learning. It can also be used to train a student network with the same architec-
ture as the teacher, and this helps the student network learn some more general features
that help improve its performance.
The important filters will mainly contribute to the quality of the representation pro-65
duced by the feature extraction network. Since filter-grafting increases the proportion
of important filters in the network, it will help boost the effectiveness of applying self-
supervision and knowledge distillation to the feature extraction module. This process
will significantly improve the performance of the feature extraction module.
Our proposed approach combines the techniques of filter-grafting, self-supervision,70
and knowledge distillation to improve the training of the feature extraction model. We
use the filter-grafting setting that grafts filter from another network [10]. For this set-
ting, we train two models with the same architecture while performing grafting of im-
portant parameters/filters weights into unimportant ones from one network to the other.
This increases the proportion of important/useful parameters in both the networks. We75
also use self-supervision through rotation [16] as an auxiliary task in parallel to the
classification training, in order to improve the networks’ discriminative power. Finally,
we choose one of these networks to perform distillation to another network with the
same architecture in order to obtain a network with better discriminative powers. The
trained feature extraction network is used to extract features for the support examples80
for a class. The extracted features of the support examples are used to learn a linear
classification model, which is then used to classify the query examples. Through our
ablation experiments, we show that each component of our method helps in improving
the network performance. Our method is described in detail in Sec. 3.
4
We perform experiments on several few-shot learning benchmark datasets and com-85
pare our method to existing methods for few-shot classification. We empirically show
that our method performs better than existing methods on few-shot learning.
Our contributions are as follows:
• We propose a novel approach to few-shot learning that uses filter-grafting to im-
prove the representational capacity of the feature extraction network, which is90
then exploited by using a self-supervision auxiliary task and knowledge distilla-
tion to improve the discriminative power of the network.
• We empirically show that our network performs better than existing methods on
several few-shot learning benchmark datasets.
2. Background95
2.1. Few-shot Learning
Deep learning generally requires a large amount of labeled data for training net-
works. However, there are many real-life scenarios where labeled data is very scant.
Few-shot learning is used to train networks that perform well under such circumstances.
Many approaches to this problem have been explored by researchers [2, 18, 19, 20, 21,100
22, 23, 24].
The work in [25] trains a siamese network to find an embedding space where similar
images are closer to each compared to dissimilar images. Prototypical networks [2] is
a very popular few-shot learning method. It first computes the class representatives or
“prototypes” by averaging the extracted features of the support examples of each class.105
Then, for each query image feature/embedding, the nearest class prototype is predicted
to be the output class. In [26], the authors modify the prototypical network to work
in a semi-supervised setup where it makes use of labeled and unlabeled examples in
each episode. MAML [4] trains the network to adapt to a new episode within a few
training iterations quickly. In [27], the authors propose to achieve rapid generalization110
by shifting inductive biases via fast parameterization. The method proposed in [28]
applies a graph neural network architecture to the few-shot learning problem.
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RelationNet [29] learns to predict and use relation scores between query images
and support images of the classes. TADAM computes a task-based embedding that
represents the current task/episode. This embedding is used as an attention to the con-115
volutional layers of the feature extraction network to modify the image embeddings in
such a way that best suits the classification process in that episode.
Learning without forgetting [30] learns a weight generator for the few-shot clas-
sifier. The weight generator uses classifier weights of the base classes and support
examples of the novel classes to generate weights for the classifier. R2D2 [3] proposes120
to use fast convergent methods like ridge regression as the main adaptation mechanism
for few-shot learning. LEO [31] learns an embedding of model parameters, and in this
parameter space, it performs optimization-based meta-learning. SNAIL [32] proposes
a simple meta-learner architecture that combines temporal convolutions and soft atten-
tion. The method proposed in [33] predicts parameters from activations in order to125
adapt a pre-trained network to new classes.
MetaOptNet [6] proposes to use linear predictors to learn better representations
for few-shot learning. In [16], the authors use a self-supervision task as an auxiliary
task while training the network for few-shot learning. This helps the feature extraction
network in learning better representations, leading to improved performance. TPN [34]130
proposes a transductive inference setting where the entire test set is classified at once,
and a graph-based module is employed to utilize the structure of the test data.
The method proposed in [35] uses conditional Wasserstein Generative Adversarial
Networks (cWGAN) to hallucinate discriminative features. In [36], the authors propose
to extract latent information from the base classes and combine them with features135
support examples to generate a diverse set of features for the novel classes. The work
in [37] develops a variational metric scaling framework for learning a metric scaling
parameter, which boosts the performance of metric-based meta-learning algorithms.
2.2. Grafting
Deep neural networks contain unimportant filters that do not contribute signifi-140
cantly to the network output, as evident in [8, 9]. In order to make maximum use of
all the filters available in the network, we can use filter-grafting that has been proposed
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in [10]. Filter-grafting changes the filter weights of the unimportant/invalid filters dur-
ing training, in order to re-initialize them and eventually make them valid. This will
increase the representational capacity of the network.145
In order to find the invalid/unimportant filters, an entropy-based selection criterion
has been proposed in [10], which considers filters having weights with low entropy
as unimportant. Other methods can also be used to find unimportant filters such as
l1−norm used in [7, 38], which considers filters having weights with a low l1−norm
as unimportant filters.150
Since filter-grafting involves re-initializing the weights of the invalid filter during
training, a simple method would be to use a Gaussian noise to modify it. However, this
may make the network harder to converge. Another option is to use valid filters from
the same network as a source to graft into invalid filters. However, [10] shows that this
does not introduce new information to the network and might not end up being very155
useful.
Another technique is to graft valid filters from another network into the invalid fil-
ters in the current network. This process will not suffer from poor convergence like
the noise-based model and will also bring in new information as compared to the same
network filter-based model. This, however, needs the two models to be trained in par-160
allel. This method is proposed in [10], and it performs grafting layer-wise to maintain
layer-wise consistency, i.e., all filters of a layer in a network are grafted on to the same
layer in the other network.
However, if the filter is entirely replaced, then some base information may also
be lost. Therefore, [10] proposes to perform a weighted addition of the filter weights165
from the two networks. The weights are determined by the information content of the
filter/layer. The higher the information content of the filter/layer of the network, the
more weight is given to it, in order to preserve the information of the network.
2.3. Self-Supervised Learning
Self-supervised learning involves training networks in the absence of labeled data.170
Instead of real labels, such methods use synthesized labels. These labels are generated
using basic knowledge about the data that is readily available. The aim of such training
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is that in the process of learning from such labels, the network should learn about the
structure and basic content of the data. Self-supervision helps the network to learn
good features and also perform well on downstream tasks. The term self-supervision is175
used since the supervising signal, i.e., the synthesized label, has been generated from
the same set of data.
There have been many works related to self-supervised learning. Image in-painting/
completion was proposed in [11], wherein the network learns to predict missing patches
inside images. The methods in [12, 13] focus on using image colorization as a self-180
supervision signal. The work in [14] proposes a method in which a network is given
as input two patches of the same image, and the network has to learn to predict the
relative position of one patch with respect to the other. In [15], the authors propose to
train a network to rearrange and solve a jigsaw puzzle.
The method proposed in [39] uses rotation angle prediction as a self-supervision185
task. Images are rotated by a fixed set of angles, and the network has to be trained
to predict the angle of rotation of the rotated images. Surrogate classes are created in
[40] by modifying images using different transformations, and the network is trained
to predict the class of the network. The method proposed in [41] forces the network
to learn additional discriminative features in addition to predicting the rotation angle.190
It achieves this by training the network to additionally bring different versions of the
same image, that differ in their rotation angle, closer in the feature space. The authors
claim that this helps the network to produce features that are better at instance-level
discrimination.
The method proposed in [42] uses self-supervised learning to train generative ad-195
versarial networks. Besides images, self-supervision is also being used to train deep
neural networks for videos. Some techniques that are used for this include using self-
motion of moving objects in videos [43, 44], temporal coherence [45, 46], and even
ambient sounds [47].
2.4. Distillation200
Knowledge distillation involves training a student network in such a way that the
probability distribution of the soft labels produced by it matches that of the teacher
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network. Knowledge distillation has been used extensively in transfer learning and has
also provided improvements in this area. The authors in [17], show that by distilling
knowledge from an ensemble model into a single model, the performance of the smaller205
single model can be improved significantly.
The Jacobian matrices of the teacher and student network are matched in [48]. The
method proposed in [49] minimizes the Maximum Mean Discrepancy (MMD) between
the distributions of neuron selectivity patterns of the teacher and student networks.
Similarly, [50] uses gram matrix for this purpose. In [51], the authors analyze how210
self-distillation, i.e., knowledge distillation between two networks having the same
architecture, results in improved performance of the network.
3. Method
3.1. Problem Setting
In the few-shot learning setting, the train and test splits of the dataset have a dis-215
joint set of classes. The train classes are referred to as base classes, and the test
classes are referred to as novel classes. In this setting, networks operate on data in
the form of episodes. An episode can be thought of as a mini-dataset, and it con-
sists of a mini-train set and a mini-test set. Each episode can have data points from
a fixed small set of N classes (N-way), and each class can have only K labeled ex-220
amples (K-shot). Therefore, each episode is referred to as an N-way K-shot episode
(Fig. 1). The K labeled examples for each class are known as support examples
i.e. S = {(x1, y1), (x2, y2), (x3, y3)...(xK×N , yK×N )} where xi refer to images and
yi ∈ {1..N} refer to labels. The mini-test set consists of query/test examples that also
belong to one of the N classes i.e. Q = {(xt1, yt1), (xt2, yt2), (xt3, yt3)...(xtq, ytq)}, where225
t denotes test examples. In this setting, the objective of any method is to classify the
query data points in the episode, using the few support examples per class present in
the episode.
3.2. Training setup
The few-shot model that is to be trained is divided into the feature extraction net-230
work E and the few-shot classification module Cfew. During training, we do not use
9
Figure 2: Mutual Filter-Grafting between two feature extraction networks E1 and E2 with the same archi-
tecture. Li represents the ith layer in each network and i ∈ [1,M ]. M is the total number of layers in E1
and E2. A weighted addition of the filter weights of layer i in E1 and the filter weights of the same layer in
E2 is carried out using the contribution weight α
E1
i , to give the grafted weight of layer i in E1. The same
process is repeated for E2 using layer specific α
E2
i . After grafting, proportion of valid filters get increased
in both networks.
Cfew and instead use a fully-supervised classification module C. We also use a rota-
tion classification module R.
3.3. Filter Grafting
Filter grafting rejuvenates invalid filters in deep neural networks. For performing
filter-grafting, we train two networks simultaneously for classification on the full train
dataset. We graft all the filters in a layer of the network so that layer-wise consistency is
maintained as proposed in [10]. Let E1 and E2 be the two feature extraction networks.
Let WE1i and W
E2
i be the weights of the i
th layer of E1 and E2 respectively. Let
WE1∗i and W
E2∗
i denote the weights of the i
th layer in E1 and E2 after grafting. The











Figure 3: Self-supervised auxiliary classification task. Input image xi is rotated through a angle ri. The
feature extraction network E produces feature zi from xi which is used in parallel by the fully-supervised










where, αE1i is an adaptive coefficient for the i
th layer of E1 that should be greater235
than 0.5 if WE1i is more informative than W
E2
i [10] and similarly, α
E2
i is an adaptive
coefficient for the ith layer of E2.
Therefore, we perform a weighted addition of the filter-weights of the correspond-
ing layers in the two networks. The αE1i adaptive coefficient, determines the contribu-
tion of the ith layer of E1 and E2 towards calculating the new weights of the ith layer240
of E1. In order to calculate αE1i the entropy of the i
th layer of E1 and E2 are used.
If the entropy of the ith layer of E1 is more than that of the ith layer of E2 then the
contribution of the ith layer of E1 should be more. Therefore, αE1i should be more
than 0.5. Similarly, the αE2i adaptive coefficient, determines the contribution of the i
th
layer of E2 and E1 towards calculating the new weights of the ith layer of E2. The245
detailed description of these adaptive coefficients is provided in [10].
3.4. Self-Supervised Auxiliary Task
We use the rotation based self-supervision [39] as an auxiliary task in our method.
The input image is rotated through 0o, 90o, 180o, 270o degree, and the objective for
the network is to predict the angle of rotation of the given image. We add a network
R for rotation angle prediction. For any given input image, we take the output of
the feature extraction network E and feed it to R to predict the rotation angle. This
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training is carried out in parallel to the full classification training. The self-supervision
(SS) auxiliary task loss can be defined as
LSS = ΣiFCE(r
∗
i , ri) (3)
where i refers to the ith data point in the mini-batch, FCE refers to the cross-entropy
loss function, r∗i refers to the predicted rotation angle, and ri refers to the actual rotation
angle.250
3.5. Knowledge Distillation
We perform Knowledge Distillation (KD) [17] from a teacher network to a student
network, both of which have the same architecture. This is done so that in the process
of transferring knowledge to the student network, the student network also learns more
generic features than the teacher, which only serves as a guiding signal. The knowledge
distillation loss LKD calculates Kullback-Liebler (KL) divergence between the soft




where, Fsoftmax refers to the softmax function, κ is the temperature hyper-parameter
that is used to dampen the logits in order to avoid peaky output probability distribution,
KL refers to the KL-Divergence function. ES , ET refer to the feature extraction net-
works of the student and the teacher respectively. CS , CT refer to the fully-supervised255
classification networks of the student and the teacher respectively.
3.6. Method Overview
Our proposed Grafting based Improved Few-Shot Learning (GIFSL) method uses
filter-grafting to increase the representational capacity of the feature extraction network
of a few-shot model, which can then be exploited by a self-supervised auxiliary task260
and a knowledge distillation procedure to improve the performance of the few-shot
model further.
Our training consists of 2 stages. In the first stage, we train two networks on a
full classification task and an auxiliary self-supervised classification task and perform
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Figure 4: Stage 1 Training. Feature extraction networks (E1 and E2) having the same architecture produce
features zE1i and z
E2




i are fed to the corresponding
classification networks C1 and C2 in order to perform training for fully supervised classification using
cross-entropy loss. zE1i and z
E2
i are also fed to the corresponding rotation prediction networks R1 and R2
in order to perform training for self-supervised auxiliary classification. Filter-grafting is carried out fromE1
and E2 and vice-versa after each training epoch.
filter-grafting between the two networks after each epoch. In the second stage, we265
randomly choose one of the networks from the first stage as a teacher. We again train
two student networks using a full classification task and an auxiliary self-supervised
classification task. We perform a knowledge distillation procedure from the teacher
network to the two student networks and also perform filter-grafting between the two
student networks.270
3.6.1. First Stage Training
For the first stage of training (Fig. 4), we take two feature extraction networks E1
andE2 with the same architecture. We train them along with their corresponding fully-
supervised classification modules, C1 and C2 respectively, for classification on the
entire training dataset using cross-entropy loss. The total fully-supervised classification
loss LtotS is given as follows:
LtotS (E1, C1, E2, C2) = Σi(FCE(y
C1∗
i , yi) + FCE(y
C2∗
i , yi)) (5)
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where, yi is the real label for the ith data point, yC1∗i and y
C2∗
i refer to the label pre-
dicted by C1 and C2 respectively.
We also train E1 and E2 on the rotation based self-supervision auxiliary tasks. We
use rotation prediction networks R1 and R2 for E1 and E2, respectively. The total
self-supervision auxiliary loss LtotSS can be derived from Eq. 3 and is as follows:
LtotSS(E1, R1, E2, R2) = Σi(FCE(r
R1∗
i , ri) + FCE(r
R2∗
i , ri)) (6)
where, ri is the real rotation label for the ith data point, yR1∗i and y
R2∗
i refer to the
label predicted by R1 and R2 respectively.275
Therefore, the combined loss of stage 1 can be given as
Lstage1 = L
tot
S (E1, C1, E2, C2) + λL
tot
SS(E1, R1, E2, R2) (7)
where, λ is a hyper-parameter which controls the contribution of the auxiliary self-
supervision loss.
During this stage, after each epoch we perform filter-grafting using Eqs. 1,2 on
both E1 and E2 i.e. we graft filter weights from E1 to E2 and vice versa.
3.6.2. Second Stage Training280
For the second stage of training (Fig. 5), we use one of the two extraction units (ran-
domly) from the first stage as the teacher network ET along with its fully-supervised
classification module CT . We take two student feature extraction networks ES1 and
ES2 with the same architecture. We train them on the fully-supervised classification
loss Eq. 5, on the auxiliary self-supervision loss Eq. 6. We also train them on the
Knowledge Distillation (KD) loss using the teacher network. Using Eq. 4, the total
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where, CS1 , C
S





spectively. CT is the fully-supervised classification module attached to ET .
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Figure 5: Stage 2 Training. One of the trained extraction units from stage 1 is randomly chosen as teacher
ET , along with its corresponding classification network CT . Two student feature extraction networks (ES1
and ES2 ) having the same architecture are taken along with the corresponding classification networks (C
S
1




2 ). The student networks are trained on the fully su-
pervised classification loss and auxiliary self-supervision loss as in the stage 1 training along with knowledge
distillation loss from the teacher network. Filter-grafting is carried out between the student networks after
each training epoch.
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where,RS1 , R
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λ is a hyper-parameter which controls the contribution of the auxiliary self-supervision
loss. β, γ are hyper-parameters that control the contribution of the classification losses285
(supervised and self-supervised) and the knowledge distillation loss, respectively.
Even during this stage, after each epoch we perform filter-grafting using Eqs. 1,2
15
Figure 6: Testing. During testing, each N-way K-shot episode contains K support images for each of the N
classes in the episode. One of the student networks from stage 2 is randomly chosen as the final extraction
network EF . EF extracts features from the support images. These features are used to train a linear model
Cfew using logistic regression. EF extracts feature z∗ from the query image, which is used by Cfew to
predict the class (out of the N classes in the episode) that the query image belongs to.
on both ES1 and E
S




2 and vice versa.
3.6.3. Testing Stage
After the completion of stage 2 training, we randomly choose one of the student290
extraction networks as our final extraction network EF . We use EF to perform few-
shot testing.
We perform few-shot testing in the episodic setting, just like other few-shot meth-
ods. For each episode, we first extract the features for the support examples for each
class, using EF .
zi = EF (xi) (10)
where, xi refers to a support image and zi refers to the feature extracted by EF from
that image.
Now, using the extracted features of the support images, we learn a linear classifi-
cation model Cfew using logistic regression. Next, we extract features for the query
16
examples using EF ,
z∗i = EF (x
∗
i ) (11)
where, x∗i refers to a query image and z
∗
i refers to the feature extracted by EF from295
that image.
Using Cfew, we predict the class for the query images (Fig. 6). We validate the
different components of our network using ablation experiments.
4. Experiments
4.1. Datasets300
We report the results for few-shot classification experiments on 4 benchmark datasets:
mini-ImageNet [1], tiered-ImageNet [26], CIFAR-FS [3] and FC100 [5].
mini-ImageNet [1] is one of the most popular few-shot learning dataset and is de-
rived from the ImageNet [52] dataset. It consists of 100 classes, each of which has
around 600 images of size 84 × 84 pixels. There are 64 train classes, 16 validation305
classes, and 20 test classes.
tiered-ImageNet [26] is also subset of ImageNet with 351 train, 97 validation, and
60 test classes. It is structured in such a way that the training classes differ significantly
from the testing classes as compared to mini-ImageNet.
CIFAR-FS is derived from CIFAR-100 [53] classes and consists of 64 train, 16310
validation, and 20 test classes with images of size 32 × 32 pixels. CIFAR-FS allows
faster processing than mini-ImageNet while presenting a hard task due to its smaller
size. Few-shot-CIFAR100 (FC100) is also derived from CIFAR-100. FC100 is split in
such a way that there is a minimum overlap of similar classes across the splits, making
it more difficult to perform few-shot classification. The 100 classes of CIFAR-100 are315
grouped into 20 superclasses. The dataset is then split using superclasses to ensure
minimum overlap of similar classes across splits. The 60 train classes belong to 12
superclasses, and the 20 classes of validation and test splits belong to 5 superclasses
each. Each image is of size 32× 32 pixels.
17
4.2. Implementation Details320
We use the ResNet-12 architecture [54] for the feature extraction network for all
the experiments. The fully-supervised classifier module C is a fully connected network
with 1 layer having an input of size 640 and output of size 64 for mini-ImageNet and
CIFAR-FS, 60 for FC100, 351 for tiered-ImageNet. The rotation classification network
R is a convolutional neural network with 4 convolutional blocks of kernel size 3 × 3,325
padding 1, and stride 1. Each convolutional block is followed by a batch normalization
module and a ReLU activation function. Each convolutional block has 640 output
filters. An adaptive average pooling block is added after the last convolutional block,
and it is followed by a fully-connected layer with input size 640 and output size 4.
We use λ = 1, β = 0.5, γ = 1 and κ = 4 as the hyper-parameters. We report the330
average accuracy of 1000 test episodes with 95% confidence intervals. We perform
experiments for 5-way 1-shot and 5-shot episodes. The experiments have all been
performed in PyTorch [55].
An important point to note is that apart from grafting, self-supervision, and knowl-
edge distillation, GIFSL also performs full training of the network on the entire train set335
and testing using logistic regression on the extracted features. Both these components
have been used separately in different works e.g., [56, 57] make use of pre-training
the network on the entire train set and [6, 58] make use of linear classifiers such as
SVM and logistic regression. The authors in [56] show how training on the entire
train set alone can outperform many recent few-shot learning methods. Therefore, we340
have included these two techniques in our approach too. We show in Sec. 5.2 that our
proposed approach (with grafting, self-supervision, and knowledge distillation) can
achieve around 3.81% (1-shot) and 3.06% (5-shot) absolute increase over our method
that uses only training on the entire train+val set and logistic regression (LR).
4.3. mini-ImageNet results345
Table 1 reports the experimental results for few-shot classification on mini-ImageNet
dataset for 5-way 1-shot and 5-shot results. The results indicate that our method GIFSL
performs significantly better than the other methods in the 1-shot setting as well as in
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Table 1: Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes of
mini-ImageNet. ∗ indicate methods that train on a union of train and validation (train+val) set. Bold values
indicate the best results obtained by our method in the comparison.
Models Backbone 1-shot 5-shot
MAML [4] (ICML’17) Conv-4-64 48.70 ± 1.84% 63.10 ± 0.92%
Prototypical Nets [2] (NIPS’17) Conv-4-64 49.42 ± 0.78% 68.20 ± 0.66%
Warp-MAML [24] (ICLR’20) Conv-4-64 52.30 ± 0.80% 68.4 ± 0.60%
LwoF [30] (CVPR’18) Conv-4-64 56.20 ± 0.86% 72.81 ± 0.62%
RelationNet [29] (CVPR’18) Conv-4-64 50.40 ± 0.80% 65.30 ± 0.70%
GNN [28] (ICLR’18) Conv-4-64 50.30% 66.40%
SNAIL [32] (ICLR’18) ResNet-12 55.71 ± 0.99% 68.88 ± 0.92%
TPN [34] (ICLR’19) Conv-4-64 55.51 ± 0.86% 69.86 ± 0.65%
Qiao et al. [33]∗ (CVPR’18) WRN-28-10 59.60 ± 0.41% 73.74 ± 0.19%
TADAM [5] (NIPS’18) ResNet-12 58.50 ± 0.30% 76.70 ± 0.30%
R2-D2 [3] (ICLR’19) Conv-4-64 49.50 ± 0.20% 65.40 ± 0.20%
R2-D2 [3] (ICLR’19) Conv-4-512 51.80 ± 0.20% 68.40 ± 0.20%
Munkhdalai et al. [27] (ICML’17) ResNet-12 57.10 ± 0.70% 70.04 ± 0.63%
STANet [20] (AAAI’19) ResNet-12 58.35 ± 0.57% 71.07 ± 0.39%
IdeMe-Net [21] (CVPR’19) ResNet-18 59.14 ± 0.86 74.63 ±0.74
Shot-Free [22] (ICCV’19) ResNet-12 59.04% 77.64%
SalNet [23] (CVPR’19) ResNet-101 62.22 ± 0.87% 77.95 ± 0.65%
LEO∗ [31] (ICLR’19) WRN-28-10 61.76 ± 0.08% 77.59 ± 0.12%
CC+rot [16] (ICCV’19) WRN-28-10 62.93 ± 0.45% 79.87 ± 0.33%
MetaOptNet [6] (CVPR’19) ResNet-12 62.64 ± 0.61% 78.63 ± 0.46%
MetaOptNet∗ [6] (CVPR’19) ResNet-12 64.09 ± 0.62% 80.00 ± 0.45%
TADAM+D-SVS [37] (AAAI’20) ResNet-12 60.16 ± 0.47% 77.25 ± 0.15%
Deep DTN [36] (AAAI’20) ResNet-12 63.45 ± 0.86% 77.91± 0.62%
AFHN [35] (CVPR’20) ResNet-18 62.38 ± 0.72% 78.16 ± 0.56%
AWGIM [59] (CVPR’20) WRN-28-10 63.12 ± 0.08% 78.40 ± 0.11%
GIFSL (Ours) ResNet-12 65.47 ± 0.63% 82.75 ± 0.42%
GIFSL∗ (Ours) ResNet-12 67.02 ± 0.61% 83.89 ± 0.42%
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Table 2: Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes of
tiered-ImageNet. ∗ indicate methods that train on a union of train and validation (train+val) set. Bold values
indicate the best results obtained by our method in the comparison.
Models Backbone 1-shot 5-shot
MAML [4] (ICML’17) Conv-4-64 51.67 ± 1.81% 70.30 ± 0.08%
Prototypical Nets [2] (NIPS’17) Conv-4-64 53.31 ± 0.89% 72.69 ± 0.74%
RelationNet [29] (CVPR’18) Conv-4-64 54.48 ± 0.93% 71.32 ± 0.78%
TPN [34] (ICLR’19) Conv-4-64 59.91 ± 0.94% 73.30 ± 0.75%
Warp-MAML [24] (ICLR’20) Conv-4-64 57.20 ± 0.90% 74.1 ± 0.70%
LEO∗ [31] (ICLR’19) WRN-28-10 66.33 ± 0.05% 81.44 ± 0.09%
MetaOptNet [6] (CVPR’19) ResNet-12 65.99 ± 0.72% 81.56 ± 0.53%
MetaOptNet∗ [6] (CVPR’19) ResNet-12 65.81 ± 0.74% 81.75 ± 0.53%
Shot-Free [22] (ICCV’19) ResNet-12 66.87% 82.64%
CC+rot [16] (ICCV’19) WRN-28-10 70.53 ± 0.51% 84.98 ± 0.36%
AWGIM [59] (CVPR’20) WRN-28-10 67.69 ± 0.11% 82.82 ± 0.13%
GIFSL (Ours) ResNet-12 72.39 ± 0.66% 86.91 ± 0.44%
GIFSL∗ (Ours) ResNet-12 73.85 ± 0.67% 88.22 ± 0.45%
the 5-shot setting. GIFSL outperforms AFHN [35] significantly, with an absolute in-
crease of 3.09% and 4.59% in the 1-shot and 5-shot settings. GIFSL (train+val) trains350
the network on the entire train and validation set. This model performs even better on
mini-ImageNet for both settings. On removing grafting, self-supervision and knowl-
edge distillation the performance of our method is significantly decreased by absolute
percentages of 3.64% and 3.43% for 1-shot and 5-shot settings when the training is
done on only the train set and by absolute percentages of 3.81% and 3.06% for 1-shot355
and 5-shot settings when the training is done on the train+val set.
4.4. tiered-ImageNet results
Table 2 reports the experimental results for few-shot classification on tiered-ImageNet
dataset for 5-way 1-shot and 5-shot results. The results indicate that our method GIFSL
outperforms other state-of-the-art methods in the 1-shot and 5-shot settings for tiered-360
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Table 3: Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes of
CIFAR-FS. ∗ indicate methods that train on a union of train and validation (train+val) set. †: results from [3].
‡: results from [16]. Bold values indicate the best results obtained by our method in the comparison.
Models Backbone 1-shot 5-shot
PN [2]† (NIPS’17) Conv-4-64 55.50 ± 0.70% 72.00 ± 0.60%
PN [2]† (NIPS’17) Conv-4-512 57.90 ± 0.80% 76.70 ± 0.60%
PN [2]‡ (NIPS’17) Conv-4-64 62.82 ± 0.32% 79.59 ± 0.24%
PN [2]‡ (NIPS’17) Conv-4-512 66.48 ± 0.32% 80.28 ± 0.23%
MAML [4]† (ICML’17) Conv-4-64 58.90 ± 1.90% 71.50 ± 1.00%
MAML [4]† (ICML’17) Conv-4-512 53.80 ± 1.80% 67.60 ± 1.00%
RelationNet [29]† (CVPR’18) Conv-4-64 55.00 ± 1.00% 69.30 ± 0.80%
GNN [28]† (ICLR’18) Conv-4-64 61.90% 75.30%
GNN [28]† (ICLR’18) Conv-4-512 56.00% 72.50%
R2-D2 [3] (ICLR’19) Conv-4-64 62.30 ± 0.20% 77.40 ± 0.20%
R2-D2 [3] (ICLR’19) Conv-4-512 65.40 ± 0.20% 79.40 ± 0.20%
Shot-Free [22] (ICCV’19) ResNet-12 69.15% 84.70%
MetaOptNet [6] (CVPR’19) ResNet-12 72.60 ± 0.70% 84.30 ± 0.50%
MetaOptNet∗ [6] (CVPR’19) ResNet-12 72.80 ± 0.70% 85.00 ± 0.50%
CC+rot [16] (ICCV’19) WRN-28-10 73.62 ± 0.31% 86.05 ± 0.22%
GIFSL (Ours) ResNet-12 74.58 ± 0.38% 87.68 ± 0.23%
GIFSL∗ (Ours) ResNet-12 76.02 ± 0.40% 88.87 ± 0.26%
ImageNet. GIFSL outperforms [16] significantly, with an absolute increase of 1.86%
and 1.93% in the 1-shot and 5-shot settings. GIFSL (train+val) achieves higher perfor-
mance on tiered-ImageNet for both the settings. On removing grafting, self-supervision
and knowledge distillation the performance of our method is significantly decreased by
absolute percentages of 2.94% and 2.79% for 1-shot and 5-shot settings when the train-365
ing is done on only the train set and by absolute percentages of 2.99% and 2.63% for
1-shot and 5-shot settings when the training is done on the train+val set.
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Table 4: Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes of
FC100. ∗ indicate methods that train on a union of train and validation (train+val) set. Bold values indicate
the best results obtained by our method in the comparison.
Models Backbone 1-shot 5-shot
PN [2] (NIPS’17) Conv-4-64 35.30 ± 0.60% 48.60 ± 0.60%
TADAM [5] (NIPS’18) ResNet-12 40.10 ± 0.40% 56.10 ± 0.40%
MetaOptNet [6] (CVPR’19) ResNet-12 41.10 ± 0.60% 55.50 ± 0.60%
MetaOptNet∗ [6] (CVPR’19) ResNet-12 47.20 ± 0.60% 62.50 ± 0.60%
MTL [18] (CVPR’19) ResNet-12 45.1 ± 1.80% 57.60 ± 0.90%
DC [19] (CVPR’19) ResNet-12 42.04 ± 0.17% 57.63 ± 0.23%
GIFSL (Ours) ResNet-12 45.35 ± 0.32% 61.71 ± 0.34%
GIFSL∗ (Ours) ResNet-12 52.25 ± 0.33% 69.25 ± 0.35%
4.5. CIFAR-FS results
Table 3 reports the experimental results for few-shot classification on CIFAR-FS
dataset for 5-way 1-shot and 5-shot results. The results indicate that our method370
GIFSL achieves higher performance than other state-of-the-art methods in the 1-shot
and 5-shot settings for CIFAR-FS. GIFSL (train+val) performs even better for both the
settings. On removing grafting, self-supervision and knowledge distillation the perfor-
mance of our method is significantly decreased by absolute percentages of 3.32% and
1.79% for 1-shot and 5-shot settings when the training is done on only the train set and375
by absolute percentages of 2.97% and 2.31% for 1-shot and 5-shot settings when the
training is done on the train+val set.
4.6. FC100 results
Table 4 reports the experimental results for few-shot classification on FC100 dataset
for 5-way 1-shot and 5-shot settings. The results indicate that our methods GIFSL and380
GIFSL (train+val) perform better than other methods in both the settings for FC100. On
removing grafting, self-supervision and knowledge distillation the performance of our
method is significantly decreased by absolute percentages of 3.12% and 2.76% for 1-
shot and 5-shot settings when the training is done on only the train set and by absolute
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percentages of 2.62% and 2.98% for 1-shot and 5-shot settings when the training is385
done on the train+val set.
5. Ablation
We perform various ablations such as choice of the classifier for few-shot testing,
contribution of each component of our method and others. We use the ResNet-12
architecture for the feature extraction module for all the experiments in this section.390
5.1. Classifier module
We check which type of linear classifier best suits our method. We experiment
on the mini-ImageNet dataset with four types of classifiers: prototype-based classifier
[2], single-layer neural network (Linear NN), logistic regression (LR), and linear SVM
(LSVM). In the case of the single-layer neural network, for each episode, we train395
the classification module on the extracted features of the support examples for 1000
epochs and then use it to classify the query features. The prototype-based classification
module finds the prototype for each class in the episode by performing an average on
the extracted features of the support examples of each class. The nearest class prototype
to the query feature is predicted to be the output class [2]. The results in Table 5 indicate400
that the logistic regression-based classifier performs the best from among the compared
classifiers.
5.2. Significance of each component
In our proposed method, we make use of filter-grafting, self-supervision, and knowl-
edge distillation. We train the network on the entire train/train+val set and use lo-405
gistic regression for testing. In this section, we perform experiments to validate the
contribution of each component. We also show that combining filter-grafting with
self-supervision and knowledge distillation significantly boosts the network’s perfor-
mance. In our experiments where logistic regression is not used for testing, the nearest
prototype-based testing is used as in [2].410
The results in Table 6 indicate that when the network is trained on the entire
train+val set, it performs significantly better than when the network is trained on episodes
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Table 5: Experimental results for 1/5-shot 5-way classification on mini-ImageNet using different types of
classifier with training on train+val set.
shot Proto. based Linear NN LR LSVM
1 66.21 ± 0.63% 66.19 ± 0.61% 67.02 ± 0.64% 65.66 ± 0.61%
5 83.45 ± 0.40% 83.21 ± 0.42% 83.89 ± 0.45% 82.51 ± 0.44%
Table 6: Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes
of mini-ImageNet for different components of our method with ResNet-12 architecture. The training was
carried out on the train+val set. FT refers to training on the entire train+val set. LR refers to logistic
regression. KD refers to knowledge distillation
.
FT LR Grafting Self-Supervision KD 1-shot 5-shot
7 7 7 7 7 58.12% 75.46%
3 7 7 7 7 62.06% 79.92%
3 3 7 7 7 63.21% 80.83%
3 3 3 7 7 63.85% 81.25%
3 3 7 3 7 63.98% 81.36%
3 3 7 7 3 65.29% 82.54%
3 3 3 3 7 65.35% 82.86%
3 3 7 3 3 65.73% 82.88%
3 3 3 3 3 67.02% 83.89%
with an absolute increase in performance by 3.94% (1-shot) and 4.46% (5-shot). When
logistic regression is used along with training on the entire train+val set, the perfor-
mance of the network improves further. When grafting is used along with these two415
components, there is a slight increase in the performance of the model. This means that
adding grafting does not trivially lead to huge performance gains in few-shot learning.
Self-supervision and knowledge distillation provide some increase in the performance
of the model. However, when we combine them with grafting, a significant increase
in performance is noticed. This means that the increase in representational capacity420
caused by the grafting helps the network to utilize self-supervision and knowledge dis-
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Table 7: Average 1/5-shot 5-way few-shot classification novel class accuracy for the CIFAR-FS dataset using
GIFSL with different types of auxiliary self-supervised tasks using the ResNet-12 architecture. Please note
that we use grafting and knowledge distillation for all the experiments and only replace the self-supervision
technique. The network is trained on the entire train set.
Auxiliary Self-Supervision Task 1-shot 5-shot
Patch [14] 74.03% 87.12%
SimCLR [60] 74.15% 87.05%
Rotation [39] 74.58% 87.68%
tillation better. Our proposed approach (with grafting, self-supervision, and knowledge
distillation) can achieve around 3.81% (1-shot) and 3.06% (5-shot) absolute increase
over simply using only training on the entire train+val set and logistic regression (LR).
This validates the choice of components for our method.425
5.3. Self-Supervision Techniques
We compare different self-supervision techniques when used as an auxiliary self-
supervision task in GIFSL. We perform experiments with the auxiliary task as rotation
angle prediction [39], relative patch location prediction [14] (Patch) and SimCLR [60].
SimCLR is a recent self-supervision technique that uses contrastive learning. These430
methods were chosen as they can be easily used as an auxiliary task in GIFSL.
We perform experiments on the CIFAR-FS dataset using the ResNet-12 architec-
ture. Table 7 shows that GIFSL with rotation prediction performs better than patch lo-
cation prediction and SimCLR. SimCLR is a state-of-the-art self-supervision method,
but it is still unable to outperform rotation prediction when used as an auxiliary task435
for few-shot learning.
5.4. Representational Capacity
We compute the total entropy of all filters in the network with and without our
components. The more the entropy, the more is the representational capacity of the
network, as shown in [10]. We use the ResNet-12 architecture for these experiments440
and train the network on the entire train+val set. In the case of miniImageNet, the total
entropy of GIFSL without grafting, self-supervision, and knowledge distillation is 9.05,
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Table 8: Average 1/5-shot 5-way few-shot classification accuracy over test images from the novel classes
of CIFAR-FS, FC100 and CUB datasets using a ResNet-12 network trained on mini-ImageNet using our
method with and without grafting (GF), self-supervision (SS) and knowledge distillation (KD).
Method CIFAR-FS FC100 CUB
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
GIFSL w/o GF, SS, KD 58.50% 76.85% 42.01% 58.26% 48.46% 66.44%
GIFSL 62.79% 80.44% 45.18% 61.72% 49.68% 69.23%
while the total entropy of GIFSL with these components is 18.40. Similarly, in the case
of tieredImageNet, the total entropy of GIFSL without grafting, self-supervision, and
knowledge distillation is 6.78, while the total entropy of GIFSL with these components445
is 15.07. Therefore, the model trained with grafting, self-supervision, and knowledge
distillation has more information and better representational capacity.
5.5. Cross-Domain Few-Shot Learning
We also perform cross-domain few-shot learning experiments to validate the ef-
fectiveness of our method. We train the ResNet-12 network on mini-ImageNet and450
perform few-shot testing on the CIFAR-FS [3], FC100 [5] and CUB [61] datasets.
We also experiment without grafting, self-supervision, and knowledge distillation and
compare the results. Table 8 shows that using grafting, self-supervision, and knowledge
distillation improves the network performance significantly for cross-domain few-shot
classification on multiple datasets e.g., in CIFAR-FS using grafting, self-supervision,455
and knowledge distillation achieves absolute performance increases of 4.29% (1-shot)
and 3.59% (5-shot).
6. Conclusion
In this work, we proposed a novel few-shot learning approach called Grafting
based Improved Few Shot Learning (GIFSL). Our method combines filter-grafting with460
self-supervision based auxiliary loss and knowledge distillation. We show how filter-
grafting can improve the representational capacity of the feature extraction network in
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a few-shot model. We also show that this increased representational capacity can be ex-
ploited by the network to draw more improvements from auxiliary self-supervised loss
and knowledge distillation loss. Through multiple experiments using multiple bench-465
mark datasets, we show that our method performs better than state-of-the-art few-shot
learning methods. We also validated the components of our method using ablation
experiments.
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