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The distributions of the times to the most recent common ancestor tmrca is numerically studied for an eco-
logical population model, the extended Moran model. This model has a fixed population size N . The number
of descendants is drawn from a beta distribution Beta(α, 2−α) for various choices of α. This includes also the
classical Moran model (α→ 0) as well as the uniform distribution (α = 1). Using a statistical mechanics-based
large-deviation approach, the distributions can be studied over an extended range of the support, down to prob-
abilities like 10−70, which allowed us to study the change of the tails of the distribution when varying the value
of α ∈ [0, 2]. We find exponential distributions p(tmrca) ∼ δ
tmrca in all cases, with systematically varying
values for the base δ. Only for the cases α = 0 and α = 1, analytical results are known, i.e., δ = exp(−2/N2)
and δ = 2/3, respectively. We recover these values, confirming the validity of our approach. Finally, we also
study the correlations between tmrca and the number of descendants.
PACS numbers:
I. INTRODUCTION
Populationmodels [1] have attracted attention in science for
many decades. One important aspect is to what extent the ge-
netic variance in a population can be explained without selec-
tion, i.e., by neutral processes. This is also called genetic drift.
One very simple model for this purpose is the well-known
Wright-Fisher model [2, 3], where a population of fixed size
with two alleles (variants) of a gene is randomly evolved. In
the same spirit is the Moran model [4], where no genes are
modeled explicitly, just an inheritance history is considered,
which can be represented by an ancestral tree. Note that these
models work forward in time. Equivalently to the processes
forward in time, one can construct backward histories, notably
within so-called coalescence models [5], e.g., the Kingman
coalescent [6]. An important feature of the Wright-Fisher and
these equivalent models is that the individuals have a small
number of offspring, e.g., only zero, one or two in the ex-
treme case of the Moran model. This leads to long evolution-
ary time scales, which are of the size N of the population, if
time is measured relative to N , i.e., if the reproduction rate is
constant.
Nevertheless, there are ecological systems, where strong
fluctuations are observed, in particular in marine environ-
ments [7] , e.g., for populations of oysters [8–10] or sardine
[11], but also for virus population genetics [12]. In this case,
the number of offspring has to be modeled by distributions
with a large variance [13], often called skewed offspring dis-
tributions. Thus, one parent might dominate the next gener-
ation, therefore we address this parent here as super parent.
When considering Moran-like models, one often calls this ex-
tended Moran models. When taking the coalescence view-
point [9], the corresponding models where a fraction of all
ancestral lines merge are called Λ-coalescent [14, 15], Λ de-
noting the offspring distribution. Due to these imposed strong
fluctuations, the time scales are much shorter than for the case
of narrow offspring distributions, i.e., sub-linear in the popu-
lation size [9]. Note that also from the physics viewpoint it is
not surprising that large fluctuations lead to new effects. This
is well known, e.g., in the case of phase transitions [16] where
the fluctuations grow when approaching the phase-transition
point. Nevertheless, in contrast to the Wright-Fisher and the
Moran model, most models with skewed offspring distribu-
tions cannot be solved analytically. Only for an extended
Moran model where the offspring distribution is simply uni-
form in the size of the population, recently some rigorous re-
sults were obtained [17]. Thus, one has to use numerical sim-
ulations of these models if one wants to study them in the
general case.
As for any probabilistic model, one is interested in the be-
havior of random variables defined through the model. In the
present work the quantity of interest is the time to the most
recent common ancestor (MRCA), which describes how fast
a population evolves. For example, the MRCA of humans is
estimated to have lived some 200,000 years ago, while the
MRCA of all present life lived more than 2 billion years ago
[18]. Often, in exact calculations as well as in numerical stud-
ies, one is restricted to studying averages (or fluctuations) of
the quantity of interest. Numerically, a rough approximation
of the distribution can be obtained by simple sampling: One
performs, say, 109 independent simulations, which allows to
obtain the distribution in a range down to probabilities like
10−9. Nevertheless, to obtain a full description of a model,
one would like to obtain the full or at least a much larger part
of the distribution, which involves often the need to access
much smaller probabilities, i.e., the tails. This is desirable be-
cause, first and in general, evolution is often influenced by rare
events. Thus, being able to analyze these rare events allows
for a better understanding of evolution in principle. Second,
more from a fundamental scientific point of view, it is the ulti-
mate goal to analyze each model as comprehensively as possi-
ble. Therefore, also within simulations, one desires to obtain
any probability distribution on a range of its support as large as
possible, beyond what is possible using simple sampling. But
beyond this scientific interest it is also for many applications
beneficial to obtain at least some part of the tails. One im-
portant application in the field of the simulation of population
genetic models [19] is hypothesis testing , e.g., to test whether
a neutral model without selection is sufficient to explain some
available data [20]. Here it is also very useful to obtain the
2probabilities down to the range of rather small values beyond
the limits of simple sampling.
These small probabilities can actually be reached within
numerical studies by applying sophisticated so called large-
deviation approaches [21–27] which need quite a bit of addi-
tional numerical effort. They are based on long-time estab-
lished importance sampling or variance reduction techniques
[28, 29]. Often such approaches utilize Markov chain Monte
Carlo simulations, which have been proven to be useful for
various other applications in population genetics [30]. Indeed,
large-deviation techniques have been applied also in popula-
tion genetics [31], but only for selective questions, not, to our
knowledge, to obtain a probability distribution over a large
range of the support. Here we apply a statistical mechanics-
based large-deviation approach to obtain the distribution of
the time to the most recent common ancestor for a certain
class of population models. This allows us to calculate the
distribution in an interval of the probabilities ranging from the
largest of O(1) down to probabilities as small as 10−70.
A particular simple class of models was introduced by Can-
nings [32, 33]. These population models are simple because
they exhibit fixed population size N ∈ {1, 2, ...}. These mod-
els are characterized by a family of random variables νi(t),
t ∈ Z = {. . . ,−1, 0, 1, . . .}, i ∈ {1, . . . , N}, where νi(t)
denotes the number of offspring of individual i of generation
t. Since we are not interested in the fate of selected individ-
uals, but only in the evolution of the structure of the popu-
lation, it is assumed that for each generation t the offspring
variables ν1(t), . . . , νN (t) are exchangeable, i.e., can be per-
muted. We consider a particular subclass of the Cannings pop-
ulation models in which in each generation only one of the N
individuals, the super parent, is allowed to have more than
one offspring. More precisely, our model is defined in terms
of a family of random variables UN (t)∈ {0, . . . , N}, which
denotes the number of offspring of the super parent in gen-
eration t. The model is defined as follows. For t ∈ Z and
i ∈ {1, ..., N} define
µi(t) :=


1 if i ∈ {1, . . . , N − UN (t)},
UN(t) if i = N − UN(t) + 1,
0 if i ∈ {N − UN (t) + 2, . . . , N}
. (1)
Now let ν1(t), . . . , νN (t) be a random permutation of
µ1(t), . . . , µN (t). For each fixed t ∈ Z the random variables
ν1(t), . . . , νN (t) are then exchangeable and we interpret νi(t)
as the number of offspring of individual i of generation t of a
corresponding exchangeable Cannings model.
It is assumed that, for each fixed N ∈ N, the random
variables UN (t), t ∈ Z, are independent and identically dis-
tributed. The most celebrated example is the standard Moran
model [4] corresponding toUN ≡ 2, in which the super parent
has two offspring, one other randomly selected individual has
no offspring and all the other N − 2 individuals have exactly
one offspring.
Here, we consider an extended Moran model [17] for the
case where UN = Nr and the random number r ∈ [0, 1]
is drawn from a beta-distribution Beta(α, 2 − α), i.e., with
density rα−1(1 − r)1−α/(Γ(α)Γ(2 − α)). The “reproduc-
tion parameter” α allows us to interpolate between the case
where the super parent has only a small number of offspring
(α → 0) and between the case where the super parent takes
over the population very quickly (α → 2). Also the case of a
uniform distribution is included (α = 1). Such a process has
also been studied [34] in physics in the context of disordered
magnetic systems called spin glasses [35–37]. The case of the
beta distribution for Λ-coalescents has been introduced before
[38] and is sometimes called beta-coalescent [13].
II. ALGORITHMS
In the first of the following two subsections, we explain how
we simulated the extended Moran model in order to measure
the time tmrca to the most recent common ancestor. This is
pretty straightforward.
To obtain the distribution in ranges where the probabilities
are as small as 10−70, we used a previously-developed large-
deviation algorithm presented below in the second subsection.
It consists of a separate level of a Markov Chain Monte Carlo
(MCMC) simulation, on top of the simulation of the Moran
model.
Here we present only a general outline of the algorithm, and
the details which are specific to the simulation of the extended
Moran model. Nevertheless, the algorithm works in a general
way such that it can be applied to the simulation of an arbi-
trary “target” stochastic process. Each instance of a simula-
tion of the target process is assumed to result in a measurable
scalar quantity W of interest, exhibiting a probability distri-
bution P (W ) (below W will be the time tmrca to the most
recent common ancestor). On a digital computer, stochastic
processes can be simulated using (pseudo) random numbers,
denoted here as {ξi}. Usually, the (pseudo) random number
are computed on the fly while the target simulation is per-
formed. Equivalently, one can precompute (or obtain in a dif-
ferent way) the random numbers before the actual simulation
is performed [39]. This set of random numbers is stored in a
vector ξ = (ξ0, ξ1, . . . , ξM−1) of suitable length M . While
the actual target process is simulated, the random numbers
used are taken from the set ξ. Therefore, ignoring the depen-
dence on initial conditions etc, the outcome W of the target
process depends only deterministically on the set of used ran-
doms numbers, i.e., W = W (ξ). Most general, the entries
of ξ are random variables uniformly distributed in [0, 1], since
any type of random numbers can be obtained from them via
suitable transformations.
Note that, to ensure a good convergence behavior of the al-
gorithm, one should use each entry of ξ always for the same
purpose, independently of other entries of ξ. This means, as
we will see below, some values of ξ will be ignored some-
times. This helps to ensure that a small change in ξ leads
typically to a small change of W , which is necessary for a
good behavior of the algorithms used below.
3A. Simulating the extended Moran model
As introduced above, we assume that the random num-
bers, uniformly U(0, 1) distributed, needed for performing
one run (population size N and tmax generations) are stored
in a vector ξ = (ξ0, ξ1, . . . , ξM−1) ∈ [0, 1)
M of size M =
tmax × (N + 2). Thus, to simulate a single generation (up to)
N + 2 random numbers are needed.
Here, the evolution starts with the population at time t =
0. The evolving fate of the population is stored as vectors
a(t) = (a1(t), . . . , aN(t)) of numbers denoting the corre-
sponding ancestors at the initial time t = 0. Thus, the value
ai(t) denotes in generation t the ancestor of individual i from
generation 0. Therefore, the vector is initialized as ai(0) = i
for i = {1, . . . , N}.
The evolution of the population is simulated forward in
time. In each generation t = 1, . . . , tmax, one super parent
n0 ∈ {1, . . . , N} is selected randomly and uniformly in the
population. For this purpose, the entry ξt(N+2) is used. Thus,
the random selection is achieved via simply setting n0 =
⌊Nξt(N+2)⌋. Next, the numberUN (t) of offspring of n0 is se-
lected via drawing a random number from the Beta(α, 2 − α)
distribution. Drawing this random number works using the
inversion method [40], for this purpose the entry ξt(N+2)+1 is
used. The generated number is multiplied by N + 1 and the
floor is taken, resulting in UN (t) ∈ {0, . . . , N}. Note that if
UN (t) = 0 we define that still individual n0 will generate one
offspring by the next step: From the population at time t − 1
thoseN −UN (t) members n have to be selected (uniformly),
which have exactly one offspring, i.e., an(t) = an(t− 1). For
this purpose the entries ξt(N+2)+2, . . . , ξt(N+2)+1+N−UN (t)
are used, i.e., none if UN (t) = N . Thus, the subsequent
entries ξt(N+2)+1+N−UN (t), . . . , ξ(t+1)(N+2)−1 are not used
for the simulation. Finally, the members n of the population,
which were not among those selected for having exactly one
offspring, are determined as offspring of individual n0, i.e.,
an(t) = an0(t− 1). By this, the calculation of generation t is
complete.
a(t)
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FIG. 1: Sample evolution for a population with N = 8 individuals.
Shown are the number t of generations (left), the values of the an-
cestors a1(t), . . . , aN (t), the selected super parent n0 for the next
generation, and the number UN (t) of offspring of the super parent.
In this case, after four generations, all individuals of the populations
are descendants of individual 4 of the initial generation.
In Fig. 1 one sample evolution is shown. As visualized
in the figure, at some random time, for a finite population
size N and if the total simulation time tmax is large enough,
all members population are for the first time offspring of
the same individual which was present in the initial popula-
tion (t = 0). Thus, they all have a common ancestor, i.e.,
an(tmin) = a1(tmin) for n = 1, . . . , N . We say the in-
dividual dominates the population. Thus, looking from this
time backward to the initial configuration, which is statisti-
cally equivalent to looking forward, this time is the time tmrca
to the most recent common ancestor we are interested in, i.e.,
tmrca = tmin
Note that we measure the probability P (t) that any individ-
ual dominates (for the first time) after t = tmin steps, which
means we look forward in time. This probability is interest-
ingly the same as the probabilityP (i dom. after t|i dom.) that
a specific (say i = 1) individual dominates after t steps, condi-
tioned that it is individual i which dominates after some time,
which basically means one starts at the time where one spe-
cific individual dominates, and looks backwards in time. This
can be seen easily, because:
P (t) =
∑
i
P (i dom. after t|i dom.)P (i dom.) (2)
= NP (1 dom. after t|1 dom.)
1
N
(3)
= P (1 dom. after t|1 dom.) (4)
because by symmetry of all individuals P (i dom.) = 1N and
the conditional probabilities are all the same, thus the sum
reduces to a multiplication with N .
One can measure, for example, the mean of tmrca and ob-
tain a (small-support) histogram via simple sampling: One
generates, say, K times a vector ξ of random numbers, and
runs each time the above described algorithm to generate the
dynamics of the evolution. Then one measures for each run
the resulting time where for the first time all members of the
population originate from the same ancestor. Depending on
the valueK of independent runs, the obtained histogram will
be of better or worse quality. Typically, Probabilities of the
order of 1/K can be measured, like 10−9.
B. Large-deviation approach
Following the description so far, one is able to simulate the
evolution of the population in a standard way. The only differ-
ence to standard implementations is that the generation of the
random numbers and the actual simulation of the stochastic
target process are disentangled.
Nevertheless, this disentanglement allows one to perform
a Markov-chain Monte Carlo evolution for the set ξ: ξ(0) →
ξ(1) → ξ(2) → . . .. Thus, the target process is not performed
several times independently, but for a sequence of similar (cor-
related) sets ξ(s) (s = 0, 1, 2, . . .). This may appear ineffi-
cient on the first sight since the measured quantitiesW (ξ(0)),
W (ξ(1)), W (ξ(2)), . . . will be correlated as well, in contrast
4to using each time a new set ξ, corresponding to simple sam-
pling. On the other hand, the MC evolution allows one to in-
troduce a bias, such that the measured distribution forW can
be directed into a region of interest, e.g., where the original
probabilities P (W ) are very small. Here, since we are inte-
rested in the distribution ofW for a large range of the support,
an exponential Boltzmann bias e−W/Θ is used where Θ is a
freely adjustable parameter (a kind of artificial temperature),
which allows us to center the observed distribution in differ-
ent regions. Note that the choice Θ = ∞ corresponds to the
absence of the bias, i.e., to the simple sampling presented in
Sec. II A, only including correlations. The bias is included in
a standard Metropolis-Hastings algorithm where vectors ξ(s)
(s = 0, 1, 2, . . .) are sampled via changing a small fraction of
entries of the current vector in each step. For details, please
consider Ref. [27].
Note that this approach does not need any detailed knowl-
edge about the specific model simulated, which is often used
to “guide” a large-deviation approach to the region of in-
terest. Thus, the approach is in contrast to many stan-
dard large-deviation algorithms for dynamical equilibrium
and non-equilibrium systems [41]. Within the present ap-
proach the target process leading to the measurable quan-
tity W can be seen as a black box. This allows one to per-
form large-deviation measurements for almost arbitrary equi-
librium and non-equilibrium processes which can be simu-
lated on a computer using (pseudo) random numbers.
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FIG. 2: Time tmrca to most recent common ancestor as function of
the Monte Carlo time s for population size N = 200, reproduction
parameter α = 1, sampling temperature Θ = −2.5 for two different
initial start configuration ξ(0): one completely random and one with
a bias towards larger values of tmrca.
In Fig. 2 two sample evolutions of tmrca are shown as a
function of the number s of Monte Carlo steps. Both evolu-
tions are for a population size N = 200, reproduction param-
eter α = 1 andMC temperatureΘ = −2.5. The negative tem-
perature results in values of tmrca which are larger than typical
values for this choice of N and α. Note that the two data sets
start from opposite sides: one set is for a initial configuration
vector ξ(0) which is drawn independently from [0, 1)M . This
corresponds to the typical behavior. The other vector is drawn
such that it exhibits a preference for large values of tmrca. This
is achieved by sampling the entries which are responsible for
drawing the number of offspring not uniformly in the interval
[0, 1] but in a smaller interval [0, 0.15]. In spite of the differ-
ent initial conditions, after a while the value of the measured
quantity tmrca agree within the range of the fluctuations. This
indicates that the Markov chain has “forgotten” its initial con-
dition, i.e., can be considered as equilibrated.
For each value of Θ, one obtains a distribution which in-
cludes the original distribution under the bias e−W/Θ. Such
biased simulations have been performed already in the field
of population biology, e.g., to estimate small likelihoods [31].
Nevertheless, here we are interested in obtaining the distri-
bution of interest for a large range of the support, which has
not been done in population genetics to our knowledge. To
achieve this we have to perform the simulations for several
values of θ and combine the results in a suitable way, as
shortly outlined now. The sampled distribution at value θ is
related to the original distribution [24] via
P (W ) = eW/ΘZ(Θ)PΘ(W ) (5)
where Z(Θ) is the normalization constant of PΘ(W ), which
can be determined from the numerical data, as explained
next. By performing the simulation for suitably chosen val-
ues of Θ, which have to be determined experimentally, one
can cover a broad range of the desired distribution P (W ). If
this is done such that the resulting distributions PΘ(W ) over-
lap for neighboring values of the temperature, say Θ1 and
Θ2, one can reconstruct the relative normalization constants
from eW/Θ1Z(Θ1)PΘ1(W ) = e
W/Θ2Z(Θ2)PΘ2(W ). Ac-
tually, several values of W in the windows [WminΘ2 ,W
max
Θ1
]
of overlap are considered and the mean-square difference in
this window between the distributions P (W ) obtained from
(5) is minimized to obtain the “optimum” relative normaliza-
tion constant Z(Θ1)/Z(Θ2). The last missing constraint is
obtained from the overall normalization of P (W ) which then
results in the actual values for all normalization constants. De-
tails can be found in Ref. [24], a generalization is explained in
Ref. [42].
III. RESULTS
We have performed simulations for different population
sizes N , different values of the reproduction parameter α and
various temperaturesΘ. The number of different temperatures
for a given combination ofN and α ranged from two to seven.
For each combination of these parameters, the number of
how many of the entries of the configuration vector ξ were
redrawn in each MC step to obtain the trial vector was ad-
justed. As a rule of thumb (often used for Monte Carlo sim-
ulation), this amount of adjustment was chosen such that the
acceptance rate of the Metropolis steps was roughly near 0.5.
Note that the number csp of changes for the entries of ξ which
5are responsible for selecting the super parent, for selecting the
number of offspring (co), and for selecting the one-offspring
parents (c1), were adjusted separately. The reason is that the
amount of change for super parent entries and numbers of off-
spring entries have a higher influence on the acceptance rate
than the amount of change for the one-offspring parent entries.
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FIG. 3: Mean time tmrca to most recent common ancestor as func-
tion of the population size N for different values of the reproduction
parameter α.
Using simple-sampling, we measured the mean of the time
tmrca to the most recent common ancestor as a function of
the population size N . The result is shown in Fig. 3 using
a logarithmically-scaled N -axis. When ignoring very small
values ofN , the data follows straight lines very well, meaning
that it is described well by a logarithmic growth. This matches
an analytical calculation for the uniform distribution, i.e., the
case α = 1 [45].
With increasing value of α the typical number of descen-
dants increases. Thus, one can expect that the mean 〈tmrca〉
decreases when α increases. For the same reason one can ex-
pect that for 〈tmrca〉 ∼ a+b logN the slope value b decreases
when α increases. We have fitted the data to this functional
form. The result is shown in Fig. 4 as a function of 2 − α.
Note that for α = 1 we obtained b = 1.002(4) which is com-
patible with b = 1. In the log-log plot, a straight line is visible
for α → 2, meaning that b converges to zero. Comparably,
a appears to converge to a finite value close to 1 (see inset
of Fig. 4). This is reasonable because for α → 2 the distribu-
tion of the number of descendants converges to the case where
the super parent takes over the full population in one genera-
tion, independent of the size of the population, which means
tmrca = 1 with a = 1 and b = 0.
In the limit α → 0, b diverges, i.e., the time grows more
than logarithmically. This appears also to be reasonable, be-
cause in this limit the model converges to the Moran model,
being equivalent to the Kingman coalescent, where tmrca ∼
N2 for the time scale we use (∼ N if the time is rescaled by
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FIG. 4: Fit parameter b when fitting tmrca(N) = a + b log(N) as
function of the population size N . The resulting value of b is shown
as a function of 2 − α (with α being the reproduction parameter).
The vertical line indicates the end of the range of feasible values for
α. The dashed line approximates the behavior for values of α close
to 2 and serves as guide to the eyes. The inset shows the behavior of
fit parameter a as function of 2− α.
N as in the standard studies). Thus, in the general case α > 0,
the evolutionary timescale growsmuch slower with increasing
population size. This allows, as in the case of marine environ-
ments, for a much faster adaption to changing environments,
if, e.g., selective pressure is present.
Next, we study the full distribution of tmrca, see Fig. 5
for the case α = 1, and different population sizes N . This
value corresponds to the uniform distribution and only for
this case of a skewed offspring distribution for the extended
Moran model rigorous results [17] are available to which we
can compare. Using the large-deviation approach, we could
measure the distribution over a large range of the support.
Apparently these tails exhibit an exponential shape. We fit-
ted these tails to functions ∼ δtmrca for all values of N . We
obtained δ = 0.668(2) (N = 50), δ = 0.665(1) (N = 100),
δ = 0.668(1) (N = 500) (The error bars are just statistical
error bars). All these values are very close to the exact value
[46] δ(1) = 2/3 and do within the fluctuations not depend
on the population size. Thus, even small population sizes are
suitable for obtaining results close to the N → ∞ limit, if
the tails of the distribution are accessible. For this reason,
we proceed with results for N = 100, for various values of
α ∈ [0, 2].
We have performed extensive simulations for other values
of α, where no rigorous results are available. Since we were
able to reproduce rigorous results for the test case α = 1, we
are very confident that our results are reliable also for these
other values of α. In Fig. 6 the distributions for three differ-
ent values of α and a population size of N = 100 are shown.
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FIG. 5: Distribution of the time tmrca to the most recent common
ancestor for reproduction parameter α = 1 and three different popu-
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FIG. 6: Distribution of the time tmrca to the most recent common
ancestor for population size N = 100 and three example values of
the reproduction parameter α.
Again, the tails of the distributions can be well fitted to expo-
nential functions ∼ δtmrca for all values of α. We did this for
all values of α which we have studied.
In Fig. 7, the resulting behavior of δ as a function of α is
shown. With increasing value of α, i.e., when the distribution
of the number of offspring of the super parent is more and
more located at large values, the value of δ decreases, corre-
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FIG. 7: Value of the base δ of the tailP (tmrca) ∼ δ
tmrca of the distri-
bution of the time to the most recent common ancestor as a function
of the reproduction parameter α. For N = 100. The two values
which are exactly known are indicated in the plot: For the standard
Moran model (corresponding to α→ 0), the full distribution is know
analytically, here δ = exp(−2/N2), which is shown as square sym-
bol. For the case α = 1 not the full distribution but the tail behavior
is known analytically, Here a horizontal line indicates the exact value
δ = 2/3.
sponding to smaller times it takes for one individual to dom-
inate the full distribution. Thus, for α → 2 we obtain δ → 0
corresponding to an tmrca = 1.
For the opposite limit α → 0 the model converges to the
classical Moran model [4], this corresponds to the Kingman
coalescent for the Λ-coalescent. Here, the exactly-known
distribution of 2tmrca/N
2 follows (see Eq. (53) and below
in Ref. [43]) in the tails a simple exponential distribution
exp(−t). This corresponds to a value δ = exp(−2/N2)
which evaluates for the present case (N = 100) to δ = 0.995,
i.e. very close to 1, as shown in the figure. This means the dis-
tribution becomes, without rescaling the time, infinitely long
stretched for the Moran model in the case N → ∞. On the
other hand, the extended Moran model for apparently all val-
ues of α > 0, even the smallest ones, shows a completely
different behavior, all distributions fall off exponentially even
in the limitN →∞. This corresponds to the slow logarithmic
growth of the average tmrca.
Finally, we want to understand what leads during the evolu-
tion of a population to particular small or large value of tmrca.
For this purpose, we study the correlation between the average
value of the numberUN of descendants encountered during an
evolution and relate it to the value of tmrca. As shown in Fig.
8, very small values of tmrca correspond to untypical large
values of the number of descendants, while slow evolutions,
i.e., large values of tmrca correspond typically to small num-
ber of descendants. Note that the full range of correlations is
only accessible to us because we used the large-deviation ap-
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FIG. 8: Correlations between the tmrca and the average number UN
of offspring generated during an evolution for (a) α = 0.5 and (b)
α = 1.5. The small symbols present a scatter plot of samples. The
horizontal broken line shows the unconditioned mean of UN as given
by the Beta distribution, i.e., αN/2. The solid line shows the aver-
age of UN conditioned to those evolutions which exhibit a particular
value of tmrca.
proach. The high-probability simple-sampling range is only
within the first 10% of the range of values for tmrca. The
observed behavior is somehow expected because many dece-
dents lead clearly to a faster evolution of the population. The
general result holds for all values of α. One is tempted to as-
sume that extreme long evolutions to the MRCA are created
by periods with even smaller number of descendants. This
could be caused in real environments, e.g., by long periods of
low but not extremely low availability of nutrition. Interest-
ingly, in the tail of the distribution, i.e., for very large values
of tmrca, the values of UN drop only very slightly when in-
creasing tmrca. This means, extreme long evolutions to the
MRCA are rather an effect of rare choices of the particular
sets of descendants, with a still considerable large number of
descendants. Also, the shapes of the scatter plots look very
similar for all values of the reproduction parameter α. For
the smaller value of the reproduction parameter, the variation
of UN is smaller and farther away from the unconditional ex-
pectation value αN/2. This also appears to be reasonable,
because the distribution P (tmrca) falls off much quicker for
small values of α, thus UN cannot vary much during an evo-
lution such as to result in a long evolution until the MRCA.
IV. SUMMARY AND DISCUSSION
We have studied the extended Moran model, where possi-
bly a large fraction of the population is exchanged between
two generations. This model is suitable, e.g., to describe in
a simplified way the population dynamics in marine environ-
ments. We have studied a Beta(α, 2 − α)-distribution for the
fraction of the population which descends from the super par-
ent, as introduced in Ref. [38]. The variation of the parameter
α covers a large range of possible distributions, including the
Moran case, the uniform distribution and the limit of a com-
plete exchange of the full population. In particular we have
studied the time tmrca to the most-recent common ancestor,
which describes the timescale on which the genetic drift takes
place. The typical behavior (like the mean) of this quantity
can be readily studied.
Nevertheless, in order to describe the statistics of this model
as comprehensively as possible, we investigated not only the
typical behavior but also the distribution of tmrca for a range
of the support as large as possible, including very small proba-
bilities. Here, analytical results are only available for the cases
of a uniform distribution, i.e., α = 1, and for the case α → 0
which is the original Moran model. To access these distribu-
tions numerically for arbitrary values of α, we used an estab-
lished but elaborate statistical mechanics-based biased sam-
pling approach. It is based on a Markov chain evolution of a
vector of uniformly distributed random numbers from the in-
terval [0, 1], seen as an input vector to an arbitrary stochastic
process.
We found that the mean time tmrca depends for all values
α > 0 logarithmically on the population size and converges
to a constant for α → 2. This is in contrast to the quadratic
behavior of the standard Moran model, and reflects a much
faster evolution of a population, as observed for studies of the
Λ-coalescent and in previous experimental work on marine
populations.
The distribution of tmrca shows an exponential behavior in
the tails. For the cases α = 1 and α = 0 (where the “exponen-
tial” becomes infinitely strongly stretched for N → ∞) both
mean as well as tail behavior are compatible with previous
analytical results. By studying the correlations of tmrca to the
history of the evolutions, we could show that medium rare de-
viations are caused by unlikely small numbers of descendants,
while the strongest deviations are caused by a combination of
small but not too small numbers of descendants and unlikely
combinations of selected offspring.
This work also shows, in line with previous applications in
other fields, that using sophisticated sampling techniques, the
distributions of measurable quantities in population models
can be studied over large ranges of the support. This allows
one to access results in regions where no analytical results are
available, as here for the extended Moran model. It would be
interesting to apply such techniques to more refined models,
such models with varying population size, or including selec-
tion, or models having a spatio-temporal evolution.
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