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The Littlewood-Offord Problem: Tightest Packing and an M-part 
Sperner Theorem 
JERROLD R. GRIGGS 
Suppose at> . .. , an are vectors of length at least 1 in m-dimensional real space, not necessarily 
distinct. . Suppose S is an m-dimensional open sphere of diameter d. Let f m (n, d) denote the 
maximum, over all choices of the ai and S, of the number of sums I 7_1 Eiai which lie in S, where 
each Ei is 0 or 1. For example, it is known that 
for all m and n. Here we find the tightest packing of all 2n sums in 2 dimensions: fz(n, d) = 2n if 
d > cosec (7T/2n). The extremal configuration is to let the ai be n consecutive sides of a regular 
2n-gon with unit sides. Bounds on the tightest packing are given for m > 2. A different approach 
yields an upper bound on fm (n, d) for all m, n, d of the form Cmd(l n/2J) , where Cm is a constant 
depending on m. This follows from a new generalization of Sperner's theorem. 
1. INTRODUcrION 
Littlewood and Offord [11] considered the following problem: If at, ... , an are real 
numbers of magnitude at least 1 and if S is an open unit interval, how many of the 2n sums 
of the form L~=l eiai, where ei is 0 or 1, can lie inside S? We seek the maximum possible 
number over all choices of the ai and S. For example, if each ai equals 1 and S is centered at 
Ln/2J, then (In/2J) sums lie inside S. Erdos [1] applied Sper;:er's theorem to prove that 
(In/2J) is best-possible over all ai and S. 
Twenty years later Kleitmall [6] and Katona [4] established a generalization of Sperner's 
theorem, the 2-part theorem, to prove that (In/2J) is still best-possible if the ai are complex 
numbers, that is, 2-dimensional real vectors, and S is an open disc of unit diameter. After 
this, Kleitman [7] devised an elegant construction to establish that the same bound holds, 
regardless of dimension. Since that time, various results have been obtained which 
determine or bound the number of sums at most lying inside a sphere of diameter d > 1. In 
1 dimension, the answer is the sum of the r dllargest binomial coefficients in n, attained by 
setting ai = 1 for all i and centering S at either!n or !(n + I), depending on d and n. Either 
Erdos' or Kleitman's approach yield this result. In more than 1 dimension the problem is 
still wide open. Katona and Kleitman have obtained several nice results for 1 < d :,;;; Js, 
many of which are only for 2 dimensions. The reader is referred to [10] for a more 
complete survey. 
In the present study we are more concerned with larger diameters. It is convenient to 
denote by [men, d) the maximum number of sums of the form L~=l eiai which lie in the 
interior of S, where the ai are m-dimensional vectors of length at least 1 and S is a sphere of 
diameter d > O. With this notation, for example, Kleitman's result above states that 
[men, d) = (In/2J) for d:,;;; 1. Here we investigate two separate problems. 
The first is this: When does [men, d) first reach 2n , as a function of d? We want to know 
how tightly the 2n sums L eiai can be packed, over all choices of the ai. In Section 2 this 
problem is solved for 2 dimensions. The extremal case is that in which the ai are n 
consecutive sides of a regular 2n-gon with sides of unit length. This is established by a 
purely geometric argument. It follows that hen, d) = 2n if and only if d > cosec( 1T'/2n), 
which is about 2n/1T' for large n. In higher dimensions the sums may be packed more 
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tightly. But it is not so clear how to spread apart the ai in m > 2 dimensions. We show in 
Section 3 that fm(n, d) cannot reach 2n at least until d exceeds (l/.J;;z) r n/2m - 11. 
The second problem is to give a good upper bound on f m (n, d) for all m, nand d. For 
m = 2 dimensions, Kleitman [9] has announced an upper bound on f which is the sum of 
the 2l~dv'2J largest binomial coefficients in n, for d an even integer. Here we give a bound 
for all m and d which is nearly as good as Kleitman's bound when his bound applies. We 
show that 
Note that the case in which all ai are equal provides a lower bound on f of about r dl (lnI2j) 
for all m, n, d with n »d. Our upper bound is the same, up to a factor depending on m, so 
appears to be a good bound. For d ".,;;.J;;z, a slightly better bound is displayed. These results 
are described in Section 4. 
In Section 5, an M-part Sperner theorem is proven which is the heart of the proof of the 
results in Section 4. The theorem is of interest in itself, independent of the Littlewood-
Offord problem. 
Recall that Sperner's theorem [12] states that if F is a collection of subsets of {1, ... , n} 
such that no set in F contains any other, then IFI is at most (lnI2j). This can be applied to 
prove that f1(n, 1) = (lnI2j) by setting up a correspondence between sums inside a sphere 
and subsets of {1, ... , n} [1]. Now suppose {1, ... , n} is 2-colored. The 2-part Sperner 
theorem asserts that this same bound holds on IFI even if there exists containment between 
sets in F, so long as B - A is not monochromatic whenever A, B E F and A c B. This 
implies that h(n, 1) = (lnI2j), where the coloring of {1, ... , n} is determined by the 
quadrants containing the vectors ai [4, 6]. 
Taking advantage of the fact that the subsets of {1, ... , n} can be arranged into a 
symmetric chain order, both the ordinary and the 2-part Sperner theorem can be 
generalized to arbitrary symmetric chain orders. This setting is more natural for the proofs. 
That is the approach taken here as well (Theorem 5.1). For subsets of {1, ... , n} the 
M-part theorem reduces to this result which is implied by Corollary 5.3: Suppose 
{1, ... , n} is M-colored (M ~ 2) and F is a collection of subsets such that whenever 1+1 
sets Si in F satisfy S1 ~ S2 ~ ... ~ SI+1, then SI+1-S1 is not monochromatic. Then 
Although this bound is not tight in general, it reduces to the 2-part theorem if M = 2 and 
1=1. 
2. PACKING SUMS IN 2 DIMENSIONS 
We now consider the problem of how tightly the 2 n sums of the n vectors can be packed. 
That is, what is the diameter of the smallest sphere which contains all 2n sums L Ciai for 
some choice of the ai? In m dimensions let dm (n) be the infimum of the diameters of the 
spheres which each, for some collection of vectors ai, contain a1l2n sums L Ciai. We present 
a geometric argument in this section to prove that d 2(n) = cosec( 7T/2n), for all n. Up to 
rotations and changes of signs, the unique collection of vectors which minimizes the 
diameter is the set of n consecutive sides of a regular 2n-gon with sides of unit length. In 
the next section we discuss dm (n) for m > 2. 
THEOREM 2.1. d2(n) = cosec( 7T/2n). 
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PROOF. Let A = {at, ... , an} be a collection of n not necessarily distinct vectors in the 
plane of length at least 1. It is convenient to identify a vector (x, y) with the complex 
number x + iy. Without loss of generality, we may assume that each aj as a complex 
number has argument at least 0 and less than 'fr. (The argument is the angle with the 
positive x-axis, measured counterclockwise.) This is permissible because a change of sign 
of an aj only translates the set of 2n sums. We also assume that the aj are ordered by 
increasing argument. Let P be the 2n-gon with consecutive vertices at 0, a}, 
al+a2, ... ,al+a2+ · · '+ama2+a3+" 'am a3+" ·+an, ... ,an • P is convex because 
of the ordering of the vectors aj. The vertices of P are all sums of the form L E jaj, E j = 0 or 1. 
Indeed, the following lemma shows that P is the convex hull of the set of all 2" sums L Ejaj. 
LEMMA 2.2. P encloses all 2n sums L Ejaj. 
PROOF. Since rotating the axes preserves the relative positions of the sums, we may 
assume that al has argument equal to O. As each aj has imaginary part at least 0, it follows 
that all 2" sums L Ejaj have imaginary part at least 0 and at most the imaginary part of 
L~=l aj. Hence all 2n sums are contained in the closed strip defined by extending the 
bottom side of P (0 to al) and the parallel top side of P(L;=2 aj to L;=l aj) to infinite lines. 
Similarly, by reordering the aj cyclically and rotating the axes, it follows that all 2" sums lie 
in the closed strip determined by any other pair of opposite sides. The intersection of these 
n strips is precisely P with its interior, which proves the lemma. 
The n main diagonals of P, which are the line segments between opposite pairs of 
vertices of P, all have midpoint c = t(L~=l aJ. Thus the diameter of P, which is the diameter 
of the smallest closed disc enclosing P, is equal to the length of the longest main diagonal of 
P. For, a disc centered at c with this diameter will contain all vertices and any smaller disc 
will not contain the longest diagonal. 
Let d(A) denote the diameter of the polygon P associated with A. We continue to 
assume that the aj are ordered by increasing argument, with al having argument 0 and a" 
having argument less than 'fr. Let 
C = {l, w, w 2 , • • • ,W"-l}, 
where w = exp(i'fr / n) is the complex 2nth root of unity. Thus the polygon for C is a regular 
2n-gon with unit side. We show now that C gives the tightest packing of the 2n sums. 
LEMMA 2.3. d(A»d(C) if A ~ C. 
PROOF. Suppose A ~ C. Let S be a semicircle with, as diameter, a longest main 
diagonal of the polygon P associated with A. Thus S and its interior contain n + 1 vertices 
of P. Let these be called qo, q}' ... ,qm in clockwise order around P, where qo and q" are 
endpoints of the diameter of S, which has length d(A). Let P' be the polygon with vertices 
qO,qh"" qn' 
Suppose ql does not lie on the curved boundary of S, but in the interior or the diameter. 
Then here is a construction which shows how to push ql out to the curved boundary of S 
without shortening any sides of P' and without losing the convexity of P' [Figure l(a)]. 
Simply rotate q 1 on the circular arc of radius iq 1 - qoi about qo until q 1 meets the boundary. 
The convexity of P' ensures that iq2 -qli will strictly increase by doing this. However, the 
convexity of P' may be lost, so we must be more careful. If, while sliding ql along the arc 
toward S, q2 - ql ever becomes parallel to q3 - q2, then temporarily delete q2 from P' 
[Figure l(b)]. Then continuing to slide ql will continue to strictly lengthen q3 -ql. q2 may 
be reinserted onto the side between ql and q3 when ql reaches S in such a way that q2 -ql 
and q3 -q2 will both be longer [Figure 1 (c)]. Similarly, if at some instant q3 -ql and q4 -q3 




~~ % 0 0 ' q3 
FIGURE 1. The pushing procedure. 
are parallel, delete q3 and move the entire side q4 - ql with qh reinserting q2 and q3 when 
ql meets S. If even more sides of P' become parallel, handle it in the same fashion. With 
this modification it is clear that the convexity of P' is preserved, the lengths of all sides of P' 
are preserved or increased, and the length of some side is strictly increased. 
This pushing procedure can be applied to successive vertices of P' until they all lie on the 
semicircle [Figure 1 (d)]. All sides have length at least 1. If some side of P' (not including 
qn - qo) subtends an arc of angle less than Tr/ n, then d{A), the diameter of S, is greater than 
d{C) because the polygon P' corresponding to C has sides of unit length which subtend 
arcs of Tr/ n. This leaves the possibility that each side of P' from A subtends an arc of 
precisely Tr / n. Then all sides have the same length, which implies d (A) > d (C) unless this 
length is 1. But if it is 1, then no pushing was done on P'. For pushing increases some length 
and no lengths were initially less than 1. Hence P' must have come from the vectors in C, 
and the lemma is proven. 
To complete the proof it remains to calculate d(C) . 
LEMMA 2.4. d(C)=cosec{Tr/2n). 
PROOF. Consider the polygon P obtained from C. d (C) equals the length of any main 
diagonal in P, which is twice the distance between the center of P and any vertex. Let a = 0, 
which is a vertex of P. Let b = t the midpoint of the side of P from ° to 1. Let c =! L7':-~ Wi, 
the center of P. Triangle abc has a right angle at b and an angle at c of Tr/2n, since P is a 
regular 2n-gon. So side ac has length! cosec{ Tr/2n), which implies the lemma and, hence, 
the theorem. 
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COROLLARY 2.5. fz(n, d) = 2" if and only if d >cosec(1T/2n). 
An interesting problem due to Erdos [10] is to show for fixed integers k and m and for 
sufficiently small e > 0, that f m (n, k + e) is the sum of the k + 1 largest binomial coefficients 
in n, for all sufficiently large n. This means that when the number of vectors is large, the 
case in which all ai are identical is extremal. Theorem 2.1 implies that d2(n) - 2n/1T for 
large n. So although f m (n, k + e) equals the sum of the k + 1 largest coefficients if n =0;; k, it 
exceeds this sum for n > k until n gets at least as large as about t1Tk (for large k). This is 
because fm(n, k + e) is still 2" for these n. Thus a simple induction on n is doomed to failure 
in proving Erdos' conjecture: For fm(n + 1, k + e) may exceed the sum of the k + 1 largest 
binomial coefficients in n + 1 even though f m (n, k + e) equals the sum of the k largest 
coefficients in n. The fact that n is large must be employed somehow in a valid proof of 
Erdos' conjecture. 
3. PACKING SUMS IN MORE THAN 2 DIMENSIONS 
In m > 2 dimensions the 2" sums can be packed even tighter than in 2 dimensions. For 
example, the set {(I, 0, 0), (0, 1,0), (0, 0, I)} shows that d3(3) =0;; J"3 < d2(3) = 2. It would 
seem that the diameter of the tightest packing, dm (n), could be found by spreading apart 
the ai as far apart as possible in some sense, but it is not clear how to do this for m > 2. 
However, it is not hard to show that for all m, dm (n) does grow linearly with n. From 
Theorem 2.1 we know that dm(n) is at most -2n/1T. Here is a simple linear lower bound 
on dm(n). 
THEOREM 3.1. dm(n)~ rn/2 m - 1l/Jm. 
PROOF. Suppose {at. ... , a"} is a collection of vectors in m-dimensional space of 
length at least 1. Assume without loss of generality that all ai have first coordinates at 
least 0. Of the 2m - 1 "orthants" with first coordinate at least 0, one must contain at least 
r n/2m - 1l of the ai. (By orthant we mean one of the 2m subsets of m-dimensional space of 
the form 
where each U'i is + 1 or -1. These are just the quadrants from m = 2 and octants for m = 3). 
This means that there exist i(l) < i(2) < ... < i( r n/2 m - 1l) such that the ai(j), 
1 =o;;j =0;; r n/2m - 1l, agree in sign in all coordinates. Zero agrees in sign with everything. Let 
w be the sum of the ai(j). Let v = (l/rm)(l, U'2, U'3,"" U'm), where U'i = +1 or -1 
according to the signs of the orthant containing the ai(j). Thus ai(j)' v :?= l/rm for all j, 
where "." is the usual inner product. Hence, 
Ilwll:?= w· V = L (aW) . v):?= _1_[_n_J. 
j } rm 2m - 1 
As ° is also a sum of the ai, it follows that the diameter of the set of sums is at least 
4. AN UPPER BOUND ON fm(n, d) 
By taking all ai equal to the same unit vector and S to be the sphere of diameter d 
appropriately centered, the number of sums inside S will be the sum of the r dl largest 
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binomial coefficients in n. This is then a simple lower bound on {men, d) which is tight in 
some instances, e.g., for d ,,;;;; J2. For n »d this bound is only slightly less than r dl (In/2J). In 
this section we shall derive an upper bound on {men, d) which is of the same order, a 
constant times r dl (In/2J), where the constant depends on the dimension m. This proves a 
conjecture of Kleitman [8, 9]. Kleitman announced without proof a slightly better bound, 
but only for 2 dimensions [9]. As he noted for the 2-dimensional case, it is interesting that 
for fixed m and n, {m (n, d) grows only linearly in d, even though the volume of a sphere of 
diameter d grows as d m • 
The idea of the proof is to partition the set of vectors according to the orthants which 
contain them. The number of sums lying within a sphere S of diameter d and satisfying a 
certain other condition can be bounded above, using a geometric argument. The M-part 
Sperner theorem of Section 5 is applied to derive the desired bound. For small d, the 
method can be refined to obtain a slightly better bound, given in Theorem 4.2. 
THEOREM 4.1. For m ~2, 
{men, d),,;;;; 22m- 1 - 2 rdv'ml ( Ln;2j). 
PROOF. Suppose {a 10 ••• , an} is a collection of m-dimensional vectors of length at least 
1. Assume without loss of generality that each aj has first coordinate at least o. Partition 
the set of n vectors into 2m- 1 classes according to the orthants they lie in. Vectors on the 
boundary between 2 or more orthants may be assigned arbitrarily to any orthant 
containing them. The partition can be viewed as a 2m-I-coloring of {1, ... , n}, where the 
orthant for aj is the color for i. 
Let S be a sphere of diameter d. Let F consist of the subsets A of {1, ... , n} such that the 
sum LEA aj lies inside S. Suppose A, B E F are such that A ~ Band B - A is mono-
chromatic. The sums over A and B differ by a sum of IB - A I vectors which all lie in the 
same orthant. As we saw in the proof of Theorem 3.1, the sum of a set of k vectors of length 
at least 1, all lying in the same orthant, is at least k/ Fm. The sums corresponding to A and 
B are less than distance d apart. It follows that IB - AI < r drml. 
Therefore, if A 10 A 2 , ••• , Ak E F, A I ~ A 2 ~ ... ~ Ak, and Ak - A I is monochromatic, 
then k,,;;;; r drml. We can now apply Corollary 5.3, proven in the next section, with 
M = 2m- 1 and 1= r drml to obtain the desired upper bound on IFI, and, hence, on 
{men, d). 
For m = 2 the bound on {men, d) is rdv'ilCln/2J), which is larger than the bound 
announced by Kleitman, the sum of the 2 L!dv'2j largest binomial coefficients in n, for dan 
even integer. For large n these bounds are essentially the same. To substantially lower the 
constant depending on m, for m > 3, would seem to require a different approach to the 
entire problem. 
For small d, the geometric part of the proof above can be refined to give an improved 
bound on {men, d). 
THEOREM 4.2. For m ~ 2 and d ,,;;;; rm, 
{m (n, d) ~ 22m-1-2 r d 21 ( Ln;21)· 
PROOF. We proceed as in proving Theorem 4.1 except that we substitute the following 
estimate: The sum of k vectors of length at least 1, all lying in the same orthant, has length 
at least /k. Using this fact we can apply Corollary 5.3 with M = 2m - 1 and 1= r d 21. 
For m = 2 dimension~and d ~ 1, Theorem 4.2 gives the best-possible bound of (In/2J). 
For m = 2 and 1 < d,,;;;; v'2, the bound is 2(ln/2J), which is best-possible for odd n and a little 
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high for even n. fz(n, ../2) is the sum of the 2 largest binomial coefficients in n [5,8]. For 
d >.J2 and m = 2, the bound in 4.1 is better, but apparently is not best possible. For m > 2, 
probably neither bound, 4.1 or 4.2, is ever tight, due to the factor of 22,"-1-2• 
5. AN M-PART SPERNER THEOREM 
A ranked poset P is a symmetric chain order if it can be partitioned into saturated chains 
which are symmetric about middle rank. (See [2,3] for complete definitions.) Let ~(P) 
denote the number of elements of P of rank j, called the j-th Whitney number. Let w (P) 
denote the width of P, which is the size of the largest antichain in P. Thus w (P) equals the 
number of elements of middle rank if P is a symmetric chain order. 
Let Bn denote the Boolean algebra of rank n, which is the poset with elements the 
subsets of {1, ... , n}, ordered by inclusion. Sperner's theorem [11] states that w(Bn) = 
(In/2J). One way to prove this is to show that Bn is a symmetric chain order [2,3]. Sperner's 
theorem has been generalized by Kleitman, Katona and others in various ways. In 
particular, the 2-part Sperner theorem states that if P and Q are symmetric chain orders, 
and P ~ P x Q contains no 2 elements which are equal in 1 component and ordered in the 
other, then IPI,,;;; w(P x Q). The direct product P x Q is itself a symmetric chain order, so 
that w(P x Q) is the number of elements of middle rank in P x Q. This result is applied to 
Bn by taking P = Bk and Q = Bn-k. since Bk X Bn- k is isomorphic to Bn. 
Here we expand the problem to consider a subset P of the direct product P of M ~ 2 
symmetric chain orders, such that no I + 1 elements of P are totally ordered in 1 
component and equal in the other M -1 components. We derive an upper bound on IPI of 
2M - 2 /w(P). For M = 2 and 1= 1, this is precisely the bound from the 2-part Sperner 
theorem, which is best-possible. However, the bound is not always best-possible, e.g., if 
M = 3, 1=3 and P is the product of three 3-element chains, then the bound on IPI is 42, 
larger than 27, the maximum size for IPI. 
The bound on IPI cannot be improved to the sum of the 2M - 2 /largest Whitney numbers 
of P. For example, if M = 2, 1= 2, and P is the product of two 2-element chains, then the 
2M - 21 = 2 largest Whitney numbers add up to 3, whereas IPI can be 4. Nevertheless, it is 
likely that there exists a nice bound of this type, the sum of the g(M, I) largest binomial 
coefficients in n, for some M and I. 
The M-part Sperner theorem is proven by first using the symmetric chain partitions for 
each poset Pi in P = PI X P2 X .•• X PM to induce a partition of P into symmetric "boxes". 
This reduces the problem to the case in which P is just the product of M chains. By 
induction on M and with considerable effort the result is then established for boxes, to 
complete the proof. As a corollary, we apply the theorem to P = Bn. This result was used in 
the previous section on the Littlewood-Offord problem. 
THEOREM 5.1. Let M ~ 2 and I ~ 1. Suppose Ph P2 , ••• , PM are symmetric chain 
orders. Let P = PI X P2 X· •• X PM. Suppose P ~ P contains no I + 1 elements which are totally 
ordered in 1 component and equal in the other M -1 components. (That is, there do not exist 
Xi = (X L ... , X ~) E F, 1,,;;; i ,,;;; 1+ 1, and a number IL such that 
xi <x~ < ... <Xi+h 
where the ordering is in P /L' and such that 
X{ =x~ = ... =X{+h 
for all j ¥-IL.) Then, 
232 I. R. Griggs 
PROOF. Partition each poset Pj, l,,;;j ,,;;M, into symmetric chains. For each choice of 
one such chain from each Pj, the product is an M-dimensional "box", centered at the 
middle rank of P. In this way a partition of the entire poset P into symmetric boxes is 
obtained. In each such box, no 1+1 elements of F may be ordered in 1 component and 
equal in the remaining M -1 components. Since the middle rank of each box is also the 
middle rank of P, it suffices to prove the theorem in the case that P itself is just a box, that is, 
each Pj is simply a chain. 
Therefore we may suppose that for all j, Pj is a chain Ckj of rank kj, with elements 
{O, 1, ... , k j }, ordered as numbers. Without loss of generality, assume that k 1,,;; k2,,;;· .. ,,;; 
kM • For each choice of the first M -1 components of an element of P, at most I choices of 
the last component give rise to an element of F. It follows that 
To prove the theorem, it suffices to show that 
which we now proceed to do. 
LEMMA 5.2. Suppose M;;:. 2 and 0,,;; k1 ,,;; k2,,;;· .. ,,;; kM. Let Q = C k1 X C k2 X· .. X CkM" 
Then 
PROOF. The proof is by induction onM. For M = 2 the statement is simple to verify. So 
suppose M > 2 and that the statement is true for M -1. Suppose 0,,;; k 1";;' •• ,,;; kM and let 
Q = C k1 X· .. X C kM• Let K = L~1 k j • Q is a symmetric chain order, so w(Q) = Nl~Kj(Q), 
which is the number of elements of Q of middle rank. Let Q' = C k2 X· .• X C kM• Then w (Q) 
can be expressed in terms of the Whitney numbers of Q as follows: 
w(Q) = /{ (el. ... , eM): O,,;;ej,,;;kj, for all i, and J1 ej = L!Kj}1 
so that 
= ,I I{ (e2," ., eM): O,,;;ej ,,;;kj, for all i, and ,I ej = L!Kj - j}l, 
J=O 1=2 
kl 
w(Q) = L N UKJ-j(Q'). 
j=O 
(1) 
Q' is a symmetric chain order of rank K - k l. so its Whitney numbers are unimodal (go 
up, then down) and symmetric about rank !(K - k 1)' Hence, for all j, 0,,;; j ,,;; k h 
N ltK J -j( Q') ;;:. N ltK J -kl (Q'). 
This follows by observing that L!K j - k 1 is no closer to !(K - k 1) than L!K j - j for 
0,,;; j < k 1. Therefore, 
(2) 
It suffices to show now that this inequality holds: 
NltKJ-k1(Q') ;;:.!w(Q'). (3) 
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For, by the induction hypothesis applied to Q', 
W(Q')~2~-1(k2+1) ... (kM - 1+1), (4) 
and (2), (3) and (4) combine to immediately give the desired bound on w(O). 
Let Q" = Ck3 X •.. X CkM• 0" is a symmetric chain order of rank K - kl - k 2. By analysis 
similar to that above, it follows that w (Q') is the sum of the k2 + 1 largest Whitney numbers 
of 0". These Whitney numbers are unimodal and symmetric about middle rank 
t(K - kl - k2). From these facts it can be shown that 
w(O'),,;;;2 L Ni(O"), 
ieI 
where I is the interval of rt(k2 + 1)1 integers starting and ending at 
aI = It(K - kl - k 2)J - rt(k2 -1)1 
and 
respectively. 
By a derivation just like that of (1), we discover that 
NltKJ-k 1(O') = L Ni(Q"), 
ieJ 
where J is the interval of k2 + 1 integers starting and ending at 





The desired equation, (3), now follows from (5) and (6) provided that Is; J. It therefore 
suffices to show that aI ~ aJ and hI";;; hJ. Both inequalities are slightly tricky to obtain, so 
we supply the details. 
For the first inequality, the non-negativity of kl and the integrality of k), k 2 , and K yield: 
t(k2-l) ,,;;;t(k1 +k2 -1) 
=t(K -k1-k2-1)-tK +k1 +k2 
,,;;; It(K -k1-k2 )J -ltKJ +kl +k2. 
The right side is now integral. Applying the ceiling function (r 1) to both sides and 
rearranging the terms yields the desired result, aJ ,,;;; aI. 
To prove the other inequality, first note that kJ ,,;;; k2 • Divide both sides by 2, and add 
t(K - k2 ) to both sides, yielding 
t(K -k1-k2)+k1 ,,;;;tK. 
Now take the integer part (l J) of both sides. This leads to the desired inequality, hI ,,;;; hI. by 
subtracting kl from both sides. This completes the proof of the lemma and the theorem. 
As a corollary to Theorem 5.1 we record what it implies in the case that P = Bn. It is 
easiest to state and to visualize in terms of colorings. An M-coloring of a set is simply a 
partition of the set into at most M parts: Each part is given a different color. 
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COROLLARY 5.3. Let M ~2 and I ~ 1. Suppose {t, ... , n} is M-colored and F q;Bn 
contains no 1+ t sets, Sl c S2 c· .. c SI+h such that SI+1 - S 1 is monochromatic. Then 
IFI ~2M~21(l"/2J)' 
PROOF. Suppose ki elements are given the i-th color, 1 ~ i ~M. Then the conditions 
on F are those of the theorem, since Bn is isomorphic to Bkl + Bk2 X ••• X Bk~' Finally, we 
use Sperner's theorem to replace w(B .. ) by ([ .. /2J)' 
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