Abstract. In high-dimensional query processing, the optimization of the logical page-size of index structures is an important research issue. Even very simple query processing techniques such as the sequential scan are able to outperform indexes which are not suitably optimized. Page-size optimization based on a cost model faces the problem, that the optimum not only depends on static schema information such as the dimension of the data space but also on dynamically changing parameters such as the number of objects stored in the database and the degree of clustering and correlation in the current data set. Therefore, we propose a method for adapting the page size of an index dynamically during insert processing. Our solution, called DABS-tree, uses a flat directory whose entries consist of an MBR, a pointer to the data page and the size of the data page. Before splitting pages in insert operations, a cost model is consulted to estimate whether the split operation is beneficial. Otherwise, the split is avoided and the logical page-size is adapted instead. A similar rule applies for merging when performing delete operations. We present an algorithm for the management of data pages with varying page-sizes in an index and show that all restructuring operations are locally restricted. We show in our experimental evaluation that the DABS tree outperforms the X-tree by a factor up to 4.6 and the sequential scan by a factor up to 6.6.
Motivation
Query processing in high-dimensional data spaces is an emerging research domain which gains increasing importance by the need to support modern applications by powerful search tools. In the so-called non-standard applications of database systems such as multimedia [16, 33, 34] , CAD [11, 13, 21, 25] , molecular biology [26, 29] , medical imaging [27] , time series analysis [1, 2, 18] , and many others, similarity search in large data sets is required as a basic functionality.
A technique widely applied for similarity search is the so-called feature transformation, where important properties of the objects in the database are mapped into points of a multidimensional vector space, the so-called feature vectors. Thus, similarity queries are naturally translated into neighborhood queries in the feature space.
In order to achieve a high performance in query processing, multidimensional index structures [20] are applied for the management of the feature vectors. Even a number of specialized index structures for high-dimensional data spaces have been proposed [6, 12, 22, 28, 30, 36] . In spite of these efforts, there are still high-dimensional indexing problems under which even specialized index structures deteriorate in performance. To understand the effects leading to this so-called 'curse of dimensionality', a variety of methods for estimating the performance of query processing has been developed [3, 4, 9, 10, 14, 15, 17, 19, 31, 32, 35] . These cost models can be used for optimization. Highdimensional query processing techniques offer various parameters for optimization such as dimension reduction [8, 16, 30, 34] or the accuracy of the representation of the features [6, 37] .
In recent years, a general criticism on high-dimensional indexing has come up. Most multidimensional index structures have an exponential dependency (with respect to the time for processing range queries and nearest neighbor queries) on the number of dimensions. To illustrate this, fig. 1 shows our model prediction of the processing time of the X-tree for a uniform and independent data distribution (constant database size 400 KBytes). With increasing dimension d, the processing time grows exponentially until saturation comes into effect, i.e. a substantial ratio of all index pages is accessed. In very high dimensions , virtually all pages are accessed, and the processing time approaches thus an upper bound.
In recognition of this fact, an alternative approach is simply to perform a sequential scan over the entire data set. The sequential scan causes substantially fewer effort than processing all pages of an index, because the reading operations in the index cause random seek operations whereas the scan reads sequentially. The sequential scan rarely causes disk arm movements or rotational delays which are negligible under these circumstances. Assuming a logical block size of 4 KBytes, contiguous reading of a large file is by a factor >12 faster than reading the same amount of data from random positions (cf. [14, 37] ).
A second advantage of the sequential scan over index-based query processing is its storage utilization of 100%. In contrast, index pages have a storage utilization between 60% and 70% which causes a further performance advantage of about 50% for the sequential scan when reading the same amount of data. The constant cost of the sequential scan is also depicted in fig. 1 . The third advantage of the sequential scan is the lacking overhead of processing the directory. We can summarize that the index may not access more than 5% of the pages in order to remain competitive with the sequential scan.
In fig. 1 , the break-even point of the two techniques is reached at d = 7. The trade-off between the two techniques, however, is not simply expressed in terms of the number of dimensions. For instance when data sets are highly skewed (as real data sets often are), index techniques remain more efficient than a scan up to a fairly high dimension. Similarly, when there are correlations between dimensions, index techniques tend to benefit compared to scanning. Obviously, the number of data objects currently stored in the database plays an important role since the sequential scan is linear in the number of objects whereas query processing based on indexes is sub-linear. Fig. 2 shows the model predictions of the X-tree for 10,000,000 points uniformly and independently chosen from a 20-dimensional data space with varying block size from 1 KByte to 1 GByte. In this setting, the performance is relatively bad for usual block sizes between 1 KBytes and 4 KBytes, quickly improving when increasing the block size. A broad and stable optimum is reached between 64 KBytes and 256 KBytes. Beyond this optimum, the performance deteriorates again. This result shows that block size optimization is the most important advice to improve high-dimensional indexes.
The rest of this paper is organized as follows: Section 2 explains the general idea and an overview of our technique. Section 3 shows the architectural structure of the DABStree. The following sections show how operations such as insert, delete and search are handled. In section 6, we show how our model developed in [9, 14] can be applied for a dynamic and independent optimization of the logical block size. Finally, we present an experimental evaluation of our technique.
Basic Idea
As we pointed out in section 1, there are three disadvantages for query processing based on index structures compared to the sequential scan:
• data is read in too small portions In this paper, we will present the DABS-tree (Dynamic Adaptation of the Block Size) which tackles all three problems. We propose a new index structure claiming to outperform the sequential scan in virtually every case. In dimensions where index-based techniques are superior to the sequential scan, the efficiency of these techniques is retained unchanged. In an area of moderate dimensionality, both approaches, conventional indexes as well as the scan, are outperformed.
The first problem is solved by a suitable page-size optimization. As we face the problem that the actual optimum of the logical block size is dependent on the number of objects currently stored in the database and on the data distribution (which may also change over time), the block size has to be adapted dynamically. After a page has been affected by a certain number of inserts or deletions, the page is checked whether the number of points currently stored in the page is close enough to the optimum. Otherwise, the page is split or a suitable partner is sought for balancing or merging.
This means that pages with different logical block size are at the same time stored in the index. Although a constant block size facilitates management, no principal problem arises when sacrificing this facilitation. To solve the second problem, storage utilization, we propose to allow continuously growing block sizes, i.e. we also give up the requirement that the logical block size is a multiple of some physical block size or a power of two or the demand that the block size is only changed by doubling or division by two. Instead, every page has exactly the size which is needed to store its current entries. When an entry is inserted to a page, the block size increases, and the page must usually be stored to a new position in the index file. To avoid fragmentation of the file, we propose garbage collection.
The third problem, directory overhead, cannot be completely avoided by our technique since we do not want to cancel the directory. The directory overhead, however, is weakened, because we simplify the directory. Instead of a hierarchical directory, we only maintain a linear single-level directory which is sequentially scanned. The block size optimization also helps to reduce the directory overhead, because this overhead is taken into account by the optimization.
Structure of the DABS-Tree
The structure of the DABS-tree is depicted in fig. 3 . Each directory entry contains the following information: The page region in form of a minimum bounding rectangle, the reference (i.e. the background storage address) to the page and additionally the number of entries currently stored in the page. The number of entries is also used to determine the corresponding block size of a data page before loading.
The directory consists simply of a linear array of directory entries. We intentionally cancel the hierarchically organized directory, because the efficiency of query processing is not increased by hierarchies but rather decreased. We confirm this effect by the following consideration:
In our experiment presented in section 1 (cf. fig. 2 ), we determined an optimum block size of 64 KBytes. For 10,000,000 data points in a 20-dimensional space, we need 20,000 data pages to store the points. Using a hierarchical directory, we need 78 index pages at the first directory level and the root-page. Even if we assume no overlap among the directory pages, query processing requires an average of 44 directory page accesses. The cost for these accesses are 1.14 seconds of I/O time. A sequential scan of a linear directory, however, requires 0.71 seconds. Both kinds of directory cost are negligible compared to 49 seconds of cost for accessing the data pages. Even though, the sequential scan of a linear directory causes fewer effort than a hierarchical directory. This observation even holds for fairly low dimensions.
The data pages contain only data-specific information. Besides the point data and eventually some additional application-specific information, no management information is required. The data pages are stored in random order in the index file. Conventional index structures usually do not utilize the space in the data pages to 100% in order to leave empty space for future insert operations. In contrast, the DABS-tree stores the data pages generally without any empty position inside a data page and without any gap between different pages. Whenever a new entry is inserted to a data page, the page is stored at a new position. The empty space in the file where the data page formerly used to be is passed to a free memory management. A garbage collection strategy is applied to build larger blocks of free memory, and, thus to avoid fragmentation (cf. section 5). Temporarily, the free blocks decrease the storage utilization of the index structure below 100%. The free blocks, however, are never subject to a reading operation during insert processing. Therefore, the performance of query processing cannot be negatively affected.
In order to guarantee overlap-free page regions, we hold additionally to the linear directory a kd-tree [5] . A kd-tree partitions the data space in a disjoint and overlap-free way. The page regions of the DABS-tree are always located inside a single kd-tree region. The kd-tree facilitates insert processing, because it offers unambiguously a data page for the insert operation. In contrast, the heuristics for choosing a suitable page in the X-tree cannot guarantee that no overlap occurs. The kd-tree is also used for the page region mbr 0 number of entr. n 0 reference to page merging operation which may be necessary due to delete operations, or because the optimal page size has increased on the basis of a changed data distribution. The kd-tree is not used for search.
Search in the DABS-Tree
Point queries and range queries are handled in a straightforward way. First, the directory is sequentially scanned. All data pages qualifying for the query (i.e. containing the query point or intersecting with the query range, respectively) are determined, loaded and processed. Nearest neighbor queries and k-nearest neighbor queries are processed by a variant of the HS algorithm [24] . As the directory is flat, the algorithm can even be simplified, because the active page list (APL) is static in absence of a hierarchy. For hierarchically organized directories, query processing requires permanent insert operations to the APL, because in each processing step the pivot page is replaced by its child pages. Therefore, the APL must be re-sorted after processing a page. In our case, the nearest neighbor algorithm works in two phases: The first phase scans the directory sequentially. During the scan, the distance between the query point and each page region is determined and stored in an array. Finally the distances in the array are sorted by the Quicksort algorithm, for instance [23] . In the second phase, the data pages are loaded and processed in the order of increasing distances. The closest point candidate determines the pruning distance. Query processing stops when the current page region is farther away from the query point than the closest point candidate. Fig. 4 depicts the algorithm for nearest neighbor queries. The k-nearest neighbor algorithm works analogously with the only difference that a closest point candidate list consisting of k entries is maintained and that the last entry in this list determines the pruning distance.
Handling Insert Operations

Searching the Data Page
To handle an insert operation, we search in the kd-tree, which is held in addition to the linear directory, for a suitable data page. The kd-tree has the advantage to partition the data space in a complete and disjoint fashion which makes the choice of the corresponding page unambiguous. Eventually, the MBR in the linear directory which is always located inside the corresponding kd-tree region (cf. fig. 5 ) must be slightly enlarged.
The page is loaded to the main memory, and the point is inserted. Usually, the page cannot be stored at its old position since we enforce a 100% storage utilization of pages. Therefore, it is appended to the end of the index file. The empty block at the former position of the page is passed to a free storage manager which performs garbage collections if the overall storage utilization of the index file decreases below a certain threshold value (e.g. 90%).
Note that in contrast to conventional index structures, the overall storage utilization can never decrease the efficiency of query processing, because empty parts of the index file are not subject to reading operations. By a low storage utilization, we only waste storage memory, but not processing time. kd-tree:
Free Storage Management
The free storage manager currently observes the storage utilization of the index file. When the storage utilization reaches some threshold value su min , the next new page is not appended to the end of the index file. Instead, a local garbage collection is raised which performs local restructuring of the file to collect empty pages as follows: Let the size of the next page to be stored be s. The storage manager searches for the shortest interval of subsequent pages in the index file covering s Bytes of empty space. With a suitable data structure to organize the empty space, this search can be performed efficiently. Once the shortest interval with s Bytes of empty space is found, we load all pages in this interval to the main memory and restore them densely, thus creating a contiguous empty space of at least s Bytes. We store the new page to this space. Now we will claim an important property of the restructuring action: Locality. We show that the size of the interval in the file which is to be restructured is bounded by the size s of the new page multiplied with some factor depending on the storage utilization su min .
Lemma 1. Locality of Restructuring
In an index file with a storage utilization , there exists an interval with the length containing at least s Bytes of free storage.
Proof (Lemma 1)
Assume that all intervals of the length l have less than s Bytes of free storage. Then, the number e of free Bytes in the file with length f is bounded by:
By the definition of the storage utilization, we get the following inequation which contradicts the initial condition . t
If we choose, for instance, a storage utilization of su min = 50%, Lemma 1 tells us that restructuring is bounded to an interval twice as large as the size s of the page we want to store. For a storage utilization of su min = 90%, the interval is at most ten times as large as the new page. As there are no specific overflow conditions in our index structure, the pages are periodically checked by using a cost estimation whether they must be split. For the details, cf. section 6. Deleting in the DABS-tree is straightforward. The point is deleted from the corresponding page and a small block is passed to the free storage manager. If the storage utilization
falls below the threshold su min , a local restructuring action is raised for the last data page in the file. Since there is no clear underflow condition in the DABS-tree, the pages are periodically tested by using a cost model whether they are to merge.
Dynamic Adaptation of the Block Size
In this section, we will first show the dynamic adaptation from an algorithmic point of view. Then, we will show how the cost model developed in [9, 14] is modified and applied to take split and merging decisions, respectively.
Split and Merge Management
Basically, it is possible to evaluate the cost model after every insert or delete operation and to determine whether a page must be split or merged with some neighbor. This is, however, not very economic, because the optimum is generally broad. Therefore, we have to check rather seldom if the current page size still is close to the optimum.
We choose the following strategy: For each page, we have an update counter variable which is increased in each insert or delete operation the page is subject to. We perform our model evaluations when the value of the update counter reaches some user defined threshold which may be defined as a fixed number (e.g. 20 operations) or as a ratio of the current page capacity (e.g. 25% of the points in the page). Note that it is theoretically possible (although not very likely) that pages must be merged after performing insert operations or that pages must be split after performing delete operations. This is not intuitive, as conventional index structures with a fixed block size know to split only after inserts and to merge after deletions. In our dynamic optimization, however, any of these operations can change the distribution of the data points and thus change the page size optimum into each direction.
Whenever the threshold of update operations is reached, a cost estimate for the current page with respect to query processing is determined. Then, some split algorithm is run tentatively. The page regions of the created pages are determined, and the query processing cost for the new pages is estimated. If the performance has decreased, the split is undone, and merging is tested in the same way.
A merging operation can only be performed if a suitable partner is available. In order to maintain overlap-free page regions, only two leaf pages with a common parent node in the kd-tree are eligible for merging. If the current page does not have such a counterpart, merging is not considered. Otherwise, the cost estimates for the two single pages and for the resulting page are determined and compared. If the performance estimate improves, the merge is performed. Finally, the relevant update counters are reset to 0.
Model Based Local Cost Estimation
For our local cost optimization, we must estimate how cost of query processing changes when performing some split or merge operation. Generally, we assume as reference query the nearest neighbor query with the maximum metric, because this assumption causes the lowest effort in the model computation. Practically, the difference in the page size optimum is low when changing the reference query to the Euclidean metric or to some k-nearest neighbor query.
In both cases, when taking a split or a merge decision, we compare the cost caused by one page with the cost caused by two pages with the half capacity. At the one hand, this action changes the accessing cost, because the transfer cost decreases with decreasing capacity. The access probability is also decreased by splitting. At the other hand, it is unpredictable whether the sum of the costs caused by the two smaller pages is really lower than the cost of the larger page. Therefore, it is reasonable, to draw the following balance for the split decision: , where C 0 and X 0 are the capacity and the access probability of the larger page, and C 1 and C 2 (X 1 and X 2 ) the capacities (access probabilities) of the two smaller pages. The time t Point is the transfer time for a point, i.e. . The time t Seek denotes the delay time for a random access operation, subsuming the times for disk head movement and rotational delay. These times are hardware dependent. If the cost balance is positive, the larger page causes fewer cost than the two smaller pages. In this case, a split should be avoided and a merge should be performed.
It is possible to estimate the access probability according to the cost estimates provided in [9, 14] . This approach, however, assumes no knowledge about the regions of the pages currently stored in the index. In our local cost optimization, the exact coordinates of the relevant page regions are known. Therefore, we can achieve higher accuracy if this information is considered. Additionally, it is possible to take into account the local exceptions in the data distribution.
First, we determine the fractal local point density according to the volume and the capacity of the larger page:
Hereby, D F denotes the fractal dimension of the data set [10] . From the local point density, we can derive an estimation of the nearest neighbor distance: This Minkowski sum can be explicitly clipped at the data space boundary (here for simplicity assumed to be the unit hypercube):
We assume that the query distribution follows the data distribution. Therefore, the access probability X 0 corresponds to the ratio of points in the Minkowski sum with respect to all points in the database:
Analogously, the access probabilities for the smaller pages X 1 and X 2 are determined by their page regions MBR 1 and MBR 2 . The access probabilities are used in the cost balance for taking split or merge decisions.
Monotonicity Properties of Splitting and Merging
The most important precondition for the correctness of a local optimization is the monotonicity of the first derivative of the cost function with respect to the page capacity. If the first derivative is not monotonically increasing, the cost function may have various local optima where the optimization easily could get caught in.
As depicted in fig. 2 , the cost function indeed forms a single local optimum which is also the global optimum. Cost are very high for block sizes which are either too small or too large. Minimum cost arise in a relatively broad area between these extremes.
Under several simplifying assumptions, it is also possible to prove that the derivative of the cost function is monotonically increasing. From this monotonicity, we can conclude that there is at most one local minimum. The assumptions required for this proof are uniformity and independence as well as neglecting boundary effects. 
Experimental Evaluation
To demonstrate the applicability and the practical relevance of our technique, we performed an experimental evaluation on both, synthetic and real data. The improvement potential was already shown in fig. 2 where a clear optimum for page sizes was found at 64 KBytes outperforming the X-tree with a standard page of 4K by a factor of 2.7 and the sequential scan by a factor of 3.6.
The intention of our next experiment is to show that the optimum is not merely a hardware constant but to a large extent dependent on the data to be indexed. For this purpose, we constructed a DABS-tree on several data files containing uniformly and independently distributed points of varying dimension. The number of objects was fixed in this experiment to 12,000. We observed the block size which was generated by the
The results are depicted on the left side of fig. 6 . In the two-dimensional case, quite a usual block size of 3,000 Bytes was found to be optimal. In the highdimensional case, however, the optimum block size reaches values up to 192 KBytes with even increasing tendency.
In our next experiment, depicted on the right side of fig. 6 , we show the usefulness of dynamic optimization. We used the 16-dimensional index of the preceding experiments and increased the number of objects to 100,000. Hereby, the optimum page size decreased from 192 KBytes to 112 KBytes.
In our next experiment, depicted in fig. 7 , we compared the DABS-tree with the Xtree and the sequential scan. As expected, the performance in low-dimensional cases is similar to the X-tree; in high-dimensional cases it is similar to the sequential scan. In any case, both approaches are clearly outperformed. In the 4-dimensional example, the DABS-tree is 43% faster than the X-tree and 157% faster than the sequential scan. In the 16-dimensional example, the DABS-tree outperforms the sequential scan by 17% and the X-tree by 462%.
In case of a moderate dimensionality, and provided that the number of points stored in the database is high, both techniques, the X-tree as well as the sequential scan, are clearly outperformed. This is demonstrated in the example of our 16-dimensional database with 100,000 points ( fig. 8, left side) . Here, the improvement factor over the X-tree is 2.78. The improvement over the sequential scan is with 2.44 in the same order of magnitude.
The intention of our last experiment ( fig. 8, right side) is to confirm that our optimization technique is also applicable to real data and that high performance gains are reachable. For this purpose, we constructed a DABS-tree with 50,000 points from our CAD application. We measured again the performance of nearest neighbor queries. As query points, we also used points from the same application which were not stored in the database. The data space dimension was 16 in this example. We outperformed the X-tree by a factor of 2.8 and the sequential scan by 6.6.
Conclusion
In this paper, we have proposed a dynamic optimization technique for multidimensional index structures. In contrast to conventional page-size optimization where the administrator determines the optimal page-size parameter before installing the database, our index is automatically adapted according to the data distribution of the objects currently stored in the database. Our technique uses a flat directory whose entries consist of an MBR, a pointer to the data page and the size of the data page. Before splitting pages in insert operations, a cost model is consulted to estimate whether the split operation is beneficial. Otherwise, the split is avoided and the logical page-size is adapted instead. A similar rule applies for merging when performing delete operations. We present an algorithm for the management of data pages with varying page-sizes in an index and show that all restructuring operations are locally restricted. We show in our experimental evaluation that the DABS tree outperforms the X-tree by a factor up to 4.6 and the sequential scan by a factor up to 6.6. 
