A completely general formalism is developed to describe the energy E disp = s C s R s of dispersion interaction between two atoms in spherically symmetric states. Explicit expressions are given up to the tenth order of perturbation theory for the dispersion energy E disp and dispersion coefficients C s . The method could, in principle, be used to derive the expressions for any s while including all contributing orders of perturbation theory for asymptotic interaction between two atoms. The theory is applied to the calculation of the complete series up to s = 30 for two hydrogen atoms in their ground state. A pseudo-state series expansion of the two-atom Green function gives rapid convergence of the series for radial matrix elements. The numerical values of C s are computed up to C 30 to a relative accuracy of 10 −7 or better. The dispersion coefficients for the hydrogen-antihydrogen (H-H) interaction are obtained from the H-H coefficients by simply taking the absolute magnitude of C s .
Introduction
Recently, there have been major achievements in the use of perturbation theory for highprecision calculations of atom-field interactions. The most spectacular accomplishments were seen in calculations of the higher order corrections to the Stark effect on the hydrogen atom. Although the first three terms of the series in powers of the external field had been calculated already in the early 1930s, it took almost 40 years to derive a correct expression for the fourth-order Stark effect which was obtained only in 1974 [1] for arbitrary states with fixed parabolic quantum numbers. Improvements in computational techniques meant only four years were then needed to further extend the calculations and to derive analytical expressions for the Stark effect up to arbitrarily high order [2] .
The next step was in deriving corrections to the energy and wavefunction of the groundstate hydrogen atom in a static multipole field [3] . Then, high-order perturbation theory has been applied to determine the Stark effect through 20th order for the ground-state hydrogen molecule ion H + 2 [4] . Later work on the Stark effect for hydrogen-like states concentrated on determining higher order corrections to the wavefunctions, radiation matrix elements and transition probabilities [5, 6] . Development of improved computational facilities permitted the evaluation of second-order corrections [7] immediately after those of the first order [5] . The culmination of this process was the development of an ansatz for deriving corrections to arbitrarily high orders for radiation transition probabilities between arbitrary parabolic states [6] . A similar program has been accomplished for the hydrogen-like diamagnetic states in a magnetic field on the orbital momentum basis of states, both for the energy spectrum [8] and for the radiation transition probabilities [9] .
The work on atom-field interactions can naturally be extended to develop analytical expressions to arbitrarily high order for the van der Waals potential which is caused by the interaction between atomic multipole moments. The attractive van der Waals interaction, namely
determines the nature of the interaction between two atoms (molecules) at large distances, R, from each other. This interaction impacts the determination of the inter-atomic potential curves [10] and has a major influence on the binding and properties of many molecules [11] [12] [13] [14] [15] [16] .
As a first stage in this program, higher order perturbation theory is used to determine the coefficients of the van der Waals interaction, namely, C s between two hydrogen atoms in their ground states with R 1 a 0 . In some sense, this problem is similar to that of [3] , since in the asymptotic region the atoms interact by their electric multipole moments.
There has been relatively little activity on the dispersion coefficients arising from higher orders of perturbation theory despite intensive activity on the coefficients arising from second order. One of the early notable works on this topic was that by Bukta and Meath [17] who derived expressions for the third-order parameter C 11 and the fourth-order contribution to C 12 . Bukta and Meath also used a pseudo-state expansion to give estimates of these dispersion parameters that were accurate to at least six significant digits. Somewhat later, Ovsiannikov, Guilyarovski and Lopatko (OGL) [18] presented explicit expressions that could be used to evaluate the third-and fourth-order contributions to dispersion interactions. The final expression of OGL did not involve any summations over magnetic quantum numbers and in this respect represented an improvement over the expression of Bukta and Meath [17] . They (OGL) used mean energy approximations or direct evaluation of the integral representation of the two-atom Green function to make estimates of the dispersion parameters for hydrogen and the alkali atoms. Approximate estimates of the van der Waals parameters from fifth-and sixth-order perturbation theory were also made by OGL [18] .
More recently, Yan and Dalgarno [19] used a pseudo-state expansion to give very accurate values for the second-order dispersion parameters up to C 16 and the third-order dispersion parameters, C 11 , C 13 and C 15 . Most recently, Mitroy and Bromley [20] using the expressions of OGL in conjunction with a pseudo-state expansion gave estimates of all the second-, thirdand fourth-order C s dispersion parameters up to s = 32. Their results were accurate to between 6 and 14 significant figures with the dispersion parameters for the highest n being the least accurate. It was found that the fourth-order contribution to C 32 was actually larger than the second-order contribution.
In this paper, a general procedure for determining the van der Waals coefficients to any order (subject to computational constraints) is presented. The method is applied to the calculation of dispersion coefficients for two hydrogen atoms in their ground state, and the complete set of coefficients from C 6 → C 30 is computed including terms that arise from all contributing (up to tenth) orders of perturbation theory. An abbreviated discussion about this topic has already been published [21] .
Recursive method for generating the perturbation series
The dispersion interaction operator in the asymptotic region, R a 0 , may be presented in the form of an expansion in power series of R −1 [22] :
where L = l + l ,Q l = r l C l (θ, ϕ) is the operator of atomic 2 l -pole electric moment, the unit vector n = R/R points from the first atom to the second atom for which the primed notation is used. The C l (θ, ϕ) and C L (n) are the modified spherical functions [23] of angular variables of an atomic electron's position vector r = {r, θ, ϕ} and those of the inter-atomic unit vector n.
The dispersion interaction energy E disp = E −E 0 (E 0 = E g +E g is the energy of a system of two non-interacting atoms with HamiltonianĤ 0 in their ground states |g and |g ) and the wavefunction of the two-atomic system ψ may be resolved in power series of the operator (2) (see, e.g., [18, 24] ) as
where ψ (0) = rr |0 = r|g r |g and E (0) = E 0 are the eigenfunction and eigenvalue ofĤ 0 :
is the reduced Green function which may be derived by subtraction of the ground-state term from the spectral expansion of the complete Green function G E = (Ĥ 0 − E) −1 in the limit of E → E 0 :
In this expression, E nn = E n + E n is the excited state energy of non-interacting atoms with single atom energies E n and E n . The summation is carried out over all excited states, including continuum, both single-atom and two-atom. Therefore, the complete basis of states is used in the resolution (6) excepting the system's ground state for which both excitation energies n = E n − E g and n = E n − E g are equal to zero simultaneously. So G (0) is orthogonal to the ground state: G (0) |0 = 0, this property is marked with the superscript (0) of the Green function. However, this superscript will be omitted in further equations to simplify notation. The perturbed wavefunction (5) satisfies the normalization condition ψ|0 = 0|0 = 1 giving ψ (k) |0 = δ k0 .
Equations (4) and (5) may be transformed into recursion relations for the terms of series in powers of the perturbation,
The recursion relation for the (k − 1)th-order correction to the wavefunction is
where [k/2] stands for the integral part of the fraction k/2 and
. . .
where 
and the starting equations
With the use of (7) and (8) the terms of the series in (4) may be presented as
where
and
The summation over k in (4), k 1 in (7) and k 1 , k 2 , . . . , k p in (8) and (12) starts from k = 2 since E (1) = 0|V |0 = 0. Therefore, for k 4, the (k − 1)th-order correction to the wavefunction and (k)th-order energy correction depend on the (k − 2)th-order energy E (k−2) . In (11) for E (2) and E (3) only one term with p = 0 appears:
For arbitrary order, the E (k) 0 term of (11), which is usually referred to as the 'diagram' term, consists of one compound matrix element,
Since A (k) 0 is always positive (for ground-state atoms), (15) is negative for even k and positive for odd k. Hence even-order terms of (4) are attractive, and the odd-order terms are repulsive as E (k) 0 is the largest contribution to (11) . Starting from k = 4, the 'off-diagram' terms, E (k) p with p 1 appear in (11) . Every 'off-diagram' term may consist of several terms, involving lower-order energy corrections. Thus, the E (k)
e.g.
and so forth. One can continue generating expressions indefinitely. Expressions for the factors A (q) p may be written on the basis of (13), (9) and (10) . To this end, expressions for B (q) p are sufficient:
e.g., B
For p = 2:
e.g.,
B
(1)
For p = 3:
Finally, for p = 4:
It is important to note that A (q) p > 0, so the sign of the term E (k) p of (12) The above-written equations are sufficient to explicitly present the higher-order corrections to the dispersion interaction energy E (k) in terms of matrix elements of the Green function and the asymptotic interaction operator (2) up to k = 10. For example, the complete expression for E (10) is
The factors A (q) p which appear in the equations for E (10) p (see (17c), (19e), (21c), (23a)) are presented here explicitly in terms of higher-order matrix elements of the interaction (2) . This expression also shows the alternation of signs between terms with even (including zero) and odd number of E (k ) factors (2 k 8). However, the overall sign of E (10) is determined by the leading 'diagram' term E (10) 
Higher order corrections to coefficients of the dispersion interaction
Using the power series for (2) in operators B (q) p , every factor (13) and hence, every energy correction (11) may be expanded in a power series of R −1 :
with s 0 an integer number which depends on the order of perturbation theory k. The leading term of this series is determined by the well-known van der Waals constant C (2) 6 . The sum of all multi-polarities l and l from operatorsv ll (n) of (3) for each of two atoms in every contributing matrix element should be even, due to the parity conservation rule. Hence, the series (33) for the even-order corrections E (k) with k = 2n, n = 1, 2, . . . , will include only terms with even s, starting from s 0 = 6n, while for the odd-order corrections E (k) with k = 2n + 1 include only terms with odd s, starting from s 0 = 6n + 5.
After separating the even-order part from the odd-order part of the series (4)
the equations for energy may be converted into equations for van der Waals coefficients. The even-order part of dispersion energy, (4), consisting of the E (2n) terms with even powers of
where the sum in n runs over the orders k = 2n of the perturbation theory for the atom-atom interaction (2) . The sum in λ runs over the overall orders (4n +2λ) of the multipole expansions for the asymptotic interaction operators in the terms (12) for the energy correction (11) . Thus the two-fold series may include several terms with one and the same power of R −1 from different orders n and λ which hold the relation s = 6 + 2m = 6n + 2λ. These terms are combined into a single series over m with positive constants determined as the sum of 1+[m/3] coefficients ([m/3] is the integer part of the number m/3) from the two-fold series (35)
The even-power part of asymptotic expansion for the dispersion interaction gives a negative (attractive) contribution to the dispersion interaction.
The odd-power part of (33) with s = 11 + 2m comes from the terms with k = 2n + 1 and gives a positive (repulsive) contribution to the dispersion energy
with negative values of the constants
The summation over the second index λ of the two-fold series in (37) is carried out in accord with the relation 6n + 5 + 2λ = 11 + 2m. Expressions for the constants C (k) s in (36) and (38) are derived from the R −1 power series expansion for the corresponding energy correction E (k) of (11) 
. . . 
, where t G denotes the smallest value of s − s for the k G = k − k , and t = t 1 + t 2 + · · · + t p . The inequality, s s − t G constrains the sums. The first few terms of (39) are
For k = 2, 3 only one term with p = 0 contributes to the sum in (39), so C (2) with k 1 from 2 to k − 2, e.g.
C (4)
C (5) 1;s = s−11
C (10)
1;s = − s−24
The alternation in '+' and '−' signs in expressions such as (44c) does not cause any difficulty during the evaluation as all terms on the right-hand side of expressions such as (44c) turn out to have the same overall sign, i.e. C The p = 2 terms are the quadratic combinations of the lower-order constants, C
, and appear for k 6, these terms are
C (7)
2;s = − s−17 
C (9) 2;s = − s−23
C (10) 2;s = s−24
The third-order combinations C (k) 3;s of van der Waals constants, C
, appear for k 8, e.g.
C (8)
3;s = − s−18 s 1 =6 C (2) s 1 s−12−s 1 s 2 =6 C (2) s 2 s−6−s 1 −s 2 s 3 =6 C (2) s 3 a (2) 3;s−s ;(50)
C (9)
3;s = s−23
3;s−s + 3
C (10)
The fourth-order combination C (k)
4;s appears only for k 10, e.g.
4;s = s−24
These equations are sufficient to produce formulae for C An asymmetry of equations (44b)- (52) with respect to the even-and odd-order coefficients occurs because the even-order constants C (k) s contribute to the odd-order constants starting from the lowest possible value of s = 3k + 2 (k 5). But the odd-order constants appear in expressions for the even-order constants C (k) s only for s 3k + 4 (k 6), giving no contribution to the constants with the lower index s = 3k and 3k + 2.
Details of the dispersion coefficient calculations
The quantities a (k) p;s are the fundamental two-atom matrix elements from which the dispersion coefficients are generated. They consist of an angular part (discussed later) and a radial part which is represented by the basic radial matrix element
(54) The p i are non-negative integers with k−1 i=1 p i = p, which denote the number of excess radial two-atom Green functions, g J J , in the matrix element. The Green function can be written in pseudo-state notation [25] [26] [27] [28] as
where n i denotes a radial pseudo-state with angular momentum J i and energy E n i . The summations are carried out over the complete pseudo-state basis and thus implicitly include the effects of the entire atomic eigenspectrum. The only exception occurs when J i = J i = 0. The two-atom ground state |g0 |g 0 is excluded from the sum over n i n i . The only impact of the p extra Green function in the pseudo-state expansion is to increase the power of the relevant energy denominators. The l i in (54) denote the polarity of the transitions between those states. For s-state atoms one has
The lowest-order terms C (2) and C (3) have already been discussed and calculated elsewhere [18, 20] , but second-and third-order terms very similar to these contribute to the higher order dispersion coefficients so the formalism for the C (2) and C (3) terms is now given.
Second-order terms
Using the notation, s = 3k + 2λ, the second-order term is a (2) 
and the radial matrix element is
0;6+2λ . The a (2) p;6+2λ with p > 0 appear in expressions for the fourth-and higher order dispersion coefficients.
Third-order terms
The third-order term with s = 3k + 2λ + 2 a
with λ = 0, 1, 2, . . . , and where A l 1 l 2 l 3 and B λl i l i are defined as [18, 20] :
and the quantities L and L satisfying,
We adopt the notation for the third-and higher orders that 0;11+2λ . The radial parts P
depend on the lower index p and consist of all the distinguishable expressions that can be obtained by distributing the p additional Green functions among the existing Green functions in (54). For example,
The general expression for the matrix elements
The general expression for the a (k) p;s matrix element depends on whether k is even or odd. For an arbitrary even-order term a (2n) p;2λ+6n , n = 2, 3, 4, . . . , which may appear in (40), a general expression may be written:
where λ = 0, 1, . . . , and P is the generalization of the radial matrix elements (63a)-(63d) to additional intermediate states. The angular factor Q is independent of the lower index p and is written taking into account equalities
with
However, the angular factors Q depend on an additional set of 2n − 3 integer indices k 2 , k 3 , . . . , k 2n−2 , of which the radial matrix elements P are independent (for convenience, the indices are numbered starting from 2). These indices run over all integer numbers allowing for the angular momentum selection rules [23] . For n = 2 the product over j in (66) turns into unity. Equation (66) includes the product of (4n − 4) angular coefficients, of which (3n − 3) are Clebsch-Gordan coefficients and the other (n − 1) are 9j symbols, for which the common notation is used [23] . Equation (66) is completely general and is valid for all orders of perturbation theory and specific expressions for a (2n) p;6n+2λ with n 2 are obtained by simple substitution.
The sums in (65) run over all possible values that are compatible with parity and angular momentum selection rules with the restriction that l i > 0. The number of terms in (65) increases rapidly as n and λ increase. This is illustrated in table 1. To put this in perspective, there were 33 450 435 different angular combinations for C (6) 30 and 14 533 918 possible angular combinations for C (7) 29 . The combinations of radial matrix elements involving p additional Green functions are easy to generate. One simply generates all the distinguishable expressions that can be obtained by distributing the additional Green functions among the existing Green functions in (54). One Table 1 . The number of terms in the angular sums leading to the C (k) s dispersion parameter. can express this formally as a (2n − 1)-fold summation
Even orders
The factors P
are combinations of the (2n + 1)th-order radial matrix elements similar to those of (63a)-(63d), independent of the set of 2n − 2 additional integer indices k 2 , k 3 , . . . , k 2n−1 over which the summation of the angular factors is carried out.
The expressions for (65), (69) and (70) are symmetric about their mid-points and this symmetry may be used conveniently in generating formulae for the higher-order coefficients C (k) s . Equations for k = 4, 5 and 6 are given below while expressions for k = 7 to 10 can be found in the appendix.
Fourth-order terms
The fourth-order dispersion coefficient, obtained from (39), (40), (65) and (66) is written as
where a (4) 
is a linear combination of the fourth-order two-atom radial matrix elements. The second line of (66) is unity for n = 2 and so the angular coefficients are
These expressions are consistent with those obtained previously [18] . The angular momenta of the intermediate states, i and i , are denoted by J and J , and the polarity of the transitions between the i − 1 and i states are denoted by l i and l i . For initial states with angular momentum J 0 = J 4 = 0 one has J 1 = l 1 , J 1 = l 1 , J 3 = l 4 and J 3 = l 4 . The radial matrix element combinations are defined as follows:
The symmetry of the radial matrix elements about their mid-point has been exploited to give simpler expressions for the P
matrix elements. The program used to evaluate the numerical values of the dispersion coefficients did not exploit this symmetry, thus permitting an additional check of the computer program used to do the calculations.
Fifth-order terms
The negative fifth-order dispersion coefficients C (5) s for odd s 17 are:
where λ = 0, 1, 2, . . . , and λ 2 = λ − λ 1 . The second-order and third-order van der Waals coefficients, C , both contribute to C (5) s . Usage of the absolute magnitudes of the odd-order C (2n+1) 6n+5+2λ 1 coefficients on the right-hand sides of equations such as (77) does simplify the alternation of '+' and '−' signs.
The actual expression for a (5) p;17+2λ is a
The factors Q are those presented in (74). The indices (powers) of the atomic multipole moments obey the following conditions, which hold both for l i and l i equivalently:
The multiple sums are over all the angular momenta and access all the possible values compatible with the triangle and parity rules implied by the Clebsch-Gordan and 9j coefficients. The two-atom radial matrix elements used here are
Sixth-order terms
The sixth-order corrections to the even-order dispersion coefficients for C s (s 18) are C (6) 18+2λ = a (6) 
where λ is a non-negative integer. In the first of the summations one has the constraint, λ = λ 1 + λ 2 , with all values being non-negative integers. In the second of the summations (the two-fold summation), the constraint λ = λ 1 + λ 2 + λ 3 applies and once again all values are non-negative integers. The last term could be included into the first summation, but it does not contribute to the dispersion coefficient for λ < 2, i.e. for C (6) s<22 , in accord with the general asymmetry between the even-and odd-order coefficients (see the third paragraph following (53)). Therefore it is subject to the constraint λ − 2 = λ 3 + λ 4 , with λ 3 and λ 4 being non-negative integers. The terms involving the product of two factors (the second and the last summations) make a negative contribution to C (6) 18+2λ , while the terms involving the product of three factors (the two-fold summation) make a positive contribution. This type of sign alternation is a feature of the general expression for C (k) s . All terms in (82) have been previously defined except for a (6) p;18+2λ which is written as a (6) 
The radial matrix elements that arise are
We note that in our original derivation, the explicit expressions for the dispersion interactions were derived from the nth-order energy identities in a piecemeal manner. The recursive expressions, (40), (65), (66), (69) and (70), were developed later and generated results that were identical to those derived previously.
Calculations of the dispersion coefficients

The pseudo-state basis
All the dispersion coefficients computed in this paper were computed by first diagonalizing the non-relativistic Hamiltonian for hydrogen in a large basis of Laguerre-type orbitals (LTOs) introduced by Stelbovics for electron scattering calculations [29] , namely
where the normalization constant is
is the angular momentum of the orbital and n α is an integer satisfying n α > . The function L (2 +2) n α − −1 (2λ α r) is an associated Laguerre polynomial that can be defined in terms of a confluent hyper-geometric function [30] as
A common exponent of λ = 1.0 was used for all values. The radial wavefunctions were placed on a numerical grid and all matrix elements computed by Gaussian quadratures. This was done for reasons of convenience as the diagonalization could be done with an existing program used in previous calculations of the dispersion parameters and the structures of positronic atoms [27, 31] .
Once the Hamiltonian diagonalization was complete, sum rules involving radial matrix elements were used to determine the dispersion parameters. The dimensionality of the pseudostate expansions used in the evaluation of any a (k) p;s is given in table 2.
Evaluation of pseudo-state sums
The number of radial terms in the pseudo-state sum is easily estimated as N 2k−2 where N is the number of pseudo-states. The time taken has the potential to grow explosively as k (and N) increase. For example, setting N = 6 for a tenth-order calculation results in 10 14 terms in the pseudo-state sum. The first term of tenth-order, namely C (10) 30 has 1764 different angular combinations, so one has to sum with 1.8 × 10 17 terms! On a single CPU machine, an optimistic estimate of the evaluation rate would be 10 8 terms/s yielding a total calculation time of 1.8 × 10 9 s or 57 years. The problem is reduced to manageable proportions by using a divide and conquer strategy. The expression involving the products of radial matrix elements and energy denominators can be factorized leading to enormous gains in computational efficiency. The strategy for doing this
the terms in the brackets in (91) can be replaced and the matrix element sum reduces to
The pre-calculation of S
results in the elimination of four of the sums in the final expression for P. This leads to an overall decrease in evaluation time by a factor of about 1000. In practice, this contraction scheme was only used to evaluate the fifth-and sixth-order dispersion parameters.
For the seventh-tenth orders an even more efficient factorization was utilized. Since, a contraction over one of the i 1 , i 1 pairs resulted in a massive speed-up, it is clear that an even bigger speed-up could be obtained by contracting over two of the intermediate sums. Consider the generalized matrix obtained by contracting over
It is then possible to write
This second scheme was used for the evaluation of the seventh-, eighth-, ninth-and tenth-order contributions to the dispersion coefficients. The speed-up for these calculations would be by a factor of approximately N 8 . With N = 8 this indicates an increase in computation speed by a factor exceeding 10 6 . The gains in CPU speed are at the expense of memory storage. In effect, instead of doing the i 1 , i 1 , i 2 , i 2 contractions repeatedly for the g, g → i 3 , i 3 transition, it is done once and all the possible outcomes are placed in a memory store. This storage cannot be done naively, the Fortran compiler we used allowed seven levels of indexing, and S
indices. So some care needed to be taken when deciding how to pack the S
array into memory. Even when this is done, the memory requirements are still considerable.
The factorizations adopted do not represent the only possibilities. It would probably be possible to perform factorizations including the angular factors as well. Contractions over three intermediate states could also be done. And it would be possible to do a contraction over an intermediate state connecting two arbitrary states i, i → j, j rather than just the 0, 0 → j, j states.
However, the goal of the present investigation was to determine the C (k) s coefficients up to k = 10 and s = 30 with an accuracy of 0.1% or better in all individual terms. Since this can be achieved with the present approach, further investigations of more efficient (and more complicated) factorization schemes were not made. 
Results
The convergence of the pseudo-state expansion was generally quite rapid as can be seen from table 3. For C 11 it is seen that each additional basis function improves the accuracy by a factor of 10. As s and k get larger it is noted that the convergence rate slows. What happens for a (6) 0,22 and a (8) 0,26 is that calculations with two or three basis functions lead to significant underestimations, with the underestimation being more prominent the smaller the value of N. The convergence pattern here is that the dispersion parameters increase while the first basis functions are being added, with about five pseudo-states being required before 1% accuracy is attained. Thereafter, convergence is more rapid with the accuracy then improving by a factor of 10 as each additional basis function is added.
The results of the calculations for the C table 5 . These coefficients are complete in that all the contributing orders k of perturbation theory are included. The relative contributions of the three lowest orders of perturbation theory to each C s are also listed. The final values of the C 26 , C 28 , C 30 coefficients are slightly different from published previously [21] . The evaluation of a (8) p,s in [21] did not include all the allowable terms. The impact of this omission was largest for C 30 and the overall increase in the value published in [21] was 0.0005%.
One long standing issue in the theory of dispersion interactions is the question of whether the inverse power series is absolutely convergent. Dalgarno and Lewis showed that the multipolarity series of H-H diverged at all inter-nuclear separations in the Unsold mean-energy approximation [32] . Somewhat later it was shown that the exact multipole series for the H-H interaction was an asymptotic series [33, 34] . The divergent nature of the H-H dispersion Odd orders series as revealed by the factorial-type increase of the C s with s evident in table 5 is an inherent property of the 1/R expansion [15, 32] . There has been some discussion about whether this divergence is the result of the use of an asymptotic interaction (i.e. only the part of r k < r k+1 > with r < R) in the perturbation expansion [32] . Dalgarno and Lewis evaluated the second-order expression for the energy exactly (without making the multiple expansion) and then noted that a 1/R expansion of their expression yielded the same coefficients as the multiple expansion. In effect, the 1/R expansion of the polarization series gives an asymptotic series irrespective of how it is constructed. One consequence of this is that the use of only one part of r k < r k+1 > (as in (2) and (3)) in the perturbation series automatically results in a 1/R expansion which is asymptotic in nature. This does not mean that the exact dispersion interaction is asymptotic in nature, since use of the momentum space form of the electron-electron interaction (avoiding the use of the asymptotic interaction) gave a multipole expansion of the dispersion interaction which was convergent [25, 26] .
Even orders
A related problem is whether the perturbation series of the Stark effect is convergent. This series has also been shown to be an asymptotic series [35] since the Stark operator is unbounded. It should be noted that the Stark series is asymptotic in the order of perturbation series whereas the dispersion series is asymptotic in the order of multipole interaction. An Table 5 . The C s dispersion coefficients (in atomic units) up to s = 30 taking into account all contributing orders perturbation theory. The digits that are believed to have some uncertainty are underlined. The relative importance of the three lowest order terms is shown as the parameters C interesting question is whether the dispersion series is asymptotic in perturbation order as well as in multipole order. Table 5 shows the higher-order terms become increasingly important as s increases and the ratios C without exception increase as s increases. For the odd C s , the fifth-order and higher order terms comprise 14% of C s by s = 29. At s = 30, the sum of the fourth-and sixth-order contributions is actually larger than C (2) 30 (note, it was already known that C (4) 32 > C (2) 32 [20] ). In addition, the factorial increase with the perturbation order of coefficients occurring for terms containing only dipole-dipole interactions, e.g. C (2) 6 , C (4) 12 , C (6) 18 , C (8) 24 , C (10) 30 , is evident from table 4. This suggests that the dispersion series for the interaction given by (2) is asymptotic in perturbation order as well as polarity. This would be consistent with the perturbation series for the Stark effect [35] .
It would certainly be interesting to apply the Fourier transform technique of Koide et al [25, 26] to the present approach since this would probably permit the construction of a mathematically well-behaved dispersion interaction that was valid for all polarities and to all orders of perturbation theory. This would then permit calculation of the dispersion interaction to arbitrary precision (at least for atomic hydrogen) without any of the concerns that arise from the use of an interaction that is only valid in the asymptotic region.
Comment on accuracy checks
The final estimates for the C s presented in this work are the result of a very complicated theoretical analysis and some quite complicated programs. Under these circumstances it is quite possible for a mistyped index to result in incorrect results. So some consistency checks were made prior to submission.
In the first case, although the case considered two identical atoms, this symmetry was not built into any of the programs. So radial matrix elements from different sized LTO expansions were fed into the program for the i and i atoms. When these expansions are swapped between the i and i data entry streams one of course expects the ensuing dispersion coefficients to remain unchanged.
In the second instance, a coefficient s
was defined which consisted solely of the angular parts of (65) and (70) (k) s . Application of these checks did catch some typing errors in the programs used to compute the dispersion coefficients.
Comment about the H-H dispersion coefficients
Prospects of synthesizing anti-hydrogen in the laboratory have led to interest in the exact nature of the interaction between hydrogen and anti-hydrogen [36, 37] . So some comments on the nature of the H-H dispersion series are in order.
One feature of the dispersion series that increases its usefulness for normal atom-atom interactions is the oscillatory nature of the series for s 11. It is normal practice to truncate dispersion interaction at the C 10 level since contributions of the higher C 11 , C 12 , . . . multipoles tend to cancel each other (and they are more tedious to compute). However, this is not true for the interaction of the hydrogen atom with anti-hydrogen.
There are two factors that can potentially contribute to the alternation of signs in the H-H dispersion series. One factor is the number of energy denominators which depends on the order of perturbation theory and the number of excess Green functions. As mentioned earlier (see the text below (44c)), terms with an odd number of energy denominators make an attractive contribution to the dispersion series while an even number results in a repulsive contribution. The other factor is the sign of the interaction. The electron-electron interaction is repulsive so it has positive matrix elements. Hence, as one goes to higher order terms in the perturbation series, the overall sign of the matrix elements themselves does not change (e.g. all the a (k) p;s are positive). However, the H-H dispersion interaction arises from the attractive electron-positron interaction which will have negative matrix elements. Therefore it is necessary to multiply (2) by −1. In this case, the products of radial matrix elements will alternate in sign as the order of perturbation theory increments by 1. The net result of the alternating sign of the matrix elements and the Green function is to leave the magnitude of the final C s dispersion coefficient unchanged and to make the odd-order part of the dispersion series attractive. So the H-H dispersion coefficients are obtained from table 5 by simply taking the absolute magnitude of all the entries.
When the H-H dispersion series is truncated at the C 10 term one finds that inclusion of the higher C s terms could change the potential by 0.06% at R = 16a 0 . The impact of the truncation is larger for H-H interaction since there are no cancellations between the different terms. Here the impact of the terms with s 11 would be 0.2%.
Conclusions
The present paper describes the evaluation of the dispersion interaction to all orders of perturbation theory. The only limitations on the ability to extend the calculation indefinitely are those imposed by computing power. The dispersion interaction for two hydrogen atoms including all terms up to C 30 was accessible with a reasonably new Linux/Intel workstation with 2.0 GB memory. In the worst case, namely C 30 , the dispersion coefficients are accurate to about 1 part in 10 7 , although this level of precision does go beyond the underlying accuracy of the non-relativistic theory of the ground state of hydrogen. The present work represents an order of magnitude improvement in sophistication since the most extensive previous work on this topic [20] only considered terms up to fourth order in perturbation theory.
The evaluation of the dispersion expansion required the development of a completely general formalism that could be used recursively to generate expressions for C (k) s that are valid for any k and s. The present approach, in principle, could be taken further to generate dispersion coefficients of even higher k and s. The general expressions are suitable for application to any pair of atoms with one active electron. While the present ideas can be applied to any multi-electron atom, the general formulae for the angular momentum reduction of a (k) s do not have the most natural coupling for treatment of multi-electron atoms. It would be necessary to reformulate the final expressions in terms involving sums of multi-electron reduced matrix elements over the pseudo-state basis.
A divide and conquer strategy was used to expedite the evaluation of the 2k − 2-fold sums in the perturbation theory expansion. The almost unmanageable 18-fold sum for a (10) 0;30 was reduced to two 4-fold sums (and appropriate storage of the super-matrix) and one 10-fold sum. This type of efficiency gain could be further extended into a recursive algorithm, somewhat similar in concept to the quick-sort or fast Fourier transform algorithms [38] which rely on successive sub-division of the calculation into components that are half the size of the next biggest components. Such an approach may also be applicable to other problems in high-order perturbation theory.
A.1. Seventh-order terms
The seventh-order coefficients start at C 23 and one has
where λ = 0, 1, 2, . . . , is a non-negative number. In the single summation one has λ = λ 1 + λ 2 where λ 1 and λ 2 are non-negative integers. In the two-fold summation, the relation λ = λ 1 + λ 2 + λ 3 is obeyed and all the λ i are non-negative integers.
The first term of (A.1) is written using (65) and (66) to give a (7) p;23+2λ =
The radial matrix elements that are needed to get to C (10) 30 are
A.2. Eighth-order terms
The eighth-order van der Waals coefficients start at C 24 . The final expression is
where λ = 0, 1, 2, . . . , while all the λ i are non-negative integers and obey the constraints λ 1 + λ 2 = λ, or λ 1 + λ 2 + λ 3 = λ, or λ 1 + λ 2 + λ 3 + λ 4 = λ. In the second sum over λ 1 , the upper limit is λ − 2 so this sum only contributes for λ 2. A similar restriction occurs for the fourth term with the summation limit of λ − 2 − λ 1 .
The a (8) p;24+2λ matrix element is a (8) where λ = 0, 1, 2, . . . , while all the λ i are non-negative integers and obey the constraints λ 1 + λ 2 = λ, or λ 1 + λ 2 + λ 3 = λ, or λ 1 + λ 2 + λ 3 + λ 4 = λ. Any terms with a factor of λ − 2 in the summation limit only make a contribution when λ 2. Finally, the ninth-order term, a (9) p;29+2λ , is written as a (9) p;29+2λ = where λ = 0, 1, 2, . . . , while all the λ i are non-negative integers and obey the constraints λ 1 + λ 2 = λ or λ 1 + λ 2 + λ 3 = λ, or λ 1 + λ 2 + λ 3 + λ 4 = λ, or λ 1 + λ 2 + λ 3 + λ 4 + λ 5 = λ. Summations with an upper limit of λ − 2 only contribute when λ 2. The a (10) p;30+2λ matrix element is a (10) p;30+2λ = 
