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Re´sume´
La compre´hension des processus conduisant a` la formation des e´toiles est l’un des enjeux majeurs
de l’astrophysique contemporaine. Au sein des nuages conduisant a` la formation d’e´toiles, les
conditions de tempe´rature, pression, etc... sont telles qu’il est impossible de les reproduire
par l’expe´rience. C’est pourquoi la simulation nume´rique reste le seul moyen d’e´tudier les
phe´nome`nes physiques intervenant dans le processus de formation des e´toiles et ainsi de ve´rifier
la the´orie. Ma the`se est axe´e autour des me´thodes nume´riques utilise´es dans le contexte de la
formation d’e´toiles, phe´nome`ne multi-e´chelles et hautement non-line´aire, ne´cessitant l’utilisation
d’outils bien adapte´s.
Dans cette the`se autour de l’e´tude des premie`res phases de l’effondrement de coeurs denses
pre´stellaires, mon travail s’est divise´ en 4 parties lie´es. Dans une premie`re e´tude, j’ai utilise´ un
code lagrangien 1D a` syme´trie sphe´rique (Audit et al. 2002) pour comparer plusieurs mode`les
traitant plus ou moins pre´cise´ment le transfert radiatif et l’interaction matie`re-rayonnement.
Cette comparaison est base´e sur des calculs simples d’effondrement gravitationnel conduisant
a` la formation du premier coeur de Larson. J’ai aussi tire´ be´ne´fice de ce premier travail
pour e´tudier les proprie´te´s du choc d’accre´tion sur le premier coeur de Larson. Nous avons
de´veloppe´ un mode`le semi-analytique permettant de reproduire les proprie´te´s de saut au choc
en partant d’hypothe`ses bien connues. Ayant valide´ les me´thodes utilise´es pre´ce´demment, nous
avons retenu l’approche de diffusion a` flux limite´ que j’ai ensuite inte´gre´e avec les e´quations
de l’hydrodynamique radiative dans le code AMR RAMSES (Teyssier 2002). Apre`s validation
des sche´mas imple´mente´s, nous avons utilise´ RAMSES pour re´aliser des effondrements multidi-
mensionnels avec champ magne´tique et transfert radiatif. Nous avons ainsi re´alise´ les premie`res
simulations combinant les effets du champ magne´tique et du transfert radiatif aux petites e´chelles
avec une grande pre´cision. Nos re´sultats montrent que le transfert radiatif a` un impact signifi-
catif sur la fragmentation au cours de l’effondrement des coeurs denses pre´stellaires. Enfin, j’ai
re´alise´ une comparaison du code RAMSES (approche eule´rienne) et du code SPH DRAGON
(Goodwin 2004, approche lagrangienne). Nous avons e´tudie´ l’impact de la re´solution nume´rique
sur la conservation du moment angulaire et la fragmentation. Nous avons montre´ qu’en utilisant
des crite`res de re´solution forts et bien supe´rieurs aux crite`res usuels de la litte´rature, les deux
outils convergent et semblent donc bien adapte´s a` la formation d’e´toiles.
viii Re´sume´
Abstract
One of the priorities of contemporary astrophysics remains to understand the mechanisms which
lead to star formation. In the dense cores where star formation occurs, temperature, pressure,
etc... are such that it is impossible to reproduce them in the laboratory. Numerical calculations
remain the only mean to study physical phenomena that are involved in the star formation
process. The focus of this thesis has been on the numerical methods that are used in the star
formation context to describe highly non-linear and multi-scale phenomena. In particular, I
have concentrated my work on the first stages of the prestellar dense cores collapse.
This work is divided in 4 linked part. In a first study, I use a 1D Lagrangean code in
spherical symmetry (Audit et al. 2002) to compare three models that incorporate radiative
transfer and matter-radiation interactions. This comparison was based on simple gravitational
collapse calculations which lead to the first Larson core formation. It was found that the Flux
Limited Diffusion model is appropriate for star formation calculations. I also took benefit from
this first work to study the properties of the accretion shock on the first Larson core. We
developed a semi-analytic model based on well-known assumptions, which reproduces the jump
properties at the shock. The second study consisted in implementing the Flux Limited Diffusion
model with the radiation-hydrodynamics equations in the RAMSES code (Teyssier 2002). After
a first step of numerical tests that validate the scheme, we used RAMSES to perform the first
multidimensional collapse calculations that combine magnetic field and radiative transfer effects
at small scales with a high numerical resolution. Our results show that the radiative transfer
has a significant impact on the fragmentation in the collapse of prestellar dense cores. I also
present a comparison we made between the RAMSES code (Eulerian approach) and the SPH
code DRAGON (Goodwin 2004, Langrangean approach). We studied the effect of the numerical
resolution on the angular momentum conservation and on the fragmentation. We show that the
two methods converge, provided that we use high numerical resolution criteria, which are much
greater than the usual criteria found in the literature. The two methods then seem to be adapted
to the study of tar formation.
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The most exciting phrase to hear in science, the one that heralds new discoveries, is not
’Eureka!’ (I found it!) but ’That’s funny ...’ Isaac Asimov (1920 - 1992)
I
n this first chapter, we briefly review our knowledge of the low mass star formation
process. We first present the famous low mass star evolutionary sequence, defined from the
theoretical and observational points of view. In a second part, we recall what observations tell
us about star formation regions. Then, we review the theoretical work that has been done in
the field. In the third part, basic concepts, useful for the following chapters, are introduced. In
this chapter, we focus on the collapse of prestellar cores and do not address the issue of their
formation processes. Eventually, I introduce the different parts of this work.
2 Our current understanding of low mass star formation
1.1 Introduction
Stars are the main source of luminous matter in the universe. By transforming gas into star, star
formation is a dominant process in the interstellar cycle. During its life, a star burns its hydrogen
and forms most of the heavy elements that make the world around us. When a star dies, it can
explode as a supernova that will trigger star formation in compressed surrounding regions. Star
formation can also determine the evolution and the structure of galaxies. Consequently, it is of
prime importance in astrophysics to understand how stars form. Although star formation is a
very common process, we do not completely understand it. We know that three solar masses of
molecular gas per year are transformed into stars in the Galaxy. It is also established that stars
form from the gravitational collapse of molecular dense cores, essentially composed of H2 and
He. Observations of dynamical star forming regions remain challenging, since most of the star
forming regions in our Galaxy are opaque to optical radiation and quite far away (∼ 100 pc).
At this distance, the astronomical unit (AU), the Sun-Earth distance, cannot be resolved by
present day telescopes... During the past twenty years, significant progress and breakthroughs
have yet been done in the observational field, thanks to the development of observing techniques
in the submillimeter and in the millimeter wavelengths.
Low mass stars (M< 8M⊙) form in a short time compared to their Kelvin-Helmholtz time,
tKH = GM
2/RL (L is the luminosity of the star), which is the time for a star to radiate its
gravitational energy. The limit between low and high mass stars remains arbitrary (McKee and
Ostriker 2007). Low mass protostars have their luminosity dominated by accretion and form
from dense cores that have masses close to the thermal Jeans mass. Dense cores are formed
by the fragmentation of big molecular clouds. These fragments are initially near equipartition
between thermal, magnetic and turbulent pressures (Mouschovias 1991). Their evolution is
governed by various mechanisms such as turbulence dissipation (Audit and Hennebelle 2005;
Ballesteros-Paredes et al. 2007; Nakano 1998), ambipolar diffusion (e.g. Basu et al. 2009; Shu
et al. 1987) or outside impulse (Bonnell et al. 1997; Hennebelle et al. 2003).
1.2 The low mass star evolutionary sequence
1.2.1 An overview and definitions
The low mass star formation process can be divided into three steps (Andre´ et al. 2000) and
involves a series of different stages:
• the prestellar phase during which the gravitationally-bound dense core condenses isother-
mally, the energy increases because of gravitational compression and is radiated away by
dust (Larson 1969): this is the first collapse phase. The density profile in the core becomes
steeper and tends to a profile ρ ∝ r−2 independently of initial conditions (e.g. Foster and
Chevalier 1993). The infalling gas is in a supersonic free-fall regime. When the density
increases, the gas becomes optically thick. The radiation is trapped and the gas begins to
heat up adiabatically. This occurs at a typical density ρad ∼ 10−13 g cm−3. The central
region reaches an hydrostatic equilibrium state. The first core, named the first Larson
core is born. Its typical radius is Rfc ∼ 5 AU and its initial mass is Mfc ∼ 0.01 M⊙.
Because of gravitational contraction, the core temperature grows up and once it reaches
2000 K, the endothermic dissociation of H2 triggers a second collapse phase, of polytropic
index γeff ∼ 1.1 (Masunaga and Inutsuka 2000b). The infall velocity becomes very large
(> 20 km s−1)and the first core is quickly engulfed, within a few 103 yr. When the central
density reaches the stellar density of ρ⋆ ∼ 1 g cm−3, a new protostellar object of radius
R ∼ 3− 5 R⊙ forms in the center, the second Larson core.
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Figure 1.1: Evolution of the central temperature as a function of the central density for a
collapsing dense core. Taken from Andre´ et al. (2008), and based on Masunaga and Inutsuka
(2000b) results.
• the protostellar phase: this is the main accretion phase. The hydrostatic protostellar ob-
ject builds up its mass by accretion from a surrounding infalling envelope. During this
phase, the accretion is time dependent. Angular momentum conservation leads to the
formation of an accretion disk. Through the accretion shock, potential energy of the ac-
creted material is radiated away. The estimate of the amount of energy radiated away
is of prime interest since it determines the entropy level of the protostellar object. It is
admitted that protostars radiate the accretion luminosity Lacc = GMM˙acc/R⋆. A rarefac-
tion wave propagates from the center to the envelope at the speed of sound. The density
profile varies as ρ ∝ r−1.5 and the radial velocity as v ∝ r−0.5 (Shu 1977). Observations
of this accretion phase show material bipolar outflows and jets along the rotational axis
(Bachiller 1996). A contemporary challenge is to reproduce this observed outflow veloci-
ties with multidimensional magneto-hydrodynamics numerical calculations (Banerjee and
Pudritz 2006; Hennebelle and Fromang 2008; Machida et al. 2007; Mellon and Li 2009).
• the pre-main sequence phase: the protostar has almost its final mass and starts to burn
deuterium at T∼ 106 K. The protostar appears on its birth-line (Stahler 1988) and can be
observed in the optical, even though the concept of birth-line is probably inappropriate
(Baraffe et al. 2009). The protostar contracts in a quasi-static way in a Kelvin-Helmotz
time (107 yr) and the temperature continues to increase until hydrogen fusion starts at
107 K. A star is born and has reached the main sequence. For instance, the Sun is at the
middle of its life on the main sequence. The modeling of this step is only accessible by
steady state calculations (e.g. Chabrier and Baraffe 2000).
Figure 1.1 shows the central temperature evolution obtained by Masunaga and Inutsuka
(2000b), using a 1D spherical code, which integrates radiation hydrodynamics equations. This
corresponds to the prestellar phase described above. The cloud remains isothermal during the
first collapse phase. Once the compression rate exceeds the radiative cooling rate, the central
temperature increases above the equilibrium initial temperature ∼ 10 K. The temperature in-
creases with the density first with a slope that corresponds to an adiabatic index (or ratio of
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specific heats) γ = 5/3. At low temperature, H2 is at its ground state, since its rotational de-
grees of freedom are not excited. When the temperature exceeds 100 K, the rotational degrees of
freedom are excited and γ = 7/5. We show in part 1.5.2 that the critical value for gravitational
instability to proceed is γcrit = 4/3. The adiabatic gas is thus supported by the thermal pressure
against self-gravity. This defines the first core. When the temperature exceeds ∼ 2000 K, the
dissociation of H2 starts and acts as an efficient coolant of the gas. The binding energy of H2
is about 4.48 eV, which is much larger than the thermal energy per hydrogen molecule in this
temperature regime. The adiabatic index becomes γ ∼ 1.1 < γcrit and the second collapse phase
proceeds. Eventually, the central density reaches a stellar value ρ⋆ ∼ 1 g cm−3 and a hydrostatic
protostellar object is formed in the center.
1.2.2 The empirical evolutionary sequence
Originally, Young Stellar Objects (YSO) were classified into three categories, according to the
logarithmic slope αIR = d log(λFλ)/d log(λ) of the observed Spectral Energy Distributions
(SEDs) in the near and mid-infrared. Going backward in time, we find Class III (αIR < −1.5),
Class II (−1.5 < αIR < 0) and Class I (αIR > 0) sources. The Class II and III correspond
to Pre Main Sequence (PMS) stars (”Weak-line” and ”Classical” T Tauri stars, respectively),
surrounded by a circumstellar disk. The Class I sources are the youngest YSO detected and
are interpreted as relatively evolved protostars, surrounded by both a disk and a circumstellar
envelope (M⋆ < Menv).
The recent progress in the infrared and millimeter techniques in the past two decades have
made possible a better understanding of low mass dense cores, prior to Class I stage. It is
related to compact condensations that are invisible at λ < 25µm. Three broad categories of
cores can now be distinguished within nearby molecular clouds and may represent an empirical
evolutionary sequence (Andre´ 2002; Andre´ et al. 2000): starless cores, prestellar cores and ”Class
0” protostellar cores. Starless cores are concentrations of molecular gas, which do not show
evidence of infall. They are observed in tracers such as C18O, NH3 or dust extinction. Prestellar
cores are denser and self-gravitating, without embedded YSOs (M⋆ = 0). They are observed in
sub-millimeter dust continuum and tracers such as NH3 or N2H
+ and exhibit evidence of infall
motions. All the starless cores do not evolve to prestellar cores. Prestellar cores are characterized
by large density contrasts over the local background medium (factor 5-10). Class 0 objects have
been introduced in Andre´ et al. (1993) and are well distinguished from other stages thanks to
observational properties, such as collimated CO outflows. They are young accreting protostars
observed in the first stages after the second core formation. Most of the mass of the system
remains in the envelope, in opposition with YSOs (M⋆ ≪Menv).
This empirical evolutionary sequence is summarized in figure 1.2, where Tbol is the bolometric
temperature, defined as the temperature of a blackbody, whose spectrum has the same mean
frequency as the observed spectrum.
1.3 Observational properties of individual low mass prestellar cores
1.3.1 Density and thermal structures
The density structure is estimated through the analysis of dust emission or absorption, mapping
of the optically thin (sub)millimeter dust continuum emission and mapping of dust absorption
against infrared emission. Under the assumption of spatially uniform dust temperature and
emissivity properties, the radial density profile of isolated prestellar cores is found to be flatter
than ρ(r) ∝ r−1 in their inner region (r ≤ Rflat ∼ 2500 − 5000 AU) and approaches a profile
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Figure 1.2: Empirical evolutionary sequence for the formation of a single star from a prestellar
cloud core to a Class III YSO. Taken from Andre´ (2002).
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Figure 1.3: Left: color composite of visible-light images of the famous dark cloud Barnard 68.
Right: radial surface density structure of Barnard 68. The dotted, solid, and dashed lines show
theoretical Bonnor-Ebert spheres with ξmax =6, 7, and 10, respectively. Red points with error
bars show the observed structure of Barnard 68 as determined from near-IR dust extinction
measurements (e.g. Alves et al. 2001). The cyan points show results of numerical simulations.
Taken from Burkert and Alves (2009).
ρ(r) ∝ r−2 beyond Rflat (Andre´ et al. 1996; Ward-Thompson et al. 1999). The typical central
density 1 is 105 − 106 cm−3 . The truncated isothermal Bonnor-Ebert sphere (Bonnor 1956;
Ebert 1955) provides a good fit to the data (e.g. Alves et al. 2001, see figure 1.3).
The thermal structure of prestellar cores is regulated by the interplay between various heating
and cooling processes. At high densities in the inner part of the cores (> 105 cm−3), the gas and
dust have to be coupled thermally via collisions (e.g. Goldsmith 2001). In the outer parts of the
cores, the dust and gas temperature are not expected to be the same. The dust temperature in
cores (8−12 K) is colder than the temperature in the clouds, ∼ 15−20 K (e.g. Ward-Thompson
et al. 2002). The gas temperature is estimated from the level of excitation of molecules such as
CO or NH3. The estimated gas temperature is 10-20 K (Evans 1999).
1.3.2 Kinematic structure
Dense cores have low internal velocities. During the Class 0 phase, subsonic velocities persist
in the outer parts of the core (Belloche et al. 2002). The gas motions inside the core (r < 2000
AU) are at best transsonic, with Mach numbers ≤ 2 (e.g. Andre´ et al. 2007). Belloche et al.
(2002) propose that the inner envelope is in the process of decoupling from the ambient cloud
(outer part) and corresponds to the effective mass reservoir (∼ 0.5 M⊙) from which the central
star is being built. Dense cores are yet rotating. Goodman et al. (1993) found that cores
typically have a rotational energy to gravitational energy ratio β ∼ 0.02. The corresponding
values of the specific angular momentum are four orders of magnitude larger than the actual
specific angular momentum of the solar system: this is the well-known angular momentum issue
in star formation. A significant amount of angular momentum has to be extracted during the
star formation process. Goodman et al. (1993) also found that β is roughly constant along a
1Density n in units cm−3 gives the number of particle per cubic centimeter. n = ρ/µmH, where µ = 2.375 is
the typical mean molecular weight for the molecular gas, with molecular hydrogen, helium and heavy elements
mass fractions X = 0.7, Y = 0.28 and Z = 0.02.
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Figure 1.4: Plot of observed mass-to-flux ratios as a function of the column density. Taken from
Heiles and Crutcher (2005).
cylindrical radius (solid body rotation).
1.3.3 Magnetic field structure
The magnetic field is present in the interstellar medium on all scales. Magnetic field is observed
using two techniques: measurement of the Zeeman effect and maps of linearly polarized dust
emission at submillimeter wavelengths. Magnetic fields measurements are then expressed in
terms of mass-to-flux ratio (the core mass divided by the magnetic flux) over critical mass-to-flux
ratio µ, at which the core is supported against self-gravity by the magnetic field. In supercritical
cores, this ratio exceeds 1 and the collapse can proceed. Figure 1.4 shows observed mass-to-flux
ratios corrected for projections effects, normalized by the critical mass-to-flux ratio, as a function
of the column density (Heiles and Crutcher 2005). Values in all cloud cores are scattered around
the critical mass-to-flux ratio, suggesting that cores are close to be magnetically supported. This
could imply that magnetic field is a dominant process for the formation of the prestellar cores,
and also for isolated star formation. However, these results remain quite controversial in the
community.
1.4 Theory
Recent reviews on the theoretical work done on star formation are compiled in Larson (2003),
Klein et al. (2007), McKee and Ostriker (2007), Larson (2007), Andre´ et al. (2008) and Klessen
et al. (2009). In this section, I briefly review some of the theoretical works that have helped to
built my background knowledge in the isolated low mass star formation field. Some interesting
studies are unavoidably missing in this non-exhaustive list.
1.4.1 Pioneer studies
Pioneer studies on star formation have been done by Larson (1969), Penston (1969) or Shu
(1977), which define two limiting cases for the gravitational collapse of an isothermal sphere. In
the Larson-Pentson solution, the cloud has initially a uniform density and the collapse proceeds
with a r−2 profile. The mass accretion rate onto the star is large and the collapse is highly
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Figure 1.5: Left: Radiation-hydrodynamics calculations of massive stars formation, where the
radiative pressure exceeds the gravitational force. The star drives gas outward around the polar
axis, inflating radiation filled bubbles both above and below the accretion disk. (Krumholz
et al. 2009). Right: Schematic picture proposed by Machida et al. (2008a) for the jet and
outflow driven from the protostar and the first core. Taken from Machida et al. (2008a).
dynamic. In the opposite case, the Shu solution assumes that the evolution of the r−2 profile is
quasi-static, so that the infall motions are negligible at the moment of protostar formation. Ini-
tial conditions are given by the singular isothermal sphere (SIS) configuration, which is the most
unstable hydrostatic equilibrium (Chieze 1987). The collapse proceeds from the center outwards
at the sound speed (expansion wave): this is the inside-out collapse. The mass accretion rate
is constant in time and slow. One finds a more general discussion of the family of self-similar
solutions in Whitworth and Summers (1985).
The first multidimensional calculations with rotation have been performed by Larson (1972),
Black and Bodenheimer (1975) or Tscharnuter (1975). These isothermal calculations suffer
from insufficient numerical resolution. However, these studies showed that even with rotation,
isothermal collapse produces a central density singularity. They suggested that the earliest
stages of star formation occur in qualitatively the same way even with rotation and magnetic
field, provided that these effects do not prevent the initial collapse.
1.4.2 Contemporary trend
A key question posed by observations and not yet answered, is the formation process of binary
and multiple systems. Bodenheimer et al. (2000) retain five possible mechanisms: capture,
fission, prompt initial fragmentation, disk fragmentation and fragmentation during the proto-
stellar collapse phase. These two last scenarii are the main topic of this work. Fragmentation
during protostellar collapse can produce binaries with a wide range of periods. To tackle this
issue, a wide variety of idealized initial conditions has been employed. The most famous is the
sphere in uniform rotation with a m = 2 density perturbation with 10-50% amplitude (Boss
and Bodenheimer 1979). After many studies treating the isothermal phase of the collapse (e.g.
Bonnell et al. 1991; Truelove et al. 1997), the transition to the optically thick regime has been
approximated by a barotropic EOS (Bonnell 1994; Klein 1999), which consists of a change in
the EOS from isothermal to adiabatic at a critical density ∼ ρad = 1 × 10−13 g cm−3 (Tohline
1982). Miyama (1992) studied the fragmentation of rotating cores and derived some criteria for
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the fragmentation as a function of the polytropic index. Today, it seems established that frag-
mentation within a collapsing cloud is not expected to occur in the isothermal phase. Tsuribe
and Inutsuka (1999) develop a semi-analytic model that supports this result.
Another key issue is the question of how stars acquire their final mass. Over the past
several years, two dominant models have emerged: the Direct Gravitational Collapse and the
Competitive Accretion. The Direct Gravitational collapse theory suggests that star forming
turbulent clouds fragment into cores that eventually collapse to make individual stars or small
multiple systems (Hennebelle and Chabrier 2008, 2009; Padoan and Nordlund 2004). In contrast,
the Competitive Accretion theory suggests that at birth, all stars are much smaller than the
typical stellar mass and the final stellar mass is determined by the subsequent accretion of
unbound gas from the clump (Bate and Bonnell 2005; Bonnell et al. 1998; Klessen et al. 1998).
The debate on the validity of the two scenarii remains open.
1.4.3 Up to date computational star formation: a brief state of the art
Numerical calculations are nowadays the most widely used tools for the theoretical study of star
formation. Thanks to the permanent increase of the computing power, models integrate a lot
of physical processes, such as magnetic field and radiative transfer. Stamatellos et al. (2007),
Attwood et al. (2009) use an hybrid method that integrates a simple model for the radiative
transfer in Smoothed Particle Hydrodynamics (SPH) calculations. Attwood et al. (2009) show
that an accurate description of the cooling and heating processes allows more fragmentation
in the absence of radiative feedback from protostars. Price and Bate (2007) present an origi-
nal method that integrates ideal magneto-hydrodynamics (MHD) equations in their SPH code
and find that the extra support due to magnetic field reduces the tendency of molecular cloud
cores to fragment. Whitehouse and Bate (2006) present the results of calculations studying the
collapse of molecular cloud cores performed using a SPH code with radiative transfer in the
flux-limited diffusion approximation. Price and Bate (2009) combine these two methods and
perform the first star cluster formation calculations with both radiative feedback and magnetic
field. They find that radiative transfer and magnetic field significantly reduce the fragmentation
process. Radiative transfer acts more at small scales (up to 5000 AU), whereas magnetic field
inhibits fragmentation at larger scales. Using a nested grid code, Machida et al. (2007, 2008a)
perform calculations modeling MHD equations with resistivity terms (ambipolar diffusion and
Ohmic dissipation), without radiative transfer, the thermal behaviour of the gas being modeled
with a barotropic EOS. They find that two distinct flows are driven by the first and second
core (see right panel of figure 1.5). They propose that the low-velocity flow from the first core
corresponds to observed molecular outflow, while the high-velocity flow from the protostar cor-
responds to observed optical jets. Machida et al. (2008b) explore the parameters space and
derive some criteria for the fragmentation of the first or second cores according to the initial
rotation of the core and to the strength of the magnetic field. Hennebelle and Fromang (2008)
use the AMR code RAMSES (Teyssier 2002), that integrates the ideal MHD equations and a
barotropic EOS, and find that the outflow emerging from the first core can be launched inde-
pendently from the high velocity jet launching. In a companion paper focused on fragmentation,
Hennebelle and Teyssier (2008) find that magnetic field, taken at observational values, inhibits
the fragmentation of the first core. Banerjee and Pudritz (2006) use the FLASH code with
ideal MHD and a cooling/heating function for the radiative transfer and study the collapse of
rotating, magnetized Bonnor-Ebert spheres. They find that a large scale outflow is driven by
toroidal magnetic pressure, whereas the jet is powered by magnetocentrifugal force. Eventually,
Krumholz et al. (2007b, 2009); Offner et al. (2009) use the ORION code, which integrates the
radiation hydrodynamics equations with the flux limited diffusion approximation, to study the
importance of the radiative feedback from protostars in massive and low mass star formation
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calculations. They find that radiative feedback has a great impact in the two cases. For massive
star formation, Krumholz et al. (2007b, 2009) find that the gravitational and Rayleigh-Taylor
instabilities channel gas onto the star system through nonaxisymmetric disks and filaments that
self-shield against radiation while allowing radiation to escape through optically thin bubbles.
They show that the radiation pressure does not limit stellar masses, but the instabilities that
allow accretion to continue lead to small multiple systems. Offner et al. (2009) demonstrate
that radiative feedback has a profound effect on accretion, multiplicity, and mass by reducing
the number of stars formed and the total rate at which gas turns into stars. Let us conclude
by pointing out that at present time, no grid based method integrates both magnetic field and
radiative transfer...
1.5 Gravitational collapse of dense core - Fundamentals
In this section, we derive the fundamental notions commonly used in the star formation field.
1.5.1 Virial theorem
The Virial theorem describes the equilibrium state of self-gravitating structure in the Universe.
Consider the simple case of self-gravitating material, without magnetic field and external pres-
sure. For a particle with mass m, position r and bound to a force F, the Fundamental Principle



















The quantity F.r is called Virial. Let us now consider a system of particles with mass m, their































F.r in equation (1.3) is the gravitational potential energy Ω of the system.
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1.5 Gravitational collapse of dense core - Fundamentals 11
which means that at equilibrium
2T +Ω = 0. (1.7)
This simple relation expresses the fact that in our simple model, thermal support, i.e. particle
motions, balances collapse due to gravitational interaction. It is worth to derive relations giving













Note also that equation (1.7) gives an instability criterion for an isolated, uniform density and
isothermal sphere













where mass M has been expressed as a function of R and density n = ρ/µmH . A cloud is
unstable if its mass exceeds the critical mass Mcrit.
1.5.2 Jeans mass and length
Another fundamental point of gravitational collapse theory is the concept of Jeans length and by
extent of Jeans mass due to gravitational instability (Jeans 1902). The Jean length is estimated
using a simple linear analysis of the gravitational stability of an infinite and uniform medium.
This medium is isothermal, and we do not consider magnetic field and macroscopic motions.




+∇ (ρu) = 0 (1.11)
• Momentum conservation, with Φ the gravitational potential
∂ρu
∂t
+∇ (ρu⊗ u+ P I) = −ρ∇Φ (1.12)
• Total energy conservation (E = e+ ρu22 )
∂E
∂t
+∇ [u (E + P + ρΦ)] = −ρu∇Φ (1.13)
To solve this system, let us introduce the Poisson equation that links the density field to the
gravitational field
∆Φ = 4πρG. (1.14)
Consider a perturbative development, using index 0 for equilibrium quantities and index 1
for the perturbed quantities. The initial conditions are such that the velocity is zero (u0 = 0).

u = u1
ρ = ρ0 + ρ1
Φ = Φ0 +Φ1
(1.15)
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We now linearize the Euler system of equations and with the isothermal speed of sound c2s =
P/ρ = kT/µmH , we have
∂u1
∂t







= − ρ0 (∇ · u1) (1.17)
∇2Φ1 = 4πGρ1. (1.18)
The divergence of equation (1.16), the temporal derivative of equation (1.17) and the com-
bination of the three previous equations
∂2ρ1
∂t2
= ρ0∇2Φ1 + c2s∇2ρ1. (1.19)
Assuming a sinusoidal perturbation of the density field, ρ1 = Ke
i(kx+ωt), we have the dispersion
relation
ω2 = k2c2s − 4πGρ0, (1.20)
that links the pulsation ω to the wave number k = 2π/λ. The unstable modes are for ω2 < 0,
then


















The Jeans mass represents the largest mass that is gravitationally stable, and though it is based
on some simple assumptions, it is similar to the value obtained with the Virial theorem (1.10).
For a uniform temperature, when the density increases, the Jeans mass decreases. A piece of
material can thus collapse as long as it remains cold enough to undergo gravitational collapse
via the Jeans instability.
It is also interesting to perform the same analysis for a polytropic gas P ∝ ργ . Then, the
Jeans mass depends on the value of the polytropic coefficient γ
MJ ∝ ρ3/2γ−2. (1.24)
We note that there exists a critical value γcrit = 4/3, above which the gas is thermally supported
against self-gravity. When γ > 4/3, the Jeans mass increases with the density and the cloud
stabilizes.
1.5.3 Free-fall time
The third theoretical point is the characteristic collapse time: the free-fall time tff . Let us
still consider the simple model of a spherical cloud, with a uniform initial density ρ0, without
magnetic field and rotation (Spitzer 1978). The momentum equation for a shell of radius r and
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where M(a) is the constant mass contained within the radius a, which does not depend on r.







































Assuming that β is the same for each shell ta time t and that all the shells reach the center at







1.5.4 Effect of rotation and angular momentum conservation
The last fundamental notion that I wish to point out is the conservation of the angular momen-
tum. Let us consider a spherical and non-magnetized cloud of radius R0, in solid body rotation
about the z-axis. Since no external force acts on the cloud, no torque is applied to the cloud
and the angular momentum must be conserved. In our model, only the gravity and the thermal
pressure forces act and they are both oriented in the radial direction. In this part, we use the
cylindrical coordinate system (r, θ, z).
The angular momentum is defined as
J = Rvθ = ωR
2, (1.30)
where vθ is the azimuthal velocity and ω the angular velocity. The angular momentum conser-




In the collapse process, rotation tends to contrast the gravity. In the equatorial plane, the
centrifugal force Mrω2 varies with 1/r3, whereas the gravitational force GM2/r2 varies with
1/r2. These two forces compensate in the equatorial plane at a given radius. The cloud cannot
contract itself anymore in the equatorial plane. The cloud evolves to a disk of mass Mdisk of
typical radius Rdisk (∼ 100 AU) given by





In this manuscript, I present the work I have completed during this thesis. This theoretical work
presents numerical developments and results applied to the star formation issue. I focus on the
low mass star formation process, studying the collapse and the fragmentation of isolated 1 M⊙
prestellar cores. We tackle the first collapse phase and the first core formation and fragmenta-
tion issues, but we do not study the second collapse phase. As I mentioned below, no grid based
14 Our current understanding of low mass star formation
code benefits from models that integrate both radiative transfer and magnetic field, in the star
formation framework. The development of a numerical tool for the radiation-hydrodynamics in
the RAMSES code is the main task I have been working on. In parallel, I have compared three
different models for radiative transfer that are used in star formation calculations. A second
parallel study has been to compare RAMSES with the SPH code DRAGON from the Cardiff
University Star Formation group.
This manuscript is organized as follows
• In chapter 2, I first introduce basic notions and definitions of radiative transfer. Then, I
present two moment models, the M1 and the FLD models, that are based on the moments
of the radiative transfer equation. Eventually, the coupling between radiation and hydro-
dynamics is presented and I derive the equations of radiation-hydrodynamics (RHD) in
the comoving frame.
• In chapter 3, we use a 1D Lagrangean spherical code to perform collapse calculations of
a 1 M⊙ dense core and to compare the FLD and the M1 models in the context of star
formation. We show that the FLD approximation gives correct results compared to the
more accurate M1 model. We derive the first Larson core properties and compare these
RHD results with calculations using a barotropic EOS and with previous studies. In a
second stage, we study the properties of the accretion shock on the first core and derive
a semi-analytical model for radiative shocks. We combine this semi-analytic model to the
well-known self-similar solutions of protostellar collapse to retrieve the jump conditions at
the accretion shock.
• Chapter 4 summarizes the numerical developments I have done to integrate the FLD in
the RAMSES code for star formation calculations. First, I recall the main features of
the RAMSES code. In a second part, I present the RHD solver we have developed for
RAMSES. This solver uses a time-splitting scheme, combining the usual explicit scheme
for the hydrodynamics and an implicit scheme for the radiative transfer. Then, usual
compulsory tests to validate our developments are presented. Eventually, I present the first
multidimensional RHD calculations we have done to validate our method for protostellar
collapse calculations.
• In chapter 5, a comparison between RAMSES and the SPH DRAGON code is presented.
We look at the impact of the numerical resolution and of various numerical tricks on
protostellar collapse calculations. Assuming simple initial conditions, we study the angular
momentum conservation in each code. Then we study the fragmentation process for three
test cases. We derive numerical resolution criteria that are required to get a convergence
between these two methods.
• In chapter 6, we present original radiation-magneto-hydrodynamics collapse calculations
using the RAMSES code. We first study the influence of the radiative transfer on the
fragmentation and compare results with those obtained with a barotropic EOS. Then,
magnetic field is added under the ideal MHD approximation. We perform collapse cal-
culations of strongly and weakly magnetized dense cores and look at the influence of the
radiative transfer. Then, we introduce sink particles that model accretion and radiation
of protostars and study the impact of the radiative feedback from these protostars on our
results.
• Eventually, I summarize and recall the main results of this work. I also give some future
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R
adiative transfer plays a fundamental role in contemporary astrophysics, but it is
not straightforward to incorporate it to dynamical calculations. In most numerical studies
of gas dynamics, simple assumptions are often made in order to overcome the difficulty to model
the coupling between radiation and matter. The radiative transfer is crudely reproduced in
most numerical studies of protostellar collapse thanks to a barotropic equation of state. In this
chapter, the basics of radiative transfer and radiation hydrodynamics are introduced. After a
description of the radiative transfer equation, we derive the moment equations appropriate for




The specific intensity I is the fundamental concept in astrophysical radiation transport and
provides a complete description of the radiation field. The specific intensity I(x, t;n, ν) is a
function of space (3 spatial coordinates and 2 angles coordinates), radiation frequency and time.
Spatial coordinates x specify the location of the intensity measurement and angle coordinates
the direction of radiation propagation defined by n. The intensity is expressed in power unit,
i.e. in cgs units: erg cm−2 s−1 Hz−1 sr−1. From a microscopic point of view, the radiation field
is composed of massless, extreme-relativistic particles, the photons.
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Radiation energy density
The spectral energy density Eν at frequency ν is defined as the number density of photons at
that frequency, integrated over all solid angles, times their energy hν. It corresponds to the
specific intensity integrated over all directions for the radiation, weighted by dΩ, i.e. the total







The total radiation energy density is
Er = Er(x, t) =
∞∫
0
E(x, t; ν)dν, (2.2)
whose dimensions are erg cm−3. The radiation energy corresponds to the zeroth angular moment
of the specific intensity.
Radiation flux
The first moment of the intensity is the radiation flux Fν = F(x, t; ν). It defines a vector, such





where n is a unit vector that defines the direction of propagation. The total radiation flux is
Fr = Fr(x, t) =
∞∫
0
F(x, t; ν)dν. (2.4)
Note that the ratio of Fν to Eν is the ”fluid velocity” of the radiation. It is then evident
that it cannot be larger than the speed of light c.
Radiation pressure tensor
The second angular moment of the intensity is the radiation pressure tensor P or P ij . It defines
the net rate of transport, per unit area of a surface oriented perpendicular to the jth coordinate
axis, of the ith component of momentum






Pν is symmetric and has dimensions of dyne cm
−2 Hz−1. From equation (2.5), we see that
Tr(P)ν = Eν . (2.6)
It is also useful to define the dimensionless ratio χν that determines the Eddington tensor D
D(χν) = P(x, t; ν)/E(x, t; ν), (2.7)
which is known as the variable Eddington factor and gives a measure of the anisotropy of the
radiation field. χν ranges from 1/3 in optically thick medium to 1 in the transport regime.
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The Eddington tensor must be defined by a closure relation for the system of moments of the
radiation transfer equation, like, for example, the ideal gas relation for material particles.
Deep inside an opaque material all directions look the same, the radiation field is said to be
isotropic. The pressure tensor becomes a diagonal tensor, diagonal elements should be all the
same and off-diagonal elements vanish. The pressure tensor is therefore
Pν = PνI, (2.8)
then, the trace is






that is the Eddington approximation. This relation corresponds to a relation between the
pressure and the energy density of an ideal gas with heat capacity ratio γ = 4/3. Radiation is
then a γ = 4/3 ideal gas when photons mean free paths are short enough that transport effects
are small and that an equilibrium distribution is obtained.
Last, the total radiation pressure is
Pr = Pr(x, t) =
∞∫
0
P(x, t; ν)dν. (2.11)
2.1.2 The radiative transfer equation
Absorption, emission and scattering
We consider how matter and radiation interact via absorption, emission and scattering processes.
First, when a beam of radiation passes through a material, energy is removed from the beam
because of the material’s opacity. This loss is described by the extinction coefficient χ(x, t;n, ν),
defined by Mihalas and Mihalas (1984) such that ”an element of material of length dl and
cross section dS, oriented normal to a beam of radiation having specific intensity I(x, t;n, ν)
propagating along n into solid angle dω in frequency band dν, removes an amount of energy
δE = χ(x, t;n, ν)I(x, t;n, ν)dldSdωdνdt, (2.12)
from the beam in a time interval dt”. χν is expressed in cm
−1 and the quantity λν = 1/χν is
the mean free path of photons of frequency ν in the material.
The emission coefficient η(x, t;n, ν) is defined such that an element of material of length dl
and cross section dS, emits an amount of energy in the direction n into the solid angle dω in
the frequency band dν
δE = η(x, t;n, ν)dldSdωdνdt. (2.13)
The dimensions of η are erg cm−3s−1Hz−1sr−1.
Last, it is important to distinguish between true or thermal absorption-emission processes
and the process of scattering (see Mihalas and Mihalas 1984). It is thus convenient to de-
fine a thermal absorption coefficient κ(x, t;n, ν) and a scattering coefficient σ(x, t;n, ν). The
extinction coefficient becomes
χ(x, t;n, ν) = κ(x, t;n, ν) + σ(x, t;n, ν). (2.14)
Similarly, we can break the total emissivity into a thermal and a scattering components
η(x, t;n, ν) = ηth(x, t;n, ν) + ηs(x, t.n, ν). (2.15)
Note that in this work, scattering will be neglected.
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Transport equation
In the absence of absorption-emission and scattering processes, the specific intensity along a
beam of radiation does not change. Consider now the radiation energy balance of an element
of a radiative beam passing through material of length dl and cross section dS fixed in the
laboratory frame. The change in a time ∆t in energy of the radiation field at position x and
time t, contained in a frequency interval dν traveling into the solid angle dω along a direction
n normal to dS as it passes through the element of material must equal the difference between
the amount of energy created by emission from the material and the amount absorbed
[I(x+ dl, t+∆t;n, ν) − I(x, t;n, ν)] dSdωdνdt
= [η(x, t;n, ν)− χ(x, t;n, ν)I(x, t;n, ν)] dldSdωdνdt. (2.16)
Next, we perform a Taylor expansion of I around the point x and time t

















+ n · ∇
]
I(x, t;n, ν) = η(x, t;n, ν)− χ(x, t;n, ν)I(x, t;n, ν). (2.18)
The radiative transfer equation naturally has two asymptotic behaviors depending on the
opacities. The diffusion limit is obtained at high opacity, when matter and radiation are highly
coupled and where the photon mean free path is shorter than all typical length of the system.
On the contrary, the transport limit is reached at low opacity, when photons do no interact with
the matter. The photons mean free path is larger than the typical system scale.
Thermal radiation
Assuming thermodynamic equilibrium, the radiation field is described by an isotropic distribu-
tion function that depends only on the temperature. This thermal radiation is described by the
Planck function Bν(T ) = 4π/cE




(ehν/kT − 1)−1, (2.19)
where h is the Planck constant, k the Boltzmann constant and c the speed of light in vacuum.
This is the so-called blackbody radiation.




E∗(ν, T )dν = aRT
4, (2.20)
where aR = 8π
5k4/15c3h3. This is known as Stefan’s law. The frequency integrated Planck
function is B(T ) = (aRc/4π)T
4 = σR/πT
4, where σR = aRc/4 is the Stefan-Boltzmann constant.
Assuming thermodynamic equilibrium, the thermal emission coefficient becomes
ηth(x, t;n, ν) = κ(x, t;n, ν)B(x, t;n, ν). (2.21)
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2.1.3 Optical depth
The concept of optical depth is a well-loved concept in astrophysics. The usual notation of the
optical depth is τ . If x and x′ are two points in the medium separated by l = |x′ − x|, the





χ(x+ ns;n, ν)ds, (2.22)
where ds is a path-length increment, and n is a unit vector along the straight line (x,x′). Since
χ−1ν is the mean free path of a photon of frequency ν, the optical depth is equal to the number





An optical depth τ << 1 defines optically the thin regions, whereas τ >> 1 defines the optically




The radiative transfer equation has to be integrated over 6 dimensions at each time step. This
process is too computationally demanding for multidimensional numerical analysis. Angular
moments of the transfer equation can thus be both physically important and mathematically
useful in providing a large reduction of the computational cost. However, each evolution equation
of a moment of the transfer equation involves the next higher order moment of the intensity.
Consequently, as for the kinetic theory of gases, the system must be closed by using an ad hoc
relation that gives the highest moment as a function of the lower order moments. For radiation
transport, the closure theory is usually limited to the two first moments of the transfer equation.
To obtain the zeroth-order moment equation, we integrate equation (2.18) over all directions
∂Eν
∂t
+∇ · Fν =
∮
4π
[η(x, t;n, ν)− χ(x, t;n, ν)I(x, t;n, ν)]dΩ. (2.24)
Assuming that emission coefficient is isotropic, we have
∂Eν
∂t
+∇ · Fν = 4πην − χνcEν , (2.25)





+ c∇ · Pν = −χνFν . (2.26)










+ c∇ · Pν = −κνFν . (2.28)
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In this work, we consider only the simplified case of grey material, where all frequency de-
pendent quantities are integrated over frequency. As a matter of fact, we cannot use a frequency
dependent model for our purpose because of the CPU limitation. In the particular case of grey
material, source terms of equations (2.27) and (2.28) becomes
∞∫
0




κνFrdν = κFFr, (2.30)
where T is the gas temperature and κP, κE and κP are the Planck-, energy- and flux-mean of
















Note that these are linear means that favor high absorption bands in the spectra. In practice,
we assume that radiation and matter have the spectrum of a blackbody, so that Eν = Bν(T ).
We thus have
κE = κP. (2.34)
κP is a good representative of the opacity to be used in the radiation energy equation. On the
other hand, if κP is used in the first moment equations, it does not yield the correct flux in
the diffusion limit. This is the main problem of using mean opacity for which we must find a
proper way to compute mean opacity. Last, c−1κFFr is the radiation force per unit volume on
the material.
As mentioned earlier, we need a closure relation to solve the moments equation system, and
this relation is of prime importance. Many possible choices for the closure relation exist. In the
following, we present two models based on more or less accurate closure relations, that we will
use in this work.
2.2.2 The Flux Limited Diffusion approximation
The diffusion approximation is by far the most approximate and used moment model of radiation
transport. The diffusion limit is valid when the photon mean free path is small compared with
other length scales in the system. On the contrary, the approximation is no longer accurate in
the transport regime. In the diffusion limit, photons diffuse through the material in a random
walk. Readers can find a more accurate derivation of the diffusion limit in Mihalas and Mihalas
(1984), §80.
In the diffusion limit, we suppose that ∂tF = 0 (stationary) . This is a valid assumption since
the time required for photons to diffuse over a distance l, ∆t ∼ l2/λνc, is very high. Equation
(2.28) becomes
c∇ · Pν = −κνFν . (2.35)
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Since the radiation pressure is isotropic in the diffusion limit, we have Pr = Er/3I (Eddington
approximation). Then, the equation on the radiative flux simply reduces to
Fν = − c
3κν
∇Eν . (2.36)
The radiative flux is expressed directly as a function of the radiative energy and is proportional

































This is a harmonic mean, that gives greatest weight to the most transparent regions of the
spectrum.
Equation (2.40) has no constraining upper limit, but for optically thin flows, the effective
propagation speed of the radiation must be limited to c (F ≤ cEr). We thus have to limit the





where λ = λ(R) is the flux limiter. Levermore (1984) showed that the flux limiter λ and the
Eddington factor χ are implicitly linked through
χ = λ+ λ2R2, (2.43)
with R = |∇Er|/(κREr). As 0 ≤ χ ≤ 1, we thus have the property
λ+ λ2R2 ≤ 1. (2.44)
We can now link the χ factor and the flux limiter for various underlying photon distributions.
In this study, we will retain two flux limiters which reproduce the two limiting cases (see figure
2.1). The first one has been derived by Minerbo (1978), assuming intensity as a piecewise linear





9 + 12R2) if 0 ≤ R ≤ 3/2,
(1 +R+
√
1 + 2R)−1 if 3/2 < R ≤ ∞. (2.45)
Levermore and Pomraning (1981), using a Chapman-Enskog approach, obtained the flux
limiter
λ = (1/R)[cothR− 1/R]. (2.46)
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Figure 2.1: Run of flux limiter λ as a function of R for various photon distribution model. Taken
from Levermore (1984).
In both cases, the flux limiter has the property that λ → 1/3 in optically thick regions and
λ → 1/R in optically thin regions. We recover the proper value for diffusion in optically thick
regime, F = −c/(3κR)∇Er, and the flux is limited to cEr in the optically thin regime. We now










4 − Er). (2.47)
2.2.3 M1 model
In the M1 model, the radiation is described by the grey moment system of the first two moments
of the radiative transfer equation (radiative energy and flux) using a closure relation introduced
by Dubroca and Feugeas (1999). Based on a minimum entropy principle, this method is able
to account for large anisotropy of the radiation as well as for the correct diffusion limit. The
main advantage of the M1 system is that the underlying photon distribution function is not
isotropic, but has a preferential direction of propagation. The associated Eddington factor is
then a non constant function of the reduced flux f = FrcEr , resulting in a nonlinear hyperbolic
system for radiation. This also allows to explicitly get rid off the ad-hoc limitation of the flux in
the transport regime. However, Levermore (1984) showed that the closure relation of M1-type
moment models can be reduced to a flux limited diffusion model.
Let us consider the evolution equations of the zeroth and first moments of the specific
intensity in the laboratory frame{
∂tEr +∇ · Fr = κPc(aRT 4 − Er)
∂tFr + c
2∇ · Pr = −κRcFr
, (2.48)
where κR and κP are the Rosseland and Planck mean opacities. Note that we use the Rosseland
mean instead of κF in the first moment equation in order to yield the diffusion limit. As a
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closure relation, the radiative pressure is often expressed as Pr = DEr where D is the Eddington
tensor. Assuming that the direction of the radiative flux is an axis of symmetry of the local








where χ is the Eddington factor, I the identity matrix and n = ff a unit vector aligned with the
radiative flux. The Eddington factor χ is then obtained either by applying a Lorentz transform
to an isotropic photon distribution (Levermore 1984) or by minimizing the radiative entropy







It is then trivial to recover the two asymptotic regimes of radiative transfer. When f → 0,
χ = 1/3 and Pr = 1/3ErI which corresponds to the diffusion limit with an isotropic radiative
pressure. On the other hand, if f = 1, χ = 1 and Pr = n ⊗ nEr, which corresponds to the
free-streaming limit. Moreover, in between these two limits, the closure relation ensures that
energy remains positive and that the flux is limited (Fr < cEr).
2.3 Coupling with hydrodynamics
2.3.1 Which frame?
The next step consists of coupling the radiative equations to the hydrodynamic equations. The
coupling is not straightforward, since we must take into account Doppler shifts or aberration
effects due to fluid velocity. In the previous equations, sink terms describing matter/radiation
interactions are estimated in the comoving frame, moving with the fluid, in which material
properties are isotropic. On the other hand, radiative quantities are estimated in the laboratory
frame. We must then choose between these two frames to write the proper equations of radiation
hydrodynamics. In the laboratory frame, the left hand side terms are unchanged, but source
terms become complex since we must take into account Doppler shifts and aberrations if velocity
gradients are present in the flow, which is virtually always the case in astrophysics (Mihalas and
Auer 2001). On the contrary, in the comoving frame, source terms are unchanged and additional
terms appear on the right hand side (e.g. Lowrie et al. 2001).
In this work, we chose the comoving frame picture since it is only in this frame that opacities
have the values specified by atomic physics. For instance, when the photorecombination process
results in the emission of photons, the emission will be isotropic only in the comoving frame.
In order to write the radiative transfer equation in different frames, we must determine the
Lorentz transformation properties of specific intensity, opacity, emissivity and photon directions
and energies. Photons being relativistic particles, we have to deal with relativistic kinematics.
We consider the position four-vector (xµ) = (t, r), where index µ runs from 0 to 3, with the 0
value designating the time component and 1, 2 and 3 designating the space components. If a
particle moves from (t, r) to (t+ dt, r+ dr) in the (relative) time dt, then the amount of proper
time elapsed in its own frame is











(1, r) = (γ, γv), (2.52)
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where γ = 1/
√











where m is the rest mass of particles defined by mγ = hν/c2 and n the direction of propagation.
We now consider the Lorentz transformation from one set of coordinates (xµ(0)) to the (x
µ)








γu I + (γ − 1)uuT/u2
)
. (2.55)
Note that the 3 × 3 matrix in the lower right-hand corner is arranged to leave unchanged a
vector perpendicular to u and to multiply by γ one that is parallel to u.
The Lorentz transformation leaves the proper time ds unchanged in the transformation, so





















γu/c+ n(0) + (γ − 1)(n(0) · uu)/u2
γ(1 + n(0) · u)/c
. (2.59)
We now seek an expression for the radiation stress energy tensor T, the spacetime general-







where I = Iν/(2hν3/c2) is the Lorentz invariant intensity that corresponds to the number of
photons per mode (see Castor 2004) and d3p = h
3ν2
c3
dνdΩ, the quantity d3p/E being also a














We can then use the Lorentz transformation matrix A to obtain T components in the laboratory
frame from those in the comoving frame, by multiplying it by one factor A from the left and
one from the right. At first order O(u/c) we get
Er = Er,0 + 2/c
2u · Fr,0, (2.62)
Fr = Fr,0 + uEr,0 + u · Pr,0, (2.63)
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We can now rewrite moment equations with radiative quantities estimated in the comoving
frame, retaining only O(u/c) terms and terms of important relative size (Mihalas and Mihalas
1984) {
∂tEr + ∇ · [uEr] + ∇ · Fr + Pr : ∇u = κP(aRT 4 − Er)
∂tFr + ∇ · [uFr] + c2∇ · Pr + (Fr · ∇)u = −κFcFr. (2.65)
The terms ∇ · [uEr] and ∇ · [uFr] correspond to the advection of radiative energy and radiative
flux and the term Pr : ∇u corresponds to the work done by radiative pressure. Note that in this
work, we do not take into account additional terms that are necessary for the set of equations
to be accurate at O(v/c) in optically thin regions with high gradients.
2.3.2 Radiation Hydrodynamics equations in the comoving frame
We consider the equations governing the evolution of an inviscid, radiating fluid, with source
terms due to gravity

∂tρ + ∇ [ρu] = 0
∂tρu + ∇ [ρu⊗ u+ P I] = −ρ∇Φ+ κRFr/c
∂tE + ∇ [u (E + P )] = −ρu · ∇Φ+ κRFr/c · u− κPc(aRT 4 − Er)
∂tEr + ∇ [uEr] = −∇ · Fr − Pr : ∇u+ κPc(aRT 4 − Er)
∂tFr + ∇ [uFr] = −c2∇ · Pr − (Fr · ∇)u− κRcFr.
(2.66)
where ρ is the material density, u is the velocity, P the isotropic thermal pressure, Φ the
gravitational potential and E the fluid total energy E = ρε + 1/2ρu2. We see that the term
κRFr/c acts as a radiative force on the material. The material energy lost by emission is
transfered into radiation and radiative energy lost by material absorption is given to the material.
To close this system, we need two closure relations: one for the gas and one for the radiation.
In this work, we will only consider a ideal gas closure relation for the material: P = (γ − 1)e =
ρkBT/µmH where γ is the specific heats ratio and e = ρcvT is the gas internal energy. For the
radiation, we will use either the FLD relation or the M1 closure relation.
The particular case of the Flux Limited Diffusion approximation
The radiative flux is replaced by the gradient of radiative energy times the flux limiter. Radiation
hydrodynamics equations in that case simply read


∂tρ + ∇ [ρu] = 0
∂tρu + ∇ [ρu⊗ u+ P I] = −ρ∇Φ+ λ∇Er
∂tE + ∇ [u (E + P )] = −ρu · ∇Φ+ λ∇Er · u− κPc(aRT 4 − Er)









In the next chapters, we first compare the FLD and the M1 models by applying them into a
1D code with spherical symmetry for protostellar collapse calculations. We will then implement
the FLD in a 3D AMR code (RAMSES, Teyssier 2002). We abandoned the M1 model in this
multidimensional study for technical reasons, since it introduces two additional equations as well
as a non trivial matrix system to invert. We find that the FLD is a good compromise between
accuracy and CPU time saving for 3D collapse calculations.
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A few words on the mixed frame RHD
Castor (1972) demonstrated that in the comoving frame, an additional advective flux of the
radiation enthalpy is not taken into account. In the dynamic diffusion regime, where τ >> 1
and (v/c)τ >> 1, this radiative flux can dominate the diffusion flux, emission or absorption.
Krumholz et al. (2007b) proposed a method based on the mixed framed radiation hydrodynamics
equations, that was first derived in Mihalas and Klein (1982). In the mixed frame, radiation
quantities are written in the inertial lab frame, but fluid quantities and opacities are evaluated
in the non-inertial frame moving with the fluid. When radiation quantities are evaluated in the
comoving frame, there is a lack in the energy conservation in the radiation-gas energy exchange.
This has a non negligible effect in the dynamic diffusion limit. An estimate of the error induced
by the comoving frame formalism has to be done in a future work. However, in the low mass star
framework, we do not expect to encounter dynamic diffusion situation such as photon bubbles.
Chapter 3
Spherical collapse with radiative
transfer
Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.1 Previous work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.2 Numerical method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.3 Initial and boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Assumptions for the radiation field . . . . . . . . . . . . . . . . . . . . 30
3.2.1 General assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.2 The barotropic equation of state . . . . . . . . . . . . . . . . . . . . . . 31
3.2.3 The opacities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.1 Results at the center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Profile within the prestellar core . . . . . . . . . . . . . . . . . . . . . . 37
3.3.3 First core properties evolution . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 Energy Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.1 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.2 Through the shock? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.3 Results for a 0.01 M⊙ cloud collapse . . . . . . . . . . . . . . . . . . . . 43
3.5 Radiative shock - A semi-analytic model . . . . . . . . . . . . . . . . 44
3.5.1 A qualitative picture of radiative shocks . . . . . . . . . . . . . . . . . . 44
3.5.2 Jump relations for a radiating material . . . . . . . . . . . . . . . . . . 46
3.5.3 Super- or sub-critical? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.4 Estimate of the preshock temperature . . . . . . . . . . . . . . . . . . . 49
3.5.5 Protostellar application . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Summary and perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 51
I
n this Chapter, we study the influence of the model for radiative transfer on protostel-
lar collapse. Radiation hydrodynamics play here an important role, for instance evacuating
the compressional energy to enable isothermal collapse to occur in the free-fall phase. Radiation
transfer will also have a dramatic impact on the accretion shock, where the kinetic energy of the
free-falling gas is either converted into internal energy in the static adiabatic core or radiated
away. The radiative loss has also an important effect and sets the entropy profile of the objects
in formation. Using a 1D spherical code, we compare results of calculations done with grey Flux
Limited Diffusion, grey M1 model and a barotropic EOS. 1D calculations in spherical geometry
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remains the best way to introduce easily more physics into collapse models of dense core, which
is not the case in multidimensional calculations. Subsequently, we can have a first guess on
whether the effect of the introduced physical processes is important or not. Therefore, we use
the 1D tool as a preliminary step, prior to multidimensional studies, to check if the assump-
tions are reasonable. In the two first sections, we present the opacity models for Rosseland and
Planck means and the numerical method we use. In section 3.3, we reproduce results obtained
by Masunaga et al. (1998) and derive first Larson core properties. We look at typical properties
of collapse, accretion, entropy level of this first core. Then, we focus on the accretion shock in
section 3.4. We perform a detailed analysis of the energy balance through the shock and ex-
tract some typical value for the emergent luminosity. In the last section, we present an original
semi-analytic method that retrieves (and confirms) our numerical results. This study is based
on basic assumptions on the flow, combining known auto-similar solutions for the collapse and
basic assumptions for radiative shocks.
3.1 Introduction
3.1.1 Previous work
Famous and reference calculations are compiled in the two companion papers Masunaga et al.
(1998), that we refer as MMI , and Masunaga and Inutsuka (2000b). In the first study, they
focus on the first core formation and its properties using a frequency dependent RHD model,
while the second core formation is studied in the second paper. Indeed, no breakthrough or
original study has been published in 1D calculations framework since their study.
Let us give a few words about Masunaga et al. numerical techniques. They use a 1D spherical
code in the Lagrangean frame, with a higher initial resolution in the region where the accretion
shock on the first core will take place. Moment equations of radiation in the comoving frame are
solved, following Stone et al. (1992) who dropped the terms of O(v/c) in all physical regimes, in
order to account for all dynamical effects. Moment equations system is closed using a Variable
Eddington Tensor Factor (VETF) that retains frequency dependence, whereas grey opacities are
used for the coupling of matter and radiation and the work of radiative pressure.
Their initial cores have uniform density and temperature, and a radius adjusted so that the
cloud core should be slightly more massive that the Jeans mass. Initial masses range from 0.1
M⊙ to 3 M⊙. They find that whatever the initial cloud mass is, the first core radius Rfc is almost
constant, ∼ 5 AU, and the first core mass isMfc ∼ 0.05 M⊙. Rfc is defined as the point where the
gas pressure is balanced by the ram pressure of the infalling envelope. Approximating the first
core as a polytropic sphere in equilibrium (Lane-Emden equation), they derive the analytical
description of Rfc










where ρad is the critical density at which the core becomes adiabatic (see §3.2.2), ρc the central
density and Tinit the initial core temperature.
They also derived an analytic expression for the accretion luminosity. The accretion lumi-





where M˙ is the mass accretion rate and Mfc the mass of the accreting object. To derive an
analytic estimate of the accretion luminosity, they define Mfc as the mass of an equilibrium
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where α is a dimensionless coefficient and cs0 the isothermal sound speed. α is estimated
assuming that a non-magnetic, non-rotating cloud, whose initial state corresponds approximately
to thermal support against self-gravity, will have comparable free-fall time (tff ∼ R3/2c /(GMc)1/2)
and sound-crossing time (tsc ∼ Rc/cs0). Then the mass accretion rate must have the order of
magnitude M˙ ∼ Mc/tff . Shu (1977) found α = 0.975 for the expansion-wave solution, whereas
α ∼ 50 for the Larson-Penston solution. They obtain











Both analytical estimates are weakly dependent on the initial temperature and on the opacity.
Eventually, MMI present Spectral Energy Distributions (SEDs), whose shape does not reflect
the central thermal evolution of collapsing cloud cores throughout the first collapse, because the
envelope is opaque. Their luminosity increases up to ∼ 0.1 L⊙ at the end of the first collapse.
They conclude that dense cloud cores with luminosity higher than 0.1 L⊙ possibly have young
protostars inside the opaque envelopes.
3.1.2 Numerical method
We use a 1D full Lagrangean version of the code developed by Edouard Audit and Jean-Pierre
Chie`ze (see for a more advanced version Audit et al. 2002) that integrates the equations of grey
radiation hydrodynamics under three different assumptions (in increasing complexity order):
barotropic equation of state, Flux Limited Diffusion approximation and M1 model. RHD equa-
tions are integrated in their non-conservative form using finite volumes and a standard artificial
viscosity scheme. For this work, we had to implement the barotropic EOS and the FLD modules.
Note that some conventional tests have been performed to validate our implementations of the
FLD model but they are not presented in this manuscript. Examples of tests are presented in
the next chapter.
Space is discretized into computational zones centered on points ri according to a logarith-
mic distribution, grid interfaces being located at ri+1/2. In spherical geometry, the volume of a




i+1/2− r3i−1/2). Scalar quantities like density, pressure or energy are
estimated in ri and within ∆Vi. On the contrary, vectors velocity and fluxes are estimated in a
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with Mj =
∫ rnj
0 ρdV , dmj+1/2 =Mj+1−Mj and dSn+1j = 4π(rn/1j )2. Pi and Qi stand for the gas
pressure and the artificial viscosity tenors. RHD equations are thus discretized and integrated
using a fully implicit scheme, unconditionally stable. This enables us to monitor fluid flow and
radiative energy exchanges with time step much greater than those given by the CFL condition.
According to the model used, various numbers N of equations have to be integrated: 2 for the
barotropic case (conservation of mass and momentum), 4 for the FLD (two additional equations
on gas and radiative energies) and 5 for the M1 model (an additional equation for the radiative
flux). It results a system of N nonlinear equations that can be put in the form
F = F (Xn+1) = 0, (3.8)
with Xn+1 a vector that contains all RHD variables at time tn+1. System (3.8) is solved using
an iterative Raphson-Newton solver, built as follows. First an initial guess of Xn+10 is made
using Xn. Then iterations k start assuming that system (3.8) can be rewritten as
F (Xn+1k ) = F (X
n+1










∆Xk = 0, (3.9)







F (Xn+1k−1 ) (3.10)
System (3.10) involves at each iteration a matrix inversion performed using common LU decom-




Iterations continues until convergence, i.e. ||∆Xk||/||Xn+1k || < ε. We use ε = 1 × 10−4 in our
calculations. The maximum number of iterations per time step is set to 50 and in case of non-
convergence after 50 iterations, the integration time step is re-estimated in order to reduce RHS
variables variations. The implicit time step is computed in order to limit variations of positive
quantities to a factor less than 5%.
3.1.3 Initial and boundary conditions
We use the standard model of Masunaga et al. (1998), i.e. a uniform density sphere of mass 1 M⊙,
temperature 10 K (cs0 = 0.187 km s
−1) and radius R = 104 AU. That initial setup corresponds
to a ratio α of thermal to gravitational energies of α ∼ 0.97 (see definition 5.1) and to a free-fall
time tff ∼ 1.77 × 105 yr. Boundary conditions are very simple: for hydrodynamics, we impose
a constant thermal pressure equals to the initial pressure (other quantities are free) and for
the radiation field, we impose a vanishing gradient on radiative temperature. Calculations have
been performed using a Lagrangean grid containing 4500 cells.
3.2 Assumptions for the radiation field
3.2.1 General assumptions
The first approximation we make is the grey radiation field assumption, i.e. we consider only
one group of photons, integrated over all frequencies. The grey approximation is valid when
temperature varies spatially on a scale much larger than a mean free path of thermal photon.
This is the case in the first stage of the protostellar evolution, except in the close region around
the accretion shock.
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The second assumption concerns the coupling with hydrodynamics. We write the RHD
equations in the comoving frame, which introduces some non-conservative coupling terms. Mixed
framed formulation is only effective in the dynamic diffusion limit (λp/L << 1, v/c ∼ 1) that
we will not encounter in our study.
3.2.2 The barotropic equation of state
According to previous studies using accurate model for the radiation field (e.g. Masunaga et al.
1998), it is well established that the molecular gas follows two thermal regimes during the first
collapse. At low density, the gas is able to radiate freely and to couple with the dust. This is
the isothermal regime, the Jeans mass decreases with the density. Then, when the gas becomes
denser, typically ρ > ρc ∼ 1× 10−13 g cm−3, the radiation is trapped within the gas that begins
to heat in an adiabatic way. The Jeans mass then increases with the density until the gas
becomes hot enough to dissociate H2 and to start the second collapse.
This thermal behavior can be recovered using a barotropic equation of state that reproduces














where ρad is the critical density at which the gas becomes adiabatic. This critical density is
obtained by more accurate calculations and depends on the opacities and the composition and
the geometry of the molecular gas. At low densities, ρ ≪ ρad, cs ∼ cs0 = 0.19 km s−1, the
molecular gas is able to radiate freely by thermally coupling to the dust and remains isothermal
at 10 K. At high densities ρ > ρad, we assume that the cooling due to radiative transfer is trapped
by the dust opacity. Therefore, P ∝ ρ5/3 which corresponds to an adiabatic, monoatomic gas
with adiabatic exponent γ = 5/3. Molecular hydrogen behaves like a monoatomic gas until the
temperature reaches several hundred Kelvin. This is because the rotational degrees of freedom
are not excited at lower temperatures, and hence γ = 5/3 is the appropriate adiabatic exponent
(Masunaga and Inutsuka 2000a; Whitworth and Clarke 1997).
The barotropic EOS therefore stands for a closure relation of our system, replacing the
equation of energy in the Euler system. We then have only to solve the system{
∂tρ+∇ [ρu] = 0
∂tρu+∇ [ρu⊗ u+ P I] = −ρ∇Φ. (3.13)
3.2.3 The opacities
For the M1 model and the FLD approximation, we use the set of opacities given by Semenov
et al. (2003) for low temperature (< 1000 K) and Ferguson et al. (2005) for high temperature
(> 1000 K), that we compute as a function of the gas temperature and density. For each cell,
we perform a bilinear interpolation on the mixed opacities table. In figure 3.2, the table for the
Rosseland opacity is plotted as a function of the temperature and the density. Note that for low
temperature (< 200 K), the opacity does not depend on the density, and all dust components
are present. The first step in the table at T∼ 165K results from ice evaporation. Below 1500 K,
opacities are dominated by grain (silicate, iron, troilite, etc..). Between 1500 K and 10 000K, the
molecules dominate. At higher temperature, atoms and then Thomson scattering dominates.
In Semenov et al. (2003), the dependence of the evaporation temperatures of ice, silicates and
iron on gas density are taken into account. In this work, we use spherical composite aggregate
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Figure 3.1: Temperature given by the barotropic equation of state as a function of the density.
Isothermal and adiabatic regimes are reproduced around the critical density ρad.
Figure 3.2: Rosseland opacity made of a mix of Semenov et al. (2003) model at low temperature
and Ferguson et al. (2005) model at high temperature. Rosseland opacity is plotted as a function
of temperature (x-axis) and R = ρ/(T 36 ), with T6 = T/10
6, (y-axis) using logarithm scales.
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First core border
Figure 3.3: Ratio between thermal and dynamic pressure (ρu2/2) as a function of the integrated
mass for M1 calculations. The first core radius is defined where Pth/Pdyn = 1.
particles for the grain structure and topology and a normal iron content in the silicates, Fe/(Fe
+ Mg)=0.3.
3.3 Results
As we mentioned before, all calculations presented here have been performed with 4500 cells,
distributed according to a logarithmic scale in our initial setup. These mass and spatial resolu-
tion will appear to be sufficient to resolve the accretion shock structure. Calculations with the
barotropic equation of state have been performed using a critical density of ρad = 3.7 × 10−13
g cm−3, according to the intersection of extrapolated lines of the isotherm and adiabat in the
log(ρ)-log(T ) plane, made on RHD calculations results using M1 model.
3.3.1 Results at the center
Table 3.1 gives results of barotropic EOS (Baro), M1 and FLD calculations, when the central
density reads ρc = 1 × 10−10 g cm−3. Note that for all calculations, dynamical times are very
close to ∼ 0.189 Myr ∼ 1.07 tff . We define the first core radius as the radius at which dynamical
pressure ρu2/2 overtakes thermal pressure (i.e. position of the accretion shock). Figure 3.3
shows the ratio between the two pressures as a function of the mass and two parts are clearly
distinguished: the pressure supported core at radius smaller than Rfc and a free-falling gas at
larger radius than Rfc. Accretion luminosity is estimated at the first core border, according to
equation (3.2). We evaluate the mass accretion rate M˙ and the accretion parameter α at Rfc (α
should not be mixed up with the ratio of initial thermal energy to gravitational energy). The
central temperature Tc and entropy Sc are given, as well as the first core border temperature
Tfc. We compute the entropy assuming a perfect gas with an adiabatic coefficient γ = 5/3
S =
k






From table 3.1, first core radii and mass are very similar and agree with MMI results. The
results from M1 or FLD are also very similar with each other. The central temperature with
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Model Rfc Mfc M˙ Lacc Tc Tfc Sc α
(AU) (M⊙) (M⊙/yr) (L⊙) (K) (K) (erg K
−1 g−1)
Baro 5.5 2.33× 10−2 2.7× 10−5 0.017 551 21 2.03× 109 17
FLD 6.9 2.31× 10−2 2.95× 10−5 0.015 411 69 2.02× 109 19
M1 6.8 2.31× 10−2 2.8× 10−5 0.013 419 70 2.02× 109 18
Table 3.1: Summary of first core properties for ρc = 1× 10−10 g cm−3.
FLD is slightly higher (∼ 2%) than the one in the M1 calculations, which could be the first
proof of the known fact that diffusion approximation tends to cool more. In comparison with
the barotropic EOS, the central entropy for M1 and FLD models is also lower, and this difference
increases with time. Indeed energy is radiated away when using a radiative transfer equation,
while this is not the case with the barotropic EOS. This leads to a lower entropy level of the first
core. The temperature of the border of the first core is higher in the M1 and FLD cases, since
photons escaping the accretion shock are flowing backwards and heat up the infalling material.
However, the mass accretion rate, the mass, the radius and the α accretion parameter of the
first core are in good agreement for all the models we use. α values indicate that our solution is
between the expansion wave solution and the Larson-Pentson solution.
Figure 3.4 shows the evolution of the central temperature, central entropy, heating and
cooling rates and central optical depth as a function of the central density. From figure 3.4(a),
it is worth noticing the perfect two-thermal behavior of the gas (i.e. isothermal-adiabatic). The
critical density at which the gas begins to heat up in both M1 and FLD calculations is the same.
The difference that we see with the barotropic case comes from our choice for the barotropic
EOS and for the critical density. Now, having the results that converge with both grey FLD
and M1, we could determine a barotropic EOS that would perfectly fit with our opacity set.
For FLD and M1, we find a slope of γeff − 1 ∼ 0.61 < 2/3 at high density, when temperature
increases linearly with density. This means that the first core is not fully adiabatic, but there is
a heat loss, which enables a significant cooling.
In figure 3.4(b), the central entropy is plotted as a function of the central density. At high
density, we recover the adiabatic regime and M1 and FLD calculations settle at the same entropy
level in the center, that is lower than the one reached by the barotropic model. In the barotropic


























Hence, at high density, S → ln(c2s0/ρad). The limiting value for the entropy is then ∼
2.03 × 109 erg K−1 g−1 for the barotropic EOS, which is higher than the value obtained with
FLD and M1. Moreover, as slope index in figure 3.4(a) does not equal precisely to γ = 5/3, the
gas tends to cool down and to decrease the entropy at a rate ∼ 10−3,−4 erg K−1 g−1 s−1. This
is one of the immediate consequences of dealing with accurate radiative transfer: the accretion
shock becomes a real radiative shock and radiation is transported outward in the core.
We now consider the physical processes that determine the thermal evolution from isothermal
to adiabatic regime, i.e. the evolution of the heating, cooling, diffusion and compression rates
as a function of the central density. The heating and cooling rates are given by the coupling
term in the energy equation, i.e κPρ(aRT
4 −Er), thus, let Λcool = κPρaRT 4 be the cooling rate
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Figure 3.4: (a) Top-left: Evolution of the central temperature as a function of the central density.
(b) Top-right: Evolution of the central entropy as a function of the central density. (c) Bottom-
left: Runs of the cooling, heating, compressional heating and diffusion rates at the center with
the central density for the diffusion case. (d) Bottom-right: Evolution of the central optical
depth as a function of the central density for the diffusion calculations.











Let us assume that the central density evolves with a dynamical time ∼ 1/√4πGρ so that d/dt
can be replaced by C1(4πGρ
3)1/2(d/dρ) (Larson 1969). Hence
Γg = C1
√




where cs0 is the isothermal sound speed at initial temperature and C1 a constant close to
unity (C1 = 1.5 for the Larson-Penston solution). The diffusion rate is given by the ratio






With this definition, the diffusion time is underestimated in optically thin regions. Assuming






∼ 3.6× 10−6Er,cκ−1R ρ−1c T−1c . (3.19)
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Figure 3.5: Run of central temperature, density, entropy and optical depth with time. FLD and
M1 results are in good agreement.
Let us have a look at the condition that violates isothermality in our calculations. We will
have a “cross-look” to figures 3.4(c) and (d), which show the evolution of the various rates and
of the optical depth at the center as a function of the central density. When the gas begins
to collapse, the diffusion time is less than any other cooling or heating times. However, the
gas is optically thin (see figure 3.4(d)), thus radiation can escape freely. Moreover, the heating
and cooling rates are shorter than the dynamical one (free-fall time), matter and radiation are
coupled and the gas remains isothermal. This is the free-fall collapse phase. At higher density
(ρc ∼ 1 × 10−14 g cm−3), the gas begins to heat a little, which corresponds to the turn to
the optically thick regime. When the compressional heating rate overtakes the diffusion rate
(ρc ∼ 3× 10−14 g cm−3), radiation is trapped and the gas enters the adiabatic phase: the first
core is born! From this short analysis, it turns out that when the diffusion time equals the
compressional heating time, the isothermality is broken. This result is in good agreement with
Masunaga and Inutsuka (1999) for low mass star formation, when internal energy of material
dominates the radiation energy density. The condition τ ∼ 1 does not terminate the isothermal
evolution.
Figure 3.5 shows the central temperature, density, entropy and optical depth profiles as a
function of time. Variations of all variables are quite similar for temperature lower than T∼ 100
K. At 100 K, we find the first discontinuity in the opacity tables, due to ice destruction. The
density can play here a role in the opacity estimate, in the sense that the discontinuity moves to
higher temperature when the density increases. However, these differences are really subsidiary.
From figure 3.5(c), we clearly see that entropy level remains constant with the barotropic model,
whereas the first core keeps up cooling to reach lower entropy level with M1 and FLD. This
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Figure 3.6: Rosseland opacity run as a function of temperature and density for FLD calculations
at a given time using Semenov et al. (2003) table.
result is of prime interest, since the entropy level of a low mass protostar determines its pre-
main sequence evolution. In figure 3.5(d), we see that the first core quickly becomes optically
thick once it begins to heat up. Optical depth at the center is so high that observations are not
able to catch the central evolution of the cores at this stage of evolution.
3.3.2 Profile within the prestellar core
First, the run of the Rosseland opacity value using the FLD model, as a function of temperature
(x-axis) and density (y-axis) using logarithmic scales, is shown in figure 3.6. We can see the
density jump at the accretion shock. In that region, opacity does not depend on the density. At
higher density, we reach the first discontinuity in the table due to ice evaporation at ∼ 100 K.
In figure 3.7, we plot the profiles of density, gas temperature, velocity, entropy, optical
depth, luminosity, radiative flux and integrated mass as a function of the radius, at central
density ρc = 1 × 10−10 g cm−3 for calculations with M1, FLD and the barotropic EOS. As
mentioned before, the first core radius is smaller with the barotropic model, whereas both M1
and FLD profiles are similar. For the latter models, we find only small differences around τ ∼ 1,
i.e. the transition between optically thick and thin regimes. Since the M1 model naturally
retrieves diffusion and transport regimes and the FLD model is built in order to respect those
two regimes, it is well-founded that we get similar results when either transport or diffusion
are well established. Although the accretion shock is located in that transition region, small
differences do not affect first core properties. The entropy jump at the accretion shock is much
higher with M1 and FLD. We also see from the temperature and entropy profiles that the
barotropic EOS cannot deal accurately with the transition from isothermal to adiabatic regime.
The radiative precursor in front of the shock is not reproduced with the barotropic EOS, material
being immediately isothermal after the shock, whereas it is heated up by photons escaping from
the shock in FLD and M1 models. As a consequence, the temperature is higher in the core
in the barotropic case. Differences in the behavior of the radiative flux at small radius comes
from the differences in temperature between M1 and FLD model. Eventually, we see that the
emergent luminosity is the same for both models. The luminosity jump is coherent with the
accretion luminosity computed from equation (3.2), i.e. 0.014 L⊙.
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Radiative precursor
Figure 3.7: Profiles at ρc = 1 × 10−10 g cm−3 as a function of the radius, for M1, FLD and
Barotropic models. The figures depicts (a) density, (b) gas temperature, (c) entropy, (d) velocity,
(e) optical depth, (f) luminosity, (g) radiative flux and (h) integrated mass.
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Figure 3.8: First core radius (top) and mass (bottom) evolutions as a function of time (left) and
central density (right).
3.3.3 First core properties evolution
In this part, we focus on first core properties evolution as a function of time. We recall that
the first core border is defined as the radius at which the thermal pressure equals the dynamical
pressure. In figure 3.8 we show first core mass, Mfc, and radius, Rfc, evolutions as a function of
time and of the central density ρc. Note that the first core is formed at time t ∼ 0.1886 Myr
and when ρc exceeds 10
−11 g cm−3. The first core radius decreases faster with the barotropic
EOS than with M1 and FLD. If we look at the dependence of Rfc upon central density, we note
that Rfc has a weaker slope with M1 and FLD than in the barotropic case, whose slope is closer
to analytic predictions of MMI (equation (3.1)). Since the first core is not isentropic and cools
down with M1 and FLD, a larger radius is needed to get the thermal support to balance with
its own gravity. The first core initial mass depends on the model but it reaches the same value
∼ 0.1 M⊙ for all models. We also notice that typical oscillations of the first core decreases at
later times.
Figure 3.9 shows the evolution of the luminosity computed from radiation flux (L = 4πr2Fr),
the accretion luminosity, the optical depth and the α parameter as a function of the central
density. From the luminosity profiles, we note that the luminosity is first dominated by the
accretion luminosity (ρc < 10
−9 g cm−3). Then, the luminosity increases because of the first
core higher temperature. The dependence of the accretion luminosity upon the central density
is quite in good agreement with MMI prediction, that gives a 2/3 slope in the log-log plane (see
equation 3.4).
The accretion shock is always located in the optically thick region with τ > 20. Finally, we
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Figure 3.9: Top: First core radiative and accretion luminosity evolutions as a function of time
and central density. Bottom: Optical depth and parameter of accretion α evolutions at the
accretion shock as a function of the central density.
find that α values computed from equation (3.3) are decreasing with time and central density,
but remains much higher than the value of Shu solution, which is approximately 0.975.
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Figure 3.10: (a) - Left: Energy balance at t=0.1888 Myr integrated as a function of the mass.
The accretion shock at 10−2 M⊙ shows a spike in luminosity as well as strong variation of the
kinetic energy. (b) - Right: Energy balance as a function of the time for a piece of fluid that is
shocked during the collapse.
3.4 Energy Balance
3.4.1 Basic equations
In this section, we study in detail the energy balance in our calculations. This step is essential
to get a first guess of the amount of kinetic energy transferred to the central object (here the
first core) through the radiative shock. In the next section, we will tackle the radiative shock
issue with some first basic ideas. Let us write the first law of thermodynamics for the radiating






























which states that the rate of change of the total energy density in a fluid element plus the rate
of work done by the total pressure in the fluid element equals the rate of thermonuclear energy
input into the element minus the rate of radiant energy loss by transport. Now, consider the




















is the radiative force evaluated in the comoving frame and P is the gas pressure.
We can then obtain a total energy equation which includes variations of kinetic, internal, ra-
diative and potential energies. First note that we have: −(GMrv)/r2 = D/Dt(GMr/r). Then,
after a few substitutions (see §96 in Mihalas and Mihalas 1984) and ignoring second order terms,

















4πr2[v(P + Pr) + Fr]
]
= ε (3.22)
This defines the total energy equation of an inviscid fluid whose internal energy density is the
sum of the gas and radiation energy densities, and whose pressure equals the sum of the gas and
radiation pressure. Note that in our case, we do not take into account thermonuclear processes
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Figure 3.11: Time evolution profiles of the kinetic energy (upper left), density (upper right),
internal energy (bottom left) and potential energy (bottom right) for five sets of Lagrangean
particles. The accretion shock is revealed in the density profile, when it increases by more than
two orders of magnitude. It is also obvious from kinetic energy profile, where all the kinetic
energy is removed after the shock.
as for instance deuterium burning, the RHS of equation 3.22 is then equal to zero. Therefore, we
will be able to identify the energy exchange through the accretion shock. In the next paragraph,
we will study this energy conservation with either an integration in time at a given mass or in
space at a given time.
3.4.2 Through the shock?
We plot in figure 3.10(a) the evolution of the mass-integrated energies as a function of the mass at
a given times tep according to equation (3.22) for the calculations using the FLD approximation.
Radiative energy density has been neglected. Terms dEk, dEp and dU gives the variations of




dEk + dEp + dU
dt
)
dm = 4πr2(Fr + Pu). (3.23)
The luminosity increases discontinuously through the accretion shock, and remains almost
constant in the outer envelope, which is optically thin. Note that variations of internal energy
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are smooth through the shock, because of photons that escape from the shock to heat the outer
gas at the postshock temperature (see figure 3.7). We have a supercritical shock, i.e. the pre-
and postshock temperatures are equal. Moreover, if we compare the luminosity and kinetic
energy jumps at the accretion shock, we note that they are equal, i.e. all the infalling kinetic
energy is radiated away at the accretion shock. This confirms the supercritical nature of the
shock. The inner gas is at rest, its kinetic energy equals zero. In figure 3.10(b), we perform the
same energy balance, but as a function of the time for a given piece of fluid. Let us explain: we
follow a fixed number of Lagrangean cells (typically 5) and compute its various energies at each
timestep. Cells are chosen for passing through the accretion shock once the first core has been
formed. From figure 3.10(b), we can easily see that most luminosity is produced only in the
accretion shock, the first core temperature being too low to have a dominant effective luminosity.
In figure 3.11, we plot energies evolutions as a function of the time for different cells passing
through the accretion shock. Potential energy remains continuous through the shock, whereas
both kinetic and internal energies are affected by the jump through the shock. All the kinetic
energy is removed at the shock, whereas internal energy shows a spike, typical of radiative
shocks. Around this spike, the pre and post-shock internal energy are equal. The variations of
density through the shock are also plotted in order to have an idea of the density jump across
the shock, close to an increase of more than one order of magnitude.
3.4.3 Results for a 0.01 M⊙ cloud collapse
Figure 3.12: Top: Energy balance for calculations of the collapse of a 0.01 M⊙ dense core, using
4500 cells (left) and 18000 cells (right), at the same time t = 1.19tff . Bottom: Gas temperature
profile as a function of the radius showing Zel’dovich spike in the high resolution calculations.
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In this part, we present results obtained for the collapse of a 0.01 M⊙ dense core, using the
same ratio between thermal and gravitational energies as in the 1 M⊙ case. We completed two
calculations, one with a resolution of 4500 cells and a high resolution one with 18000 cells. The
high resolution enables us to resolve the Zel’dovich spike in the downstream flow immediately
behind the accretion shock front (see Chapter VII in Zel’Dovich and Raizer 1967). The material
within the spike cools down by radiating into the upstream material and the spike’s length is
about a photon mean free path.
Figure 3.12 shows the energy balance for the two calculations (top plots) and the temperature
profile as a function of the radius (bottom). The high resolution enables us to describe Zel’dovich
spike, but its amplitude is not as high as predicted by Zel’Dovich and Raizer (1967) since the
resolution remains still too low. The top panels show that resolving the spike does not affect
the emerging luminosity. Although luminosity is higher at the accretion shock with a high
resolution, there is no difference at the first core border since upstream material is optically
thick to radiation produced at the shock. Moreover, kinetic energy and luminosity jumps at the
accretion shock remain equal in the two calculations. The differences in potential and internal
energies variations come from differences in the path of integration in mass and time steps in the
two calculations. For our study of the accretion shock at the first core, even if the temperature
spike is not described, this makes no difference. However, this becomes more dramatic at the
second core accretion shock, which can imply strong gradients in opacity. At the second core
border temperature and density ranges, grains are destroyed and the shock can be subcritical
with different pre- and postshock temperatures. This is the famous opacity gap, for instance
described in Stahler et al. (1980). This result is of prime importance, since in the next part of
this work, we run multi dimensional calculations of dense core collapse, where it is even more
difficult to resolve the temperature spike at the accretion shock.
3.5 Radiative shock - A semi-analytic model
3.5.1 A qualitative picture of radiative shocks
In this section, we will focus on the main properties of radiative shocks that involve both
radiation and hydrodynamics. When material is sufficiently hot or rarefied, the shocked gas
emits enough radiation to penetrate upstream and preheat the material in front of the shock:
this is the radiative precursor that has a length much greater than the photon mean free path.
According to the shock’s strength, radiative shocks fall into two groups: the subcritical and
supercritical shocks. In fact, radiation transport may completely disperse the shock, producing
a continuous transition between the upstream and downstream materials. Moreover, radiative
flux and energy density across the shock must always be continuous in order to avoid infinite
flux or absorption/emission. Most of the early qualitative work on radiative shocks has been
done in Zel’Dovich and Raizer (1967) and Mihalas and Mihalas (1984), where readers can refer
to find basic equations of the front structure, radiative precursor extension, etc...
Subcritical shock
Consider a weak shock in a cold material of temperature T1; radiation has negligible influence
on the energy balance. We thus obtain the usual jump relation of an adiabatic shock in an ideal
fluid. As the strength of the shock increases, the postshock temperature T2 will rise, producing
a radiative flux of order σT 42 that increases very rapidly. This flux penetrates the upstream
material and preheats it to a temperature T− immediately ahead of the shock front that is
proportional to the incident flux. T− increases rapidly with the shock strength and eventually
equals T2. A shock with T− < T2 is called a subcritical shock. Because material entering the
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Figure 3.13: Temperature and density profiles in a subcritical shock (left) and a supercritical
shock (right). Adapted from Zel’Dovich and Raizer (1967).
shock is preheated, the postshock temperature T+ overshoots its final equilibrium value T2. The
overshoot decays downstream as the material cools down by emitting photons that penetrate
across the shock.
Mihalas and Mihalas (1984) found an approximate solution for the radiative precursor in an
optically thick gas which shows that the flux, radiation energy density, gas temperature, pressure
and density all decrease upstream as exp(−31/2τ), where τ is the optical depth measured from
the shock front. As Tr ∝ E1/4r , this means that radiative temperature decreases more slowly than
gas temperature, radiation and matter being then out of equilibrium in the precursor. Moreover,
at any position in front of the shock, radiative flux flowing upstream just equals material internal
energy flux flowing downstream. All radiation energy goes is converted to heat the gas.
Supercritical shock
In the case where the strength of the shock increases, preheating will become so great that the
preshock temperature will equal the postshock equilibrium temperature T2. The shock velocity
at which postshock and preshock temperatures are equal defines the critical shock. At higher
shock velocities, T− cannot exceeds T2, the excess in energy forces the radiative precursor further
into the upstream region with a temperature close to T2. In fact, a Marshack wave is driven
into the preshock material by a kind of radiating wall, the shock, at temperature T2. Pre-
and postshock temperatures are equal, thus the supercritical shock is isothermal. Radiation
and matter are still out of equilibrium in a part of the precursor, but come to equilibrium when
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temperature approaches T2. The upstream kinetic energy is radiated at the shock. The spike just
behind the front shock becomes less than a photon mean free path, its length decreasing as the
strength of the shock increases. The maximum temperature can be estimated as T+ ∼ (3−γ)T2.
In the next part, we show that, in some cases, the post and preshock quantities in an optically
thick or thin medium can be estimated using a semi-analytic model.
3.5.2 Jump relations for a radiating material
Consider the jump relations (Rankine Hugoniot) for a radiating flow (see Mihalas and Mihalas
1984). Following the conservation of mass, momentum and energy, we have
ρ1u1 = ρ2u2 ≡ m˙, (3.24)
ρ1u
2
1 + P1 + Pr1 = ρ2u
2













+ Fr2 + u2 (Er2 + Pr2) , (3.26)
where subscripts “1” and “2” denote respectively upstream and downstream states, all radiation
quantities being estimated in the comoving frame. h corresponds to the gas enthalpy density
(h = e+ P/ρ) and m˙ is the mass flux through the shock. Comparing with the hydrodynamical
case, pressure is replaced by the total pressure P +Pr and enthalpy density by the total enthalpy
density e + (P + Pr + Er)/ρ. Radiation energy and radiation pressure are important only at
high temperatures or low densities, whereas radiation transport (flux) plays a fundamental role
in all radiative shocks.
Contrary to the hydrodynamical case, system of equations (3.24), (3.25) and (3.26) can not
be solved explicitly We need to make some assumptions on both upstream and downstream ma-
terials. In what follows, we distinguish two cases: opaque material and optically thin upstream
material.
Radiative shock in a optically thick medium
At a sufficient large distance from the front, matter and radiation are in equilibrium and both
downstream and upstream materials are opaque (Fr1 = Fr2 = 0). Any radiation crossing the
front from the hot downstream material into the cool upstream material will be reabsorbed in
the radiative precursor into which it penetrates by diffusion. Outside this diffusion layer, flux













+ u2 (Er2 + Pr2) . (3.27)
Since matter and radiation are in equilibrium and material is opaque, we have Er = 3Pr =
aRT
4. Defining the compression ratio r = ρ2/ρ1 = u1/u2, we can rewrite equations (3.25) and





































where Π = P2/P1, α1 = (1/3)aRT
4
1 /P1,M1 is the hydrodynamic Mach number,M1 = u1/cs1 =
u1/(γP1/ρ1)
1/2 and γ is the gas ratio of specific heats. Coupled equations (3.28) and (3.29) are
solved numerically to get variations of Π and r as function of M1 and α1.
Figure 3.14 shows the run of the compression ratio r with hydrodynamic Mach number and
with α1. We see the importance of radiative quantities that enhance the compression ratio
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Figure 3.14: Compression ratio r as a function of the upstream Mach number for a radiative
shock in an opaque material. Taken from Gonza´les (2006).
from r = 4 for a pure hydrodynamic shock with γ = 5/3 to r = 7 corresponding to the limiting
compression ratio for a gas with γ = 4/3, i.e pure radiation, a gas made of photons. The stronger
the shock, the stronger the radiative effects, even for a ratio of radiative pressure to gas pressure
of 10−10. When the upstream radiative pressure increases, the shock becomes immediately
radiative since radiative pressure grows as T 4, whereas the gas pressure grows linearly with the
temperature. Mihalas and Mihalas (1984) show that for a strong radiating shock, since the
compression ratio is fixed, temperature ratio grows only as M1/21 , whereas it rises as M21 in
a non-radiating shock. Note that when Pr/P < 10
−5, the nonradiating fluid approximation is
valid for upstream Mach number M1 < 10.
Radiative shock with an optically thin upstream material at low Mach number
Suppose now that the shock is propagating in optically thin material. Moreover, in low mass
star formation context, we can neglect the radiative energy and pressure in front of internal gas
energy for the first core accretion shock. We have
ρ1u1 = ρ2u2 ≡ m˙, (3.30)
ρ1u
2
1 + P1 = ρ2u
2














where ∆Fr = Fr2−Fr1. We consider the case of non zero net flux |F2−F1| across the shock. This
is typically our case, where, although the postshock material is opaque (τ > 1), the radiation
originating from this hot region can flow freely across the shock front and escape to infinity
upstream (see luminosity profiles). In this case, as in the non radiative case, we can derive jump




[(γ + 1)P2 + (γ − 1)P1]u2 + 2(γ − 1)∆F









[(γ + 1)P1 + (γ − 1)P2]u1 − 2(γ − 1)∆F
[(γ + 1)P2 + (γ − 1)P1]u1 . (3.34)
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Figure 3.15: Run of compression ratio r and amount of kinetic energy radiated away X with
the upstream Mach number for a supercritical shock.
These two relations show that the radiative energy transport (i.e. radiative flux) across a
shock can significantly alter the density, temperature and velocity profiles. Both upstream and
downstream materials will be altered over distances depending on the opacity of the material.
As we mentioned before, the structure of a radiative shock is as follow: the upstream material is
preheated by a radiation precursor, and the downstream material is cooled by radiative losses.
As for the previous opaque case and contrary to the case of a non radiating fluid, the
conservation relations cannot give analytically downstream quantities once upstream conditions
are set. The radiative flux has to be known and the result depends on the upstream flow. The
simplest case to study is a supercritical shock, where T1 = T2 and then h1 = h2. Using the same



























Note that since the shock is isothermal, r = Π and thus
Π = γM21. (3.37)








Figure 3.15 shows the run of adimensional ratio r and X with the upstream Mach number
for a supercritical shock. We see that compression ratio does not saturate, which is contrary
to the case of an opaque material. From equations (3.33) and (3.34) it is evident that a non-
zero flux across the front, with Fr2 > Fr1, increases the density jump, whereas it decreases
the temperature jump. To get an isothermal shock at low Mach number M < 2, downstream
velocity is not negligible since all upstream kinetic energy is not radiated away. In protostellar
collapse calculations, Mach number at the accretion shock is ∼ 3, almost all the kinetic energy
is radiated away.
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Including radiative terms in equations (3.31) and (3.32) does not affect the dependency of
compression ratio on the upstream Mach number. The dependence of the amount of kinetic







(1 + 4α1). (3.39)
The same analysis cannot be carried out for a subcritical shock with an optically thin up-
stream media, since no constraint enables us to close system of equations (3.31) and (3.32). We
must have a prescription on the radiation flux or luminosity in the upstream material to close
the system.
3.5.3 Super- or sub-critical?
The purpose of these calculations is to estimate the regime of the shock. The radiative pre-
cursor in front of the shock will not have the same influence in the sub- or supercritical cases.
The simplest case would be to have a supercritical case, when the preshock gas ahead of the
discontinuity is heated up to the postshock temperature. According to equation (3.25), it is
easy to show that the compression work balances the change in kinetic energy. Then, equation
of energy when the gas is neither compressed nor slowed down, reads
−F = u1ρ1ε(T1, ρ1), (3.40)
with ε = 1γ−1
kBT
µmH
. If we evaluate the flux just at the discontinuity, we find the maximum
preheating temperature T−
|F | ∼ σT 41 = u1ρ1ε(T−, ρ1). (3.41)
In a gas with constant specific heats, the preheating increases with increasing wave strength
(u1 ∼
√
T1 and T− ∼ T 3.51 ). We can now determine the critical temperature Tcr at which T−
will equal T1








We apply this criterion to upstream quantities estimated in figure 3.7, where we read:
ρ1 = 1.3 × 10−13 g cm−3, u1 = 1.07 × 105cm s−1 and T1 ∼ 60 K. The corresponding criti-
cal temperature is Tcr ∼ 23 K. This validates our first guess that the accretion shock on the first
core is supercritical.
3.5.4 Estimate of the preshock temperature
In this part, we simply estimate the preshock temperature as function of the upstream quantities
and the nature of the shock.
Supercritical shock with an optically thin or thick upstream medium
This is the simplest case and does not depend on whether the upstream material is optically
thin or thick. Once upstream density is known, velocity and temperature are set, the full system
is known. When the upstream gas is not compressed and for a strong shock (M > 2 so that
X ∼ 1), it is easy to get the shock temperature Ts = T1 = T2 since all the upstream kinetic
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Subcritical shock with an optically thick upstream medium
In this case, the shock temperature is fixed by the upstream velocity. Mihalas and Mihalas
(1984) show that the equilibrium postshock temperature is
T2 =
2(γ − 1)u21
R(γ + 1)2 , (3.45)
with R = k/µmH. The preshock temperature T− is estimated as
m˙RT−





which indicates that at any position in front of the shock, all radiative energy passing that
position is absorbed and heats the gas.
3.5.5 Protostellar application
We have developed a semi-analytical solver that can be applied to the accretion radiative shock
on the first core and that cover three cases: the case of sub- or supercritical shocks in an optically
thick medium and the case of a supercritical shock in an optically thin medium. In order to get
a model for the protostellar collapse, we have to estimate the density, velocity and temperature
in the preshock region in the context of the first core formation. We can easily get the density
(and velocity) from self-similar solutions of Larson-Penston and Shu. The tricky part comes
form the estimate of the temperature before the shock. However, as we mentioned just above,
the preshock temperature is determined by the upstream velocity. If we assume that the shock
is supercritical and that the upstream material is optically thin, it is then easy to get this tem-
perature and to recover all fluid variables. Omukai (2007) proposes an alternative model that
fully describes the first core characteristics but that does not use jump relations for a radiating
fluid. In this part, we only consider the characteristics at the first core border.






According to our numerical results, we find that the upstream material is not in free-fall. As
a matter of fact, gas has been compressed before the shock and then heated up. The loss of
incident kinetic energy compared with free-fall solution equals the rise in temperature in front
of the shock. We find that the effective velocity is u1 ∼ u1,ff/2.





where cs = (γP/ρ)
0.5 is the sound speed. Eventually, the temperature is given assuming a
supercritical shock, i.e. all the upstream kinetic energy is radiated away. Moreover, our calcu-
lations using FLD or M1 models shows thatM1 ∼ 2 and from figure 3.15 , wee see that X ∼ 1.







To get the correct energy balance, the velocity u1,ff must be the velocity given by the free-fall
velocity. However, if we take the velocity given by numerical calculations, we must take into
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account the heating of the gas due to compression. In that case, our results show that upstream
flow speed is less than half of the free-fall velocity, implying that more than half of the kinetic
energy has been converted into internal energy before the accretion shock at the first core and
thus the velocity departs from free-fall velocity.
If equations (3.47), (3.48) and (3.49) are applied according to the first core properties
given in table 3.1, i.e. Mfc = 2.3 × 10−2 M⊙ and Rfc ∼ 7 AU, we get: ρ1 = 7.6 × 10−14 g
cm−3,u1 = 1.2×105 cm s−1 and T1 = 56 K. We check these preshock quantities according to the
data given in figure 3.7 and in table 3.1. We thus have: ρ = 1× 10−13 g cm−3, u1 = 1.45× 105
cm s−1 and T1 = 60 K. All these numerical values are in good agreement with our analytic esti-
mates. Eventually, using equation (3.38) since we assume a supercritical shock, we get X ∼ 0.99,
ρ = 1 × 10−12 g cm−3,u2 = 1.45 × 104 cm s−1 << u1. These results are similar to the plotted
values in figure 3.7.
3.6 Summary and perspectives
In this chapter, we get various valuable results, that will help us for the next part of this work.
Our findings and the limitations and prospects of this study are summarized below:
1. We investigated the properties of the first collapse and of the first core. Our results are
in good agreement with Masunaga et al. (1998), even though they use a more accurate
scheme for radiative transfer. We find that the first core has a typical radius of ∼ 7 AU
and a mass ∼ 10−2 M⊙. However, the first core has a short living time, its properties have
to be investigated in calculations which integrates the physics of the second collapse (H2
dissociation). This work is under progress.
2. We demonstrate that a barotropic EOS cannot reproduce the correct jump conditions
at the accretion shock, since the latter is isothermal. Moreover, the first core entropy
obtained in barotropic EOS is too high, since the model does not allow for the cooling of
the first core. This can have a dramatic influence on the fragmentation process.
3. We focus on the accretion shock properties. We show that the accretion shock on the first
core is supercritical and that its properties can easily be retrieved by a simple grey model.
We develop a very simple analytical model for supercritical shocks with an optically thin
medium, that reproduces the jump conditions of our numerical experiments. We show that
the compression ratio in such kind of shocks can become very high. Using a frequency
dependent model could give slightly different results, since for instance, strong shocks on
protostars are known to be optically thick for hard photons, while optically thin for UV
radiation (e.g. Stahler et al. 1980).
4. We show that Flux Limited Diffusion is appropriate to study star formation. FLD can
be safely used for multi-dimensional calculations of the star formation process. It gives
very similar results as the M1 model. However, our 1D spherical geometry code cannot
account for multi dimensional effects like the anisotropy of the radiation field. Moreover,
we have not taken into account the effects of rotation and magnetic field. This issue will
be addressed in the next chapters.
In the subsequent part of this work, we will present the RHD solver that we designed using
the FLD in a multidimensional code. Then, in the last chapter, we will see the influence of
accurate radiative transfer on fragmentation with calculations integrating rotational, magnetic
and radiative effects.
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I
IN this chapter, we first introduce theAdaptiveMeshRefinement (AMR) code RAM-
SES (Teyssier 2002). In modern numerical astrophysics, two different methods are widely
used: grid based methods, for an Eulerian approach of hydrodynamical flows, and particle
based codes, such as Smoothed Particles Hydrodynamics (SPH), for a Lagrangean approach.
We will focus primarily on the first approach that is used in all this work. A comparison between
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RAMSES and a SPH code is presented in the next chapter in the star formation framework.
Basic features of RAMSES are first introduced. In a second part, I present the solver that we
developed to integrate Radiation Hydrodynamics (RHD) in RAMSES. We uses the equations
of radiation-hydrodynamics in the comoving frame, to include effects of radiative pressure. We
modified the usual hydrodynamical solver of RAMSES and designed it for RHD flows. In a
third part, our method is tested against various conventional problems for validation purposes.
FInally, we performed first RHD 3 dimensional collapse calculations and investigated the effect
of the flux limiter and subcycling.
4.1 The RAMSES code
The Adaptive Mesh Refinement method is one of the most promising numerical methods to
solve the fluid equations in very large simulation grids. This technique was first introduced
in Berger and Oliger (1984). Originally, the AMR method was an Eulerian hydrodynamical
scheme, with a hierarchy of nested grids covering high resolution regions of the flow. This first
AMR structure, called “patch-based AMR”, consists of computational-grid building blocks as
rectangular patches of various sizes. An alternative method was proposed, the “tree-based”
AMR (Khokolov 1998), where the parent cells are refined into children cells on a cell-by-cell
basis. These adaptive mesh structures are coupled with grid-based, fluid-dynamics schemes
handling high-resolution shock capturing. Nowadays, high order Godunov methods appear to
be amongst the best schemes to capture discontinuities within only a few cells (e.g. Fromang
et al. 2006; Matsumoto and Hanawa 2003; Teyssier 2002; Ziegler 2005).
4.1.1 The Eulerian approach and properties of conservation laws
The Eulerian frame is the appropriate frame for grid based codes. In Eulerian hydrodynamics,
the mesh is fixed and gas density, velocity and internal energy are primary variables. Eulerian
methods fall into two groups: finite difference methods (e.g. the ZEUS code, Hayes et al.
2006; Stone and Norman 1992) and finite volume methods (e.g. the RAMSES code, Teyssier
2002). In the first group, flow variables are conceived as being samples at certain points in
space and time. Partial derivatives are then computed from these sampled values and follow
Euler equations. In the finite volume approach, flow variables correspond to average values
over a finite volume - the cell - and obey the conservation laws in the integral form. Their evo-
lution is determined by calculating the flux of every conserved quantity across each cell interface.
For an inviscid, compressible flow, the Euler equations read, in their conservative form
∂ρ
∂t
+∇ · [ρu] = 0, (4.1)
∂ρu
∂t
+∇ [ρu⊗ u+ P I] = 0, (4.2)
∂E
∂t
+∇ [u (E + P )] = 0, (4.3)
where ρ is the density, u the velocity, P the gas pressure (I is the identity matrix), and E =
1/2ρu2 + ρε the total energy density. The system of equations is closed with the perfect gas
equation of state P/ρ = kBT/µmH = (γ − 1)ε. Each equation expresses a conservation law:
mass conservation for equation (4.1), momentum conservation for equation (4.2) and total energy
conservation for equation (4.3). Note that source terms can be added to take into account gain
or loss of mass, momentum or energy. A common source’s term in astrophysics is due to
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+∇.F(U) = 0, (4.4)
where the vector U = (ρ, ρu, E) contains conservative variables, and the flux vector F(U) =












(F(x1)− F(x2))dt = 0. (4.6)
From equations (4.5) and (4.6), it is evident that the system (4.4) obeys a conservation law. For
all t ∈ [t1, t2], the magnitude of U is a function of the incoming and outgoing flux F in x1 and x2.
In addition, the system (4.4) forms a hyperbolic system of equations, i.e. the Jacobian matrix




+∇UF(U)∇xU = 0. (4.7)
Then, let us assume that hyperbolicity properties are conserved after variable transformation.
It is easier to find spectral properties of the Jacobian matrix ∇UF(U). A useful transformation
in hydrodynamics is to rewrite (4.4) using primitive variables V = (ρ,u, P )T . System (4.4) can
then be recast as
∂V
∂t
+ B(V)∇xU = 0, (4.8)
with matrix B(V) similar to ∇UF(U) (i.e. it has the same spectral properties). Note that the
primitive form of Euler equations should only be used to simplify the calculations of eigenvalues.
Euler equations have to be integrated in their conservative form to get the correct wave propaga-
tion speed (see the classical Burgers equation integration issue in textbooks). The conservative
form is always used in conservative codes like RAMSES, except in the case where negative tem-
peratures are found in supersonic flows. The primitive form is only used in this case to the get
the correct temperature and pressure fields.
From equation (4.6), it is obvious that a value of the flux has to be known at the cell interfaces
in x1 and x2. Therefore a value of U components is needed at the interface, which leads to the
famous Godunov method (Godunov 1959). In order to estimate fluxes at the cells interfaces, let
us imagine that U is uniform over each cell (piecewise constant - finite volume approach). At
the interfaces, there is a discontinuity between two regions of constant fluid properties, which is
known as a Riemann problem. The temporal evolution of U at the interface is the solution to a
classical Riemann problem. Such a solution involves three waves: a rarefaction wave, a contact
discontinuity and a shock wave (c.f. figure 4.1).
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where F∗(Uni ,U
n
i−1) is the solution to the inter-cell Riemann problem. Solutions to the Rie-
mann problem can be exact. However, finding the exact solution is computationally expensive
since it involves Raphson-Newton iterations and complex non-linear functions (see Toro 1999).
Approximate Riemann solvers are therefore commonly used and fall into two groups
• Linear solvers like the Roe solver, where the Jacobian matrix is linearized and all the
eigenvalues are known.
• Lax-Friedrich, HLL or HLLC solvers. The Lax-Friedrich solver involves two waves propa-
gating in opposite directions with the highest wave propagation speed. The HLL (Harten-
Lax-van Leer) solver approximates the true Riemann fan by two waves and an intermediate
state. The HLLC solver adds a third wave for the contact (entropy) wave.
Details on approximate Riemann solvers can be found in Toro (1999). First order Godunov are
unfortunately very diffusive. Since van Leer (1979), second order Godunov methods have been
widely developed. RAMSES uses among others, the second order (in both time and space),
predictor-corrector scheme MUSCL, which we present in the next section.
4.1.2 The MUSCL predictor-corrector scheme
The method using the MUSCL scheme have been introduced to achieve higher order of accuracy.
MUSCL stands for Monotone Upstream-centered Scheme for Conservation Laws. The main
difference with first order methods is that it uses a piecewise linear approximation of the solution
within a cell. This introduces a length scale, and the Riemann solution is not self-similar any
























The predicted states are computed using a Taylor expansion in space and time that introduces
slope estimates. In practice, the central finite difference approximation is used for the slope in











However, using a central finite difference approximation for the slope does not preserve mono-
tonicity: local extrema are created when predicted states at interfaces are estimated. The slope
of the linear interpolation within each cells has to be limited. For that purpose, Harten (1983)




|Ui+1 − Ui|. (4.14)
Following this idea, a Total Variation Diminishing (TVD) scheme is monotonicity preserving if
TV n+1 ≤ TV n. (4.15)
Various TVD slope limiters are implemented in RAMSES, such as minmod, moncen, superbee
and ultrabee. Figure 4.3 illustrates minmod and moncen limiters. Riemann solvers have now
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Figure 4.1: Top: Illustration of the initial data for the Riemann problem. At the initial time,
the data consists of two constant states on the left and right cells, separated by a discontinuity
at the cell interface (diaphragm). Middle: Solution of the Riemann problem for a shock tube
made of 3 waves: expansion, contact discontinuity and shock waves. Bottom: corresponding
density profile that reproduces the resulting 4 states.
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Figure 4.2: Piecewise linear approximation within cells (red) compared to piecewise constant
approximation (black) of first order Godunov method. Taken from Romain Teyssier lecture.
initial predicted states that preserve monotonicity. Once intermediate states are computed by
the Riemann solver, the conservative update given by equation (4.9) is performed to get Un+1i .
To deal with multi-dimensional grid, RAMSES uses directional splitting. A MUSCL predictor-
corrector step is done in each direction independently and a conservative update is performed
using mono-directional fluxes.
Figure 4.3: Illustration of the minmod (left) and moncen (right) slope limiters applied to a
piecewise constant function. Slope limiter minmod ensures that Ui+1/2,L ≤ Ui+1/2,R and mocen
ensures that Ui−1 ≤ Ui+1/2,L ≤ Ui+1. Taken from Romain Teyssier lecture.
CFL condition on the time step
The second order Godunov scheme is based on an explicit discretization of the Euler equations.
In order to get a stable scheme, the time step ∆t has to be limited by the so-called CFL condition
(Courant et al. 1928). This condition states that informations cannot propagate over more than
one cell in a single time step ∆t
∆t ≤ CCFL ∆x
cs + u
, (4.16)
where CCFL < 1 is the CFL number, cs the sound speed and u the fluid velocity. This condition
on the time step ensures convergence and stability for any explicit scheme solving hyperbolic
systems.
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Figure 4.4: Left: Octal structure in a 2D grid. Each oct at level ℓ points to its parent cell at
coarser level ℓ − 1, to the 2 × dim neighboring parent cells at level ℓ − 1 and to the 2dim child
octs at level ℓ + 1. Right: Adaptive time step scheme for the hydrodynamical solver. Taken
from Romain Teyssier lecture.
4.1.3 Adaptive Mesh Refinement
AMR methods appear to be particularly suitable for calculations of structure formation. Thanks
to the versatility of the refinement criteria (hydrodynamical variables gradients, Jeans mass,
etc...), AMR codes are adapted to a wide range of astrophysical phenomena. The main interest
of AMR is to refine the grid in the regions of interest, that are only a small fraction of the full
simulation box. The filling factor of refined cells should not exceed 30%; otherwise, a uniform
grid is found to be more adapted (faster and more accurate).
RAMSES data structure is organized in a ”Fully Threaded Tree” (FTT) (Khokolov 1998).
The Cartesian mesh is refined on a cell by cell basis. Basic elements of the grid are octs, i.e.
group of 2dim sibling cells for a dim-dimensional problem. Each oct belongs to a given level of
refinement ℓ, the coarse grid being the base of the structure (ℓ = 0). When a cell is flagged for
refinement at level ℓ, it produces a child oct on level ℓ+ 1. Then, if a cell has no children, it is
called a leaf cell. Otherwise, a cell is flagged as a split cell and no hydrodynamics calculations
will be performed upon it.
Time integration can be performed for each level independently using an adaptive time step
scheme. Each level evolves with its own time step, determined by the level’s CFL condition.
Consequently, when level ℓ = 0 is advanced in time using one coarse time step, level ℓ = 1 is
advanced in time using two time steps and level ℓ = 4 using eight time steps, etc... (see right
panel of figure 4.4). Every level dependent time step obeys the synchronization law
∆tℓ = ∆tℓ+11 +∆t
ℓ+1
2 . (4.17)
For hydrodynamics update, the coarse level ℓ = 0 is frozen during fine level iterations, and fluxes
are then time-averaged at coarse-fine boundaries.
Refinement criterion in star formation calculations
Our refinement criterion is based on the Jeans length resolution which is fundamental to monitor
accurately the gravitational collapse. We impose a minimum number of points NJ per Jeans
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Figure 4.5: Left plot: Density map in the equatorial plane for a collapse calculation with frag-
mentation. Right plot: Corresponding AMR grid, the refinement criterion is based on the local
Jeans length.
length λJ. The cell size must be smaller than a constant fraction of the local Jeans length. The
dimension of cells belonging to the ℓi refinement level is Lbox/2
ℓi , where Lbox is the physical








Truelove et al. (1997) defined a minimum resolution condition for the validity of grid-based
simulations aimed at modeling the collapse of a molecular cloud core, namely NJ > 4. This
condition ensures that the collapse and the fragmentation is of physical rather than numerical
origin.
Solving the Poisson equation and N-body dynamics
In RAMSES, the Poisson equation for gravity is solved using an efficient Multigrid Solver (Guil-
let, in prep). The method uses enforced boundary capturing in order to overcome the multigrid
”small islands” problem, when coarser levels are solving a different problem than finer grids.
The efficiency is also improved by problem dependent automatic choices and by combination
with a classical Conjugate Gradient algorithm.
RAMSES also integrates a N-body dynamics solver, accounting for collisionless material such
as dark matter, stars or sink particles moving with the flow. For our purpose, we will only use
sink particles which enables us to save CPU time by modeling accretion on a compact object
(Krumholz et al. 2004). The number of sink particles will never be high in our calculations. In a
cosmological framework, stars or dark matter particle numbers are very large (> 106). It is time
consuming to compute the time evolution for each individual particle. The N-body solver used
in RAMSES is very similar to the one developed in the ART code by Kravtsov et al. (1997).
Collisionless particle evolution is described by the Vlasov-Poisson equation which is integrated
with a Particle-Mesh scheme using Cloud In Cell interpolations. For more details, we refer the
reader to Teyssier (2002).
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4.1.4 Magneto-HydroDynamics
Magnetic fields also play an important role in astrophysics. RAMSES integrates original and
efficient algorithms for solving the equations of MagnetoHydroDynamics (MHD) (Fromang
et al. 2006; Teyssier et al. 2006). Introducing a magnetic field in the material changes the




= ∇× (u×B) + η∇2B, (4.19)
where η = 1/(µ0σ) is the magnetic diffusivity. This equation states that a local change in the
magnetic field in a material arises from fluid motions and diffusion. The magnetic Reynolds







where v0 and l0 are the typical velocity and length scale of the plasma. In most astrophysical
cases, the advective term dominates (Rm >> 1), and the field lines are frozen into the plasma
(Alfve´n 1943) with typical a time-scale, tc = l0/v0. This corresponds to the ideal MHD ap-




= ∇× (u×B). (4.21)
In cases where the magnetic energy is comparable to thermal or kinetic energies, the pressure
on material due to the magnetic field line strength (magnetic pressure) cannot be neglected. The




The first term on the RHS of equation (4.22) represents a force due to magnetic tension, parallel
to B, which results from the curvature of the magnetic field lines. The second term on the RHS
of equation (4.22) is a scalar magnetic pressure force.
Hence, the usual MHD equations, written in conservative form, are
∂ρ
∂t
+∇ · [ρu] = 0, (4.23)
∂ρu
∂t
+∇ [ρu⊗ u−B⊗B+ PtotI] = 0, (4.24)
∂E
∂t
+∇. [u (E + Ptot)−B(B.u)] = 0, (4.25)
∂B
∂t
= ∇× (u×B) (4.26)
where Ptot is the total pressure, sum of the thermal and magnetic pressures
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This system of equations is closed by the perfect gas equation of state P/ρ = (γ − 1)ε. An
additional constraint comes from the fact that the divergence of the magnetic field has to vanish
everywhere at all times
∇.B = 0. (4.29)
To ensure that this solenoidal constraint is fulfilled to machine roundoff precision, RAMSES
uses the Constraint Transport scheme (Evans and Hawley 1988; Teyssier et al. 2006). It consists










where E is the electrical field vector defined by E = u×B. This approach requires the magnetic
field components to lie on the cell faces, i.e. on a staggered mesh. Magnetic field components










Then, the induction equation can be written in conservative form by an integration in space and



















As for the Euler system, the numerical evaluation of the time- and edge-averaged electro-
motive force (EMF) E
n+1/2
y,i−1/2,j,k+1/2 proceeds in a predictor step followed by a corrector step
using the MUSCL scheme (Teyssier et al. 2006). This scheme implies resolution of 2D Riemann
problems, that are difficult to summarize briefly. We refer readers to Teyssier et al. (2006) and
Fromang et al. (2006) for a complete description of the scheme.
Last but not least, the usual 1D Riemann problem is modified by the presence of the magnetic
field. MHD systems remain hyperbolic, but they now have seven eigenvalues. The solution of
the Riemann problem thus comprises of seven waves
• 2 Alfve´n waves (transverse mode) of speed,
• 2 slow magneto-acoustic waves (coupling between Lorentz force and thermal pressure, B
and ρ are anti-correlated),
• 2 fast magneto-acoustic waves (coupling between Lorentz force and thermal pressure, B
and ρ are correlated),
• 1 entropy wave (contact discontinuity).
Various MHD Riemann solvers are implemented in RAMSES. As for the hydrodynamics solver,
the simplest one remains the Lax-Friedrich solver which uses 2 waves, given by the propagation
speed of the fastest wave and its opposite. Lax-Friedrich remains a very diffusive solver but
is robust. There is also an HLL solver, which retains only the two fastest waves (e.g. the
two fast magneto- acoustic waves) and then assumes that the gas is uniform between the two
states. The best approximate solver is the HLLD solver, that retains five waves (Miyoshi and
Kusano 2005), the two fast magneto-acoustic waves, two Alfve´n waves and the entropy wave.
Thus, four intermediate states have to be computed. A linear Roe solver which retains all seven
waves is also implemented in RAMSES. The Roe solver encounters severe difficulties in some
cases, in presence of strong density gradients. This is due to the linearization which is a poor
approximation for highly non linear discontinuities encountered in stiff problems.
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4.2 A multidimensional Radiation Hydrodynamics solver for RAMSES
Another mandatory physical process to account for is the radiative transfer. Implementing
radiative transfer in RAMSES has been the major parts of this thesis. We chose to use the
well-known Flux Limited Diffusion (FLD) approximation for implementation within RAMSES.
The FLD is easier to implement in an AMR code, since it involves only one additional equation
on the radiative energy. Implementation of the M1 model, although more accurate for radiative
transfer, is not straightforward in AMR codes and it implies large matrix inversions, which is
hard to handle on AMR grids. The main features of RAMSES have been presented in the
previous section, as well as the FLD approximation in 2.2.2. Note here that I present the
implementations in the hydrodynamics case. Extension to MHD flows has been done and is
trivial, since there is no coupling between magnetic and radiative terms.
4.2.1 The conservative Radiation Hydrodynamics scheme
Let us rewrite the grey Radiation Hydrodynamics (RHD) equations within the comoving frame


∂tρ+∇ [ρu] = 0
∂tρu+∇ [ρu⊗ u+ P I] = −ρ∇Φ− λ∇Er















Note that we rewrite the opacity κi as κiρ. κi has now dimensions cm
2 g−1.
The basic idea is to build a solver for a radiative fluid, with an additional pressure due to the
radiation field: the radiative pressure. Following the Euler equations in their conservative form,
the new conservative quantities are: density ρ, momentum ρu, total energy ET of the fluid (gas
+ photon) per unit volume, i.e. ρε + ρu2/2 + Er where Er is the radiative energy. The total
pressure PT equals P + Pr. Primitive hydrodynamical variables do not change for the fluid, but
we add a fourth equation for the radiative energy. Our solver is built on the combination of four
equations, closed by the perfect gas relation.
In order to simply integrate these equations in RAMSES and to minimize the number of
changes with the pure hydrodynamical version, we need to find the correct strategy. For example,
it is not easy to have access at any time to the flux limiter within a single cell. To compute it,
access to neighboring cells is needed, etc... For simplicity, we decompose each term where the
flux limiter λ appears as follows: λ = 1/3 + (λ − 1/3). We thus distinguish an isotropic part
(Eddington approximation, Pr = 1/3Er) and a correction one. The computation of predicted
states and fluxes in the MUSCL scheme will then be done under the Eddington approximation




∂tρ+∇ [ρu] = 0
∂tρu+∇ [ρu⊗ u+ (P + 1/3Er)I] = −ρ∇Φ− (λ− 1/3)∇Er













The left hand side of this set of equations is the new hyperbolic system ∂tU +∇F(U) = 0. The
64 The AMR code RAMSES and its extension to Radiation HydroDynamics
hyperbolic system, as well as corrective terms are integrated in time with an explicit scheme.






and the coupling term κPρc(aRT
4 − Er)
must be integrated implicitly, since they involve processes of very short time scales compared to
the explicit CFL condition.













ρu⊗ u+ (P + 1/3Er)I




Consider the variable transformation U = Θ(V), system (4.35) can be written with primitive
variables V = (ρ, u, P , Er) (for a 1D case in what follows). As we pointed out in the previous
section, the hyperbolicity property is invariant by variable transformation. Regular solutions of




∇Θ(V) = 0, (4.36)
where ∂F∂U is the Jacobian matrix of F(U), which is diagonalisable and admit real and distin-




DΘ(V)∇V = 0, (4.37)
with DΘ(V) assumed to be invertible. V eventually satisfies:
∂tV + B(V)∇V = 0. (4.38)
Since B(V) and ∂F∂U are similar, both have the same spectral properties. The system of primitive
variables reads 

∂tρ + u∂xρ + ρ∂xu + 0 + 0 = 0





∂tP + 0 + γP∂xu + u∂xP + 0 = 0
∂tEr + 0 +
4Er
3 ∂xu + 0 + u∂xEr = 0
(4.39)
This system is used in the predictor step of the MUSCL temporal integration. Hence, to predict
states, we consider the worst case, where the radiative pressure is the greatest (1/3Er). For the
conservative update (corrector step) we consider the LHS of system (4.34).








0 γP u 0
0 4Er3 0 u

 . (4.40)
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Note that radiative pressure enlarges the span of solutions, since wave speeds are larger. Once
again, with the Eddington approximation, we build the system in the case where the radiative
pressure would be the greatest. Hence solution waves propagate at a speed that is within the
wave extrema.











A drawback comes from the fact that computing the flux limiter λ involves an additional storage
of ∇Er.
4.2.2 The implicit radiative scheme
The most demanding step in our time-splitting scheme is to deal with diffusion and coupling
terms. This update has to be done with an implicit scheme, since time scales involved are much
shorter than those of pure hydrodynamical processes. Two coupled equations are integrated in
such a way {
∂tρε = −κPρc(aRT 4 − Er)
∂tEr −∇ cλκRρ∇Er = +κPρc(aRT 4 − Er)
, (4.43)
which give the implicit scheme on an uniform grid1

CvTn+1−CvTn








ρn∇En+1r = +κnPρnc(aR(Tn+1)4 − En+1r )
, (4.44)
where ρε = CvT . The nonlinear term (T
n+1)4 makes this scheme hard to invert. On the other
hand, it is much easier to solve implicitly a linear system. Assuming that changes of temperature







≈ 4(Tn)3Tn+1 − 3(Tn)4. (4.45)




r,i . Then T
n+1
i can be
directly injected in the radiative energy equation (4.44b), and En+1r,i is finally expressed as a






i . The implicit scheme for the radiative energy in a cell of
volume Vi in the x−direction becomes

























3Tn+1i − 3aR(Tni )4 − En+1r,i
)
Vi, (4.46)
1Index n and n+ 1 are used for variables before and after the implicit update. Exit of the explicit hydrody-
namics scheme supplies variables with index n. It does not match the variables at time tn and tn+1.
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i Vi + E
n
r,iVi. (4.49)


















Note that we compute the Planck and Rosseland opacities and the flux limiter with a gas
temperature value given before the implicit update (with index n), in order to preserve linearity
of the solver.
4.2.3 Implicit scheme integration
Conjugate Gradient algorithm
Equation (4.49) is solved on a full grid, made of N cells. It results in a system of N linear
equations, that can be written as a linear system of equations
Ax = b (4.51)
where x is a vector containing radiative energy values. The Conjugate Gradients (CG) method
is one of the most popular non-stationary iterative method for solving large systems of linear
equations Ax = b. CG method can be used if the matrix A to be inverted is square, symmetric
and positive-definite (which is our case!). The CG is memory-efficient (no matrix storage)
and runs quickly with sparse matrices. For a N × N matrix, the CG converges in less than
N iterations. Basically, CG method is a steepest gradient descent method in which descent
directions are updated at each iteration. The method proceeds by generating vector sequences
of iterates x(i) (i.e., successive approximation of the solution), residuals r(i) corresponding to
the iterates, and searches directions used in updating the iterates and residuals. Although the
length of these sequences can become large, only a small number of vectors needs to be stored.
In every iteration, the CG method involves one matrix-vector product, three vector updates and
three dot products that are performed in order to compute update scalars defined to make the
sequences satisfy certain orthogonality conditions. Another advantage is that the CG method
can be run easily on parallel machines.
The iterates x(i) are updated in each iteration by a multiple (αi) of the search direction
vector p(i)
x(i+1) = x(i) + αip
(i). (4.52)
Correspondingly, the residual vectors r(i) = b−Ax(i) must satisfy the recurrence
r(i+1) = r(i) − αiq(i) where q(i) = Ap(i). (4.53)
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A−1r(i+1) over all possible choices for
α in equation (4.53). Search directions are updated using the residuals
p(i+1) = r(i+1) + βip
(i), (4.54)
where the choice βi = r
(i+1)T r(i+1)/r(i)
T
r(i) ensures that p(i) and Ap(i−1) are orthogonal.
In order to improve convergence of CG or even to insure convergence in case of an ill-
conditioned matrix A, we use a preconditioning matrix M which approximates A. M is also
assumed to be symmetric and positive definite. In practice, the only requirement for M is that
it is inexpensive to solve linear systems, Mx = b. This is because the preconditioned algorithm
requires to solve the linear system at each step.
The Preconditioned Conjugate Gradient algorithm is
1. Compute the initial residual r(0) = b−Ax(0), p(0) = z(0) and z(0) =M−1r(0);
2. For j=0,1,..., until convergence Do:




4. x(j+1) = x(j) + αjp
(j);
5. r(j+1) = r(j) − αjAp(j);
6. solve M.z(j+1) = r(j+1);




8. p(j+1) = z(j+1) + βjp
(j);
9. End Do.
In this work, we use a simple diagonal preconditioning matrix, which retains only the inverse
of A diagonal elements. Convergence is estimated following two criteria: norm L2, criterion
||r(j)||/||r(0)|| < ε or norm L∞, maximum residual value max{r(j)}/max{r(0)} < ε. Values of
ε typically range from 10−8 to 10−3. We present in appendix an alternative method to the
conjugate gradient, which can be used efficiently on uniform grids or in some particular cases.
4.2.4 Implicit scheme on an AMR grid
In the context of star formation, it is necessary to extend our implicit scheme to AMR grids.
The difficulty comes from computing the right fluxes and gradients at the interfaces between
two cells. We need to consider carefully the energy balance that is done on a given volume. On
a regular grid, we do not have to worry about this. Energy balances are thus done on volumes
overlapping two cells, that depends on whether the mesh is refined or not. Consider the face of
a cell on level ℓ, 3 connecting configurations with other cells are possible (see figure 4.6):
• Configuration 1: the neighboring cell is at the same level ℓ: cells 1 and 3,
• Configuration 2: the neighboring cell is at level ℓ− 1: cells 1 and i,
• Configuration 3: 2 neighboring cells exist at level ℓ+ 1: cell i with cells 1 and 2.
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Our diffusion routine is called only once per coarse step. If finer levels evolve with their own
time steps, only their hydrodynamic an gravitational parts will advance in time. Our method
scans the full grid, begins with finer cells and then goes to cells on coarser levels and so on... The
grid is always scanned from finer to coarser levels. In order to optimize matrix-vectors products,
we choose to avoid dealing with configuration 3. Hence, when cells at level ℓ+1 are monitored,
values for cells at level ℓ will be updated. Configurations 2 and 3 are then performed at the
same time. Depending on the configuration, gradients and flux estimates are different. In the





Figure 4.6: Example of AMR grid configuration
Gradient estimate
Gradients ∇Er are estimated between the two neighboring cells center:
• Configuration 1: (∇Er)1,3 = Er,1−Er,3∆x
• Configuration 2: (∇Er)1,i = Er,1−Er,i3∆x/2
Flux estimate
Let Sℓ be the surface of interface of a cell at level ℓ and F ℓi,j the flux across this surface between
two cells i and j. The energy rate F × S that is exchanged at this interface is:
• Configuration 1: F ℓ1,3 × Sℓ = Er,1−Er,3∆x × Sℓ
• Configuration 2: F ℓ1,i × Sℓ = Er,1−Er,3∆x × Sℓ
• Configuration 3: F ℓi,1,2 × Sℓ−1 = F ℓi,1 × Sℓ + F ℓi,2 × Sℓ
Since access to neighboring finer cells is not straightforward, we see from configuration 3 all the
interest of updating quantities at level ℓ−1 when scanning grid at level ℓ. The choice of ∆xi−1/2
and Si+1/2 in equation (4.46) must then be done carefully in order to conserve energy properly.
4.2.5 Limits of the methods
The first drawback is the use of the FLD approximation that implies isotropy of the radiation
field. Anisotropies in transparent regime are not well processed with FLD, contrary to more
accurate models like M1 or VETF (Hayes and Norman 2003). A second limitation comes from
the grey opacity assumption.
From a technical point of view, our method works only for unique time stepping, i.e. all
levels evolve with the same time step. We do not take advantage of the multiple time stepping
faculty. As a compromise, we investigate the possibility to evolve finer levels with their own time
steps and perform a diffusion-coupling steps every 2, 4 or more finer time step (see §4.4.4). A
future development would be to use a multigrid solver or preconditioner for parabolic equations
(Howell and Greenough 2003).
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Another difficulty comes from the residual norm and scalar αj , βj estimates in the CG
algorithm. For large grid with a large number of cells, the dot product can be dominated
by round-off errors, due to estimates close to machine precision. This becomes even worse in
parallel calculations. The usual MPI function MPI SUM gives strange results, the results of
any sum becoming a function of number of processors... This affects dramatically the number
of iterations. We implement a new MPI function that performs summation in double-double
precision following He and Ding (2000), using the Knuth (1997) trick. In double-double precision
arithmetics, each floating point number is represented by two double precision numbers. In
fact, the bits in the second double precision number are an extended mantissa of the first
double precision number. The dynamic range of the double-double precision number remains
the same as the double precision number. One may think the first double precision number as
the summation result, and the second double precision number as the estimated rounding error.
Eventually, our method involves only immediate neighboring cells, whatever their refinement
level is. This could give rise to loss of accuracy in diffusion problems, since gradient estimates are
not second order accurate, when neighboring cells are at finer levels (see configuration 3, Popinet
2003). However, the tests we have been performing, ascertain that the method is nevertheless
accurate.
4.3 Radiation solver tests
4.3.1 1D test: linear diffusion
We consider in this test only the radiative energy diffusion equation, without hydrodynamics










Consider a box of length L=1. The initial radiative energy corresponds to a Dirac function,
namely it is equal to 1 everywhere in the box, except at the center where it amounts to Er,L/2 =
1 × 105. To simplify, we choose ρκR = 1 and a constant time step. We apply Von Neumann












Resolution CPU time (s) Niter CG N∆t Niter/N∆t
32 3.5 507 51 9.9
64 7.1 1057 102 10.4
128 14.36 2173 205 10.6
128 (sub) 14.97 2284 205 11.1
256 30.85 4806 409 11.8
256 (sub) 31.8 4922 409 12
256 (pre) 31. 4789 409 11.7
Table 4.1: CPU time, total number of iterations and number of ”CFL” time steps for various
numbers of cells. Sub-cycling (sub) or preconditioning (pre) are activated or not. Sub-cycling
is not efficient in terms of CPU time and number of iterations, but solutions are more accurate.
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Figure 4.7: Comparison between numerical solution (squares) and analytical solution (line) at
time t=1× 10−12 for calculations with 16, 32, 128 and 256 cells. Subcycling is activated.
Subcycling
Although the implicit scheme for the diffusion equation is unconditionally stable, its accuracy
deteriorates when time step becomes too large. It is even worse when the diffusion coefficient,
i.e. the opacity, depends on the temperature (non-linear diffusion). In this case, a good way to
avoid inaccurate solutions is to limit the time step according to the radiative energy variations
(i.e. ||∆Er||/||Er|| < ε). This can be efficient for steep gradients (e.g. Dirac) and when the time
step given by the CFL condition is too large.
















The first sub-cycling time step is evaluated with the initial values of the radiative energy and
of the temperature and is revaluated after convergence for a new CG solving, until the CFL
time step is reached. Note that this subcycling method is only used for this test. The accuracy
without subcycling appears to be sufficient in most of the next cases.
Figure 4.7 shows results at the same time for different resolutions of the box: 16, 32, 128
and 256 cells. Numerical solution is very close to the analytical one, even with a small number
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of cells. In table 4.2, we report the CPU time, the total number of iterations and the number of
”CFL” time steps for various numerical resolutions. At low resolution, the number of time steps
increases linearly with the number of cells, as well as the CPU time. The number of iterations
per time step is constant, i.e. the convergence of CG does not depend on the dimension of the
problem, but on the nature on the problem.
4.3.2 1D test: non linear diffusion
Consider a box made of two media with different initial radiative energy states: Er = 4 on the
left and Er = 0.5 on the right. We apply Von Neumann boundary conditions. We integrate the
same equation as in the previous test, but with a Rosseland opacity as a nonlinear function of
the radiative energy, i.e. ρκR = 1× 1011E−1.5r . Last, we allow refinement with a criterion based
on radiative energy gradients. In each region where ∇Er/Er > 10 %, the grid is refined.
Figure 4.8(a) shows the radiative energy profiles at different times. Because of the nonlinear
opacity, diffusion is more efficient in the high energy region. The mean opacity at cell interface
is computed using an arithmetic average, most adapted in case of non-linear opacity. In figure
4.8(b), we report results at time t = 1.4 × 10−2 and AMR level profile (red curve - right axis).
Levels are finer in high radiative energy gradient zones. Note that we check that we get similar
results in a 2D plane parallel case and in a 2D case with an initial step function making an angle
of π/4 with the computational box axis. This validates our routine in the x and y directions.
Figure 4.8: Non linear diffusion of an initial step function with AMR plugged in, the refinement
criterion based on radiative energy gradients. (a) Radiative energy profiles at 3 different times.
The diffusion is more efficient in low opacity regions. (b) AMR levels displayed at time t =
1.4×10−2 (red curve - right axis). High resolution zones match with steep gradients of radiative
energy.
4.3.3 2D test: linear diffusion
We perform the same test as for the 1D case (§4.3.1), but in a square box with a 2D Dirac
function for the radiative energy located at the center. We let the radiative energy diffuse
using AMR or not. Figure 4.9 shows results without AMR (left column) and with AMR (right
column). Uniform grid calculations have been performed on a 2562 grid and AMR calculations
using a 642 coarse grid and 2 levels of refinement, giving an effective resolution of 2562. In the
upper plots, radiative energy profiles (crosses) are in good agreement with the analytic solution
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Figure 4.9: 2D linear diffusion test. Top panels give radiative energy profile as a function of the
radius. Bottom panels show radiative energy contours with a linear scale for a 2562 grid. Left
column reports calculations done without AMR, and in the right column, AMR is de-refined
in cells where radiative energy gradients exceed 10%. The coarse grid is 642 and 2 levels of
refinement are used.
(red curve). AMR levels are also depicted (right axis - green points). For AMR calculations,
the full grid is refined, the criterion on the gradients being too strict (10%). Bottom panels give
contours of the radiative energy at similar times. We note that in the AMR calculations, the
grid has been unrefined in the center, causing a poor resolution and a loss of accuracy.
Table 4.2 summaries the calculations performed with or without AMR. The CPU time and
the total number of iterations are given. The number of iterations is greater when AMR is used,
this is due to our unique time step solver for radiation. However, CPU time decreases with
AMR, less grids being involved in the calculations. Although a unique time step is used, we
recover the benefits of AMR. Note also that the total number of iterations is almost the same,
thanks to the new MPI SUMDD function used to avoid rounding errors (He and Ding 2000).
4.3.4 Sod test without coupling matter/radiation
The next step in our tests cases consists of including hydrodynamics, without coupling between
material and radiation and with the flux limiter set to λ = 1/3. Hence, only the hyperbolic
system (4.35) is integrated. We checked in a preliminary test that the radiative energy was
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Resolution NCPUs CPU time (s) Niter
26 − 28 1 191.5 8696
26 − 28 2 117.7 8691
26 − 28 3 95.9 8683
26 − 28 4 81.8 8687
28 1 335.3 4159
28 2 199.4 4153
28 3 145.5 4159
28 4 129 4158
Table 4.2: 2D linear diffusion test: CPU time and total number of iterations over 150 coarse time
steps for four calculations with (top lines) AMR and four calculations (bottom lines) without
AMR, performed using various numbers of processors.
correctly advected. Then, a common test for the accuracy of computational fluid codes is
the Sod test (Sod 1978), that reproduces shock tube conditions. The test consists in a one
dimensional Riemann problem with given left UL and right UR states. The time evolution is
described by solving the Euler equations for a radiating fluid, the total pressure being the sum
of the thermal and radiative pressures. Initial conditions are: ρ1=1, P1 = 1, Er,1 = 1 × 10−4,
ρ2=0.125, P2 = 0.1 and Er,2 = 1 × 10−5. We used the minmod slope limiter and the HLL
Riemann solver. Refinement was achieved according to density, velocity and thermal pressure
gradients (5%).
The results are reported in figure 4.10, where we show the velocity, radiative energy, pressure
and density profiles obtained with the numerical simulation (squares) and the analytic solution
(red curve). In the density profile, we also display AMR levels (green curve). The analytic
solution is convincingly reproduced. Radiative energy and thermal pressure behave like the
density, being discontinuous at the entropy wave, since total pressure is the continuous quantity
at this contact discontinuity. We do not discern the discontinuity in the thermal pressure profile,
because the influence of the radiative pressure is too low.
4.3.5 Matter-Radiation coupling test
A less conventional test is the matter-radiation coupling. Consider a static, uniform, absorbing
fluid initially out of thermal balance, in which the radiation energy Er dominates and is constant.
An analytic solution can be obtained for the time evolution of the gas energy e, by solving the
ordinary differential equation (Turner and Stone 2001)
de
dt
= cσEr − 4πσB(e). (4.60)
We performed two tests, with two initial gas energies, e = 1010 erg cm−3 and e = 102 erg cm−3.
In both tests, the following quantities are taken constant: the radiative energy Er = 1 × 1012
erg cm−3, the opacity σ = 4 × 10−8 cm−1, the density ρ = 10−7 g cm−3, the mean molecular
weight µ = 0.6 and the adiabatic index γ = 5/3. Figure 4.11 shows the evolution in time of
the gas energy for the analytic solution (red line) and the numerical solution (crosses). In the
first calculations, where the initial gas temperature is greater than the radiative temperature,
we used a variable time step ∆t that increases with time, starting from 10−20 s. This good
sampling gives very good results. In the second case, we use a constant time step ∆t = 10−12
s. Although the sampling is bad at early times and longer than the cooling time, numerical
solutions always match the analytic one. This validates our linearization procedure in equation
(4.45).
74 The AMR code RAMSES and its extension to Radiation HydroDynamics
Figure 4.10: Classical Sod shock tube test for a radiating fluid without matter/radiation cou-
pling.
4.3.6 1D full RHD tests: Radiative shocks
Radiative shocks have been introduced in §3.5. Testing our method against radiative shocks
calculations is a last important step that every code attempting to integrate RHD equations
should pass. Following Ensman (1994) initial conditions, we test our routine for sub- and super-
critical radiative shocks. We also compare our solutions with those obtained by the ZEUS code,
integrating also the FLD approximation (Hayes et al. 2006).
Initial conditions are as follows: a uniform density ρ0 = 7.78×10−10 g cm−3 and temperature
T0=10 K. The box length is L=7 × 10−10cm, the opacity is constant (σ = 3.1 × 10−10 cm−1),
µ = 1 and γ = 7/5. The 1D homogeneous medium moves with a uniform speed (piston speed)
from right to left and the left boundary is a wall. The shock is generated at this boundary and
travels backwards. The piston velocity varies, producing sub- or super-critical radiative shocks.
The refinement criterion is based on density gradients (10%), and the grid has 32 coarse cells and
we use five levels of refinement. We use the Minerbo flux limiter. Note that we have implemented
both Minerbo and Levermore-Pomraning flux limiters, the differences between both being very
small. We do not allow subcycling in the diffusion routine, since it appears to be useless in that
case. The time step is given by the hydrodynamics CFL for explicit and implicit schemes, with
CCFL = 0.5.
Figure 4.12 shows the gas (solid line) and radiative (dashed line) temperatures for sub- and
super-critical radiative shocks, as a function of z = x − vt, where v is the piston’s velocity. In
both calculations, AMR is included. The subcritical shock is obtained with a piston’s velocity
v = 6 km s−1, whereas the supercritical shock is obtained with v = 20 km s−1. In both tests,
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Figure 4.11: Matter/radiation coupling test. The radiative energy is kept constant, Er = 1×1012
erg cm−3, whereas the initial gas energies are out of thermal balance (e = 102 erg cm−3 and
e = 1010 erg cm−3). Numerical (crosses) and analytic (red curve) evolutions of gas energy are
given as a function of time.
the extended, non-equilibrium, radiative precursor is evident. As expected, in the supercritical
case, pre- and post-shock gas temperatures are equal.
For the subcritical case, the postshock gas temperature is given by (Ensman 1994; Mihalas
and Mihalas 1984)
T2 ≈ 2(γ − 1)v
2
R(γ + 1)2 , (4.61)
whereR = k/µmH is the gas constant. For our initial setup, this analytic estimate gives T2 ∼ 810
K. Numerical calculations give T2 in good agreement with the analytic estimate, comparable
to values obtained with more accurate methods (Gonza´lez et al. 2007). The characteristic
temperature T− immediately in front of the shock is in good agreement with the analytic estimate
(Mihalas and Mihalas 1984)
ρvRT−






This means that, in front of the shock, the gas internal energy flux flowing downstream is
equal to the radiative flux flowing upstream. All the radiative energy is absorbed upstream and
contribute to heat the gas.
Similarly, the spike temperature, given by
T+ − T2 = 3− γ
γ + 1
T− ∼ 980K, (4.63)
is also in good agreement with the analytic estimate of Mihalas and Mihalas (1984).
AMR enables to describe carefully the gas temperature spike at the shock. The medium
around the spike is optically thin, and the numerical resolution in this region is therefore of
overriding importance. The spike’s amplitude varies according to the model used for radiation
and to the effective numerical resolution. Thanks to AMR, spike’s amplitude is larger in the
supercritical case, but not as large as those obtained with M1 or VTEF models (Gonza´lez et al.
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Figure 4.12: Left: Temperature profiles for a subcritical shock with piston velocity v = 6 km
s−1, at times t = 1.7×104 s (black), 2.8×104 s (red) and 3.8×104 s (green). AMR levels (dotted
line - right axis) are plotted. Right: Temperature profiles for a supercritical shock with piston
velocity v = 20 km s−1, at times t = 4× 103 s (black), 7.5× 103 s (red) and 1.3× 104 s (green).
In both cases, the gas (solid line) and radiative (dashed line) temperatures are displayed as a
function of z = x− vt.
2007; Hayes and Norman 2003). However, this last test shows the ability of our time-splitted
method to integrate RHD equations.
Comparison with ZEUS code
We compare our results with those obtained with the ZEUS code (Hayes et al. 2006). We use in
ZEUS the same initial conditions and the same flux limiter as in RAMSES. Figure 4.13 shows
the gas and radiative temperatures profiles (left plot) and the density profiles (right plot) for
RAMSES (black line) and ZEUS (red line), at t = 3.8×104 s, for a subcritical shock. Results are
very similar, the radiative precursors have the same extension. A small difference appears in the
spike amplitude, which is larger with RAMSES. This could be due to the fact that ZEUS uses
artificial viscosity. Last but not least, for a given resolution (512 cells), the same CFL number
and convergence criteria, RAMSES appears to be 4 times faster than ZEUS. Indeed, matrix
inversion in ZEUS uses Newton-Raphson iterations and is more heavy than the CG algorithm
we used.
Assuming that ZEUS has been world-widely tested, this final agreement brings conventional
testing of our routine to an end. After a short scalability study, the next step is to apply our
method to protostellar collapse.
4.3.7 Scalability test
We present here the scalability performance of our radiative solver. We have performed 3D
calculations on 1, 8 and 64 processors with respectively 643, 1283 and 2563 cells. In figure 4.14,
we plot the CPU time per cell as a function of the number of processors. CPU times have been
normalized with the value obtained with 1 processor. We see an overhead at large number of
processors (13%), but not significant. This is due to the high number of global communications
(e.g. MPI ALLREDUCE function) involved in the Conjugated Gradient algorithm. However, in
low mass star formation calculations, only a few processors (8) are needed for a good scalability.
The overhead due to our radiative solver will thus not be high.
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Figure 4.13: Comparison between ZEUS (red line) and RAMSES (black line) calculations for a
subcritical shock at time t = 3.8× 104 s. We show gas and radiative temperatures profiles (left
plot) and density profiles (right plot) as a function of z = x− vt.
Figure 4.14: Normalized CPU time per processor and per cell for calculations done with 1, 16
and 64 processors. In each case, each processor has 64 cells to monitor.
4.4 Dense core collapse calculations
In this last section, we perform 1 M⊙ dense core collapse calculations with the Flux Limited
Diffusion approximation. We first make a comparison with results obtained with the 1D code, for
a model without rotation. Then, we quickly look at the effect of the flux limiter on fragmentation.
Eventually, we try to speed up calculations using very simply the AMR adaptive time stepping
and find that it can strongly alter fragmentation. Note that in this section, we only give a
qualitative overall picture of our results. We will consider in more details the effects of the
radiative transfer in chapter 6.
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Figure 4.15: Profiles of density, radial velocity, temperature, optical depth and integrated mass
as a function of the radius and the temperature as a function of density in the 3D computational
domain. All values are computed at time t =1.012 tff .
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4.4.1 Initial conditions for RAMSES star formation calculations
One practical limitation of AMR codes is the use of Cartesian grids. RAMSES works with a
cubic volume, so that a part of the calculation box is lost when we describe a sphere. The outer
region of the sphere is at the same temperature as the core temperature but is 100 times less
dense. The outer gas has no effect on the dynamics of the sphere because the two parts are
well-separated. The sphere radius is equal to a quarter of the box length in order to minimize
border effects.
4.4.2 Collapse without rotation
For this first collapse test, we choose highly gravitationally unstable initial conditions. The
initial sphere is isothermal T0 = 10 K and has a uniform density ρ0 = 1.38× 10−18 g cm−3. The
ratio α between initial thermal energy and gravitational energy is α ∼ 0.50. The initial radius is
R0 = 7.07× 1016 cm. The theoretical free-fall time is tff = 57 kyr. To resolve the Jeans length,
we use NJ = 10, i.e. 10 points per Jeans length. Masunaga et al. (1998) showed that, for low
mass star formation, the first core properties are independent of the initial conditions. With our
setup, we can compare these results with those obtained with the 1D code in chapter 3, even if
we use different initial conditions.
Rfc Mfc M˙ Lacc Tc Tfc Sc α
(AU) (M⊙) (M⊙/yr) (L⊙) (K) (K) (erg K
−1 g−1)
8 2.1× 10−2 3.7× 10−5 0.014 396 81 2.11× 109 24
Table 4.3: Summary of first core properties at time t =1.012 tff and ρc = 2.7× 10−11 g cm−3.
In table 4.3, we summarize the first core properties obtained at time t =1.012 tff with
RAMSES. First core radius and mass are quite similar to results obtained with the 1D code
(see table 3.1). There is some difference in the temperature that is greater (∼ 15%) at the first
core border in the 3D calculations. However, since the 1D code and RAMSES are conceptually
totally different, it is encouraging to get similar results with the multidimensional tools.
In figure 4.15, we show at time t =1.012 tff the profiles of density, radial velocity, temperature,
optical depth and integrated mass as a function of the radius and the temperature as a function
of the density in the computational domain. All quantities are mean values in the equatorial
plane. In the density profiles, all the cells of the calculations have been displayed. The spread
in the density distribution is very small. Thus, the spherical symmetry is well conserved in
the 3D case. We compare these profiles with those in figure 3.7. The density jump between
the first core border and the center is of the same order of magnitude as the 1D case. The
infall velocity at the shock is also comparable (∼ 2 km s−1). The accretion shock takes place
around τ ∼ 5− 10, in the optically thick region. We do not see a jump in temperature through
the accretion shock, which thus remains supercritical. Eventually, we see from the temperature
versus density plot that the thermal behavior of the gas is not perfectly adiabatic in the central
core. The slight kink in the curve at T∼ 80 K (log(T)∼ 1.7) corresponds to ice evaporation in
the opacity table. The opacity decreases abruptly, this is the reason why the cooling is more
efficient in that region.
4.4.3 Influence of the flux limiter
With the Flux Limited Diffusion approximation, we introduced an ad hoc flux limiter to preserve
causality in the transport regime and especially to deal with the transition between optically thin
and thick regimes. In this test, we simply perform two calculations, one with the Minerbo Flux
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limiter and one without any limiter (λ = 1/3) in order to see if the flux limiter has an effective
impact on the fragmentation. Our initial spherical dense core has the same ratio of thermal to
gravitational energy as previously (α ∼ 0.5), but we add a m = 2 azimuthal perturbation of 10%
in the density field and a solid body rotation about the z-axis. The ratio between rotational
energy and gravitational energy is β = 0.04. The combined effects of the azimuthal density
perturbation and of the rotation promote spiral arms creation and fragmentation.
Figure 4.16: Temperature (upper plots) and density (lower plots) maps in the equatorial plane
for two calculations, with the Minerbo flux limiter (left column) and without flux limiter (right
column). Scales are logarithmic.
Figure 4.16 shows the temperature and density maps in the equatorial plane for the two
calculations. The left column shows results obtained with the Minerbo flux limiter and the right
column results obtained with λ = 1/3 everywhere. The first thing we note is that there are
almost no difference in the fragmentation mode. However, dynamical timescales are different,
the core evolves quickly without flux limiter. Since without flux limiter the cooling is increased,
this allows a faster collapse. We also note that the two satellites are closer to the central object
since more thermal support has been removed. Eventually, the surrounding temperature is
hotter when the flux is not limited in the transition region around τ = 1 and when causality is
not preserved.
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In figure 4.17, we plot the corresponding mean profiles of the density and gas temperature
as a function of the radius in the equatorial plane, using logarithmic scales. Density profiles
are close together in the outer part, but differ at the center. The central density in the FLD
case is ∼ 1.8 × 10−11 g cm−3, and ∼ 2.7 × 10−11 g cm−3 without flux limiter. Since the
cooling is greater without flux limiting, the central core can contract more efficiently. From the
temperature profile, we see that temperature is higher in the inner and outer part in the case
without flux limiter (123 K against 110 K with FLD). Without flux limiter, the temperature is
also higher at the center since the core has contracted slightly further and it is also higher at
high radius since heat from contraction and collapse has been evacuated more efficiently.
Figure 4.18, shows the gas temperature as a function of the density for each cell in the
computational domain at the same time as in figure 4.16. We first notice that there is a spread
in the temperature-density plane that the barotropic EOS cannot reproduce. Moreover, in
the two calculations, higher densities with a low temperature are reached. This could have a
strong impact on fragmentation. It indicates that a smaller Jeans mass is reached and therefore
fragmentation takes place at smaller scales with the FLD. We also note the differences between
the calculations: low density gas is hotter without the flux limiter, whereas we get more cold
dense gas thanks to flux limiter (around log(T)∼ 1 and log(ρ)∼ −12). We also find that the
maximal temperature in the FLD case is higher than in the temperature profile of figure 4.17.
This is due to the way we perform the average in the equatorial plane to get the temperature as
a function of the radius. However, this smoothing is only effective for a few cells very close to
the center. We clearly see that gas with density 10−16 < ρ < 10−13 g cm−3 is artificially heated
when the radiative flux is artificially too high. These temperature and density ranges correspond
to the transition between optically thick and optically thin region. We clearly see from these
results that radiative transfer modeling has to be accurate in order to obtain a fragmentation
that is of physical origin. In the last part of this work (§6.2.2), we will show that it can have an
impact in the outflow launching in the collapse of magnetized dense cores.
Figure 4.17: Gas temperature and density as a function of the radius in the equatorial plane
for calculations made with the Minerbo flux limiter (solid line) and without flux limiter (dashed
line).
4.4.4 Subcycling
In this last test, we examine a possible way to speed up calculations CPU time with a limited
and controlled impact on the results. Since RAMSES benefits from the adaptive time step
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Figure 4.18: Gas temperature as a function of the density for calculations made with the Minerbo
flux limiter (left) and without flux limiter (right). Scales are logarithmic. Each point gives
temperature and density of a cell of the computational domain. The red curve represents the
barotropic law with ρad = 1× 10−13 g cm−3.
scheme for the hydrodynamical part, we couple very simply this scheme to our implicit solver.
As we mentioned earlier, the implicit update enforces the time step to be the same for all the
AMR levels of the computational domain. However, high resolution regions are concentrated in
the center of the core or eventually in the satellites. In these regions, time steps are very short
and determined by the contraction of the adiabatic cores. The cooling in these hot and almost
adiabatic regions is not efficient during a single time step. Therefore, we let evolve these regions
with their own time steps for the hydrodynamical parts and perform a diffusion step every N
time steps of the finer levels.
Figure 4.19 shows the run of gas temperature with the density for calculations performed
with a diffusion step every 2 (left) and every 64 (right) coarse hydrodynamic time steps, at
a later time than in figure 4.18. In the right plot, we see that all the surrounding gas has
been heated up significantly since we do not use the flux limiter. Then, when diffusion step is
performed too rarely, the gas is spuriously heated up to ∼ 300 K (log(T)∼ 2.5) at low density.
The diffusion has not the resolution in time to propagate at the right speed (see figure A.1
and related comments in appendix A). The total energy is conserved, which is the reason why
the gas is hotter in the dense region and cooler in the less dense region compared to the left
plot. This effect can also be easily seen in a Barenblatt problem, where the propagation of the
diffusion wave, with a non linear diffusion coefficient, is integrated numerically with a time step
that exceeds the CFL associated with the diffusion wave speed vth (∆t = ∆x/vth).
Figure 4.20 shows density maps in the equatorial plane for four calculations performed with
the same initial conditions as in the previous test and with a diffusion step made every 2, 4,
16 and 64 finer time steps. The flux limiter has not been activated. When the diffusion step is
performed too rarely, the fragmentation is highly affected. Two satellites have fallen onto the
central object whereas they stay in orbit when the diffusion step is performed every 2 or 4 finer
time steps. From these results, we admit that fragmentation is not highly affected if the implicit
diffusion step is performed more than every 4 finer time steps given by the hydrodynamical
CFL condition. However, this empirical criterion depends on the problem and on the numerical
resolution. Using a higher numerical resolution in the fragments would allow us to increase this
criterion. On the contrary, when resolution is low, subcycling cannot be used.
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Figure 4.19: Gas temperature as a function of the density for calculations made with a diffusion
step every 2 (left) and every 64 (right) coarse hydrodynamic time step. The time is the same as
in figure 4.20.
Figure 4.20: Density maps in the equatorial plane for calculations made with an implicit diffusion
step performed every 2, 4, 16 and 64 finer hydrodynamical time step.
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Computational star formation today
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T
he rapid development of parallel supercomputers is enabling the detailed study of
the collapse and the fragmentation of prestellar cores with increasingly accurate numerical
simulations. Due to the advances also in sub-millimeter observation technology, we are now able
to consider many different modes of low-mass star formation using observations of a range of
initials conditions. The challenge for the simulations is to reproduce the observational results.
Two main numerical methods, namely AMR and SPH, are widely used to simulate the collapse
and the fragmentation of prestellar cores. We thoroughly compare these two methods within
their standard framework. We use the AMR code RAMSES and the SPH code DRAGON. Our
simplified physical model consists of an isothermal sphere rotating about the z-axis. First we
study the conservation of angular momentum as a function of the resolution. Then, we explore
a wide range of simulation parameters to study the fragmentation of prestellar cores. There
appears to be convergence between the two methods, provided numerical resolution in each case
is sufficient. We deduced numerical resolution criteria adapted to our physical cases, in terms of
resolution per Jeans mass, for an accurate description of the formation of protostellar cores. This
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convergence is encouraging for future work in simulations of low-mass star formation, providing
the aforementioned criteria are fulfilled.
5.1 Introduction
The study of star formation considers an incredibly wide range of mass and length scales.
Although it is established that stars form in dense cores, their non-linear evolution makes it
difficult to perform accurate calculations of the collapse and the fragmentation of a prestellar
core. The star formation process is the outcome of complex gas dynamics involving non-linear
interactions of gravity, turbulence, magnetic field and radiation. The early, pioneering theoretical
works of Larson (1969), Penston (1969) or Shu (1977) demonstrated the high complexity of
gravitational collapse. Klein et al. (2007) recently stated that developing a theory for low-mass
star formation remains one of the most elusive and important goals of theoretical astrophysics.
The computational challenge is to consider effectively the extensive ranges of spatial and density
scale. Following the gravitational collapse while resolving precisely the Jeans length, which scales
as λJ ∝ ρ−1/2 for an isothermal gas, is a major difficulty for numerical simulations.
Different numerical-simulation, techniques are used to study star formation, which have in-
cluded increasingly more complex physics. One difficulty is always the validation of the numerical
methods used to study low-mass star formation. There are two distinct numerical methods that
provide sufficient accuracy:
1. AMR: Adaptive Mesh Refinement method for Eulerian grids
2. SPH: Smoothed Particle Hydrodynamics method for a Lagrangean approach.
No systematic comparison between the two methods has yet been completed for low-mass
star formation calculations. Many numerical studies have compiled common test calculations
for convergence testing, and intercode comparison. The most famous model was first calculated
by Boss and Bodenheimer (1979) and since then, it has been recalculated by several authors
with even higher spatial resolution (e.g Arreaga-Garc´ıa et al. 2007; Bate and Burkert 1997;
Kitsionas and Whitworth 2002; Truelove et al. 1998). The SPH approach has generated a lot
of detailed investigations on the influence of the number of particles and neighbors (Attwood
et al. 2007; Lombardi et al. 1999; Rasio 1999), and criteria for numerical convergence have been
extracted from these studies. Nelson (2006) performed a large investigation of the influence
of these parameters on disk fragmentation, and concluded that the better the resolution the
later the fragmentation. Dehnen (2001) investigated the optimal gravitational force softening
necessary in three-dimensional N -body codes. Bate and Burkert (1997) provide a minimum-
resolution, criterion for SPH calculations with self-gravity to accurately model fragmentation.
Fewer studies have been completed for AMR because AMR codes have become available only
recently. Truelove et al. (1997) provide an empirical criterion for the Jeans-length resolution in
AMR calculations to avoid spurious numerical fragmentation.
There have not been many direct comparison between SPH and AMR calculations. Com-
parison in the context of cosmological simulations has been completed by the Santa Barbara
Cluster Comparison Project (Frenk et al. 1999). Using the AMR method, Fromang et al. (2006)
compares quite successfully hydrodynamical collapse calculations with SPH results of Hosking
and Whitworth (2004).
In the present chapter, we thoroughly compare the two approaches in the context of low-mass
prestellar core formation. The main goal of this study is to investigate whether convergence can
be achieved between the two methods. We have conducted calculations over a wide range of nu-
merical @ parameters, in order to study the dependency of angular momentum conservation and
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fragmentation on physical and numerical initial conditions. We then determine the resolution
criteria required to accurately describe prestellar core formation.
The chapter is organized as follows: in Section 2 we briefly introduce our collapse model.
In Section 3, we present the SPH code used in our comparative study, our initial numerical
conditions, and the criteria we fulfill to resolve gravitational collapse. The problem of angular
momentum conservation is examined in detail in Section 4. In Section 5, we tackle the fragmen-
tation issue and explore the dependency of the results on the numerical parameters. First, we
study the numerical convergence of AMR and SPH calculations separately. Then, we compare
the converged calculations for each code. This convergence study is completed for different test
cases. In section 6, we present our conclusions. For each method, we discuss the numerical crite-
ria required to provide an accurate description of both gravitational collapse and fragmentation.
The convention in this chapter is to call “particles” the SPH particles and “cells” the AMR
cells in order to avoid confusion. Note that almost all the work done in this chapter has been
published in the Astronomy & Astrophysics revue (Commerc¸on et al. 2008).
5.2 Definitions of the test cases
To make comparison between codes easier, we adopt simple initial conditions, similar to those
chosen in previous studies (e.g. Bate and Burkert 1997; Boss and Bodenheimer 1979). We
consider a uniform-density sphere of molecular gas of initial radius R0, rotating about the z-axis
with a uniform angular velocity Ω0, in order to minimize the loss of angular momentum due to
friction. We fix the cloud mass at M0 = 1 M⊙ and the temperature at 10 K. For a mixture of
molecular hydrogen, helium and heavy elements, this corresponds to an isothermal sound speed
of C0 ∼ 0.19 km s−1. For the case where fragmentation occurs, we use an m = 2 azimuthal
density perturbation.
The initial energy balance of our model is determined by two dimensionless parameters
















Since we use a constant initial mass of 1 M
⊙
and a constant temperature, providing the value
of the parameter α, gives the sphere radius R0. The higher α becomes, the larger R0 is. The
angular velocity is given by the parameter β.
In order to mimic the thermal behavior of a star-forming gas, we use a barotropic equation
of state (cf. Bonnell 1994). Tohline (1982) and Masunaga and Inutsuka (2000a) showed that
the core closely follows a barotropic equation of state, providing a good approximation without











where C0 is the isothermal sound speed and ρc = 10
−13 g cm−3 is the critical density which
corresponds to the transition from an isothermal to an adiabatic state (Larson 1969), see fig.
3.1.
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Figure 5.1: Left plot: Density map for a collapse SPH calculation with fragmentation. Right
plot: Corresponding particle distribution, illustrating the Lagrangean nature of SPH (Figures
from (Bate et al. 1995) and M. Bate website)
5.3 The SPH method and setup for protostellar collapse
5.3.1 SPH: Smoothed Particles Hydrodynamics
A brief overview
SPH is the most popular fully Lagrangean method used to describe gravitational collapse because
of its simplicity for 3D codes and its versatility to incorporate self-gravity. SPH was first designed
to simulate nonaxisymmetric phenomena for astrophysical gases (Gingold and Monaghan 1977;
Lucy 1977). This method is straightforward to use and develop, and efficiently produces robust
results. It can also effectively model hydrodynamical flows in regions of very low mass or
particle density. It does not need a grid to calculate spatial derivatives, but consists of a set
of discrete particles describing the state of the fluid. The spatial derivatives are found by
analytical differentiation of interpolation formulae. SPH particle i should not be perceived as
a real fluid element, but as a mathematical entity with coordinates ri, velocity vi, mass mi
(i.e. m since all particles have the same mass in the present calculations) and thermal energy
ei. The evolution of the fluid is determined by following the motion of the particles, under the
influence of interparticle forces which represent the effects of pressure, viscosity (see below) and
self-gravity.
The main advantage of SPH is its strict Galilean-invariant property and its simplicity. Res-
olution elements are then concentrated in high-density regions in SPH methods. The standard
SPH formalism uses artificial viscosity for the hydrodynamics. Some alternative formalism such
as Godunov SPH has been proposed (e.g. Inutsuka 1994) in order to avoid the use of artificial
viscosity, but these methods have yet to be well developed and tested. SPH has been used by
several authors to study fragmentation (Bate and Burkert 1997; Bonnell 1994; Goodwin et al.
2004; Hennebelle et al. 2004).
Hydrodynamical method for DRAGON
We use the standard SPH code DRAGON (Goodwin et al. 2004; Turner et al. 1995), that is in
its most simple version. SPH resides in an interpolation method which allows any function to
be expressed in terms of its values at a set of disordered points named particles. The integral
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interpolant of any variable A(r) is defined by
AI(r) =
∫
A(r’)W (|r− r’|, h)d3r’, (5.4)
where W is a normalized kernel function. We use the B2-spline smoothing kernel defined by






1− 32s2 + 34s3 if 0 ≤ s ≤ 1,
1
4 (2− s)3 if 1 ≤ s ≤ 2,
0 otherwise,
(5.5)
where ν is the number of dimensions and σ a normalization factor depending on the dimensions.




π respectively in 1, 2 and 3 dimensions. Parameter h is the kernel size.
In standard SPH, the integral interpolant for the variable A(ri) is approximated by a sum-







W (|ri − rj |, hij), (5.6)
where A(rj) is the value associated with particle j, hij = (hi + hj)/2, and hi is the adaptive
smoothing length of particle i, defined such that the particle kernel volume contains a constant
mass, i.e. a constant number of neighbors NN. The interpolation mass is then given by mNN.




mjW (|ri − rj |, hij). (5.7)

















∇iW (|ri − rj |, hij)−∇Φ, (5.8)
where the pressure gradient is symmetric, improving the conservation of linear and angular
momentum. Πij represents the artificial viscosity. We use a standard artificial viscosity scheme















where uij = ui − uj , rij = ri − rj , and C0,ij and ρij denote arithmetic means of the isothermal
sound speed and density of the particles i and j. The free parameters a1, a2 and a3 regulate
the strength of viscosity. In our case, we have the combination a1 = 1, a2 = 2 and a3 = 0.1hij .
This artificial viscosity has been the subject of a number of discussions in which authors suggest
alternative artificial viscosity. One common improvement is to use a time-dependent viscosity
(Morris and Monaghan 1997). We look at the influence of the viscosity scheme in §5.6.2.
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The gravitational force between a pair of particles obeys a simple inverse-square law, unless
the particles are very closed. Under this circumstance, the gravity force has to be softened


















According to Bate and Burkert (1997), the gravitational softening length should be the same
as the hydrodynamic smoothing length. Calculation of the gravitational acceleration of a particle
is speeded up using an octal Spatial Tesselation Tree (STT) (Hernquist 1987). It also accounts
for the quadrupole moments of the mass distributions. Thus, the term j in (5.11) may represent
a particle or a cell of many particles in the tree. The cell j will contribute to the calculation of
the gravitational acceleration of particle i if it satisfies the non-opening condition
ℓj < θcrit|~ri − ~Rj |, (5.13)
where ℓj is the linear size of the cell, ~Rj its center of mass position and θcrit is the maximum
opening angle.
DRAGON benefits from the implementation of “sink particles” creation (Bate et al. 1995),
used to continue the calculations without resolving processes on extremely short time-scales.
Last but not least, DRAGON uses multiple-particle time steps, so that accelerations of rapidly
changing particles are calculated more frequently than the accelerations of slowly changing
















where veff,i = |vi|/cs,i and σi is the effective particle sound speed including artificial velocity
effects.
We allow a variation of the number of neighbors ∆NN less than 10% of NN in our SPH
calculations, i.e ∆NN = 5 when NN = 50. Attwood et al. (2007) shows that the smaller ∆NN,
the less diffusive is SPH. Ideally, ∆NN should be set to 0. We report on the influence of setting
∆NN = 0 for local angular momentum conservation in §5.6.2.
Initial conditions for DRAGON
We apply the method as it was originally presented by Whitworth et al. (1995). We derive an
initial particle distribution by allowing hydrodynamical forces to act over a few time-steps to
randomly settled particles. Another approach sometimes used is to take initial hexagonal-close-
paced lattice of SPH particles to generate initial conditions. However, standard SPH calculations
start from noisy initial particle distributions at present time (e.g. Arreaga-Garc´ıa et al. 2007).
Note that we do not need intercloud and external particles to confine the ones within the sphere
since our model is initially far from equilibrium.
5.3.2 The Jeans criterion in numerical codes
Refinement criterion for the AMR method
Our refinement criterion is based on the Jeans length resolution which is necessary to accurately
treat gravitational collapse. We impose a minimum number of points NJ per Jeans length λJ.
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Figure 5.2: AMR-like NJ parameter for SPH as a function of the density for different resolutions
of a 1 M
⊙
dense core.
The cells’ dimensions must be smaller than a constant fraction of the local Jeans length. The
dimension of cells belonging to the ℓi refinement level is Lbox/2
ℓi , where Lbox is the physical








Truelove et al. (1997) defined a minimum resolution condition for the validity of grid-based
simulations aimed at modeling the collapse of a molecular cloud core, namely NJ > 4. This
condition ensures that the collapse is of physical rather than of numerical origin.
Jeans length description with a SPH code
In standard SPH, the resolution in mass is fixed and thus the Jeans length resolution deteriorates
with increasing density for an isothermal gas. The minimum resolvable mass must then be larger
than the interpolation mass. Bate and Burkert (1997) showed that the behavior of a Jeans-mass
clump of gas with radius ∼ h is dominated by the numerical implementation. Bate and Burkert
(1997) take the smallest mass that can be resolved in SPH calculations to be equal to the mass
of ∼ 2NN particles. According to this criterion, we can determine an initial number of SPH
particles necessary to solve the Jeans length in the simulations.
The Jeans mass is MJ ∼ 6G−3/2ρ−1/2C3s and the minimum resolvable mass is Mres = mNN.
Hence, we can define a Jeans condition corresponding to the minimum value of C3s ρ
−1/2, given
by the barotropic equation of state (3.12), i.e. 23/2C30ρ
−1/2
c :











Considering an initial spherical mass M0 = 1 M⊙ , the initial number of particles Np has to
satisfy Np > M0/mmax ∼ 9300 if NN = 50. This is the critical number of particles used in SPH
calculations to study the collapse of a dense core. We have in that case exactly 2NN (i.e. two
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resolution elements) particles per critical Jeans mass. Hubber et al. (2006) shows that with this
numerical resolution, standard SPH will capture fragmentation which is genuine and resolved.
As mentioned before, the mass resolution is fixed in standard SPH. In term of Jeans mass,
the resolution is therefore high at the beginning of the simulation and decreases when the density
increases up to the critical density. It is nevertheless instructive to have a means of comparing
the SPH and AMR resolution. We therefore define for the SPH the parameter NJ such that
N3J =MJ/Mres is the number of resolution element per Jeans mass. Fig. 5.2 shows the evolution
of NJ as a function of the density for various resolution masses. At low density, SPH resolution is
much better than AMR one, that is kept constant. But at high density, SPH resolution becomes
worse because of the high dependency of the Jeans mass on the density. In the next part of
this chapter, NJ for SPH will be given at the critical density ρc, i.e. the most unfavorable case
for the SPH. In the dense core where ρ > ρc, the parameter NJ enables us to compare the
resolution achieved by SPH and AMR, respectively. Using particle splitting refinement in SPH
(e.g. Kitsionas and Whitworth 2002) would improve its resolution. Indeed, particle splitting is
an economic way to increase the local resolution and thus to avoid violating the Jeans condition
in collapse simulations. However, as mentioned in the introduction, the aim of the present paper
is to compare the AMR and the SPH within their standard implementation.
5.4 Free-fall time and angular momentum conservation
We start by comparing the global properties of the collapse in the two codes in the simple case
of a uniform-density sphere collapse with no perturbation. We look at the collapse time, the
accretion shock and finally the angular momentum conservation.
We completed a first set of simulations using a wide range of resolution parameters. The
initial sphere is set up by parameters α = 0.65 corresponding to an initial radius R0 = 9.2 ×
1016 cm and a density ρ0 ∼ 6.02 × 10−19 g cm−3. The corresponding free-fall time is tff =
(3π/32Gρ0)
1/2 ∼ 86 kyr.
5.4.1 Free-fall time
The first step is to compare the calculations collapse time when the initial sphere is not rotating
(i.e. β = 0). Note that since α is large and since we use a barotropic equation of state, we
expect to find a value larger than the free-fall time. Then, we use as a reference time t0 > (
tff) for which ρmax = ρc. Table 5.1 gives collapse times t0 as a function of resolution parameters
for AMR and SPH calculations. AMR calculations were completed for the parameters NJ = 10
and ℓmin = 5, 6 and 7. SPH calculations were derived using parameters values Np ranging from
5× 103 to 2× 105 and a number of neighbors NN = 50. We note that with Np = 5× 103, we do
not satisfy the Bate and Burkert (1997) criterion, but the mass of our resolution element, i.e.
the sphere containing the NN neighbors, is smaller that the critical Jeans mass.
Table 5.1: Summary of the different simulations for the case with no rotation (left table: SPH;
right table: AMR). Ni for the AMR calculations gives us the number of cells describing the
initial sphere.
Np NN NJ t0 (kyr)
5× 103 50 1.86 108.6
1× 104 50 2.33 102
5× 104 50 4. 94.1
2× 105 50 6.35 91.5
5× 105 50 8.61 90.6
ℓmin Ni NJ t0 (kyr)
5 2 145 10 109
6 17 160 10 98
7 137 260 10 95
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Figure 5.3: (a): Density profiles at t0 as a function of the radius for the case with β = 0.01
and for the two most resolved simulations, namely ℓmin = 7, NJ = 10 for the AMR (squares)
and Np = 5s10
5, NN = 50 for the SPH (crosses). (b): Illustration of the accretion shock:
radial velocity profiles for the two most resolved AMR and SPH simulations in the xy-plane at
t∼t0 + 1.2 kyr.
With increasing numerical resolution, the numerical time t0 decreases and seems to converge
toward a value slightly greater than the free-fall time. Time t0 changes by less than 5% between
AMR calculations with ℓmin = 6 and 7, and SPH calculations with Np = 5 × 104 and 2 × 105.
Dynamical times t0 in SPH calculations are closer to the free-fall time than the AMR ones. This
is partly due to the higher initial resolution in SPH.
Collapse and accretion shock with rotation β = 0.01
The gas sphere is now in solid rotation about the z-axis. We set β = 0.01, corresponding to an
orbital time trot = 2.8×103 kyr. Table 5.2 summarizes the different SPH and AMR calculations
executed for this case. In order to illustrate the core resolution, we provide the quantity Ncore
representing the number of cells/particles with density ρ > 1 × 10−15 g cm−3 at t0. AMR
simulations have been performed with different minimum refinement levels ℓmin ranging from 5
to 7 and a refinement criterion NJ ranging from 4 to 10. As expected, at a constant NJ, the
various AMR calculations show a convergence. The SPH simulations were performed with a
constant number of neighbors NN = 50, and a total number of particles Np ranging from 5×103
to 5×105. For standard SPH, the effects of the decrease in resolution with increasing density are
demonstrated by the fact that, for equivalent initial conditions, it is easier to achieve a better
core resolution using AMR.
In Fig.5.3(a) we show density profiles as a function of the radius in the equatorial plane for
AMR calculations with ℓmin = 7 and NJ = 10, and for SPH with Np = 5 × 105 and NN = 50.
The density profiles are very similar, indicating good convergence between the two methods.
The behavior differs at relatively high radius because of the external gas in the AMR method.
In the present simulations, the dynamical time to reach ρc is increased by ∼ 5 kyr, because of
the rotational support. As seen in Table 5.2, when one increases the resolution, one seems to
converge toward this time.
When the core becomes adiabatic, the angular momentum conservation induces the forma-
tion of an accretion disk around the central object. The centrifugal force becomes comparable
to the gravitational one on the equatorial plane, slowing down the collapse. The outer collapsing
gas, which has a supersonic infalling speed, suddenly meets the static gas of the core, creating
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an accretion shock. This shock can be clearly seen in Fig. 5.3(b) where the radial velocity com-
ponent averaged over the equatorial plane is displayed. The accretion shock is described slightly
more accurately with the AMR method. The SPH curve is smoother before the shock due to the
artificial viscosity scheme. The slope before the shock strongly depends on the hydrodynamical
solver so the results illustrate the difference between the hydrodynamical methods used in our
two codes.
5.4.2 Theoretical local angular momentum
Figure 5.4: Ratio between the angular momentum ~J(t) over the initial angular momentum ~J0
at different times for the SPH simulation with Np = 5× 105 and NN = 50. The ratio is plotted
as a function of the number of particles, ordered in decreasing density. The value of the ratio is
a mean value over 7 500 particles. The red curve corresponds to results at t0.
We now investigate the issue of angular momentum conservation. We note that the equations
for both SPH and AMR equations imply that linear momentum is conserved. Considering our
axisymmetric model, without azimuthal perturbation, we can easily investigate the effect of
numerical resolution on angular momentum conservation. The local angular momentum should
be well conserved, until azimuthal symmetry is broken. The loss of local angular momentum in
our model is only due to unphysical transport inherent to the numerical methods used in the
two codes. Due to their Lagrangean properties, the SPH calculations can provide a measure of
the initial angular momentum of each particle, that is the angular momentum that the particle
should have if angular momentum is perfectly conserved. Having access to the particle initial
angular momentum, the loss of angular momentum is easily calculated. The azimuthal velocity





where r is the distance from the rotation axis
r =
√
x2 + y2, (5.18)
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Figure 5.5: Left plot: Cumulated hydrodynamical torque on the rotational axis for SPH cal-
culations with Np = 5 × 105 and NN = 50 and at the same times as in Fig. 5.4. Right plot:
Cumulated torque on the rotational axis due to the standard artificial viscosity for the same
calculations and times. Particles are ordered in decreasing density and the torques are averaged
over 7 500 particles. At t0 the cumulated torques are significant for the densest particles.
and the angular momentum
~J = xvy − yvx. (5.19)
The angular momentum conservation along the z-axis allows us to write
~J = xvy − yvx = x0vy,0 − y0vx,0 = ~J0. (5.20)
Thus, the theoretical angular velocity of a particle at time t is determined by the ratio





Using Eq. (5.21), we compare the theoretical angular velocity component to their numerical
values, and in particular with the AMR results for which we do not have access to a theoretical
value. Since SPH and AMR density profiles are almost identical at t0, we suppose that the
previous mapping giving ~J0(r0) as a function of the radius in the SPH runs is also valid for
the AMR calculations. Note also that the method cannot account for the displacement of the
particles that would arise by changing the angular momentum.
Azimuthal velocity component
Figure 5.4 presents the ratio of the angular momenta ~J(t) and ~J0 for the SPH simulation with
Np = 5 × 105 and NN = 50. The particles are arranged in order of decreasing density and the
ratio is averaged over 7500 particles. A first interesting result is that denser particles lose more
angular momentum. At tff , denser particles have lost 3% of their initial angular momentum. In
less resolved calculations, i.e. Np = 5× 103 particles, the effect is stronger and the densest ones
lose more than 10% of their initial angular momentum in a free-fall time tff . This percentage
slightly decreases when the number of particles is increased. The reason is that the denser the
particle the larger the viscous torque (see below) and thus the larger the angular momentum
transport. This numerical transport is amplified when the core is close to becoming adiabatic.
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Figure 5.6: Azimuthal velocity at t0 as a function of the radius on the equatorial plane for SPH
(left) and AMR (right) calculations at corresponding t0. The left-hand plot (Fig. 5.6a) shows
SPH results with various Np and NN = 50. The solid line represents the theoretical azimuthal
velocity interpolated at t0 and is denoted as vθ,th. The right-hand plot (Fig. 5.6b) shows AMR
results with NJ = 10 and ℓmin = 5, 6 and 7. The theoretical azimuthal velocity is plotted also
for easy comparison with the SPH results.
Figure 5.5 shows the cumulated hydrodynamical (left-hand side) and viscous (right-hand
side) torques on the rotational axis for the same SPH calculations at the same times as in
Fig. 5.4. In principle, there should not be any torque on the rotational axis because of this
axisymmetric model. The cumulated torques are computed and summed at each time-step for
each particle. The value plotted is an average over 7 500 particles and particles are ordered in
decreasing density. Denser particles have the largest cumulated hydrodynamical and viscous
torques. The friction forces corresponding to the hydrodynamical torque are stronger for these
particles, which is due to the strong differential velocity.
Table 5.2: Summary of the different simulations (upper table: SPH, lower table: AMR) per-
formed to study angular momentum conservation.
Np NN NJ Ncore t0 (kyr)
5× 103 50 1.86 225 115
1× 104 50 2.34 422 107
5× 104 50 4. 1 833 98
2× 105 50 6.35 7 055 95
5× 105 50 8.61 17 309 93
ℓmin Ni NJ Ncore Tot. cells t0 (kyr)
5 2 145 6 3 928 ∼ 9.1× 104 150
5 2 145 10 30 752 ∼ 1.6× 105 116
6 17 160 4 4 016 ∼ 3.1× 105 116
6 17 160 10 28 800 ∼ 3.7× 105 109
7 137 260 10 29 944 ∼ 2.2× 106 96
Figure 5.6a displays the azimuthal velocity component as a function of the radius r on
the xy-plane for the SPH simulations. The theoretical azimuthal velocity profile (solid line) is
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Figure 5.7: (left): Total integrated mass in the equatorial plane at t0 as a function of the
radius for AMR calculations with ℓmin = 6, NJ = 10 (dashed-line) and for SPH calculations
with Np = 5 × 105, NN = 50 (dotted line). (Fig.5.7right): Ratio between numerical and
theoretical azimuthal velocities at t0 as a function of the radius in the equatorial plane for the
same calculations.
obtained following the previous section. It is obvious that low resolution simulations are not able
to conserve properly the angular momentum. With 5×103 particles, we obtain counter-rotating
particles at the center (not illustrated in Fig. 5.6a because we make the average of the angular
velocity in the xy-plane that smoothes the profiles). It appears that a minimum of 5 × 104
particles is required to maintain angular momentum loss within less than 10%, for the case of
the present study. The improvement of angular momentum conservation eventually saturates
for large numbers of particles. We checked that using a larger number of neighbors does not
improve the conservation of local angular momentum.
Figure 5.6b presents results obtained using the RAMSES code. AMR curves are plotted
and compared with the theoretical results obtained previously using SPH. The simulations with
ℓmin = 6 and ℓmin = 7 are close to the theoretical curve. In both AMR simulations with NJ = 10,
dense core resolution is higher than with SPH. For an initial resolution of ℓmin=5, the AMR
scheme does produce some angular momentum lag. This can be due to the fact that with a poor
initial resolution, the interpolation of the gravitational potential tends to convert gravitational
energy into rotational energy. The outer gas does not alter the angular momentum conservation
for AMR calculations because of its tiny density.
In Fig. 5.7, we plot the integrated mass (left) and the ratio of numerical over theoretical
angular momentum (right) for AMR calculations with ℓmin = 6, NJ = 10 and for SPH calcula-
tions with Np = 5× 105, NN = 50. In Fig. 5.7a, most of the mass of the forming disk remains
within a radius ∼ 1 × 1016 cm, for which AMR and SPH have divergent results. In Fig. 5.7b,
angular momentum is clearly transported to the outer regions with SPH, but has a trend to be
transported to the inner regions with AMR. The overall angular momentum is well conserved in
both calculations, but local properties seem to be affected by initial resolution. SPH resolution
is much better at the beginning of the calculations, which enables SPH to properly conserve
local angular momentum at r > 1.4 × 1015 cm at t0. In contrast, the smaller initial resolution
of the sphere for AMR implies that angular momentum is conserved far less in this region. This
effect reverses at lower radius where AMR can reach smaller scales contrary to standard SPH.
The density profiles obtained with the two methods converge towards a similar solution (c.f.
Fig.5.3a), but a closer analysis of the velocity profiles shows discrepancies. The angular velocity
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Figure 5.8: AMR calculations density maps on the xy-plane for the case α = 0.50, β = 0.04.
From top to bottom, four different times are shown: t=t0 + 4 kyr, t=t0 + 5 kyr, t=t0 + 6 kyr
and t=t0+7 kyr. The AMR calculations have been performed with, from left to right columns,
ℓmin = 6 and NJ = 4, NJ = 10, NJ = 15 and ℓmin = 7 and NJ = 15.
profiles appear to imply that local angular momentum is better conserved by the AMR method
than with the SPH method, for the code implementation that we have used. Both can be
improved using appropriate methods (see §5.6.2 and 5.6.3).
5.5 Fragmentation
5.5.1 Model
Prestellar core fragmentation is a highly non-linear process. A key issue is to understand the
extent to which the fragmentation that occurs in numerical simulations, is influenced by the
numerical scheme and resolution.
To study dense core fragmentation, we choose the same previous spherical model and impose
a m = 2 azimuthal density perturbation:
ρ(θ) = ρ0[1 +A cos(mθ)], (5.22)
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Table 5.3: Summary of the different simulations performed with α = 0.5 and β = 0.04. Ncore
corresponds to particles/cells whose density satisfies ρ > 1× 10−15 g cm−3 at t=t0+4 kyr. The
upper table (Table 5.3a) gives a summary of the SPH calculations. The lower Table (Table 5.3b)
shows a summary of AMR calculations.
Np NN Ncore t0 (kyr)
5× 104 50 6 997 64
2× 105 50 28 516 63
5× 105 30 72 417 63
5× 105 50 71 804 62
5× 105 100 76 390 63
5× 105 200 71 940 64
ℓmin NJ Ncore Tot. cells t0 (kyr)
6 4 48 680 ∼ 4.4× 105 66
6 10 156 588 ∼ 6.2× 105 65
6 15 263 304 ∼ 7.9× 105 67
7 10 117 108 ∼ 2.4× 106 65
7 15 305 896 ∼ 2.7× 106 65
where ρ0 is the mean sphere density, A the perturbation amplitude and θ the azimuthal angle
in cylindrical coordinates.
The initial conditions are easy to implement for the AMR calculations. The SPH sinusoidal
density perturbation is imposed by adjusting the unperturbed θ-coordinate of each particle to
a perturbed value θ∗ given by:




We compare simulations for three different thermal supports, namely α = 0.35, 0.5 and 0.65,
with a fixed rotational support β = 0.04. In the following, clumps for which the gas density
satisfies ρ > 1× 10−12 g cm−3 are referred to as fragments.
5.5.2 Results for a critical case: α = 0.5, β = 0.04 and A=0.1
We now consider the effects of varying the numerical parameters. First, we study the effect
of varying the initial grid resolution ℓmin and the number of cells within a Jeans length NJ for
AMR calculations. Then, we present our SPH calculations with various number of neighbors NN
and of particles Np. For this set of calculations, the initial parameters are: ρ0 = 1.35× 10−18 g
cm−3, R0 = 7.07×1016 cm, Ω0 = 2.12×10−13 rad s−1 and tff = 57 kyr. The initial perturbation
amplitude is A = 0.1.
Table 5.3 summarizes the calculations we performed for this case. Informations about the
core resolution (i.e. ρ > 1×10−15 g cm−3) and the total number of cells are given at t=t0+4 kyr.
The dynamical times to reach the collapse are quite similar, within less than 2%. Synchronizing
calculations at t0 is then well justified. In the following sections, we consider core evolutions
over a few thousand years (∼ 10% of t0).
Detailed study of the effect of NJ and ℓmin for AMR calculations
In Fig. 5.8, we show density maps on the equatorial plane at four different time-steps for AMR
calculations with, from left to right, ℓmin = 6 and NJ = 4, 10 and 15 and ℓmin = 7 (giving 128
3
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cells initially) and NJ = 10. Maps are given, from top to bottom, at t=t0+4 kyr, t=t0+5 kyr,
t=t0+6 kyr, and t=t0+7 kyr. As shown in Fig. 5.8, fulfilling the Truelove condition (Truelove
et al. 1997), NJ > 4, does not guarantee an accurate fragmentation timescale. The calculations
with NJ = 4 fragments at t0+5 kyr while other calculations do not fragment until t=t0+7 kyr.
This suggests that calculation with ℓmin = 6 and NJ = 4 suffers from inaccurate fragmentation,
but this latter is inhibited when fragments fall onto the central object before t0 + 6 kyr. The
core will eventually refragment but not at the same time as the other calculations (i.e. t >>
t0 + 7 kyr). With increasing NJ, we converge to a fragmented pattern with one central object
and two satellites.
Another aspect to be considered quite carefully is the choice of ℓmin, i.e. the initial description
of the sphere. The results of the two calculations for NJ = 15, with first ℓmin = 6 and secondly
ℓmin = 7 are very similar, suggesting that numerical convergence has been achieved. We remark
that small differences are apparent in the detailed structures. The satellites formed with ℓmin =
7 are more structured and compact than those formed with the initial resolution ℓmin = 6.
According to these calculations, fragmentation into two identical satellites and a central object
should occur around t=t0 + 7 kyr.
Detailed study of the effect of Np and NN for SPH calculations
We performed a series of SPH calculations with different Np, but with a constant NN = 50, and
then with a larger NN for one value of Np.
Figure 5.9 shows density maps in the equatorial plane for these calculations at four different
time-steps, namely, from top to bottom: t=t0 + 4 kyr, t=t0 + 5 kyr, t=t0 + 6 kyr and t=t0 + 7
kyr. The calculations with Np = 2× 105 and Np = 5× 105 show good agreement at least until
t0 + 6 kyr and differ noticeably from the less resolved calculations (NN = 50, Np = 5 × 104)
where fragmentation occurs earlier. The dense core fragments in any case, but its fragmentation
is delayed when Np increases (e.g. Nelson 2006). Early fragmentation is here clearly due to a
lack of resolution. As shown in section 5.4.2, the conservation of local angular momentum is
bad when Np is low and leads to very inaccurate collapse and fragmentation timescales of the
cloud. Once symmetry is broken, it is useless to continue the simulations, since calculations
would obviously diverge. This symmetry-breaking occurs earlier in the SPH calculations, first
because of the numerical noise inherent to the relaxed, and random, initial particle distributions,
and because of the lower resolution of the Jeans length in the disk.
The other fundamental parameter in SPH calculations is the number of neighbors that
determine the kernel size. Increasing the number of SPH particles increases the resolution
but also introduces numerical noise on smaller scales. The natural way to reduce this noise is
to increase the smoothing kernel length, by increasing NN. The effects of varying NN have been
investigated by Lombardi et al. (1999) and Rasio (1999). In particular, Rasio (1999) derived the
following results:
• higher accuracy is reached when both Np and NN are increased, with Np increasing faster
than NN so that the smoothing length decreases. One possible scaling (Lombardi et al.
1999) is NN ∝ N qp with 0.2 ≤ q < 1,
• the SPH scheme is consistent in the limit where (NN, Np)→∞ and h→ 0,
• convergence (e.g. the number of timesteps) is accelerated by increasing the smoothness of
the kernel.
The usual number of neighbors in previous studies is about 50. However, no study has
accurately explored the role played by NN in the context of star formation. Hence, we performed
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Figure 5.9: SPH calculations density maps in the xy-plane for the case α = 0.50, β = 0.04.
From top to bottom, four different times are shown: t=t0 + 4 kyr, t=t0 + 5 kyr, t=t0 + 6 kyr
and t=t0 + 7 kyr. The calculations have been performed with, from left to right, NN = 50 and
Np = 5× 104, Np = 2× 105 and Np = 5× 105 and NN = 100 and Np = 5× 105.
calculations with a constant Np and different values of NN. This is illustrated in the right column
in Fig. 5.9 where we report maps of calculations with Np = 5 × 105 and NN = 100. The core
has already fragmented at t0+6 kyr whereas with NN = 50 it fragments later. The calculations
with parameter set Np = 2×105 and NN = 50 is very similar to the later of similar ratio Np/NN.
Other calculations with various NN are reported in §5.6.1. It appears clearly that the greater
NN the earlier fragmentation occurs, because increasing NN for a fixed Np decreases the spatial
resolution (h increases).
Comparison and convergence
In the previous sections, we show that AMR and SPH calculations converged separately. We
now compare the converged calculations. Figure 5.10 shows density maps in the equatorial plane
for the results of two of the most resolved calculations at three timesteps, namely, from top to
bottom, t0+5 kyr, t0+6 kyr and t0+7 kyr. The left column shows maps for AMR calculations
with ℓmin = 7 and NJ = 15 whereas the right column displays SPH maps for calculations
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with Np = 5 × 105 and NN = 50. We display again the results of Fig.5.8 and Fig.5.9 to
illustrate clearly the convergence. Agreement between the two methods for these physical and
numerical parameters set is striking for the two first timesteps. The calculations provide the
same fragmentation time and pattern, although satellites and the central object are larger for
SPH.
Figure 5.11 shows disk density profiles as a function of the radius averaged in the equatorial
plane for the same SPH and AMR calculations. This plot complements Fig. 5.10 with the last
density maps, where fragments are well-developed. Density profiles show a peak at a radius
corresponding to satellite positions in the map. Satellite fragments are denser in the SPH calcu-
lations, and the central object is less dense and larger compared with the dense elongated shape
obtained with the AMR.
Although there are some obvious differences between the two methods, there seems to be a
real convergence between the two types of calculations. For the specific case under study, we
find a good agreement between AMR calculations with ℓmin = 7 or 6, and NJ = 15 and SPH
calculations with Np = 5× 105 and NN = 50. However, even for the most resolved simulations,
the results between the two methods diverge after some time (i.e. t0+7 kyr for this specific
case). This is not surprising because the dynamics becomes non-linear and chaotic, as the initial
and numerical noise become amplified.
Figure 5.10: AMR and SPH calculations density maps in the xy-plane at three different times
for the case α = 0.50, β = 0.04. The times correspond to t0 + 5 kyr, t0 + 6 kyr and t0 + 7 kyr,
from to bottom, respectively. The AMR calculations plotted on the left column have been run
with ℓmin = 7 and NJ = 15. The right column shows the results for the SPH calculations with
Np = 5× 105 and NN = 50.
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Figure 5.11: Density profiles at t0+ 7 kyr as a function of the radius, averaged on the equatorial
plane, for AMR calculations with ℓmin = 7 and NJ = 15 (dashed line), and SPH calculations
with Np = 5× 105 and NN = 50 (dotted line).
5.5.3 Results for low and high thermal support
Results for a less prone to fragment case: α = 0.65, β = 0.04
This second series of calculations is the least prone to fragmentation because of its strong thermal
support. We use a perturbation amplitude A = 0.5 in order to make fragmentation easier if it
should occur.
Figure 5.12 gives density slices on the equatorial plane at t=t0 + 10 kyr. On the left-hand
side, we show AMR results for an initial sphere described with ℓmin = 6 and, from top to bottom,
NJ = 4, 10 and 15. The right-hand column shows slices of SPH calculations with NN = 50 and
Np = 5 × 104, 2 × 105 and 5 × 105, from top to bottom. In the previous cases, the core has
already fragmented into three clumps at this time. In this case, the cloud develops spiral arms
with no fragmentation. The cloud fragments in some cases after t0 + 50 kyr.
AMR and SPH calculations converge quickly to a pattern with only spiral arms and the
formation of a single central object when resolution is sufficient.
Early fragmentation case: α = 0.35 , β = 0.04
This last case is the most prone to fragmentation because of its small thermal support against
gravitational energy. In this set of calculations, the initial parameters are: ρ0 = 3.92 × 10−18
g cm−3, R0 = 4.95 × 1016 cm, Ω0 = 3.63 × 10−13 rad s−1 and tff = 1.06 × 1012 s (∼ 33.6 kyr).
The initial perturbation amplitude is A = 0.1. We performed SPH calculations with Np ranging
from 5 × 104 to 5 × 105 and NN = 50. The AMR calculations were performed with ℓmin = 6
and 7, and NJ varying between 4 and 15. Although all results are very similar at t0, we find
some differences at t0 + 1 kyr. For example, it appears quite clear that AMR calculations with
ℓmin = 6 and NJ = 4 diverge from the other AMR calculations (tiny spiral arms).
Figure 5.13 shows density maps in the equatorial plane for the most relevant calculations
at t=t0 + 3 kyr. On the left column, we provide the AMR results with increasing resolution
parameter NJ from top to bottom and a constant ℓmin = 6. According to our previous results,
an initial computational domain with ℓmin = 6 is sufficient to reach convergence for the AMR
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Figure 5.12: Density maps in the equatorial plane at t0 + 10 kyr for α = 0.65, β = 0.04 and
A = 0.5. On the left-hand side, we show AMR results with ℓmin = 6 and, from top to bottom,
NJ = 4, 10 and 15. The right-hand side gives slices of SPH calculations with NN = 50 and
Np = 5× 104, 2× 105 and 5× 105, from top to bottom.
calculations. The right column shows SPH calculations, with Np ranging from 5×104 to 5×105.
We seem to reach a convergence between the AMR calculations with ℓmin = 6 and NJ > 6.
The SPH calculations with Np = 5 × 104 diverge quickly compared to two more resolved with
Np = 1× 102 and 5× 105. The most resolved AMR and SPH runs show a convergence towards
a similar solution. The patterns have the same size and position. The core fragments into a
central clump (of size ∼ 30 AU) and two identical outlying clumps (of size ∼ 10 AU) for AMR
calculations. A similar central object is present in the SPH calculations, but the outlying clumps
are larger.
However, as shown in §5.6.3, higher resolution runs show that convergence has not been
reached. In that case, one needs either an even better resolution or, alternatively, a more
sophisticated numerical scheme.
To conclude our study on core fragmentation, it becomes increasingly difficult to attain
convergence in both SPH and AMR simulations as non-linearity increase. Good convergence is
found for sufficiently high thermal support. However, for low thermal support (i.e. α = 0.35),
convergence is more difficult to achieve and the horizon of predictability becomes short.
5.6 Improvements, numerical diffusion and sink particles 105
Figure 5.13: Density maps in the equatorial plane at t=t0 + 3 kyr for the case α = 0.35, β = 0.04
and A = 0.1. On the left side, we give AMR results with ℓmin = 6 and, from top to bottom,
NJ = 4, 10 and 15. On the right side, we show SPH maps with calculations with NN = 50 and,
from top to bottom, Np = 5× 104, Np = 2× 105 and Np = 5× 105.
5.6 Improvements, numerical diffusion and sink particles
5.6.1 Complementary results on the effect of NN for SPH calculations for the case:
α = 0.5, β = 0.04 and A=0.1
Figure 5.14 shows SPH calculations run with a constant Np = 5×105 and values of NN = 30, 50,
100 and 200 from top to bottom for two timesteps (t0+5 kyr on the left column and t0+6 kyr on
the right column). These simulations should be compared with simulations presented in Fig. 5.9.
The first relevant result is the fact that increasing NN speeds up fragmentation. Moreover, there
seems to be a similarity between calculations with low Np/NN ratio, i.e. NN = 50, Np = 2× 105
on one side and NN = 100 and Np = 5 × 105 on the other side. We find the same patterns at
different times, postponed when either Np increases or NN decreases, the number of resolution
elements being equal. This illustrates the compromise between resolution and convergence that
must be respected in SPH calculations (Lombardi et al. 1999; Rasio 1999).
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Figure 5.14: Density maps in the equatorial plane at two different times from SPH calculations
with α = 0.50, β = 0.04 and Np = 5× 105. The left column shows density maps for calculations
with NN = 30, 50, 100 and 200 from top to bottom, respectively, at t=t0 + 5 kyr. The right
column represents the same calculations at t=t0 + 6 kyr.
5.6.2 Artificial viscosity and numerical diffusion in SPH
Diffusivity is a well-known drawback of standard SPH. This issue can be reduced using a constant
number neighbors, ∆NN = 0 (Attwood et al. 2007), and an advanced scheme for viscosity such
as time-dependent viscosity (Morris and Monaghan 1997). We present here SPH calculations
of the collapse of the uniform-density sphere already studied in §5.4, but using another scheme
viscosity and/or a constant number of neighbors. This two improvements are straightforward to
implement and do not require expensive extra computational costs. Time-dependent viscosity
calculations have been completed for α⋆ = 0.1, and an e-folding constant equal to 0.15.
Figure 5.15a shows the averaged ratio between angular momentum J(t) at time t0, and
initial angular momentum J0 as a function of particles (ordered in decreasing density) for SPH
calculations run with Np = 5 × 105 and NN = 50. In addition, the improvement on viscosity
and number of neighbors above mentioned are either turned on or not. It is clear that time-
dependent viscosity can better conserve angular momentum for the denser particles. Hence, less
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Figure 5.15: Left polt (Fig .5.15a): same as Fig. 5.4 with different ∆NN and artificial viscosity
scheme. µ(t) indicates the use of time-dependent viscosity instead of the standard artificial
viscosity scheme in the paper. Right plot (Fig .5.15b): same as Fig. 5.7 for the above mentioned
SPH calculations.
angular momentum is transported to the outer part of the core. This is confirmed in Fig. 5.15b
where we plot the ratio between angular momentum at time t0 and initial angular momentum,
as a function of the radius, for the same calculations. Local angular momentum conservation is
increased by 10% in the inner part. However, keeping the number of neighbors constant does
not improve local angular momentum conservation because the system evolves only over about
one free-fall time, whereas Attwood et al. (2007) shows that dissipation becomes significant after
a few free-fall times. All of these improvements of standard SPH will strengthen convergence
with the AMR. The particle-splitting appears to be the most promising one.
5.6.3 Diffusion of the numerical schemes in AMR
A key ingredient of the AMR method is the numerical scheme used to compute flux at the grid’s
interfaces. In this paper, we use a Lax-Friedrich (hereafter LF) Riemann solver designed for
MHD calculations (Fromang et al. 2006). However, the LF scheme is known to be a diffusive
scheme. In this section, we present AMR calculations carried out with, on one hand, the LF
scheme and, on the other hand, a Roe scheme. The Roe scheme is less diffusive than LF, and
this could dramatically affect the fragmentation issue.
Case α = 0.5, β = 0.04
Figure 5.16 shows density maps on the equatorial at three different timesteps for two AMR
calculations run with the same numerical parameters, i.e. ℓmin = 6 and NJ = 15, but with a
different solver, i.e. the LF one on the left column and the Roe one on the right column. Results
are quite similar, AMR calculations are in good agreement for this critical case with the two
solvers. Since less angular momentum has been locally lost or transported with the Roe scheme,
the core is smaller and the fragments are closer to the central object. This brings support to
the fact that we find good convergence between AMR and SPH calculations for this case.
Case α = 0.35, β = 0.04
Figure 5.17 shows density maps on the equatorial plane at t0 + 2 kyr (right column) and t0 + 3
kyr for three simulations of the case α = 0.35, β = 0.04 with numerical parameters ℓmin = 6 and
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Figure 5.16: Density maps in the equatorial plane for the case α = 0.5, β = 0.04 at, from top
to bottom, t=t0 + 5 kyr, t=t0 + 6 kyr and t=t0 + 7 kyr. On the left-hand side, AMR results
with Lax-Friedrich solver and ℓmin = 6, NJ = 15 are reported and AMR results of calculations
with he same parameters but with a Roe solver are given on the right column.
NJ = 12 (top and bottom maps, LF and Roe schemes) and ℓmin = 7 and NJ = 15 (middle row,
LF scheme). We remark that in Fig. 5.13, the case ℓmin = 6 and NJ = 15 with the LF solver
has been displayed. The two calculations with the same numerical parameters differ, according
to the numerical scheme used. The fragmentation process changes: one achieves a configuration
central object + two satellites with the LF scheme whereas we get a binary system resulting from
the fragmentation of the central object with the Roe scheme. If we improve the initial sphere
resolution in LF calculations (i.e. ℓmin = 7, NJ = 15), we converge to the results obtained with
the Roe scheme, i.e. a central binary system, with a value ℓmin < 7. We know that angular
momentum is well conserved using the Roe scheme or the LF scheme with ℓmin = 7, so it seems
that calculations lead to a different core fragmentation because of their less accurate angular
momentum conservation. Since we use a small thermal support, it is easy to reach another
fragmentation configuration, these processes being highly non-linear.
5.6.4 Sink particles
Sink in SPH
The introduction of sink particles is a widely used method to obtain a compromise between
good resolution and acceptable time-step in SPH methods. Creating a sink particle enables the
Courant condition on the particle timesteps to be relaxed.
The density level ρsink at which a sink particle is created has to be chosen with care. In
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Figure 5.17: Density maps in the equatorial plane for the case α = 0.35, β = 0.04 at t=t0 +
2 kyr on the left-hand side and t=t0 + 3 kyr on the right-hand side. For the two upper rows,
we plot results for AMR calculations with (ℓmin = 6, NJ = 12), (ℓmin = 7, NJ = 15) and our
usual Lax-Friedrich scheme. The bottom row gives the results for calculations conducted with
(ℓmin = 6, NJ = 12) too, but with a Roe solver. Times are given in Myr.
the previous SPH calculations, no sink particles were used. We focus on the highly non-linear
fragmentation case, α = 0.35, β = 0.04 and A = 0.1 to present SPH calculations carried out
with various sink densities.
Figure 5.19 shows calculations carried out with three different densities for the creation
of sink particles, ρsink, namely 1 × 10−10 g cm−3 (resulting in no sink creation), 1 × 10−11 g
cm−3 and 3× 10−12 g cm−12, from top to bottom, and the same number of SPH particles and
neighbors, Np = 5 × 105 and NN = 50. The left-hand side reports results at t0+ 1 kyr and
the right-hand column results at t0 + 3 kyr. The CPU time is about 28% smaller for the case
ρsink = 3×10−12 g cm−3 than for the case ρsink = 1×10−10 g cm−3, but the dense core resulting
at t0+3 kyr is different. Sink accretion radius has been set at 5 AU. The upper row corresponds
to calculations without creation of sink particles, whereas one sink particle has been created
with ρsink = 1× 10−11 g cm−3 and 9 with ρsink = 3× 10−12 g cm−3. It is easy to see that, even
if only one sink particle is created, the complete dynamic of the flow is affected particularly in
the central region.
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Figure 5.18: Density maps in the equatorial plane for the case α = 0.35, β = 0.04 at t=t0 + 1
kyr on the left-hand side and t=t0 + 3 kyr on the right-hand side. 9 sink particles have been
created on the bottom figures, affecting the whole dynamic of the dense core.
Sink in AMR
Sink particles in AMR calculations have been introduced for the same purpose as for the SPH
case: save CPU time. Krumholz et al. (2004) choose to introduce sinks as star particles in
collapse calculations that accretes material following Bondi-Hoyle accretion or sink merger. In
that case, sink particles are created when the Jeans length is not resolved at the highest level
of refinement. In a following work, Krumholz et al. (2007a) perform massive star calculations,
where the accreted mass is converted into luminosity, assuming a prestellar evolution model.
In our case, sinks will be created in the same way as in SPH, i.e. in each cell where density
exceeds ρsink, a sink particle is created. To avoid a too large number of sink particles, particles
are merged using a friend of friends (FOF) algorithm (Davis et al. 1985). Accretion of the main
sink is then only due to merger with other sink.
5.7 Summary and Discussion
We have investigated the effect of changing the numerical resolution in AMR and SPH calcula-
tions, on the collapse and the fragmentation of rotating cores.
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Figure 5.19: Density maps in the equatorial plane for the case α = 0.35, β = 0.04 at t=t0 + 1
kyr on the left-hand side and t=t0 + 3 kyr on the right-hand side. 9 sink particles have been
created on the bottom figures, affecting the full dynamic of the dense core.
We show that we reach good convergence between AMR and SPH methods provided one uses
sufficient numerical resources. First, we take a simple model to study local angular momentum
conservation. The initial study shows that local angular momentum is better conserved with
the AMR approach for equivalent computational needs, whereas SPH provides better dynamical
times. As shown in Fig. 5.6a, a smaller number of particles in standard SPH calculations leads
to poor local angular momentum conservation. Numerical torques on the rotational axis accu-
mulate onto denser particles, whereas our model remains axisymmetric. In AMR calculations, a
poor initial computational domain resolution (i.e. ℓmin < 6) leads to unphysical transfer of grav-
itational energy to rotational energy (see Fig. 5.6b). A significant loss of angular momentum
will affect fragmentation since less rotational support can balance gravitational collapse. The
smallest parameter values set for SPH calculations required to be able to simulate gravitational
collapse without significant loss of angular momentum corresponds to a number of ∼ 530 parti-
cles per Jeans mass at the critical density ρc, i.e. 5 particles per Jeans length. The equivalent
minimum resolution criterion for AMR calculations is ℓmin ≥ 6 and NJ = 4.
We next investigated fragmentation issues for three different initial condition. For the least
prone to fragment case (α = 0.65, β = 0.04), we showed that AMR and SPH methods pro-
vide similar results when their respective Jeans resolution criteria are fulfilled. These results
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agree with semi-analytical criteria on fragmentation derived by Tsuribe and Inutsuka (1999),
for isothermal collapse. We carefully analyzed simulations completed for the initial conditions
parameter values α = 0.5, β = 0.04. We reached good agreement between AMR calculations
with the parameters ℓmin = 6 and NJ = 15 and SPH calculations with Np = 5 × 105 and
NN = 50, i.e. ∼ 5370 particles per Jeans mass at critical density ρc. This parameter set appears
to correspond to a lower resolution limit for dense core collapse and fragmentation in SPH and
AMR calculations. This is required to reach good agreement in both time and space. Using
a lower number of particles or number of points per Jeans length will lead to inaccurate early
fragmentation due to numerical effects. Initially, we compared the two converged calculations
and, for this specific case, we found good agreement between the two methods (see Fig 5.10).
For the fragmentation study, the computer time is more expensive for the SPH method due
to the lack of use of sink particles. In the case of low thermal support, the dynamic of the
flow quickly becomes very non-linear and numerical convergence of the simulation cannot be
achieved as easily as for higher thermal support. A statistical analysis over a large number of
simulations would be required to assess if convergence can be achieved for fragment masses, sizes
and number.
Star formation analyses completed using SPH and AMR simulations provide predictions
that, in general, agree. Details are better resolved in AMR calculations thanks to the refinement
method based on the local Jeans length, whereas resolution deteriorates with increasing density
in standard SPH calculations. Numerical calculations of protostellar collapse should be carefully
conducted, with a detailed examination of the effect of numerical resolution. The present work
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T
his last chapter is devoted to original Radiation-magneto-hydrodynamics calculations of
dense core collapse. It has been shown in previous studies, that both magnetic field and
radiative feedback inhibit the fragmentation (e.g. Krumholz et al. 2007b; Price and Bate 2009).
We study in this chapter the combined effect of radiative transfer and magnetic field on the
small scales (R < 100 AU), using our usual model of the collapse of a rotating, 1 M⊙ dense core.
We first perform calculations with radiative transfer using the Flux Limited Diffusion module
presented in chapter 4 and compare the results to those obtained with a barotropic EOS. We
study the impact of radiative transfer on the cooling and the fragmentation. Then, we add a
magnetic field, that is parallel to the rotational axis. We study the influence of radiative transfer
on the outflow launching and on fragmentation. Eventually, we present calculations taking into
account the radiative feedback of an accreting low mass protostar. We demonstrate that for low
mass core, this feedback has no impact on the fragmentation nor on the outflow.
6.1 Hydrodynamical collapse
In this first section, we compare results for calculations performed using a barotropic EOS
and the Flux Limited Diffusion approximation. As in the previous chapter, the initial setup
consists in a sphere with a uniform density and temperature sphere in solid body rotation. To
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foster fragmentation, we add an azimuthal m = 2 density perturbation, with an amplitude
perturbation A= 0.01. We run two cases with two different thermal and rotational support.
6.1.1 Case α = 0.5, β = 0.04 and m = 2 and A= 0.01
Calculations have been run with ℓmin = 6, NJ = 15. We use the Lax-Friedrich Riemann solver.
In the FLD case, we use the Minerbo flux limiter and the convergence criterion of the conjugate
gradient solver has been set to 1× 10−4. We do not use subcycling as presented in §4.4.4.
Comparison to the barotropic case
In figure 6.1, we show density and temperature maps in the equatorial plane (2 upper rows)
and temperature maps in the xz-plane (bottom), at the same time t = 1.18 tff . The left column
gives results of calculations done with the FLD approximation and the middle and right columns
results of calculations performed using a barotropic EOS with respectively ρad = 1×10−13 g cm−3
(middle) and ρad = 2.3 × 10−13 g cm−3 (right). The black lines give the isocontour of density
corresponding to optical depth τmin ∼ 1 and τmin ∼ 10 (in the next §about the FLD results, we
show that the optical depth depends only on the density, see figure 6.4d). First, fragmentation
takes place earlier with the FLD. We see that the FLD calculations produce 5 fragments, instead
of 3 in the barotropic case (see figure 5.10). For the barotropic case, the higher ρad, the quicker
fragmentation occurs. When ρad increases, the critical Jeans mass becomes lower, and it is easier
to get fragmentation, at smaller scales. The value of ρad = 2.3× 10−13 g cm−3 has been derived
in chapter 3 and we clearly see that this value is more appropriate in terms of fragmentation
time and size if we take for reference the FLD case. The case with ρad = 1 × 10−13 g cm−3
fragments later as it is shown in figure 5.10.
From the temperature maps in figure 6.1, we note that the temperature of the disk is greater
in the barotropic case compared to FLD. We set the maximum temperature to 20 K in order
to put emphasis on the differences between the FLD and the barotropic cases. Temperature
differences are quite important, ∼ 4 − 5K (25%-50%), and big enough to completely alter
fragmentation. A difference of 4% in the temperature changes the Toomre parameter Q by
∼ 20% (see equation 6.3). In the FLD case, the temperature is low in most of the disk, which
gives a small Toomre parameter. In the xz-plane maps, the disk formed with the two barotropic
EOS is clearly hotter than the one produced by FLD. This is due to the fact that radiation
escapes in the vertical direction in the FLD case, whereas in the barotropic case, the temperature
and thus the cooling are set by the density, and do not depend on the local optical depth (see
next part about FLD results). In this particular case, the optical depth depends only on the
density, but the spread in temperature at a given optical depth expresses cooling and heating
that a barotropic EOS cannot reproduce. Eventually, the gas has been heated up in the optically
thin region, whereas radiation should escape and the gas should remain cold!
In figure 6.2, we show the temperature - density distribution for the FLD case and for three
barotropic EOS. The first important result is that there is a spread in the density-temperature
distribution with the FLD. At high temperature in the FLD case, we distinguish two different
adiabatic regions, starting from two different densities. The first adiabatic region, starting from
the lower density, corresponds to the central fragments formed earlier. The second adiabatic
region corresponds to the orbiting fragments formed later and which have more time to cool down
and to reach smaller Jeans mass. The fragments, depending on their location and formation
time, do not have the same entropy levels. This can be of prime importance if these fragments
survive and produce protostars. Last, we also plot the barotropic law for a material with critical
density ρad = 2.3× 10−13 g cm−3 and adiabatic exponent 7/5 (blue curve). We have performed
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Figure 6.1: Density and temperature maps in the equatorial plane (2 upper lines) and tem-
perature maps in the xz-plane (bottom row), for 3 calculations performed with the FLD ap-
proximation (left), and with a barotropic EOS using ρad = 1 × 10−13 g cm−3 (middle) and
ρad = 2.3× 10−13 g cm−3 (right).
calculations with this barotropic EOS and found that in that case, fragmentation takes place
at smaller scales and the density is greater. With this barotropic EOS, it is easier to get high
density in the center and to produce quickly a small and dense fragment in the center.
Figure 6.3 shows the mean profiles in the equatorial plane of the density and the temperature
for the calculations performed with the FLD approximation (solid line) and for calculations done
with a barotropic EOS with ρad = 1× 10−13 g cm−3 (dotted line) and ρad = 2.3× 10−13 g cm−3
(dashed line) at the same time t = 1.18 tff . The density profile obtained with the barotropic EOS
using ρad = 2.3× 10−13 g cm−3 is in quite good agreement with the FLD results in the central
region. At higher radius, fragments formed in the FLD case are closer to the center and much
denser than those formed in the barotropic case. The temperature profiles are totally different.
The gas temperature is overestimated in the two barotropic cases, for radii included between 10
AU and 100 AU, i.e. in the fragmentation region! At the same density, the material in the FLD
case is always cooler and is not fully adiabatic as shown in chapter 3. For ρad = 1 × 10−13 g
cm−3, we see that both temperature and density are underestimated in the central region.
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Figure 6.2: Temperature versus density distributions for the FLD case (black) and for the
barotropic EOS with ρad = 1× 10−13 g cm−3 (green) and ρad = 2.3× 10−13 g cm−3 (red). The
blue curve gives the temperature density law for a barotropic EOS with ρad = 2.3 × 10−13 g
cm−3 and γ = 7/5, which is more appropriate for T > 100 K.
Results with the FLD
Figure 6.4 shows results at time t=0.06715 Myr (1.18 tff) obtained in the FLD case. Figure
6.4(a) and 6.4(b) show maps of the column density
Σ(x, y) =
∫
ρ(x, y, z)dz, (6.1)
and of the mass-weighted temperature
T (x, y) =
∫
T (x, y, z)ρ(x, y, z)dz/Σ(x, y). (6.2)
All quantities have been estimated within a little box in the computational domain, of dimensions
dx = dy ∼ 380 AU and dz = dx/2 ∼ 190 AU. The black/white lines represent isocontours of
τmin= 1 and 10 in the equatorial plane. τmin represents a simplified optical depth. It is estimated
in each cell by taking the minimum of the optical depth computed from the center of the cell
to the boundaries of the computational domain along the mesh axis. Note that this minimal
value always corresponds to the optical depth computed in the vertical direction. This is the
first important result: radiation preferentially escapes in the vertical direction. Contrary to
the previous RHD calculations without rotation, which produces an accreting sphere, a disk is
formed in the equatorial plane. This disk is relatively thin and accretes free-falling material
which is not very dense (ρ < 10−15 g cm−3). Fragments are contained within the optically thick
region, where τmin > 10.
Figure 6.4(c) shows the Toomre parameter Q map. It expresses the propensity of a thin disk
to fragment into dense clumps (Toomre 1964). This parameter represents the balance between
thermal energy, rotational energy and gravitational energy. A massive and cold disk, which
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Figure 6.3: Profiles of density and temperature as a function of the radius for calculations run
with the FLD approximation (solid line), and a barotropic EOS with ρad = 1 × 10−13 g cm−3
(dotted line) and ρad = 2.3 × 10−13 g cm−3 (dashed line). All quantities are averaged in the
equatorial plane.
rotates slowly, is then more prone to fragment than a thin and hot disk with a high rotational
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ρ(x, y, z)dz, (6.6)
where vθ = (xvy − yvx)/r is the azimuthal velocity and r = (x+ y)1/2 is the distance from the
rotational axis. Since our model is axisymmetric, the centre is the centre of the computational
box. Note that we use here a simplified estimate of the Toomre parameter, by setting κ =
(4Ω¯2)1/2. Therefore, we underestimate the value of Q. A thin disk is unstable when Q < 1,
because the disk is too cold to be thermally supported against its own gravity. From figure
6.4(c), we clearly see that Q < 1 in the fragmentation area. The disk is not hot enough to be
thermally supported and it fragments.
Figure 6.4(d) shows the value of τmin as a function of the density and of the gas temperature
for the cells contained in the box used to estimate the Toomre parameter. We can notice
that the optical depth only depends on the density, whereas the opacity mostly depends on
the temperature. The transition between optically thin and thick regime takes place around
ρ ∼ 1×10−13 g cm−3. The barotropic EOS thus seems to be well-adapted, since it depends only
on the density. As mentioned before, and contrary to the barotropic EOS case, there is a spread
in the density-temperature distribution with the FLD. One may find warm and diffuse gas or
cool and dense gas. Moreover, this spread is even larger when the rotational support is greater.
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(a) Column density map (b) Mass weighted temperature
(c) Toomre parameter map (d) Optical depth as a function of the density and the tem-
perature
Figure 6.4: Results for the case α = 0.5, β = 0.04, m = 2 and A= 0.01 at time t= 0.06715 Myr.
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Because of the additional centrifugal support due to rotation, the gas has then more time to
cool down and thus to reach smaller Jeans masses to fragment. On the other hand, radiation
emitted from the dense gas heats up the surrounding region of the fragments.
In figure 6.5(a) and 6.5(b), we show maps of τmin in the xy-plane, at the same time as in
the previous figures. Figure 6.5(a) displays the minimum value of τmin estimated in the x and y
directions. Figure 6.5(b) displays the minimum value of τmin estimated in the z direction. The
optical depth is clearly lower in the vertical plane (top-right panel), where radiation can escape
more easily. In the spiral arms, the minimum optical depth is close to unity. This illustrates the
high complexity of the fragmentation process which takes place between optically thick and thin
regions. A barotropic EOS crudely reproduces this transition and cannot handle it accurately.
Figure 6.5(c) shows the local Jeans length computed in the equatorial plane. The black
contour represents the isocontour τmin = 10. The size of the fragments corresponds to the local
Jeans length (∼ 10 AU). Contrary to the barotropic case, where the critical Jeans mass is set
by the critical density ρad, the Jeans mass highly depends on the temperature and thus on the
microphysics (the opacity) when radiative transfer is accurately modeled.
Figure 6.5(d) shows the ratio between the compression rate Γg = P∇·u and the diffusion rate
Λdiff = dx
2/(c/3κRρ) computed in the equatorial plane. This ratio expresses the capacity of the
gas to cool down thanks to radiation, which evacuates the compression work. In the fragment,
Γg ∼ Λdiff , the gas heats up. This corresponds to the results we find in the 1D calculations (see
chapter 3), when we look at the evolution of the central compression and diffusion rates. Last,
the white regions denote the expanding gas. We see that most of the material is compressed
because of gravity.
From these first results, we clearly see the importance of radiative transfer and microphysics,
which affect the fragmentation process. Thanks to the radiative transfer, the gas is able to cool
down and to reach small Jeans masses, contrary to the barotropic case EOS
6.1.2 Case α = 0.37, β = 0.045 and m = 2 and A= 0.01 - Influence of adiabatic
exponent γ
For this second case, we choose a highly gravitationally unstable initial dense core. Initial
conditions are those of Hennebelle and Fromang (2008) and Hennebelle and Teyssier (2008).
The temperature of the sphere is set to 11 K. The initial density is ρ0 = 3.97 × 10−18 g cm−3
and the initial sphere radius is R0 = 4.93 × 1016 cm (∼ 3300 AU). The corresponding free-fall
time is tff ∼ 33 kyr. Calculations presented here have been performed using NJ = 10 and the
Lax-Friedrich Riemann solver. We have performed three calculations: one with the barotropic
EOS with ρad = 2.3 × 10−13 g cm−3 and γ = 5/3, and two with the FLD and a different
adiabatic exponent γ = 5/3 and γ = 7/5. The value γ = 7/5 is more appropriate when T > 100
K, since the rotational degrees of freedom of H2 are exited. For instance, barotropic EOS with
an adiabatic exponent γ = 7/5 are often used in star formation calculations (e.g. Bonnell et al.
2008; Machida et al. 2008b). Using γ = 7/5 gives adiabatic cores, which are cooler than those
obtained with γ = 5/3 at the same density. It is thus easier and faster to reach higher densities
and temperatures in the core.
Figure 6.6 shows density and temperature maps in the equatorial plane for the three calcu-
lations mentioned above at time t = 1.15 tff . Temperature ranges from 11.4 K to 20 K. As we
pointed out in chapter 5, the horizon of predictability is very short when the initial thermal sup-
port is low. As a consequence, calculations do not show a convergence to the same fragmentation
pattern. The two calculations using the FLD and two different γ give different fragmentation
modes: with γ = 7/5, we get a central object and two satellites (4 later in time), whereas with
γ = 5/3, we get a ring fragmentation type, with orbiting fragments linked by a bar. We also
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(a) Optical depth τmin in the xy-plane computed in the x
and y directions
(b) Optical depth τmin in the xy-plane computed in the z
direction
(c) Local Jeans length λJ in the xy-plane (d) Ratio between compression and diffusion rates.
Figure 6.5: Results for the case α = 0.5, β = 0.04, m = 2 and A= 0.01 at time t= 0.06715 Myr.
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Figure 6.6: Density and temperature maps in the equatorial plane at time t= 38.3 kyr (1.15tff),
for three calculations run with the FLD approximation and γ = 7/5 (left), the FLD approxi-
mation and γ = 5/3 (middle) and with a barotropic EOS using ρad = 2.3 × 10−13 g cm−3 and
γ = 5/3 (right).
do not get a central object with the barotropic EOS. However, since the first collapse proceeds
quickly, we do not find as many differences between the FLD and the barotropic cases as with
α = 0.5. The gas has less time to cool down and the spread in the density-temperature plane is
smaller. From the temperature map of the FLD case with γ = 7/5, we see that the central region
is quite hot. Fragments are more compressed and they radiate more energy. Fragments are also
formed faster than the time required for the radiative feedback to become significant (beginning
of the second collapse). Eventually, the surrounding gas has been heated up of ∼ 1 K in the two
FLD calculations, whereas it remains at 11 K in the barotropic case. These differences appear
at high radius, > 250 AU, that is out of interest in what concerns fragmentation.
Figure 6.7 shows the density and temperature profiles as a function of the radius for the
three calculations at the same time t = 1.15 tff . Quantities are averaged in the equatorial plane.
The density and the temperature in the center are much greater for the FLD case with γ = 7/5
because of the central fragment. The orbiting fragments have the same distance from the center,
∼ 100 AU in the three calculations. The profiles of the barotropic and the FLD calculations
using γ = 5/3 give quite good agreement. The temperature is low at the center and the orbit
radius of the fragments are of the same order of magnitude.
In this first section, we have shown that radiative transfer effects are very important for
the fragmentation process. The use of a radiative transfer equation allows a significant cooling
or heating in different regions of equal densities, whereas with the barotropic EOS, the cool-
ing/heating are set by the density. The microphysics plays here a major role and the use of
different Rosseland and Planck opacity tables than the ones of Semenov et al. (2003) may give
other results. One must point out that the use of a multi-group method for the radiative transfer
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Figure 6.7: Profiles of density and temperature as a function of the radius for calculations
performed with the FLD approximation and γ = 7/5 (solid line), the FLD approximation and
γ = 5/3 (dotted line) and a barotropic EOS with ρad = 2.3 × 10−13 g cm−3 (dashed line). All
quantities are averaged in the equatorial plane.
would also have a great effect (e.g. Yorke and Sonnhalter 2002)
6.2 On the importance of magnetic field
The magnetic field, with rotation and turbulence, is one of the solutions proposed to explain
the low observed star formation rate. In this section, we use the ideal MHD solver of RAMSES
(Fromang et al. 2006). Because of ideal MHD, magnetic field lines are frozen into the material.
During the collapse phase, they are compressed and twisted because of the rotation. Depending
on the strength of the magnetic field, the magnetic pressure and tension alter the fragmentation
process. As mentioned in the chapter 1, Hennebelle and Teyssier (2008) have shown that frag-
mentation can be suppressed in presence of magnetic field. This is because angular momentum,
which promotes fragmentation, is removed by magnetic effects, such as magnetic breaking and
outflows.
6.2.1 Initial setup
In our simple model, the magnetic field is initially uniform and parallel to the rotation axis. The






where M is the initial mass of the core, Φ = πR20B0 is the magnetic flux threading the cloud.
(M/Φ)c is the critical mass-to-flux ratio below which a cloud is supported against gravity by
the magnetic field. For a cloud with a uniform density, Mouschovias and Spitzer (1976) derived













where ζ = 0.53. For this study, we present here two sets of calculations with a strong magnetic
field (µ = 5) and with an intermediate magnetic field strength (µ = 20), the latter being
interesting for the fragmentation process. Let us recall that the observations give mostly mass-
to-flux ratios µ < 10.
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Figure 6.8: Magnetic field lines topology after the formation of the outflow (left plot). Magnetic
field lines are twisted and compressed in the equatorial region. The right plot shows a volume
rendering of the density which corresponds to the magnetic field line topology.
6.2.2 Outflow launching
The formation and the launch of outflows is a well known process, and is often associated to
accretion (Blandford and Payne 1982; Pelletier and Pudritz 1992). Since we consider ideal MHD
and only the first collapse phase, we restrict our study to outflows which are made of material
moving outward with velocities of a few km s−1. The radiative transfer can here have an influence
on the outflow speed. The outflow terminal speed v∞ can be expressed as (e.g. Pudritz et al.
2007)
v∞ ≈ 21/2Ω0rA, (6.9)
where Ω0 is the angular velocity in the mid-plane and rA is the Alfve´n radius, i.e. the radius at
which the escape velocity equals the Alfve´n speed. The outflow terminal speed depends indirectly
on the disk density, since the smaller the launching radius, the faster the outflow (Pelletier and
Pudritz 1992). The amount of specific angular momentum which is being extracted from the disk
is also a factor of (rA/r0)
2 greater than it is for gas in the disk (r0 is the radius in the equatorial
plane). A fast-rotating disk is expected to eject a bigger amount of angular momentum.
6.2.3 Case: µ = 5
To study the effect of radiative transfer on the outflow and the temperature distribution, we
have performed four calculations of the collapse of a strongly magnetized dense core, with µ = 5.
Calculations have been performed with a barotropic EOS using ρad = 1 × 10−13 g cm−3 and
ρad = 2.3×10−13 g cm−3, with the FLD approximation and without Flux limiter (λ = 1/3). The
adiabatic exponent is γ = 5/3. We use the Lax-Friedrich Riemann solver for hydrodynamics and
magnetic field, and NJ = 10. Because of the diffusivity of the Lax-Friedrich Riemann solver for
the magnetic field we use, the results should correspond to a lower effective initial mass-to-flux
ratio.
In figure 6.8, we display on the left the magnetic field line topology for a collapse simulation
done with the FLD which has produced an outflow. The magnetic field lines are twisted because
of the rotation, and compressed because of the collapse. The magnetic pressure and tension
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Figure 6.9: Density maps in the yz-plane , for 4 calculations performed with a barotropic EOS
using ρad = 2.3 × 10−13 g cm−3 (top left) and ρad = 1 × 10−13 g cm−3 (bottom left), with the
FLD approximation (top right) and without Flux limiter (bottom right). Results are given at
time t = 1.15tff . Velocity vectors in the yz-plane are also plotted.
increase in the equatorial region. The gas is then accelerated along the field line in the outer
part, where the magnetic torque j × B is positive (see Pelletier and Pudritz 1992). The right
panel in figure 6.8 shows a volume rendering of the density. We see that the outflow is well
collimated in the magnetic tower.
Figure 6.9 shows density maps in the xz-plane for the four calculations, at time t = 1.15tff ∼
38 kyr. There are not many differences between the four cases. The central region is more
compact in the barotropic case with ρad = 2.3 × 10−13 g cm−3 than with ρad = 1 × 10−13
g cm−3. Therefore, the outflow has propagated a little more. With the FLD, the outflow
propagation is about the same and we get the same opening angle of the outflow. The case
without flux limiter shows a smaller outflow extent, because of the heating of the gas which
prevents the contraction of the core.
In figure 6.10, we show the corresponding temperature maps in the xz-plane. The temper-
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Figure 6.10: Temperature maps in the yz-plane for the same calculations as in figure 6.9.
ature distributions are completely different. As it is shown in Hennebelle and Fromang (2008),
a pseudo hot disk is formed in the equatorial plane for the barotropic case. We also do not
report any significant heating in the vertical direction. In the FLD case, we clearly see that
the gas within the outflow has been heated up, since the radiation escapes preferentially in the
vertical direction. The border between the outflow and the infalling gas shows a small spike,
since material is shocked and heated up. For a more massive core, this heating of the outflow
is expected to be greater, and thus it could affect more strongly its structure. We present in
appendix C calculations of the collapse of a 5 M⊙ core. Eventually, without flux limiter, all the
gas has been significantly heated up.
Maps of the radial velocity component are shown in figure 6.11, for the same calculations
and at the same time as in figure 6.9. The highest velocity, vr ∼ 1.5 km s−1 is found in the
barotropic case with ρad = 2.3 × 10−13 g cm−3. In the three other calculations, the outflow
velocity is vr ∼ 1 km s−1. The radiative transfer with the FLD does not affect the escape
velocity. This can be due to the fact that for this highly magnetized model, the magnetic field
lines have a strong effect on the dynamic and it is rather the flow which adapts to the magnetic
field topology rather than the opposite. The dynamic is dominated by the magnetic field.
In figure 6.12, we display the profiles of the density and temperature in the equatorial plane,
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as a function of the radius for the same calculations as in figure 6.9 and at the same time.
Contrary to the pure hydrodynamic case of the previous section, the density profiles are in quite
good agreement. The central density is the highest in the barotropic case with ρad = 2.3×10−13
g cm−3, for which we find the highest outflow velocity. For this case, the central temperature
is much higher, ∼ 1000 K, compared to the three other values ∼ 500 K. Within 10 AU, the
temperature is the highest for the FLD case, since radiation coming from the center has escaped.
Although the barotropic cases form a pseudo hot disk, the differences are significant.
Radial velocity, temperature and toroidal component of the magnetic field profiles in the
outflow are plotted in figure 6.13 as a function of the radius. The estimates are averaged in a
conic volume contained within an angle with the z-axis ranging from 0 to π/8. From the radial
velocity, we see that there is some infalling gas in the central region, at low radius. The velocity
of this infalling gas depends on the central density. This infall is due to the low toroidal magnetic
field in this part of the flow (see figure 13 of Hennebelle and Fromang 2008). At higher radius,
the gas is ejected with similar velocities ∼ 1 km s−1. The radius at which the outflow is stopped
by the infalling gas of the envelope is ∼ 250 AU.
The thermal structure in the outflow shows some differences. Since the density within the
outflow is low, ρ ∼ 5 × 10−15 g cm−3, the barotropic EOS gives a low temperature. The
temperature falls to 11 K immediately at 10 AU from the center. With the FLD, the radiation
which escapes along the z-axis has heated up the gas up to a radius close to 100 AU. This has
almost no consequence in our model of a 1 M⊙ core, but we can imagine that for a more massive
core with a higher radiative feedback, the heating in the outflow could be more dynamically
significant. The toroidal magnetic field component profiles are in good agreement with results
of Hennebelle and Fromang (2008). It shows a nearly constant plateau in the outflow.
To conclude this part on the effect of radiative feedback on the outflow, we can say that it
has not a strong impact on the outflow launching for low mass dense core. The magnetic field
is so strong that it controls by itself the outflow process. In all the cases, even with the FLD,
the cores do not fragment. We find some differences in the temperature distribution, ∼ 50% at
50 AU, which could be seen by the observations in the next future. Moreover, the temperature
is not uniform and highly depends on the geometry. Eventually, note that even with the very
diffusive Riemann solvers that we use, an outflow is produced. At present time, SPH methods
fail to reproduce such outflows.
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Figure 6.11: Radial velocity maps in the yz-plane for the same calculations as in figure 6.9.
Figure 6.12: Profiles of density and temperature as a function of the radius for the same cal-
culations and at the same time as in figure 6.9. All quantities are averaged in the equatorial
plane.
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Figure 6.13: Profiles of density, radial velocity, temperature and toroidal magnetic flux compo-
nent as a function of the radius for calculations for the same calculations and at the same time
as in figure 6.9. All quantities are averaged in a conic volume which makes an angle of π/8 with
the z-axis.
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Figure 6.14: Case µ = 20: Volume rendering of the density for calculations done with the FLD
model. Magnetic field lines are over-plotted.
6.2.4 Intermediate case: µ = 20
In this test, the strength of the magnetic field is less important. The mass-to-flux ratio is µ = 20.
As shown in figure 6.14, a disk is formed and magnetic field lines are less twisted and compressed
compared to the case with µ = 5 (see figure 6.8). This time, the magnetic field topology tends
to adapt itself to the flow.
We compare FLD calculations performed with the Minerbo flux limiter and barotropic cal-
culations performed with ρad = 2.3 × 10−13 g cm3. The adiabatic index γ has been set to 7/5.
Hennebelle and Teyssier (2008) present the same calculations with a barotropic EOS and an
adiabatic index γ = 5/3 and they do not report any fragmentation. Using γ = 7/5 allows more
cooling and then the Jeans mass is smaller compared to the case with γ = 5/3 with increasing
the density in the adiabatic regime. We use the HLL Riemann solver for the hydrodynamics,
the Lax-Friedrich Riemann solver for the magnetic field and NJ = 10. Note that this initial
setup does not reflect observational values.
Figure 6.15 shows temperature (top) and density (bottom) maps in the equatorial plane for
the two calculations at the same time t ∼ 38 kyr. The difference is quite obvious: the FLD
case fragments, whereas it does not with the barotropic EOS. At this time, we find 8 orbiting
fragments with separations range from ∼ 45 AU to ∼ 100 AU. The fragments are quite warm
and the disk is cold. The disk formed in the barotropic case is hotter and denser. This leads to
higher Toomre parameter and Jeans length.
The mean profiles of the density and the temperature as a function of the radius in the
equatorial plane are displayed in figure 6.16. Density profiles are in good agreement at high
radius (> 100 AU). In the FLD case, the 4 external fragments orbit at a radius ∼ 100 AU
from the central object and the 4 closer fragments orbit at a radius ∼ 45 AU. At small radius
(< 10 AU), the density increases in the barotropic case, up to more than 10−8 g cm−3. We
reach here the limits of our model, since the second collapse phase should start . With an
adiabatic exponent γ = 5/3, the time required to get to this density level is longer. This shows
the importance of having a more realistic model for the γ value which ranges from 5/3 at low
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Figure 6.15: Case µ = 20: temperature (top) and density bottom) maps in the xy-plane for
calculations performed with the FLD model (left) and a barotropic EOS with ρad = 2.3× 10−13
g cm−3 (right). Scales are logarithmic.
temperature and then decreases until the second collapse phase (see figure B.1 in appendix B).
Temperature profiles are also completely different. The temperature is higher between 1 AU
and 10 AU with the FLD calculations, whereas it is cooler at higher radius. The fragments
have temperature which decreases when the distance from the center increases. This confirms
our first guess: the external part, because of the rotation and the magnetic supports, has more
time to cool down. Fragments can thus reach higher density with a low temperature and a low
entropy.
Figure 6.17 shows the temperature and density maps in the yz-plane at the same time and
with the same layout as in figure 6.15. The temperature distributions are totally different. In
the FLD case, only the central region is hot and radiation has escaped to heat the infalling gas
in the vertical direction. This hot region corresponds to density ∼ 10−15 g cm−3. By definition,
the temperature distribution in the barotropic case matches the density: a hot and dense disk
has been formed in the equatorial plane, and the gas close to the center has not been heated up
in the vertical direction.
These differences are obvious in figure 6.18, which gives the mean density and temperature
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Figure 6.16: Mean profiles of density and temperature in the equatorial plane as a function of
the radius for the same calculations and at the same time as in figure 6.15.
profiles in a conic volume which makes an angle of π/8 with the z-axis. At a radius bigger than
1 AU, the density drops to less than 10−14 g cm−3 in the barotropic case, whereas the density
falls down to this value at a radius ∼ 10 AU for the FLD calculations. As a consequence, the
temperature is close to the equilibrium temperature of 11 K everywhere in the conic volume
in the barotropic case. On the other hand, the radiative feedback from the central object has
an influence over a distance of 40 AU. At 10 AU, the gas is three times warmer than in the
barotropic case, although the density equals ∼ 10−14 g cm−3.
In this highly complex case, the barotropic EOS cannot give the correct results. Because of
the multidimensionality of the problem, the barotropic approximation cannot account for the
cooling of the dense and rotating gas in the equatorial plane and cannot also account for the
heating of the less dense gas in the vertical direction, the preferential escaping direction for
radiation. Although the initial setup is not realistic in comparison with observations, this case
is a good example to illustrate where the barotropic EOS fails. Thanks to the extra magnetic
support, the gas has even more time to cool down in comparison to a pure hydrodynamic case.
This leads to totally divergent results when we use a more realistic model for the radiative
transfer. Last but not least, we must mention that using a less diffusive Riemann solver for the
magnetic field (HLLD) does not show any fragmentation in the two cases (Barotropic and FLD).
Indeed, with HLLD, the magnetic pressure is higher in the disk and prevents collapse and the
gas is spread in a magnetic bubble twice larger in the vertical direction compared to the case
using diffusive Lax-Friedrich solver. This illustrates how complex the fragmentation process is
and that numerical tools have to be considered with care.
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Figure 6.17: Case µ = 20: temperature (top) and density bottom) maps in the yz-plane for
calculations performed with the FLD model (left) and a barotropic EOS with ρad = 2.3× 10−13
g cm−3 (right). Scales are logarithmic.
Figure 6.18: Profiles of density (left) and temperature (right) as a function of the radius for the
same calculations and at the same time as in figure 6.15 . All quantities are averaged in a conic
volume which makes an angle of π/8 with the z-axis.
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6.3 Influence of the radiative feedback from protostar
In this last part, we attempt to model the radiative feedback from accreting protostars which
may form during the collapse. Krumholz et al. (2007a), Bate (2009), Price and Bate (2009) and
Offner et al. (2009) have shown that the radiative feedback inhibits fragmentation in high mass
star formation and in star cluster formation. Krumholz et al. (2007a) and Offner et al. (2009) use
sink particles which accrete according to a Jeans length criterion and to Bondi-Hoyle accretion.
Their sink particles are created while the gas is still in free-fall, before the first core formation.
Therefore, by creating the sink particles in this supersonic phase, they minimize the impact of
the sink particles on the flow. Because of their limited resolution, they are not able to describe
scales respectively smaller than 60 AU and 4 AU. Using our less massive model, we accurately
resolve these scales. Price and Bate (2009) and Bate (2009) integrate the second collapse physics
and create sink particles according to a density threshold just a few days before the formation
of the second core. The physics is more accurate than in our case, but the resolution remains
limited. In comparison to the criterion we derive in the previous chapter to get convergence
between SPH and AMR, i.e. 5 × 105 particles per M⊙, Price and Bate (2009) use 3,5 million
particles for a 50 M⊙ core, which gives 7 × 104 particles/M⊙. They also do not report any
outflow. Moreover, we do not study the same problem. Price and Bate (2009) and Bate (2009)
study the formation of star cluster system, whereas we are interested in the collapse of isolated
dense cores.
In our model, the second collapse physics is not integrated, essentially we need an EOS which
accounts for H2 dissociation. We must thus find a subgrid model to deal with this second collapse
phase. Sink particles are well adapted for that purpose. Sink particles were originally introduced
to save CPU time. The authors generally take benefit of sink particle to add a subgrid model
(Krumholz et al. 2004). As shown in part 5.6.4, sink particles should be handled carefully. They
can have a huge effect on the results if they are not introduced and modeled correctly. In this
section, we present results using two methods for the sink particles. The difficulty resides in the
model for the accretion on the sink particles. We use two different models: the first is based
on a density threshold and in the other, sink particles are created when the Jeans length is
not resolved and they accrete material according to Bondi-Hoyle accretion (see for more details
Krumholz et al. 2004, 2007a). In all cases, the sink particles are created on the finest refinement
level.
Sink particles have been introduced in RAMSES by Romain Teyssier, following Krumholz
et al. (2004). My work has consisted in coupling the sink particles with the RHD solver, by
estimating the radiative feedback emerging from the protostars modeled by the sink particles.
In all cases, all the matter which is accreted by the sink particles is converted into accretion






where Msink is the sink particle mass, M˙ is the mass accretion rate of the sink particle and
R⋆ = 2 R⊙ is the arbitrary radius of the protostar, which is set constant. This basic model does
not account for the formation of a circumstellar disk and for the intrinsic luminosity emerging
from the interior of the protostars, which is negligible for low mass protostars. The accretion
luminosity is then spread over the sink particle accretion zone, using or not a gaussian weight
function ω(x) ∝ exp [|r − rsink|2/(2(racc/nacc)2], where racc = nacc∆xmin is the sink accretion
radius, ∆xmin the minimum cell size and nacc the number of finer cells over which accretion
takes place. The energy corresponding to the accretion luminosity is then added as a source
term in the radiative energy equation.
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Figure 6.19: Case µ = 5: temperature (top), density (middle) and radial component of the
velocity (bottom) maps in the yz-plane for calculations performed with the FLD (left), with a
sink particle and two density thresholds: ρsink = 1×10−10 g cm−3(middle) and ρsink = 5×10−11
g cm−3(right). Results are given at time t= 1.12tff . We also plot the velocity vectors in the
radial velocity maps.
6.3.1 Accretion according to a density threshold
In this case, the sink particles are created according to a density threshold ρsink. This is the
most popular model for the sink particles, mostly used by the SPH community. This density
threshold has to be chosen carefully in order to induce minimum effects on the dynamics and to
avoid spurious accretion. In our calculations, we form only one sink particle in the center. All
the matter that will then exceed the density criterion will be accreted by the sink particle. This
sets the mass accretion rate used to compute Lsink. We present here two sets of calculations
with initial energy ratios α = 0.37 and β = 0.045 and we use two mass-to-flux ratios: µ = 5 and
µ = 20.
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Case µ = 5
We present here the results of three calculations using the FLD model, performed with ℓmin = 6,
NJ = 10. We use 10 levels of refinement and the three finer levels have a nearly constant mass
which is set to the minimal Jeans mass. When the density and the temperature and thus the
Jeans length increase, the mesh is not de-refined at the center and enables to resolve more
accurately the compression work. The contraction of the first core is better resolved than in the
case of a refinement criterion only based on the local Jeans length. We use the FLD model, the
HLL Riemann solver for the hydrodynamics and the HLLD Riemann solver for the magnetic
field. The adiabatic index has been set to γ = 7/5. In the calculations performed with a sink
particle, the latter is created in the center and accretes according to two density thresholds:
ρsink = 5× 10−11 g cm−3 and ρsink = 1× 10−10 g cm−3. There is no limitation on the accretion
radius and ∆xmin ∼ 0.2 AU. The use of two different thresholds will tell us what is the impact
of the sink particle on the calculations results. We have shown in §6.2.2 that the FLD has a
limited impact on the outflow launching. Compared to the barotropic EOS, it only dramatically
changes the temperature distribution, but not the density and escape velocity distributions.
Figure 6.19 shows the temperature, density and radial velocity maps in the yz-plane for the
three calculations (one without sink particles and two with a sink particle and different ρsink) at
time t=37.5 kyr (∼ 1.12tff). The temperature color map ranges from 10.4 K to 20 K. This shows
the first phases of the outflow launching. The sink particle has been created at time tcr = 37, 244
yr with ρsink = 5× 10−11 g cm−3. Its mass is 6.93× 10−4 M⊙. The time-averaged accretion rate
is about 2.45× 10−6 M⊙/yr and the maximum accretion radius is ∼ 4 AU. This justifies the use
of a single sink particle, since the accretion radius is similar to the typical first core radius. The
corresponding luminosity is Lsink ∼ 0.027 L⊙. With ρsink = 1× 10−10 g cm−3, the sink particle
has been created 17 years later. Its mass is 5.44×10−4 M⊙. The time-averaged accretion rate is
about 2.04× 10−6 M⊙/yr and the maximum accretion radius is ∼ 2.5 AU. The accretion rates
are also in good agreement with typical accretion rates in low mass star formation calculations
(e.g. Offner et al. 2009). The corresponding luminosity is Lsink ∼ 0.017 L⊙. The accretion rates
are different and depend on the density threshold.
In figure 6.19, we see that the outflow extent is smaller in the calculations with the sink
particles. This is due to the density thresholds, which set a maximum density which is smaller
than in the case without sink particles. As mentioned earlier, the escape velocity grows with the
density in the equatorial plane. Hence, the outflow strength is greater when the density is higher.
Secondly, the patterns are very similar. The feedback from the sink particle is negligible. For
the collapse of a 1 M⊙ dense core, the radiative feedback from the central protostar has no effect
on the outflow, contrary to the sink particle which limits the density! For this type of problem,
the next step is to model the second collapse, by integrating H2 dissociation, ambipolar and
ohmic diffusions which play an important role (Machida et al. 2008b). Eventually, we note that
compared to the case with γ = 5/3 and the Lax-Friedrich Riemann solver, the opening angle of
the outflow is smaller. The temperature distribution is also different. The temperature within
the outflow decreases down to ∼ 10.4 K and becomes less than the equilibrium temperature of
11 K. The gas expends in the outflow. A barotropic EOS cannot reproduce this feature. We
also conclude that the density threshold does not seem to have a dramatic impact, provided it
is high enough (typically 10 times the border density of the first Larson core). In appendix C,
we study the radiative feedback for the collapse of a strongly magnetized 5 M⊙ dense core.
Case µ = 20
We compare the results obtained in §6.2.4 for the FLD case with those obtained using the sink
particle methodology described above. The density threshold for the sink particle creation and
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Figure 6.20: Case µ = 20: temperature (top) and density (bottom) maps in the yz-plane for
calculations performed with the FLD, and with a sink particle (right). Results are given at the
same time as in figure 6.15.
accretion is ρsink = 5× 10−11 g cm−3. In the case where a sink particle is created, we use only
8 levels of refinement, contrary to ten in the case without sink particles. This makes the sink
creation easier on the finest level and does not alter the fragmentation. The maximum resolution
corresponds to 0.8 AU and the refinement is only based on the Jeans length (NJ = 10), because
the criterion presented above on the mass contained within the finer levels cells is too CPU time
expensive.
Figure 6.20 shows temperature and density maps in the equatorial plane at time t= 38
kyr. The sink particle has been created at time t= 35.6 kyr, and its mass is ∼ 3.6 × 10−4
M⊙. The time-average accretion rate is 1.4 × 10−7 M⊙/yr, which gives an effective mean sink
particle luminosity of less than 0.001 L⊙. These values are quite low, but the mass accretion
rate remains in the typical range. These low values can be explained by the fact the core has
already fragmented and the accretion on the central object is reduced. The overall accretion
rate on the first core is higher. Compared to the case without sink particles, we find only seven
fragments. The two fragments, closest to the center in the calculations without sink particle,
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Figure 6.21: Case µ = 20: temperature (top) and density (bottom) maps in the yz-plane for
calculations performed with the FLD, and with sink particles using Krumholz et al. (2004)
method (right). Results are given at the same time as in figure 6.15.
have disappeared. The sink particle has modified consequently the region within a radius of
40 AU, whereas the maximum accretion radius is ∼ 6 AU. As in the case µ = 5, the radiative
feedback is negligible and the gas has not been heated up. Here again, the second collapse
physics is missing, but the fragments are formed very quickly and in a time shorter than the
time required to accumulate 0.05 M⊙ in a fragment, which is the mass required for the second
collapse to occur to protostellar densities (Masunaga and Inutsuka 2000b).
6.3.2 Case µ = 20: accretion during the free-fall phase - Bondi-Hoyle accretion
In this last part, we perform calculations using a sink particle methodology similar to the one
of Krumholz et al. (2007a) and Offner et al. (2009). We use only 6 levels of refinement, for a
highest resolution of 3.2 AU. Sink particles are created when the Jeans length is not resolved
any more at level ℓ = 12 using NJ = 10. Using additional levels of refinement would allow to
resolve the Jeans length everywhere and the method would not be valid any more. Note that
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this criterion is also higher that those used in Krumholz et al. (2007a) and Offner et al. (2009).
Once a sink particle is created, it accretes according to Bondi-Hoyle accretion and the accretion
is limited to avoid that the sink particles pump out all the gas contained within a cell, following
Krumholz et al. (2004). The sink accretion radius is racc = 4∆xmin.
Figure 6.21 shows temperature and density maps in the equatorial plane at the same time
t= 38 kyr. Four sink particles have been created, whose masses are 1.1× 10−2 M⊙, 5.5× 10−3
M⊙, 1.33× 10−3 M⊙ and 2.6× 10−5 M⊙. The first sink has been created at time t∼ 35.17 kyr
(∼ 1.14tff). The mass accretion rates of the sink particles are very small at this time, since a
lot of material has already been accreted by the sink particles. The accretion rate for the more
massive sink particle is ∼ 10−7 M⊙/yr. From the temperature contours, we see that all the gas
has been significantly heated up by the accretion luminosity released by the sink particles. The
hot spots correspond to the regions where the sink particles accrete. Moreover, the surrounding
gas has been accreted by the sink particles. No disk has been formed and the fragmentation is
totally suppressed. This illustrates that this method for the sink particle is not adapted to our
study, since the small scales and all the related process are not resolved.
6.4 Conclusion and perspectives
This last section summarizes the main results of this chapter. We have performed original high
resolution radiation-magnetohydrodynamics calculations of the collapse of a 1 M⊙ dense core.
We find that radiative transfer has a significant impact on the fragmentation for models with a
small magnetic field. Let us recall our results:
• when the magnetic field is not strong (hydrodynamical and µ = 20 cases), the effects
of radiative transfer tend to produce more fragments in comparison with results obtained
using a barotropic EOS. The reason is that the magnetic pressure and the dynamic pressure
due to rotation provide additional supports against the gravity. The gas in the disk has
then more time to cool down and to reach smaller Jeans masses. Because of the disk-type
geometry, radiation can escape in the vertical direction. A barotropic EOS cannot deal
with this effect;
• in the case of a strong magnetic field, µ = 5, the radiative transfer does not have the same
importance. The outflow and the density structure are mainly governed by the magnetic
field lines topology. Even if the gas has more time to cool down thanks to the magnetic
support, the magnetic pressure and tension totally suppress the fragmentation. Differences
between the FLD and the barotropic cases are only found in the temperature distribution.
A hot pseudo disk is formed in the barotropic case, whereas this region remains cold with
the FLD. The temperature is also cooler in the outflow in the FLD case. The radiation can
also escape in the vertical direction. These differences in the temperature distributions
can be useful for the processing of observational signals . Last, we do not report any
fragmentation for µ = 5;
• we demonstrate that at least in our case, sink particles are not recommended. If sink
particles are created and accrete according to a density threshold, the radiative feedback
from sink particles is negligible and we recover this artificial feedback in the calculations
without sink particles by resolving the gravitational compression scales of the first core.
Introducing sink particles during the first free-fall phase is not adapted either. The small
scales, at which fragmentation takes place, are not resolved and there is too much radiative
feedback. In that case, the sink particles have to be handled with a great care.
We show that our model is well adapted to study the fragmentation during the first adiabatic
phase. However, our model is still limited by the lack of physics. The ambipolar and ohmic
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diffusions have to be taken into account, as well as H2 dissociation, in order to monitor the
collapse to protostellar densities. This work is under progress...
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Chapter 7
Conclusion and Perspectives
This work has been devoted to the study of the low mass star formation process, with a strong
numerical component. The original title of this work, given more than three years ago, was:
”Numerical study of the collapse and the fragmentation of prestellar dense cores”. The second
strong component is the radiative transfer that determines the thermal behaviour of the gas
during the collapse. All along this work, we show how crucial it is to handle it with care. The
philosophy of this work is always to start with simplicity, then to add more detailed physics or
numerics and eventually to have a closer look on features of interest. We also focus on the first
Larson core formation and evolution, and consider the collapse of a one solar mass dense core
with a uniform initial density. In this short conclusion, we give a short summary of this work
and highlight its main results.
In chapter 1, we review briefly our current understanding of low mass star formation. We
also present a short summary of the state of the art, which has evolved in the past three years...
Then, in chapter 2, we consider the basis of radiative transfer and present two moment models,
the Flux Limited Diffusion and the M1model, that approximate the radiative transfer equation
for dynamical purposes. We insist on the coupling between radiation and hydrodynamics and
derive the radiation-hydrodynamics equations in the comoving frame, that we use all along this
work.
Chapter 3 presents 1D spherical calculations of protostellar collapse, using a 1D code de-
veloped by Edouard Audit and Jean-Pierre Chie`ze. We develop a FLD module and use the
preexisting M1 model. We compare the FLD and the M1 together and with the results obtained
using a classical barotropic equation of state. A barotropic equation of state mimics the thermal
behaviour of the gas during the star formation process, by setting the temperature as a function
of the density. We recover the results of previous studies using 1D tools and demonstrate that
the barotropic EOS first fails in setting a proper entropy level for the first core. We show that
under the spherical symmetry assumption, the FLD and and the M1 give almost the same re-
sults. This validates the FLD for further multidimensional star formation purposes. We study in
detail the first core characteristics and find that the accretion shock belongs to the supercritical
family of radiative shocks. Last, we develop an original semi-analytical model that describes the
first core properties, under the assumption that the accretion shock is supercritical.
The development of a multidimensional numerical tool is presented in chapter 4, where we
implement a FLD module in the RAMSES code (Teyssier 2002) and expose the different stages
to pass for the implementation. We first present the RAMSES code and its main features.
Then we develop a solver that integrates the radiation hydrodynamics equations under the FLD
approximation. Then, we test our developments against conventional problems that validate
the implementation. In the last section, we perform collapse calculations and recover first core
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characteristics without initial rotation. An initial solid body rotation is then added and we
study the impact of the flux limiting and of subcycling on the fragmentation. We show that
fragmentation is highly sensitive to these ad-hoc and numerical aspects.
In Chapter 5, we compare the RAMSES code, with a conceptually different code, the
Smoothed Particles Hydrodynamics code DRAGON, designed for star formation calculations.
At the beginning of my thesis, there was (and there is still?) a debate on the accuracy of the
two methods and each community was wondering about the accuracy of the results of the other
community. For instance, Klein et al. (2007) pointed out that a comparison between the two
code had to be done in order to clarify the debate. In this study, we carefully study the effect
of numerical resolution on the angular momentum conservation and on the fragmentation. We
show that the two methods conserve angular momentum and can converge towards a similar
fragmentation mode when the problem is not too chaotic, although standard SPH remains more
diffusive. We derive numerical resolution parameters necessary to achieve this convergence: we
use NJ = 15, i.e. 15 points per Jeans length, for the AMR code and 5× 105 particles for a one
solar mass dense core in the SPH calculations.
Eventually, in chapter 6, we perform original calculations of prestellar core collapses, using
the FLD module we have developed in chapter 4. First, we run calculations with radiative
transfer and find that it has a great impact on fragmentation. We also show that a barotropic
EOS cannot handle accurately the fragmentation process. In a second part, we add magnetic
field using Fromang et al. (2006) ideal MHD module for RAMSES and study the combined effect
of radiative transfer and magnetic field on the outflow launching and on the fragmentation. We
find that radiative transfer has a limited impact on the outflow dynamic, the magnetic field
is too strong. However, radiative transfer changes the temperature distribution compared to
the barotropic case, and future observations would perhaps confirm and use this change. For a
less magnetized core, we find that radiative transfer calculations can produce fragments where
barotropic calculations does not. In a last part, we model the radiative feedback of accreting
protostars using two methods for the sink particles and demonstrate that sink particles have
to be used with great care. They can have an important impact on the fragmentation and the
outflow launching.
Many perspectives for the next or distant future are opened. The next step will be to
perform larger scale calculations, starting from a more massive and turbulent core and to study
the combined effect of radiative transfer and magnetic field. A second direct application is the
massive star formation issue. At present day, no numerical tool is able to tackle massive star
formation issue with both radiative transfer and magnetic field. In the distant future and after
further developments, we plan to study the second collapse phase with first radiative transfer and
then magnetic field with ambipolar diffusion and Ohmic dissipation. What a exciting program
for the next years!
Appendix A
The Super-Time Stepping versus the
Conjugate Gradient
In this annex, I present the Super-Time-Stepping (STS) method. It is used to solve parabolic
equations systems, as the Conjugate Gradient (CG) we use in RAMSES. We implement the STS
scheme in RAMSES. In a third part, I compare the CG and the STS methods for the particular
case of the 1D linear diffusion test presented in §4.3.1.
A.1 The Super-Time -Stepping
The STS is a very simple and effective way to speed up explicit time-stepping schemes for
parabolic problems. The method has been rediscovered recently in Alexiades et al. (1996), but
it remains relatively unknown in computational astrophysics (Mignone et al. 2007; O’Sullivan
and Downes 2006). The STS frees the explicit scheme from stability restriction on the time-step.
It can be very powerful in some cases and is easy to implement compared to implicit methods
that involve matrix inversions.
The STS is designed for time dependent problem, such as
dU
dt
(t) +AU(t) = 0, (A.1)
where A is a square, symmetric positive definite matrix. Equation A.1 is rewritten with the
corresponding standard explicit scheme
Un+1 = Un −∆tAUn, (A.2)
The explicit scheme is subject to the restrictive stability condition
ρ(I−∆tA) < 1, (A.3)
where ρ(·) denotes the spectral radius. The equivalent CFL condition is




where λmax stands for the largest eigenvalue of A. For the case of the 1D heat equation ∂u/∂t =




In the STS method, the restrictive stability condition is relaxed by requiring the stability at
the end of a cycle of Nsts time-steps instead of requiring stability at the end of each time step
∆t. It leads to a Runge-Kutta-like method with Nsts stages. Following Alexiades et al. (1996),
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we introduce a superstep ∆T =
∑Nsts
j=1 τj consisting of Nsts substeps τ1, τ2, · · ·, τNsts . The idea
is to ensure stability over the superstep ∆T , while trying to maximize its duration. The inner
values, estimated after each τj , should only be considered as intermediate calculations. Only
the values at the end of the superstep approximate the solution of the problem.















 < 1. (A.6)
In order to find ∆T as large as possible, the properties of Chebyshev polynomials is exploited,
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Note that ∆T → N2sts∆texpl as νsts → 0. The method is unstable in the limit νsts = 0. The STS
method is thus almost Nsts times faster than the standard explicit scheme. When ∆T is taken to
be the advective (CFL) time step ∆t while coupling with the hydrodynamics, the STS requires
only approximately (∆t/∆texpl)
1/2 iterations rather than ∆t/∆texpl with an explicit scheme.
A.2 The STS implementation for the FLD equation
The STS scheme replaces the implicit radiative scheme we present in §4.2.2. Equations of system












ρn∇Enr + κnPρnc(aR(Tn)4 − Enr )
. (A.9)
The explicit time step ∆texpl is estimated using values at time n. The next step consist of
estimating values of Nsts and νsts, the latter depending on the spectral properties of A. However,
as it is mentioned in Alexiades et al. (1996), it is not required to have a precise knowledge of
the spectral properties for the method to be robust. Nsts and νsts are thus arbitrary chosen by
the user. Instead of executing one time step of length ∆texpl, one executes supersteps of length
∆T . Nsts substeps τ1, τ2, · · ·, τNsts are thus performed without outputting until the end of each
superstep. When the STS is coupled to the hydrodynamics solver, the cycle is repeated until the
time step, given by the hydrodynamical CFL condition, is reached. Superstep ∆T and substeps
τi are re-estimated at the end of each cycle.
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A.3 Comparison with the Conjugate Gradient method
To compare the STS with the Conjugate Gradient algorithm we have used in all this work, we










The initial setup is identical to those in §4.3.1. It consists of an initial pulse of radiative energy
in the middle of the box. We present here calculations made with either the STS method or the
CG algorithm. In both cases, CG and STS are applied over an arbitrary time step ∆t that the
simulates time step that would be given by the hydro CFL. All calculations have been performed
on a grid made of 1024 cells. In the STS calculations, for each value of ∆t, calculations have
been performed using various values of Nsts and νsts. For the CG method, only the convergence
criterion εconv changes, and the subcycling presented in §4.3.1 is not activated.
Figure A.1 shows the radiative energy profiles at time t = 1× 10−13 s for all the calculations
we have performed. In all panels, the analytic solution is plotted (black line). The two upper
plots give results for the CG method. For ∆t ≥ 10−14, the accuracy is very limited. We also see
that for ∆t ≥ 10−13, the diffusion wave does not propagate at the right speed. The total energy
is conserved, but the diffusion wave has not the correct extent. This illustrates the problems we
encounter in §4.4.4. On the other hand, the STS results are much more accurate, except in the
case with Nsts = 20 and νsts = 1× 10−6. By construction, STS is expected to be more accurate.
The stability is not good when Nsts = 20 and νsts = 1× 10−6 since νsts is close to the stability
limit (see Alexiades et al. 1996).
In table A.1, we give the CPU time and Niter, which corresponds to the number of iterations
for the CG and to the number of substeps for the STS. The number of operations per iteration
in the CG or per substep in the STS is the same, since it involves the same number of cells
(1024). The CPU time spent with the STS is ten times smaller than the one of the CG method.
The STS also requires often twice less iterations than the CG. The bottom lines give results
for calculations made with a variable time step, which increases with time. The corresponding
profiles are plotted in figure A.2. The STS remains in this case more accurate than the CG,
which is quite accurate over more than three orders of magnitude. The CG gives good results,
because, thanks to the variable time steps, the diffusion wave propagates at a correct speed.
Indeed, at t = 0, the gradient of radiative energy is steep and the diffusion wave speed is very
high. Using an initial short time step ∆t = 10−16 enables to be closer to the CFL condition
associated to the diffusion wave speed. Then, radiative energy gradients and the former CFL
condition relax and the time step can increase with time. This relaxation on the integration
time step enables to maximize the accuracy of implicit methods using a subcycling scheme based
on the diffusion wave speed propagation. However, this speed remains quite hard to estimate.
Eventually, we must conclude by pointing out that even if the STS method is well adapted
for this problem, it remains very limited for star formation calculations. Indeed, the diffusion
time is very short compared to the dynamical time estimated as the free-fall time (see figure A.3)
and then, the STS requires a too large number of substeps. The convergence of the CG depends
on the nature of the problem and is not affected by strong differences between the diffusion
and the dynamical times. Moreover, we never encounter such steep gradients in the radiative
energy distribution in star formation calculations. The STS could be efficient only within the
fragments, where the diffusion time is very long. This is the reason why we use only the CG
method in all this work. An alternative but non-trivial solution would be to couple the CG and
the STS methods.
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Figure A.1: Comparison of the numerical solutions using STS or CG with the analytic one (black
line) at time t = 1× 10−13 s.
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Method Parameters ∆t CPU time (s) Niter
CG εconv = 1× 10−6 1× 10−16 82.9 10805
CG εconv = 1× 10−8 1× 10−16 68.5 14623
STS νsts = 0.001 , Nsts = 10 1× 10−16 20.4 9000
CG εconv = 1× 10−6 1× 10−15 21.2 4738
CG εconv = 1× 10−8 1× 10−15 27.8 6456
STS νsts = 1× 10−6 , Nsts = 20 1× 10−15 2.8 2107
STS νsts = 0.001 , Nsts = 5 1× 10−15 2.9 2408
STS νsts = 0.001 , Nsts = 20 1× 10−15 2.9 2408
STS νsts = 0.001 , Nsts = 10 1× 10−15 2.9 2408
STS νsts = 0.005 , Nsts = 5 1× 10−15 3.1 2709
STS νsts = 0.005 , Nsts = 10 1× 10−15 3.04 2709
CG εconv = 1× 10−6 1× 10−14 11.4 2848
CG εconv = 1× 10−8 1× 10−14 15.4 3892
STS νsts = 1× 10−6 , Nsts = 20 1× 10−14 0.6 600
STS νsts = 0.001 , Nsts = 5 1× 10−14 0.99 1470
STS νsts = 0.001 , Nsts = 20 1× 10−14 0.75 900
STS νsts = 0.001 , Nsts = 10 1× 10−14 0.69 780
STS νsts = 0.005 , Nsts = 5 1× 10−14 1.1 1620
STS νsts = 0.005 , Nsts = 10 1× 10−14 0.87 1170
CG εconv = 1× 10−6 5× 10−14 6.9 1755
CG εconv = 1× 10−8 5× 10−14 9.3 2365
STS νsts = 1× 10−6 , Nsts = 20 5× 10−14 0.39 390
STS νsts = 0.001 , Nsts = 5 5× 10−14 0.8 1326
STS νsts = 0.001 , Nsts = 20 5× 10−14 0.56 756
STS νsts = 0.001 , Nsts = 10 5× 10−14 0.46 534
STS νsts = 0.005 , Nsts = 5 5× 10−14 0.87 1476
STS νsts = 0.005 , Nsts = 10 5× 10−14 0.68 1032
CG εconv = 1× 10−6 1× 10−13 4.6 1135
CG εconv = 1× 10−8 1× 10−13 5.6 1399
STS νsts = 1× 10−6 , Nsts = 20 1× 10−13 0.36 351
STS νsts = 0.001 , Nsts = 5 1× 10−13 0.77 1311
STS νsts = 0.001 , Nsts = 20 1× 10−13 0.52 729
STS νsts = 0.001 , Nsts = 10 1× 10−13 0.43 495
STS νsts = 0.005 , Nsts = 5 1× 10−13 0.83 1467
STS νsts = 0.005 , Nsts = 10 1× 10−13 0.65 1020
CG εconv = 1× 10−8 1× 10−16 ∗ 1.05istep 19 4680
STS νsts = 0.005 , Nsts = 10 1× 10−16 ∗ 1.05istep 1.7 1782
Table A.1: Summary of calculations plotted in figure A.1. CPU time, the number of iterations
in the CG method or the number of substeps in the STS method are given, for various time
steps and various values of εconv for the CG, and Nsts and νsts for STS.
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Figure A.2: Comparison of calculations done using STS or CG and a variable time step given by
∆t = 1× 10−16 ∗ 1.05istep, where istep is the index of the number of global (hydro) time steps.
Results are given at time t = 1× 10−13s.
Figure A.3: Contours in the equatorial plane of the ratio between diffusion and free fall times
for collapse calculations presented in §4.4.3. The diffusion time is estimated as τdiff = l2c
3κRρ
,
where l is the local Jeans length.
Appendix B
On the specific heat ratio















where Z is the partition function. The specific heat is divided into three parts: a translational,
a vibrational and a rotational part
CV = CV,tra + CV,vib + CV,rot. (B.3)
For monoatomic molecules, the specific heat is simply






Thus, the adiabatic exponent is γ = 5/3. For the H2 molecule, the vibrational and rotational




































where θvib = hν/k = 6100 K.
The rotational part depends on the symmetry of H2 (ortho or para). The partition functions for






















for para-H2. Note that θrot = h
2/8π2Ik = 85.4 K, where I is the moment of inertia of the hydro-
gen molecule. Assuming that ortho-H2 and para-H2 are at thermal equilibrium, the ortho:para







[T ln(3Zo + Zp)] . (B.10)
The total adiabatic exponent is then given by







where the summation is over all chemical species. yi denotes the concentration of the ith species.
In our case, we consider molecular clouds made of 70% of H2 and 30% of monoatomic elements,
mainly He. The evolution of γ as a function of the temperature is given in figure B.1. The
black curve shows the adiabatic exponent of the molecular gas and the red curve shows the
evolution of the adiabatic exponent for the H2 molecule. Below T = θvib, the rotational and the
vibrational energy levels are not excited. Then, γ drops to 7/5 at higher temperature, because
the increase in temperature excites the rotational levels of H2. The adiabatic exponent for the
molecular gas is higher, ∼ 1.45. When T > 100 K, the vibrational levels are excited, but our
estimate is not valid any more, since we do not account for H2 dissociation. A next step to
describe more accurately the microphysics during the collapse is to account for the variations of
γ as a function function of the gas temperature in our calculations.
Figure B.1: Evolution of the adiabatic index γ with the temperature for a with an hydrogen
fraction of 0.7, the remaining species behave as monoatomic molecule with γi = 5/3 (black
curve). The red curve displays the adiabatic index of H2.
Appendix C
Collapse of an initial 5 M⊙ core
In this appendix, we present calculations of the collapse of a 5 M⊙ dense core, with initial
conditions given by α = 0.37, β = 0.045 and µ = 5. The initial density is ρ0 = 3.1 × 10−20
g cm−3 and the initial radius is R0 = 5.3 × 1017 cm (∼ 0.17 pc). We have performed two
calculations using the FLD module of RAMSES: the first without sink particles and the second
with a sink particle using the method of the density threshold presented in section 6.3. In this
case, the density threshold has been set to ρsink = 2× 10−12 g cm−3 (relatively low value chosen
to save CPU time...). The refinement criterion is NJ = 10 and the coarse grid is established
at level ℓmin = 6. We use the Lax-Friedrich Riemann solver for the hydrodynamics and the
HLLD Riemann solver for the magnetic field. The adiabatic index is γ = 7/5. We use 8 levels
of refinement, for a maximum resolution of 8.6 AU.
In figure C.1, temperature and density maps are displayed in the yz-plane at time t= 1.19tff
for the two calculations. The outflow extent, ∼ 3000 AU, is much larger than in the case of
a 1 M⊙ core. In the two calculations, the density patterns are in very good agreement. The
temperatures are different at radii < 1000 AU. The radiative feedback due to accretion on the
sink becomes somewhat significant, and the gas has been heated up of a few degrees. However,
this heating does not affect the outflow. The sink particle mass at time t=1.19 tff (49 kyr) is
8.2× 10−3 M⊙, its accretion rate is M˙ = 2.55× 10−6 M⊙/yr and the luminosity released by the
sink particle is Lsink = 0.33 L⊙. The sink has been created 2990 years earlier. The time-averaged
accretion rate since its creation is ˙¯M ∼ 2.74× 10−6 M⊙/yr and the corresponding luminosity is
L¯sink = 0.33 L⊙.
In figure C.2, the mean density and temperature profiles in the equatorial plane, as a function
of the radius, are plotted. The density profiles obtained in the two cases are in good agreement,
as for the case of a 1 M⊙ core. The temperature profiles are different for radii < 1000 AU. When
the radiative feedback of the sink particle is plugged in, this gives a temperature higher than in
the case without sink particles.
The density, radial velocity, temperature and toroidal magnetic field component profiles,
averaged in a conic volume that makes an angle of π/8 with the z-axis, are plotted in figure C.3.
In this region that corresponds to the outflow, the differences between the cases without and
with a sink particle are smaller. The temperature is still warmer in the case with the radiative
feedback from the sink particle, but the heating is not as significant as in the equatorial plane,
since the gas is optically thin. In comparison with results obtained in chapter 6, the outflow
velocity is much higher, with a maximum close to 4 km s−1. In the region where the in-falling
gas is stopped by the outflow (R > 1000 AU), an over-density is produced.
These results show that the radiative feedback from a central protostar increases when the
mass of the initial core increases. The star formation process is more drastic than in the case
of a less massive dense core. However, the question is to estimate to what extent the subgrid
model we introduce with the sink particle is realistic, especially in what concerns the different
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Figure C.1: Case µ = 5: temperature (top) and density (bottom) maps in the yz-plane for
calculations performed with the FLD (left), without sink particles (left) and with a sink particle
using the density threshold ρsink = 2×10−12 g cm−3 (right). Results are given at time t= 1.19tff .
time scales. For this reason, it is compulsory to perform the same calculations, but with the
physics of the second collapse.
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Figure C.2: Profiles of density and temperature as a function of the radius for the same cal-
culations and at the same time as in figure C.1. All quantities are averaged in the equatorial
plane.
Figure C.3: Profiles of density, radial velocity, temperature and toroidal magnetic flux compo-
nent as a function of the radius for the same calculations and at the same time as in figure C.1.
All quantities are averaged in a conic volume that makes an angle of π/8 with the z-axis.
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La compre´hension des processus conduisant a` la formation des e´toiles est l’un des enjeux ma-
jeurs de l’astrophysique contemporaine. Au sein des nuages conduisant a` la formation d’e´toiles,
les conditions de tempe´rature, pression, etc... sont telles qu’il est impossible de les repro-
duire par l’expe´rience. C’est pourquoi la simulation nume´rique reste le seul moyen d’e´tudier
les phe´nome`nes physiques intervenant dans le processus de formation des e´toiles et ainsi de
ve´rifier la the´orie. Ma the`se est axe´e autour des me´thodes nume´riques utilise´es dans le con-
texte de la formation d’e´toiles, phe´nome`ne multi-e´chelles et hautement non-line´aire, ne´cessitant
l’utilisation d’outils bien adapte´s.
Dans cette the`se autour de l’e´tude des premie`res phases de l’effondrement de coeurs denses
pre´stellaires, mon travail s’est divise´ en 4 parties lie´es. Dans une premie`re e´tude, j’ai utilise´ un
code lagrangien 1D a` syme´trie sphe´rique (Audit et al. 2002) pour comparer plusieurs mode`les
traitant plus ou moins pre´cise´ment le transfert radiatif et l’interaction matie`re-rayonnement.
Cette comparaison est base´e sur des calculs simples d’effondrement gravitationnel conduisant
a` la formation du premier coeur de Larson. J’ai aussi tire´ be´ne´fice de ce premier travail
pour e´tudier les proprie´te´s du choc d’accre´tion sur le premier coeur de Larson. Nous avons
de´veloppe´ un mode`le semi-analytique permettant de reproduire les proprie´te´s de saut au choc
en partant d’hypothe`ses bien connues. Ayant valide´ les me´thodes utilise´es pre´ce´demment, nous
avons retenu l’approche de diffusion a` flux limite´ que j’ai ensuite inte´gre´e avec les e´quations
de l’hydrodynamique radiative dans le code AMR RAMSES (Teyssier 2002). Apre`s validation
des sche´mas imple´mente´s, nous avons utilise´ RAMSES pour re´aliser des effondrements multidi-
mensionnels avec champ magne´tique et transfert radiatif. Nous avons ainsi re´alise´ les premie`res
simulations combinant les effets du champ magne´tique et du transfert radiatif aux petites e´chelles
avec une grande pre´cision. Nos re´sultats montrent que le transfert radiatif a` un impact signifi-
catif sur la fragmentation au cours de l’effondrement des coeurs denses pre´stellaires. Enfin, j’ai
re´alise´ une comparaison du code RAMSES (approche eule´rienne) et du code SPH DRAGON
(Goodwin 2004, approche lagrangienne). Nous avons e´tudie´ l’impact de la re´solution nume´rique
sur la conservation du moment angulaire et la fragmentation. Nous avons montre´ qu’en utilisant
des crite`res de re´solution forts et bien supe´rieurs aux crite`res usuels de la litte´rature, les deux
outils convergent et semblent donc bien adapte´s a` la formation d’e´toiles.
