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Abstract
We  are formulating design guidelines for a knowl-
edge system that  is  to  provide answers to queries
in  context.  Thus a query that  starts  out being
very vague is  to be sharpened  with the assistance
of  the  system. Also, the  response to a  query is
more meaningful when  presented  in  context.  We
recognize three types of context:  essential,  ref-
erence, and source. Essential  context associates
the  response to  a  query with a time and place.
Reference context provides reference  values that
help the  user determine whether the response to a
fuzzy  query, is true or false.  Source  context relates
to the dependability of the response.
Introduction
The answering  of  queries  can  be considered  from  sev-
eral  viewpoints.  One is  based on queries  as  functions.
Define  a  query  as  a  function  f  with  a  tuple  of  argu-
ments X. The response  to  the  query  is  then  the  value
f(X),  but  some flexibility  can  be  achieved  by maldng
f  a  fuzzy  function.  Another  approach  is  to  consider
queries  in  context.  Thus, if  on May  15 a user  asks  "Is
it  a  cold  day?"  the  response  could  be  "The average
minimum temperature  in  Stockholm  for  May 15  is  6
degrees  Centigrade."  This provides  the  user  with hints
on how to  modi~" the  query,  and the  initial  query could
be  reformulated  to,  say,  "What was the  minimum  tem-
perature  in  Pittsburgh  on  May 15 in  Fahrenheit?"  A
third  approach is  to  partition  the  informations  space
into  regions,  and allow  the  user  to  sharpen  a  query by
calling  up a  sequence of  menus. This  approach is  uti-
lized  by search  tools  for  the  World Wide Web, such as
those  of  Yahoo.
Here we shall  try  to  integrate  the  main characteris-
tics  of  the  three  approaches.  This results  in  a  compos-
ite  strategy  based on a  concept  space  partitioned  into
regions.  Each region  corresponds  to  a  concept,  such  as
warmth  or  locality.  A fuzzy term in  a query,  e.g.,  "cold"
or  "here"  identifies  the  region  of  interest.  A menu  then
allows a user to select  the  terms appropriate for  a query.
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We  realize  that  the  implementation of  a  knowledge sys-
tem along these  lines  is  very difficult.  Nevertheless,
we believe that  the  expected benefits  justify  further  re-
search.  Our aim is  to  survey  problem areas,  and thus
to  suggest directions  for  this  research.
Regions of  the  concept space will  be  called  domains.
The next  two sections  introduce  domain  analysis  in  gen-
eral,  identify  several  interesting  domains, and show  by
examples what  comple:dty  is  to  be  expected.  Then we
give  an exampleof the  processing  of  a  query under  our
approach.  This is  followed by a  discussion  of  the  prob-
lems that  have to  be resolved  in  the  course of  implemen-
tation  of  a  domain-based querying facility.  The final
two sections  survey related  work, and list  our  conclu-
sions.  We  emphasize again  that  we do not  offer  a  ready
solution.  Rather,  our  contribution  is  a  framework for
the  detailed  research  that  needs to  be undertaken.
Domain  Analysis
A domain  has  been  defined  as  "a  problem  or  task
area  in  which multiple  highly  similar  application  sys-
tems will  be developed to  meet the  particular  require-
ments of  several  different  customers"  (Taylor,  Tracz,
and Coglianese, 1995) We  are  not satisfied  with this  def-
inition  because a domain  e.,dsts  irrespective  of whether
or  not any applications  are  being  developed in  it.  Ac-
tually,  there  is  no need to  define  a domain  as  such.  The
real  interest  is  in  domain models.  A domain model is
an abstraction  that  consists  of  only those  parts  of gen-
eral  domain knowledge  that  are  relevant  to  a  particular
application,  and domain analysis  is  used to  develop ap-
propriate  domain models.
Domain  analysis  has  several  purposes  for  developers
of information systems. First,  it  is  to allow all  activities
within  a  domain to  be  understood  so  that  they  can  be
improved. Second. the  conventions  of  a  specific  appli-
cation  domain have  to  be  well  understood  so  that  an
information  system  deployed  in  this  domain complies
with  the  conventions.  Third,  a  domain has  to  be  de-
scribed  in  such a  way  that  reuse  of  information  systems
is  enhanced.  Fourth,  domain analysis  enables  a  query
to  be answered  in  a context.  It  is  therefore  not surpris-
ing  that  developers  of  information  systems  have been
constructing  domain models for  a  long time,  under vari-
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models,  and  business  rules.  Software  engineers  have
also  become interested  in  domain analysis  and domain
models --  for  surveys  of  such  work to  about  1991 see
(Arango 1989) and (Neighbors 1992);  the  different 
poses  of  domain analysis  are  discussed  in  (Wartik  and
Prieto-Diaz 1992); for a  bibliography see (Rolling  1994);
(Glass  and  Vessey 1995)  is  a  survey  of  taxonomies 
domains.
Although  the  importance  of  domain analysis  is  now
realized,  software developers are  still  uncertain  regard-
ing  the  exact  nature  of  domain analysis.  Taking a  very
broad definition  of  "system",  in  most areas  of  system
development, such as  the  design  of  roads,  buildings,  or
manufacturing facilities,  it  is  understood that  there  are
general  principles  that  define  a  discipline  or  an occu-
pation,  but  that  these  principles  have to  be tailored  to
particular  applications  --  an opera house and a hospital
look and function  differently.  Domain  analysis  accounts
for  the  differences.  Unfortunately there  is  considerable
confusion  as  to  what  exactly  domain analysis  should
mean with  regard  to  software.  The confusion  is  at-
tributed  to  a lack  of  distinction  between knowledge  that
relates  to  application  domains, i.e.,  about problems to
be  solved,  and  knowledge that  relates  to  implementa-
tion  domains, i.e.,  about the  tools,  representations,  and
methods that  are  to  help  solve  the  problems (Glass  and
Vessey 1995).
We  identify  a  further  source of  confusion. The objects
of  a  concept  space  may be  partitioned  into  immutable
and mutable objects,  and a  disregard  of  this  partition
causes  confusion.  Immutable objects,  such as  the  date
of  birth  of  a  person,  never  change.  Mutable objects,
such as  the  age of  a  person,  undergo changes in  time.
There are  then  in  general  two w~,s of  lootdng at  a  con-
cept  space.  One is  a  static  view,  and under  this  view
the  user is  interested  in snapshots of  the  concept space.
The other  is  a  dynamic view,  and  the  concern  is  with
how changes  are  brought  about  in  the  concept  space.
Primarily  our interest  relates  to  the  static  view. How-
ever,  if  the  user wants information  about a  process that
causes  the  changes  in  the  concept  space,  then  knowl-
edge about  the  process  constitutes  the  domain model
of  interest.  An implementation  domain can  thus  be-
come interesting  to  the  builder  of  an information  sys-
tem,  but  then  it  has  become an  application  domain.
Trend analysis  is  another  instance  in  which a  dynamic
view has to  be taken.  Stock prices,  the  number  of  shares
traded,  passengers  carried  by an  airline,  and popula-
tions  of  cities  are  examples of  parameters  that  change
with  time.  A query  system should  allow  a  user  to  ask
for  correlations  between specified  parameters,  such  as
between  the  number of  shares  traded  on the  New  York
Stock  Exchange  and  the  average  temperature  for  the
dav.
It  should  be clear  that  in  an  answer to  a  query  re-
garding a  mutable object  it  is  essential  to  indicate  the
time to  which the  answer relates.  Thus,  if  f  is  the  age
function,  its  argument X is  the  pair  <person-identifier,
date>.  Normally the  date  is  implicitly  assumed to  be
that  on which the  query  is  being  put.  But  even with
immutable objects  a  context  needs to  be  established.
This has  three  purposes.  First,  the  user  must be made
aware in  what ways the  answer to  a  given  query is  de-
pendent  on  the  context.  For  example,  although  the
boiling  point  of  water  is  immutable with  respect  to  a
specific  altitude,  it  does vary with altitude,  and the al-
titude  depends on precise  location.  Hence, in  asking for
the  boiling  point  of  water,  one has to  specify  an alti-
tude  directly  or  by specifying  a  location.  Second, an
answer is  to  be  made meaningful by providing  it  with
comparison values.  For example,  the  information  that
the  minimum  temperature  in  locality  Q on May 15 was
4 degrees  becomes more meaningful  when it  is  known
that  the  average  minimum  temperature  at  Q for  May is
8 degrees,  say.  Third,  the  source of the  information  may
have to be indicated  in cases there  is  uncertainty  relat-
ing  to  its  dependability.  We  shall  distinguish  between
the  three  types  of  context  by calling  them essential,
reference,  and source context,  respectively.
Some  Interesting  Domains
In  data base work it  has become  understood that  differ-
ent  domains require  different  approaches.  Two  specific
developments are  temporal  data  bases  and geographical
or  spatial  data  bases.  If  we look at  the  form of  ques-
tions,  we can see a  natural  separation  of  concerns,  bVe
have the  Wh-questions.  which start  with  What, When,
Where,  Why, and  Who. In  addition  there  are  How
questions,  which relate  to  processes.
The What relates  to  the  main interest  of  the  user,
with  the  other  four  Wh-forms serving  to  establish  a
context.  In  terms  of  the  coldness  query of  the  Intro-
duction,  it  can be  reformulated  to  ~What is  the  tem-
perature?"  We saw that  the  When  and  Where are  very
important here because they establish  essential  context.
Why  questions  can  arise  in  two ways.  One has  to  do
with  causes  and  effects.  For example,  if  the  minimum
temperature on a  particular  date was exceptionally  low,
the  system might be able to  indicate  a  reason for  it.  The
other relates  to the  system  querying the  user.  If  the sys-
tem knows  to  what purpose the  user  will  put  the  answer
it  generates,  the  answer can be tailored  to  correspond
more closely  to the  needs of  the  user.
Let  us  now turn  to  the  Who  and  How  questions.  Who
has relevance  in  three  different  ways. The first  is  the
identity  of  the  user:  "Who  put  the  query?"  By means
of  profiles  of  individual  interests  the system can select
a  reference  context  that  is  adapted  to  the  individual
needs of  a user.  Also,  availability  of  sensitive  informa-
tion  depends on the  identity  of  the  user.  Next we may
ask:  ~Who  provided  the  information?"  The answer  to
this  question  mav  help  establish  the  reliability  of  the
information,  i.e.,  it  contributes  to  the  source context.
Finally,  if  one requests  information  regarding  a  person
called  Smith,  it  has to  be established  who precisely  is
this  person.  Thus,  from our  viewpoint,  the  question
"When was  Smith  born?"  is  not  a  When question,
2Obut  represents  the  two questions  "Who  is  denoted  by
Smith?"  and "What is  the  date  of  birth  of  the  person
denoted  by  Smith?"
Now  consider  the  query  "Was President  Roosevelt
tall?"  As with  the  date  of  birth  of  Smith,  we again
have  two questions:  "Who  was President  Roosevelt?"
and "What  was the  height  of  this  President  Roosevelt?"
Here the  Who  helps  to  reduce the  search  space to  Presi-
dents of  the United States,  and then a distinction  has to
be  made between Theodore  Roosevelt  and  Franklin  De~
lano  Roosevelt.  But  the  height  value  alone  may not  be
sufficient  to  allow the  user  to  decide whether Theodore
Roosevelt, say,  was or  was  not tall.  A reference  context,
giving  the  average height  of  males in  the  United States
who belonged  to  the  same age group  as  Theodore Roo-
sevelt  at  the  time of  his  presidency,  could  help  reach
a  decision.  We  shall  return  to  this  query in  the  next
section.
In  considering  How  questions,  note  first  that  "How
tall  is  the  Eiffel  Tower?" is  not  a  How  question.  It
is  the  What  question  "What is  the  height  of  the  Eiffel
Tower?" Let  us look  at  How  questions  in  the  context  of
queries  as  functions.  Then, at  a  sufficiently  high level
of  abstraction,  it  becomes irrelevant  whether the  f(x)
is  obtained  by means of  data  base  operations  or  is  the
result  of  the  execution  of  a  program that  defines  an
algorithm.  For example, the  time of  sunrise  for  Pitts-
burgh  on May 16  could  be  obtained  by  looking  up a
table  or  by  a  computation.  However,  when a  result
is  obtained  by a  numerical  computation,  its  accuracy
may depend  on  the  computational  method.  The How
can then  become  very important,  in  that  it  requires  the
method to  be identified,  and thus  makes a  contribution
to  the  source context.
Was Roosevelt  Tall?
The  title  of this  section states  the query that  will  be the
subject  of  our  analysis.  We  face  three  tasks:  selection
of  the  right  Roosevelt,  determination  of  his  height  in
appropriate  units  of  length,  and provision  of  an appro-
priate  reference  context.  The objective  of  this  exercise
is  to  show  the  difficulty  of  building  a  knowledge  system
capable of  such analysis.
In  identifying  the  Roosevelt  that  the  user  has  in
mind,  the  obvious  approach  is  to  ask  the  user  to  be
more specific.  However, the  user  may not  recall  the
first  name  of  the  particular  Roosevelt he or  she  has in
mind.  It  may be feasible  for  the  system to  generate  a
list  of  all  Roosevelts with some claim to  fame, but with
a  more common  name such  as  Brown or  Smith,  the  list
would be  too  long.  We  suggest  that  a  first  cut  be made
on grounds of  linguistic  usage.  In  English,  women  are
not  referred  to  by surname alone,  which reduces  the
search  space  to  that  of  men. However, the  query  may
have been  put  by  a  person  with  limited  knowledge of
English,  so that  this  is  the  first  chance for  moving  off
in  a wrong  direction.  Also,  the  past  tense  is  helpful  in
that  it  suggests  that  we can  disregard  people  who are
still  alive,  e.g.,  Elliot  Roosevelt, a  prominent  writer  of
detective  stories.  Again, however, a  misinterpretation
can arise  in  case  the  user  assumes a living  person not
to  be alive  or a  foreigner  gets  the  tenses  confused. To
¯  guard against  such misinterpretations,  the  system can
be made  to  explain  its  reasoning,  as  is  common  practice
with  expert  systems.
The next step  is  to  refer  to  a "celebrity  index" which
would have its  own context  determined by location  and
domain  of  interest.  A default  location  is  defined by the
place  from which the  query  is  put,  and the  domain of
interest  by selection  from a  menu. Thus,  suppose  the
user selects  "Politics",  the  set  of  deceased male politi-
cians  named Roosevelt  will  be  headed by Franklin  De-
lano  and Theodore in  the  United  States,  but  in  some
town in  The  Netherlands the  first  entry in  the  list  could
be  the  popular  local  mayor Joop Roosevelt.  Note that
in  our case  the  list  would be short  enough not  to  cause
any  problems,  but  again  we have  to  be  aware  of  the
Smiths  and  Browns.
After  identification  of  the  most feasible  Roosevelts,
and  the  determination  which  of  them  the  user  has
in  mind,  the  height  of  this  man has  to  be  obtained,
and  presented  in  suitable  units.  Supposing  we have
Theodore Roosevelt  in  mind, finding  his  height  should
be no problem.  On the  other  hand,  the  height  of  Joop
Roosevelt  might  not  be  available,  and  then  we would
come to  a  stop  right  there.  The units  for  expressing
Theodore Roosevelt’s  height  would be  feet  and  inches
in  the  United States,  but centimeters  nearly  everywhere
else.
The  definition  of the  reference  context has to be based
on  a  menu. In  the  preceding  section  we introduced
one  option:  the  average  height  of  males  residing  in
the  United  States  who were in  the  same age  group  as
Theodore Roosevelt at  the  time of  his  presidency.  Other
options  include  average height  of  heads of  state  at  the
time of his  presidency,  and average height  of all  presi-
dents  of  the  United States.  However, such  information
may  not  be available  today.  Note also  that  the  response
to  the  query "How  tall  was Roosevelt?"  should  be just
a  single  value.  The form of  this  query  shows that  no
reference context is  called  for.
A final  problem relates  again to  English usage.  Tall-
ness  is  not an attribute  of  people alone.  We  speak also
of  tall  trees  and tall  buildings.  A thesaurus can estab-
lish  that  Roosevelt  is  not  a  tree.  Also,  a  tree  would
not  be  capitalized.  However, if  the  query  were  "How
tall  was the  Roosevelt?" then  the  "the"  hints  that  this
Roosevelt  is  not  meant to  be  a  person.  Instead  it  is
likely  to  denote a  demolished hotel.  Unfortunately,  for-
eigners  could quite  easily  omit the  important linguistic
marker.
A Catalogue  of  Problems
The problems  pr~ented  by a  query-answering  system
based on our  model can be  separated  into  several  cat-
egories.  One is  the  interpretation  of  the  query.  It  has
to  be  converted  into  one  or  more Wh- or  How  ques-
tions.  Next these  questions  have to  be related  to  ap-
21propriate  domains. The essential  context  is  to  be es-
tablished  next.  This should allow  the  generation  of  an
adequate  answer to  the  query.  In  some cases,  though,
the  answer can be null,  and the  system should then give
some explanation  of  why this  is  so,  and,  where possi-
ble,  provide  a  surrogate  answer.  The generation  of  a
reference  context  should  come  next,  and in  some cases
it  may be appropriate  to  provide  a  source  context  as
well.  Orthogonal to  this  development  there  are  presen-
tation  concerns, such as  the choice of appropriate entity,
e.g.,  minimum, maximum,  or  average  temperature,  of
appropriate  granularity,  and of  the  appropriate  unit  of
measurement. An explanation  generator  has  to  be pro-
vided as  well.  We  have already  noted its  significance  in
case the  answer to  a query is  null.
Interpretation  of  a query.  This  is  largely  a  con-
cern  of  linguistics.  The query could  be analyzed,  and
its  components  annotated  with  markers  provided  by
a  (very  large)  attribute  grammar. For  example,  the
"Roosevelt"  of  "Was  Roosevelt tall?"  would receive  at-
tributes  "male" and "deceased".  Care has  to  be  taken
that  the  difference  between "Was  Roosevelt  tall?"  and
"How  tall  was Roosevelt?"  is  preserved  in  the  analy-
sis  of  these  queries.  A marker should  indicate  that  a
reference  context  is  to  be provided for  the  first  case.
To continue  with the  concept of  tallness,  processing  of
the  query "Are pines  tall?"  would start  with the  trans-
formation  of  this  query  into  the  What question  "What
is  the  height  of  pines?"  and this  requires  the  knowl-
edge that  height  is  the  measure of  tallness.  Similarly,
-cold"  and "hot"  point  to  temperature,  and -far"  and
-near-  to  distance.  To summarize,  fuzzy  terms  relate
to  ranges for  which there  exist  metrics.  The task  of cre-
ating  a system for  the  interpretation  of  queries  is  well
within current  technical  capabilities,  but would  still  be
a  complex undertaking.
Domain  selection.  As we saw earlier,  the  query "Was
Roosevelt tall?"  is  to  lead to the  selection  of  a partic-
ular  person.  Linguistic  indicators  show that  Roosevelt
is  likely  to  be a deceased male, and a  menu  can be used
to  reduce this  domain  to  politicians.  Since height  is  a
fairly  standard  attribute  of  persons,  the  determination
of the  height of an individual  is  usually straightforward.
Of course,  the  extent  to  which personal  attributes  are
accessible  to  the  public  is  determined by the  privacy
laws of  individual  countries.  In  general,  once the  main
subject  of  a query has  been identified,  such as  ~pines"
in  "Are pines  tall?"  (actually  in  "What is  the  height
of  pines?’)  a  thesaurus  can  be used  to  determine  that
our domain  is  that  of  trees.
Essential  context.  This  relates  to  time  and  place,
and  the  time  and  place  of  the  submission  of  a  query
suggest  themselves  as  default  values.  Time presents
no real  problems,  except  that  at  small  granularity  the
time  zone on which a  time is  based becomes important,
and sometimes it  matters  whether switching  to  daylight
saving  time  is  being  practiced.  Place  is  different.  A
user  may be  interested  in  the  temperature  of  a  star
several  light-years  away, of his  or  her office,  or  of  the
water  in  the  local  swimming  pool.  Hence the  selection
of  a  default  value  becomes problematic.  For example,
should  the  query  "How  far  is  X?" become "What is
the  distance  between my  exact location  and the  official
center  of  X?" or  "What is  the  distance  between  the
official  centers  of  my  city  and X?"
Surrogate  answers.  Instead  of  responding  to  a  query
with  a  null  response,  the  system  should  endeavor  to
supply the  user  with a  surrogate.  Thus, if  a query were
to  be  put  relating  to  the  temperature  of  a  place  for
which there  a  no climatic  records,  an answer should be
generated  that  relates  to  the  nearest  place  for  which
such records  exist,  where "nearest"  refers  not  only to
distance,  but to other factors  as well,  such a similar  al-
titude.  Suppose that  the  height  of  President  Theodore
Roosevelt  had never  been recorded.  Then "How  tall  was
Roosevelt?"  cannot  be  answered,  but  it  may be  possi-
ble  to  determine  from  contemporary  records  whether
Theodore  Roosevelt  was regarded  as  tall  in  his  own
time.
Reference context.  Definition  of a reference  context is
perhaps the  most difficult  of the tasks  we  are  discussing.
Obviously the  system cannot  select  the  reference  con-
text  on its  own, even when  provided with profiles  of user
interests.  So it  provides a set  of options  from which the
user is  to  choose. But this  set  of options  will  depend  on
a  highly specific  domain, which will  vary from query to
query even when the  queries  are  formally  similar,  such
as  "Was Roosevelt  tall?"  or  "Are pines  tall?"  or  "Was
the  Roosevelt  tall?"  or  "Was  Eleanor  Roosevelt  tall?"
or  "Are Swedes tall?"  or  "Were Vikings  tall?"  As an-
other example, take the  query ~Is it  far  from Pittsburgh
to  Cleveland?" The obvious response is  to  give  the  dis-
tance  in  some appropriate  units,  but  here the  reference
context  could tell  how  long it  would take  to  cover this
distance  by car  or  by plane,  including  expected delays
due to.  for  example,  road  repairs  or  heavy snow. The
essential  context  of  time and place  provides search keys
for  accessing  such data.
Source context.  Indication  of  the  source  of  an  item
of  information is  straightforward  by itself,  but the  as-
signment of  a  measure of  trustworthiness  to  the  infor-
mation is  not  so  simple.  To begin  with,  a  distinction
has  to  be  made  between imprecision  and uncertainty.  If
a  system  responds  with  an  answer  ~Smith  owes Brown
USD  500,"  then  under uncertainty  we are  not  sure  that
Smith owes Brown anything,  and  under  imprecision  we
know that  something  is  being  owed, but  are  not  sure
that  the  amount owed is  USD  500.
Presentation  of  results.  As noted above, this  relates
to  appropriateness  of  the  entity  selected  in response to
the  query,  to  granularity,  and to  the  unit  of  measure-
ment. Thus, in  selecting  a temperature for  a  given date,
it  has  to  be  decided  whether it  should  be the  lowest,
the  highest,  or  the  average temperature  for  that  date.
It  seems appropriate  to  respond to  a  query that  refers
to  coldness  with  a  minimum  temperature,  to  one  that
refers  to  warmth  with an average,  and to one that  refers
to  hotness  with  a  maximum.  The query  "What was the
22lowest  temperature  on May 157" seems to  ask  for  the
lowest  temperature  on the  nearest  May  15 in  the  past,
but  the  query "What is  the  lowest  temperature  for  May
15?" for  the  lowest temperature on record for  that  date.
Further,  if  we  are  dealing  with temperatures close to  ab-
solute  zero,  the  granularity  would  be very fine,  and the
temperature  expressed  in  Kelvin.  On the  other  hand,
the  granularity  for  solar  temperatures  would be  quite
coarse,  with Centigrade  the  appropriate  scale.  On the
short-tall  scale  the  appropriate  response to  "Are pines
tall?"  is  the  height  of  the  tallest  known  pine,  but this
is  probably  also  the  most appropriate  answer  to  "Are
pines  short?"  Finally,  when  the  information  used to  an-
swer a  query can come from anywhere in  the  world,  care
has to  be exercised  with unit  conversions.  For example,
if  the  flood  damage in  some German  town is  estimated
at  DEM  5,000,000,  it  would be wrong to  show it  as  USD
2,808,989.
Ezplanation  component.  Whenever the  system  makes
a decision,  the  reasons  for  making the  decision  are  to
be preserved.  The trace  of  how the  final  response  was
arrived  at  is  to  be presented  on demand.  It  serves  as  a
check that  the  query has been interpreted  to  the  satis-
faction  of  the user.  If  this  is  not so,  it  should be pos-
sible  to  backtrack along this  trace  and force a  decision
to  go some other  way. A special  case  arises  when  data
relevant  to  the  response to  the  query are  found to  be in-
consistent.  An attempt  can  then  be made to  construct
several  responses.  The responses  may turn  out  to  be
identical,  which happens when  the  inconsistencies  turn
out to  be irrelevant  as far  as  this  query is  concerned. If
not.  we should deal with this  as  a  Who  situation.  If  the
sources  of  the  data  are  known, and their  dependability
can be  estimated,  then  the  system  can supply  several
ranked responses.  It  is  then  very important  to  provide
an explanation  of  how  the  different  responses  and their
ranking were arrived  at.
Related  Work
The determination  of  a  response  to  a  query  under  our
model has  two phases.  The query is  to  be interpreted,
and then  a response is  to be created.  The interpretation
of  a  query belongs to  natural  language processing,  and
here we  touch on this  very broad area only superficially.
Natural  language  processing  systems  are  evaluated  in
(King  1996),  and  (Lewis  and  Sparck  Jones  1996) 
survey  of  natural  language  processing  for  information
retrieval.  For some earlier  work on natural  language
query systems see  (Jacobson  et  al.  1986).  Zadeh (1996)
surveys the  interrelation  of  natural  language and fuzzy
logic;  Novak  (1992) considers  the  use of  fuzzy sets 
natural  language processing.
In the  creation  of the  response four concerns arise:  in-
consistencies  in  the  information  base are  to  be allowed
for,  a  null  answer to  a  query should be  avoided,  a  con-
text  is  to  be established,  and the  decisions  by which the
system arrives  at  the  response are  to  be made  available
to  a  user  on demand. The last  concern  is  relatively
easy to  cope with --  most expert  systems provide  their
users with a  trace  of how  they make  decisions  (see,  e.g.,
(Waterman  1986)).  For a  relatively  recent  survey 
(Hayes-Roth and Jacobstein  1994). More  difficult  prob-
lems arise  with treatment  of  inconsistencies,  avoidance
of  null  responses,  and the  establishment  of  context.  We
shall  therefore  consider these topics  in greater  detail.
Inconsistencies  have been considered  from two points
of  view. They can arise  in  the  requirements  for  a  soft-
ware system,  or  they  can  be found  in  data.  We  regard
the  two cases as  essentially  the  same  because, in  a  sys-
tem that  is  to  support  software  development, require-
ments are  part  of  the  process  data  of  this  system,  and
such  a system can be queried  no differently  from other
specialized  information  systems.  Surveys of  how  to  deal
with  imperfect  information  are  provided by Klir  (1993)
and  by  Parsons  (1996).  Ng and  Abramson (1990) 
vey uncertainties  in  expert  systems.  Specifically,  in-
consistencies  in  software  requirements  are  treated  in
(Balzer  1991),  (Finkelstein  et  al.  1994),  (Lin  and 
1996),  and (Burg and van de Riet  1996).  Balzer  regards
such inconsistencies  as  temporary exceptions  that  will
eventually  be corrected.  This suggests  that  a  query sys-
tem that  can  detect  inconsistencies  is  more than  just
a  source  of  answers  to  queries.  It  can  also  indicate
places where the  "information base is  in  need of improve-
ment.  Since  the  information  base  in  many  cases  drives
a process,  such as  requirements  driving  software  devel-
opment, the  query system can thus  lead  also  to  process
improvement.
An extensive  discussion  of  the  null  problem (with  68
references)  is  to  be found  in  (Kao,  Cercone,  and  Luk
1988).  The null-value  problem  can  be  treated  in  two
ways.  One is  to  introduce  appropriate  markers  into
empty slots  in  a  relational  data  base.  Thus,  Liu  and
Sunderraman (1988,  1990)  extend  the  relational  data
model by means of  what  they  call  an  I-table,  which
allows  indefinite  or  maybe responses  to  be provided.
Possible  values in place of  null  values are introduced by
Kong and  Chen (1995).  The other  approach  is  to  use
similarity  for  arriving  at  a  non-null response (Ichikawa
and  Hirakawa  1986).  Motro’s  FLEX system  (Motro
1990)  suggests  related  queries  when no answer  can be
given to  the original  query.
Related queries  bring  us very close  to the  approach we
have been taking  here.  Work  on intensionality  (Pirotte,
Roelants,  and  Zimany 1991)  and  (Motro  1994)  is  even
closer.  An extensional  answer is  a  set  of  values,  an
intensional  answer is  a  condition that  defines  these val-
ues.  Intensional  answers  can  be  used  to  reformulate
queries  to  make  them correspond better  to  users’  needs.
Approximate reasoning  (Yager  1987)  and  qualitative
reasoning  (Kaiagnanam,  Simon, and  Iwasaki  1991)  are
closely  related  to this  work. So is  fuzzy reasoning.  Klir
and  Yuan (1995)  present  an  excellent  introduction 
fuzziness  --  Chapter 14 of  their  book addresses  specif-
ically  fuzzy  data  bases  and information  retrieval  sys-
tems.  We  again  draw attention  to  Zadeh’s  interpre-
tation  of  fuzzy  logic  as  computing with  words (Zadeh
1996). Fuzzy queries  to  a  relational  data  base are  con-
23sidered  in  (Bosc and Pivert  1995).
Another approach to  correcting  misconceptions  is  to
create  a  model of  a  user’s  beliefs  (Wu and  Ichikawa
1993).  Query answering  by knowledge discovery  tech-
niques  (Han et  al.  1996) takes  us close  to  queries 
context.  For our  preliminary  investigation  of  queries
in  context  see  (Berztiss  1994).  We  have also  designed
an iconic  system for  constructing  a  response to  a  query
(Berztiss  1993).  Such a  system can in  principle  gener-
ate  an  SQL  query in  parallel  with  the  construction  of
the  response,  and the  SQL  query  can then  be modified
by the  user.
Conclusions
We  have outlined  a  research  program for  the  develop-
ment of  a  query system that  assists  the  user  in  devel-
oping a  meaningful query.  For this  we suggest  that  the
original  query be  reformulated  by the  system into  one
or  more Wh- and How-questions.  Moreover,  the  system
should  supply the  user  with  reference  points  that  put
the  answer to  a  query in  a proper  context.
Domain  models are  to  assist  in  the  interpretation  of
vague queries,  in  guiding  a  user  in  the  formulation  of
precise  queries,  and in  defining  the  context  for  an an-
swer.  For this  purpose  a  suitable  domain model is  an
appropriately  partitioned  concept  space.  Two  sections
of  this  space  are  particularly  important.  They relate
to  time  and location.  Others  relate  to  concepts  such
as  heights,  temperatures,  stock  market data,  distances,
and flight  times.  The concept  space and the  procedures
for  accessing  it  constitute  a  highly  complex knowledge
system  for  the  processing  of  queries.  Such a  system
does not yet  ex_ist,  and its  development  will  be an im-
mense undertaking.  Our purpose  has  been to  indicate
the  problems that  have to  be solved  as  part  of  this  un-
dertaking.
We  have  discussed  the  problems  under  the  headings
of query interpretation,  domain  selection,  essential  con-
text,  surrogate  answers, reference  context,  source con-
text,  presentation  of  results,  and explanation.  On the
surface  the  problems do not  appear difficult,  but  most
of  them ultimately  reduce to  the  interpretation  of  nat-
ural  language  expressions,  and this  is  where the  dif-
ficulties  start.  For work with  natural  language  there
are  no general  solutions,  but  each case  has  to  be  ana-
lyzed  on its  own. By means of  a  few examples we have
demonstrated  what such  analysis  entails.  The examples
show that  the  development of  the  query system  we are
envisaging will  require  close  cooperation of  software en-
gineers,  domain experts,  and computational  linguists.
Of immediate interest  is  the  setting  up of  a  prior-
ity  scheme.  This  would indicate  the  order  in  which
the  research  tasks  should be  undertaken  so as  to  allow
the  system to  be developed  incrementally.  As the  sys-
tem becomes more complete,  it  will  become  increasingly
helpful  to  a user,  but some  degree of usefulness  is  to  be
there  from the  very start,
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