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Zur „Datafication“ der Wissens­
produktion in der qualitativen  
Forschung
Gertraud Koch
Wenn das Nachdenken über die Veränderun-
gen im Forschungsprozess unter einem Titel 
erfolgt, der an die Versionierung von Compu-
terprogrammen erinnert, wie das bei dieser Pu-
blikation mit dem Titel „Forschungsdesign 4.0“ 
der Fall ist, so ist zweifelsfrei ein derzeit zentral 
diskutiertes Thema angesprochen: die Digitali-
sierung. Der digitale Medienwandel hat sich in-
zwischen so dominant in alle Lebensbereiche 
eingeschrieben, dass auch die methodischen 
Zugänge in der qualitativen Forschung nicht un-
verändert bleiben können. Sie muss zum einen 
auf die veränderten Formen und Bedingungen 
der Alltagskommunikation in allen Phasen des 
Forschungsprozesses reagieren, vom Design 
bis schließlich zur Darstellung der Forschungs-
ergebnisse in wissenschaftlichen Aufsätzen, Bü-
chern oder auch in Blogs und auf Webseiten. 
Zum zweiten entstehen neue Möglichkeiten für 
die Forschung selbst, so wie sie aktuell in den 
Digital Humanities entwickelt werden, die sich 
selbst die Potenziale digitaler Medien für neue 
methodische Zugänge in der Erhebung, der Do-
kumentation, dem Auswerten sowie der Darstel-
lungsweise von Ergebnissen zu eigen machen. 
Auf vielen Ebenen gibt es hier Veränderungen, 
die auch unter dem immer öfter zu hörenden 
Begriff der Forschungs(daten)infrastrukturen 
subsumiert werden. Zum dritten ist ein Nach-
denken darüber notwendig geworden, wie sich 
mit der praktischen Ebene im Umgang mit digi-
talen Medien im Forschungsprozess auch die 
epistemologischen Grundlagen der Forschung 
verändern. Denn mit der Entstehung von neu-
en Medien oder auch einem Medienwandel, 
wie die Digitalisierung zweifelsohne einer ist, 
ändern sich immer auch die Bedingungen der 
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Wissensverbreitung und Wissensproduktion.1 
Es ist in der Regel ein langsamer und schlei-
chender Wandel, der dennoch irgendwann un-
übersehbar ist. Es ist inzwischen in vielerlei Hin-
sicht greifbar, dass sich die empirisch kultur-
wissenschaftlichen Erkenntnisprozesse in der 
Substanz verändern. Es ist insofern an der Zeit, 
entsprechend auch die Fragen aufzuwerfen, 
wie sich dies epistemologisch in der qualitati-
ven Wissensproduktion niederschlägt. Der all-
seitige Ruf nach beschleunigter Digitalisierung 
auch in allen Wissenschaftsbereichen ist bis-
her selten kritisch beleuchtet und eine reflexi-
ve Gestaltung entsprechend der Anforderungen 
in den jeweiligen disziplinären Wissensprozes-
sen eingefordert worden. Denn angesichts be-
grenzter Kapazitäten wird eine sinnvolle Alloka-
tion von Aktivitäten und Ressourcen notwendig.
Was verändert sich im Forschungsprozess der 
qualitativ-ethnografisch arbeitenden Fächer mit 
und aufgrund der Verwendung digitaler Medi-
en? Dieser Frage möchte ich in verschiedenen 
Schritten nachgehen und erste Tendenzen her-
ausarbeiten, ohne abschließende Einschätzun-
gen geben zu können, angesichts einer fortge-
setzt dynamischen Entwicklung bei den Infor-
mationstechnologien selbst. Dies wird in vier 
Schritten geschehen, wobei die ersten beiden 
zunächst beschreibend angelegt sind und die 
Phänomene genauer zu fassen versuchen, die 
hier zur Diskussion stehen. Zunächst sollen 
die Veränderungen skizziert werden, die sich 
im geisteswissenschaftlichen Arbeiten seit der 
Einführung des Computers in den vergangenen 
etwa dreißig Jahren ergeben haben. Danach 
1 Vgl. Fassler: Geschichte der Medien; Schröter/Böhnke 
(Hg.): Analog/Digital.
geht es um den Begriff der Digitalisierung, der 
inzwischen für die unterschiedlichsten Phäno-
mene und Sachverhalte verwendet wird. Er ist 
ein „Plastikwort“ ohne begriffliche Präzision in 
der Alltagssprache.2 Deswegen ist es sinnvoll, 
das Verständnis dieses Konzepts zu skizzieren 
sowie seine Relevanz in der Computertechno-
logie zu betrachten, um den Unterschied zu ver-
stehen, den das Digitale offensichtlich in der 
Medienentwicklung macht. Daraus leitet sich 
dann der dritte Punkt ab: die kritische Auseinan-
dersetzung mit dem Datenbegriff und mit Daten 
als dem neuen Modus der Weltbeschreibung, 
der sich mit der Digitalisierung etabliert. Erst mit 
der Digitaltechnologie kommen in der Compu-
tertechnologie die Daten, im Sinne von diskreten 
Werten, ins Spiel und sind fortan der Stoff oder 
besser das materielle Substrat, in welchem die 
Informationen verarbeitet werden. Das ist der 
Ausgangspunkt für die weitere Reflexion im drit-
ten Kapitel, wie sich der qualitative Forschungs-
prozess ändert, wenn er primär mit einem Da-
ten-Paradigma betrieben wird, so wie es sich 
mit den digitalen Medien zunehmend etabliert 
in den Arbeitsweisen, aber auch der Selbstsicht. 
Viertens und abschließend werden konstitutive 
Elemente der sich formierenden Assemblage 
eines Daten-Paradigma in der qualitativen For-
schung skizziert.
2 Vgl. Pörksen: Plastikwörter.
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1. Qualitatives Forschen im und 
über den digitalen Medienum-
bruch
Die Einführung digitaler Medien läuft in etwa 
synchron mit meinem akademischen Werde-
gang, beginnend mit dem Studium der Euro-
päischen Ethnologie und Kulturanthropologie 
in Frankfurt beziehungsweise der Empirischen 
Kulturwissenschaft in Tübingen. Es ist inso-
fern eine autoethnografische Perspektive3, die 
ich angesichts meiner eigenen Verwobenheit 
mit dem Feld beinahe unerlässlich einnehme, 
als Zeitzeugin und als Teil der Gruppe der Wis-
senschaftler/innen, um deren Veränderung in 
den Forschungspraxen es hier geht. Die ersten 
Seminararbeiten habe ich noch mit der elektri-
schen Schreibmaschine geschrieben und dafür 
das Tippen im Zehnfingersystem gelernt. Gegen 
Ende des Studiums waren die IBM PCs soweit 
erschwinglich geworden, dass ich mit Blick auf 
die Magisterarbeit die Schreibmaschine durch 
einen solchen ersetzt habe. Die Handhabung 
des PC war allerdings mit einigen Herausforde-
rungen behaftet. Er wurde auf DOS-Betriebssys-
temebene bedient, Plug-and-play war noch in 
weiter Ferne, selbst zur Einrichtung von Ordnern 
und Dateien musste man Steuerungsbefehle di-
rekt im Betriebssystem anlegen, und insofern 
war es erforderlich, den DOS-Programm-Code 
zu lernen. Ein halber Tag war schnell vorbei, um 
einen Drucker zu installieren, bis man sich in al-
les eingefuchst hatte, wenn nicht doch Unter-
stützung durch kundigere Leute notwendig war. 
3 Bönisch-Brednich: Autoethnografie.
Das Zubehör waren erst 5,25-Zoll-Floppy-Disks, 
dann 3,5-Zoll-Disketten mit anfänglich 180 Ki-
lobyte und später sogar einem ganzen Mega-
byte Speicherplatz, der Drucker für Pixeldruck 
auf Papierrollen mit Lochstreifen an den Rän-
dern ausgelegt. Diese trennte man nach dem 
Druck an der Perforierung ab; es blieb eine zarte 
Zackenkante an den Seitenrändern zurück, ähn-
lich denen von Abreißblöcken. Aber auch unter 
diesen Umständen war die Arbeit mit dem Com-
puter ein Gewinn gegenüber der Schreibmaschi-
ne, bei der das Vermeiden von Fehlern und das 
Vorausdenken des gesamten Schriftstückes al-
les war. Beim Arbeiten mit der Schreibmaschine 
bedeuteten nur kleine Umstellungen und Ver-
änderungen in Seminararbeiten, dass diese un-
ter Umständen vollständig neu getippt werden 
mussten. Copy-and-paste war vor diesem Hin-
tergrund für uns eine ganz wunderbare, keines-
falls kritikwürdige Errungenschaft, die ganz we-
sentlich auch Einfluss auf die Qualität der Arbeit 
hatte, weil sie immer neue Korrekturschleifen 
ermöglichte.
Während meine Magisterarbeit „Stadtansichten, 
Stadtidentität und Erinnerungsarbeit in Pforz-
heim. Konzeptionelle Überlegungen zu einem 
kulturwissenschaftlichen Film“, abgeschlossen 
1991, zwar voll computerisiert verfasst ist, wa-
ren die zugehörigen Film- und Forschungsar-
beiten alles andere als digital. Die historischen 
16-Millimeter-Filme und einige Super-8-Fil-
me eines gut ausgerüsteten Hobbyfilmers im 
Stadtarchiv von Pforzheim mussten relativ 
aufwändig vom Medienzentrum der Universi-
tät Tübingen auf Super-VHS-Kassetten übertra-
gen werden, damit ich diese auf einer entspre-
chenden Schnittanlage der Medienwerkstatt 
Pforzheim bearbeiten konnte. Das ergänzend 
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dazu gedrehte Material haben wir gleich auf 
den Super-VHS-Magnetband-Kassetten auf-
genommen, so wie auch die Interviews für die 
begleitende Forschung auf Magnet-Kassetten 
gespeichert und zusammen mit dem Kasset-
tenrekorder in einem Schrank zuhause gelagert 
worden sind. Inwieweit diese noch intakt sind, 
ist unklar. Die Transkripte dazu werden wohl län-
ger überdauern.
Meine Dissertation, die ich 1999 abgeschlossen 
habe, markiert eine nächste Etappe in der digi-
talen Entwicklung meines eigenen Forschungs-
equipments. Statt Magnetkassetten verwende-
te ich inzwischen Minidiscs zur Aufnahme der 
Interviews. Dieses bereits digitale Format mit 
speziellen Speichermedien und Abspielgerät 
ist aufgrund der Einführung des MP3-Forma-
tes heute schon wieder Geschichte. Immer-
hin hatte sich damit das langwierige Vor- und 
Zurückspulen auf der Magnetkassette erüb-
rigt, sodass auch die Transkriptionen einfacher 
wurden. Der Computer lief inzwischen mit Win-
dows-Betriebssystem, und das Internet vernetz-
te meinen heimischen Schreibtisch per E-Mail, 
aber auch mit immer neuen Anwendungen wie 
digitalen Bibliothekskatalogen. Begonnen An-
fang der 90er-Jahre, stand meine Dissertation 
im Kontext einer damals intensiven Diskussion 
zur Rolle der Geisteswissenschaften in einer zu-
nehmend technisierten Welt. Mit der Formulie-
rung „Zukunft braucht Herkunft“ definierte der 
Philosoph Odo Marquard4 deren Rolle als sinn-
stiftende und traditionsgebende Instanz, über 
die die Zumutungen der rasanten, technikindu-
zierten Veränderungen kompensatorisch erträg-
4 Vgl. Marquard: Zukunft braucht Herkunft.
lich gestaltet werden sollten – eine Perspekti-
ve, die politisch goutiert wurde, aber deutlichen 
Widerstand in den Geisteswissenschaften her-
vorrief. Sie war auch für mich Triebfeder, mich 
wissenschaftlich mit der Computerisierung aus-
einanderzusetzen unter dem Eindruck, dass ei-
gene Expertise zu den technischen Entwick-
lungen notwendig war, um sprachfähig gegen-
über den Natur- und Ingenieurwissenschaften 
zu werden und der geisteswissenschaftlichen 
Expertise entsprechend Gehör zu verschaffen. 
Unser studentischer Aktivismus in dieser Hin-
sicht war Ende der 1980er-Jahre Old School. Es 
gab Veranstaltungen, angekündigt durch Flug-
blätter, Anschläge am Schwarzen Brett und 
Mund-zu-Mund-Propaganda. Verabredet hat 
man sich mündlich von Treffen-zu-Treffen – 
keine E-Mails, keine SMS, keine Social Media. 
Kopierer waren eine zentrale Ressource für die 
Organisation unserer Zusammenarbeit.
Seitdem ist wiederum viel geschehen. Eine Rei-
he von Geräten ist in mein Büro eingezogen, 
auch schon wieder ausgetauscht worden und 
ganz neue, bis dahin nicht gekannte sind hin-
zugekommen: Router, WLAN-fähiger Drucker 
mit Fax, Flatscreen und anderes mehr, letzterer 
hochauflösend mit großer Diagonale für die pa-
rallele Betrachtung von Dokumenten. Texte, Bil-
der und sonstige Dokumente liegen inzwischen 
in einer sogenannten Cloud, einem externen, 
direkt mit dem Ordnerverzeichnis auf meinen 
diversen Computern verbundenen Server, der 
von der Universität Hamburg betrieben wird – 
und nicht von einem US-amerikanischen Privat-
anbieter mit fragwürdigen Konditionen für die 
Sicherheit und Privatheit meiner Daten. In der 
Cloud kann ich meine Materialien mit anderen 
teilen, Zugriffsmöglichkeiten gezielt einrichten, 
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an Dokumenten zusammenarbeiten und Versio-
nen verwalten. Kopierer brauche ich fast nicht 
mehr, allenfalls für die Seminarpläne zur Ausga-
be in den Lehrveranstaltungen, aber auch das 
nur noch bedingt, seit ein Smartboard im Semi-
narraum digitale Funktionalitäten mit denen der 
Schultafel verbindet. Auch dort, wo man sich 
von Angesicht zu Angesicht trifft, sind digitale 
Medien immer in irgendeiner Form dabei: On-
lineplattformen, Beamer, PowerPoint-Präsen-
tationen, Teilnehmer/innen über Internettelefo-
nie oder ein Konferenztool zugeschaltet, digitale 
Projektmanagement-Tools.
Dieser Wandel der Dinge beziehungsweise 
der Medien des wissenschaftlichen Arbeitens 
zeigt, wie sehr sich die Kommunikationsfor-
men in Forschung und Lehre verändert haben.5 
Non-digital ist undenkbar geworden. Untrüglich 
hat ein Medienwandel in der qualitativen For-
schung stattgefunden, der noch lange nicht am 
Ende angelangt ist, vielmehr immer weiter vor-
dringt, auch Bereiche der Analyse, der Darstel-
lung, und wenn man Demagog/innen glauben 
wollte, durch Big Data sogar die eigene Theorie-
bildung obsolet machen soll.6 Die Zumutungen 
digitaler Technologien, wie anfänglich beschrie-
ben, sind andere geworden, aber ebenso wenig 
verschwunden wie die Abhängigkeiten von hoch 
qualifiziertem IT-Personal.
5 Löfgren: Order, Chaos and Desperation; Löfgren: 
Domesticated Media.
6 Mahrt: Big Data.
2. Was ist digital? – Begriff und 
Charakteristik digitaler Medien
Wenn wir von einem Medienwandel sprechen 
und die Digitalisierung als solchen untersu-
chen, so um hervorzuheben, dass sich diese 
aus dem Zusammenwirken ganz unterschied-
licher Entwicklungen und Priorisierungen unter 
Beteiligung vieler gesellschaftlicher Akteur/in-
nen formieren. Diese verteilt stattfindenden Pro-
zesse verstehen wir in der Kulturforschung als 
Assemblage: Formierungen und Formationen, 
die sich in einer global orientierten Welt durch 
Praktiken verschiedenster Akteur/innen entwi-
ckeln. Sie bilden sich aufgrund von Politiken und 
Governance-Ansätzen, im Kontext von Techno-
logieentwicklungen, im Aufeinandertreffen ganz 
unterschiedlicher Handlungslogiken und Welt-
sichten, oft auch konflikthaft, in Aushandlungs-
prozessen heraus. Assemblagen sind damit we-
der naturwüchsig noch von einem Machtzent-
rum aus gesteuert oder auch steuerbar.7 Dieser 
komplexen und heterogenen Entwicklung ent-
sprechend sind die Deutungen der Digitalisie-
rung als einem globalen Phänomen multipel. Sie 
wird als Medienumbruch, als digitale Revoluti-
on und epochale Veränderung, auch als neue 
Kulturtechnik verhandelt.8 Dabei ist der ima-
ginative Anteil am Phänomen „Digitalisierung“ 
nicht zu unterschätzen und kulturanalytisch auf-
schlussreich.9 Dies zeigen die Referenzen hin-
sichtlich des Veränderungspotenzials des Digi-
talen, welches analog zur Bedeutung des Buch-
7 Vgl. Ong/Collier (Hg.): Global Assemblages.
8 Coy: Kulturen; Krämer: Stachel des Digitalen.
9 Willim: Das unvollständige Imaginäre.
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drucks gesehen wird und damit die Verbreitung 
der Schriftkultur mit ihren enormen Effekten für 
die Vermittlung, Bewahrung und Überlieferung 
von Wissen als vergleichbar einstufen. Auch die 
Verbreitung des Öls wird immer wieder als Ver-
gleich genutzt, um auf eine enorme Steigerung 
für die Produktivkraft und auch die Mobilität von 
Menschen, Gütern und Ideen zu verweisen.10 Die 
Plausibilität dieser Vergleiche ließe sich diskutie-
ren, zumal sich Analogien auf unterschiedliche 
Qualitäten des Phänomens beziehen können.
Jenseits der imaginativen Dimensionen des Di-
gitalen und der Verwendung als „Plastikwort“ 
lässt sich allerdings doch eine präzise Begriffs-
bestimmung in der Form finden, wie sie unter 
anderem in der Informatik verwendet wird. Digi-
tal heißt, dass es sich um ein endliches Set, eine 
definite Menge an diskreten Zeichen derselben 
Sorte handelt.11 Diskret bezeichnet dabei die kla-
re Abgrenzbarkeit der Zeichen; es sind einzel-
ne, voneinander unabhängige Werte. Digitales 
ist nicht erst seit dem Computer in der Welt, 
entsprechend der Definition ist das Alphabet so 
digital wie viele andere Zeichensysteme auch. 
Eine eingängige Illustrierung für die Unterschei-
dung oder besser noch die Relation des Digita-
len zum Analogen, also einem kontinuierlichen 
System, ist die Sonnenuhr: Sie nutzt die kontinu-
ierliche Wanderung des Sonnenschattens, der 
ohne Unterbrechung (analog) beständig wan-
dert und dabei die Ziffern passiert, die als dis-
krete Werte definiter Menge digital im Sinne der 
Definition die Uhrzeit angibt.
Das Digitale im Computer wiederum ist ein be-
stimmter Modus des Digitalen. Hier ist die In-
10 Vgl. Spitz: Daten.
11 Ernst: A/D-Umbruch.
formationsübermittlung, -speicherung und 
-verarbeitung auf nur zwei diskrete Werte be-
schränkt, auf null und eins. Was heute als digi-
tal bezeichnet wird, ist somit folglich eine spezi-
fische Ausprägung des Digitalen, so wie es die 
Computertechnologie mit ihrer binären Logik, 
null oder eins, hervorgebracht hat. Zugleich wird 
darunter eine Vielzahl weiterer Eigenschaften 
subsumiert, die die Arbeitsweise des Compu-
ters charakterisieren, ohne dass sie auf die Di-
gitalität zurückzuführen wären, wie etwa die al-
gorithmische Berechnung als essenzielles Ar-
beitsprinzip. Es spricht dabei vieles dafür, dass 
die elektronische Umsetzung des Digitalen im 
Computer seine Effizienz ausmacht und damit 
auch seine gegenwärtige Leistungsfähigkeit in 
vielen verschiedenen gesellschaftlichen Berei-
chen. Diese ist weniger mit dem Prozessieren 
digitaler Werte entstanden, so wie es schon im 
Röhrencomputer mit Lochkarten stattgefunden 
hat, sondern durch die Umstellung der Signal-
übertragung auch innerhalb des Computers auf 
digitale Zeichen in Verbindung mit der Von-Neu-
mann-Architektur.12
Mit dem Digitalen tritt eine wichtige Verände-
rung in der Informationstechnik ein. Was vor-
her als Signalwelle mit kontinuierlichen Wer-
ten ohne Unterbrechung empfangen werden 
musste, wird im Digitalen auf einzelne, diskrete 
Werte reduziert, die wesentlich flexibler, dabei 
genauer und ohne Qualitätsverlust übertragen 
werden können. Mit dieser Umstellung auf dis-
krete Werte wird auch ein neues Konzept, ein 
neuer Begriff in der Informationstechnik rele-
vant. Das ist der Begriff der „Daten“. Ab diesem 
12 Vgl. Schröter/Böhnke (Hg.): Analog/Digital.
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Zeitpunkt wird mit Daten gearbeitet, eindeutig 
bestimmbaren Werten, die abgegrenzt sind, ge-
genüber der kontinuierlich gesendeten, analo-
gen Signalwelle die übermittelten Informationen 
eindeutig über Zahlenwerte festlegen und auch 
das Schnüren von Informationspaketen, das ge-
trennte Versenden und wieder Zueinanderfügen 
erlauben. Der Medienwandel wird so auf einer 
sehr grundlegenden Ebene beschreibbar als ei-
ner veränderten, technologischen Arbeitswei-
se, dem Übergang von analogen Signalwellen 
zu digitalen Zeichen. Das Verarbeiten und Spei-
chern von Informationen erfolgt jetzt als Daten. 
In diesem Sinne können Daten als epistemische 
Objekte und damit als Forschungszugänge für 
die wissensanthropologische Forschung zur Di-
gitalisierung angesehen werden.
Was bedeutet dieser Umschwung hin zu einem 
Verständnis von Informationen als Daten, vom 
kontinuierlichen, analogen zum digitalen Spei-
chern, Übermitteln und Verarbeiten von Infor-
mationen für die kulturwissenschaftliche Wis-
sensproduktion?
3. Daten als neues Paradigma 
kulturwissenschaftlicher Wis-
sensproduktion
Es ist eine Veränderung, die manifest ist. Der 
Internetforscher Viktor Mayer-Schönberger 
von der Universität Oxford stellte zusammen 
mit dem Journalist Kenneth Cukier im Jahr 
2013 fest, wie sehr die Menge digitaler Infor-
mationen angestiegen ist. Für das Jahr 2000 
geben sie an, dass etwa 25 Prozent der welt-
weit gespeicherten Informationen digital vor-
lagen. Der Rest war auf Papier, Celluloid, Vinyl, 
Magnet-Bändern und anderem gespeichert. Für 
2013 ermittelten sie, dass nur noch zwei Pro-
zent der gespeicherten Informationen nicht-di-
gital gewesen ist.13 Rob Kitchen, von der London 
School of Economics, spricht in seinem 2014 
erschienen Buch gar von „data revolution“. Hier 
setzt er sich auch mit dem Datenbegriff ausei-
nander und weist auf den Ursprung des Begriffs 
im Lateinischen, „datum“ als Singular mit der Be-
deutung „Gegebenes“, hin. In der Wissenschaft 
hingegen variiere der Begriff dahingehend, dass 
sich die Wissenschaftler/innen Daten „nehmen“, 
also aus dem Vorliegenden selektieren und zwar 
in Bezug auf ihr Forschungsinteresse.14 Daten 
sind in den Wissenschaften folglich das Ergeb-
nis eines Selektionsprozesses, der methodisch 
und theoretisch geleitet wird. Sie sind Teil von 
Epistemologien, also Theorien und Lehren da-
von, wie gültiges Wissen in der jeweiligen Dis-
ziplin zu generieren ist. Die Epistemologien for-
mulieren die Regeln, die Konstruktionsprinzipien 
für valides Wissen, Wissen mit Gültigkeitsan-
spruch in einem disziplinären und interdiszipli-
nären Kontext.
Damit lässt sich folgern, dass nicht alles, was 
sich im Internet findet, aus wissenschaftlicher 
Sicht ein Datum ist. Nur aus einer informati-
schen Sicht ist das der Fall. In der Informatik 
ist jedes Byte ein Datum, eine Information, die 
nicht verloren gehen darf: bei der Übertragung, 
der Berechnung, der Speicherung der Informa-
tion. Aus informatischer Sicht ist es verständ-
lich und notwendig, einen derart umfassenden 
Datenbegriff anzulegen. Auch die  sogenannten 
13 Mayer-Schönberger/Ramge: Das Digital, S. 9.
14 Kitchin: The Data Revolution, S. 2.
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Big Data beziehen sich auf diesen informati-
schen Datenbegriff, der aus kultur- und sozi-
alwissenschaftlicher Sicht nicht viel mehr als 
eine komplexe Informationslage in digitaler, 
medialer Form bezeichnet, so wie wir das digi-
tal oder analog immer in unseren Forschungs-
feldern vorfinden. So gesehen finden sich Big 
Data überall in jedem Alltagskontext, in dem 
Menschen handelnd unüberschaubar viele De-
tailinformationen (Daten?!) produzieren.15 Aus 
gutem Grund hat sich die Wissenschaft – und 
das nicht nur in den qualitativ arbeitenden Dis-
ziplinen16 – gegen ein solches Verständnis von 
Daten entschieden und in ihren Epistemologien 
implizite und explizite Kriterien zur Reduktion 
der Komplexität der Welt geschaffen, um ihre 
Strukturen, Prinzipien, Relationen, Prozesse und 
Dynamiken besser verstehen zu können. Auch 
in der qualitativen Forschung, die das Wech-
selverhältnis von subjektiver und objektiver (= 
objektivierter) Welt zum Gegenstand hat, sind 
hier auf verschiedenen Ebenen solche Prinzipi-
en etabliert worden – schon die Spezifizierung 
typischer Forschungsgegenstände im Sinne von 
epistemischen Objekten stellt eine solche dar.17 
In diesem Zusammenhang sind nicht zuletzt 
entsprechende Methodologien wie die Groun-
ded Theory relevant.18 In dieser werden verschie-
dene theoriegeleitete Prinzipien zur Selektion in 
komplexen sozialen Situationen formuliert, das 
15 Zur kulturanthropologischen Kritik von Big-Data-An-
sätzen vgl. Boellstorff/Maurer (Hg.): Data; Kinder- 
Kurlanda: Big Data.
16 Zur Verwendung des Datenbegriffs in unterschied-
lichen wissenschaftlichen Disziplinen vgl. Gitelman 
(Hg.): Raw Data.
17 Vgl. Beck: Sachen; Rheinberger: Experimentalsyste-
me.
18 Vgl. Bryant/Charmaz (Hg.): The SAGE Handbook.
Theoretical Sampling, die empirische Sättigung, 
das axiale und das selektive Kodieren.19 Diese 
Prinzipien sind tief in die Arbeitsweisen der qua-
litativen Forschung eingeschrieben und werden 
aufgrund ihrer Verinnerlichung hier häufig auch 
nicht mehr expliziert, sondern selbstverständ-
lich umgesetzt. Sie haben sich als hervorra-
gendes Instrumentarium in komplexen Infor-
mationszusammenhängen erwiesen, welches 
auch in Zeiten der digitalen Medien weiter er-
tragreich ist – was nicht dagegen spricht, eben-
falls die digitalen Methoden in dieser Hinsicht 
zu explorieren.
Aber auch in anderer Hinsicht ist der Terminus 
„Daten“ in der qualitativen Forschung im besten 
geisteswissenschaftlichen Sinne kritisch zu re-
flektieren, also in seiner spezifischen epistemo-
logischen Qualität zu durchdenken. Darauf weist 
unter anderem Annette Markham hin, die als 
qualitativ ausgebildete Wissenschaftlerin sich 
früh mit den Möglichkeiten und Grenzen digita-
ler Medien für das ethnografische Forschen be-
fasst hat.20 Sie stellt fest, dass der Datenbegriff 
in ihrer eigenen Ausbildung mehr oder weniger 
tabu war, vielmehr von Forschungsmaterial ge-
sprochen wurde, welches durch Kontextualität 
und Referentialität charakterisiert ist, die jeweils 
weit über das eigene Forschungsinteresse hin-
aus gehen und auch zu späteren Zeitpunkten 
noch erkannt und aufgegriffen werden kön-
nen. Daten sind von solchen Bezügen im Pro-
zess ihrer Aufbereitung gereinigt. Sie werden 
in eine bestimmte Struktur gegossen und mit 
spezifischen Metadaten, den archivalischen In-
formationen, ergänzt, also nachträglich wieder 
19 Vgl. Strauss/Corbin: Qualitative Research.
20 Markham: Undermining ‘data’.
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angereichert. Die Objektivierung durch die Her-
auslösung aus Kontexten unter Reduktion von 
Komplexität, wie es beim Archivieren erfolgt und 
insbesondere zum Zwecke einer längerfristigen 
Überlieferung erfolgt, ist dabei eine im kultur-
wissenschaftlichen Forschungsprozess wohl 
bekannte Arbeitsweise – allerdings nur eine un-
ter vielen. Nicht selten sind auch gegenteilige 
Arbeitsprinzipien zu finden, wie das Anreichern 
von Informationen durch möglichst umfangrei-
che Kontextinformationen oder auch das Ein-
sammeln der Vielfalt verschiedener Interpre-
tationsweisen von Phänomenen, etwa durch 
kollaboratives Annotieren.21 Die aktuellen Dis-
kussionen im anglo-amerikanischen Raum zum 
experimentellen22 und zum „irregulären“ Ethno-
grafieren23 verweisen auf weitere Arbeitsweisen, 
in denen der Datenbegriff zu kurz greift.
Mit dem Konzept der Daten werden die Abstrak-
tion vom Kontext und die Komplexitätsredukti-
on weiter vorangetrieben und auf eine nächste 
Ebene gehoben. Wer sich die großen digitalen 
Kollektionen auf der Europeana, dem europäi-
schen Portal für digitalisierte kulturelle Objek-
te, ansieht, wird das unschwer feststellen kön-
nen.24 Fotografien, Bilder von vielen Künstler/
innen, archäologische Objekte, Skulpturen, auch 
volkskundliche Objekte werden hier digital zur 
Verfügung gestellt. Unabhängig davon, was für 
eine Art von Objekt es ist, werden diese in Da-
tenformate übertragen, zu digitalen Repräsen-
tationen gemacht, die als Bilder und Text und 
manchmal auch als Sound zu uns über das In-
21 Fortun u. a.: Experimental ethnography online.
22 Vgl. Fortun u. a.: Experimental ethnography online.
23 O’Dell/Willim: Irregular ethnographies.
24 Vgl. https://www.europeana.eu/portal.
ternet kommen. Die Objekte sind angereichert 
mit Metadaten, also Daten zur Beschreibung 
der Objekte. Diese Daten sind weiter bearbeit-
bar oder sollen es sein. Inzwischen sind Meta-
daten zu einem eigenen Publikationsformat ge-
worden, mit dem Ziel, dass sie sich als Standard 
in der Organisation auch der anderen Institutio-
nen etablieren.25 Der Begriff der Daten, so zeigen 
begriffs- und kulturhistorische Studien für den 
englischsprachigen Raum, ist charakterisiert 
durch eine mehr oder minder systematische Re-
duktion vom Kontext – eben dem Kontext, der 
häufig sperrig ist und nicht so recht in die vor-
gefertigten Strukturen zur Datenablage passen 
will.26 Der Medienwissenschaftler Mark Poster 
formuliert die Verarmung, die mit der Übertra-
gung in eine Datenbank einhergeht, in folgender 
Weise: „A database arranges information in rig-
idly defined categories or fields. When viewed 
on a computer monitor or printed out on paper 
each record is a row. Each field contains a lim-
ited number of spaces and the field is for dates 
or numbers, entries to it are even more limited 
in their form.”27
Die zunehmende Orientierung der Weltwahr-
nehmung anhand von Daten wird in den Criti-
cal Data Studies mit dem Begriff der „Datafica-
tion“ bereits diskutiert. Dabei sind nicht nur die 
25 Bulatovic u. a.: Digitale Bildarchive.
26 Das gilt im Übrigen für alle Daten, nicht nur die 
kulturbezogenen, sondern auch die naturwissen-
schaftlich gesammelten Informationen, die dann als 
Daten abgelegt werden. Auch hier gibt es eine Fülle 
an Kontextparametern, die in ihrer Menge nicht in den 
Datenstrukturen abgebildet und mitgedacht werden 
können, etwa Entscheidungen darüber, wo und wie 
gemessen wird, also über Standorte und Methoden 
des Messens, sowie anderes spielen eine wichtige 
Rolle. Vgl. Gitelman (Hg.): Raw Data.
27 Poster: Mode of Information, S. 96.
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wissenschaftlich erhobenen Daten im Blick, viel-
mehr auch jene, welche im Internet entstehen 
und als Objektivierungen von Verhalten angese-
hen werden. Diese durch einen Forschungspro-
zess unbeeinflussten, non-reaktiv über digitale 
Trackingverfahren gewonnenen Daten sind im 
Aufmerksamkeitsfokus insbesondere von Staat 
und Wirtschaft, aber auch der Wissenschaft, wie 
die niederländische Medienwissenschaftlerin 
José van Dijck konstatiert.28 Die Vorstellung von 
besonders objektiven, unverfälschten Verhal-
tensspuren ist aus verschiedenen Gründen eine 
Fiktion.29 Diese allerdings wird sich wohl hartnä-
ckig festsetzen können, solange eine Quellenkri-
tik, wie sie im Umgang mit Zeugnissen in den 
Geisteswissenschaften üblicherweise durch-
geführt wird, für Internetportale nicht zu den 
standardmäßig durchgeführten Arbeitsweisen 
gehört.30 Mit dem Begriff der Datafication wird 
eine kritische Betrachtungsweise auf den Zu-
sammenhang eingefordert, dass die Welt, das 
Soziale und das Individuum zunehmend über 
Daten vermessen werden und damit die Wahr-
nehmung primär auf vorab strukturierte, bere-
chenbare, quantifizierende Parameter gestützt 
wird. Die Kritik richtet sich einerseits auf die 
wissenschaftliche Validität und Aussagekraft 
von Big-Data-Ansätzen. Sie geht aber über die-
se hinaus und verweist weitaus grundlegen-
der auf die Implikationen dieses Weltzugangs, 
28 Van Dijck/Poell: Understanding social media.
29 Vgl. Gitelman (Hg.): Raw Data; darin insbesondere die 
Einleitung; außerdem: Van Dijck: Connectivity.
30 Siehe zur Quellenkritik die Vorträge auf der WebScien-
ce 2018 in Amsterdam; im Rahmen des Panels „What 
can be known from the web? – Source criticism 
beyond bots, agents and trolls in social and cultural 
web research”, https://www.herma.uni-hamburg.de/
en/websci-workshop.html.
der sich auch bereits in individuellen Praktiken 
der Selbstvermessung über Fitnessarmbänder 
und anderen am Körper getragenen biosensori-
schen Messgeräten äußert. Diese sind mit In-
ternetplattformen verknüpft, auf denen die vom 
Fitnessarmband gesammelten Daten gespei-
chert und ausgewertet werden: Herzfrequenz, 
Bewegung, Schlafrhythmus und anderes mehr. 
Das eigene Erleben und Selbstbild werden auf 
Grundlage von Daten entwickelt.31 Diese persön-
lichen Praktiken des Vermessens, des Quaniti-
fizierens, der computergestützten Dokumenta-
tion und Auswertung werden mit Begriffen wie 
„life logging“, „digital double“, „personal analyt-
ics“ bezeichnet, für die deutschsprachige Termi-
ni erst noch gesetzt werden müssen.32
Resümierend lässt sich somit im Hinblick auf 
epistemologische Veränderungen durch Digi-
talisierung fragen und damit erheblichen For-
schungsbedarf markieren: Was machen Men-
schen mit Daten? Und was verändert sich, wenn 
Alltagspraxen – seien es die von uns Wissen-
schaftler/innen oder in anderen Bereichen – zu-
nehmend datenbasiert sind?
4. Assemblage der  Daten 
–  Rekonfigurationen des 
Forschungs prozesses
Wenn ich von der Assemblage der Daten spre-
che, so geht es darum, das Prozesshafte und 
Vorläufige zu betonen, es sind Aushandlungs-
prozesse unter Beteiligung so  unterschiedlicher 
31 Vgl. Lupton: Self.
32 Koch: Selbstvermessung.
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Akteur/innen wie der europäischen und nationa-
len Wissenschaftspolitik, auch der Politik ins-
gesamt, Gesetzeswerke wie die Datenschutz-
grundverordnung, die Internetökonomie, Dritt-
mittelgeber, Ethikkommissionen mit neuen 
Sensibilitäten für den Datenumgang, Daten-
schutzbeauftragte mit Privacy- und Anonymi-
tätsthematiken, aber auch Nichtregierungsor-
ganisationen wie die Wikimedia und die Open 
Knowledge Foundation mit Visionen der Demo-
kratisierung durch offenen Informationszugang 
– und natürlich auch der Informatik.
Aktuell zeichnen sich die Veränderungen über 
datenbezogene Diskurse zu den folgenden vier 
Themenbereichen ab, über die eine Neuorgani-
sation der qualitativen Forschungspraxis mit-
tel- und langfristig angestoßen beziehungs-
weise implementiert werden wird. Auch wenn 
es in gewisser Weise naheläge, so will ich die-
se schon jetzt beobachtbaren Veränderungen 
nicht erneut autoethnografisch betrachten. Die 
knappen Skizzen sind dennoch basiert auf ei-
genen Beobachtungen im Kontext der Arbeit in 
entsprechenden Gremien, Workshops und Ar-
beitskreisen bei den einschlägigen Drittmittel-
gebern, Wissenschaftsverbänden sowie diver-
sen Institutionen, die Forschungsinfrastruktu-
ren bereitstellen.
Re-use und Open Data: Zugänglichkeit von 
Forschungsdaten für die Sekundärverwen-
dung durch Dritte
Im Rahmen von öffentlich finanzierten Drittmit-
telvorhaben sollen Forschungsdaten in Zukunft 
weiter nutzbar sein und dazu auch für Dritte zu-
gänglich werden. Das ist im Sinne einer spar-
samen Verwendung von öffentlichen Mitteln 
nachvollziehbar. Der „Open Data Pilot“ im Rah-
men der Horizon 2020 Förderungen ist gegen-
wärtig optional und damit Testfeld für eine in 
Zukunft obligatorische Erstellung eines Data 
Management Plans im Vorfeld oder Rahmen 
eines drittmittelgeförderten Projekts. Öffent-
lich zugängliche Datenrepositorien sind dazu 
notwendig und werden hier individuelle Archive 
ablösen, in welchen Wissenschaftler/innen ihre 
Forschungsmaterialien auf Festplatten, in Ord-
nern, Schränken und Schubladen aufbewahren. 
Forschungsmaterialien werden als Daten digital 
in ein über die Cloud zugängliches Repositorium 
gelegt werden müssen, versehen mit umfangrei-
chen Angaben (Metadaten) zu ihrer Entstehung, 
zu Nutzungs- und Zugangsrechten.33 Es ist un-
schwer erkennbar, dass eine Veröffentlichung 
von Forschungsdaten eine an mehreren Stellen 
inkompatible Arbeitsweise zur qualitativ-ethno-
grafischen Forschung darstellt und gerade die 
in die Arbeitsweisen eingebetteten, hohen ethi-
schen Anforderungen dadurch infrage stehen.
Open Knowledge: Urheberschaft und Rechte 
Anders als Open Data bezieht sich das Thema 
Open Knowledge auf die Endergebnisse und 
Produkte wissenschaftlichen Arbeitens. Hier-
bei handelt es sich um Open Access Politiken 
als Standard für wissenschaftliche Publikatio-
nen, die eine freie Verfügbarkeit wissenschaft-
licher Werke für die weitere Wissensprodukti-
on garantieren soll, ohne die von kommerziellen 
Journalen etablierten Qualitätsstandards über 
das Peer-Review-System aufzugeben. Mit wel-
33 Beispielsweise das Repositorium GIT-Hub https://
github.com für Open Source Software oder die am 
CERN in Genf angesiedelte, aus EU-Mitteln finanzierte 
Plattform Zenodo, welche für die Publikation und 
Archivierung großer Datenmengen entwickelt wurde.
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chen Problematiken dies behaftet ist, zeigt sich 
eindrücklich an dem anthropologischen Open 
Access Journal HAU mit fragwürdigen Finan-
zierungspraktiken einer wohl wenig integren Ge-
schäftsführung.34 Offen ist insbesondere, wel-
che Finanzierungsmodelle gefunden werden 
können, um die Arbeit, die derzeit Verlage tun, 
anderweitig zu organisieren und zu finanzieren. 
Open Access ist eine Policy, die von Drittmittel-
gebern, Universitäten und anderen bereits wirk-
mächtig eingefordert wird, ohne dass entspre-
chende Strukturen bereitgestellt werden und 
Fragen, wie die der Qualitätskontrolle, behan-
delt werden.
Die zunehmende Prekarität eines offenen Zu-
gangs zu bestehenden Informationen und ei-
ner freien Zirkulation von Wissen zeigt sich al-
lerdings deutlicher noch in anderen Bereichen. 
So können Webseiten, wenn sie denn überhaupt 
gespeichert werden dürfen, aus Urheberrechts-
gründen in Bibliotheken nur vor Ort, nicht aber 
über Onlinezugänge eingesehen werden. Die 
rechtlichen Diskussionen um die Bereitstellung 
von PDFs als digitale Kopien von Texten für 
Lehrzwecke und die Arbeit in Forscher/innen-
gruppen ist vorläufig in einen pragmatischen 
Umgang gemündet. Sie stehen aber paradig-
matisch für eine ganze Reihe von Beispielen, 
in denen die Verfügbarkeit von wissenschaft-
lichen wie auch kulturellen Materialien für wis-
senschaftliche Zwecke eingeschränkt ist, etwa 
wenn gemeinfreie Werke digitalisiert werden 
und für den Zugriff auf Digitalisate Gebühren er-
hoben werden (zum Beispiel GoogleBooks-Kor-
pus für n-gram-Analysen, aber auch Digitalisa-
34 Kalb: HAU not.
te öffentlicher Kultureinrichtungen), das Über-
schreiten einer bestimmten, nicht allzu großen 
Zeichenzahl eine Gebührenpflicht für Zitate aus-
löst (Großbritannien), wenn Forschungskorpo-
ra aus mit Urheberrechten belegten Dokumen-
ten (zum Beispiel Webseiten, Literatur) nicht ge-
meinsam mit den dazugehörigen Annotationen 
publiziert werden dürfen oder die Verwendungs-
rechte von eigenen Texten durch das Einstellen 
auf Internetplattformen an Dritte übergehen, all-
tagskulturelle Artikulationen auf Social Media 
Plattformen wie Facebook und Twitter im Zu-
gang für die Forschung durch diese sanktioniert 
sind oder bewirtschaftet werden oder auch die 
oftmals nicht eindeutig geregelten Zitiermög-
lichkeiten von Fotos und Bildern deren Verwen-
dung in wissenschaftlichen Texten zur Veröf-
fentlichung einschränken.35
Gute Wissenschaftliche Praxis: Ethikanforde-
rungen und Datenqualität
Zunehmend werden für qualitative Forschungs-
vorhaben von Geldgebern wie der Europäischen 
Kommission oder der Deutschen Forschungs-
gemeinschaft auch Ethikvoten gefordert, für 
die zunächst entsprechend fachlich kompeten-
te Ethikkommissionen gefunden werden müs-
sen. Häufig arbeiten diese fächerübergreifend 
an Universitäten, sodass ganz unterschiedliche 
Kenntnisstände über qualitative Forschungspro-
zesse bei den jeweiligen Mitgliedern bestehen. 
Beginnend mit den etablierten Erwartungen hin-
sichtlich der Vorlage von „informed consents“, 
also Einwilligungserklärungen zur Teilnahme 
an Forschungsprozessen, die Trennung von 
35 Vgl. http://www.irights.info.
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 Forschungsdaten und Daten der Teilnehmer/in-
nen am Forschungsprozess zur Gewährleistung 
der Anonymität, bis hin zur Anonymisierung der 
Text-, Bild- oder Tonaufzeichnungen schon im 
Kodierungsprozess, gibt es Standards aus dem 
Kontext anderer Fächer, die in der qualitativ-eth-
nografischen Forschung kaum umsetzbar sind. 
Dies liegt daran, dass diese wenig Referenz zu 
den in den empirisch-kulturwissenschaftlichen 
Fächern verankerten Forschungspraktiken auf-
weisen, in denen forschungsethische Aspek-
te bereits in der Entwicklung von Fragestellun-
gen aufgegriffen werden und im gesamten For-
schungsprozess mitreflektiert werden. Dies ist 
zum einen den prozesshaften, interaktiven For-
schungszugängen geschuldet mit immer wie-
der neuen, vorher nicht absehbaren Situatio-
nen der Generierung von Forschungsmaterial 
beziehungsweise Datenerhebung. Zum zweiten 
wird in der fachlichen Tradition der Writing-Cul-
ture-Debatte von einer Ko-Konstruktion des Wis-
sens durch Forscher/innen und Beforschte aus-
gegangen und damit ein grundsätzlich anderes 
Verhältnis zwischen den Beteiligten konstruiert 
als in anderen Disziplinen. Aus dieser Sicht sind 
datenzentrierte Ethikansätze notwendig, bei de-
nen die wissenschaftliche Autorität ausgepräg-
ter ist als bei den partizipativ angelegten sozi-
al- und kulturanthropologischen Forschungs-
ansätzen. Mit der Orientierung an partizipativen 
Feldzugängen haben sich Strategien des ethi-
schen Forschens in der Fachkultur gewandelt 
und sind kaum in Einklang mit einem daten-
orientierten Forschungsparadigma zu bringen, 
etwa bei der Ko-Konstruktion von Fragestellun-
gen durch Wissenschaftler/innen und Akteur/in-
nen, dem kollaborativen Generieren, Annotieren 
und Auswerten von Forschungsmaterialien oder 
auch Verfahren des empirischen Validierens mit 
den beforschten Gruppen und anderem mehr.
Archivierung: Probleme der Langzeitarchivie-
rung und fehlende Archivierungsstrategien für 
born-digital Materialien
Als letzten und sicher nicht erschöpfenden As-
pekt in den datenbezogenen Diskursen zur qua-
litativen Forschung soll hier noch die Frage der 
Nachhaltigkeit der Forschungsdaten und damit 
die Langfristperspektive ihrer Verfügbarkeit an-
gesprochen werden. Mit dem Medienwandel hin 
zur Digitalisierung haben Wissenschaftler/in-
nen viele Speichertechniken und -medien kom-
men und auch wieder gehen sehen, von der 
Floppy Disk und Minidisc über CD-ROMs zur 
externen Festplatte bis hin zur Cloud. Immer 
wieder haben sie dabei auch Datenverlust er-
litten, verpasste Konvertierungen von der einen 
Speichergeneration zur nächsten, versehent-
liche Löschungen, verlorene USB-Sticks oder 
auch den Crash der Festplatte. Das Mitvollzie-
hen jeder neuen Generation an zwar immer bil-
liger werdenden Speichermedien bedeutet aber 
doch, in IT-Technologien zu investieren, indivi-
duell und institutionell. Digitalisate, die sich auf 
großen Portalen wie der Europeana mit den 
dahinter liegenden Repositorien finden und vor 
einigen Jahren erstellt wurden, sind in kurzen 
Spannen nur noch bedingt nutzbar, weil höhe-
re Bildauflösungen oder neue Aufzeichnungs-
möglichkeiten mit Datenqualitäten neue Stan-
dards setzen. Die großen Summen aber, die zur 
Erstellung der Digitalisate in der Vergangenheit 
notwendig waren, sind verbraucht. Dies diskre-
ditiert nicht die Aktivitäten der Digitalisierung als 
solche, verdeutlicht aber, wie notwendig hier in-
formatisch informierte, kulturtheoretisch und 
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strategisch geleitete Entscheidungen sind, wie 
und für welche kulturellen und materiellen Ma-
terialien tatsächlich langfristige Zugänglichkeit 
gewährleistet werden kann. Und umgekehrt ist 
immer wieder auch eine Ethik des Vergessens 
angesprochen. Was wird gelöscht und warum? 
Die Notwendigkeit des Selektierens und Weg-
werfens ist auch mit gigantisch erscheinenden 
digitalen Speicherkapazitäten nicht obsolet ge-
worden.
Es sind datenbezogene Diskurse und Praktiken, 
mit denen sich qualitatives Forschen substan-
ziell verändern, die im Zuge von Governance-An-
sätzen der Wissenschaftspolitik, über Regula-
rien im Drittmittelbereich, aber auch Vorgaben 
und Regeln von den Universitäten und For-
schungseinrichtungen selbst implementiert 
werden. Es ist eine neue politische Ökonomie 
des Forschens, die damit Einzug halten wird, 
neue forschungsstrategische Erwägungen für 
die Konzeption von Forschungsprozessen ab-
fordert und neue Einflusssphären beziehungs-
weise Machtverhältnisse herstellen wird. Diese 
durch Datenpraxen angestoßenen Themen sind 
dabei nicht nur für die qualitative Forschung 
von Bedeutung, werden aber hier aufgrund 
der verschiedenen, oben dargestellten Proble-
matiken des Daten-Paradigma für die qualita-
tiv-forschenden Fächer die deutlichsten Aus-
wirkungen haben. Die Datenperspektiven und 
-thematiken rollen mit Macht auf die qualitative 
Forschung zu und im Zweifelsfall auch über sie 
hinweg, aufgrund der Setzung von Standards 
und Anforderungen, die aus einem informati-
schen Datenverständnis erwachsen, welches 
sich stillschweigend und unbewusst als ein all-
gemeines durchsetzt. Die spezifischen Qualitä-
ten von alternativen Forschungszugängen wie 
denen der Sozial- und Kulturanthropologie mit 
ihrer Priorisierung der Kontextualität und Kom-
plexität stehen dabei tendenziell zur Disposition, 
wenn sie nicht aktiv vertreten und durch fach-
spezifische Regelungen implementiert werden 
können.
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