In our previous paper we classified linearly compact algebraic simple N = 6 3-algebras. In the present paper we classify their "physical" counterparts, which actually appear in the N = 6 supersymmetric 3-dimensional Chern-Simons theories.
Introduction
In a series of papers on N -supersymmetric 3-dimensional Chern-Simons gauge theories various types of 3-algebras have naturally appeared ([10] , [3] , [4] , [1] , [13] , [15] , [2] , . . . ).
Recall that a 3-algebra is a vector space A over C with a 3-bracket A which we denote by A ph,C , and viceversa. An algebraic or physical 3-algebra A is called N = 6 3-algebra if it satisfies the following two axioms, cf. [3] and [7] In our previous paper [7] we classified all linearly compact simple N = 6 algebraic 3-algebras. It is easy to see that if C is an anti-linear involution of the 3-bracket [a, b, c] of an algebraic N = 6 3-algebra, then [a, b, c] ph,C , defined by (0.1), is a 3-bracket of a physical N = 6 3-algebra. However not all physical N = 6 3-algebras are obtained from the algebraic ones in this way, and we call them trivially related if they are. Indeed, it turned out that the theory of physical N = 6 3-algebras is richer than that of algebraic ones. On the other hand, the method used in the classification of the former is similar to that of the latter.
Recall that the space M m,n (C) of all m × n matrices over C carries a structure of an algebraic N = 6 3-algebra, given by (0. 2) [a, b, c] = ab t c − cb t a, where a → a t is the transpose, and this 3-algebra is simple. It is denoted by A 3 (m, n; t) in [7] . On the other hand, the space M m,n (C) carries the following structure of physical N = 6 3-algebra, given by (and I q stands for the q × q identity matrix). This is a simple physical N = 6 3-algebra, denoted by A 3 (m, n; t) ph,Cp,q , which is, by definition, trivially related to the algebraic N = 6 3-algebra A 3 (m, n; t); for p = m, q = n it was introduced in [4] .
The simplest example of a simple physical N = 6 3-algebra, which is not trivially related to any algebraic one, is obtained by endowing the space M n,n (C) with the 3-bracket (0. 4) [a, b, c] = ±i(abc − cba)
(different signs give non-isomorphic 3-algebras). It is denoted by A 3 (n) ± . An interesting phenomen here is that physical N = 6 3-algebras, trivially related to nonisomorphic algebraic N = 6 3-algebras, may be isomorphic (see Remark 1.5) .
The first main result of the paper is the classification of finite-dimensional simple physical N = 6 3-algebras, given by the first part of Theorem 1.17. The answer consists of four series: the two series of physical 3-algebras A 3 (m, n; t) ph,Cp,q and A 3 (n) ± of type A, mentioned above, and two more series of type C. One of the series of type C, denoted by C 3 (2n) ph,±Cp , where
introduced for p = n in [4] , is trivially related to the algebraic 3-algebra C 3 (2n), introduced in [7] , and the second series of type C, denoted by C 3 (2n, iS 2n n , ±i), introduced in Example 1.8 of the paper, is not trivially related to any algebraic N = 6 3-algebra.
The second result of the paper is the classification of infinite-dimensional linearly compact simple physical N = 6 3-algebras, given by the second part of Theorem 1.17. The third part of this theorem describes which of the examples are not trivially related to any algebraic N = 6 3-algebra. The most interesting of them is the family of physical N = 6 3-algebras W 3 β (ϕ) ± , depending on a complex parameter β of modulus 1, β = ±1, which is not trivially related to any algebraic N = 6 3-algebra.
As in [7] , in order to achieve the classification, we establish in Theorem 2.5 a bijection between the isomorphism classes of physical N = 6 3-algebras A with zero center and the isomorphism classes of pairs (g, σ), where g = ⊕ j∈Z g j is a Z-graded Lie superalgebra with a consistent short grading, satisfying certain additional properties (which in case of simple A mean that g is simple) and σ is an anti-linear graded conjugation of g. The only difference with the algebraic case, considered in [7] , is that σ in [7] is a linear graded conjugation (graded conjugation means that σ(g j ) = g −j and
Thus, the classification in question reduces to the classification of anti-linear graded conjugations of simple linearly compact Lie superalgebras with consistent short Z-gradings (such Z-graded Lie superalgebras have been classified in [7] ). This is technically the most difficult part of the paper.
Note a relation of N = 6 3-algebras to Jordan triple systems (called also Jordan 3-algebras), introduced by Jacobson [11] , as subspaces of an associative algebra, closed under the 3-bracket [a, b, c] = abc + cba, and axiomatized in [12] . Doing the same in an associative superalgebra we arrive at the following:
Definition 0.1 A Jordan 3-superalgebra is a vector superspace endowed with an algebraic 3-bracket [·, ·, ·] satisfying the following axioms:
Obviously, a purely even Jordan 3-superalgebra is a Jordan triple system, and a purely odd Jordan 3-superalgebra becomes an N = 6 3-algebra after reversing the parity. We are planning to classify simple linearly compact Jordan 3-superalgebras in a subsequent paper [8] .
We are grateful to the referee of our paper [7] who suggested us to study physical N = 6 3-algebras.
Examples of physical N = 6 3-algebras
First, as has been mentioned in the Introduction, we have the following:
be an algebraic N = 6 3-algebra over C and let C be an anti-linear involution of the 3-algebra A. Then it is straightforward to check that A with the 3-bracket [a, b, c] ph,C = [a, C(b), c] is a physical N = 6 3-algebra. We shall denote it by A ph,C .
Note also the following:
is an algebraic N = 6 3-algebra isomorphic to (A, [·, ·, ·]), the isomorphism being the map f α : A → A, a → αa, for α ∈ C such that α 2 = λ −1 .
Differently from the algebraic case, if (A, [·, ·, ·]) is a physical N = 6 3-algebra and λ ∈ C, λ = 0, (A, [·, ·, ·] λ ) is a physical N = 6 3-algebra if and only if λ ∈ R. Besides, the map f α is an isomorphism of physical N = 6 3-algebras if and only if λ ∈ R >0 . Now we introduce all the examples that appear in our classifications of algebraic and physical N = 6 3-algebras. The fact that they indeed satisfy the fundamental identity either can be checked directly or follows automatically from Theorem 2.4.
Example 1.3
We denote by A 3 (m, n; t) the algebra M m,n (C) with 3-bracket:
This is an algebraic N = 6 3-algebra [7, Example 1.2] . The complex conjugation C 0 of matrices,
is an anti-linear involution of the 3-algebra A 3 (m, n; t), hence, by Remark 1.1, M m,n (C) with 3-bracket:
is a physical N = 6 3-algebra that we shall denote by A 3 (m, n; t) ph,C 0 . More generally, let * : M m,n (C) → M n,m (C) be an anti-linear involutive map satisfying the following property:
Then M m,n (C) with the 3-bracket
is a physical N = 6 3-algebra. For example, let S n p = diag(I p , −I n−p ) ∈ GL n (C), 0 ≤ p ≤ n, and define the map
Then ϕ p,q satisfies property (1.1), hence M m,n (C) with the corresponding 3-bracket (1.2) is a physical N = 6 3-algebra. Again, we can obtain this 3-algebra from the algebraic N = 6 3-algebra A 3 (m, n; t), as explained in Remark 1.1, using the anti-linear involution
We shall therefore denote the physical N = 6 3-algebra M m,n (C) with the 3-bracket:
More generally, if A ∈ GL n (C) and B ∈ GL m (C) are such that A = λĀ t , B = λB t , for some λ ∈ C, then the map ϕ A,B : M m,n (C) → M n,m (C) defined by: ϕ A,B (b) = Ab t B −1 , satisfies property (1.1), hence M m,n (C) with the corresponding 3-bracket (1.2) is a physical N = 6 3-algebra. Note that ϕ p,q = ϕ S n p ,S m q . Lemma 1.4 Let * : M m,n (C) → M n,m (C) be defined by: b * = Ab t B −1 for some matrices A ∈ GL n (C) and B ∈ GL m (C) such that A = λĀ t , B = λB t , with λ ∈ C, |λ| = 1. Then the physical N = 6 3-algebra with the corresponding bracket (1.2) is isomorphic to A 3 (m, n; t) ph,Cp,q , p and q being the numbers of positive eigenvalues of the hermitian matrices λ −1/2 A and λ −1/2 B, respectively.
Proof. It is immediate to check that, under the hypotheses of the lemma, the matrices A ′ = λ −1/2 A and B ′ = λ −1/2 B are hermitian. It follows that there exist unique matrices h ∈ GL n (C) and k ∈ GL m (C) such that A ′ = hS n ph t and B ′ = kS m qk t , where p (resp. q) is the number of positive eigenvelues of A ′ (resp. B ′ ). Now consider the map f : 
and this shows that the 3-brackets [ , , ] p,q and [ , , ] * are isomorphic.
Remark 1.5 Recall [7] that for m = 2h and n = 2k, the following algebraic N = 6 3-bracket is defined on M m,n (C):
where the map st :
. In [7] we denoted M m,n (C) with this 3-bracket by A 3 (m, n; st). By Remark 1.1, we can associate to A 3 (m, n; st) the physical N = 6 3-algebra A 3 (m, n; st) ph,C 0 by defining on M m,n (C) the following 3-bracket:
Example 1.6 Let A be an associative algebra over C and let † : A → A be an anti-linear map such that:
Then A with the 3-bracket
is an N = 6 physical 3-algebra. For example, if A = M n,n (C) and † is the complex conjugation of matrices, then the corresponding bracket (1.5) defines on A a physical N = 6 3-algebra structure that we shall denote by A 3 (n) + . Similarly, we shall denote by A 3 (n) − the physical N = 6 3-algebra A with the negative of the 3-bracket (1.5). More generally, for A ∈ GL n (C) consider the following anti-linear map
Then ψ A satisfies property (1.4), hence M n,n (C) with the corresponding bracket (1.5) is a physical N = 6 3-algebra.
Lemma 1.7
For every A ∈ GL n (C), M n,n (C) with the 3-bracket (1.5) 
. Now let us write A = hk for some h, k ∈ GL n (C) and consider the map f : 
with the 3-bracket
is a physical N = 6 3-algebra, which we denote by C 3 (2n) ph,C 0 , since it can be obtained from [7, Example 1.4] using Remark 1.1 with C 0 equal to the complex conjugation. Indeed C 3 (2n) denotes the algebra M 1,2n (C) with 3-bracket
and the complex conjugation of matrices is an anti-linear involution of C 3 (2n) with respect to this bracket, since ψ(x) = ψ(x). More generally, let H ∈ M 2n,2n (C) be a symplectic matrix for the bilinear form with the matrix J 2n . Then M 1,2n with 3-bracket
where either α ∈ R and H is hermitian, or α ∈ iR and H is anti-hermitian (i.e., H = −H t ), is a physical N = 6 3-algebra which we denote by C 3 (2n, H; α).
Let S n p ∈ GL n (C) be the matrix defined in Example 1.3. We set H 2n p = diag(S n p , S n p ).
Lemma 1.9 Let H ∈ M 2n,2n (C) be a symplectic matrix (for the bilinear form with the matrix J 2n ). Then (a) If H is hermitian, then there exists a symplectic matrix
is the number of positive eigenvalues of H.
(b) If H is anti-hermitian, then there exists a symplectic matrix
Proof. (a) follows immediately from [9, Proposition 3] . In order to prove (b) one can use the same argument as in [9, Proposition 3]. Namely, suppose that H is symplectic and anti-hermitian and set K = iH. Then K is hermitian and satisfies relation
By conjugating both sides of this equality we get:K t (J 2nv ) = −1/λJ 2nv , i.e., since K is hermitian, K(J 2nv ) = −1/λJ 2nv . Therefore if v is an eigenvector of K corresponding to the eigenvalue λ, then J 2nv is an eigenvector of K corresponding to the eigenvalue −1/λ. Notice that, since λ ∈ R, λ = −1/λ. It follows that one can construct an orthonormal basis {v 1 , . . . , v n , J 2nv1 , . . . , J 2nvn } of C 2n consisting of eigenvectors of K. Therefore if we set
) is a diagonal matrix. One can check that W is symplectic. Then statement (b) follows using H = −iK. 
, where 2p is the number of positive eigenvalues of H.
Proof. It is convenient to identify M 1,2n (C) with the set of matrices of the form 0 0 ℓ m ∈ M 2,2n , with ℓ, m ∈ M 1,n , and M 2n,1 (C) with the set of matrices of the form
2 . Let us first assume that H is symplectic and hermitian. Then, by Lemma 1.9 we can write H = yH 2n pȳ t for some matrix y ∈ Sp 2n (C). Besides, assume that α ∈ R >0 . Then, for h = α 0 0 α −1 ∈ GL 2 (R), we can write h = xx for some diagonal matrix x ∈ GL 2 (C). Consider the map ϕ :
Statement (a) with α ∈ R >0 then follows from Remark 1.2. Statement (a) with α ∈ R <0 can be proven using the same argument with h = −xx.
One proves statement (b) using the same arguments and the decomposition of an anti-hermitian symplectic matrix given in Lemma 1.9(b). Indeed, if H is anti-hermitian, then by Lemma 1.9(b), H = iyS 2n nȳ t for some symplectic matrix y. If α ∈ iR >0 , i.e., α = iβ for some β ∈ R >0 , we set h = β 0 0 β −1 . Then we can write h = xx for some diagonal matrix x ∈ GL 2 (C). Let
Remark 1.11
The N = 6 physical 3-algebra C 3 (2n, H 2n p , 1) can be constructed as explained in Remark 1.1, using the following anti-linear involution C n−p of the algebraic 3-algebra C 3 (2n):
12 Consider the generalised Poisson algebra P (m, 0) in the (even) indeterminates p 1 , . . . , p k , q 1 , . . . , q k (resp. p 1 , . . . , p k , q 1 , . . . , q k , t) if m = 2k (resp. m = 2k + 1) endowed with the bracket:
) (the first two terms in (1.8) vanish if m is even) and the derivation
, where ϕ is an involutive linear change of variables (i.e. ϕ 2 = 1), multiplying by −1 the 1-form i (p i dq i − q i dp i ) if m is even (resp. dt + i (p i dq i − q i dp i ) if m is odd). Then the 3-bracket
defines on P (m, 0) an algebraic N = 6 3-algebra structure that we denote by
If in (1.9) we replace σ ϕ with the mapσ ϕ defined by:
, we get a physical N = 6 3-algebra that we denote by P 3 (m, ϕ;¯) + . Similarly, we shall denote by P 3 (m, ϕ;¯) − the physical N = 6 3-algebra with bracket (1.9) where σ ϕ is replaced with the map −σ ϕ .
Note that σ ϕ (g) = σ ϕ (ḡ) if and only if ϕ is a real change of variables, hence in this case the complex conjugation C 0 : P 3 (m, ϕ) → P 3 (m, ϕ), C(f ) =f , is an anti-linear involution of the algebraic N = 6 3-algebra P 3 (m, ϕ) and, by Remark 1.1,
The following 3-bracket defines on A an algebraic N = 6 3-algebra structure for every a ∈ SL 2 (C) such that either a 2 = 1 (and in this case ϕ = 1) or a 2 = −1 (and in this case ϕ = −1):
This bracket is extended to A by skew-symmetry in the first and third entries. We denote this 3-algebra by SW 3 (a) [7, Example 1.7] . Similarly, for every a ∈ SL 2 (C) such that eitherāa = 1 (and in this case λ = ±1) orāa = −1 (and in this case λ = ±i): we can define a physical N = 6 3-algebra structure by setting
where t ∈ iR and ϕ t (x) = exp(2t)x, and extending it to A by skew-symmetry in the first and third entries. We shall denote this physical N = 6 3-algebra by SW 3 (a; ϕ t ) ± , depending on λ being equal to ±1 (resp. ±i) ifāa = 1 (resp.āa = −1).
is an anti-linear involution of SW 3 (a) if and only if a ∈ SL 2 (R). Hence, by Remark 1.1, if a ∈ SL 2 (R) and t = kπi, k ∈ Z, then SW 3 (a; ϕ t ) ± = SW 3 (a) ph,±C 0 . 
where ϕ is an automorphism of the associative algebra A. If ϕ is a linear change of variables with determinant equal to 1, and ϕ 2 = 1, then A with 3-bracket (1.10) is an algebraic N = 6 3-algebra, which we denote by W 3 (ϕ) [7, Example 1.8] . Likewise, consider the following 3-bracket on A:
where ϕ is an automorphism of the algebra A. If ϕ is a linear change of variables such thatφϕ = 1 then A with the bracket (1.11) is a physical N = 6 3-algebra that we shall denote by W 3 (ϕ,¯) + . Likewise we shall denote by W 3 (ϕ,¯) − the 3-algebra A with the negative of the 3-bracket (1.11).
Note that ϕ(g) = ϕ(ḡ) if and only if ϕ is a real change of variables, hence in this case the complex conjugation of A is an anti-linear involution of the algebraic N = 6 3-algebra W 3 (ϕ), and, by Remark 1.1,
Consider the following 3-bracket:
and ϕ is a linear change of indeterminates. If ϕ ∈ GL 2 is such that ϕϕ = I 2 , β / ∈ R and |β| = 1, then A with 3-bracket (1.12) is a physical N = 6 3-algebra that we shall denote by W 3 β (ϕ) + . Likewise, we shall denote by W 3 β (ϕ) − the 3-algebra A with the negative of the 3-bracket (1.12). 
where ϕ is an automorphism of the algebra A. If ϕ is a linear change of variables with determinant equal to 1, and ϕ 2 = 1, then A with the bracket (1.13) is an algebraic N = 6 3-algebra and C1 is an ideal of this 3-algebra [7, Example 1.9] . We denote by S 3 (ϕ) the quotient 3-algebra A/C1. Likewise, consider the following 3-bracket on A:
where α ∈ C and ϕ is an automorphism of the associative algebra A. If ϕ is a linear change of variables with determinant equal to 1 (resp. −1), α = ±1 (resp. α = ±i) andφϕ = 1, then A with the bracket (1.14) is a physical N = 6 3-algebra and C1 is an ideal of this 3-algebra. We shall denote by S 3 (ϕ,¯) ± the quotient 3-algebra A/C1. Note that ϕ(g) = ϕ(ḡ) if and only if ϕ is a real change of variables, hence in this case the complex conjugation of A is an anti-linear involution of the algebraic N = 6 3-algebra S 3 (ϕ), and, by Remark 1.1, S 3 (ϕ,¯) ± = S 3 (ϕ) ph,±C 0 .
The main result of the paper is the following theorem.
Theorem 1.17
The following is a complete list, up to isomorphisms, of simple linearly compact physical N = 6 3-algebras:
n , ±i).
-infinite-dimensional:
Among these a complete list of physical N = 6 3-algebras which are trivially related to algebraic N = 6 3-algebras over C, is the following:
where ϕ is a real change of variables; This formula, applied to the Z-graded finitedimensional Lie superalgebras L with graded conjugations, described by Proposition 3.7 (a), (b) and (c) produces the 3-algebras A 3 (m, n; t) ph,Cp,q , A 3 (n) ± and C 3 (2n) ph,±Cp , C 3 (2n, iS 2n n ; ±i). The same formula, applied to the Z-graded infinite-dimensional Lie superalgebras L with graded conjugations, described by Proposition 3.12 (a), (b), (c), (d), (e) and (f ) produces the 3-algebras
The fact that all of them are indeed phyisical N = 6 3-algebras follows automatically from Theorem 2.5(b).
Remark 1.18
As we already noticed at the end of Example 1.3, we have A 3 (m, n; t) ph,C 0,0 = A 3 (m, n; t) ph,Cn,m and A 3 (m, n; t) ph,C n,0 = A 3 (m, n; t) ph,C 0,m .
Palmkvist's construction
This section is based on the ideas of [14] . 
Remark 2.2
It is immediate to see from the axioms that the center is an ideal of g. In particular the center of a simple N = 6 3-algebra is zero (by definition the one-dimensional 3-algebra with zero 3-bracket is not simple). Definition 2.3 Let g = ⊕ j∈Z g j be a Lie superalgebra over C with a consistent Z-grading. A graded conjugation (resp. anti-linear graded conjugation) of g is a linear (resp. anti-linear) Lie superalgebra automorphism ϕ : g → g such that 1 . 
, which proves anti-commutativity. Besides, for u, v, x, y, z ∈ g −1 we have:
We shall now associate to a physical N = 6 3-algebra T with zero center a Z-graded Lie superalgebra LieT = Lie −1 T ⊕ Lie 0 T ⊕ Lie 1 T , as follows. For x, y ∈ T , denote by L x,y the endomorphism of T defined by L x,y (z) = [x, y, z]. Besides, for x ∈ T , denote by ϕ x the map in Hom(ΠT ⊗ ΠT, ΠT ) defined by ϕ x (y, z) = −[y, x, z].
We let Lie −1 T = ΠT , Lie 0 T = L x,y | x, y ∈ T , Lie 1 T = ϕ x | x ∈ T , and let LieT = Lie −1 T ⊕ Lie 0 T ⊕ Lie 1 T . Define the map σ : LieT −→ LieT by setting (x, y, z ∈ T ): (
c) The correspondence T −→ (LieT, σ) is bijective between the isomorphism classes of physical N = 6 3-algebras with zero center and the isomorphism classes of the pairs (LieT, σ), where LieT is a Z-graded Lie superalgebra with a short consistent grading, satisfying properties (i) and (ii), and σ is an anti-linear graded conjugation of LieT . (d) A 3-algebra T is simple (resp. finite-dimensional or linearly compact) if and only if LieT is.
Proof. For x, y, z ∈ T , we have: [ϕ x , z] = −L z,x , and
It follows that LieT is indeed a Z-graded Lie superalgebra, satisfying (ii) and such that any non-zero ideal has a non-zero intersection with Lie −1 T . It is straightforward to check (b), hence any non-zero ideal of LieT has a non-zero intersection with Lie 1 T , which completes the proof of (a).
(c) follows from Theorem 2.4 where the inverse of the correspondence T −→ (LieT, σ) is given. Finally, since the simplicity of T , by definition, means that all operators L x,y have no common non-trivial invariant subspace in T , it follows that T is a simple 3-algebra if and only if Lie 0 T acts irreducibly on Lie −1 T . Hence, by the properties (i) and (ii) of LieT , T is simple if and only if LieT is simple. The rest of (d) is clear as well.
Classification of anti-linear graded conjugations
In this section we shall classify all anti-linear graded conjugations σ of all Z-graded simple linearly compact Lie superalgebras g with a short consistent grading g = g −1 ⊕ g 0 ⊕ g 1 .
In [7, §3] we classified all short gradings of all simple linearly compact Lie superalgebras and deduced the following lists of simple finite-dimensional Z-graded Lie superalgebras with a short consistent grading g = g −1 ⊕ g 0 ⊕ g 1 such that g −1 and g 1 have the same dimension [7, Remark 3.2] and of simple infinite-dimensional Z-graded Lie superalgebras with a short consistent grading 
Remark 3.5 Let ϕ 1 and ϕ 2 be two anti-linear graded conjugations of a consistently Z-graded Lie superalgebra g = g −1 ⊕g 0 ⊕g 1 . Let f = ϕ 2 ϕ −1
1 . Then f is a grading preserving linear automorphism of g such that
It follows that if ϕ 1 is an anti-linear graded conjugation of g, then any other such conjugation is of the form f • ϕ 1 for some grading preserving linear automorphism f of g satisfying (3.1). Proof. The Lie superalgebra sl(m, n) has a short consistent grading such that g 0 = g0 consists of matrices of the form α 0 0 δ , where trα = trδ, g −1 is the set of matrices of the form 0 0 γ 0 , and g 1 is the set of matrices of the form 0 β 0 0 .
For m = n every automorphism of g = sl(m, n) is either of the form Ad diag(A, B) for some matrices A ∈ GL m (C), B ∈ GL n (C), or of the form Ad diag(A, B) • σ 1 [16] , where, for
Therefore only automorphisms of the form Ad diag(A, B) preserve the short consistent grading of g. By Remark 3.5 and Example 3.4, every anti-linear graded conjugation of g is of the form ϕ = Ad diag(A, B) •σ 1 . Condition (3.1) then implies A = λĀ t and B = λB t , for some λ ∈ C such that |λ| = 1. Indeed we have:
from which we get A = λĀ t and B = µB t for some
Finally, taking the conjugate transpose of both sides of the equality A = λĀ t , we getĀ t =λA =λλĀ t , i.e., |λ| = 1. Statement (a) then follows from Lemma 1.4. If m = n, in addition to the automorphisms described above, psl(n, n) has automorphisms of the form Ad diag(A, B) • Π, Ad diag(A, B) • Π • σ 1 and Ad diag(A, B) • σ 1 • Π, where A, B ∈ GL n (C), and Π is defined as follows:
Automorphisms of the form Ad diag(A, B) • Π do not preserve the short consistent grading of g, hence, by Remark 3.5 and Example 3.4, every anti-linear graded conjugation of g which is not one of those considered above, is either of the form
It follows that if ϕ 1 is an anti-linear graded conjugation of g, then AB = λI n and BĀ = σI n for some λ, σ ∈ C. Besides, ϕ Since A and a are diagonal matrices, we have:
There-fore if ϕ is an anti-linear graded conjugation of g, then B(B −1 ) t = λI 2n ∈ Sp 2n , hence B = λB t with λ = ±1, i.e., either B is symplectic hermitian or it is symplectic anti-hermitian. Besides,
, if ϕ is an anti-linear graded conjugation of g, either λ = 1 and α =ᾱ, i.e. B is hermitian and α ∈ R, or λ = −1 and α = −ᾱ, i.e. B is anti-hermitian and α ∈ iR. Statement (c) then follows from Lemma 1.10.
Remark 3.8 If g is a simple infinite-dimensional linearly compact Lie superalgebra, then Aut g contains a maximal reductive subgroup which is explicitely described in [6, Theorem 4.2] . We shall denote this subgroup by G. For any anti-linear graded conjugation σ of g, let S be the subgroup of the group of linear and anti-linear automorphisms of g generated by σ. Then G := SAut g = Aut g ∪ σAut g is a real algebraic group. If σ normalizes G, i.e., σ −1 Gσ = G, then SG is a subgroup of G and it is maximal reductive. Therefore any maximal reductive subgroup of G is conjugate into SG, in particular any finite order element of G is conjugate to an element of SG. If, moreover, σGσ = G, then SG = G ∪ σG, hence any anti-linear graded conjugation of g is conjugate to one in σG.
Example 3.9 The grading of type (0, . . . , 0|1, −1) of g = H(2k, 2) (resp. K(2k + 1, 2)) is short.
We have:
. Then, for every linear involutive change ϕ of the even variables, multiplying by −1 the 1-form
(p i dq i − q i dp i )), the following maps Σ ± ϕ are anti-linear graded conjugations of g:
Example 3.10 Let g = S(1, 2), SHO(3, 3), or SKO(2, 3; 1). Then the algebra of outer derivations of g contains sl 2 = e, h, f , with e = ξ 1 ξ 2 ∂ ∂x and h = ξ 1
. Let us denote by G out the subgroup of Aut g generated by exp(ad(e)), exp(ad(f )) and exp(ad(h)). We recall that G out ⊂ G, where G is the subgroup of Aut g introduced in Remark 3.8 [6, Remark 2.2, Theorem 4.2]. We shall denote by U − the one parameter group of automorphisms exp(ad(tf )), and by G inn the subgroup of G consisting of inner automorphisms. Finally, H will denote the subgroup of Aut g consisting of invertible changes of variables multiplying the volume form (resp. the even supersymplectic form) by a constant if g = S(1, 2) (resp. g = SHO (3, 3) ), or the odd supercontact form by a function if g = SKO(2, 3; 1) (see [6, Theorem 4.5] ). The gradings of type (0|1, 1), (0, 0, 0|1, 1, 1) and (0, 0|1, 1, 1) of g = S(1, 2), SHO(3, 3) and SKO(2, 3; 1), respectively, are short, and the subspaces g i 's are as follows:
In all these cases the map s = exp(ad(e)) exp(ad(−f )) exp(ad(e)) is a graded conjugation of g:
Note that each of the above gradings can be extended to Der g = g ⋊ a, with a ⊃ sl 2 , so that e has degree 2, h has degree 0, and f has degree −2.
We denote by C 0 the standard complex conjugation of W (m, n) defined as follows:
. Note that C 0 maps S(1, 2) (resp. SHO(3, 3), SKO(2, 3; 1)) into itself. Moreover, C 0 • s = s • C 0 , hence, by Remark 3.3, C 0 • s is an anti-linear graded conjugation of S(1, 2) (resp. SHO(3, 3), SKO(2, 3; 1)). Proof. Consider the Lie superalgebra g = SKO(2, 3; β) with its short consistent grading of type (0, 0|1, 1, 1). Then, by [6, Theorem 4.2] , there is no (linear) automorphism of g exchanging g 1 and g −1 . Note that the restriction to SKO(2, 3; β) of the standard complex conjugation C 0 defined at the end of Example 3.10, defines an anti-linear Lie superalgebra isomorphism C β : SKO(2, 3; β) → SKO(2, 3; β) such that C β •Cβ = Cβ •C β = id. It follows that if β ∈ R and σ is an anti-linear graded conjugation of SKO(2, 3; β), then C β • σ is a (linear) automorphism of SKO(2, 3; β) exchanging g 1 and g −1 . Since such an automorphism does not exist, we conclude that if β ∈ R, then SKO(2, 3; β) has no anti-linear graded conjugations.
By [5, Remark 4.15] , if β = ±1, then SKO(2, 3; β)0 ∼ = W (2, 0) and SKO(2, 3; β)1 ∼ = Ω 0 (2)
. Recall that a vector field X ∈ W (2, 0) acts on Ω 0 (2) λ as follows: X.f = X(f ) + λdiv(X)f . If σ is an anti-linear graded conjugation of g, then g −1 and g 1 are anti-isomorphic g 0 -modules, hence − 1 β+1 = − β β+1 , i.e., |β| = 1. Now suppose |β| = 1, β = ±1. Let v (resp. w) be the element in g −1 (resp. g 1 ) corresponding to 1, and let σ : g → g be defined as follows: for X ∈ g0, σ(X) = X; for f ∈ C[[x, y]], σ(f v) =f w, σ(f w) = −f v. Then σ is an anti-linear graded conjugation of SKO(2, 3; β). Indeed, one easily checks that σ(
for some linear change of even variables ϕ, such that (F • ϕ) 2 = 1. Besides, since F (ξ 1 ) = aξ 1 and F (ξ 2 ) = a −1 ξ 2 , F preserves the odd part dξ 1 dξ 2 of the symplectic form, hence it preserves the symplectic form. Finally, by Remark 1.2 we may assume a = ±1. This concludes the proof of a). Similar arguments prove b).
Let g = S(1, 2). We already noticed in Example 3.10 thats = C 0 • s is an anti-linear graded conjugation of g. Here G inn is generated by exp(ad(h ′ )), exp(ad(ξ 1
)), exp(ad(ξ 1 ∂ ∂ξ 2 )) and exp(ad(ξ 2 ∂ ∂ξ 1 )) and G = C × SO 4 is generated by G inn and the automorphisms exp(ad(e)), exp(ad(f )) and exp(ad(h)) (see Example 3.10 and [6, Theorem 4.2]). Therefores satisfies both relationss −1 Gs = G andsGs = G, i.e, it satisfies the hypotheses of Remark 3.8, hence every anti-linear graded conjugation of g is conjugate to one insG. By Remark 3.5 we therefore aim to classify all automorphisms ψ ∈ G preserving the grading of g of type (0|1, 1), such that (s•ψ) 2 (x j ) = (−1) j x j for x j ∈ g j .
By [6, Remark 4.6] , if ψ is an automorphism of g lying in G, then either ψ ∈ U − H ∩ G or ψ ∈ U − sH ∩ G. Note that U − H ∩ G = U − (H ∩ G) and U − sH ∩ G = U − s(H ∩ G), since U − ⊂ G and s ∈ G [6, Theorem 4.2]. Here H ∩ G is the subgroup of Aut g generated by exp(ad(e)), exp(ad(h)) and G inn . Note that G inn ⊂ exp(ad(g 0 )).
Let ψ ∈ U − (H ∩ G). Then ψ = exp(ad(tf ))ψ 0 for some t ∈ C and some ψ 0 ∈ H ∩ G. For x ∈ g 1 , we have: ψ(x) = exp(ad(tf ))(ψ 0 (x)) = ψ 0 (x) + t[f, ψ 0 (x)], since ψ 0 (x) ∈ g 1 . Since ψ preserves the grading, t = 0, i.e., ψ = ψ 0 ∈ H ∩ G. We may hence write ψ = ϕ 0 ϕ 1 for some ϕ 1 ∈ G inn and some ϕ 0 lying in the subgroup generated by exp(ad(h)) and exp(ad(e)), and assume ϕ 0 = exp(ad(βe)) exp(ad(αh)) for some α, β ∈ C. For z ∈ g −1 we have: ψ(z) = ϕ 0 (ϕ 1 (z)) = exp(−α) exp(ad(βe))(ϕ 1 (z)) = exp(−α)(ϕ 1 (z) + β[e, ϕ 1 (z)]), since ϕ 1 (z) ∈ g −1 . Since ψ preserves the grading, we have β = 0, i.e., ψ = exp(ad(αh))ϕ 1 , hencẽ σ =s • ψ = C 0 • s • exp(ad(αh)) • ϕ 1 .
where, for ϕ = , we find that ϕ 2 ϕ 2 lies in I 2 ∩ SL 2 , i.e., ϕ 2 ϕ 2 = ±I 2 . Then, if we restrict condition By Remark 1.2, we can assume α ∈ {iπ/2, iπ, i3π/2, 2iπ}, i.e., exp(ᾱ − α) = ±1. It follows that if we restrict condition (3.6) to the subspace V = x 1 , x 2 , x 3 ⊂ g −1 , we find that either exp(3β) = 1 if exp(ᾱ − α) = 1, or exp(3β) = −1 if exp(ᾱ − α) = −1. Hence ϕ := exp(ad(βΦ)) • ϕ 0 satisfies statement d).
Finally note that, since ψ preserves the grading, it cannot lie in U − s(H ∩ G). Indeed, suppose that ψ ∈ U − s(H ∩ G). Then we may assume that ψ = exp(ad(tf )) • s • ϕ, for some t ∈ C and some ϕ ∈ H ∩ G. Suppose that x ∈ g 1 . Then ϕ(x) ∈ g 1 , hence s(ϕ(x)) ∈ g −1 . It follows that ψ(x) = exp(ad(tf ))(s(ϕ(x))) ∈ g −1 . Therefore ψ| g 1 : g 1 → g −1 , a contradiction.
The argument for g = SKO(2, 3; 1) and g = SKO(2, 3; β) with β = 1 is the same as for g = S(1, 2).
