In this paper, a new variational model based on fractional-order partial differential is proposed to remove noise. This paper analyzes the mathematical property of the proposed model, and proves the existence and uniqueness of weak solutions for the variational model on fractional-order bounded variation space. Numerical analysis and Matlab simulation are also implemented, the experimental results demonstrate that the proposed model doesn't only have better denoising ability than some existing integer-order and fractional-order variational models, but also preserved better the textural details and eliminated obviously the staircase effect.
Introduction
Image noise exists inevitably in the image formation process, image recording, image transmitssion, etc [1] . Image denoising plays an important role in the areas of image processing, it has been one of the hot issues in the field of image processing research. In recent years, many important variational models and methods have been proposed for denoising [2] . One of the best known and most influential examples is the total variation model, which was proposed in [3] for removing Gaussian noise. Considering the characteristics of Gaussian noise, Dong, Hintermüller and Neri posed a total variation model in [4] (ROF model for short):
Where Ω is a bounded open subset of R 2 , u is the original image, and f∈L 2 (Ω) is the degraded image. BV(Ω) denotes the space of functions with bounded variation on Ω, equipped with BV seminorm. The first item in E(u) is called the regularization term, which serves to penalize high noise solutions and to restrict the solution space to the desired class of functions. The second measures the fidelity to the data, which ensures that the denoised image u reserves main characteristic of the observed image f. The parameter λ is a positive weighting constant, which coordinates the regularization term and fitting term.
In most computer-vision problems, the discontinuities in the images are significant and important features. So we need to represent discontinuous characteristics. BV(Ω) suits this purpose well. ROF model uses BV(Ω) to depict the image, so that it can restrain more edge information when getting rid of the noise. However, ROF model is not a good model for describing image texture features, it obtains the piecewise constant solutions so there exists some virtual edges and the staircase phenomenon in the smooth area of images. A lot of modified models for this purpose have been put forward. For example, Triet, Rick and Thomas proposed a variational model to denoise the image corrupted by Poisson noise (TRT model) in [5] , shown in Equation (2) .
Like ROF model, TRT model uses total-variation regularization, which preserves low-contrast features in regions of low intensity in a way. Unlike ROF model, TRT model uses a data-fidelity term so that it is suitable for removing Poisson noise. In [6] , Jin and Yang studied the following multiplicative denoising model (JY model), shown in Equation (3).
The related numerical experiments showed that the above denoising models can remove Gauss, Gamma, Poisson, or speckle noise effectively, but not preserve image texture features very well.
It can be also proved that these models have a unique solution under some conditions in BV space. In [5] and [6] , the authors proved the existence and uniqueness of the minimizer of the variational problem in Equation (2) and (3). In [7] , Jin and Yang proved the existence and uniqueness of the minimizer of the following model for removing the speckle noise in the ultrasonic images, shown in Equation (4).
{ }
The work of Rudin et al focused on improving the fitting term, their aim was to extract more texture information from the residual error v=f-u. However, the real loss of the image texture depends on the regularization [8] . Therefore, some scholars pose that the fidelity term of the model (1) remains unchanged, the regularization term is extended to the power form [2] . For the power form, by using the standard mathematical theory, it can be proved that the variational problem is well-posed when p≥1, but it is ill-posed when 0<p<1.
From the mathematical properties, BV(Ω) is based on the gradient, it is not well described image texture information with "weak derivative". Thus BV space can't depict the structure well [9] .
To eliminate the undesirable staircase effect, high order PDEs for image restoration, for example fourth-order PDE, have been introduced in [11, 12] . Though these methods can eliminate the staircase phenomenon efficiently, they often lead to speckle effect. Recently, some fractional-order models for image denoising have been proposed in [8, 9, 14] . Numerical results show that these fractional-order models can eliminate staircase or speckle effect when the parameters are chosen appropriately, they can also preserve textures better than the integral variational denoising models.
For mathematical analysis of fractional variational models for image denoising and the related issues, Zhang and Wei defined a new space of functions of fractional bounded variation, proposed a new fractional-order variational denoising model (ZW model) in [14] as Equation (5) .
The authors gave the project algorithm of model in Equation (5), and proved the convergence of the algorithm based on the new space of functions of fractional bounded variation and the negative Sobolev space. When the fractional differential operators are taken in the Riemann-Liouville sense, Kai discussed the existence, uniqueness and structural stability of solutions of nonlinear differential equations of fractional-order [10] .
Inspired by the literatures [10, 13, 14] , by introducing the fractional-order derivative, substituting the fractional-order regularization term for integer-order term, we propose a new model to remove the multiplicative noise more effectively and preserve image texture details well, shown in Equation (6) .
Here D α u is the fractional-order gradient of the function u,α∈(1,2) is a constant. BV α (Ω) is the fractional-order bounded variation space defined in the compact support domain Ω. This space is based on the more general fractional-order derivatives. In particular, BV α (Ω) space is BV space when α=1.
In this paper, we will analyze the mathematical property of our model in Equation (6) on the fractional-order bounded variation space, and prove the existence and uniqueness of weak solutions. As far as we know, we are the first to do so. Numerical experimental results demonstrate that our model has better denoising effect than some existing variation models (integer or fractional models), can better preserve the textural information and eliminate the staircase effect.
The rest of the paper is organized as follows. In next section the main definitions and notions used in this paper will be introduced briefly. Section 3 will analyze the mathematical properties of the proposed model, and discuss the existence and uniqueness of weak solutions of the model on the fractional-order bounded variation space. In section 4, we will give numerical scheme for our proposed model. Numerical results in comparison with some existing variational denoising models are presented in section 5. Finally, concluding remarks are given in Section 6.
Preliminaries
There are a lot of diverse definitions of differential operators of fractional-order such as Caputo fractional-order derivative, Riemann-Livioulle(R-L) fractional-order derivative, Grümwald-Letnikov(G-L) and Riesz fractional-order derivative, et al [15] . The different definitions are equivalence under certain conditions. In this paper, the differential operator is taken in the Grümwald-Letnikov sense in [15] .
The Fourier transform of αth-order derivative D α f is given by Equation (7). . From Equation (7), we obtain
Equation (7) and (8) show that the fractional-order derivative can be consider as filter. When signal f passes through the linear system with frequency response (2πwj) α , the output signal of the system will be fractional-order derivative D α f. In the two dimensional case, assuming that , and let u ij =0 when i,j<1 or i,j<N, the discrete fractional-order gradient is a vector given. are the fractional-order partial derivatives of x and y to u, respectively, they are defined.
The discrete fractional-order divergence of the function u(x) is defined.
The space of fractional-order derivative functions of bounded variation, i.e., BV α (Ω), can be seen as the generalization of the space of functions of bounded variation BV(Ω). BV α (Ω) is defined.
, dx is the Lebesgue measure, and
C Ω is the space of continuously differentiable functions with compact support in Ω.
Let B(x,r) be the ball of center x and radius r. For any u∈BV α (Ω), the approximate upper limit u + (x) and the approximate lower limit u -(x) for x are defined by 
where  N-1 is the Hausdorff (n-1)-dimensional measure (see also [2] ). 
Moreover, the Cantor part of derivative is orthogonal with respect to
Proof. If 
For any Borel set F ⊂ Ω [16] . Finally, we recall that there exists a Borel map v u :
For any t such that
Ω . We note that, for any x∈S u , the set of all t∈R such that . For any Borel set F ⊂ S u , using the co-area Equation (9), (11), (13) and the Fubini-Tonelli Theorem, we can get This shows Equation (10) . Let F ⊂ Ω\S u be a Borel set with  N-1 <+∞, L n is the Lebesgue measure. Since L n (F)=0, by (12) we get
and there are only countably many t ∈ R such that { }
By Proposition 2.1, for any u∈BV α (Ω) there is Equation (14) .
Where ∇ stands for the density of the absolutely continuous part of 
More details on the related theories of the fractional function can be found in the [2, 17] .
Existence and Uniqueness of the Solution
Now we discuss the existence and uniqueness of the solution of model (6) . Then we can get Equation (16) .
2) Consider the second integral on the right of Equation (15 
3) We need to understand the third integral. Since φ is Lipschitz continuous, and u is scalar, there is Equation (18).
, ( )
Here D α u is uniformly convergent in Ω/S u , ũ is the approximate limit of u define by Equation (19). 
Using Equation (18), there is Equation (20).
Combining Equation (16), (17) and (20) for all s∈R, which implies that E(u) has a lower bound for all u∈BV α (Ω). Hence, we consider a minimizing sequence {u n } ⊂ BV α (Ω).
2) We show that α′≤u n ≤β′.
as n→∞, and inf Ω f≤f n ≤sup Ω f. By the results of Theorem 3.1 in [6] , we obtain Equation (21). 
Based on Lemma 3.2, there is Equation (22).
Combining Equation (21) and (22), we deduce that
On the other hand, in the same way we can get that E(sup(u,α′))≤E(u). Therefore we can assume that without restriction that α′≤u n ≤β′.
3) We need to prove that E(u 0 )=min u∈BVα(Ω) E(u) as there exists u 0 ∈BV α (Ω). By last step, we know that u n is bounded in L 1 (Ω). Moreover, by the definition of u n , we get that there exists a constant C such that Equation (23).
Since α′≤un≤β′ and h∈C[α′,β′], we get that h(un) is bounded. Therefore, by Equation (21), we deduce that
Then, in BVα(Ω), un is bounded and there exists u0∈BVα(Ω) such that un→u0. By the lower semicontinuity of total variation, the properties of the convex function and the Fatou's Lemma, we get that model (6) has a unique solution
. ■
Numerical Analysis
In theory, Theorem 3.1 has proved that the model (6) has uniqueness solution. Then we will provide the related Euler-Lagrange equation by the fractional-order Fourier transformation and gradient descent method, the solution of the equation is the optimal solution of model (6) .
To solve the problem (6), we consider
We prolongate the definition domain of image f from Ω to R2 as following denotes the adjoint), we obtain Equation (25).
Noting that the function η is arbitrary, there is Equation (26).
Applying the inverse Fourier transform, we can obtain the Euler-Lagrange equation of problem (6) , shown in Equation (27).
Applying gradient descent method for solving the Euler-Lagrange equation, we obtain the following non-linear fractional equation, shown in Equation (28).
Then, solving this non-linear factional differential equation by iteration method, we can obtain the approximate denoised image. Inspired by the literature [13, 14] , we can obtain the discrete fractional-order difference of image u(i,j), as follows ( 1) ( 1) ( , ),
.
. Then we get the iterative algorithm of problem (6):
where t ∆ is a constant.
Numerical Experiments
In this section, we present some numerical results on two gray images to show the performance of our proposed model. In our experiments, our model compares with TRT model [5] , JY model [6] and ZW model [14] for multiplicative noise removal and image texture preservation. All of the experiments were performed in the same computer environment.
In our model, the parameter regularization λ is chosen so that the best peak signal to noise ratio(PSNR) in [1] of denoised image is obtained. We know that the fractional-order derivative operator can be considered as an approximate high-pass filter. The high pass capability is stronger owing to derivative with larger α. When α>1, the high pass capability is stronger and little texture details can pass the filter so that more texture information are preserved. But if α is too large, the high pass capability of fractional-order derivative is so strong that most components of image are remained and only little high-frequencies noise can be removed. In this situation, though it is very well for preserving texture details, PSNR of denoised image will be reduced. So we consider these two sides of PSNR improving and texture preserving, α=1.9 is the best choice in our model. The parameter selection of different models are diverse. For instance, α=1.8 in ZW model.
In the first experiment, we consider Barbara image and the corresponding noisy image with Gaussian noise σ=2, which are showed in Figure 1 (a) and Figure 1(b) , respectively. In Figure  1 (c)-(f), we show how JY model, TRT model, ZW model and our model behave for the degraded Barbara image, respectively. It is clear from Figure 1 that the two fractional-order models (ZW model and our model) have better performance in both sides of noise removal and texture details preserving than traditional integer-order variational models, besides our model has better denoising effect than ZW model. Figure 2 shows the numerical experiments on degraded Lena image with Poisson noise. Similar to Barbara image, Lena has many complex texture details, so it is also a big challenge for the image denoising. Obviously, we can get the same conclusions as the above set of experiments. In Table 1 , we list PSNR, the related error rate (ReErr) and the iteration times of the above two sets of experiments. The results in Table 1 show that our proposed model performs better for improving PSNR and ReErr than the methods proposed in [5] and [6] . From Table 1 , comparing with the other models, our model increases PSNR, decreases ReErr, and has a better effect on removing noise under the same iteration. 
Conclusion
In this paper, we have proposed a new variational denoising model based on the fractional-order differential, and proved the existence and uniqueness of the weak solution of our proposed model on fractional-order bounded variation space. The proposed model doesn't only have better denoising ability than some existing integer-order and fractional-order variational models, but also preserves better the texture details and eliminated obviously the staircase effect.
