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NON-ARCHIMEDEAN VALUATIONS OF EIGENVALUES OF
MATRIX POLYNOMIALS
MARIANNE AKIAN, RAVINDRA BAPAT, AND STE´PHANE GAUBERT
Abstract. We establish general weak majorization inequalities, relating the
leading exponents of the eigenvalues of matrices or matrix polynomials over the
field of Puiseux series with the tropical analogues of eigenvalues. We also show
that these inequalities become equalities under genericity conditions, and that
the leading coefficients of the eigenvalues are determined as the eigenvalues of
auxiliary matrix polynomials.
1. Introduction
1.1. Non-archimedean valuations and tropical geometry. A non-
archimedean valuation ν on a field K is a map K → R ∪ {+∞} such that
ν(a) = +∞ ⇐⇒ a = 0(1a)
ν(a+ b) > min(ν(a), ν(b))(1b)
ν(ab) = ν(a) + ν(b) .(1c)
These properties imply that ν(a + b) = min(ν(a), ν(b)) for a, b ∈ K such that
ν(a) 6= ν(b). Therefore, the map ν is almost a morphism from K to the min-
plus or tropical semifield Rmin, which is the set R ∪ {+∞}, equipped with the
addition (a, b) 7→ min(a, b) and the multiplication (a, b) 7→ a + b. A basic ex-
ample of field with a non-archimedean valuation is the field of complex Puiseux
series, with the valuation which takes the leading (smallest) exponent of a series.
The images by a non-archimedean valuation of algebraic subsets of Kn are known
as non-archimedean amoebas. The latter have a combinatorial structure which is
studied in tropical geometry [IMS07, MS15]. For instance, Kapranov’s theorem
shows that the closure of the image by a non-archimedean valuation of an algebraic
hypersurface over an algebraically closed field is a tropical hypersurface, i.e., the
non-differentiability locus of a convex polyhedral function, see [EKL06]. This gen-
eralizes the characterization of the leading exponents of the different branches of
an algebraic curve in terms of the slopes of the Newton polygon, which is part of
the classical Newton-Puiseux theorem.
1.2. Main results. In the present paper, we consider the eigenproblem over the
field of complex Puiseux series and related fields of functions. Our aim is to relate
the images of the eigenvalues by the non-archimedean valuation with certain easily
computable combinatorial objects called tropical eigenvalues.
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The first main result of the present paper, Theorem 4.4, shows that the sequence
of valuations of the eigenvalues of a matrixA ∈ Kn×n is weakly (super) majorized by
the sequence of (algebraic) tropical eigenvalues of the matrix obtained by applying
the valuation to the entries of A. Next, we show that the same majorization
inequality holds under more general circumstances. In particular, we consider in
Theorem 5.2 and Corollary 5.3 a relaxed definition of the valuation, in the spirit of
large deviations theory, assuming that the entries of the matrix are functions of a
small parameter . We do not require these functions to have a Puiseux series type
expansion, but assume that they have some mild form of first order asymptotics.
Moreover, the results apply to a lower bound of the valuation of the entries of A.
Then, in Section 7, we assume that the entries of A satisfy
Aij = aijAij + o(Aij ) ,
for some scalars aij ∈ C and Aij ∈ R ∪ {+∞}, as  tends to 0. When aij = 0,
this reduces to Aij = o(Aij ), so that valuations are partially known: only a lower
bound is known. Applying Corollary 5.3, majorization inqualities are derived in
Theorem 7.1. The assumption of Section 7 is satisfied of course if the entries
of A are absolutely converging Puiseux series, or more generally, if these entries
belong to a polynomially bounded o-minimal structure [vdD99, Ale13]. We show in
Theorem 7.4 that the majorization inequalities of Theorem 7.1 become equalities
for generic values of the entries aij . The proof of the latter theorem relies on
some variations of the Newton-Puiseux theorem, which we state as Theorems 6.1
and 6.2. The latter results only require a partial information on the asymptotics of
the coefficients of the polynomial. The particular case where this partial information
contains at least the first order asymptotics of all the coefficients of the polynomial
was considered in [Die68]. However, here we show that a partial information on
the first order asymptotics, giving an outer approximation of a Newton polytope,
allow one to derive a partial information on the roots. The latter idea goes back at
least to [Mon34] in the context of archimedean valuations.
The valuation only gives an information on the leading exponent of Puiseux
series. Our aim in Section 8 is to refine this information, by characterizing also the
coefficients λi ∈ C of the leading monomials of the asymptotic expansions of the
different eigenvalues Li of the matrix A,
Li ∼ λiΛi , 1 6 i 6 n .
As a byproduct, we shall end up with an explicit form, easily checkable, of the
genericity conditions under which the majorization inequalities become equalities.
To this end, it is necessary to embed the standard eigenproblem in the wider class
of matrix polynomial eigenproblems. Theorems 8.2 and 8.3 show in particular that
the coefficients λi are the eigenvalues of certain auxiliary matrix polynomials which
are determined only by the leading exponents and leading coefficients of the entries
of A. These polynomials are constructed from the optimal dual variables of an
optimal assignment problem, arising from the evaluation of the tropical analogue
of the characteristic polynomial.
1.3. Application to perturbation theory and discussion of related work.
The present results apply to perturbation theory [Kat95, Bau85], and specially, to
the singular case in which a matrix with multiple eigenvalues is perturbed. The
latter situation is the object of the theory developed by Viˇsik and Ljusternik [VL60]
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and completed by Lidski˘ı [Lid65], see [MBO97] for a survey. The goal of this the-
ory is to give a direct characterization of the exponents, without computing the
Newton polytope of the characteristic polynomial. The theorem of [Lid65] solves
this problem under some genericity assumptions, requiring the non-vanishing of
certain Schur complements. The question of solving degenerate instance of Lidsk˘ı’s
theorem has been considered in particular, by Ma and Edelman [ME98] and Na-
jman [Naj99], and also by Moro, Burke and Overton in [MBO97]. Theorems 8.2
and 8.3 generalize the theorem of Lidski˘ı, as they allow one to solve degenerate
instances in which the Schur complements needed in Lidski˘ı’s construction are no
longer defined.
The present train of thoughts originates from a work of Friedland [Fri86], who
showed that a certain deformation of the Perron root of a nonnegative matrix, in
terms of Hadamard powers, converges to the maximal circuit mean of the matrix,
a.k.a., the maximal tropical eigenvalue. Then, in [ABG98], we showed that the lim-
iting Perron eigenvector, along the same deformation, can also be characterized by
tropical means, under a nondegeneracy condition. An early version of the present
Theorems 7.1 and 7.4 appeared as Theorem 3.8 of the authors’ preprint [ABG04a].
There, we also gave a generalization of the theorem of Lidski˘ı, in which the ex-
ponents of the first order asymptotics of the eigenvalues are given by the tropical
eigenvalues of certain tropical Schur complements and their coefficients are given
by some associated usual Schur complements like in the true Lidski˘ı theorem. How-
ever, some singular cases remained, see for instance Example 8.4, motivating the
introduction of matrix polynomial eigenproblems in further works. The results
of Theorems 8.2 and 8.3 were announced without proof in the note [ABG04b].
Therefore, the present article is, for some part, a survey of results which have not
appeared previously in the form of a journal article. It also provides a general
presentation of eigenvalues in terms of valuation theory, with several new results
or refinements, like the general majorization inequality for the eigenvalues of ma-
trix polynomials, Theorem 8.1. The interest of this presentation is that it explains
better the relation between the results obtained here, or in eigenvalues perturba-
tion theory, for the non-archimedean valuations of matrix entries and eigenvalues,
with their analogues for archimedean valuations, like the modulus map, or for some
generalization of the notion of archimedean valuation which includes in particular
matrix norms.
Indeed, the latter works have motivated a more recent work by Akian, Gaubert
and Marchesini, who showed in [AGM14], that one form of the theorem of Fried-
land concerning the Perron or dominant root carries over to all eigenvalues: the
sequence of moduli of all eigenvalues of a matrix is weakly log-majorized by the
sequence of tropical eigenvalues, up to certain combinatorial coefficients. There-
fore, the result there can be thought of as a analogue of Theorem 4.4 or 7.1 for
the modulus archimedean valuation. Also, the results of [ABG04a, ABG04b] have
been at the origin of the application of tropical methods by Gaubert and Sharify
to the numerical computation and estimation of eigenvalues [GS09, Sha11], based
on the norms of matrix polynomial coefficients. This is a subject of current in-
terest, with work by Akian, Bini, Gaubert, Hammarling, Noferini, Sharify, and
Tisseur [BNS13, HMT13, NST14, AGS13].
The present results provide a further illustration of the role of tropical alge-
bra in asymptotic analysis, which was recognized by Maslov [Mas73, Ch. VIII].
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He observed that WKB-type or large deviation type asymptotics lead to limiting
equations, like Hamilton-Jacobi equations, of a tropical nature. This observation
is at the origin of idempotent analysis [MS92, DKM92, KM97, LMS01]. The same
deformation has been identified by Viro [Vir01], in relation with the patchworking
method he developed for real algebraic curves.
Note that all the perturbation results described or recalled above study suffi-
cient conditions for the possible computation of first order asymptotics of some
roots when an information on the first order asymptotics of the data is only avail-
able. However, when all the Puiseux series expansion of the data is known, Puiseux
theorem allows one to compute without any condition all the Puiseux series expan-
sion. In the context of matrix polynomials, Murota [Mur90], gave an algorithm to
compute the Puiseux series expansions of the eigenvalues of a matrix polynomial
depending polynomially in the parameter , avoiding the explicit computation of
the characteristic polynomial. As for Theorems 8.2 and 8.3, his algorithm relies on
a parametric optimal assignment problem.
The present work builds on tropical spectral theory. It has been inspired by the
analogy with nonnegative matrix theory, of which Hans Schneider was a master.
We gratefully acknowledge our debt to him.
2. Min-plus polynomials and Newton polygons
We first recall some elementary facts concerning formal polynomials and polyno-
mial functions over the min-plus semifield, and their relation with Newton polygons.
The min-plus semifield, Rmin, is the set R ∪ {+∞} equipped with the addition
(a, b) 7→ min(a, b), denoted a ⊕ b, and the multiplication (a, b) 7→ a + b, denoted
a ⊗ b or ab. We shall denote by 0 = +∞ and 1 = 0 the zero and unit elements of
Rmin, respectively. The familiar algebraic constructions and conventions carry out
to the min-plus context with obvious changes. For instance, if A,B are matrices
of compatible dimensions with entries in Rmin, we shall denote by AB the matrix
product with entries (AB)ij =
⊕
k AikBkj = mink(Aik + Bkj), we denote by A
k
the kth min-plus matrix power of A, etc. Moreover, if x ∈ Rmin \ {0}, then we will
denote by x−1 the inverse of x for the ⊗ law, which is nothing but −x, with the
conventional notation. The reader seeking information on the min-plus semifield
may consult [CG79, MS92, BCOQ92, KM97, ABG13, But10].
We denote by Rmin[Y] the semiring of formal polynomials with coefficients in
Rmin in the indeterminate Y: a formal polynomial P ∈ Rmin[Y] is nothing but a
sequence (Pk)k∈N ∈ RNmin such that Pk = 0 for all but finitely many values of k.
Formal polynomials are equipped with the entry-wise sum, (P ⊕ Q)k = Pk ⊕ Qk,
and the Cauchy product, (PQ)k =
⊕
06i6k PiQk−i. As usual, we denote a formal
polynomial P as a formal sum, P =
⊕∞
k=0 PkY
k. We also define the degree and
valuation of P : degP = sup{k ∈ N | Pk 6= 0}, valP = inf{k ∈ N | Pk 6= 0}
(degP = −∞ and valP = +∞ if P = 0). To any P ∈ Rmin[Y], we associate the
polynomial function P̂ : Rmin → Rmin, y 7→ P̂ (y) =
⊕∞
k=0 Pky
k, that is, with the
usual notation:
P̂ (y) = min
k∈N
(Pk + ky) .(2)
Thus, P̂ is concave, piecewise affine with integer slopes. We denote by Rmin{Y} the
semiring of polynomial functions P̂ . The morphism Rmin[Y] → Rmin{Y}, P 7→ P̂
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is not injective, as it is essentially a specialization of the classical Fenchel transform
over R, which reads:
F : RR → RR, F(g)(y) = sup
x∈R
(xy − g(x)) ,
where R := R ∪ {±∞}. Indeed, for all y ∈ R, P̂ (y) = −F(P )(−y), where the
function k 7→ Pk from N to Rmin is extended to a function
P : R→ Rmin, x 7→ P (x), with P (x) =
{
Pk if x = k ∈ N ,
+∞ otherwise(3)
The following result of Cuninghame-Green and Meijer gives a min-plus analogue
of the fundamental theorem of algebra.
Theorem 2.1 ([CGM80]). Any polynomial function P̂ ∈ Rmin{Y} can be factored
in a unique way as
(4) P̂ (y) = Pn(y ⊕ c1) · · · (y ⊕ cn) ,
with c1 6 · · · 6 cn.
The ci will be called the roots of P̂ . The multiplicity of the root c is the
cardinality of the set {j ∈ {1, . . . , n} | cj = c}. We shall denote by R(P̂ ) the
sequence of roots: R(P̂ ) = (c1, . . . , cn). By extension, if P ∈ Rmin[Y] is a formal
polynomial, we will call roots of P the roots of P̂ , so R(P ) := R(P̂ ). The next
properties also follow from [CGM80]; they show that the definition of the roots in
Theorem 2.1 is a special case of the notion of a tropical hypersurface defined as the
nondifferentiability locus of a tropical polynomial [IMS07].
Proposition 2.2 (See [CGM80]). The roots c ∈ R of a formal polynomial P ∈
Rmin[Y] are exactly the points at which the function P̂ is not differentiable. The
multiplicity of a root c ∈ R is equal to the variation of slope of P̂ at c, P̂ ′(c−) −
P̂ ′(c+). Moreover, 0 is a root of P if, and only if, P̂ ′(0−) := limc→+∞ P̂ ′(c) 6= 0.
In that case P̂ ′(0−) is the multiplicity of 0, and it coincides with valP . 
Legendre-Fenchel duality allows one to relate the tropical roots to the slopes of
Newton polygons. To see this, denote by vex f the convex hull of a map f : R→ R,
and denote by P the formal polynomial whose sequence of coefficients is obtained
by restricting to N the map vexP : k 7→ P k := (vexP )(k), for k ∈ N. The function
vexP is finite on the interval [valP,degP ]. Also, it should be noted that the graph
of vexP is the standard Newton polygon associated to the sequence of points (k, Pk),
k ∈ [valP,degP ].
Theorem 2.3 ([BCOQ92, Th. 3.43, 1 and 2]). A formal polynomial of degree n,
P ∈ Rmin[Y], satisfies P = P if, and only if, there exist c1 6 · · · 6 cn ∈ Rmin such
that
P = Pn(Y ⊕ c1) · · · (Y ⊕ cn) .
The ci are unique and given, by:
(5) ci =
{
Pn−i(Pn−i+1)−1 if Pn−i+1 6= 0
0 otherwise,
for i = 1, . . . , n .
The following standard observation relates the tropical roots with the Newton
polygon.
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Proposition 2.4. The roots c ∈ R of a formal polynomial P ∈ Rmin[Y] coincide
with the opposites of the slopes of the affine parts of vexP : [valP,degP ]→ R. The
multiplicity of a root c ∈ R coincides with the length of the interval in which vexP
has slope −c. 
Remark 2.5. The duality between tropical roots and slopes of the Newton polygon
in Proposition 2.4 is a special case of the Legendre-Fenchel duality formula for
subdifferentials: −c ∈ ∂(vexP )(x) ⇔ x ∈ ∂F(P )(−c) ⇔ x ∈ ∂+P̂ (c) where ∂ and
∂+ denote the subdifferential and superdifferential, respectively [Roc70, Th. 23.5].
The above notions are illustrated in Figure 1, where we consider the formal min-
plus polynomial P = Y3⊕ 5Y2⊕ 6Y⊕ 13. The map j 7→ Pj , together with the map
vexP , are depicted at the left of the figure, whereas the polynomial function P̂ is
depicted at the right of the figure. We have P = Y3⊕3Y2⊕6Y⊕13 = (Y⊕3)2(Y⊕7).
Thus, the roots of P are 3 and 7, with respective multiplicities 2 and 1. The roots
are visualized at the right of the figure, or alternatively, as the opposite of the slopes
of the two line segments at the left of the figure. The multiplicities can be read
either on the map P̂ at the right of the figure (the variation of slope of P̂ at points
3 and 7 is 2 and 1, respectively), or on the map vexP at the left of the figure (as
the respective horizontal widths of the two segments). We conclude this section by
13
0
5
6
9
21 30
= P
= P¯
= vexP
0 3 70
5
9
13
3y
6 + y
5 + 2y
Figure 1. The Newton poygon of the formal min-plus polynomial
P = Y3⊕5Y2⊕6Y⊕13 (left) and the associated polynomial function
P̂ (right).
two technical results.
Lemma 2.6. Let P =
⊕n
i=0 PiY
i ∈ Rmin[Y] be a formal polynomial of degree n.
Then, R(P ) = (c1 6 · · · 6 cn) if, and only if, P > Pn(Y ⊕ c1) · · · (Y ⊕ cn) and
(6) Pn−i = Pnc1 · · · ci for all i ∈ {0, n} ∪ {i ∈ {1, . . . , n− 1} | ci < ci+1} .
In particular, Pn−i = Pn−i holds for all i as in (6), and P = Pn(Y⊕c1) · · · (Y⊕cn).
Proof. We first prove the “only if” part. If R(P ) = (c1 6 · · · 6 cn), then P =
Pn(Y⊕ c1) · · · (Y⊕ cn) and, by Theorem 2.3, Pn−i = Pnc1 · · · ci for all i = 1, . . . n.
Recall that P defines a map x 7→ P (x) by (3). By definition of vexP , the epigraph
of vexP , epi vexP , is the convex hull of the epigraph of P , epiP . By a classical
result [Roc70, Cor 18.3.1], if S is a set with convex hull C, any extreme point
of C belongs to S. Let us apply this to S = epiP and C = epi vexP . Since
ci = Pn−i(Pn−i+1)−1, the piecewise affine map vexP changes its slope at any
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point n− i such that ci < ci+1. Thus, any point (n− i, vexP (n− i)) with ci < ci+1
is an extreme point of epi vexP , which implies that (n−i, vexP (n−i)) ∈ epiP , i.e.,
Pn−i 6 vexP (n − i) = Pn−i. Since the other inequality is trivial by definition of
the convex hull, we have Pn−i = Pn−i. Obviously, P and P have the same degree,
which is equal to n, and they have the same valuation, k. Then, (n, vexP (n))
and (k, vexP (k)) are extreme points of epi vexP , and by the preceding argument,
Pn = Pn, and Pk = P k. Hence, P0 = P 0, if k = 0, and P0 = P 0 = +∞, if k > 0.
We have shown (6), together with the last statement of the lemma. Since Pn = Pn
and P > P , we also obtain P > Pn(Y ⊕ c1) · · · (Y ⊕ cn).
For the “if” part, assume that P > Pn(Y ⊕ c1) · · · (Y ⊕ cn) and that (6) holds.
Since Q = Pn(Y ⊕ c1) · · · (Y ⊕ cn) is convex, and the convex hull map P 7→ P is
monotone, we must have P > Q = Q. Hence, P > P > Q and since Pn−i = Qn−i
for all i as in (6), we must have Pn−i = Pn−i = Qn−i, thus vexP (n−i) = Q(n−i) at
these i. Since vexP and Q are convex, Q is piecewise affine and Q(j) = vexP (j) for
j at the boundary of the domain of Q and at all the j where Q changes of slope, we
must have vexP = Q. Hence P = Q and R(P ) = R(P ) = R(Q) = (c1, . . . , cn). 
Corollary 2.7. Let P =
⊕n
i=0 PiY
i ∈ Rmin[Y] be a formal polynomial of degree n.
Let c ∈ R be a finite root of P with multiplicity m, and denote by m′ the sum of the
multiplicities of all the roots of P greater than c (+∞ comprised). Then, Pi = P i
for both i = m′ and i = m + m′, P̂ (c) = Pm′cm
′
= Pm+m′c
m+m′ and P̂ (c) < Pic
i
for all 1 6 i < m′ and m+m′ < i 6 n.
Proof. Let us denote R(P ) = (c1 6 · · · 6 cn). By definition of c, m and m′ we
have m > 1, m′ > 0, m + m′ 6 n, c = cn−m′−m+1 = · · · = cn−m′ , cn−m′−m < c
if n − m′ − m > 0, and c < cn−m′+1 if n − m′ < n. By Lemma 6, this implies
that for both i = m′ and i = m + m′, Pi = P i = Pnc1 · · · cn−i. We also have
Since P i = (vexP )(i) 6 Pi, we have Pi > (vexP )(i) = P i = Pnc1 · · · cn−i for
all i = 0, . . . , n. Moreover, by Theorem 2.1, we have P̂ (c) = Pn(c ⊕ c1) · · · (c ⊕
cn) = Pnc1 · · · cn−m′−mcm+m′ = Pnc1 · · · cn−m′cm′ . Hence, P̂ (c) = Pm+m′cm+m′ =
Pm′c
m′ , and P̂ (c) < Pnc1 · · · cn−ici 6 Pici for i < m′ and for i > m+m′. 
3. Tropical eigenvalues
We now recall some classical results on tropical eigenvalues and characteristic
polynomials.
The permanent of a matrix with coefficients in an arbitrary semiring (S,⊕,⊗) is
defined by
per(A) =
⊕
σ∈Sn
n⊗
i=1
Aiσ(i) ,
where Sn is the set of permutations of [n] := {1, . . . , n}. In particular, for any
matrix A ∈ Rn×nmin ,
per(A) = min
σ∈Sn
|σ|A ,
where for any permutation σ ∈ Sn, we define the weight of σ with respect to A as
|σ|A := A1σ(1) + · · ·+Anσ(n).
To any min-plus n× n matrix A, we associate the (directed) graph G(A), which
has set of nodes [n] and an arc (i, j) if Aij 6= 0, and the weight function which
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associates the weight Aij to the arc (i, j) of G(A). In the sequel, we shall omit
the word “directed” as all graphs will be directed. Then, per(A) is the value of
an optimal assignment in this weighted graph. It can be computed in O(n3) time
using the Hungarian algorithm [Sch03, § 17]. We refer the reader to [BR97, § 2.4]
or [Sch03, § 17] for more background on the optimal assignment problem and a
discussion of alternative algorithms.
We define the formal characteristic polynomial of A,
PA := per(YI ⊕A) =
⊕
σ∈Sn
n⊗
i=1
(Yδiσ(i) ⊕Aiσ(i)) ∈ Rmin[Y] ,
where I is the identity matrix, and δij = 1 if i = j and δij = 0 otherwise. The formal
polynomial PA has degree n and its coefficients are given by (PA)k = tr
min
n−k(A), for
k = 0, . . . , n− 1 and (PA)n = 1, where trmink (A) is the min-plus k-th trace of A:
(7) trmink (A) :=
⊕
J⊂{1,...,n},#J=k
⊕
σ∈SJ
⊗
j∈J
Ajσ(j)
 ,
where SJ is the set of permutations of J . The associated min-plus polynomial
function will be called the characteristic polynomial function of A, and its roots
will be called the (algebraic) eigenvalues of A.
The algebraic eigenvalues of A (and so, its characteristic polynomial function)
can be computed in O(n4) time by the method of Burkard and Butkovicˇ [BB03].
Gassner and Klinz [GK10] showed that this can be reduced to a O(n3) time, using
parametric optimal assignment techniques. However, it is not known whether the
sequence of coefficients of the formal characteristic polynomial PA can be computed
in polynomial time.
The term algebraic eigenvalue is used here since unlike for matrices with real or
complex coefficients, a root λ ∈ Rmin of the characteristic polynomial of a n×n min-
plus matrix A may not satisfy Au = λu for some u ∈ Rnmin. To avoid any confusion,
we shall call a scalar λ with the latter property a geometric eigenvalue. The follow-
ing statement and remarks collect some results in tropical spectral theory, which
have been developed by several authors [CG79, Vor67, Rom67, GM77, CDQV83,
MS92, BSvdD95, AGW05, BCGG09]. We refer the reader to [BCOQ92, But10]
for more information. We say that a matrix A is irreducible if G(A) is strongly
connected.
Theorem 3.1 (See e.g. [But10]). The minimal algebraic eigenvalue of a matrix
A ∈ Rn×nmin is given by
(8) ρmin(A) =
n⊕
k=1
⊕
i1,...,ik
(Ai1i2 · · ·Aiki1)
1
k ,
or equivalently, by the following expression called minimal circuit mean,
(9) min
c circuit in G(A)
|c|A
|c| ,
where for all paths p = (i0, i1, . . . , ik) in G(A), we denote by |p|A = Ai0i1 + · · · +
Aik−1ik the weight of p, and by |p| = k its length, and the minimum is taken over
all elementary circuits of G(A). 
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An important notion to be used in the sequel is the one of critical circuit, i.e.,
of circuit c = (i1, i2, . . . , ik, i1) of G(A) attaining the minimum in (9). The critical
graph of A is the union of the critical circuits, that is the graph whose nodes and
arcs belong to critical circuits. It is known that ρmin(A) is the minimal geometric
eigenvalue of A and that the multiplicity ot ρmin(A) as a geometric eigenvalue (i.e.,
the “dimension” of the associated eigenspace) concides with the number of strongly
connected components of the critical graph. Note also that, if A is irreducible,
ρmin(A) is the unique geometric eigenvalue of A.
Remark 3.2. The multiplicity of ρmin(A), as an algebraic eigenvalue, coincides with
the term rank (i.e., the maximal number of nodes of a disjoint union of circuits) of
the critical graph of A. This follows from the arguments of proof of Theorem 4.7
in [ABG04a].
4. Majorization inequalities for valuations of eigenvalues
The inequalities that we shall establish involve the notion of weak majorization,
see [MO79] for background.
Definition 4.1. Let u, v ∈ Rnmin. Let u(1) 6 · · · 6 u(n) (resp. v(1) 6 · · · 6 v(n))
denote the components of u (resp. v) in increasing order. We say that u is weakly
(super) majorized by v, and we write u ≺w v, if the following conditions hold:
u(1) · · ·u(k) > v(1) · · · v(k) ∀k = 1, . . . , n .
The weak majorization relation is only defined in [MO79] for vectors of Rn. Here,
it is convenient to define this notion for vectors with infinite entries. We used the
min-plus notation for homogeneity with the rest of the paper. The following lemma
states a useful monotonicity property of the map which associates to a formal min-
plus polynomial P its sequence of roots, R(P ).
Lemma 4.2. Let P,Q ∈ Rmin[X] be two formal polynomials of degree n. Then,
(10) P > Q and Pn = Qn =⇒ R(P ) ≺w R(Q) .
Proof. From P > Q, we deduce P > Q. Let R(P ) = (c1(P ) 6 · · · 6 cn(P )) and
R(Q) = (c1(Q) 6 · · · 6 cn(Q)) denote the sequence of roots of P and Q, respec-
tively. Using P > Q, Pn = Pn = Qn = Qn and (5), we get c1(P ) · · · ck(P ) =
Pn−k(Pn)−1 > Qn−k(Qn)−1 = c1(Q) · · · ck(Q), for all k = 1, . . . , n, that is
R(P ) ≺w R(Q). 
Let ν be a (non-archimedean) valuation on a field K, i.e., a map ν : K →
R∪{+∞} satisfying the conditions (1) recalled in the introduction. We shall think
of the images of ν as elements of the min-plus semifield, writing ν(ab) = ν(a)ν(b).
The main example of valuation considered here is obtained by considering the field
of complex Puiseux series, with the valuation which takes the smallest exponent of
a series. Recall that this field consists of the series of the form
∑∞
k=K ak
k/s with
ak ∈ C, K ∈ Z and s ∈ N \ {0}, in which case the smallest exponent is equal to
K/s as soon as aK 6= 0. The results of the present paper apply as well to formal
series or to series that are absolutely convergent for a sufficiently small positive .
The following proposition formulates in terms of tropical roots a well known
property usually stated in terms of Newton polygons, see for instance [Bou89, Exer.
VI.4.11]. It is a special case of a result proved in [EKL06] for non-archimedean
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amoebas of hypersurfaces. We include a proof relying on Lemma 2.6 for the con-
venience of the reader, since we shall use the same argument in the sequel.
Proposition 4.3 (See [EKL06, Th. 2.1.1]). Let K be an algebraically closed field
with a (non-archimedean) valuation ν and let P =∑nk=0 PkYk ∈ K[Y], with Pn = 1.
Then, the valuations of the roots of P (counted with multiplicities) coincide with
the roots of the min-plus polynomial ν(P) :=⊕nk=0 ν(Pk)Yk.
Proof. Let Y1, . . . ,Yn denote the roots of P, ordered by nondecreasing valu-
ation, ci := ν(Yi), so that c1 6 · · · 6 cn, Q :=
⊕n
k=0 c1 . . . ckY
n−k, and
P := ν(P). Observe that Pn = Qn = 1, and Q = (Y ⊕ c1) . . . (Y ⊕ cn). Since
Pn−k = (−1)k
∑
i1<···<ik Yi1 · · · Yik , we get ν(Pn−k) > ν(Y1 · · · Yk) = c1 · · · ck, and
so P > Q, and Pn = Qn. Moreover, if ck < ck+1 or k = n, Y1 · · · Yk is the only
term in the sum (−1)k∑i1<···<ik Yi1 · · · Yik , having a minimal valuation, and so,
Pn−k = ν(Pn−k) = c1 · · · ck = Pnc1 · · · ck. Then, it follows from Lemma 2.6 that
R(P ) = (c1 6 · · · 6 cn) = (ν(Y1), · · · , ν(Yn)). 
We now establish majorization inequalities for the valuations of the eigenvalues
of matrices.
Theorem 4.4. Let K be an algebraically closed field with a (non-archimedean)
valuation ν. Let A = (Aij) ∈ Kn×n. Then, the sequence of valuations of the
eigenvalues of A (counted with multiplicities) is weakly majorized by the sequence
of (algebraic) eigenvalues of the matrix A := (ν(Aij)) ∈ Rn×nmin .
Proof. Let Q := det(YI −A) ∈ K[Y] be the characteristic polynomial of A, and let
P := per(YI ⊕ A) ∈ Rmin[Y] be the min-plus characteristic polynomial of A. Let
Q := ν(Q). Observe that the coefficients of Q are given by Qk = (−1)n−k trn−k(A),
for k = 0, . . . , n− 1 and Qn = 1, where trk(A) is the k-th trace of A:
(11) trk(A) :=
∑
J⊂{1,...,n},#J=k
 ∑
σ∈SJ
sgn(σ)
∏
j∈J
Ajσ(j)
 .
Similarly, the coefficients of P are given by Pk = tr
min
n−k(A), for k = 0, . . . , n − 1
and Pn = 1, where trmink (A) is the min-plus k-th trace of A (7). It follows that
Q = ν(Q) > P , and Qn = Pn = 0. Hence, by Lemma 4.2, R(Q) ≺w R(P ). By
Proposition 4.3, R(Q) coincides with the sequence of valuations of the eigenvalues
of A, which establishes the result. 
If the minimum in every expression (7) is attained by only one product, we have
ν(Q) = P in the previous proof, and so, the majorization inequality becomes an
equality. However, this condition is quite restrictive (it requires each of a family of
a combinatorial optimization problem to have a unique solution). We shall see in
the next section that the same conclusion holds under milder assumptions.
5. Large Deviation Type Asymptotics and Quasivaluations
The results of the previous section apply to the field of complex Puiseux series.
However, in some problems of asymptotic analysis, we need to deal with complex
functions f of a small positive parameter  which may not have Puiseux series
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expansions, but which only have a “large deviation” type asymptotics, meaning
that the limit
(12) lim
→0
log |f()|
log 
∈ R ∪ {+∞}
exists. Since the set of such functions is not a ring (it is not stable by sum), we
introduce the larger set C of continuous functions f defined on some interval (0, 0)
to C with 0 > 0, such that |f()| 6 −k on (0, 0), for some positive constant
k. Since all the properties that we will prove in the sequel will hold on some
neighborhoods of 0, we shall rather use the ring of germs at 0 of elements of C, which
is obtained by quotienting C by the equivalence relation that identifies functions
which coincide on a neighborhood of 0. This ring of germs will be also denoted by
C. For any germ f ∈ C, we shall abusively denote by f() or f the value at  of any
representative of the germ f . We shall make a similar abuse for vectors, matrices,
polynomials whose coefficients are germs. We call exponent of f ∈ C:
(13) e(f)
def
= lim inf
→0
log |f()|
log 
∈ R ∪ {+∞} ,
and denote by C† the subset of elements f of C having a large deviation type
asymptotics, that is such that the liminf in the definition of e(f) is a limit. A
convenient setting in tropical geometry, along the lines of Alessandrini [Ale13], is
to work with functions that are definable in a o-minimal model with a polynomial
growth. Then, standard model theory arguments show that such functions have
automatically large deviations type asymptotics, so that the present results apply
in particular to this setting.
We have, for all f, g ∈ C,
e(f + g) >min(e(f), e(g)) ,(14a)
e(fg) >e(f) + e(g) ,(14b)
with
e(f + g) = min(e(f), e(g)) if e(f) 6= e(g) ,(15)
and equality in (14b) if f or g belongs to C†. An element f ∈ C is invertible if, and
only if, there exists a positive constant k such that |f()| > k. Then, e(f) 6= 0, and
the inverse of f is the map f−1 :  7→ f()−1. Moreover, we have e(f−1) 6 −e(f)
with equality if, and only if, f ∈ C†. Thus, f 7→ e(f) is “almost” a valuation on the
ring C (and thus almost a morphism C → Rmin).
In the sequel, we shall say that a map e from a ring R to R ∪ {+∞} is a quasi-
valuation if it satisfies (14), for all f, g ∈ R, together with
(16) e(−1) = 0 .
For any quasi-valuation, we define the set:
(17) R† := {f ∈ R | e(fg) = e(f) + e(g) ∀g ∈ R} .
From the above remarks, the map e of (18) is a quasi-valuation over the ring R = C,
and one can easily show in that case that the subset R† coincides with the set C†
defined above. Another example of a quasi-valuation is the map
(18) e(f)
def
= lim inf
→0
log ‖f()‖
log 
∈ R ∪ {+∞} ,
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on the ring R = Cn×n of n× n matrices with entries in C, where ‖ · ‖ is any matrix
norm on Cn×n. Indeed, there exists a constant C such that ‖AB‖ 6 C‖A‖‖B‖,
for all A,B ∈ Cn×n. This property together with the sup-additivity of a norm
imply (14). The identity matrix is the unit of R and since any constant matrix A ∈
Cn×n satisfies e(A) = 0, we get (16). However, the ring Cn×n is not commutative,
so that the results of the end of the present section cannot be applied directly.
Most of the properties of the map e of (18) can be transposed to the case of
a general quasi-valuation, as follows. Let us denote by R∗ the set of invertible
elements of R. It is easy to see that if a map e from R to R ∪ {+∞} is not
identically +∞ and satisfies (14b), then e(1) 6 0, and thus f ∈ R∗ ⇒ e(f) 6= +∞.
The condition (16) is equivalent to the condition that −1 ∈ R† and it implies that
e(1) = 0, 1 ∈ R†, and e(−g) = e(g) for all g ∈ R. Then, from the latter property,
a quasi-valuation e satisfies necessarily (15). Moreover, the set R† is necessarily a
multiplicative submonoid of R, the set R† ∩R∗ is the subgroup of R∗ composed of
the invertible elements f of R such that e(f−1) = −e(f), and e is a multiplicative
group morphism on it.
For any formal polynomial with coefficients in a ring R with a quasi-valuation
e, P = ∑nj=0 PjYj ∈ R[Y], we define its quasivaluation similarly to its valuation,
see Proposition 4.3:
e(P) def=
n⊕
j=0
e(Pj)Yj ∈ Rmin[Y] .
Using the same proof, while replacing the valuation by a quasi-valuation, we extend
Proposition 4.3 and Theorem 4.4 as follows. These results hold in particular for
the exponent application e defined on C, in which case Proposition 5.1 says that
“the leading exponents of the roots of a polynomial are the min-plus roots of the
polynomial of leading exponents”.
Proposition 5.1. Let R be a commutative ring with a quasi-valuation e, and let
R† be defined by (17). Let P = ∑nk=0 PkYk ∈ R[Y], with Pn = 1. Assume that P
has n roots (counted with multiplicities) and that they all belong to R†. Then, the
images by e of the roots of P (counted with multiplicities) coincide with the roots
of the min-plus polynomial e(P). 
Theorem 5.2. Let R be a commutative ring with a quasi-valuation e, and let
R† be defined by (17). Let A = (Aij) ∈ Rn×n. Assume that A has n algebraic
eigenvalues (counted with multiplicities) and that they all belong to R†. Denote by
Λ = (Λ1 6 · · · 6 Λn) the sequence of their images by e (counted with multiplicities).
Let Γ = (γ1 6 · · · 6 γn) be the sequence of min-plus algebraic eigenvalues of
e(A) := (e(Aij)) ∈ Rn×nmin . Then, Λ is weakly majorized by Γ. 
The following corollary will be used in Section 7.
Corollary 5.3. Let R be a commutative ring with a quasi-valuation e, and let
R† be defined by (17). Let A = (Aij) ∈ Rn×n. Assume that A has n algebraic
eigenvalues (counted with multiplicities) and that they all belong to R†. Denote by
Λ = (Λ1 6 · · · 6 Λn) the sequence of their images by e (counted with multiplicities).
Let A ∈ Rn×nmin be such that e(Aij) > Aij, for all i, j ∈ [n], and let Γ = (γ1 6 · · · 6
γn) be the sequence of min-plus algebraic eigenvalues of A. Then, Λ is weakly
majorized by Γ.
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Proof. Theorem 5.2 implies that Λ ≺w Γ′, where Γ′ is the sequence of min-plus
algebraic eigenvalues of e(A). Define the min-plus polynomials P := per e(A) and
Q := perA. Then, by definition of min-plus eigenvalues, Γ′ is the sequence R(P )
of min-plus roots of P , and Γ is the sequence R(Q) of min-plus roots of Q. Since
e(A)ij = e(Aij) > Aij , for all i, j ∈ [n], we get that P > Q, and since Pn = Qn,
Lemma 4.2 shows that R(P ) ≺w R(Q). Hence λ ≺w Γ′ ≺w Γ, which finishes the
proof. 
6. A Preliminary: Newton-Puiseux Theorem with Partial
Information on Valuations
If A is a matrix with entries in the field of Puiseux series, the knowledge of
the valuations of the entries of A is not enough to determine the valuations of the
coefficients of the characteristic polynomial of A, owing to potential cancellation.
Therefore, in order to find conditions under which the majorization inequality in
Theorem 5.2 becomes an equality, we need to state a variant of the classical Newton
Puiseux theorem, in which only a partial information on the valuations of the
coefficients of a polynomial, or equivalently, an “external approximation” of the
Newton polytope, is available. The idea that such an information on the polytope is
enough to infer a partial information on roots is classical: in the case of archimedean
valuations, it already appeared for instance in the work of Montel [Mon34].
We shall say that f ∈ C has a first order asymptotics if
f() ∼ aA, when → 0+ ,(19)
with either A ∈ R and a ∈ C \ {0}, or A = +∞ and a ∈ C. In the first case, (19)
means that lim→0 −Af() = a, in the second case, (19) means that f = 0 (in a
neighborhood of 0). Such asymptotic behaviors arise when considering precise large
deviations. We have:
f() ∼ aA =⇒ e(f) = A and f ∈ C† .(20)
We shall also need a relation slightly weaker than ∼. If f ∈ C, a ∈ C and A ∈ Rmin,
we write
(21) f() ' aA
if f() = aA + o(A). If A ∈ R, this means that lim→0 −Af() = a. If A = +∞,
this means by convention that f = 0. If a 6= 0 or A = +∞, then f() ' aA if, and
only if, f() ∼ aA and in that case e(f) = A. In general,
f() ' aA =⇒ e(f) > A .(22)
Conversely, e(f) > A =⇒ f() ' 0A. Of course, in (21), aA must be viewed
as a formal expression, for the relation to be meaningful when a = 0 and A ∈ R.
In (20), however, aA can be viewed either as a formal expression or as an element
of C.
The following results give conditions under which some or all roots of a polyno-
mial with coefficients in C have first order asymptotics, hence are elements of C†,
which allow one in particular to apply the results of Section 5. Although stated for
polynomials with coefficients in C, they are already useful in the case of polynomials
with coefficients in the set of Puiseux series, for which some of the valuations are
not known. lts We shall use in particular these results in the case of characteristic
polynomials.
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Theorem 6.1 (Newton-Puiseux theorem with partial information on the valua-
tions). Let P =∑nj=0 PjYj ∈ C[Y]. Assume that there exist p =∑nj=0 pjYj ∈ C[Y]
and P =
⊕n
j=0 PjY
j ∈ Rmin[Y] satisfying Pj() ' pjPj , j = 0, . . . , n. Let c ∈ R be
a finite root of P with multiplicity m and assume that the polynomial
(23) p(c) =
∑
06j6n
P̂ (c)=Pjc
j
pjY
j ∈ C[Y]
is not identically zero. Let y1, . . . , y` denote its non-zero roots (counted with multi-
plicities). Then, ` 6 m, and there exist ` roots of P (counted with multiplicities),
Y1, . . . ,Y` ∈ C, having first order asymptotics of the form Yi ∼ yic. Moreover if
v = val p(c) > 0, then v > m′, where m′ is the sum of the multiplicities of all the
roots of P greater than c (+∞ comprised), and there exist v roots of P (counted
with multiplicities) Y1+`, . . . ,Yv+` ∈ C, such that Yi ' 0c, for 1 6 i − ` 6 v.
Finally, the remaining n− v − ` roots Y of P are such that Y−c tends to infinity
when  goes to 0, and their number satifies n− v − ` > n−m−m′.
Recall that to P is associated the polynomial function P̂ and the convex formal
polynomial P , as in Section 2.
Theorem 6.2 (Newton-Puiseux theorem with partial information on the valua-
tions, continued). Let P = ∑nj=0 PjYj ∈ C[Y], such that Pn = 1. The following
assertions are equivalent:
(1) There exist Y1, . . . ,Yn ∈ C such that Y1(), . . . ,Yn() are the roots of P() =∑n
j=0 Pj()Yj counted with multiplicities, and Y1, . . . ,Yn have first order
asymptotics, Yj() ∼ yjYj with Y1 6 · · · 6 Yn;
(2) There exist p =
∑n
j=0 pjY
j ∈ C[Y] and P = ⊕nj=0 PjYj ∈ Rmin[Y] sat-
isfying Pj() ' pjPj , j = 0, . . . , n, with pn = 1, Pn = 1, p0 6= 0 or
P0 = 0, and pn−i 6= 0 for all i ∈ {1, . . . , n − 1} such that ci < ci+1, where
(c1 6 · · · 6 cn) = R(P ).
When these assertions hold, we have e(P) > P , e(P) = P , and R(e(P)) = R(P ) =
(c1 6 · · · 6 cn) = (Y1 6 · · · 6 Yn). Moreover, if c ∈ R is a root of P with
multiplicity m and ci+1 = · · · = ci+m = c, then yi+1, . . . , yi+m are precisely the
non-zero roots of the polynomial p(c) of (23), counted with multiplicities.
Theorem 6.2 is a “precise large deviation” version of the Newton-Puiseux theo-
rem: we assume only the existence of asymptotic equivalents for the coefficients of
P, and derive the existence of asymptotic equivalents for the branches of P(, y) = 0.
The Newton-Puiseux algorithm is sometimes presented for asymptotic expansions,
as in [Die68]. The interest of the statements of Theorems 6.1 and 6.2, is to show
that if some coefficients are known to be negligible, the asymptotics of the roots is
determined only from the asymptotics of those coefficients Pi such that (i, Pi) is an
exposed point of the epigraph of P .
Example 6.3. Consider P = Y3 +5Y2−6Y+13. Then, P is a polynomial over the
field K of complex Puiseux series, hence the roots of P are elements of K. Moreover,
the min-plus polynomial P = ν(P) = Y3 ⊕ 5Y2 ⊕ 6Y + 13 is the one of Figure 1,
hence its roots are c1 = c2 = 3 and c3 = 7. In that case, Proposition 4.3 says that
the valuations of roots of P coincide with the roots of P .
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If now P = Y3 + 3log Y2−6Y+13, the coefficient P2 of P is not in K. Moreover,
although all coefficients of P belong to C and even C†, P2 does not have a first order
asymptotics. However, Pj() ' pjPj , j = 0, . . . , 3, with P = Y3 ⊕ 3Y2 ⊕ 6Y ⊕ 13
and p = Y3 − Y + 1 ∈ C[Y]. The min-plus polynomial P has same roots as the one
defined above: c1 = c2 = 3 < c3 = 7 and since p0 6= 0, p1 6= 0, p3 = 1 and P3 = 1,
Assertion (2) of Theorem 6.2 holds. Hence, by Theorem 6.2, the roots of P form
3 continuous branches around 0: Y1, . . . ,Y3 ∈ C with first order asymptotics, and
respective exponents c1 = c2 = 3 < c3 = 7.
In both cases above, Theorem 6.2 gives the additional information that the roots
Y1, . . . ,Y3 of P satisfy Yj() ∼ yjcj , j = 1, . . . , 3, where y1, y2 are the non-zero
roots of p(3) = Y3 −Y, and y3 is the non-zero root of p(7) = −Y + 1. This gives for
instance y1 = 1, y2 = −1 and y3 = 1, so that Y1 ∼ 3, Y2 ∼ −3 and Y3 ∼ 7.
In order to prove Theorems 6.1 and 6.2, we need the following standard result.
Lemma 6.4. Let Q(,Y) =∑ni=0Qj()Yj, where the Qj are continuous functions
of  ∈ [0, 0), assume Q(0, ·) 6= 0 and let d = degQ(0, ·) > 0. Then, for any open
ball B containing the roots of Q(0, ·), there are d continuous branches Z1, . . . ,Zd
defined in some interval [0, 1), with 0 < 1 6 0, such that Z1(), . . . ,Zd() are
exactly the roots of Q(, ·) in B counted with multiplicities. Moreover, the roots of
Q(, ·) that are outside B tend to infinity when  goes to 0.
Proof. We only sketch the proof, which is classical. By the Cauchy index theorem,
if γ is any circle in C containing no roots of Q(, ·), the number of roots of Q(, ·)
inside γ is (2pii)−1
∫
γ
∂zQ(, z)(Q(, z))−1 dz. By continuity of  7→ Q(, ·), the
number of roots of Q(′, ·) inside γ (counted with multiplicities) is constant for ′
in some neighborhood of . Taking B as in the lemma, γ = ∂B, and  = 0, we get
exactly d roots of Q(′, ·) in B for ′ in some interval [0, 1). Consider now a ball
BR ⊃ B of radius R. For ′ small enough, the number of roots of Q(′, ·) in either
BR or B is equal to d, hence any root of Q(′, ·) outside B must be outside BR.
This shows that the roots of Q(′, ·) that do not belong to B go to infinity, when
′ → 0. Finally, by taking small balls around each root of Q(, ·), with 0 6  < 1,
we see that the map which sends  to the unordered d-tuple of roots of Q(, ·)
that belong to B, is continuous on [0, 1). By a selection theorem for unordered d-
tuples depending continuously on a real parameter (see for instance [Kat95, Ch. II,
Section 5, 2]), we derive the existence of the d continuous branches Z1, . . . ,Zd. 
Proof of Theorem 6.1. This is obtained by applying the first step of the Puiseux
algorithm (which is part of the proof of the classical Newton-Puiseux theorem).
Indeed, applying the change of variable y = zc, and the division of P by P̂ (c),
transforms the equation P(, y) :=∑nj=0 Pj()yj = 0 into an equation Q(, z) = 0,
where Q(·, z) extends continuously to 0 with Q(0, z) = p(c)(z). Since p(c) is not
identically zero, Lemma 6.4 implies that for d = deg p(c), there exist Z1, . . . ,Zd ∈ C
such that for all  > 0 small enough, Z1(), . . . ,Zd() are exactly the roots (counted
with multiplicities) of Q(, ·) in some ball around 0, and that the roots of Q(, ·)
outside this ball tend to infinity when  goes to 0.
In particular Z1(0), . . . ,Zd(0) are the roots of p(c), then if v = val p(c), ` = d− v
is the number of non-zero roots and one can assume that Zi(0) = yi for i 6 `.
Making the reverse change of variable, we obtain that Yi() = Zi()c, i = 1, . . . d
satisfy the conditions of the theorem.
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It remains to show that ` 6 m, v > m′, and n− v− ` > n−m−m′, where m′ is
the sum of the multiplicities of all the roots of P greater than c. By Corollary 2.7,
we have P̂ (c) < Pjc
j when j < m′ or j > m + m′, from which we deduce that
v = val p(c) > m′ and d = deg p(c) 6 m′ + m, so that ` = d − v 6 m, and
n− v − ` = n− d > n−m−m′, which finishes the proof. 
Proof of Theorem 6.2. We first prove (1) =⇒ (2). Let Q = (Y ⊕ Y1) · · · (Y ⊕ Yn).
Then, Q = Q, R(Q) = (Y1 6 · · · 6 Yn) and Qn−i = Y1 · · ·Yi for all i = 1, . . . , n.
Since Y1(), . . . ,Yn() are the roots of P(, y) = 0 counted with multiplicities,
and Pn = 1, it follows that P(,Y) =
∏n
i=1(Y − Yi()). Hence, (−1)iPn−i is
the sum of all products Yj1 · · · Yji , where j1, . . . , ji are pairwise distinct elements
of {1, . . . , n}. By the properties of “'” (stability by addition and multiplica-
tion), and since
⊕
j1,...,ji
Yj1 · · ·Yji = Y1 · · ·Yi = Qn−i, we obtain that there exist
p0, . . . , pn−1 ∈ C such that Pj ' pjQj for all j = 0, . . . , n − 1. Putting pn = 1,
we also get Pn = 1 ' pnQn since Qn = 1. When i = 1, . . . , n − 1 is such that
Yi < Yi+1, Y1 · · · Yi is the only leading term in the sum of all Yj1 · · · Yji , and then
pn−i = (−1)iy1 · · · yi 6= 0. Moreover, for i = n, either Yn 6= 0, which implies that
p0 = (−1)ny1 · · · yn 6= 0, or Yn = 0, which implies that Yn = 0, P0 = 0 and Q0 = 0.
This shows that (c1, . . . , cn) = (Y1, . . . , Yn) and P = Q are as in Point (2).
The implication (2) =⇒ (1) and the remaining part of the theorem will follow
from several applications of Theorem 6.1. We now only assume that the Pj ∈ C
satisfy Point (2) and consider (c1 6 · · · 6 cn) = R(P ). From Lemma 2.6 applied to
P , we get that P > Pn(Y⊕c1) · · · (Y⊕cn), Pn−i = Pnc1 · · · ci for all i ∈ {0, n}∪{i ∈
{1, . . . , n−1} | ci < ci+1}, and P = Pn(Y⊕c1) · · · (Y⊕cn). It follows from (14,22),
that e(P) > P > Pn(Y ⊕ c1) · · · (Y ⊕ cn), and from Point (2) and (20), we get that
e(P)n−i = Pn−i for all i ∈ {0, n} ∪ {i ∈ {1, . . . , n − 1} | ci < ci+1}. Then, e(P)
satifies the conditions of Lemma 2.6, which yields R(e(P)) = R(P ) and e(P) = P .
Let c 6= 0 be a root of P with multiplicity m. Then, there exists 0 6 i < n
such that c = ci+1 = · · · = ci+m. Using the same arguments as in the proof of
Theorem 6.1, we have that i = n−m′−m, where m′ is the sum of the multiplicities
of all the roots of P greater than c, val p(c) > m′ = n −m − i and d = deg p(c) 6
m′ + m = n − i. Moreover, since either i = 0 or ci < ci+1, we get, by Point (2),
that pn−i 6= 0, hence deg p(c) = n − i. Similarly, we have either i + m = n or
ci+m < ci+m+1. In the second case, we get pn−i−m 6= 0, thus val p(c) = n−m− i.
In the first case, n − m − i = 0 and either p0 6= 0 or P0 = 0. Since P0 = 0
implies c = cn = 0, which contradicts our assumption, we must have p0 6= 0,
hence again val p(c) = n − m − i. This shows that deg p(c) − val p(c) = m, so
that p(c) has ` = m non-zero roots and applying Theorem 6.1, we get that if
yi+1, . . . , yi+m denote its non-zero roots, then there exist m roots of P (counted
with multiplicities), Yi+1, . . . ,Yi+m ∈ C, having first order asymptotics of the form
Yj ∼ yjc, i+ 1 6 j 6 i+m.
Finally, if c = 0 is a root of P with multiplicity m, then cn−m < cn−m+1 = · · · =
cn = 0, valP = m, and P has n −m roots 6= 0. This implies that valP > m, so
that 0 is a root of P with multiplicity > m. Moreover, we have shown above that
there exist n−m roots of P with first order asymptotics with respective exponents
c1 6 · · · 6 cn−m < +∞. Hence, P cannot have more than m zero roots, so that P
has exactly m roots with first order asymptotics of the form Yj ∼ 0 (and valP = m).
We thus have shown Point (1), which finishes the proof of the theorem. 
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7. Genericity for asymptotics of eigenvalues
We consider a matrix A ∈ Cn×n and we shall assume that the entries (A)ij of
A have asymptotics of the form:
(A)ij ' aijAij , for some matrices(24)
a = (aij) ∈ Cn×n, and A = (Aij) ∈ Rn×nmin .
Applying Corollary 5.3, we obtain the following majorization inequality.
Theorem 7.1. Let A ∈ Cn×n satisfy (24) and let Γ = (γ1 6 · · · 6 γn) be
the sequence of min-plus algebraic eigenvalues of A. Assume that the eigenvalues
L1 , . . . ,Ln of A (counted with multiplicities) have first order asymptotics,
Li ∼ λiΛi ,
and let Λ = (Λ1 6 · · · 6 Λn). Then, Λ ≺w Γ.
Proof. From (20), the eigenvalues of A are elements of C† and their images by e
(counted with multiplicities) are equal to Λ1 6 · · · 6 Λn. By (22) and (24), we
have e(A)ij > Aij , for all i, j ∈ [n]. Then, applying Corollary 5.3 to the ring C, and
the matrices A and A, we deduce that Λ ≺w Γ. 
Remark 7.2. If the coefficients of A have Puiseux series expansions in , the coef-
ficients Qj of the characteristic polynomial Q(,Y) of A and thus the eigenvalues
of A belong to C and have first order asymptotics, so that Theorem 7.1 applies. If
we only assume that A ∈ Cn×n satisfies (24), then the coefficients Qj , which are
elements of C, need not have first order asymptotics (even if aij 6= 0 for all i, j) due
to cancellations. However, they satisfy the conditions Qn = 1 and Qj() ' qjQj
for some exponents Qj ∈ Rmin computed using the exponents Aij (see Section 4),
so that Theorem 6.2 can be applied, leading to some sufficient conditions for the
first order asymptotics of the eigenvalues of A to exist. This will be used in The-
orem 7.4.
We next show that the weak majorization inequality is an inequality in generic
circumstances. Formally, we shall consider the following notion of genericity. We
will say that a property P(y) depending on the variable y = (y1, . . . , yn) ∈ Cn
holds for generic values of y if the set of elements y ∈ Cn such that the property
P(y) is false is included in a proper algebraic set. This means that there exists
Q ∈ C[Y1, . . . ,Yn] \ {0} such that P(y) is true if Q(y) 6= 0. When the parameter
y will be obvious, we shall simply say that P is generic or holds generically. It is
clear that if P1 and P2 are both generic, then “P1 and P2” is also generic.
Since any polynomial q =
∑
i1,...,in∈N qi1,...,inY
i1
1 · · ·Yinn ∈ C[Y1, . . . ,Yn] in n
indeterminates can be seen as an element of C[Y1, . . . ,Yn] whose coefficients are
constant with respect to , we have:
e(q) =
⊕
i1,...,in∈N
qi1,...,in 6=0
Yi11 · · ·Yinn ∈ Rmin[Y1, . . . ,Yn] .(25)
We also define, for any Y ∈ Rnmin,
qSatY :=
∑
i1,...,in∈N
ê(q)(Y1,...,Yn)=Y
i1
1 ···Y inn 6=0
qi1,...,inY
i1
1 · · ·Yinn ∈ C[Y1, . . . ,Yn] .(26)
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The following result is clear from the above definitions of e(q) and qSatY , since
when y 6= 0 or Y = 0, Y ' yY ⇐⇒ Y ∼ yY . Note that there and in the sequel,
we use the same notation for any formal polynomial over C or C and its associated
polynomial function.
Lemma 7.3. Let q ∈ C[Y1, . . . ,Yn] be non zero and let Q = e(q) and qSatY be
defined by (25) and (26), respectively. Let Y ∈ Cn, y ∈ Cn and Y ∈ Rnmin be such
that Yi ' yiYi for i = 1, . . . , n. Then,
q(Y1, . . . ,Yn) ' qSatY (y)Q̂(Y ) ,(27)
and for any fixed Y such that Q̂(Y ) 6= 0, we have qSatY (y) 6= 0 for generic values of
y ∈ Cn. Then, for generic values of y ∈ Cn, the relation ' in (27) can be replaced
by an the asymptotic equivalence relation ∼.
Theorem 7.4. Let A ∈ Cn×n satisfy (24) and let Γ = (γ1 6 · · · 6 γn) be the
sequence of min-plus algebraic eigenvalues of A. For generic values of a = (aij) ∈
Cn×n, the eigenvalues L1 , . . . ,Ln of A (counted with multiplicities) have first order
asymptotics,
Li ∼ λiΛi ,
and Λ = (Λ1 6 · · · 6 Λn) satisfies Λ = Γ.
Proof. Since A = A ∈ Cn×n and C is a ring, the characteristic polynomial of A,
Q(,Y) := det(YI − A) belongs to C[Y]. Let Q = e(Q) ∈ Rmin[Y], and denote
by P = per(YI ⊕ A) ∈ Rmin[Y] the min-plus characteristic polynomial of A. The
coefficients of Q are given by Qk() = (−1)k trn−k(A), for k = 0, . . . , n − 1 and
Qn = 1, where trk is the usual k-th trace (11). The coefficients of P are given by
Pk = tr
min
n−k(A), for k = 0, . . . , n − 1 and Pn = 1, where here trmink is the min-plus
k-th trace (7). By Lemma 7.3, we obtain that for any fixed matrix A ∈ Rn×nmin , and
any A ∈ Cn×n satisfying (24) with a ∈ Cn×n and A, trk(A) ∼ (trk)SatA (a)tr
min
k (A),
for generic values of a ∈ Cn×n. In particular, generically, Qk() has first order
asymptotics and e(Qk) = Pk, for all k = 0, . . . , n. This implies that Q = P , thus
R(Q) = R(P ) = Γ. Moreover, Q satisfies Point (2) of Theorem 6.2. Hence, by
Theorem 6.2, the eigenvalues L1 , . . . ,Ln of A have first order asymptotics and
their exponents Λ1 6 · · · 6 Λn are equal to the roots of Q, hence Λ = Γ. 
Remark 7.5. Since min-plus eigenvalues can be computed in polynomial time, see
Section 3, Theorem 7.4 shows that the sequence Λ of generic exponents of the
eigenvalues can be computed in polynomial time.
8. Eigenvalues of matrix polynomials
We consider now a matrix polynomial
(28) A = A0 + YA1 + · · ·+ YdAd ,
with coefficients Ak ∈ Cn×n, k = 0, . . . , d. Making explicit the dependence in the
parameter , we shall write
A = A,0 + YA,1 + · · ·+ YdA,d ,
where, for every k = 0, . . . , d, A,k is a n × n matrix whose coefficients, (A,k)ij ,
are complex valued continuous functions of the nonnegative parameter . We shall
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assume that for every 0 6 k 6 d, matrices ak = ((ak)ij) ∈ Cn×n and Ak =
((Ak)ij) ∈ Rn×nmin are given, so that
(29) (A,k)ij ' (ak)ij(Ak)ij , for all 1 6 i, j 6 n .
We shall also assume that the matrix polynomial A is regular, which means
that the characteristic polynomial det(A) (or det(A)) of the matrix polynomial
A is non identically zero. Then, the eigenvalues of A (or A) are by definition
the roots of this polynomial. If deg det(A) < nd, then we also say that ∞ is an
eigenvalue of A with multiplicity nd − deg det(A). When A = A0 − YI, these are
the usual eigenvalues of A0,. We shall study here the first order asymptotics of the
eigenvalues of A in the same spirit as in the previous section.
To the matrix polynomial A, one can associate the min-plus matrix polynomial
e(A) := e(A0)⊕Ye(A1)⊕· · ·⊕Yde(Ad). Here, we shall rather consider the min-plus
matrix polynomial associated to the asymptotics (29):
(30) A = A0 ⊕ YA1 ⊕ · · · ⊕ YdAd ∈ Rn×nmin [Y] .
The min-plus matrix polynomial A can be seen either as a (formal) polynomial
with coefficients in Rn×nmin , namely the Ak, k = 0, . . . , d, or as a matrix with entries
in Rmin[Y], denoted Aij . We denote by Â the function which associates to y ∈
Rmin, the matrix Â(y) := A0 ⊕ yA1 ⊕ · · · ⊕ ydAd ∈ Rn×nmin . We call min-plus
characteristic polynomial of the matrix polynomial A, the permanent PA = perA.
This is a formal polynomial, the associated polynomial function of which is equal
to P̂A(y) = per Â(y).
We shall say that the matrix polynomial A is regular if PA is not identically
zero. Then, the min-plus roots of PA will be called the algebraic eigenvalues of the
min-plus matrix polynomial A. Note that the valuation valPA can be computed
by introducing the matrix valA ∈ Rn×nmin , such that (valA)ij = valAij , where Aij
denotes the (i, j) entry of the min-plus polynomial A. Then, valPA is equal to the
min-plus permanent of the matrix valA. By symmetry, the degree degPA is equal
to the max-plus permanent of the matrix degA ∈ Rn×nmax , such that (degA)ij =
degAij . When valPA > 0, 0 = +∞ is an eigenvalue of A with multiplicity valPA.
When degPA < nd, PA has only degPA eigenvalues (belonging to Rmin). One
can say that −∞ (the infinity of Rmin) is an eigenvalue of A with multiplicity
nd−degPA. Recall that, for any scalar y ∈ Rmin, we have P̂A(y) = per Â(y) which
is the value of the optimal assignment associated to the matrix Â(y). Hence, the
algebraic eigenvalues of the matrix polynomial A (and so, the polynomial function
P̂A) can be computed in O(n
4d) time by adapting the method of Burkard and
Butkovicˇ [BB03]. Moreover, by adapting the parametric method of Gassner and
Klinz [GK10], Hook [HT] showed that this can be reduced to a O(n3d2) time.
The following result generalizes Theorem 7.1.
Theorem 8.1. Let A be as in (28) and (29) and denote by A the min-plus matrix
polynomial (30) with coefficients Ak as in (29). Assume also that Ad = I, the
identity matrix in Cn×n so that Ad = I the identity matrix in Rn×nmin . Then, A has
nd min-plus algebraic eigenvalues (belonging to Rmin). Let Γ = (γ1 6 · · · 6 γnd) be
the sequence of these eigenvalues. Assume that the eigenvalues L1 , . . . ,Lnd of A
(counted with multiplicities) have first order asymptotics,
Li ∼ λiΛi ,
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and let Λ = (Λ1 6 · · · 6 Λn). Then, Λ ≺w Γ.
Proof. Let us denote by Q = det(A) ∈ C[Y] the characteristic polynomial of A
and by P = perA the min-plus characteristic polynomial of A. Since Ad = I, we
have Qnd = 1 and Pnd = 1. The eigenvalues L1 , . . . ,Lnd of A are the roots of
the polynomial Q. Assume that they have first order asymptotics with exponents
Λ1 6 · · · 6 Λnd. From (20), these are elements of C† and their images by e (counted
with multiplicities) are equal to Λ1 6 · · · 6 Λnd. By Proposition 5.1 applied to the
ring C, Λ = (Λ1 6 · · · 6 Λnd) coincide with the roots of the min-plus polynomial
Q = e(Q). Then, computing the coefficients of the formal polynomial Q, we can
deduce that Q > P . Since Qnd = Pnd = 1, we get that Λ = R(Q) ≺w R(P ) = Γ.
Note that another way to prove this result is to apply a block companion trans-
formation to the matrix polynomials A and A, yielding linear pencils B and B with
leading terms B1 and B1 equal to the identity matrix, then to apply Theorem 7.1
to B0. 
For any matrix B ∈ Rn×nmin such that perB 6= 0, we define the graph Opt(B) as
the set of arcs belonging to optimal assignments: the set of nodes of Opt(B) is [n]
and there is an arc from i to j if there is a permutation σ such that j = σ(i) and
|σ|B = perB. One can compute Opt(B) by using the following construction.
We shall say that two vectors U, V of dimension n with entries in R = Rmin \{0}
form a Hungarian pair with respect to B if, for all i, j, we have Bij > UiVj , and
U1 · · ·UnV1 · · ·Vn = perB, the products being understood in the min-plus sense
(since U, V are seen as elements of Rnmin). Thus, (U, V ) coincides with the optimal
dual variable in the linear programming formulation of the optimal assignment
problem. In particular, a Hungarian pair always exists if the optimal assignment
problem is feasible, i.e., if perB 6= 0, and it can be computed in O(n3) time by
the Hungarian algorithm (see for instance [Sch03, § 17]). For any Hungarian pair
(U, V ), we now define the saturation graph, Sat(B,U, V ), which has set of nodes
[n] and an arc from i to j if Bij = UiVj . We shall see in the following section that
Opt(B) can be computed easily from Sat(B,U, V ).
For any min-plus matrix polynomial A and any scalar γ ∈ Rmin, we denote by
Gk(A, γ) the graph with set of nodes [n], and an arc from i to j ∈ [n] if γk(Ak)ij =
Âij(γ) 6= 0. This is a subgraph of the graph of Â(γ). For any graphs G and G′, the
intersection G ∩G′ is the graph whose set of nodes (resp. arcs) is the intersection
of the sets of nodes (resp. arcs) of G and G′. Finally, if G is any graph with set of
nodes [n], and if b ∈ Cn×n, we define the matrix bG by (bG)ij = bij if (i, j) ∈ G,
and (bG)ij = 0 otherwise. The following results generalize Theorem 6.1 and 7.4,
respectively. Their proof will be given in the next section.
Theorem 8.2. Let A be a regular matrix polynomial over C as in (28) satisfy-
ing (29) and denote by A the min-plus matrix polynomial (30) with coefficients Ak
as in (29). Then A is a regular matrix polynomial and we have:
(1) valPA > valPA, which means that if 0 = +∞ is an eigenvalue of A with
multiplicity m0,A, then 0 is an eigenvalue of A with a multiplicity at least
m0,A.
(2) degPA 6 degPA, which means that if −∞ is an eigenvalue of A with
multiplicity m−∞,A, then ∞ is an eigenvalue of A with a multiplicity at
least m−∞,A.
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(3) Let γ denote any finite (6= ±∞) algebraic eigenvalue of A, and de-
note by mγ,A its multiplicity. Let G be equal either to Opt(Â(γ)) or
Sat(Â(γ), U, V ), for any choice of the Hungarian pair (U, V ) with respect
to Â(γ), and let Gk = Gk(A, γ) ∩ G for all 0 6 k 6 d. Assume that the
matrix polynomial
a(γ) := aG00 + Ya
G1
1 + · · ·+ YdaGdd .(31)
is regular. Let mγ > 0 be the number of non-zero eigenvalues of the matrix
polynomial a(γ) and let λ1, . . . , λmγ be these eigenvalues. Then mγ 6 mγ,A
and the matrix polynomial A has mγ eigenvalues L,1, . . . ,L,mγ with first
order asymptotics of the form L,i ∼ λiγ .
Let us denote by m′γ,A the sum of the multiplicities of all the alge-
braic eigenvalues of A greater than γ (+∞ comprised), putting m′γ,A = 0
if no such eigenvalues exist, and let m′′γ,A = nd − mγ,A − m′γ,A. Let
m′γ = val det(a
(γ)) be the multiplicity of 0 as an eigenvalue of the ma-
trix polynomial a(γ), with m′γ = 0 if 0 is not an eigenvalue. Let also
m′′γ = nd − mγ − m′γ be the multiplicity of ∞ as an eigenvalue of the
matrix polynomial a(γ), as it were of degree d. Then m′γ > m′γ,A (resp.
m′′γ > m′′γ,A) and the matrix polynomial A has precisely m′γ (resp. m′′γ)
eigenvalues L such that L ' 0γ (resp. L−1 ' 0−γ , that is the modulus
of −γL converges to infinity).
Theorem 8.3. Let A be a matrix polynomial over C as in (28) satisfying (29) and
denote by A the min-plus matrix polynomial (30) with coefficients Ak as in (29).
Assume that A is a regular matrix polynomial. Then, for generic values of the
parameters (ak)ij, the matrix polynomial A is regular, the inequalities in Theo-
rem 8.2 are equalities, and all eigenvalues of the matrix po lynomial A have first
order asymptotics. More precisely, we have:
(1) valPA = valPA, which means that 0 = +∞ is an eigenvalue of A if and
only if 0 is an eigenvalue of A and they have same multiplicity.
(2) degPA = degPA, which means that −∞ is an eigenvalue of A if and only
if ∞ is an eigenvalue of A and they have same multiplicity.
(3) for any finite ( 6= ±∞) algebraic eigenvalue γ of A, the matrix polynomial
a(γ) of (31) is regular, and has mγ,A non-zero eigenvalues. Moreover,
m′γ,A = val det(a
(γ)) is the the multiplicity of 0 as an eigenvalue of the
matrix polynomial a(γ), and m′′γ,A = nd −mγ,A −m′γ,A is the multiplicity
of ∞ as an eigenvalue of the matrix polynomial a(γ), as it were of degree d.
Example 8.4. Consider A = A0 − YI, with
A0 =
 b11 b12 b13b21 b22 b23
b31 b32 b33
 , where bij ∈ C.
When b12 = b23 = 1, the matrix A0 corresponds to the perturbation of a Jordan
block of size 3 and zero-eigenvalue. Viˇsik, Ljusternik and Lidski˘ı theory predicts
that the eigenvalues of A0 (thus of A) have first order asymptotics of the form
L,i ∼ λi1/3, i = 1, . . . , 3, where λi are the roots of λ3i = b12b23b31. Assume now
that b31 = 0, so that we are in a singular case of the Viˇsik, Ljusternik and Lidski˘ı
theory, and let us show that the results of the present section apply.
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The associated min-plus matrix polynomial and characteristic polynomial func-
tion are
A =
 1⊕ Y 0 11 1⊕ Y 0
+∞ 1 1⊕ Y
 , P̂A(x) = (x⊕ 0.5)2(x⊕ 1) ,
so that the eigenvalues of A are γ1 = γ2 = 0.5, with multiplicity 2, and γ3 = 1,
with multiplicity 1. Hence, Theorem 8.3 predicts that two of the eigenvalues of A0
have first asymptotics of the form L ∼ λ1/2, with λ 6= 0, and that one of them
has first asymptotics of the form L ∼ λ1. Note that the eigenvalue γ = 0.5 is the
unique geometric min-plus eigenvalue of A0 and that the associated critical graph
covers all nodes {1, 2, 3}, so that the results of [ABG04a] can only predict the two
first asymptotics of the form L ∼ λ1/2.
Let us now detail the results of Theorem 8.3. We first consider the eigenvalue
γ = 0.5. Then U = (0, 0.5, 1) and V = (0.5, 0,−0.5) yields a Hungarian pair with
respect to the matrix
Â(0.5) =
 0.51 00 110 0.51 00
+∞ 10 0.51
 ,
where we adopt the following convention to visualize the graphs Gk = Gk(A, γ) ∩
Sat(Â(γ), U, V ): an arc (i, j) belongs to Gk if k is put as a subscript of the en-
try Âij(γ). For instance, Â11(0.5) = 0.5, and (1, 1) belongs G1. Entries with-
out subscripts, like Â13(0.5) = 1, correspond to arcs which do not belong to
Sat(Â(0.5), U, V ). The eigenvalues of the matrix polynomial a(0) are the roots
of
det
 −λ b12 0b21 −λ b23
0 b32 −λ
 = λ(−λ2 + b12b21 + b32b23) = 0 .
Theorem 8.3 predicts that this equation has, for generic values of the parameters
bij , two non-zero roots, λ1, λ2, which yields two eigenvalues of A, L,i ∼ λi1/2,
for i = 1, 2. Here λ1 and λ2 are the square roots of b12b21 + b32b23.
Consider finally the eigenvalue γ = 1. We can take U = (0, 0, 1), V = (1, 0, 0),
and the previous computations become
Â(1) =
 101 00 110 1 00
+∞ 10 101
 ,
det
 b11 − λ b12 0b21 0 b23
0 b32 b33 − λ
 = λ(b12b21 + b23b32)− (b12b21b33 + b11b23b32) = 0 .
Theorem 8.3 predicts that this equation has, for generic values of the parameters
bij , a unique nonzero root, λ3, and that there is a branch L,3 ∼ λ3. Here λ3 =
(b12b21b33 + b11b23b32)/(b12b21 + b23b32).
9. Preliminaries on Hungarian pairs
To prove Theorems 8.2 and 8.3, we need to establish some properties of the
saturation graph associated to Hungarian pairs.
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We shall adopt the following notation. For any U ∈ Rn, we denote by d(U) the
diagonal n × n matrix over Rmin such that (d(U))ii = Ui, so that (d(U))ij = +∞
for i 6= j. For any permutation σ of [n], we denote by Pσmin its associated min-plus
permutation matrix: (Pσmin)ij = 1 if j = σ(i) and (P
σ
min)ij = 0 otherwise. We
reserve the simpler notation Pσ for the ordinary permutation matrix which is such
that Pσij = 1 if j = σ(i) and P
σ
ij = 0 otherwise.
Moreover, if U ∈ Rn, we use the notation Uσ := (Uσ(i))i=1,...,n. We shall say that
a matrix M ∈ Rn×nmin is monomial if it can be written as M = d(U)Pσmin for some
U ∈ Rn and σ ∈ Sn. We have equivalently M = Pσmin d(V ), by taking V = Uσ−1 .
Recall that the monomial matrices are the only invertible matrices over Rmin, and
that M−1 = Pσ
−1
min d(−U). For all matrices A, AT denotes the transpose of A. Now
if G is a graph with set of nodes [n], and σ, τ ∈ Sn, we denote by Gσ,τ the graph
with the same set of nodes, and an arc (i, j) if and only if (σ(i), τ−1(j)) is an arc
of G.
The following elementary result will allows one to normalize matrices in a suitable
way.
Lemma 9.1. Let B ∈ Rn×nmin such that perB 6= 0, and let M = d(W )Pσmin and
N = d(X)P τmin be monomial matrices, with W,X ∈ Rn and σ, τ ∈ Sn. Then
per(MBN) = W1 · · ·WnX1 · · ·Xn perB = (perM)(perB)(perN), ν is an optimal
permutation for MBN if and only if τ−1 ◦ ν ◦ σ−1 is an optimal permutation for
B, and Opt(MBN) = Opt(B)σ,τ .
Let (U, V ) be a Hungarian pair with respect to B. Then, (MU,NTV ) is a
Hungarian pair with respect to MBN , and we have Sat(MBN,MU,NTV ) =
Sat(B,U, V )σ,τ .
Proof. Let B, M , and N be as in the lemma. For all i, j ∈ [n], we have (MBN)ij =
WiBσ(i),τ−1(j)Xτ−1(j). Hence, for all ν ∈ Sn, the weight of ν with respect to MBN
is equal to
|ν|MBN = W1 · · ·WnX1 · · ·Xn|τ−1 ◦ ν ◦ σ−1|B .
Hence, per(MBN) = W1 · · ·WnX1 · · ·Xn perB, and ν is an optimal permutation
for MBN if and only if τ−1 ◦ ν ◦ σ−1 is an optimal permutation for B. Moreover,
since perM = W1 · · ·Wn and perN = X1 · · ·Xn, we deduce that per(MBN) =
(perM)(perB)(perN).
Let (i, j) be an arc of Opt(MBN). Then, by definition, there exists an optimal
permutation ν for MBN such that j = ν(i), hence ν′ = τ−1 ◦ ν ◦σ−1 is an optimal
permutation for B such that τ−1(j) = ν′(σ(i)), which implies that (σ(i), τ−1(j)) is
an arc of Opt(B), so (i, j) is an arc of Opt(B)σ,τ . Since the reverse implication is
also true (replace M and N by their inverse matrices), this shows the first assertion
of the lemma.
Now let (U, V ) be a Hungarian pair with respect to B. We have Bij > UiVj for
all i, j ∈ [n]. Hence, (MBN)ij = WiBσ(i),τ−1(j)Xτ−1(j) >WiUσ(i)Vτ−1(j)Xτ−1(j) =
(MU)i(N
TV )j , and
per(MBN) = W1 · · ·WnX1 · · ·Xn perB
= W1 · · ·WnU1 · · ·UnX1 · · ·XnV1 · · ·Vn
= (MU)1 · · · (MU)n(NTV )1 · · · (NTV )n ,
so that (MU,NTV ) is a Hungarian pair with respect to MBN . Finally, (i, j) is an
arc of Sat(MBN,MU,NTV ) if and only if (MBN)ij = (MU)i(N
TV )j , which is
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equivalent to Bσ(i),τ−1(j) = Uσ(i)Vτ−1(j), then to the property that (σ(i), τ
−1(j)) is
an arc of Sat(B,U, V ), hence to the one that (i, j) is an arc of Sat(B,U, V )σ,τ . 
We denote by 1 the vector of Rn with all its entries equal to 1 = 0.
Corollary 9.2. Let B ∈ Rn×nmin be such that perB 6= 0, and let (U, V ) be a
Hungarian pair with respect to B. Then, (1,1) is a Hungarian pair with respect
to the matrix C := d(U)−1B d(V )−1 ∈ Rn×nmin , Sat(B,U, V ) = Sat(C,1,1) and
Opt(B) = Opt(C). In particular, perC = 1, Cij > 1 = 0 for all i, j ∈ [n] and (i, j)
is an arc of Sat(B,U, V ) if and only if Cij = 1.
Proof. Let B,U, V, C be as in the corollary. Then, by Lemma 9.1 applied to M =
d(U)−1 and N = d(V )−1, we obtain the first assertion of the corollary, together with
perC = 1. Then, Cij > 1 = 0 for all i, j ∈ [n] and (i, j) is an arc of Sat(B,U, V ) if
and only if Cij = 1. 
Corollary 9.3. Let B ∈ Rn×nmin be such that perB 6= 0, and let (U, V ) be a Hungar-
ian pair with respect to B. Then, Opt(B) ⊂ Sat(B,U, V ). Moreover, the following
are equivalent for σ ∈ Sn: (i) σ is a permutation of Sat(B,U, V ); (ii) σ is a
permutation of Opt(B); (iii) σ is an optimal permutation of B.
Proof. Let C be as in Corollary 9.2. Then, if (i, j) is an arc of Opt(C), there
exists σ ∈ Sn such that j = σ(i) and |σ|C = perC = 1. Since all entries of
C are greater or equal to 1, this implies that Cij = 1, and so (i, j) is an arc of
Sat(C,1,1). Since Opt(C) = Opt(B) and Sat(C, 1,1) = Sat(B,U, V ), this shows
that Opt(B) ⊂ Sat(B,U, V ).
Let us show that for σ ∈ Sn, (i)⇒(iii)⇒(ii)⇒(i). Let σ be a permutation of
Sat(B,U, V ), this means that (i, σ(i)) is an arc of Sat(B,U, V ), for all i ∈ [n].
Then Ciσ(i) = 1, for all i ∈ [n], which implies that |σ|C = 1 = perC, and so σ is
an optimal permutation of C, hence an optimal permutation of B, by Lemma 9.1,
which shows (i)⇒(iii). By definition of Opt(B), if σ be an optimal permutation
of B, then (i, σ(i)) is an arc of Opt(B), for all i ∈ [n], so σ is a permutation of
Opt(B), which shows (iii)⇒(ii). If now σ be a permutation of Opt(B), then, for all
i ∈ [n], (i, σ(i)) is an arc of Opt(B) ⊂ Sat(B,U, V ), hence, σ is a permutation of
Sat(B,U, V ), which shows (ii)⇒(i). 
Corollary 9.4. Let B ∈ Rn×nmin such that perB 6= 0, let σ be an optimal per-
mutation for B, and let (U, V ) be a Hungarian pair with respect to B. Then,
the identity map is an optimal permutation for Pσ
−1
min B and (Uσ−1 , V ) is a Hun-
garian pair with respect to Pσ
−1
min B. Moreover, we have per(P
σ−1
min B) = per(B),
Opt(Pσ
−1
min B) = Opt(B)σ−1,id, and Sat(P
σ−1
min B,Uσ−1 , V ) = Sat(B,U, V )σ−1,id.
Proof. From Lemma 9.1, ν is an optimal permutation for Pσ
−1
min B if and only if ν ◦σ
is an optimal permutation for B. Hence if σ is an optimal permutation for B, the
identity map is an optimal permutation for Pσ
−1
min B. The other properties follow
from Lemma 9.1. 
Proposition 9.5. Let B ∈ Rn×nmin such that perB = 1, (1,1) is a Hungarian pair
with respect to B and the identity map is an optimal permutation of B. Then
B1 = 1, ρmin(B) = 1, and Opt(B) is the critical graph of B.
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Proof. Let B be as in the proposition. Since (1,1) is a Hungarian pair with respect
to B, Corollary 9.2 shows that all entries of B are greater or equal to 1, and that
Bij = 1 for all arcs (i, j) of Sat(B, 1,1). Then, by Corollary 9.3, Bij = 1 for all
arcs (i, j) of an optimal permutation of B. Since the identity map is an optimal
permutation of B, this implies that Bii = 1 for all i, which implies B1 = 1.
Moreover, all circuits have a weight with respect to B greater or equal to 1 and
the circuits of an optimal permutation have a weight equal to 1. This implies that
ρmin(B) = 1.
Let (i, j) be an arc of the critical graph of B. By definition (see Section 3), there
exists a circuit passing through (i, j) with mean weight with respect to B equal to
1, so with weight equal to 1. Since the identity map is an optimal permutation of
B, any circuit with weight 1 can be completed into a permutation with weight 1,
by taking the identity on the complementary of this circuit, hence, (i, j) is an arc
of Opt(B). Conversely, let (i, j) be an arc of Opt(B), then there exists an optimal
permutation σ for B such that j = σ(i). This implies (as above) that Bkσ(k) = 1,
for all k ∈ [n]. Then, all the circuits of σ have a weight equal to 1, and so are
critical circuits. Since (i, j) belongs to one of them, this shows that (i, j) is an arc
of the critical graph of B. 
Corollary 9.6. Let B ∈ Rn×nmin be as in Proposition 9.5. Then, Opt(B) is the
disjoint union of the strongly connected components of Sat(B, 1,1).
Proof. By Proposition 9.5, 1 is a fixed point of B, and Opt(B) is the critical graph
of B. It is known that the critical graph of B is the disjoint union of the strongly
connected components of the saturation graph of B on any eigenvector U of B,
that is the set of arcs (i, j) such that BijUj = Ui (see for instance [ABG04a]).
When U = 1, this saturation graph coincides with Sat(B, 1,1), which shows the
corollary. Let us reproduce the proof in that case. Indeed, let (i, j) be an arc of a
strongly connected component of the saturation graph of B on the eigenvector 1.
Then there exists a path from j to i in this saturation graph. Concatenating this
path with the arc (i, j), we get a circuit, the weights with respect to B of which
are all equal to 1, hence a critical circuit of B. This shows that (i, j) is an arc of
the critical graph of B. Since the critical graph of B is the union of its strongly
connected components, and is always included in the saturation graph, we get the
desired property. 
Corollary 9.7. Let B ∈ Rn×nmin such that perB 6= 0, (U, V ) be a Hungarian pair
with respect to B, and suppose that the identity map is an optimal permutation of
B. Then, Opt(B) is the disjoint union of the strongly connected components of
Sat(B,U, V ).
Proof. Corollary 9.2 shows that the matrix C defined there satisfies perC = 1, that
(1,1) is a Hungarian pair with respect to C, together with Opt(B) = Opt(C) and
Sat(B,U, V ) = Sat(C, 1,1). Moreover, by Lemma 9.1, the optimal permutations
for B and C coincide, so that the identity map is an optimal permutation of C.
Hence, C satisfies the assumptions of Proposition 9.5, so that, by Corollary 9.6,
Opt(C) is the disjoint union of the strongly connected components of Sat(C,1,1).
With the above equalities, this shows the corollary. 
The above results show that Opt(B) can be easily be constructed from any
Hungarian pair with respect to B, as follows.
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Corollary 9.8. Let B ∈ Rn×nmin such that perB 6= 0. Let (U, V ) be a Hungarian
pair with respect to B, and σ be a permutation of Sat(B,U, V ). Then, Opt(B)σ−1,id
is the disjoint union of the strongly connected components of Sat(B,U, V )σ−1,id.
10. Proof of Theorems 8.2 and 8.3
We prove here the different assertions in Theorems 8.2 and 8.3. Since the inter-
section of generic sets is a generic set, it suffices to prove separately that each point
of Theorem 8.3 holds for generic values of the parameters (ak)ij .
Let us introduce some additional notation. For any n > 1 and d > 0, the
characteristic polynomial det(a) of the matrix polynomial a = a0 +Ya1 + · · ·+Ydad
with coefficients in Cn×n can be thought of as a (formal) complex polynomial,
denoted ch, in the variables Y and (ak)ij with k = 0, . . . , d and i, j = 1, . . . , n, the
coefficients of which are integers. Hence, the coefficient ch`, 0 6 ` 6 nd, of Y`
in ch can be thought of as a (formal) complex polynomial in the variables (ak)ij
with k = 0, . . . , d and i, j = 1, . . . , n. In the sequel, we shall write p(a) when p is
a polynomial in the variables (ak)ij ∈ C with k = 0, . . . , d and i, j = 1, . . . , n, and
a = a0+Ya1+· · ·+Ydad. We have in particular ch`(a0+YI) = trn−`(a0). Similarly,
the characteristic polynomial per a of the min-plus (formal) matrix polynomial a =
a0⊕Ya1⊕· · ·⊕Ydad, with coefficients in Rn×nmin can be thought of as a (formal) min-
plus polynomial, denoted chmin, in the variables Y and (ak)ij with k = 0, . . . , d and
i, j = 1, . . . , n, the coefficients of which are all equal to 1, and the coefficient chmin` ,
0 6 ` 6 nd, of Y` in chmin can be thought of as a (formal) min-plus polynomial in
the variables (ak)ij with k = 0, . . . , d and i, j = 1, . . . , n. Again, we shall write p(a)
instead of p, when p is a min-plus formal polynomial in the variables (ak)ij ∈ Rmin
with k = 0, . . . , d and i, j = 1, . . . , n, and a = a0 ⊕ Ya1 ⊕ · · · ⊕ Ydad. We shall also
use the notation p̂(a) for the associated polynomial function. We have in particular
chmin` (a0⊕YI) = trminn−`(a0), where trmink is the min-plus (formal) k-th trace given by
the formula (7). In the sequel, ĉhmin` will denote the polynomial function associated
to the formal polynomial chmin` .
In all the proofs of the present section, we consider a matrix polynomial A over
C as in (28) satisfying (29) and denote by A the min-plus matrix polynomial (30)
with coefficients Ak as in (29).
10.1. Proof of the first properties in Theorems 8.2 and 8.3. Let us prove
the following implications which correspond to the first properties stated in Theo-
rems 8.2 and 8.3.
(1) If A is regular, then so does A.
(2) If A is regular, then for generic values of the parameters (ak)ij , the matrix
polynomial A is regular.
From the above notations, it is easy to see that the min-plus polynomial e(ch)
(defined as in (25)) is equal to chmin and that e(ch`) = ch
min
` . Then, by Lemma 7.3,
we obtain that for a, A and A as above, we have ch`(A) ' (ch`)SatA (a)ĉh
min
` (A).
Moreover, by Lemma 7.3 again, for any fixed A such that ĉhmin` (A) 6= 0, we have
(ch`)
Sat
A (a) 6= 0 for generic values of a (so of the (ak)ij), hence the equivalence
ch`(A) ∼ (ch`)SatA (a)ĉh
min
` (A).
Using these properties, we see that if A is singular, then ĉhmin` (A) = 0 for all
` > 0, hence ch`(A) ' (ch`)SatA (a)+∞ and so ch`(A) = 0, which implies that
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det(A) = ch(A) = 0 and so A is singular. Conversely, if A is regular, then there
exists ` > 0 (for instance the degree of perA) such that α = ĉhmin` (A) 6= 0, and
since for generic values of a, (ch`)
Sat
A (a) 6= 0, and ch`(A) ∼ (ch`)SatA (a)α, we get
that ch`(A) 6= 0. Hence, det(A) = ch(A) is non identically zero, so the matrix
polynomial A is regular for generic values of a.
10.2. Proof of Points (1) and (2) of Theorems 8.2 and 8.3. Assume first that
A is regular as in Theorem 8.2. By the property 1 already proved in the previous
section, A is also regular. Then, PA = perA and PA = det(A) have finite
valuations and degree, such that 0 6 valPA 6 degPA 6 nd and 0 6 valPA 6
degPA 6 nd. The inequalities valPA > valPA and degPA 6 degPA are trivial
when valPA = 0 and degPA = nd. When valPA > 0, 0 is an eigenvalue of A with
multiplicity m0,A = valPA, and (PA)` = ĉh
min
` (A) = 0, for ` < valPA. Then, by
the same arguments as in the previous section, we have ch`(A) = 0, for ` < valPA,
hence, for all  > 0, valPA > valPA, and 0 is an eigenvalue of A with multiplicity
> m0,A. Similarly, when degPA < nd, −∞ is an eigenvalue of A with multiplicity
m−∞,A = nd− dA, and (PA)` = ĉhmin` (A) = 0, for ` > degPA. Then, by the same
arguments as in the previous section, we have ch`(A) = 0, for ` > degPA, hence
degPA 6 degPA, and ∞ is an eigenvalue of A with multiplicity > m−∞,A. This
proves Points (1) and (2) of Theorem 8.2.
Assume now that A is regular as in Theorem 8.3. By the property 2 already
proved in the previous section, A is regular, for generic values of the parameters
(ak)ij . Then, by what is already proved above, for these generic values of the
parameters (ak)ij , the inequalities valPA > valPA and degPA 6 degPA hold.
By the definition of the valuation and degree, we have (PA)` = ĉh
min
` (A) 6= 0,
for ` = valPA and ` = degPA. Moreover, using Lemma 7.3, for both values
of `, we have ch`(A) ' (ch`)SatA (a)ĉh
min
` (A), and for generic values of a, we have
(ch`)
Sat
A (a) 6= 0, and ch`(A) ∼ (ch`)SatA (a)α, so ch`(A) 6= 0. Hence, for these generic
values of the parameters (ak)ij , we have valPA = valPA and degPA = degPA.
Since the intersection of generic sets is a generic set, all the above properties hold
for generic values of a: A is regular, valPA = valPA and degPA = degPA.
10.3. Proof of Point (3) of Theorems 8.2 and 8.3. Let γ, mγ,A, m
′
γ,A, m
′′
γ,A
be as in Point (3) of Theorems 8.2. Let (U, V ) be a Hungarian pair (U, V ) with
respect to Â(γ), and let us first consider the case where G = Sat(Â(γ), U, V ), and
Gk = Gk(A, γ) ∩G for all 0 6 k 6 d.
Let us add some notations. For any U ∈ Rn, we denote by d(U) the diagonal
n× n matrix over C such that (d(U))ii = Ui (and (d(U))ij = 0 for i 6= j). Then
d(U) is invertible (in Cn×n) and d(U)−1 = d(−U).
Consider the scaled matrix polynomial
B = d(−U)A(γY) d(−V ) ,
or, making explicit the coefficients of B,
B = B,0 + YB,1 + · · ·+ YdB,d .
Then, using for instance Lemma 7.3, we get that for every k = 0, . . . , d,
(32) (B,k)ij ' (ak)ij(Bk)ij , for all 1 6 i, j 6 n ,
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where Bk = ((Bk)ij) ∈ Rn×nmin is such that Bk = d(−U)γkAk d(−V ) =
d(U)−1γkAk d(V )−1. Let us denote by B the min-plus matrix polynomial B =
B0 ⊕ · · · ⊕ YdBd. Then 1 is an eigenvalue of B with multiplicity m1,B = mγ,A,
and using the appropriate notations, we have m′1,B = m
′
γ,A and m
′′
1,B = m
′′
γ,A.
Moreover, B̂(1) = d(U)−1Â(γ) d(V )−1, and since (U, V ) is a Hungarian pair with
respect to Â(γ), we get, by Corollary 9.2, that (1,1) is a Hungarian pair with re-
spect to B̂(1), that per B̂(1) = 1, and G = Sat(Â(γ), U, V ) = Sat(B̂(1),1,1). We
also have Gk(A, γ) = Gk(B, 1). So we are reduced to the case where γ = 1, and
U = V = 1. Moreover, (Bk)ij > B̂ij(1) > 1 for all k = 0, . . . , d and i, j ∈ [n],
and we have (Bk)ij = 1 if and only if (i, j) ∈ Gk = Gk(B, 1) ∩G. Using (32), this
implies that
lim
→0
B = a(γ) ,
where a(γ) is given in (31). This implies that lim→0 det(B) = det(a(γ)).
Using the above notations, we have that the formal characteristic polynomials
of B and B are given by det(B) =
∑nd
`=0 ch`(B)Y` and perB = ⊕nd`=0ĉhmin` (B)Y`.
Moreover, by Lemma 7.3, we have ch`(B) ' (ch`)SatB (a)ĉh
min
` (B). Hence the poly-
nomial P = det(B) ∈ C[Y] satisfies the assumptions of Theorem 6.1 with the degree
nd instead of n, P = perB, and p =
∑nd
`=0(ch`)
Sat
B (a). Moreover the scalar c = 1
is a finite root of P with multiplicity m = mγ,A, and we have m
′ = m′γ,A in Theo-
rem 6.1. Since P̂ (1) = per B̂(1) = 1, we get that p(1) = lim→0 det(B) and so the
above properties show that p(1) = det(a(γ)).
Assume now that the matrix polynomial a(γ) is regular. This means that p(1)
is non identically zero. Applying Theorem 6.1, we get that if it has mγ > 1 non-
zero eigenvalues, λ1, . . . , λmγ , then, the matrix polynomial B has mγ eigenvalues
M,1, . . . ,M,mγ with limits λ1, . . . , λmγ . This implies that A has mγ eigenvalues
L,i = γM,i, i = 1, . . . ,mγ , with first order asymptotics of the form L,i ∼ λiγ .
If 0 is an eigenvalue of the matrix polynomial a(γ) with multiplicity m′γ , then the
valuation of p(1) is equal to m′γ , hence applying Theorem 6.1, we get that the matrix
polynomial B has precisely m′γ eigenvalues converging to 0. Finally, the remaining
m′′γ = nd−mγ−m′γ eigenvalues of B have a modulus converging to infinity. Hence,
the matrix polynomial A has precisely m′γ eigenvalues L such that L ' 0γ , and
m′′γ = nd − mγ − m′γ eigenvalues L such that the modulus of −γL converges
to infinity. Finally the inequalities mγ 6 mγ,A, m′γ > m′γ,A and m′′γ > m′′γ,A are
deduced from Theorem 6.1. This finishes the proof of Point (3) of Theorem 8.2 in
the case G = Sat(Â(γ), U, V ).
Let us show Point (3) of Theorem 8.3. Let us fix the matrix polynomial A and so
the matrix polynomial B. By Lemma 7.3, for all ` such that P` = ĉh
min
` (B) 6= 0, we
have that, for generic values of a, p` = (ch`)
Sat
B (a) 6= 0. Since 1 is a finite root of P
with multiplicity mγ,A, and m
′
γ,A is the sum of the multiplicities of all the roots of P
greater than 1, we obtain, from Corollary 2.7, that P` = P̂ (1) = 1 6= 0 for ` = m′γ,A
and ` = m′γ,A + mγ,A. Then, for generic values of a, we have p` 6= 0 for ` = m′γ,A
and ` = m′γ,A+mγ,A, which implies that the polynomial p
(1) of (23) is non zero and
that its valuation is equal to m′γ,A and its degree is equal to m
′
γ,A + mγ,A. Then,
for generic values of a, mγ = mγ,A and m
′
γ = m
′
γ,A, and so m
′′
γ = m
′′
γ,A, which
finishes the proof of Point (3) of Theorem 8.3 in the case G = Sat(Â(γ), U, V ).
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To prove the same results when G = Opt(Â(γ)), we shall use the following
lemma.
Lemma 10.1. Let b be a matrix polynomial with coefficients in Cn×n and degree
d, let B ∈ Rn×nmin be a min-plus matrix such that perB 6= 0, and let (U, V ) be a
Hungarian pair with respect to B. Then, the matrix polynomials bG := bG0 + · · · +
YdbGd defined respectively with G = Sat(B,U, V ) and with G = Opt(B) have the
same eigenvalues.
Proof. Let σ be an optimal permutation for B. Then, by Corollary 9.4, the iden-
tity map is an optimal permutation for C := Pσ
−1
min B, (Uσ−1 , V ) is a Hungarian pair
with respect to C, and we have Opt(C) = Opt(B)σ−1,id, and Sat(C,Uσ−1 , V ) =
Sat(B,U, V )σ−1,id. Then, by Corollary 9.7, Opt(C) is the disjoint union of the
strongly connected components of Sat(C,Uσ−1 , V ). Multiplying the matrix poly-
nomials b and bG on the left by Pσ
−1
, and using the above notation, we deduce
that Pσ
−1
bG = cG
′
, with c = Pσ
−1
b and G′ = Gσ−1,id. Since Pσ
−1
is invertible,
the sequence of eigenvalues of bG is the same as the one of Pσ
−1
bG, hence the same
as the one of cG
′
. If G′ has several strongly connected components, then, up to a
permutation, the matrix polynomial cG
′
is bloc triangular, with diagonal blocs cS ,
for each strongly connected component S of G′. Then, the sequence of eigenvalues
of cG
′
is the disjoint union of the sequences of eigenvalues of the matrix polynomials
cS . Since the sequence of eigenvalues of bG is the same as the one of cG
′
, and, by the
above properties, the strongly connected components of G′ = Gσ−1,id are the same
for G = Opt(B) and G = Sat(B,U, V ), we deduce that the sequence of eigenvalues
of bG are the same for G = Opt(B) and for G = Sat(B,U, V ). 
Applying this result to the matrix polynomial b = a
G0(A,γ)
0 + · · · + YdaGd(A,γ)d ,
and the min-plus matrix B = Â(γ), we get that the matrix polynomials a(γ)
given in (31), with Gk = Gk(A, γ) ∩ G for all 0 6 k 6 d, and respectively
G = Sat(Â(γ), U, V ) or G = Opt(Â(γ)) have same eigenvalues. So the assertion of
Point (3) of Theorem 8.2 (resp. Theorem 8.3) for G = Sat(Â(γ), U, V ) is equivalent
to the one for G = Opt(Â(γ)), which finishes the proof of this point.
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