satisfies these conditions under the above assumptions, but in the sequel we shall have occasion to consider other possibilities. 
An Edgeworth Expansion for the Nelson-Aalen Estimator

K(t) = 2 v(t) -212(t),
(6) 2 z2 (t) = n,2(t) (see equation (1)), and Ib(.) is the standard normal cumulative distribution function.
Before continuing on, it may be helpful to the unfamiliar reader to note the following heuristic characterization of Kt(t), j 2,3. We may write (cf., DiCiccio and Efron, 1996) 
A(t) -A(t) -A(t) -A(t) ( -&A(t)-2(t)
+
A-\(t) -A(t) 3 (t) t3 (t) -32 (t)
where SKEW(X) denotes the skewness of the standardized version of a random variable X and
Ki2 (t) 1-_ E [ ( (t)) ((t) o-2(t) 1 E [ (kt) -~9 o(t)-j
Although the formulas for tj (t), j 2, 3, given in (5) and ( 
6nm 2n2 where 'b(z,) = c. The right-hand side is equal to z, plus a term that is O(n-1/2); simply using zc, to approximate K-1(ca; t) is standard practice and amounts to assuming that {A(t) -A(t)}/&A(t) is normally distributed with mean zero and variance one. As discussed earlier, incorporating the next term into an approximation for K '(ca; t) helps account for the bias and skewness arising in finite samples, thus yielding a more accurate approximation to the l00acth percentile of the distribution of {A(t) -A(t)}/&A(t). Carrying this further, suppose we define AEX(a; t) = A(t) -A(t) K-1(1 -a; t); then it is easy to see that pr {AEX((a; t) > A(t)} ac and therefore that AEX((a; t) constitutes an upper l 00cth percent confidence limit for A(t). First-order asymptotic theory dictates that K ( -a; t) be approximated by zl-,; since &A(t) = Op(n-l/2), it can be seen from (7) that the first-order approximation A(t) -&A( zl-a to AEX(a; t) satisfies A(t) -&A(t) zlo -AEX(a; t) = Op(n-1). However, if instead we substitute (7) into AEX((a; t) and express ,3(t) via K2(t) as in (6), we obtain A ~ ~ ~ A better approximation to AEX((a; t) may be constructed based on the right-hand side of (8) by finding appropriate estimates for the unknown terms (i.e., those inside the square brackets). Suppose we can find k(t) such that n1/2 k(t) = K2 (t) + Op (n-1/2); then, since n 1/2 &A (t) = i (t) + Op (n -1/2) and &A (t) = Op (n-1/2), it follows that AEX (a; t) -Asw (a; t) = Op (n-3/2), where Asw(a; t) = A(t) -&A(t) {Z1 +)
+Ev(t) K.2 (t)] 2 _ [ (t) +K2 (t) 1 Op(n3/2).(8 AEX(ac;t) = A(t)-&A(t) zl
While the above may seem somewhat complicated, it is perhaps useful to point out here that the conditions on &A(t) and k(t) simply ensure that one has selected estimators having sufficient accuracy so as to not disturb the overall Op(n-3/2) error term. A simple estimator satisfying the important condition nm1/2k(t) = K2 (t) + Op(n-l/2) is k(t)= 31 jt)
(Strawderman and Wells, 1997, Theorem 3). This can be easily computed using any standard software package that outputs the number at risk at each death time (e.g., S-PLUS). In the next section, we show how Asw (c; t) may be used to devise better confidence limits for quantiles within a class of time-transformed methods. Before doing so, however, we should note that the most restrictive assumptions being made in this section are (i) the absolute continuity of the failure time distribution and (ii) the fact that the censoring times represent a random sample from a fixed distribution. Consequently, for example, the results we present above or in the ensuing sections do not hold for discrete failure time distributions. Technically, the results we present do not even hold for grouped continuous data, such as survival times rounded to the nearest day or week in a clinical trial. If the grouping is very fine relative to the time scale considered, then the effect of the grouping will likely be minimal in practice. For not-too-coarsely grouped data, it may be possible to adjust the expansions (4), (7), and (8) using Sheppard-corrected cumulants in a manner similar to Kolassa and McCullagh (1990) 
S(t) -log S(t)) and nrJ2(A(t)-A(t)).
The simulation study of Klein (1991) showed that (S(t) is to be preferred over S2(t)&2(t) for estimating the variance of S(t) since it is less biased and has comparable mean squared error.
The interval (11) can easily be generalized via the delta method as well as be extended to arbitrary quantiles. Suppose S(t) is a consistent estimator of S(t), nms(t) is a consistent estimator for the asymptotic variance of n/2(S(t) -S(t)), and nr/2(S(t) -S(t)) is asymptotically normally distributed. Then, if g(.) is a continuous differentiable function such that g'{S(t)} 4 0, an obvious generalization of (11) where tp is the pth quantile of the failure time distribution (i.e., S(tp) = -p). Note that (13) reduces to (11) when S(t) = S(t), (S(t) = (S(t), p = 0.5, and g(x) = x. Let r(ca; t) = g{S(t)} -g'{S(t)} tS(t) b-1(1 -c). Then an equivalent reformulation of (13) 
where r(oa;t)
A(t) -aG(t)b-(1-o).
At p = 1/2, A(tp) = log2 and thus (14) is simply the analog to (11) based on the Nelson-Aalen estimator. This interval was not considered in Slud et al. (1984) .
An advantage of using test-based intervals to form confidence sets for quantiles is that the density function of the failure time distribution need not be estimated. However, the quantiles used in calculating any of the test-based intervals above assume that the distribution of the relevant studentized statistic (e.g., {A(t) -A (t)}/&A(t)) is standard normal. For small sample sizes or under heavy censoring, this approximation is usually inadequate; evidence of this in the case of the Nelson-Aalen estimator can be found in Strawderman and Wells (1997) . We may use the results of Section 2.2 to improve upon (14); in particular, define where Asw(av; t) is defined in (9). Due to the relationships between r(a; t), Asw(cv; t), and AEX((a; t), it is easily seen that this interval is an appropriate generalization of (14). In addition, the interval endpoints Asw(.; t) are theoretically speaking more accurate (in probability) than those used to compute (14) since the former match the corresponding exact endpoints to Op(n-3/2) instead of Op(n-1) on the cumulative hazard scale. Computation of Asw(.; t) (and hence 12) can be done exactly as described in Section 2.2 [see (9)]. Alternatively, one can calculate (9) using any other estimates 3(t) and ki(t) provided &(t)-&A (t) = Op (n-3/2 ) and nr /2k(t) = s2 (t) + Op (n-1/2)-3. 1 -(1 -a) . Asymptotically, this can be shown to be equivalent to the test-based intervals of the previous section; the relevant argument is similar to that found in Slud et al. (1984) for the median survival time.
The interval 13 has a modest computational advantage over test-based intervals since the interval endpoints need only be computed at a single point. Since the endpoints of 13 are only required at one point, namely tp, it is feasible here to use the nonparametric bootstrap to estimate K(z; tp) and consequently construct a bootstrap analog to 13. An example of this approach may be found in Strawderman and Wells (1997); however, due to the extensive computational burden involved, simulations using the bootstrap-based interval were not conducted.
The simulation study of Slud et al. (1984) demonstrated that confidence intervals for tO5 based on 13 had substantially better coverage properties than (11). A theoretical justification for why this should occur was not provided; however, their results indicate that the length of the interval 13 is typically larger than (11), and this may provide part of the answer. However, as our simulation study will show, it is not the entire answer, for the interval I1 (the analog to (11) on the cumulative hazard scale) is typically the longest and also has coverage inferior to 13. At the end of Section 4, we provide some additional justification as to why the latter occurs and, in the process, describe the nature of the correction implicit in using 13.
We may construct a number of competitors to 13 using the expansion (9), the most obvious being 14 {t: At) E , it can be readily seen from the above representation that the reflected interval 13 is essentially equivalent to a test-based interval constructed from {A(t) -it}/o(tp). By Slutsky's Theorem, the latter is asymptotically normally distributed with variance u2(t)/,72(tp) under Ho, hence not pivotal since the variance is an increasing function of the parameter t that equals 1 only for t = tp. The first-order asymptotic validity of 13 is assured since ultimately we only really require that {A(t) -A(tp)}/,f(tp) N(O, 1) x (1 + op(1)) for t in a neighborhood about tp of size O(n-1/2), which is indeed the case. However, these observations cast some considerable doubt on the appropriateness of reflected intervals in the case of small samples and/or heavy censoring. Furthermore, any improvements in coverage accuracy gained from using 12 over I1 are essentially predicated upon the fact that a pivotal statistic is being inverted to form a confidence interval; hence, one should not necessarily expect to realize such gains from using 14 in place of 13.
Interval Computation in Practice Each of the intervals in Sections 3.1 and 3.2 is computed on a time-transformed scale and can be expressed in the form {t A(t) C [L(t), U(t)]} or {t S(t) e [L(t), U(t)]} as appropriate. To translate these intervals onto the original time scale, the associated inverse functions for A(t) and S(t) are needed; these are defined (cf., Slud et al., 1984) as A-l(x)
= inf{t: A(t) > x} and 5S 1(x) = inf{t: S(t) < x}. The fact that the Kaplan-Meier and Nelson-Aalen estimators are right-continuous step functions must be accounted for when making this translation since failure to compute these confidence limits properly can have important implications for the coverage properties of both test-based and reflected intervals.
We will illustrate the computations involved for the interval II, which is defined in (14) and uses the Nelson-Aalen estimator. Recalling that b(z,) = a, we first note that this interval may be rewritten in the form {t A
(t) E [A(tp) + OG(t)Zo /2, A(tp) + 3G(t) I-o/2]}:
where A(tp) -log(1 -p) is a known constant; for example, if p = 1/2, then A(to.5) = log 2. Here, Table 1 .
L(t) = A(tp) + &fG(t)Zo,/2 and U(t) = A(tp) + &fG(t)Z1-a/2.
To compute the lower confidence limit for a given set of data, we must find the smallest value of t for which A(t) > L(t). Because A(t) is a right-continuous step function with jumps occurring only at failure times, this always occurs at the first failure time for which A(t) > L(t). Computation
In this study, we considered six possible methods for constructing confidence intervals, the first four being 11-14. We also computed Explicit corrections are minimal in the case of any test-based interval (i.e., I1, 12, 16). For example, the lower confidence limit on the survival time scale can never be less than the smallest For the reflected intervals 13, 14, and 15, similar corrections are used. The minimum allowable lower confidence limit is set to the smallest observed death time; however, unlike test-based intervals, this is not guaranteed to occur. This is because on the cumulative hazard scale, the lower limit of the interval used to construct 13 could be negative, whence the definition of Ak-(x) evaluated at negative x leads to t = 0. Similarly, semi-infinite intervals are not allowed, and so the maximum possible limit has been set to the largest observed survival time. Under heavy censoring, there may be a significant percentage of reflected intervals for which the median survival time cannot be estimated; this is because the probability that the estimated survival curve will not cross 0.5 can be substantial. In such cases, the confidence interval is taken to be (smallest death time, largest observation time). In theory, this is more likely to occur for 13 (which is based on A(t)) than for 15 (which is based on S(t)) since S(t) < exp{ -A(t)} for all t (cf., Fleming and Harrington, 1984); practically speaking, the rates for which this occurs should be about the same and drop quickly as the sample size (censoring percentage) increases (decreases).
Through experimentation, we found that the choice of variance estimator, while unimportant asymptotically, made a substantial difference in practice for the test-based intervals. Comparable results were obtained for reflected intervals 13 and 15 using either &2 (t) or &2(t), and results are thus reported for the former. This similarity should not be surprising since the difference between &2 (t) and &2(t) is typically small for t < to 5. For the intervals 12 and 14, we estimated the variance and correction term exactly as described in Section 2.2; that is, we used &2(t) and k(t) as respectively defined in (2) and (10). These choices consistently led to the most impressive results. Other estimators were also considered; for example, we used &2(t) and also the corresponding modification of (10) and found both intervals to be conservative for smaller sample sizes. Tables 2-4 summarize the results for n = 21, and Tables 5-7 summarize the results for n = 41. For a given a level, the confidence intervals should have coverage 100(1 -o)%, the percentage of times the lower confidence limit exceeds the true median survival time (miss low) should be (1/2)a, and the percentage of times the upper confidence limit is less than the true median survival time (miss high) should be (1/2)o. We also calculated the average and median interval lengths, the percentage of intervals with the lower confidence limit set equal to the minimum observed failure time, the percentage of intervals with the upper confidence limit set equal to the minimum observed survival time, and the percentage of intervals that were set to (smallest death time, largest observation time). Those results are briefly summarized below as well. Our simulation results show that the new test-based interval 12 is superior to all others considered in terms of maintaining coverage accuracy, being very close to nominal levels in all cases. In fact, for the 48 empirical coverages we calculated, only 3 were (barely!) outside the 95% Monte Carlo coverage limits given at the beginning of this section. The degree of correction provided by 12 over its unadjusted analog I1 is substantial, both in terms of length and coverage. The intervals 13 and Is are much more conservative, having substantially larger empirical coverage than 12 in almost every case. The intervals 1i, 14, and 16 almost always have less than nominal coverage, often significantly so. None of the intervals considered are particularly impressive with regard to balancing coverage errors appropriately, although 12 consistently does reasonably well for n = 41. All of the test-based intervals (and also 14) have a tendency to under cover on the left and over cover on the right; the opposite appears to be true for the reflected intervals 13 and I15. This is particularly evident under heavy censoring. The interval 12, while not perfect, seems to have most appropriately distributed the total error into the two tails. In contrast, the interval 16 balances coverage quite well in both tails for both sample sizes but is always anticonservative. Jennison and Turnbull (1985) comment on the often asymmetric distribution of the errors in the two tails for the reflected intervals 13 and 15 and also suggest a modification of the Brookmeyer-Crowley interval 16. This modified version is, through limited reporting of a more extensive simulation study, shown to maintain an excellent balance of coverage error. The proposed modification requires estimating the variance at each time t under the constraint that S(t) = 1/2, which is exactly the null hypothesis used to derive all the test-based confidence intervals considered here. However, calculation of the adjusted variance involves a number of iteratively determined constrained optimizations. We prefer the interval 12 for the simple reasons that (i) it has a solid theoretical basis; (ii) it can be computed using output from standard software packages or, for that matter, on a hand calculator; and (iii) as the above results show, it performs extremely well for all the examples considered, particularly with respect to maintaining overall nominal coverage. The interval index generally described its rank in terms of overall average length; that is, I1 was typically the longest, 12 was typically next, and so on. Table 8 Table 5 of Slud et al. (1984) . Except in the case of very heavy censoring, the length of 12 is comparable to the reflected intervals 13 and 15. For o& = 0.05, a similar pattern was also observed for n = 21, although the discrepancy in length between the three intervals was somewhat more pronounced. The lengths of each of 12, 13, and 15 were very similar for o = 0.10 at both n = 21 and n = 41. Finally, regardless of censoring pattern or level, interval The test-based intervals usually had a higher percentage of intervals using the largest observation time as the upper endpoint, with I1 doing so the most; the reflected intervals used the lowest failure time more often than did the test-based intervals. This was most evident for small sample sizes and/or under heavy censoring. Since the interval lengths were (moderately) positively skewed in all cases, this suggests that, on the failure-time scale, the test-based intervals were generally located too far to the right and the reflected intervals too far to the left. The observed differences in tail over and under coverage are also consistent with this observation.
A More In-Depth Analysis of the Relationships Between 'i -14
The interval h1 is computed on a time-transformed scale. First, the usual pointwise confidence limits are constructed for A(t) at each point t based on the Nelson-Aalen estimator. Then, a confidence set on the time scale is determined by finding the set of points t for which the (horizontal) line A(t) A A(t5) lies within the (vertical) confidence limits for A(t). The lower confidence limit on the time scale becomes the first point at which the line A(t) = A(to.5) crosses over the upper confidence limit for A(t); similarly, the upper confidence limit on the time scale becomes the first time point at which this line crosses the lower confidence limit for A(t). Analogous calculations are done for 12, 13, and 14, although the latter two are slightly different for reasons discussed below. Our simulation results show that II is anticonservative, failing to extend far enough to the left and extending too far to the right.
The behavior observed here for the interval I1 can be used to motivate the improvement afforded by intervals 12 and 13 and also the less promising behavior of interval 14. Before continuing, however, . These intervals are now written in a form similar to test-based intervals but with some distinct differences. First, the theoretical target A(tp) has been replaced by its sample analog A(tp). Second, unlike the test-based intervals II and 12, the width of the confidence limits (on the cumulative hazard scale) used to compute 13 and 14 does not vary with t; rather, the length is fixed according to the values of &2(ip) and k(tp). Hence, for the o& levels considered, 13 and 14 are essentially computed by constructing a modified 100(1 -2o)% Gill confidence band (cf., Fleming and Harrington, 1991, Section 6.3) for A(t) when t < Ep, and those limits are then extrapolated forward through time for t > tp. This is not entirely accurate; however, it is a reasonable interpretation and provides justification for why the reflected interval 13 is so conservative. It also helps to explain the rather uneven performance of 14, for viewed as an interval for tp based on a confidence band for the cumulative hazard function, it is clear that the adjustment made to 13 by 14 is ad hoc at best and hence should not be expected to improve upon 13. Table 9 gives the analog of Table 1 Tables 2-7 showed that, on average, less than 0.5% of the observation times failed to satisfy this condition. See Strawderman and Wells (1997, Proposition 1) for additional results along these lines. The fact that Asw(o; t) nearly always exceeds A(t) -6(t)-(1 -&) implies that, on the cumulative hazard scale, the confidence limits are no longer symmetric about A(t) but rather skewed and shifted in the positive (vertical) direction. In turn, this results in a shift of the lower and upper confidence limits for to05 (i.e., on the time scale) to the left. In addition, since the confidence limits on the cumulative hazard scale tend to fan outward as t gets larger, moving the confidence limits on the cumulative hazard scale upward shortens the right tail of the interval while lengthening the left tail. This leftward shift improves the balance of these errors on either side of the true median survival time.
The behavior of 13 relative to I1 can be similarly motivated. We see from the test-based representation of L3 given earlier in this section that the interval width on the cumulative hazard scale is fixed at 23(to.5)zl ,/2. Since 6(t) is an increasing function of t, this implies that on the cumulative hazard scale the interval being used is more conservative than the pointwise limit used for computing I1 when t < to.5; similarly, it is too narrow when t > t0o5. Relative to I1, this implies that, on the failure time scale, 13 extends much farther to the left but not nearly as far to the right. This helps to explain why 13 over covers on the left and under covers on the right, the behavior being consistent with observations made in Section 3.2. In addition, the fact that I1 over covers on the right suggests that use of a conservative endpoint on the left will have a bigger impact on coverage thlan will the use of an anticonservative endpoint on the right.
Finally, comparing 14 to 13, the analogous test-based form of 14 and the nature of the correction for 12 discussed above together imply that on the cumulative hazard scale the limits used in computing 14 are shifted downward relative to those used to compute 13. This adjustment counter- We do not purport the interval '2 to be the final word on confidence intervals for median survival timnes and other quantiles, however. First, and perhaps most importantly, the results we present here depend rather heavily on the fact that the failure time distribution is absolutely continuous. The first-order methods are valid under more general conditions; more specifically, the existence of the failure time density in a neighborhood about the true quantile of interest is really all that is needed to ensure their validity. This is not to say that our results cannot be extended, only that the tools used to establish the expansions summarized in Section 2.2 depend on the assumption of absolute continuity. For example, the results of Mykland (1992 Mykland ( , 1993 Mykland ( , 1995 can be used to produce expansions such as (4) under weaker conditions; the stated convergence properties are, of course, commensurately weaker as well. Second, the lack of balance in coverage error exhibited by '2 for small sample sizes is a source of some (perhaps minor) concern. This behavior may possibly be imnproved through the use of variance-stabilizing transformations, such as those considered in Bie, Borgan, and Liest0l (1987). Of course, rather than considering variance stabilizing transformations, one could instead seek transformations that attempt to strike a balance between correcting for skewness and stabilizing the variance. This is the main idea underlying the BCa interval of Efron (1987) ; analytical approximations to this transformation are also possible (e.g., Konishi, 1991) . A third possibility is to use smoothing. It would be worthwhile to explore these various ideas further, keeping in mind that, in the absence of readily available software, computational simplicity is a real virtue for practitioners. Finally, although the specific test-based interval proposed in Jennison and Turnbull (1985, Section 2) constitutes an ad hoc adjustment to the Brookmeyer-Crowley interval, its reportedly good behavior and connections to computing likelihood ratio-based confidence intervals for survival probabilities (cf., Thomas and Grunkmeier, 1975 ) strongly suggest that it would be worth studying its likelihood ratio-based cousin in considerably more detail. However, the relevant theory is at this time largely undeveloped; some very important first steps in this particular area can be found in Murphy (1995) and also Hollander, McKeague, and Yang (1997).
