Affective computing is becoming more and more important as it enables to extend the possibilities of computing technologies by incorporating emotions. In fact, the detection of users' emotions has become one of the most important aspects regarding Affective Computing. In this paper, we present an educational software application that incorporates affective computing by detecting the users' emotional states to adapt its behaviour to the emotions sensed. is way, we aim at increasing users' engagement to keep them motivated for longer periods of time, thus improving their learning progress. To prove this, the application has been assessed with real users. e performance of a set of users using the proposed system has been compared with a control group that used the same system without implementing emotion detection. e outcomes of this evaluation have shown that our proposed system, incorporating affective computing, produced better results than the one used by the control group.
Introduction
In 1997, Rosalind W. Picard [1] defined Affective Computing as "computing that relates to, arises from, or influences emotions or other affective phenomena." Since then, a general concern about the consideration of the emotional states of users for different purposes has arisen in different research fields (phycology [2, 3] , marketing, computing, etc.).
Concretely, the underlying idea of Affective Computing is that computers that interact with humans need the ability to at least recognize affect [4] . Indeed, affective computing is a new field, with recent results in areas such as learning [5] , information retrieval, communications [6] , entertainment, design, health, marketing, decision-making, and human interaction where affective computing may be applied [7] . Different studies have proved the influence of emotions in consumers' behaviour [8] and decision-making activities [9] .
In computer science research, we could study emotions from different perspectives. Picard mentioned that if we want computers to be genuinely intelligent and to interact naturally with us, we must give computers the ability to recognize, understand, even to have and express emotions. In another different research work, Rosalind pointed out some inspiring challenges [10] : sensing and recognition, modelling, expression, ethics, and utility of considering affect in HCI. Studying such challenges still makes sense since there are gaps to be explored behind them. In humancomputer interaction, emotion helps regulate and bias processes in a helpful way.
In this paper, we focus our research in the use of emotions to dynamically modify the behaviour of an educational software application according to the user feelings, as described in Section 3. is way, if the user is tired or stressed, the application will decrease its pace and, in some cases, the level of difficulty. On the other hand, if the user is getting bored, the application will increase the pace and the difficulty level so as to motivate the user to continue using the application.
Finally, we have assessed the application to prove that including emotion detection in the implementation of educational software applications considerably improves users' performance.
e rest of the paper is organized in the following sections: In Section 2, some background concepts and related works are presented. In Section 3, we describe the educational software application we have developed enhanced with affective computing-related technologies. Section 4 shows the evaluation process carried out to prove the benefits of the system developed. Finally, Section 5 presents some conclusions and final remarks.
Background Concepts and Related Works
In this section, a summary of the background concepts of affective computing and related technologies is put forward. We provide a comparison among the different ways of detecting emotions together with the technologies developed in this field.
Affective
Computing. Rosalind Picard used the term "affective computing" for the first time in 1995 [11] . is technical report established the first ideas on this field. e aim was not to answer questions such as "what are emotions?," "what causes them?," or "why do we have them?," but to provide a definition of some terms in the field of affective computing.
As stated before, the term "affective computing" was finally set in 1997 as "computing that relates to, arises from, or deliberately influences emotion or other affective phenomena" [1] . More recently, we can find the definition of Affective computing as the study and development of systems and devices that can recognize, interpret, process, and simulate human affects [4] . In other words, any form of computing that has something to do with emotions. Due to the strong relation with emotions, their correct detection is the cornerstone of Affective Computing. Even though each type of technology works in a specific way, all of them share a common core in the way they work, since an emotion detector is, fundamentally, an automatic classifier.
e creation of an automatic classifier involves collecting information, extracting the features which are important for our purpose, and finally training the model so it can recognize and classify certain patterns [12] . Later, we can use the model to classify new data. For example, if we want to build a model to extract emotions of happiness and sadness from facial expressions, we have to feed the model with pictures of people smiling, tagged with "happiness" and pictures of people frowning, tagged with "sadness." After that, when it receives a picture of a person smiling, it identifies the shown emotion as "happiness," while pictures of people frowning will return "sadness" as a result.
Humans express their feelings through several channels: facial expressions, voices, body gestures and movements, and so on. Even our bodies experiment visible physical reactions to emotions (breath and heart rate, pupil's size, etc.).
Because of the high potential of knowing how the user is feeling, this kind of technology (emotion detection) has experienced an outburst in the business sector. Many technology companies have recently emerged, focused exclusively on developing technologies capable of detecting emotions from specific input. In the following sections, we present a brief review of each kind of affective information channel, along with some existing technologies capable of detecting this kind of information.
Emotion Detection Technologies.
is section presents a summary of the different technologies used to detect emotions considering the various channels from which affective information can be obtained: emotion from speech, emotion from text, emotion from facial expressions, emotion from body gestures and movements, and emotion from physiological states [13] .
Emotion from Speech.
e voice is one of the channels used to gather emotional information from the user of a system. When a person starts talking, they generate information in two different channels: primary and secondary [14] .
e primary channel is linked to the syntactic-semantic part of the locution (what the person is literally saying), while the secondary channel is linked to paralinguistic information of the speaker (tone, emotional state, and gestures). For example, someone says " at's so funny" (primary channel) with a serious tone (secondary channel). By looking at the information of the primary channel, the message received is that the speaker thinks that something is funny and by looking at the information received by the secondary channel, the real meaning of the message is worked out: the speaker is lying or being sarcastic.
Four technologies in this category can be highlighted: Beyond Verbal [15] , Vokaturi [16] , EmoVoice [17] and Good Vibrations [18] . Table 1 shows the results of the comparative study performed on the four analyzed technologies.
Emotion from Facial Expressions.
As in the case of speech, facial expressions reflect the emotions that a person can be feeling. Eyebrows, lips, nose, mouth, and face muscles: they all reveal the emotions we are feeling. Even when a person tries to fake some emotion, still their own face is telling the truth. e technologies used in this field of emotion detection work in an analogous way to the ones used with speech: detecting a face, identifying the crucial points in the face which reveal the emotion expressed, and processing their positions to decide what emotion is being detected.
Some of the technologies used to detect emotions from facial expressions are Emotion API (Microsoft Cognitive Services) [19] , Affectiva [20] , nViso [21] , and Kairos [22] . Table 2 shows a comparative study.
As far as the results are concerned, every tested technology showed considerable accuracy. However, several conditions (reflection on glasses and bad lightning) mask important facial gestures, generating wrong results. For example, an expression of pain, in a situation in which eyes and/or brows cannot be seen, can be detected as a smile by these technologies (because of the stretching, open mouth).
As far as time is concerned, Emotion API and Affectiva show similar times to scan an image, while Kairos takes much longer to produce a result. Besides, the amount of values returned by Affectiva provides much more information to the developers, and it is easier to interpret the emotion that the user is showing than when we just have the weight of six emotions, for example. It is also remarkable the availability of Affectiva, which provides free services to those dedicated to research and education or producing less than $1,000,000 yearly.
Emotion from Text.
ere are certain situations in which the communication between two people, or between a person and a machine, does not have the visual component inherent to face-to-face communication. In a world dominated by telecommunications, words are powerful allies to discover how a person may be feeling. Although emotion detection from text (also referred as sentiment analysis) must face more obstacles than the previous technologies (spelling errors, languages, and slang), it is another source of affective information to be considered. Since emotion detection from texts analyzes the words contained on a message, the process to analyze a text takes some more steps than the analysis of a face or a voice. ere is still a model that needs to be trained, but now text must be processed in order to use it to train a model [23] . is processing involves tasks of tokenization, parsing and part-of-speech tagging, lemmatization, and stemming, among others. Four technologies of this category are Tone Analyzer [24] , Receptiviti [25] , BiText [26] , and Synesketch [27] .
Due to the big presence of social media and writing communication in the current society, this field is, along with emotion detection from facial expressions, one of the most attractive fields to companies: posts from social media, messages sent to "Complaints" section, and so on. Companies which can know how their customers are feeling have an advantage over companies which cannot. Table 3 shows a comparative study of some of the key aspects of each technology. It is remarkable that as far as text is concerned, most of the companies offer a demo or trial version on their websites, while companies working on face or voice recognition are less transparent in this aspect. Regarding their accuracy, the four technologies have yielded good values. On the one hand, BiText has proved to be the simplest one, as it only informs if the emotion detected is good or bad. is way, the error threshold is wider and provides less wrong results. On the other hand, Tone Analyzer has proved to be less clear on its conclusions when the text does not contain some specific key words.
As far as the completeness of results is concerned, Receptiviti has been the one giving more information, revealing not only affective information but also personalityrelated information.
e main drawback is that all these technologies (except Synesketch) are pay services and may not be accessible to everyone. Since Synesketch is not as powerful as the rest, it will require an extra effort to be used.
Emotion from Body Gestures and Movement.
Even though people do not use body gestures and movement to communicate information in an active way, their body is constantly conveying affective information: tapping with the foot, crossing the arms, tilting the head, changing our position a lot of times while seated, and so on. Body language reveals what a person is feeling in the same way our voice does.
However, this field is quite new, and there is not a clear understanding about how to create systems able to detect emotions relating to body language. Most researchers have Mobile Information Systems 3 focused on facial expressions (over 95 per cent of the studies carried out on emotions detection have used faces as stimuli), almost ignoring the rest of channels through which people reveal affective information [28] . Despite the newness of this field, there are several proposals focused on recognizing emotional states from body gestures, and these results are used for other purposes. Experimental psychology has already demonstrated how certain types of movements are related to specific emotions [29] . For example, people experimenting fear will turn their bodies away from the point which is causing that feeling; people experimenting happiness, surprise, or anger will turn their bodies towards the point causing that feeling.
Since there are no technologies available for emotion detection from body gestures, there is not any consensus about the data we need to detect emotions in this way. Usually, experiments on this kind of emotion detection use frameworks (as for instance, SSI) or technologies to detect the body of the user (as for instance, Kinect), so the researches are responsible for elaborating their own models and schemes for the emotion detection. ese models are usually built around the joints of the body (hands, knees, neck, head, elbows, and so on) and the angle between the body parts that they interconnect [30] , but in the end, it is up to the researchers.
Emotion from Physiological States.
Physiologically speaking, emotions originate on the limbic system. Within this system, the amygdala generates emotional impulses which create the physiological reactions associated with emotions: electric activity on face muscles, electrodermal activity (also called galvanic skin response), pupil dilatation, breath and heart rate, blood pressure, brain electric activity, and so on. Emotions leave a trace on the body, and this can be measured with the right tools.
Nevertheless, the information coming directly from the body is harder to classify, at least with the category system used in other emotion detection technologies. When working with physiological signals, the best option is to adopt a classification system based on a dimensional approach [25] . An emotion is not just "happiness" or "sadness" anymore, but a state determined by various dimensions, like valence and arousal. It is because of this that the use of physiological signals is usually reserved for research and studies, for example, related to autism. ere are no emotion detection services available for this kind of detection based on physiological states, although there are plenty of sensors to read these signals.
In a recent survey on mobile affective computing [31] , authors make a thorough review of the current literature on affect recognition through smartphone modalities and show the current research trends towards mobile affective computing. Indeed, the special capacities of mobile devices open new research challenges in the field of affective computing that we aim to address in the mobile version of the system proposed.
Finally, we can also find available libraries to be used in different IDEs (integrated development environments) supporting different programming languages. For instance, NLTK, in python [32] can be used to analyze natural language for sentiment analysis. Scikit-learn [33] , also in python, provides efficient tools for data mining and data analysis with machine learning techniques. Lastly, OpenCV (Open Source Computer Vision Library) [34] supports C++, Python, and Java interfaces in most operating systems. It is designed for computer vision and allows the detection of elements caught by the camera in real time to analyze the facial points detected according, for instance, to the Facial Action Coding System (FACS) proposed by Ekman and Rosenberg [35] . e data gathered could be subsequently processed with the scikit-learn tool. 
Modifying the Behaviour of an Educational Software Application Based on Emotion Recognition
Human interaction is, by definition, multimodal [36] . Unless the communication is done through phone or text, people can see the face of the people they are talking to, listen to their voices, see their body, and so on. Humans are, at this It is important to remark that a multimodal system is not just a system which takes, for example, a ective information from the face and from the voice and calculates the average of each value. e hard part of implementing one of these systems is to combine the a ective information correctly. For example, a multimodal system combining text and facial expressions that detects a serious face and the message "it is very funny" will return "sarcasm/lack of interest," while the result of combining these results in an incorrect way will return "happy/neutral." It is proven that by combining information from several channels, the accuracy of the classi cation improves signi cantly.
For example, let us imagine we need to assess the stress levels of a person considering the a ective information gathered through three di erent channels: a ective information extracted from facial expressions, voice, and body language. Since we have more than one channel, we can support each measure taken from each channel with values detected in the others. is way, it is possible not only to con rm with a high level of certainty the occurrence of an a ective state, but also to detect situations that could not be sensed without performing multimodal emotion detection, as sarcasm.
e following code snippet shows an easy example of a ective information combination. e mere fact of considering a measure in the context of more a ective information gives us a whole new dimension of information.
To this end, we have developed an initial prototype in order to study how using multimodal emotion detection systems on educational software applications could enhance the user experience and performance. e proposed prototype, named emoCook, has been developed as a game to teach English to 9-11-year-old children. Information about this prototype can be found at [37] . At present, the prototype is only available in Spanish as it is initially addressed to Spanish-speaking children in the process of learning English. e architecture of this application is shown in Figure 1 . During the gameplay, the user is transmitting a ective information (Figure 1-1) through their face, their voice, their behaviour, and so on. e prototype is receiving this information (Figure 1-3) and sending it to several third-party emotion detection services (Figure 1-4) . After retrieving this information (Figure 1-5) , we put it in context to extract conclusions from it about the user's performance (Figure 1-6 ). Based on these results, the pace and di culty level of the game changes (Figure 1-7) , adapting it to the user's a ective state (Figure 1-2) . e theme of the game was focused on cooking issues to practice vocabulary and expressions related to this topic. It is organized in di erent recipes, from the easiest to hardest. Each recipe is an independent level and is divided into two parts. e rst part is a platform game in which the player must gather all the ingredients needed to cook the recipe (Figure 2 ). e ingredients are falling from the sky all the time, along with other food we do not need for the recipe. If the player catches any food that is not in the ingredients list, it is considered as a mistake.
e maximum number of mistakes allowed per level is ve.
After nishing this rst part, the system shows a set of sentences (more or less complex) including vocabulary related to the recipe that the player has to read out loud to practice speaking and pronunciation. If the user fails thrice to read a sentence, the system will move to the next one, or nish the exercise if it is the last sentence. is prototype has been implemented with three emotion detection technologies, which monitor the player's e game keeps a record of the keys pressed by the users, considering different factors: when they press a correct key, when they do not, when they press it too fast, and so on.
Because of changes on Beyond Verbal API, affective data from the speech could not be collected, so in the end, only data from the facial expression (using Affectiva) and from the behaviour when pressing keys (using Keylogger) were used. Affectiva is a third-party service, while Keylogger was developed within the prototype.
A mobile version of the system is also available, and it can be used through a browser running on a mobile device [37] . is way, the game can be controlled both with the arrow keys in a keyboard and by touching on a tactile screen. Touching on the left-hand side of the screen makes the character move to the left. Touching on the right-hand side of the screen makes the character move to the right and touching twice very quickly in any part of the screen makes the character jump upwards. Figure 3 shows a screenshot of the mobile version of the application running in the Firefox browser in a mobile device. e possibility of using the system through a mobile device opens new ways of detecting emotions that we aim to explore in further research. For instance, we could use sensors such as the accelerometer or gyroscope to gather affective information. Initial trials have been performed with the API offered in [38] with promising results that will be further explored.
Evaluation of the System
In order to prove the initial hypothesis, the system has been assessed with real users by applying the method described in this section.
Participants and Context.
We recruited sixteen children aged between 10 and 11 years old belonging to the same primary school and with a similar level of English knowledge to avoid differences in the education level that could affect the evaluation results.
eir parents had been previously informed and authorised their participation in this evaluation. e setup of the experiment consisted of two laptops, one in front of the other so that participants could not see each other. Both laptops were equipped with mouse and webcam and Windows 10 as operating system and were connected to the same Wi-Fi network. e prototype was accessed through the browser Google Chrome in both laptops.
is setup was prepared in a room the English teachers of the primary school provided us within the school premises.
Evaluation Metrics.
e system was measured considering three types of metrics: effectiveness, efficiency, and satisfaction, that is, the users' subjective reactions when using the system. Effectiveness was measured by considering task completion percentage, error frequency, and frequency of assistance offered to the child. Efficiency was measured by calculating the time needed to complete an activity, specifically, the mean time taken to achieve the activity. Besides, some other aspects were also considered such as the number of attempts needed to successfully complete a level, number of keystrokes, and the number of times a key was pressed too fast as an indicative signal of nervousness.
Finally, satisfaction was measured with the System Usability Scale (SUS) slightly adapted for teenagers and kids [39] . is questionnaire is composed of ten items related to the system usage. e users had to indicate the degree of agreement or disagreement on a 5-point scale.
Experimental Design.
After several considerations regarding the evaluation process for games used in learning environments [40] , the following features were established:
e sample of participants was divided into two groups of the same size, being one of them the control group. is control group tested the application implemented without emotion detection and hence without modifying the behaviour of the application in real time according to the child's emotions. is one was called the System 2 group. e other group tested the prototype implemented with emotion detection which adapted its behaviour, by modifying the pace of the game and difficulty level, according to the emotions detected on the user, in such a way that if the user becomes bored, the system increases the pace of the game and difficulty level and on the contrary, if the user becomes stressed or nervous, the system decreases the speed of the game and difficulty level. is one was called the System 1 group. By doing this, it can be shown how using emotion detection to dynamically vary the difficulty level of an educational software application influences the performance and user experience of the students.
(ii) Intervention. e test was conducted in the premises of the primary school in a quiet room where just the participants (two at a time) using System 1 and System 2 and the evaluators were present. We prepared two laptops of similar characteristics, one of them running System 1 with the version of the application implemented with emotion recognition and the other laptop running System 2 with the version of the application without emotion recognition.
e whole evaluation process was divided into two parts:
(i) Introduction to the Test. At the beginning of the evaluation, the procedure was explained to the sixteen children at a time, and the game instructions for the different levels were given. (ii) Performing the Test. Kids were called in pairs to the room where the laptops running System 1 and System 2 were prepared. None of the children knew what system they were going to play with. At the end of the evaluation sessions, the sixteen children completed the SUS questionnaire. Researchers were present all the time, ready to assist the participants and clarify doubts when necessary. When a participant finished the test, they returned to their classroom and called the next child to go in the evaluation room.
To keep the results of each participant fully independent, the sixteen users were introduced on the database of the prototype with the key "evalX," being "X" a number. Users with an odd "X" used System 1, while those with an even "X" were assigned to System 2 (control group).
e task that the participants had to perform was to play the seven levels of the prototype, including each level a platform game and a reading out loud exercise. e data collected during the evaluation sessions were subsequently analyzsed, and the outcomes are described next.
Evaluation Outcomes and Discussion.
Although participants with System 1 needed, on average, a bit more time per level to finish (76.18 seconds against 72.7), we could appreciate an improvement on the performance of the participants using System 1, as most of them made less than 5 mistakes on the last level, while only one of the control group users of System 2 had less than 5 mistakes. Figure 4 shows the evolution of the average number of mistakes, which increases in the control group (System 2) from level 4 onwards. Since the game adapts its difficulty (in System 1), after detecting a peak of mistakes in the fourth level (as a sign of stress, detected as a combination of negative feelings found in the facial expression and the way the participant used the keyboard), the difficulty level was reduced. is adaptation made the next levels easier to play for participants using System 1, what was reflected in less mental effort. Since participants using System 2 did not have this feature, their average performance got worse.
On average, participants using System 1 needed 1.33 attempts to finish each level, while participants using System 2 needed 1.59, almost 60% more. Also, the ratio of mistakes to total keystrokes was also higher in the case of System 2 users (19% against the 12% from users of System 1). Likewise, System 2 users asked for help more often (13 times) than System 1 users (10 times). In future experimental activities, the sample size would be increased in order to obtain more valuable data.
e evaluation was carried out as a between-subjects design with emotion recognition as the independent variable (using or not using emotion recognition features) and attempts (attempts needed to nish each level), time (time (seconds) needed to nish each level), mistakes (number of mistakes), keystrokes (number of keystrokes), and stress (number of times a key was pressed too fast in a short time) as the dependent variables.
We performed a standard t-test [41] to compare the means of each dataset and test the null hypothesis that there was no signi cant di erence in the students' performance when using emotion recognition to adapt the system behaviour. We used α 0.05 as our limit for statistical signi cance, with signi cant results reported below.
Regarding keystrokes (t 0.97; p 0.666), mistakes (t −1.51; p 0.26), and stress (t 1.13; p 0.51), t-test results con rmed the null hypothesis was false and, thus, that the two datasets are signi cantly di erent.
Although the dependent variables time (t 0.44; t 1.31) and attempts (t −0.42; t 1.33) were similar in both datasets, the e ciency (considered as the lowest number of actions a user needs to nish each level) is greater in users of System 1, even though both users of System 1 and System 2 nished within a similar time frame, what helped the rst ones to make less mistakes. e outcomes of the evaluation shown in Figure 4 indicate a clear improvement when using System 1 as the number of mistakes increases in users of System 2 at higher di culty levels.
Finally, Table 4 and Table 5 show the results of the SUS scores per system and participant. e nal value is between 0 and 100, 100 being the highest degree of user's satisfaction. As we can see, System 1 users rated the application with a higher level of satisfaction compared to the level obtained by users of System 2, as shown in Figure 5 .
Conclusions and Final Remarks
Emotion detection, together with A ective Computing, is a thriving research eld. Few years ago, this discipline did not even exist, and now there are hundreds of companies working exclusively on it, and researchers are investing time and resources on building a ective applications. However, emotion detection has still many aspects to improve in the coming years.
Applications which obtain information from the voice need to be able to work in noisy environments, to detect subtle changes, maybe even to recognize words and more complex aspects of human speech, like sarcasm.
e same applies for applications that detect information from the face. Most people use glasses nowadays, which can greatly complicate accurate detection of facial expressions.
Applications able to read body gestures do not even exist now, even though it is a source of a ective information as valid as the face. ere are already applications for body detection (Kinect), but there is no technology like A ectiva or Beyond Verbal for the body yet.
Physiological signals are even less developed, because of the imposition of sensors that this kind of detection requires. However, some researchers are working on this issue so physiological signals can be used as the face or the voice. In a not too distant future, reading the heartbeat of a person with just a mobile with Bluetooth may not be as crazy as it may sound. Previous technologies analyze the impact of an emotion in our bodies, but what about our behaviour? A stressed person usually tends to make more mistakes. In the case of a person interacting with a system, this will be translated in faster movements through the user interface, or more mistakes when selecting elements or typing, and so on. is can be logged and used as another indicator of the affective state of a person.
All these technologies are not perfect. Humans can see each other and estimate how other people are feeling within milliseconds, and with a small threshold error, but these technologies can only try to figure out how a person is feeling according to some input data. To get more accurate results, more than one input is required, so multimodal systems are the best way to guarantee results with the highest levels of accuracy.
In this paper, we present an educational software application that incorporates affective computing by detecting the users' emotional states to adapt its behaviour to the emotions detected. Assessing this application in comparison with another version without emotion detection, we can conclude that the user experience and performance is higher when including a multimodal emotion detection system. Since the system is continuously adapting itself to the user according to the emotions detected, the level of difficulty adjusts much better to their real needs.
On the basis of the outcomes of this research, new challenges and possibilities in other kind of applications will be explored; for example, we could "stress" a user in a game if the emotions detected show that the user is bored. e application could even introduce dynamically other elements to engage the user in the game. What is too simple bores a user, whereas what is too complex causes anxiety. Changing the behaviour of an application dynamically according to the user's emotions, and also according to the nature of the application, increases the satisfaction of the user and helps them decrease the number of mistakes.
As future work, among other things, we aim to improve the mobile aspects of the system and explore further the challenges that the sensors offered by mobile devices bring about regarding emotion recognition, especially in educational settings.
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