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VII. APPLICATIONS
Because of noise in the image coordinates, the E matrix determined from (4) will not be exactly decomposable. This may introduce large errors in the estimation of R and T. Braccini et al. [lo] have shown experimentally that better estimation accuracy can be achieved if one imposes the decomposability conditions while solving for E from (4).
The linear algorithm for motion estimation described briefly in Section I fails in certain degenerate cases. In particular, it fails if the number of point correspondences given is less than eight. Huang and Shim [7] showed that by imposing the decomposability conditions of E , the linear algorithm can be resurrected.
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I. INTRODUCTION Task-specific information processing techniques are beginning to gain significant attention in research on artificial intelligence [4], [8] , [ 1 2 ] . A task-specific technique solves a limited range of problems by applying a computationally tractable method to a highly constrained knowledge representation. If a problem can be adequately solved by a task-specific technique, then the technique can provide useful constraints on knowledge engineering, explanation, learning, cognitive modeling, etc.
In this correspondence, we consider a task-specific technique called structured matching [ 11. Structured matching is applicable to decision-making tasks that involve selecting one choice out of a small number of alternatives based on a given set of parameters. In structured matching, the knowledge and control needed for making such decisions are integrated within a hierarchical structure. Each node in the hierarchy corresponds to a different aspect of the decision and contains knowledge for directly mapping the results of its children nodes (or selected parameters) into a choice on the subdecision. The root node selects the final choice for the decision.
Below, we first describe structured matching informally, followed by a formal definition of the task and strategy of structured matching. Next, we analyze the computational complexity of structured matching, making explicit the conditions under which the technique is tractable. Structured matching we believe, captures the essence of what makes a range of decision-making problems feasible to solve.
SELECTING ONE OUT OF SEVERAL CHOICES
All knowledge-based systems need to make decisions, e.g., perform classification or recognition. Often, these decisions have three characteristics: 1) a small number of alternatives to select from, 2 ) several parameters (including perhaps previous decisions) that are known to be relevant to the decision where each parameter can take a value from a small number of values, and 3 ) the need to make the same decision over and over again in different situations. For instance, a diagnostic system needs to rate the confidence of a malfunction, e.g., whether the malfunction is definite, probable, possible, or ruled out. A diagnostic system also needs to decide what malfunction(s) should be considered. Typically, to make these decisions, several pieces of evidence, such as the presence or absence of features and previous decisions about malfunctions, need to be taken into account. If evaluating the presence of the malfunction is a routine part of the system's problem solving, then it is useful to explicitly encode the knowledge for making the decision.
A. Simple Matching
One way to encode knowledge for making a decision is to directly associate patterns of parameters with the choices, for example,
0162-8828/89/1200-1312$01 .OO 0 1989 IEEE Since each such rule associates one pattern with one choice, a set of rules is needed to encode the knowledge for a decision problem, i.e., associate every possible pattern with a choice. Also, if the patterns of two or more rules match the values of the parameters, then an ordering of rules is needed so that the choice i s taken from the first successful rule. We call this technique simple matching and a set of rules that apply this technique a simple matcher [I] . Simple matching has several desirable features. It can be used to encode the qualitative decision-making judgments of human experts. It explicitly represents decision-making knowledge by directly associating patterns with the choices, which facilitates knowledge acquisition and explanation.
B. Structured Matching
While simple matching has many attractive features, it also has a major drawback: the number of possible patterns grows exponentially with the number of parameters. Structured matching solves this difficulty by allowing for a hierarchical structure in which the parameters of a simple matcher can be the results of other simple matchers. Fig. 1 illustrates structured matching. The parameters relevant to a particular decision are grouped according to domain criteria (e.g., causal connectedness, source of information), and each group is evaluated via simple matching. "Higher" simple matchers combine the results of "lower" simple matchers and, finally, the root simple matcher outputs a choice for the decision. The result of a lower simple matcher can be a recommendation for its parent or a "subdecision" on some feature of the parent's decision. The structure of the simple matchers can be a simple tree or a tangled hierarchy. However, there are limits on how much "tangledness" can be allowed if computational tractability is to be maintained.
An Structured matching retains most of the advantages of simple matching, with the additional benefit of avoiding combinatorial problems. In structured matching, the decision-making knowledge does not directly associate parameter values with a choice, but it does explicitly represent intermediate choices and the patterns that lead from one level to the next.
C. Use of Structured Matching
The above characterization of structured matching describes the kinds of computations that structured matching performs, but does not provide a semantic account of the types of problems for which the strategy of structured matching is useful. In this section, we discuss how structured matching can be used for the tasks of classification and recognition.
Structured matching is useful for the general decision-making task of selecting one choice out of a small number of alternatives based on a given set of parameters (the select-1-out-of-n task). The classification and recognition tasks are closely related to the select-1-out-of-n task. In one version of the classification problem, given a set of categories and a set of data describing a specific entity (e.g., an object, a state, a situation, or a case), the task is to determine the categow to which the entity belongs. This task can be viewed as a select-1-out-of-n task in which the categories are the choices. In recognition, given a single category and a set of data describing a specific entity, the task is to determine the degree of belief that the category pertains to the entity. If the degree of belief is expressed qualitatively (e.g., high, medium, low), then the recognition task can be viewed as a select-1 -out-of-n task in which the belief values are the choices. Since the strategy of structured matching does not impose any specific interpretation on the choices, it is potentially applicable to both of these tasks.
In another version of classification, given a set of categories and a set of data, the task is to determine the degree of belief in each category. The output of this task is not a single category nor the belief value of a specific category, but the belief values of all the categories. This task can be decomposed into a set of recognition tasks. That is, determining the degree of belief in each category is an instance of the recognition task. Structured matching is potentially useful for this version of the classification task because each category can be associated with a structured matcher that determines the degree of belief in that category.
Heuristic classz'jication [8] , for instance, characterizes the decision-making behavior of many knowledge-based systems as a three-part inference structure. 1) The data abstraction relation maps observations into qualitatively valued parameters. 2) The heuristic match relation determines the degree of belief in classificatory categories.
3) The refinement relation indicates classificatory relationships between the categories. Structured matching can be used, for example, to implement the recognition aspect of the heuristic match relation, that of mapping parameters into belief in a classificatory hypothesis.
D. Experimentation with Structured Matching
Our understanding of structured matching has evolved from experimental research on recognition and classification knowledgebased systems. MDX, a medical diagnostic system in the domain of cholestatic liver disease, used a form of structured matching to determine the likelihood of diseases 151. MDX's technique was incorporated into CSRL, a language for classificatory problem solving using taxonomic hierarchies 121. Chandrasekaran [4] proposed this technique as an independently useful information-processing strategy, calling it hypothesis matching. This led to the development of HYPER, a separate tool for building problem solving modules that measure the fit of a hypothesis to a situation [I 11. Bylander et al. [I] proposed structured matching as a generalization of hypothesis matching that unifies it with other variants developed independently, e.g., Samuel's signature tables.
The HYPER tool and its predecessor within CSRL have been used to construct recognition components of several knowledgebased systems at our research laboratory. These systems range from RED [18] which identifies red-cell antibodies for use in blood banks, to ChemE [ 161 which performs malfunction diagnosis of a chemical processing plant that produces terephthalic acid, to JESSE [9] which models Japanese situation-reactive political decisionmaking in the domain of energy supply security.
FORMAL CHARACTERIZATION
The previous section was an informal discussion of structured matching and its characteristics. In this section, we formally describe the select-l-out-of-n task and the strategy of structured matching.
A. The Task
A problem solving task can be functionally specified by the information it takes as input and the information it gives as output.
Let C = { c I , . . . , c , } be a set of n choices where n is some "small" integer. Let P = { p l , * * , p , } be a set of m parumeters. Let V = { u l , * . * , U , } be a finite set of q values where q is some "small" integer. Let d be a map from P to V, d : P + V , which assigns a value from V to each p E P. Then { ( p l , d ( p 1 ) ) , * * * , ( p,, d ( p , ) ) } is the data for the select-1-out-of-n task (see Fig. 2 ).
For instance, P can be a set of assertions about a given situation, and V can be interpreted as a set of truth values, in which case d ( p ) would be the truth value of the assertion p . Note that since q can be more than two, this allows for specification of incomplete knowledge. For example, in the case that q is three, U , can be interpreted as true, v2 as unknown, and v3 as false. P can also be a set of variables and V can be interpreted as qualitative values, e.g., positive, zero, and negative. P can actually be a mixture of assertions, variables, etc., but for notational convenience, we use Vas the range of values for all the parameters. This does not entail any loss of generality as long as Vis large enough to accomodate the range of values for every parameter and as long as each parameter can have different interpretations of its values. For example, the values ofp, might be interpreted as true, unknown, and false, while the values of p 2 might be interpreted as positive, zero, or negative.
We define the select-1-out-of-n task of selecting one choice out of n alternatives as a four-tuple ( P , V, C, s ) where P, V, and C are the parameters, values, and choices (cf. [lo] ). s is a function from D to C, s: D + C where D is the set of all possible maps from P to V (see Fig. 3 ). For a given situation described by a specific map d E D , s takes d as the input and gives a specific choice c E C as the output. The knowledge engineering problem is the construction of s so that appropriate choices are made computationally efficiently.
B. The Strategy
A structured matcher is a collection of simple matchers organized as a hierarchy. Different branches of the structured matcher evaluate different data, with each simple matcher mapping a limited number of inputs to a subdecision. The inputs of a simple matcher can be the results of other simple matchers or specific decision parameters or a combination of both.
Since simple matchers within a structured matcher can be thought of as performing a smaller version of the select-1-out-of-n task, we describe them in that notation. A simple matcher is defined as a tuple ( P, V, C, table ) where P , V , and C are the parameters, values, and choices of the simple matcher. table is a data structure which associates each d E D with a specific choice c E C. That is, the function s : D + C that a simple matcher performs is encoded in table. Evaluating a simple matcher is just finding the choice that is associated with the input data. The size of table is O ( q " ) where m = 1 P 1 and q = I V 1. Since simple matchers are not intended to have an unbounded number of parameters, values, or choices, we use k to denote a "small" constant that limits the size of P, V, and C for any simple matcher. While it is hard to prescribe a specific value for k , our experience is that k 2 10 can lead to problems in practice. Since k is a constant, the maximum size of table, and in general any simple matcher, is also a constant.
A structured matcher is recursively defined as a tuple ( P , V, C, 6, matchers, simple ) where again P, V, and C are the parameters, 'Structured matching per se is intended to be an account of how decisions are computed, not how they are to be interpreted. values, and choices, respectively. 6 is a tuple ( P I , . . . , P,)
where { P,, * * , P,} is a partition of P with rank r , 1 < r 5 k, i.e., PI, . . . , P, are nonempty disjoint sets whose union is P. This definition makes explicit the distinction between simple and structured matchers. For simple matchers, the number of parameters in P is bounded by constant k . For structured matchers, however, only the rank r of the partition of P is bounded by k.
Given an input d ED, evaluating a structured matcher takes place in two steps. In the first step, the input for the simple matcher simple is determined by evaluating each xJ in matchers. If xj is a structured matcher, then the jth input for simple is the value of xj evaluated on input d . If xi is not a structured matcher, but xj = Pj = { p } , then the jth input value is d ( p ) . In the second step, the simple matcher simple is run with these r input values. The output of simple is the output of the structured matcher. Two guidelines follow from this definition of structured matching.
1) The functionality of a structured matcher is limited to making one decision based on data that are provided to the structured matcher. The problems of what decisions to make and how to store and retrieve data are left to other problem solving processes (or to knowledge engineers).
2) Structured matching is useful only if domain knowledge is available in the required form. Each parameter and the output can only have a small number of possible values, the data must be grouped statically, and knowledge for mapping the parameters to subdecisions to the final decision must be available. If quantitative calculations or dynamic grouping of data are necessary or if there 'Again, using the same V and C for different structured matchers is a formal convenience. The interpretations of V and C can, in general, be different for different structured matchers. is no source for knowledge acquisition, then structured matching should not be used.
These guidelines are important because they characterize the range of problems for which structured matching is appropriate.
IV. COMPUTATIONAL COMPLEXITY
A key issue in deciding on the utility of an information processing technique is whether it is computationally feasible. Thus, it is important to consider the computational complexity of structured matching. Of course, structured matching is only one of several symbolic techniques for performing the select-1-out-of-n task. For instance, the task can also be performed by table lookup or by using a discrimination tree. We now discuss these techniques and compare their complexities to those for structured matching. In the following, we are concerned with two complexity measures. One is the time complexity, which is expressed as the number of tests that are performed on input values. The other is the size complexity, which is expressed as the number of such tests that have to be encoded in the knowledge base.
A. Table Lookup
One common technique for performing the select-1-out-of-n task is table lookup. In the general form of this technique, knowledge is expressed in the form of patterns that directly map data onto choices. This knowledge is organized as a q m X 2 table where m = I PI and q = I V I . The first column of each row in the table contains a different entry from the q m possible combinations of the data d ( pi), . . 1 , d ( pm), and the second column contains the corresponding value for the choice c E C. The control of processing is row by row. Starting with the first row in the table, the entry in the first column of the row is matched with the input. If the match succeeds, then the entry in the second column of the row is the output; else the entry in the first column of the next row is matched with the input, and so on.
Since there are q m patterns in the table, each of which requires m tests, the time complexity TI of matching by table lookup is given by [lo] 
Thus, the time complexity of table lookup is exponential in the number of parameters. Further, since each of these tests has to be encoded in the knowledge base, the size complexity SI is given by SI = O ( m x 9").
Thus, table lookup requires a memory that is exponential in the number of parameters.
B. Discrimination Tree Traversal
Another common technique for decision making is discrimination tree traversal [7] . The needed knowledge is organized as nodes in a discrimination tree. The top node in the tree corresponds to the parameterp, and has q pointers coming out of it, one for each of the q possible values that pI may take. The branches lead to q different nodes, each of which corresponds to p2 and has q branches coming out of it. This scheme is repeated until all m parameters have been represented on the tree. There are q m pointers coming out of the q m -' nodes at the mth level, each of which leads to a value c E C . The control of processing is top down. Starting with the root node, the branch that matches d ( p , ) in the input is taken, and the next node is reached, where the branch that matches d ( p 2 ) in the input is taken, and so on. The matching of d ( p,) leads to a choice that is the o~t p u t .~ Since matching by discrimination tree traversal requires visiting only one node at each level of the tree, its time complexity T2 is linear in m [lo] :
3This scheme can also be implemented as an m-dimensional table.
However, since there is one node at the first level, q nodes at the second, q 2 nodes at the third level, and so on, the size complexity is exponential in rn:
Simple matchers within a structured matcher can use either table lookup or discrimination tree traversal without computational difficulty because the size of the input for a simple matcher is bounded by a "small" constant k , and thus q k is also bounded by a constant.
C. Structured Matching
We have already described the form and organization of knowledge and the control of processing in structured matching. Since each simple matcher is the hierarchy can make its choice by discrimination tree traversal with no more than k input values, the time and size complexities for each simple matcher are both O ( k ) and O ( q k ) , respectively, which are both constants since both q and k are constants. There is one simple matcher on the top level of the hierarchy, at most k simple matchers on the second level, and at most k 2 on the third level, and so on. Since the number of levels l is at most logk ( m ) , the time complexity of structured matching is given by [lo] / / -I 1 Similarly, the size complexity of structured matching is given by [lo1 Thus, both the time and space complexities of structured matching are linear in the number of data. 4 We have so far required that the parameters evaluated in different branches of the structured matcher be disjoint. What happens to the computational complexity of structured matching if this requirement is violated? Alternatively, what happens if the organization of simple matchers is a tangled hierarchy instead of a simple tree? If these restrictions are completely relaxed, then the worst case is exponential time complexity coupled with exponential size complexity. However, the worst case only happens if there is an exponential number of simple matchers in the structured matcher. Thus, a considerable amount of overlapping parameters among different branches or tangledness within the hierarchy can be tolerated without resulting in unacceptable performance.
For example, suppose that 6 = ( PI, * . , P,) where the only requirements on any Pi are Pj C P and 1 Pj 1 5 m / 2 where m = 1 P 1. In the worst case under this condition, there will be at most log m levels in the hierarchy, with at most k branches from each node in the hierarchy. Thus, the time complexity T4 is
The size complexity S, is also O ( m ) .
These calculations show that structured matching is computationally tractable for problems that are statically decomposable or nearly so. For such problems, strongly interacting parameters can be grouped together in advance, and weakly interacting parameters can be put into separate groups. The interactions between two groups of parameters can be accommodated at a higher level in the hierarchy. The evaluation of the structured matcher is computationally tractable because the organization of the parameters has been precompiled. For domains that are not statically decomposa-
4These results are valid whether or not the hierarchy of simple matchers is balanced since the number of simple matchers is O ( m ) in either case. ble, structured matching will not be computationally tractable, so some other task-specific technique will be needed. In practice, however, a large number of problems are statically decomposable or nearly so, as attested by the use of structured matching in many knowledge-based systems indicated previously.
V. CONCLUDING DISCUSSION The search for task-specific knowledge-based problem solving techniques follows from the need to understand how intelligent problem solving is possible. Without sufficient constraints on how knowledge is organized and used, problem solving can easily become an intractable process. To these ends, we have formally described the task-specific technique of structured matching and discussed the conditions under which it is computationally feasible.
Our description of structured matching above is in terms of rules, tables, and hierarchies. Thus, structured matching at first glance might appear to be a straightforward combination of three familiar ideas in AI: production rules [13], decision tables [3] , and hierarchical decomposition [ 141, [ 171. However, since productions rules and decision tables are general enough to be Turing-universal, they do not ensure computational tractability. Moreover, hierarchical decomposition, without additional constraints, does not guarantee tractability [6] . Structured matching addresses the problem of computational feasibility by restricting the kinds of rules, tables, and hierarchies that are allowed in a structured matcher. For example, the rules in a structured matcher are only permitted to match specific inputs from "below." Tables are restricted to one kind of action-selecting a choice based on a small number of parameters. The hierarchy must partition the parameters into computationally manageable chunks. These constraints capture the essence of what makes a range of decision-making problems tractable to solve.
From the perspective of pattern recognition approaches, structured matching can be characterized as a heuristic technique. From this viewpoint, structured matching might appear to be an ad hoc approach because we do not provide an algorithm for constructing (optimal) structured matchers from a set of cases, but leave that construction as a problem of knowledge engineering. This reflects a difference of goals and perspectives. Our main emphasis in this paper is identifying structured matching as a useful construct for organizing domain and control knowledge for making decisions. Hence, our concern with the issues of computational efficiency and explicitness of representation.
The computational advantages of structured matching are due to a coupling between an information-processing task and a knowledge-based technique. The technique of structured matching is specific to the select-1-out-of-n task, and it allows decision-making knowledge to be clearly represented and efficiently applied. We believe that this coupling between techniques and tasks will explain much about how intelligent decision making is possible.
