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Abstract. Albeit the implicit feedback based recommendation problem—
when only the user history is available but there are no ratings—is the
most typical setting in real-world applications, it is much less researched
than the explicit feedback case. State-of-the-art algorithms that are ef-
ficient on the explicit case cannot be automatically transformed to the
implicit case if scalability should be maintained. There are few implicit
feedback benchmark data sets, therefore new ideas are usually exper-
imented on explicit benchmarks. In this paper, we propose a generic
context-aware implicit feedback recommender algorithm, coined iTALS.
iTALS applies a fast, ALS-based tensor factorization learning method
that scales linearly with the number of non-zero elements in the ten-
sor. We also present two approximate and faster variants of iTALS us-
ing coordinate descent and conjugate gradient methods at learning. The
method also allows us to incorporate various contextual information into
the model while maintaining its computational efficiency. We present
two context-aware variants of iTALS incorporating seasonality and item
purchase sequentiality into the model to distinguish user behavior at
different time intervals, and product types with different repetitiveness.
Experiments run on six data sets shows that iTALS clearly outperforms
context-unaware models and context aware baselines, while it is on par
with factorization machines (beats 7 times out of 12 cases) both in terms
of recall and MAP.
Keywords: recommender systems, tensor factorization, context aware-
ness, implicit feedback
1 Introduction
Recommender systems are information filtering algorithms that help users in
information overload to find interesting items (products, content, etc). Users get
personalized recommendations that contain typically a few items deemed to be
of user’s interest. The relevance of an item with respect to a user is predicted by
recommender algorithms; items with the highest prediction scores are displayed
to the user.
⋆ This paper is an extended version of our work published at ECML-PKDD’12[1]. Here
we added two approximate variants of the main approach to address the scalability
issues of ALS. We also extended the discussion with new experiments and compar-
isons, improved notation and clarified the description of algorithms, and restructured
certain parts of the paper for the sake of better readability and completeness.
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Recommender algorithms are usually sorted into two main approaches: the
content based filtering (CBF) and the collaborative filtering (CF). CBF al-
gorithms use user metadata (e.g. demographic data) and item metadata (e.g.
author, genre, etc.) and predict user preference using these attributes, e.g. by
matching the user profile containing the preferred item metadata of the user
with item metadata [2]. In contrast, CF methods do not use metadata, but only
data of user–item interactions. Depending on the nature of the interactions, CF
algorithms can be further classified into explicit and implicit feedback based
methods. In the former case, users provide explicit information on their item
preferences, typically in the form of user ratings. In the latter case, however,
users express their item preferences only implicitly, as they regularly use an
online system; typical implicit feedbacks are item views and purchases. CF al-
gorithms proved to be more accurate than CBF methods, if sufficient preference
data is available [3].
CF algorithms can be classified into memory-based and model-based ones.
The former are neighbor methods that make use of item or user rating vectors to
define similarity, and they calculate recommendations as a weighted average of
similar item or user rating vectors. In the last few years, model-based methods
gained enhanced popularity, because they were found to be much more accurate
in the Netflix Prize [4], a community contest launched in late 2006 that provided
the largest explicit benchmark data set (100M ratings) for a long time.
Model-based methods build generalized models that intend to capture user
preference. The most successful approaches are the latent factor algorithms.
These represent each user and item as a feature vector and the rating of user
u for item i is predicted as the scalar product of their feature vectors. Matrix
factorization (MF) methods approximate the partially known rating matrix, and
they may differ in the model building, the learning method and the objective
function. For learning MF methods may apply alternating least squares (ALS;
[5]), gradient [6] and coordinate descent method [7], conjugate gradient method
[8], singular value decomposition [9], or a probabilistic framework [10].
Explicit feedback based methods are able to provide accurate recommenda-
tions if enough ratings are available. In certain application areas, such as movie
rental, travel applications, video streaming, users have motivation to provide
ratings to get better service, better recommendations, or to award or punish a
certain vendor. In general, however, users of an arbitrary online service do not
tend to provide ratings on items even if such an option is available, because
(1) when purchasing they have no information on their satisfaction (2) they are
not motivated to return later to the system to rate. In such cases, user pref-
erences can only be inferred by interpreting user actions (also called events).
For instance, a recommender system may consider the navigation to a particular
product page as an implicit sign of preference for the item shown on that page
[11]. The user history specific to items are thus considered as implicit feedback
on user taste. The interpretation of implicit feedback data may not necessar-
ily reflect user satisfaction which makes the implicit feedback based preference
modeling a difficult task. For instance, a purchased item could be disappointing
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for the user, so it might not mean a positive feedback. We can neither inter-
pret missing navigational or purchase information as negative feedback, that is,
such information is not available. Despite its practical importance, the implicit
feedback problem has been less studied until recently. The proposed solutions
typically modifies explicit feedback algorithms to be applicable for the implicit
case.
The classical MF methods only consider user–item interaction (ratings or
events) when building the model. However, we may have additional information
related to items, users or events, which are together termed contextual infor-
mation, or briefly context. Context can be, for instance, the time or location of
recommendation, social networks of users, or user/item metadata [12]. Integrat-
ing context can help to improve recommender models. Tensor factorization have
been suggested as a generalization of MF for considering contextual information
for the explicit case [13]. Factorization machines (FM) [14] can be applied for the
context-aware implicit case using subsampling for the negative feedbacks com-
bined with a Bayesian objective function. Here we propose a tensor factorization
method specifically developed for the context-aware implicit feedback problem.
The novelty of our work is fourfold: (1) we developed a fast tensor factoriza-
tion method—coined iTALS—that can efficiently factorize huge tensors; (2) we
adapted this general tensor factorization to the implicit recommendation task;
(3) we introduce two approximate variants of iTALS using coordinate descent
and conjugate gradient methods for learning; these enables faster training po-
tentially at the cost of a higher loss function value in the optimization; (4) we
present two specific implementations of iTALS that consider different contextual
information. The first variant uses seasonality which was also used in [13] for
the explicit problem. The second algorithm applies sequentiality of user actions
and is able to learn association rule like usage patterns. By using these patterns
we can tell apart items or item categories having been purchased with differ-
ent repetitiveness, which improves the accuracy of recommendations. To our
best knowledge, iTALS is the first factorization algorithm that uses this type of
information.
The paper is organized as follows. Section 2 briefly reviews related work in
the field of recommendation systems on context-awareness, tensor factorization,
and implicit feedback algorithms. In Section 3 we introduce our tensor factoriza-
tion method and its application to the implicit recommendation task. Here we
also introduce two approximate variants of iTALS. Section 4 shows two appli-
cation examples of our factorization method: (1) we show how seasonality can
be included in recommendations and (2) we discuss how a recommendation al-
gorithm can learn repetitiveness patterns from the data set. Section 5 presents
the results of our experiments, and Section 6 sums up our work and derives the
conclusions.
1.1 Notation
We will use the following notation in the rest of this paper:
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– A◦B ◦ . . .: The Hadamard (elementwise) product of A, B, . . . . The operands
are of equal size, and the result’s size is also the same. The element of the
result at index (i, j, k, . . .) is the product of the element of A, B, . . . at index
(i, j, k, . . .). This operator has higher precedence than matrix multiplication
in our discussion.
– Ai: The i
th column of matrix A.
– Ai1,i2,...: The (i1, i2, . . .) element of tensor/matrix A.
– K: The number of features, the main parameter of the factorization.
– D: The number of dimensions of the tensor.
– T : A D dimensional tensor that contains only zeroes and ones (preference
tensor).
– W : A tensor with the same size as T (weight tensor).
– Si: The size of T in the i
th dimension (i = 1, . . . , D).
– N+: The number of ratings (explicit case); non-zero elements in tensor T
(implicit case).
– M (i): A K × Si sized matrix. Its columns are the feature vectors for the
entities in the ith dimension.
– Aj1,...,ji−1,j,ji+1,...,jD denotes an element of tensor A where the index in the
ith dimension is fixed to j, and other indices are arbitrary.
2 Related work
Context-aware recommender systems [15] emerged as an important research area
in the last years and entire workshops are devoted to this topic on major con-
ferences (CARS series started in 2009, [16]; CAMRA in 2010, [17]). The appli-
cation fields of context-aware recommenders include among others: movie [18],
music [19], point-of-interest recommendation [20], and citation recommendation
[21]. Context-aware recommender approaches can be classified into three main
groups: pre-filtering, post-filtering and contextual modeling [12]. [19] proposed
a pre-filtering approach by partitioned user profiles into micro-profiles based on
the time split of user event falls, and experimented with different time partition-
ing. Post-filtering ignores the contextual data at recommendation generation,
but filters out irrelevant items (in a given context) or adjust recommendation
score (according to the context) when the recommendation list is prepared; see
a comparison in [22]. The tensor factorization based solutions, including our
proposed approach, falls into the contextual modeling category.
Tensor factorization (TF) incorporates contextual information into the rec-
ommendation model. Let us have a set of items, users and ratings (or events) and
assume that additional context of the ratings is available (e.g. time of the rating).
Having C different contexts, the rating data can be cast into a D = C+2 dimen-
sional tensor, T . The first dimension corresponds to users, the second to items
and the subsequent C dimensions [3, . . . , D] are devoted to contexts. TF meth-
ods approximate this tensor via lower rank approximation using RMSE based
objective function. In [13], a sparse HOSVD [23] method is presented, which
decomposes a D dimensional sparse tensor into D matrices and a D dimensional
Vtensor. If the size of the original tensor is S1 × S2 × · · · × SD and the number of
features is K then the size of the matrices are S1×K, S2×K, . . . , SD ×K and
the size of the tensor is K×· · ·×K. The authors use gradient descent to learn the
model. The complexity of one training iteration scales linearly with the number
of ratings (N+) and cubically with the number of features (K), which is a large
improvement compared to the dense HOSVD’s O(K · (S1 + · · ·+ SD)
D). A fur-
ther improvement was proposed by [14]: their factorization machine (FM) scales
linearly both N+ and K. However, if the original tensor is large and dense like
for the implicit recommendation task then neither method scales well, because
N+ = S1 · · ·SD.
For the implicit feedback problem, the naive minimization of the objective
function is typically expensive; scales with the size of the user–item matrix.
There are two dominant approaches to overcome this difficulty: (1) the trade-off
solution that sacrifices the accuracy to some extent for computational efficiency
by sampling the objective function; (2) the direct minimization of the objective
function without sampling by decomposing the calculation to independent parts.
For direct minimization, the seminal work was proposed by [24]; their implicit
ALS (iALS) applies an alternating least squares optimization and decomposes
the derivatives of the objective function to user-dependent and user-independent
parts, hence the complexity of a training iteration is reduced to scale linearly
with the number of positive feedbacks (N+).
A faster, approximate version of iALS was proposed by [7], where the speedup
was achieved by replacing the exact least squares solver by a coordinate descent
method. The authors reported on a marginal loss of accuracy compared to the
significant decrease in training time in their experiments. [25] proposed two pre-
diction based frameworks for handling implicit feedback. The first one is similar
to iALS, but it contains a naive ALS optimizer instead of a tuned one. The
second one is based on negative example sampling. For ranking based objec-
tive function, [26] applied a stochastic gradient descent (SGD) optimizer on a
sampled approximation of the objective function, while [27] proposed a direct
minimization for the same objective function with an appropriate decomposition
of the derivatives. Another ranking based approach for implicit feedback is the
Bayesian Personalized Ranking (BPR; [28]), where objective function of BPR is
derived from the Bayesian analysis of the problem. The optimization technique
used for training is bootstrapping based SGD. For the implicit feedback prob-
lem (as suggested in [29]), we combined the context-aware FM [14] with BPR’s
bootstrapping learning. This method is used in our experiments for comparison.
3 ALS based fast tensor factorization
In this section we present iTALS, a general ALS-based tensor factorization al-
gorithm that scales linearly with the non-zero element of a dense tensor (when
appropriate weighting is used) and cubically with the number of features. This
property makes our algorithm suitable to handle the context-aware implicit rec-
ommendation problem. At the end of this section we present approximate solu-
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tions for the ALS learning that have even better scaling properties in exchange
for higher loss function values.
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Fig. 1. Concept of the tensor decomposition in 3 dimension with the classical user–
item–context setting.
Let T be a tensor of zeroes and ones and let W contain weights to each
element of T . Let Tu,i,c1,··· ,cD−2 = 1 if user u has (at least one) event on item i
while the context-state of jth context dimension was cj . Due to its construction,
T is very sparse. The weight matrix W takes element w0 if the corresponding
element in T is 0, and is set to be greater than w0 otherwise. A good choice
of W in practice—that we use in our experiments —is w0 = 1 and wt = 100.
Instead of using the form of the common HOSVD decomposition (D matrices
and a D dimensional tensor) our proposed model (see eq. (1)) approximates T
by a decomposition into D matrices. The size of the matrices are K × S1,K ×
S2, . . . ,K×SD. (See figure 1.) The approximation of a given element of T is the
elementwise product of columns from M (i) low rank matrices:
Tˆi1,i2,...,iD = 1
TM
(1)
i1
◦M
(2)
i2
◦ · · · ◦M
(D)
iD
(1)
We want to minimize the loss function:
L(M (1), . . . ,M (D)) =
S1,...,SD∑
i1=1,...,iD=1
Wi1,...,iD
(
Ti1,...,iD − Tˆi1,...,iD
)2
. (2)
The loss function L is minimized by alternating least squares, that is, all but one
of theM (i) matrices are fixed (without the loss of generality, next step are shown
for M (1)). Then L is convex in the non-fixed variables. L reaches its minimum
in M (1), where its derivative with respect to M (1) is zero. Since the derivative
of L is linear in M (1), the columns of the matrix can be computed separately.
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That is for the (i1)
th column of M (1):
0 =
∂L
∂M
(1)
i1
= −2
S2,...,SD∑
i2=1,...,iD=1
Wi1,i2,...,iDTi1,...,iD
(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)
︸ ︷︷ ︸
O
+
2
S2,...,SD∑
i2=1,...,iD=1
Wi1,i2,...,iD
(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)T
M
(1)
i1︸ ︷︷ ︸
I
(3)
While O can be computed efficiently, the naive calculation of I is expensive (de-
tails are shown in Section 3.1), therefore we transform I by using Wi1,i2,...,iD =
W ′i1,i2,...,iD + w0 and get:
I =
S2,...,SD∑
i2=1,...,iD=1
W ′i1,i2,...,iD
(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)T
M
(1)
i1
+
+w0
S2,...SD∑
i2=1,...,iD=1
(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)T
︸ ︷︷ ︸
J
M
(1)
i1
(4)
The first sum in equation (4) is tractable because W ′i1,i2,...,iD is zero for those
indices where T is zero. A similar decomposition step is applied in iALS [24].
J is the same for all columns of M (1) thus can be precomputed efficiently as
follows.
J = w0
S2,...,SD∑
i2=1,...,iD=1
(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)T
=
= w0
(
S2∑
i2=1
M
(2)
i2
(
M
(2)
i2
)T)
︸ ︷︷ ︸
M(2)
◦ · · · ◦
(
SD∑
iD=1
M
(D)
iD
(
M
(D)
iD
)T)
︸ ︷︷ ︸
M(D)
(5)
where we used that each element of J is computed as:
Jj,k =w0

 S2,...,SD∑
i2=1,...,iD=1
(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)(
M
(2)
i2
◦ · · · ◦M
(D)
iD
)T
j,k
=
=w0
S2,...,SD∑
i2=1,...,iD=1
(
M
(2)
j,i2
· . . . ·M
(D)
j,iD
)(
M
(2)
k,i2
· . . . ·M
(D)
k,iD
)
=
=w0
(
S2∑
i2=1
M
(2)
j,i2
M
(2)
k,i2
)
· . . . ·
(
SD∑
iD=1
M
(D)
j,iD
M
(D)
k,iD
)
(6)
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Algorithm 3.1 Fast ALS-based tensor factorization for implicit feedback
Input: T : a D dimensional S1 × · · · × SD sized tensor of zeroes and ones; W : a D
dimensional S1 × · · · × SD sized tensor containing the weights; K: number of features;
E: number of epochs; λ: regularization coefficient
Output: {M (i)}i=1,...,D K × Si sized low rank matrices
procedure iTALS(T , W , K, E, λ)
1: for i = 1, . . . , D do
2: M (i) ← Random K × Si sized matrix
3: M(i) ←M (i)(M (i))T
4: end for
5: for e = 1, . . . , E do
6: for i = 1, . . . , D do
7: C(i) ← w0M
(1) ◦ · · · ◦M(i−1) ◦M(i+1) · · · ◦M(D)
8: O(i) ← 0
9: for j = 1, . . . , Si do
10: C(i,j) ← C(i)
11: O(i,j) ← O(i)
12: for all {t | t = Tj1,...,ji−1,j,ji+1,...,jD , t 6= 0} do
13: Wt ← diag(Wj1,...,ji−1,j,ji+1,...,jD − w0)
14: v ←M
(1)
j1
◦ · · · ◦M
(i−1)
j1−1
◦M
(i+1)
ji+1
◦ · · · ◦M
(D)
jD
15: C(i,j) ← C(i,j) + vWtv
T
16: O(i,j) ← O(i,j) +Wtv
17: end for
18: M
(i)
j ← (C
(i,j) + λI)−1O(i,j)
19: end for
20: M(i) ← M (i)(M (i))T
21: end for
22: end for
23: return {M (i)}i=1,...,D
end procedure
The pseudocode of the proposed iTALS (Tensor factorization using ALS for
implicit recommendation problem) is given in Algorithm 3.1. The pseudocode
follows the deduction above. In line 3 we precomputeM(i) introduced in eq. (5).
We create the column independent part of eq. (4) in line 7. We add the column
dependent parts of eq. (3) in lines 12–17 and compute the desired column in line
18. In this step we use regularization to avoid numerical instability and overfit-
ting of the model. After each column of M (i) is computed, M(i) is recomputed
in line 20.
3.1 Complexity
The computational cost of one epoch (lines 6–21) is O(DN+K2 +K3
∑D
i=1 Si).
As shown above, J from eq. (5) is the same for each column, therefore its cal-
culation is needed only once for each M (i) matrix, which takes O(DK2) time
(see eq. (6)). To calculate I from eq. (4) for the jth column, we need the pre-
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computed J , as well as O(N+j K
2) steps, where N+j is the non-zero elements
in T with fixed j dimension (the cardinality of the set in line 12). Although,
the first sum of eq. (4) runs over all entities of all but one dimension of T ,
W ′j1,...,ji−1,j,ji+1,...,jD was constructed to be zero unless the respective element
of T is non-zero. To compute the partial derivative of the loss function with
respect to a column of the non-fixed matrix M (i), we also need O (see eq. (3)).
It is calculated in O(N+j K) time because most of Tj1,...,ji−1,j,ji+1,...,jD are zero.
Finally, we have to compute the actual feature vector that requires the inversion
of a K × K matrix (O(K3)). After all columns of the matrix are recomputed
M(i) also needs to be recomputed that takes O(SiK
2) time.
Summing these complexities for one M (i) matrix we need O(SiK
3+DK2+∑Si
j=1N
+
j
(
K +K2
)
+ SiK
2) time that can be simplified to O(N+K2 + SiK
3)
(assuming that D ≪ Si ≪ N
+, that is the case when the data is not too sparse).
Summing this cost for all matrices we get O(DN+K2 +K3
∑D
i=1 Si), which is
cubical in K, the number of features, and linear in N+, the number of non-
zero elements of the tensor. In practical cases DN+ ≫
∑D
i=1 Si (i.e. the data
is not too sparse3), therefore the first term is dominant, thus the method scales
quadratically in K for smaller K values (also common in practice; see section 5.3
for actual running time measurements).
3.2 Approximate solutions for ALS
Recall that except for the matrix inversion, our algorithm scales quadratically
with K. The DN+K2 part dominates the K3
∑D
i=1 Si part in the complexity
when we use low-factor models, because usually DN+ ≫
∑D
i=1 Si. The compu-
tation of the latter part can still requires a lot of time especially with higher K
values or more context dimensions. We introduce two approximate solutions and
adapt them to iTALS to further reduce the time complexity of iTALS: iTALS-
CD applies the coordinate descent learning for iTALS, while iTALS-CG adapts
the conjugate gradient descent method. The adaptations are generalizations of
the techniques proposed for matrix factorization in in [7] and [8].
We will show that the approximate variants of iTALS can achieve lower
running times (see Section 5.3) in exchange for higher loss function values. Note
that higher loss function values are not necessarily translated to lower accuracy in
recommendations when one applies other, non-error based metrics (classification
or ranking metrics) for the evaluation (see Section 5).
Coordinate descent The first approach for approximating the feature vector is
to compute each of its coordinates separately, termed coordinate descent (CD).
CD approximates the least squares solution of a b = Ax linear system (seeking
x). By fixing all but one feature and computing the remaining one, the matrix
3 DN+ =
∑D
i=1 Si means that we only have one event/example for each user, for
each item and each context-state. In this case, CF method are not applicable due to
sparseness.
Xinversion can be avoided (it is reduced to a division) thus the computation time
can be greatly reduced. Note that the while the solution provided by this method
can be good enough, it does not converge to the least squares solution.
Compression step:
Negative examples:
elementwise products of 
feature vector pairs
(e.g.: all item-context pairs)
p0: Output for negative
examples (0 by default)
C(i), can be computed
efficiently
O(i), can be computed
efficiently
S2S3p0 (0 by default)
=
Compressed negative
examples: L(i)
Outputs for the
compressed examples: 
(b(i))T
Cholesky
decomposition
L’(i)
(L’(i))T
Fig. 2. Concept of the compression of negative examples in the 3 dimensional user–
item–context setting.
The biggest difficulty to adapt CD to the iTALS framework is posed by the
extremely high number of examples that corresponds to the number of rows of
A. This quantity is the product of the sizes of all but one dimension, that is
NE =
∏D
j=1,j 6=i Sj , when the feature vector of the i
th dimension is sought. This
quantity can be greatly reduced by compressing the information of the negative
feedbacks, as shown next (also see figure 2):
– Compute the shared part of eq. (4): C(i); and O(i). Recall that C(i) is in
fact the covariance of all possible negative examples (i.e. the Hadamard
product of all combinations of feature vectors from all but the ith dimension).
Similarly O(i) is the covariance with the output, but since missing events are
represented by zeroes in the tensor, O(i) is a vector of zeroes.
– O(i) is appended to C(i) from the right and
(
O(i)
)T
from the bottom. Thus
we get a (K + 1)× (K + 1) sized matrix: C′(i). The (K + 1,K + 1) element
of C′(i) is set to p0
∏D
j=1,j¬=i Sj , where p0 is the value associated with the
negative preference (p0 = 0 by default). C
′(i) is symmetric and positive
definite. This step is needed because the input and the output must be
compressed simultaneously.
XI
– C′(i) is decomposed into L′(i)
(
L′(i)
)T
using Cholesky decomposition. L′(i) is
a lower triangular matrix. The decomposition requires O(K3), but has to be
computed only once per recomputing a feature matrix.
– The columns of L′(i) are the compressed negative examples. The first K
coordinates of a column form the example and the last coordinate is the
output for that input.
The number of examples for the negative feedback was compressed into K+1
examples, that is shared for every feature vector of the ith matrix. For the jth
feature vector we also need the positive feedback for the jth entity, but their
number is low (N+j ), therefore the coordinate descent method can be computed
efficiently.
Algorithm shows the pseudocode for iTALS-CD. It is identical with algo-
rithm 3.1 until line 8. In lines 9–13 the negative examples are compressed. We
also need a weight vector because we optimize for weighted RMSE (line 17).
Updating steps of this matrix and vectors with positive examples are executed
in lines 18–24. The solution for M
(i)
j is computed in line 25 using a weighted
coordinate descent method (see Appendix). The signature of the solver is Solve-
weighted-CD(A, b, x0, w, λ, NI), where the linear system is A
Tx = b, x0 is an
initial solution, the error is weighted by weight vector w as (
∣∣∣∣w ◦ (b−ATx)∣∣∣∣),
λ is the regularization parameter and NI is the number of iterations.
The complexity of computing the ith matrix consists of the following parts:
computing C(i) in O(K2D), L′(i) in O(K3), the computation of all positive
examples in O(N+K), optimizing using CD4 in O(NI(SiK
2+N+K)) and finally
recomputingM(i) in O(SiK
2) time. This sums up to O(K3+NISiK
2+NIN
+K)
for the ith matrix (assuming that D ≪ NISi). Therefore the cost of one epoch
is O(DK3 +NIK
2
∑D
i=1 Si +DN
+NIK). Comparing this to the complexity of
iTALS (O(DN+K2 + K3
∑D
i=1 Si)) we can observe the followings. iTALS-CD
also scales cubically in K, however, the coefficient is reduced from
∑D
i=1 Si to D.
The other two terms are similar, however there is NIK
2 and NIK in the place
of K3 and K2. If NI ≪ K and D is low (that is the case in practice), for smaller
K values it scales linearly in K because DN+ ≫
∑D
i=1 Si.
Conjugate gradient The conjugate gradient (CG; [30]) method is the state-
of-the-art iterative method for solving Ax = b type systems of linear equations,
where A is symmetric positive definite. The geometric interpretation of CG is
that first a direction is selected in which the error can be reduced the most. In
the following iterations the algorithm selects the best direction that is pairwise
conjugate to every previous directions.
iTALS-CG approximates the feature vectors by replacing M
(i)
j = (C
(i,j) +
λI)−1O(i,j) in line 18 of algorithm 3.1 with solveCG(A, b, x0,M) with A =
C(i,j) + λI, b = O(i,j), x0 = 0 and M = diag (C
(i,j) + λI). The pseudocode of
4 The complexity of algorithm 6.1 is O(NENIK) that is O
(
(K2 +N+j K)NI
)
in our
case for one feature vector.
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Algorithm 3.2 iTALS using coordinate descent for speedup
Input: T : a D dimensional S1 × · · · × SD sized tensor of zeroes and ones; W : a D
dimensional S1 × · · · × SD sized tensor containing the weights; K: number of features;
E: number of epochs; λ: regularization coefficient; NI : number of inner iterations of
the CD method
Output: {M (i)}i=1,...,D K × Si sized low rank matrices
procedure iTALS(T , W , K, E, λ, NI)
1: for i = 1, . . . , D do
2: M (i) ← Random K × Si sized matrix
3: M(i) ←M (i)(M (i))T
4: end for
5: for e = 1, . . . , E do
6: for i = 1, . . . , D do
7: C(i) ← w0M
(1) ◦ · · · ◦M(i−1) ◦M(i+1) · · · ◦M(D)
8: O(i) ← 0
9: C′(i) ← append O(i) to C(i) from right and
(
O(i)
)T
from bottom
10: C
′(i)
K+1,K+1 ← 0
11: L′(i)
(
L′(i)
)T
← Cholesky-decomposition(C′(i,j))
12: L(i) ← strip the last row of L′(i)
13: b(i) ← the last row of L′(i) transposed
14: for j = 1, . . . , Si do
15: L(i,j) ← L(i)
16: b(i,j) ← b(i)
17: w(i,j) ← vector of w0 values; same length as b
(i,j)
18: for all {t | t = Tj1,...,ji−1,j,ji+1,...,jD , t 6= 0} do
19: w′t ←Wj1,...,ji−1,j,ji+1,...,jD − w0
20: v ←M
(1)
j1
◦ · · · ◦M
(i−1)
j1−1
◦M
(i+1)
ji+1
◦ · · · ◦M
(D)
jD
21: L(i,j) ← append v to L(i,j) from right
22: b(i,j) ← append 1 to b(i,j)
23: w(i,j) ← append w′t to w
(i,j)
24: end for
25: M
(i)
j ← Solve-weighted-CD(L
(i,j), b(i,j), M
(i)
j , w
(i,j), λ, NI)
26: end for
27: M(i) ← M (i)(M (i))T
28: end for
29: end for
30: return {M (i)}i=1,...,D
end procedure
the conjugate gradient method is presented in the appendix (see algorithm 6.2).
The conjugate gradient method converges to the exact solution in at most K
steps. If NI = K it provides the exact solution, however it is often sufficient
to run fewer inner iterations for a good solutions. The bottleneck of the CG
method is the matrix-vector multiplication with A and the inversion of M in
each iteration (see Appendix).
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Here A = C(i,j) + λI = C(i) +
∑k=1
N+
j
vkWtv
T
k + λI and we use the Ja-
cobi preconditioner (M = diag(A) = diag (C(i,j) + λI)). Therefore it takes
O(NIN
+
j K + NIK
2) time to compute the feature vector when careful imple-
mentation is used. This sums up to O(NIN
+K +SiNIK
2) for recomputing one
matrix instead of the O(SiK
3) complexity of the exact method. Therefore the
total complexity of iTALS-CG is O(DN+NIK +NIK
2
∑D
i=1 Si). Note that for
iTALS-CG I is not needed only J (line 15 can be omitted from algorithm 3.1
when using the CG solver). Therefore the term DN+K2 can be omitted from the
computation time as well. If NI ≪ K iTALS-CG scales quadratically in the num-
ber of features (instead of cubically) in theory. In practice (DN+ ≪
∑D
i=1 Si) it
scales linearly (instead of quadratically) with the number of features for small
K values. However, if NI ≈ K then its complexity is the same as of the exact
iTALS. Since there are differences in the constant multipliers, iTALS-CG in fact
can be slower than the exact iTALS in this case.
4 Context-aware iTALS algorithm
In this section we derive two specific algorithms from the generic iTALS method
presented in Section 3. The first method uses seasonality as context, the sec-
ond considers the user history as sequential data, and learns meta-rules about
sequentiality and repetitiveness.
4.1 Seasonality
Many application areas of recommender systems exhibit the seasonality effect,
therefore seasonal data is an obvious choice for context [31]. Strong periodicity
can be observed in most of the human activities: as people have regular daily
routines, they also follow similar patterns in TV watching at different time of a
day, they do their summer/winter vacation around the same time in each year.
Taking the TV watching example, it is probable that horror movies are typically
watched at night and animation is more popular afternoon or weekend mornings.
Seasonality can also be observed in grocery shopping or in hotel reservation data.
In order to consider seasonality, first we have to define the length of the
season. Within a season we do not expect repetitions in the aggregated behavior
of users, but we expect that at the same time offset in different seasons, the
aggregated behavior of the users will be similar. The length of the season depends
on the data. For example it is reasonable to set the season length to be 1 day
for video-on-demand (VoD) consumption, however, this is not an appropriate
choice for shopping data, where 1 week or 1 month is more justifiable. Having
the length of the season determined, we need to create time bands (bins) in the
seasons. These time bands are the possible context-states. Time bands specify
the time resolution of a season, which is also data dependent. We can create time
bands with equal or different length. For example, every day of a week are time
bands of equal length, but ’morning’, ’around noon’, ’afternoon’, ’evening’, ’late
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evening’, ’night’ could be of different length. Obviously, these two steps require
some a-priori knowledge about the data or the recommendation problem, but
iTALS is not too sensitive to minor deviations related to the length and the
resolution of the season.
In the next step, events are assigned to time bands according to their time
stamp. Thus, we can create the (user, item, time band) tensor. We factorize this
tensor using the iTALS algorithm and we get feature vectors for each user, for
each item and for each time band. When a recommendation is requested for user
u at time t, first the time band of t is determined and then the preference value
for each item using the feature vector of user u and the feature vector of time
band tbt is calculated.
4.2 Sequentiality
Recommendation algorithms often recommend items from categories the user
likes. For example if the user often watches horror movies then the algorithm will
recommend her horror movies. This phenomenon is even stronger if time decay is
applied giving higher weights to recent events. Pushing newer events can increase
accuracy, because similar items will be recommended. Such a consideration can
be beneficial in some application fields, like VoD recommendation, but will fail
in cases where repetitiveness in user behavior with respect to items can not be
observed. A typical example for that is related to household appliance products:
if a user buys a TV set and then she gets further TV sets recommended, she will
not probably purchase another one. Instead, complementary or related goods are
rather suitable to recommend, for example, DVD players or external TV-tuners.
On the other hand, the purchase of a DVD movie does not exclude at all the
purchase of another one. Whether recommendation of similar items is reasonable,
depends on the nature of the item and the behavior of the user. Next, we propose
an approach to integrate the repetitiveness of purchase patterns into the latent
factor model.
Using association rules is a possible approach to specify item purchase pat-
terns. Association rules [32] are often used to determine which products are
bought frequently together and it was reported that in certain cases association
rule based recommendations yield the best performance [33]. In our setting, we
can extract purchase patterns from the data using association rule mining on
the subsequent user events within a given time window. There are two possibili-
ties: we can generate category–category rules, or category–item rule, thus having
usage patterns:
1. if a user bought an item from category A then she will buy an item from
category B next time, or
2. if a user bought an item from category A then she will buy an item X next
time.
We face, however, with the following problems, when attempting to use such
patterns in recommendations: (1) the parameter selection (minimum support,
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minimum confidence and minimum lift) influences largely the performance, their
optimization may be slow; (2) rules with negated consequents (e.g. bought from
A will not buy from B) are not found at all; (3) with category–category rules
one should devise further weighting/filtering to promote/demote the items in
the pushed category; (4) the category–item rules are too specific therefore either
one gets too many rules or the rules will overfit.
We show how repetitiveness related usage patterns can be efficiently inte-
grated into recommendation model using the iTALS algorithm. Let us now con-
sider the category of last purchased item as the context for the next recommen-
dation. The tensor has again three dimensions: users, items and item categories.
The (i, u, c) element of the tensor means that user u bought item i and the user’s
latest purchase (before buying i) was an item from category c. Using the exam-
ples above: the user bought a given DVD player after the purchase of a TV set.
After factorizing this tensor we get feature vectors for the item categories as well.
These vectors act as weights in the feature space that reweight the user–item
relations. For example, assuming that the first item feature means “having large
screen” then the first feature of the TV category would be low as such items
are demoted. If the second item feature means “item can play discs” then the
second feature of the TV category would be high as these items are promoted.
The advantage of this method is that it learns the usage patterns from the
data globally by producing feature vectors that reweight the user–item relations.
One gets simple but general usage patterns using the proposed solution that inte-
grates seamlessly into the common factorization framework: no post-processing
is required to define promotional/demotional weights/filters.
We can generalize the concept described above to take into account several
recent purchases. We could create a D = C + 2 dimensional tensor, where the
[3, . . . , D] dimensions would represent the item categories of the last C purchases,
but the resulting tensor would be very sparse as we increase C. Instead we remain
at a three dimensional tensor but we set simultaneously C item categories to 1 for
each user–item pair. We may also decrease the weights in W for those additional
C − 1 cells as they belong to older purchases. Thus we may control the effect
of previous purchases based on their recency. When recommending, we have
to compute the (weighted) average of the feature vectors of the corresponding
categories and use that vector as the context feature vector.
5 Experiments
We used six data sets to evaluate our algorithm. Five of them contain genuine
implicit feedback data (LastFM 1K, [34]; TV1, TV2, [35], and 2 proprietary),
while the last one is an implicit variant of the MovieLens 10M explicit feedback
data [36]. The properties of the data sets are summarized in Table 1. The column
“Multi” shows the average multiplicity of user–item pairs in the training events.5
5 This value is 1.0 at three data sets: for MovieLens, it is due to transformation of
ratings into implicit feedback, while TV1 and TV2 data might have been filtered for
duplicate events.
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The train–test splits are time-based: the first event in the test set is after the last
event of the training set. The length of the test period was selected to be at least
one day, and depends on the domain and the frequency of events. We used the
artists as items in LastFM. MovieLens ratings of 4.5 or above were transformed
into positive implicit feedback, lower ratings were discarded. We remark that
the results for MovieLens are mainly included for the sake of reproducibility;
the focus of our study is genuine implicit feedback data.
Table 1. Main properties of the data sets
Dataset Domain
Training set Test set
#Users #Items #Events Multi #Events Length
Grocery E-grocery 24947 16883 6238269 3.0279 56449 1 month
TV1 IPTV 70771 773 544947 1.0000 12296 1 week
TV2 IPTV 449684 3398 2528215 1.0000 21866 1 day
VoD IPTV/VoD 480016 46745 22515406 1.2135 1084297 1 day
LastFM Music 992 174091 18908597 21.2715 17941 1 day
MovieLens Movies 69878 10681 2112790 1.0000 3112 1 week
Our primary evaluation metric is recall@20. Recall is defined as the ratio of
relevant recommended items and relevant items. An item is considered relevant
for a user if there is an event in the test data with the given user and item. Recall
does not take into account the position of an item on the recommendation list.
We estimate that users are exposed to 20 recommendations in average during
a visit (e.g. 4 pageviews, 5 items per recommendation), therefore we choose
cutoff at 20. Mean Average Precision (MAP) was used as a secondary evaluation
metric. Unlike recall, MAP considers the order of the recommended items as
well, thus prefers methods that put the relevant items at the beginning of the
recommendation list. We also used a cutoff value of 20 for MAP (denoted as
MAP@20). While MAP@20 measurements contain valuable information on the
performance of the recommender algorithms, we find recall more appealing. In
a practice recommended items are usually randomly selected from the first N
elements of the ranked item list. N is small but larger than the number of
recommendation boxes (e.g.: N = 20). Our interest is that the user clicks one
of the items, but it is irrelevant whether it was the first or the N th item in
our ranking. Therefore recall@N suits the offline evaluation of recommender
algorithms from the practical viewpoint more than MAP@N.
5.1 Performance of iTALS
We determined the seasonality for each data set, that is, the periodicity of pat-
terns observed in the data. For Grocery we defined a week as the season and the
days of the week as the time bands. The argument here is that people usually do
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shopping on weekly or biweekly basis and that shopping habits differ on week-
ends and weekdays. One day was used as season for the other five data sets with
4 hour intervals as the time bands, because households watch different types of
programs at different time of the day. We note that one can optimize the length
of time bands but this is beyond the scope of the current paper.
In the next experiment we used item sequentiality as context; the context
state of an event is the item of the previous event of the same user.
We compared the two iTALS variants (seasonal and sequential data) to the
basic iALS as well as to a context-aware baseline for implicit feedback data.
This method, referred as implicit CA (iCA) baseline, is the composite of several
iALS models. For each context state we train a model using only the events with
the appropriate context, e.g., with Grocery we train 7 models for the 7 time
bands. The context of the recommendation request (e.g. day of week) selects the
model for the prediction. This baseline treats context-states independently. Due
to its long running time we used iCA only with seasonality, as #(time bands)
≪ #(preceding items).
iTALS is also compared to the implicit version of the FM method [14]. In
contrast to the 3-way model of iTALS (D-way in general), FM uses a full pairwise
model, i.e. user–item + user–context + item–context. The training of the implicit
FM is executed using BPR criterion with bootstrapped stochastic gradient. Since
this option is not available in the original FM library [29], we use our own
implementation in this comparison.
Table 2. Recall@20 and MAP@20 values for all data sets with iALS, iCA and iTALS
using factorization with 20 features. The differences are significant at p < 0.01 (paired
t-test). Best results are typeset in bold.
Dataset iALS
iCA baseline iTALS iTALS
(seasonality) (seasonality) (sequentiality)
Recall@20
Grocery 0.0647 0.0783 (20.98%) 0.1062 (63.96%) 0.1203 (85.86%)
TV1 0.1195 0.1173 (-1.84%) 0.1371 (14.77%) 0.1415 (18.45%)
TV2 0.2160 0.1861 (-13.84%) 0.1794 (-16.96%) 0.2041 (-5.52%)
VoD 0.0633 0.0807 (27.42%) 0.0994 (56.94%) 0.1035 (63.47%)
LastFM 0.0229 0.0272 (19.22%) 0.0339 (48.29%) 0.0872 (281.46%)
MovieLens 0.0932 0.0999 (7.24%) 0.1019 (9.31%) 0.1009 (8.28%)
MAP@20
Grocery 0.0820 0.1220 (48.73%) 0.1618 (97.25%) 0.1695 (106.72%)
TV1 0.0306 0.0352 (15.09%) 0.0430 (40.52%) 0.0418 (36.68%)
TV2 0.0539 0.0463 (-14.13%) 0.0488 (-9.57%) 0.0670 (24.30%)
VoD 0.0326 0.0710 (118.03%) 0.0814 (149.96%) 0.0602 (84.79%)
LastFM 0.0236 0.0367 (55.81%) 0.0420 (78.01%) 0.1575 (567.88%)
MovieLens 0.0340 0.0497 (46.33%) 0.0623 (83.38%) 0.0433 (27.47%)
Every algorithm has three common parameters: the number of epochs, the
regularization parameter and the number of features. The number of epochs
was set to 10 as the head of ranked recommendation lists hardly change af-
ter 10 epochs. The regularization was proportional to the support of the given
item/user/context and the ratio was optimized on a validation data set prior to
training the model on the whole training data. We did not use any other heuris-
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Table 3. Recall@20 and MAP@20 values for iTALS and FM using factorization with
20 features. The differences are significant at p < 0.01 (paired t-test).
Dataset
FM iTALS (Diff) FM iTALS (Diff)
(seasonality) (sequentiality)
Recall@20
Grocery 0.1032 0.1062 (2.88%) 0.1039 0.1203 (15.86%)
TV1 0.1572 0.1371 (-12.78%) 0.1235 0.1415 (14.62%)
TV2 0.2217 0.1794 (-19.06%) 0.2649 0.2041 (-22.96%)
VoD 0.0369 0.0994 (169.20%) 0.1152 0.1035 (-10.14%)
LastFM 0.0656 0.0339 (-48.34%) 0.0605 0.0872 (44.15%)
MovieLens 0.0996 0.1019 (2.26%) 0.0980 0.1009 (2.95%)
MAP@20
Grocery 0.1475 0.1618 (9.68%) 0.1393 0.1695 (21.73%)
TV1 0.0469 0.0430 (-8.33%) 0.0336 0.0418 (24.44%)
TV2 0.0681 0.0488 (-28.43%) 0.0971 0.0670 (-30.96%)
VoD 0.0227 0.0814 (257.89%) 0.0914 0.0602 (-34.20%)
LastFM 0.0908 0.0420 (-53.78%) 0.0991 0.1575 (58.87%)
MovieLens 0.0374 0.0623 (66.85%) 0.0421 0.0433 (2.98%)
tics (like time decay) to focus on the pure performance of the algorithms. We
ran experiments with 20 and 40 features because of the practical importance of
low factor models; also typical in the literature [9,3]. Since results were similar
we showcase the 20-feature experiment.
Table 2 shows the recall@20 and MAP@20 values for all data sets. The per-
centage values in parentheses show the improvement over the context unaware
iALS algorithm. With the exception of the TV2 data set the incorporation of
context information substantially improves the results. Even the baseline method
increases recall@20 by 20% on average. The iTALS algorithm improves the re-
sults of the baseline by 15%–35% that is a total of 15%–65% improvement over
iALS. The increase in MAP@20 is even higher. This means that iTALS rec-
ommends more relevant items and that those items are ranked higher on the
recommendation lists.
When sequentiality is used as context the improvement mainly depends on
the average multiplicity of user–item pairs, because such data sets provide more
examples to specific cases of sequentiality. For LastFM, a user–item pair is
present ≈ 21 times on average and the recall is improved by more than 280%.
But it is important to note that even on data sets where there are absolutely
no repeating items (e.g. TV1), sequentiality can increase performance. This is
due that sequences of two items can still be observed multiple times in different
user histories. However, the increase is smaller, because the behavior of users
can be described less accurately by sequentiality. In certain cases, we have no
information on whether the same item was consumed multiple times.
The only data set on which context aware methods achieved worse results
than iALS is the TV2 data set. The problem is not specific to iTALS, the context
aware baseline also worsens the recall. This phenomenon highlights the impor-
tance of the proper context selection. Context aware algorithms are efficient for
two reasons: (1) different sets of items can be recommended to the same user
under different conditions, thus the more specific needs of the users can be met;
(2) a good context information separates items and/or users well and so makes
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it easier for the algorithm to learn the user–item relations more accurately. As
for TV2, the standardized season and sequentiality definition did not yield bet-
ter results than the baseline, however, with specific context-states learnt from
the given data set, the performance of iTALS can be improved. A thorough
investigation of this direction is beyond the scope of our paper.
iTALS proved to be consistently more accurate than FM in 7 out of 12
experiments both in terms of recall and MAP (see Table 3). One can observe large
differences in both metrics in favor of either method depending on the data set.
The characterization of problems when iTALS or FM consistently outperforms
the other is beyond the scope of this paper, thus left for future research.
5.2 Relation of content and time band lengths
The effect of different context dimensions was examined in the next experiment.
The LastFM and VoD databases were used to train the iTALS model with
different seasonality information. The length of the season was kept fixed to
one day. However the experiments were conducted using time bands of different
length (8, 6, 4, 2, 1 hours, 30 and 10 minutes). The time bands are placed evenly
in the 24 hours of the season, meaning that their length is equal, the first one
stars at 0:00 and the last one ends at 24:00. This also means that the number
of time bands is different for the experiments. (Regularization was optimized
separately for each experiment using a validation set.)
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Fig. 3. Recall@20 and MAP@20 values of the iTALS trained on the LastFM and VoD
datasets using different seasonality information.
Figure 3 depicts the results of the experiments. The effect of the time band
length is smaller on VoD than on LastFM. For VoD the best choices are 0.5–2
hour time bands with respect to recall, and an increase of ≈ 6% over the default
4 hour length (Table 2) can be observed. Remark that longer time bands (6–
8 hours) cannot differentiate well enough the user behaviors at different time.
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MAP@20 is the best for the 2 hours long time bands. For LastFM, the shorter
time band length, the better recall@20 and MAP@20 values are obtained. Here
the best results are for 10 minutes time band length.
The length of content has a significant effect on the optimal choice of the time
band length. For VoD, the content length ranges between 20 and 120 minutes
and the most common length are 30–45 minutes (episodes), while the music
content (LastFM), length of the songs are much shorter, typically few minutes.
Results suggest that the optimal time band length should be around 1.5–3 times
of the typical item consumption time, with equally placed time bands.
5.3 Comparison of training algorithms
We introduced three methods to learn the model in Section 3. In addition to the
original ALS learning scheme, we proposed two approximate variants: the coor-
dinate descent (CD) and the conjugate gradient (CG). Table 4 shows the results
of the three algorithms on all data sets with both seasonality and sequential-
ity. The results for all three methods are often quite similar. The approximate
methods sometimes can slightly beat the original ALS, because the learning algo-
rithms optimize for weighted RMSE but recall is the primary evaluation metric.
Although, we can observe correlation between lower wRMSE and higher recall,
it is not one-to-one relation.
Table 4. Recall@20 and MAP@20 values for ALS, CD and CG learning; Number of
inner iterations is 2 for both CD and CG.
Dataset
iTALS season iTALS seq.
ALS CG CD ALS CG CD
Recall@20
Grocery 0.1062 0.1078 0.1053 0.1203 0.1192 0.1189
TV1 0.1371 0.1322 0.1361 0.1415 0.1405 0.1347
TV2 0.1794 0.1758 0.1811 0.2041 0.2044 0.2050
LastFM 0.0339 0.0383 0.0381 0.0872 0.0862 0.0872
VoD 0.0994 0.0996 0.0994 0.1035 0.1018 0.1017
MovieLens 0.1019 0.0987 0.0999 0.1009 0.1009 0.1009
MAP@20
Grocery 0.1618 0.1690 0.1623 0.1695 0.1683 0.1692
TV1 0.0430 0.0429 0.0423 0.0418 0.0416 0.0413
TV2 0.0488 0.0476 0.0483 0.0670 0.0637 0.0668
LastFM 0.0420 0.0476 0.0726 0.1575 0.1743 0.2486
VoD 0.0814 0.0816 0.0813 0.0602 0.0605 0.0593
MovieLens 0.0623 0.0639 0.0673 0.0433 0.0433 0.0433
CD and CG have an additional hyperparameter over ALS, the number of
inner iterations. We expect that the accuracy improves with more iteration at
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the cost of a slower learning. The main motivation behind using approximate
algorithms is to speed up the training process. We found NI = 2 to be a fair
trade-off between speed and performance for both methods.
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Fig. 4. Running times of one epoch of iTALS (ALS, CD, CG) and iALS in the value
of K, using one CPU core
Figure 4 shows running time for each learning method on the LastFM data
set for differentK values with seasonality as context (using sequentiality results a
similar graph). We measured the running time of 10 epochs and use the average of
these experiments on the figure. The results are also compared with the running
time of iALS. The iALS and iTALS methods appear to scale quadratically with
K in practice as we expected (for “smaller” K values), CG approximations scale
linearly in K and CD is somewhere in between the two. The original iTALS
takes 1.5 times more time to learn than iALS, but this means that the time of
learning one feature matrix is basically the same for both methods (iTALS learns
3 matrices as opposed to the 2 matrices for iALS). We can also note that both
CG and CD increases scalability of the algorithm significantly. The achievable
speed-up depends on the number of features (K) as well. It is considerable and
especially important with larger K values and thus makes the training of high
factor models possible in practical applications.
The approximate solvers can use information from the previous epoch (unlike
LS) as the initial x0 solution can be set to the previous value of the feature
vectors. This property prevents them from degrading (compared to the ALS
based variant) as the number of features increases, even if the number of inner
iterations is set to a small fixed value.
Figure 5 shows recall@20 (left) and MAP@20 (right) values for ALS, CD and
CG based training in the number of features on VoD (up) and LastFM (down)
using seasonality. The number of inner iterations for the approximate methods
is 2. The graphs for VoD are basically the same for all three training methods.
XXII
0.0850
0.0900
0.0950
0.1000
0.1050
0.1100
0.1150
0.1200
20 40 60 80 100 120 140 160 180 200
R
e
ca
ll
@
2
0
Number of features (K)
Recall@20 on VoD
0.0740
0.0760
0.0780
0.0800
0.0820
0.0840
0.0860
0.0880
0.0900
0.0920
0.0940
20 40 60 80 100 120 140 160 180 200
M
A
P
@
2
0
Number of features (K)
MAP@20 on VoD
0.0000
0.0200
0.0400
0.0600
0.0800
0.1000
0.1200
20 40 60 80 100 120 140 160 180 200
R
e
ca
ll
@
2
0
Number of features (K)
Recall@20 on LastFM
0.0000
0.0500
0.1000
0.1500
0.2000
0.2500
20 40 60 80 100 120 140 160 180 200
M
A
P
@
2
0
Number of features (K)
MAP@20 on LastFM
ALS CG CD
Fig. 5. Recall@20 (left) and MAP@20 (right) values for iTALS using ALS, CD and
CG in the value of K.
The results of CD on the LastFM dataset are significantly worse than that of
the ALS, while CG outperforms both of them.
We found that CD sometimes is unstable with the three way tensor factoriza-
tion, resulting in diverging (e.g. infinite or NaN) feature values6. This behavior is
more common when higher regularization coefficients are used along with higher
number of factors. Therefore we had to lower the regularization coefficients for
some experiments with CD, including the experiments on LastFM when K > 20.
This however produced significantly worse results. This unpredictable/unstable
behavior makes CD learning a less attractive option.
It is uncommon that CG significantly outperforms ALS like it did on LastFM
with seasonality as the context. This was the only setting amongst our experi-
ments on which it happened, generally it achieved similar results to ALS. The
LastFM dataset has lots of duplicate events (same user listens to the same item)
and we only use 6 context-states for seasonality. Therefore this special scenario
can be too restrictive and hard to learn. However CG can use the value of the
feature vectors from the previous epoch during their recomputation, thus it can
become gradually better7.
We found that CG generally produces similar results to ALS and is also the
most scalable from the three training methods. It can sometimes also outperform
ALS on more restrictive problems. CD is middle road in terms of scalability
6 Experiments with other models – like the vanilla MF – suggest that this problem of
the CD is specific to the three way model only.
7 If the previous value of the feature vectors was not carried over between epochs, CG
generally underperforms ALS.
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between CG and ALS. However its instability with the three way model in certain
settings basically discards it as a practically useful solution. Therefore we chose
the CG learning as the default training method for the iTALS algorithm, with
the number of inner iterations set to 2.
6 Conclusion and future work
In this paper we presented an efficient ALS-based tensor factorization method
for the context-aware implicit feedback recommendation problem. Our method,
coined iTALS, scales linearly with the number of non-zeroes in the tensor, thus it
works well on implicit data. In addition, we presented two variants implementing
faster, approximate learning scheme. We also showed two specific examples for
context-aware implicit scenario with iTALS. When using the seasonality as con-
text, we efficiently segmented periodical user behavior in different time bands.
When exploiting sequentiality in the data, the model was able to tell apart items
having different repetitiveness in usage pattern. These variants of iTALS allow us
to analyze user behavior by integrating arbitrary contextual information within
the well-known factorization framework. Experiments performed on six data sets
show that proposed algorithms can greatly improve the performance. Compared
to the context-unaware and context-aware baselines iALS and iCA, our algo-
rithm improved recall@20 and MAP@20 significantly in almost all cases, while
it is on par with the implicit version of the context-aware FM.
Comparing the iTALS-variants from the accuracy–training time aspects, we
concluded that the CG variant offers fast training time (10–50% of the ALS) and
high accuracy using only a few inner iterations. The number of inner iterations
can be fixed to a low value, irrespective of the number of features, as CG can
use information from previous epochs and thus can keep up with the accuracy of
the ALS. SGD learning is not applicable with our method, however it is used by
some other algorithms. iTALS-CG has an advantage over SGD based methods
in terms of scalability as it can be easily parallelized.
Our work opens up a new paths for context-aware recommendations for the
implicit feedback problem. Future work will include the characterization of prob-
lems when D-way (iTALS) or pairwise (FM) models are more advantageous,
learning the optimal context states from data, as well as the relation between
reweighting, context features and the number of features (K).
Appendix
XXIV
Algorithm 6.1 Weighted coordinate descent method
Input: A: NE ×K matrix of input examples; b: output for the examples; x
(0): initial
solution; w: vector of weights; λ: regularization coefficient; NI : number of iterations
Output: x: approximate solution of Ax = b
procedure Solve-weighted-CD(A, b, x0, w, λ, NI)
1: x← x(0)
2: for i = 1, . . . , NI do
3: for j = 1, . . . , NE do
4: ∆xj ←
ATj (w◦b)−λxj
AT
j
(w◦Aj )+λ
5: xj ← xj + δxj
6: end for
7: end for
8: return x
end procedure
Algorithm 6.2 Conjugate gradient method
Input: A: K × K symmetric positive definite matrix; b: output vector; x(0): initial
solution; M : preconditioning matrix (e.g.: diag(A)); NI : number of iterations
Output: x: approximate solution of Ax = b
procedure solveCG(A, b, x0, M , NI)
1: r(0) ← b− Ax(0)
2: z(0) ← M−1r(0)
3: p(0) ← z(0)
4: for i = 0, . . . , NI − 1 do
5: α(i) ← (r
(i))T z(i)
(p(i))TAp(i)
6: x(i+1) ← x(i) + α(i)p(i)
7: r(i+1) ← r(i) − α(i)Ap(i)
8: z(i+1) ← M−1r(i+1)
9: β(i) ← (z
(i+1))T r(i+1)
(z(i))T r(i)
10: p(i+1) ← z(i+1) + βipi
11: end for
12: return x(NI)
end procedure
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