The behavior of the t test in small samples for coefficient significance in time-series regressions is examined after using the Prais-Winsten (PW) and Cochrane-Orcutt (CO) corrections for autocorrelation. Results are compared to ordinary least squares and generalized least squares.
Introduction
The Prais-Winsten (PW) and Cochrane-Orcutt (CO) methods are popular procedures for correcting for autocorrelation in time-series regression models. Both methods transform the data using a differencing transformation to remove autocorrelation. Ordinary least squares (OLS) applied to the transformed observations will yield estimators that are asymptotically more efficient than OLS applied to the original data.
The PW and CO methods are essentially equivalent except for the treatment of the first observation in the data set. The CO method simply omits the first observation, while the PW method transforms the observation and retains it. Asymptotically, there is no difference in the efficiency of estimators produced by the two methods. In previous studies of small sample behavior, however, the superior performance of the PW procedure has been documented. Using the CO procedure results in estimators that are less efficient in small samples. Under certain conditions, the CO estimator can even be less efficient than OLS applied to the original data.
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Due to the inefficiency of the CO estimator, comparisons of hypothesis testing results from models estimated by PW and CO have not been considered. This article examines the behavior of the t test in small samples for coefficient significance in time-series regressions. Tests are compared using four estimation procedures: OLS, CO, PW and generalized least squares estimation (GLS) using the true value of the autocorrelation coefficient.
The results suggest that the PW and CO methods perform similarly when testing hypotheses, but in certain cases, CO outperforms PW. This does not, however, mean that either method performed particularly well. Both had levels of significance that were much higher than desirable in certain circumstances. The poor performance of these procedures in situations when they are intended to correct for autocorrelation suggests the need for either better estimates of the autocorrelation coefficient, better procedures for correcting for autocorrelation, or alternative approaches that will result in improved hypothesis tests.
Methodology
The following simple regression model is considered:
for t =1,2,...,T. In equation (1), y t and x t are the t th observations on the dependent and explanatory variables, respectively, and ε t is a random disturbance for the t th observation and may be subject to autocorrelation. The η t represents disturbance components that are assumed to be independent and identically distributed. The parameters β 0 and β 1 are unknown and must be estimated. The parameter ρ is the autocorrelation coefficient, with |ρ|<1. Using matrix notation, the model can be written as:
Two procedures to correct for autocorrelation are examined. These are the Prais-Winsten (1954) and Cochrane-Orcutt (1949) procedures. Both procedures transform the data using the autocorrelation coefficient, ρ, after which the transformed data are used in estimation. The procedures differ in their treatment of the first observation, (x 1 , y 1 ). The PW transformation matrix is:
Pre-multiplying the model in (2) . .
In (6), η is the vector of serially uncorrelated η t errors.
The CO transformation matrix is the (T−1) x 1 matrix obtained by removing the first row of the M PW transformation matrix. The use of the CO transformation means that (T−1) observations, rather than T, are used to estimate the model. In the CO transformation, the first observation is omitted, whereas it is transformed and included in the estimation in the PW transformation. Asymptotically, the loss of this single observation is probably of minimal concern. However, for small samples, omitting the first observation has been shown to result in an estimator inferior to that obtained when the first observation is retained and transformed. See Dielman & Pfaffenberger (1984) , Maeshiro (1979) , and Park & Mitchell (1980) for simulation studies demonstrating the efficiency gains of PW, and Doran (1981), Magee (1987), Taylor (1981) , and Thornton (1987) for analytical results.
In practice the value of ρ will be unknown and it must be estimated from sample data. The estimators of ρ used will be as follows: Park and Mitchell (1980) showed that these two estimators minimize the error sum of squares conditional on β when T and T−1 observations are used, respectively, in the estimation process.
The actual estimation procedures for both PW and CO are iterative procedures. OLS is run to obtain estimates of the regression coefficients and, subsequently, the t εˆ. The estimator of the autocorrelation coefficient, ρ, is computed, the data are transformed, and new estimates of the regression coefficients are obtained. The autocorrelation coefficient estimate is recomputed and compared to the previous estimate. In the results, if these estimates differ by less than 0.000001, the iterative procedure stops. The procedure also stops when it reaches 25 iterations. If boundary conditions are encountered the estimate of ρ is set at ±0.999999.
The model considered in this article is described in equation (1). The explanatory variable values are generated as follows: The parameter β 0 was set equal to zero (without loss of generality). The parameter β 1 was set equal to zero to examine the level of significance. For each factor combination in the experimental design, ten thousand Monte Carlo trials were used to assess levels of significance. A sample size of T = 20 was used. The values of ρ were 0.0, 0.2, 0.4, 0.6, 0.8, and 0.95. The null hypothesis H 0 : β 1 = 0 is tested using the t test and the number of rejections of the null hypothesis was recorded to assess the level of significance.
The hypothesis tests were also conducted with β 1 = 0.2, 0.3, 0.4, 0.5, and 1.0. When H 0 is rejected, the proportion of correct rejections can be used to construct empirical power functions. Power comparisons based on the original simulations are complicated by the differences in the observed significance levels. A valid power comparison can be made only if the true significance levels of the tests are similar, which is clearly not the case based on our results. The power comparison was accomplished using a procedure suggested by Zhang and Boos (1994) . From the original 10,000 simulations with β 1 = 0, the test statistics were sorted and the critical values producing a 5% level of significance were chosen for each design point. These values represent estimates of the critical values under the null hypothesis that produce an exact 5% level of significance. The simulation was repeated with the non-zero values of β 1 , using the empirically determined critical values. The test statistics from the second set of simulations will have similar levels of significance, making their powers comparable. Zhang and Boos (1994) suggested using a larger number of Monte Carlo trials to estimate the correct critical value under the null hypothesis if possible. In this experiment 10,000 trials under the null and 5,000 under the alternative hypotheses were used.
Results are reported for four estimation procedures: OLS (assuming ρ = 0), PW and CO and GLS (which is the PW procedure using the true value of ρ). All random numbers were generated using IMSL subroutines and the simulation was written in FORTRAN.
Results
Consider Tables 1 and 2 . These tables show the number of rejections of the true null hypothesis that the slope is zero for all factor combinations in the Monte Carlo simulation. Table 1 shows the results for the autoregressive independent variable; Table 2 for the stochastic trend variable. The most striking results are for the autoregressive case when λ is 0.8 and the stochastic trend case for λ equal to both 0.4 and 0.8. As the level of autocorrelation increases, the observed levels of significance become very high for OLS, but this is not unexpected. OLS is not expected to perform well when disturbances are autocorrelated.
However, the two methods that correct for autocorrelation do not perform well either. PW has very high rejection rates with some cases approaching 50%. The rejection rates for CO are high as well, but often not as high as PW. This is particularly evident when the independent variable is autoregressive. These results suggest that correcting for autocorrelation does not guarantee reliable inferences about the slope coefficient.
Selected power comparisons using 5,000 Monte Carlo trials are shown in Table 3 for the autoregressive independent variable with λ = 0.8 and in Table 4 for the stochastic trend variable with λ = 0.8. When the independent variable is autoregressive, CO generally has power equal to or slightly higher than PW. Figures 1 and 2 plot the empirical power curves for ρ = 0.0 and ρ = 0.95 from Table 3 . When ρ = 0.0 there is little difference in adjusted power; when ρ = 0.95 CO has higher power than PW.
When the independent variable is a stochastic trend, there is little difference between PW and CO as evidenced in the empirical power curves in Figures 3 and 4 for ρ = 0.0 and ρ = 0.95, respectively. In this case, when ρ = 0.95, it is especially troublesome that OLS has higher adjusted power than either PW or CO, which supposedly adjust for autocorrelation. This result is driven by the very high levels of significance for OLS of course.
Conclusion
Previous studies have shown that the PW method is superior to CO as a correction for autocorrelation in terms of estimator efficiency. However, these results do not hold up in an examination of inference results. CO generally performs as well and in many cases better than PW in terms of observed level of significance and adjusted power. This should not be taken as a suggestion that the PW method should be abandoned and CO resorted to, however. Perhaps both methods should be abandoned and a better approach sought for handling autocorrelation in regression models. In terms of inference, a bootstrap approach as Rayner (1991) suggested might be preferred to either the PW or CO method. Alternatively, as suggested by Mizon (1995) , perhaps another approach to correcting for autocorrelation should be considered. Bayesian estimators (see Ohtani, 1990, and Kennedy & Simons, 1991) Hefte, 30, 163-183. Doran, H. (1981) . Omission of an observation from a regression analysis: A discussion on efficiency loss with applications. Journal of Econometrics, 16, 367-374. Kennedy, P., & Simons, D. (1991) . Fighting the teflon factor: Comparing classical and Bayesian estimators for autocorrelated errors. Journal of Econometrics, 48, 15-27. Maeshiro, A. (1979) . On the retention of the first observation in serial correlation adjustment of regression models. International Economic Review, 20, 259-265. Magee, L. (1987) . A note on CochraneOrcutt estimation. Journal of Econometrics, 35, [211] [212] [213] [214] [215] [216] [217] [218] 
