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Let A and B be (not necessarily unital or closed) standard opera-
tor algebras on complex Banach spaces X and Y , respectively. For a
bounded linear operator A on X , the peripheral spectrum σπ (A) of
A is the set σπ (A) = {z ∈ σ(A) : |z| = maxω∈σ(A) |ω|}, where
σ(A) denotes the spectrum of A. Assume that Φ : A → B is a
map the range of which contains all operators of rank at most two.
It is shown that the map Φ satisfies the condition that σπ (BAB) =
σπ (Φ(B)Φ(A)Φ(B)) for allA, B ∈ A if andonly if thereexists a scalar
λ ∈ C with λ3 = 1 and either there exists an invertible operator
T ∈ B(X, Y) such thatΦ(A) = λTAT−1 for every A ∈ A; or there ex-
ists an invertible operator T ∈ B(X∗, Y) such thatΦ(A) = λTA∗T−1
for every A ∈ A. If X = H and Y = K are complexHilbert spaces, the
maps preserving the peripheral spectrum of the Jordan skew semi-
triple productBA∗B are also characterized. Suchmaps are of the form
A → UAU∗ orA → UAtU∗, whereU ∈ B(H, K) is a unitary operator,
At denotes the transpose of A in an arbitrary but fixed orthonormal
basis of H.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Surjective linearmaps between Banach algebraswhich preserve the spectrumare extensively stud-
ied in connection with a longstanding open problem sometimes due to Kaplansky on invertibility
preserving linear maps ([1,2,4–6,9,13,14] and the references therein). Clearly, general spectrum pre-
serving transformations can be almost arbitrary. So, to obtain a nice structural result, one has to impose
some restrictions on themaps under consideration (see, for example [3]). In [17],Molna´r characterized
surjective maps Φ on bounded linear operators acting on a Hilbert space preserving the spectrum of
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the product of operators, i.e., AB and Φ(A)Φ(B) always have the same spectrum. A similar question
was studied by Huang and Hou [12] by replacing the spectrum with several spectral functions such
as the left spectrum, spectral boundary, etc. Hou et al. [10,11] studied further the maps Φ between
certain operator algebras preserving the spectrum of a general product T1∗T2∗ · · · ∗Tk of low rank
operators. Namely, for all operators T1, T2, . . . , Tk of low rank the spectra of T1∗T2∗ · · · ∗Tk and of
Φ(T1)∗Φ(T2)∗ · · · ∗Φ(Tk) are equal. The general product T1∗ · · · ∗Tk covers the usual product T1T2,
the Jordan product T1T2 + T2T1, the Jordan semi-triple product T1T2T1, the Jordan triple product
T1T2T3 + T3T2T1, etc.
LetB(X)be the Banach algebra of all bounded linear operators on a complex Banach spaceX . Denote
by σ(T) and r(T) the spectrum and the spectral radius of T ∈ B(X), respectively. The peripheral
spectrum of T is defined by
σπ(T) = {z ∈ σ(T) : |z| = r(T)}.
Since σ(T) is compact, σπ(T) is awell-defined non-empty set and is an important spectral function. In
[19], Tonev and Luttman studied maps preserving peripheral spectrum of the usual operator products
on standard operator algebras. It was proved that, if such amap is surjective, then it must be a positive
or negative multiple of an isomorphism or an anti-isomorphism. They studied also the corresponding
problems in uniformalgebras (see [15,16]). Recently, Takeshi andDai [18] generalized the result in [16],
and characterized surjective maps φ andψ satisfying σπ(φ(T)ψ(S)) = σπ(TS) on standard operator
algebras. The surjective maps between standard operator algebras on Hilbert spaces that preserve the
peripheral spectrum of skew products T∗S of operators were also characterized in [18]. Cui and Li
studied in [7] the maps preserving peripheral spectrum of Jordan products of operators AB + BA on
standard operator algebras. They show that, if the range of such amap contains all operators of rank at
most two, then it is an isomorphismor an anti-isomorphismsmultiplied by 1 or−1. A characterization
of maps preserving the peripheral spectrum of skew Jordan products AB∗ + B∗Awas also given in [7].
Motivated by the above results, the purpose of this paper is to study the maps preserving the
peripheral spectrum of Jordan semi-triple products of operators. Under the mild assumption that the
rangeof themapcontains all operators of rank atmost two,we showthat suchamap is an isomorphism
or an anti-isomorphismmultiplied by a scalar λ ∈ Cwith λ3 = 1 (see Theorem 2.1). We characterize
also maps preserving the peripheral spectrum of the Jordan skew semi-triple product BA∗B and show
that such maps are of the form A → UAU∗ or A → UAtU∗, where U is a unitary operator and At
denotes the transpose of A in an arbitrary but fixed orthonormal basis (see Theorem 3.1).
Throughout this paper, X and Y stand for complex Banach spaces of any dimension. Denote by X∗
the dual space of X and by B(X) the Banach algebra of all bounded linear operators on X . For A ∈ B(X),
A∗ denotes the adjoint operator of A. For x ∈ X and f ∈ X∗, x ⊗ f is the rank one operator defined by
(x⊗ f )z = f (z)x for every z ∈ X . We often use 〈x, f 〉 for f (x), the value of f at x. Recall that a standard
operator algebra A on a Banach space X is a subalgebra of B(X) containing the ideal of all finite rank
operators on X . However, we do not assume that A contains the identity operator I on X , or that it
is closed. For A ∈ B(X), ker(A) and ran(A) denote, respectively, the kernel and the range of A, while
rank(A) stands for the rank of A, that is, the dimension of ran(A). LetC andR denote, respectively, the
complex field and real field as usual.
2. Jordan semi-triple products of operators on Banach spaces
In this section, we will study maps between standard operator algebras on complex Banach spaces
preserving the peripheral spectrum of Jordan semi-triple products of operators. The main result is the
following.
Theorem 2.1. LetA and B be standard operator algebras on complex Banach spaces X and Y, respectively.
Assume that Φ : A → B is a map the range of which contains all operators of rank at most two. Then Φ
satisfies
σπ(BAB) = σπ(Φ(B)Φ(A)Φ(B)) for all A, B ∈ A (2.1)
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if only and if there exists a scalar λ ∈ C with λ3 = 1 such that one of the following assertions holds:
(1) There exists an invertible operator T ∈ B(X, Y) such that Φ(A) = λTAT−1 for all A ∈ A.
(2) The spaces X and Y are reflexive, and there exists an invertible operator T ∈ B(X∗, Y) such that
Φ(A) = λTA∗T−1 for all A ∈ A.
To prove Theorem 2.1, as one may expect, we will show that Φ is linear and preserves rank one
operators in both directions. Thus, the following lemma is crucial. It gives a characterization of rank
one operators in terms of the peripheral spectrum of Jordan semi-triple products.
Lemma 2.2. Let A be a standard operator algebra on a complex Banach space X of dimension  2. If
A ∈ A is nonzero, then the following statements are equivalent:
(1) A is of rank one.
(2) For any B ∈ A, σπ(BAB) is a singleton.
(3) For any B ∈ A with rank(B)  2, σπ(BAB) is a singleton.
Proof. The implications (1) ⇒ (2) ⇒ (3) are clear.
To prove (3) ⇒ (1), we consider the contrapositive. Suppose (1) is not true, i.e., A has rank at
least two. Then there exist linearly independent vectors x1, x2 ∈ X such that {Ax1, Ax2} is a linearly
independent set. Fix such x1 and x2. We consider the following three cases:
Case 1. dim[x1, x2, Ax1, Ax2] = 4.
Writing Ax1 = x3 and Ax2 = x4, by Hahn–Banach Theorem, there exist fi ∈ X∗ such that fi(xj) = δij
(the Kronecker’s symbol), i, j = 1, 2, 3, 4. Let g1 = f1 + f3, g2 = αf2 + f4 with α 
= 1, |α| = 1 and let
B = x1 ⊗ g1 + x2 ⊗ g2; then rank(B) = 2 and σπ(B) = {1, α}. As BAB = B, we get σπ(BAB) = {1, α},
a contradiction.
Case 2. dim[x1, x2, Ax1, Ax2] = 3.
Since Ax1 = x3 and Ax2 = x4 are linearly independent, we have x2 = λ1x1 + λ2x3 + λ3x4 for
some scalars λ1, λ2, λ3. Note that λ3 
= 0 as dim[x1, x2, Ax1, Ax2] = 3. By Hahn–Banach Theorem,
there exist fi ∈ X∗ such that fi(xj) = δij , i, j = 1, 3, 4. Let g1 = f1 + f3, g2 = αf4 with α 
= 0 and let
B = x1⊗g1+x2⊗g2. Then BAB = x1⊗g1+αx2⊗g2. Obviously, BABx1 = x1. For any x = γ1x1+γ2x2
with γ2 
= 0, we have
BABx = γ1x1 + γ2(λ1 + λ2)x1 + α2γ2λ3x2.
Thus, BABx = λx for some scalar λ if and only if
γ1 + γ2(λ1 + λ2) = λγ1 (2.2)
and
α2γ2λ3 = λγ2. (2.3)
By Eq. (2.3), λ = α2λ3 
= 0 as λ3 
= 0. Take α such that |α|2 = |λ3|−1 and α2λ3 
= 1. Then λ = α2λ3
and |λ| = 1. Take γ1 = 1 and γ2 = λ−1λ1+λ2 if λ1 + λ2 
= 0; take γ1 = 0 and γ2 = 1 if λ1 + λ2 = 0.
Then λ satisfies both Eq. (2.2) and Eq. (2.3) and hence BAB(γ1x1 + γ2x2) = λ(γ1x1 + γ2x2). This
implies that σπ(BAB) = {1, λ}, a contradiction.
Case 3. dim[x1, x2, Ax1, Ax2] = 2.
The above condition tells that in this case X1 = [x1, x2] = [Ax1, Ax2] is a A-invariant subspace
of X . Let A1 be the restriction of A to this subspace. It is invertible and similar either to diag(α, β)
with α 
= β or to an upper triangular matrix with equal diagonal elements. In both cases it is easy to
construct B1 such that σπ(B1A1B1) and hence, σπ(BAB) contains two points.
The contradiction obtained in all cases imply that Amust have rank one, as desired. 
Proof of Theorem 2.1. The “if” part is obvious. The proof of the “only if” part will be completed after
checking several claims.
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Assume that the range of Φ contains all operators of rank at most two and Φ satisfies Eq. (2.1).
Claim 1.Φ(A) = 0 if and only if A = 0.
LetΦ(0) = S. To prove S = 0, assume, on the contrary, that S 
= 0; then there exists a vector x ∈ X
with x 
= 0 such that Sx 
= 0.
If x and Sx are linearly dependent, take f ∈ X∗ such that 〈Sx, f 〉 = 1, 〈x, f 〉 
= 0. Let T = x ⊗ f ;
then TST = (x ⊗ f )S(x ⊗ f ) = T and σπ(TST) = σπ(T) = {〈x, f 〉}.
If x and Sx are linearly independent, by Hahn–Banach Theorem, there exist f1, f2 ∈ X∗ such that〈x, f1〉 = 1, 〈x, f2〉 = 0, 〈Sx, f1〉 = 0 and 〈Sx, f2〉 = 1. Let f = f1 + f2 and T = x ⊗ f . Then 〈x, f 〉 = 1,〈Sx, f 〉 = 1 and TST = x ⊗ fSx ⊗ f = T , σπ(TST) = σπ(T) = {〈x, f 〉} = {1}.
The range of Φ contains all operators of rank at most two. Hence, there exists B ∈ A such that
Φ(B) = T . Then
{0} = σπ(B0B) = σπ(Φ(B)Φ(0)Φ(B)) = σπ(TST) = {〈x, f 〉},
a contradiction. Hence we must have S = 0.
Next we prove thatΦ(A) = 0 implies A = 0. IfΦ(A) = 0, then we have
σπ(BAB) = σπ(Φ(B)Φ(A)Φ(B)) = {0}
holds for all B ∈ A, which forces that A = 0.
Claim 2.Φ preserves rank one operators in both directions.
Assume that rank(A) = 1; then Claim 1 implies that Φ(A) 
= 0. For any B ∈ A, by Lemma 2.2,
σπ(Φ(B)Φ(A)Φ(B)) = σπ(BAB) is a singleton. Since the range of Φ contains all operators of rank at
most two, for any C ∈ B with rank(C)  2, σπ(CΦ(A)C) is a singleton. Applying Lemma 2.2 one has
Φ(A) is of rank one. Conversely, assume that Φ(A) is of rank one. Then, for any B ∈ A, Lemma 2.2
implies that σπ(BAB) = σπ(Φ(B)Φ(A)Φ(B)) is a singleton. Applying Lemma 2.2 again one sees that
A is of rank one.
Claim 3.Φ is linear and hence, by Claim 1, is injective.
We show first that Φ is additive. Let A, B ∈ A be arbitrary. For any y ∈ Y, g ∈ Y∗ with 〈y, g〉 = 1,
Claim 2 implies that there exist x ∈ X, f ∈ X∗ such thatΦ(x ⊗ f ) = y ⊗ g. Then
{〈Φ(A + B)y, g〉〈y, g〉} = σπ((y ⊗ g)Φ(A + B)y ⊗ g)
= σπ((x ⊗ f )(A + B)x ⊗ f )
= {Tr((x ⊗ f )(A + B)x ⊗ f )}
= {Tr((x ⊗ f )Ax ⊗ f ) + Tr((x ⊗ f )Bx ⊗ f )}
= σπ((x ⊗ f )Ax ⊗ f ) + σπ((x ⊗ f )Bx ⊗ f )
= σπ((y ⊗ g)Φ(A)y ⊗ g) + σπ((y ⊗ g)Φ(B)y ⊗ g)
= {Tr((y ⊗ g)(Φ(A) + Φ(B))y ⊗ g)}
= σπ((y ⊗ g)(Φ(A) + Φ(B))y ⊗ g)
= {〈(Φ(A) + Φ(B))y, g〉〈y, g〉}.
It follows that
〈Φ(A + B)y, g〉 = 〈(Φ(A) + Φ(B))y, g〉
holds for any y ∈ Y , g ∈ Y∗ with 〈y, g〉 = 1. This entails Φ(A + B) = Φ(A) + Φ(B) and hence Φ is
additive. Similarly one can check thatΦ is homogeneous. So Φ is linear.
The Claims 1–3 imply that Φ is an injective linear map preserving rank one operators in both
directions.
Let us first consider the case that dim X  3. Then, by [8] the following claim is true.
Claim 4. If dim X  3, then one of the following statements holds:
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(i) There exist two linear bijections T : X → Y and S : X∗ → Y∗ such thatΦ(x⊗ f ) = Tx⊗ Sf for
all rank one operators x ⊗ f ∈ A.
(ii) There exist two linear bijections T : X∗ → Y and S : X → Y∗ such thatΦ(x⊗ f ) = Tf ⊗ Sx for
all rank one operators x ⊗ f ∈ A.
Claim 5. There exists a scalar λ ∈ C with λ3 = 1 such that, if (i) occurs in Claim 4, then 〈Tx, Sf 〉 =
λ〈x, f 〉 holds for all x ∈ X and f ∈ X∗; if (ii) occurs in Claim 4, then 〈Tf , Sx〉 = λ〈x, f 〉 holds for all
x ∈ X and f ∈ X∗.
To check Claim 5, we first assume that the Case (i) in Claim 4 occurs. Then, for any x ∈ X , f ∈ X∗,
we have σπ((x ⊗ f )3) = {〈x, f 〉3} = σπ((Tx ⊗ Sf )3) = {〈Tx, Sf 〉3}. So 〈Tx, Sf 〉 = λx,f 〈x, f 〉 with
λx,f
3 = 1. Especially, 〈x, f 〉 = 0 ⇔ 〈Tx, Sf 〉 = 0.
Let
V0 = {(x, f )|〈x, f 〉 = 0}, V1 = {(x, f )|λx,f = 1},
V2 = {(x, f )|λx,f = ei 2π3 }, V3 = {(x, f )|λx,f = ei 4π3 }.
Then V1 ∪ V2 ∪ V3 = X × X∗ and Vk ∩ Vj = V0 if k 
= j, k, j = 1, 2, 3. For x1, x2 ∈ X we denote by[x1, x2] the linear subspace spanned by x1 and x2.
Assertion 1. For any nonzero x1, x2 ∈ X , f ∈ X∗, there exists some k ∈ {1, 2, 3} such that [x1, x2] ×[f ] ⊆ Vk .
We need only to show that we may take λx1,f and λx2,f such that λx1,f = λx2,f . Consider the
following three cases:
Case 1. x1, x2 are linearly dependent.
Assume that x2 = αx1; then α 
= 0 and αλx1,f 〈x1, f 〉 = α〈Tx1, Sf 〉 = 〈Tx2, Sf 〉 = αλx2,f 〈x1, f 〉.
So we may take λx1,f and λx2,f such that λx1,f = λx2,f .
Case 2. x1, x2 are linearly independent and at least one of 〈xi, f 〉, i = 1, 2 is not zero.
In this case, for any α, β ∈ Cwe have
αλα,β〈x1, f 〉 + βλα,β〈x2, f 〉 = 〈T(αx1 + βx2), Sf 〉 = αλx1,f 〈x1, f 〉 + βλx2,f 〈x2, f 〉, (2.4)
where λα,β = λαx1+βx2,f . Let
η =
⎛
⎝ λx1,f 〈x1, f 〉
λx2,f 〈x2, f 〉
⎞
⎠ , η0 =
⎛
⎝ 〈x1, f 〉
〈x2, f 〉
⎞
⎠ , ξ =
⎛
⎝ α
β
⎞
⎠ ∈ C2.
Then Eq. (2.4) implies that
〈η, ξ 〉 = λα,β〈η0, ξ 〉
holds for any ξ ∈ C2. It follows that 〈η, ξ 〉 = 0 ⇔ 〈η0, ξ 〉 = 0. So, as the vectors in C2, we must
have η = γ η0 for some scalar γ . Now it is clear that λx1,f = λx2,f .
Case 3. x1, x2 are linearly independent and 〈x1, f 〉 = 〈x2, f 〉 = 0.
Then 〈Tx1, Sf 〉 = λx1,f 〈x1, f 〉 = 0 = 〈Tx2, Sf 〉 = λx2,f 〈x2, f 〉. In this case it is clear that we can
take λx1,f and λx2,f such that λx1,f = λx2,f .
Similar to the previous discussion, we have
Assertion 2. For any nonzero x ∈ X , f1, f2 ∈ X∗, there exists some k ∈ {1, 2, 3} such that[x] × [f1, f2] ⊆ Vk .
Assertion 3. There exists a scalar λ ∈ Cwith λ3 = 1 such that λx,f = λ for all x ∈ X and f ∈ X∗.
For any f0 
= 0, there exists x0 such that 〈x0, f0〉 = 1. Then 〈Tx0, Sf0〉 = λx0,f0 and (x0, f0) ∈ Vk0 for
some k0 ∈ {1, 2, 3}. So, by Assertion 1, for any x ∈ X , we have [x, x0] × [f0] ⊆ Vk0 , which implies that
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X × [f0] ⊆ Vk0 . Similarly, by Assertion 2 one gets, for any x0 
= 0, [x0] × X∗ ⊆ Vk0 . Thus we obtain
that X × X∗ = Vk0 .
Hence, there exists a scalar λ ∈ C with λ3 = 1 such that λx,f = λ for all x and f , that is,〈Tx, Sf 〉 = λ〈x, f 〉 holds for all x ∈ X and f ∈ X∗. So Assertion 3 is true.
This completes the proof of Claim 5 for the Case (i) of Claim 4.
If the Case (ii) in Claim 4 occurs, by a similar argument one can show that there exists a scalar λ
with λ3 = 1 such that 〈Tf , Sx〉 = λ〈x, f 〉 holds for all x ∈ X and f ∈ X∗. Hence the last conclusion of
Claim 5 is also true.
Claim 6. There exists a scalar λwith λ3 = 1 such that one of the followings holds:
(1) There exists an invertible operator T ∈ B(X, Y) such that Φ(x ⊗ f ) = λT(x ⊗ f )T−1 for all
x ⊗ f ∈ A.
(2) X and Y are reflexive, and there exists an invertible operator T ∈ B(X∗, Y) such thatΦ(x⊗ f ) =
λT(x ⊗ f )∗T−1 for all x ⊗ f ∈ A.
Suppose that the Case (i) of Claim 4 occurs. Then by Claim5, there exists a scalarλ ∈ Cwithλ3 = 1
such that 〈Tx, Sf 〉 = λ〈x, f 〉 holds for all x ∈ X and f ∈ X∗. If {xn} ⊂ X is a sequence such that xn → x
and Txn → y for some x ∈ X and y ∈ Y as n → ∞, then, for any f ∈ X∗, we have
〈y, Sf 〉 = lim
n→∞〈Txn, Sf 〉 = limn→∞ λ〈xn, f 〉 = λ〈x, f 〉 = 〈Tx, Sf 〉.
As S is surjective we must have y = Tx. So the bijection T is a closed operator and thus a bounded
invertible operator. Since 〈Tx, Sf 〉 = 〈x, T∗Sf 〉 = λ〈x, f 〉 holds for all x ∈ X and f ∈ X∗, we see that
T∗S = λI, that is S = λ(T∗)−1. It follows from the Case (i) of Claim 4 that Φ(x ⊗ f ) = Tx ⊗ Sf =
λTx ⊗ (T∗)−1f = λT(x ⊗ f )T−1 for any rank one operator x ⊗ f , i.e., the Case (1) of Claim 6 holds.
Suppose that the Case (ii) of Claim 4 occurs. Then by Claim 5, there exists a scalar λ ∈ C with
λ3 = 1 such that 〈Tf , Sx〉 = λ〈x, f 〉 holds for all x ∈ X and f ∈ X∗. Similar to the above argument
we can check that both T and S are bounded invertible operators with S = λ(T∗)−1. It follows that
Φ(x ⊗ f ) = λT(x ⊗ f )∗T−1 for any x ⊗ f , obtaining that the Case (2) of Claim 6 holds. Moreover, by
[8], in this case both X and Y are reflexive.
Claim 7. The theorem is true for the case that dim X  3.
Assume that we have the Case (1) of Claim 6. Let A ∈ A be arbitrary. For any x ∈ X and f ∈ X∗ with
〈x, f 〉 = 1, we have
{〈Ax, f 〉} = σπ((x ⊗ f )A(x ⊗ f ))
= σπ((λT(x ⊗ f )T−1)Φ(A)(λT(x ⊗ f )T−1))
= σπ
(
1
λ
(x ⊗ f )T−1Φ(A)T(x ⊗ f )
)
=
{
〈 1
λ
T−1Φ(A)Tx, f 〉
}
.
This implies thatΦ(A) = λTAT−1 for any A ∈ A and hence Φ has the form (1) of Theorem 2.1.
A similar argument shows that if the Case (2) of Claim 6 occurs thenΦ has the form given in (2) of
Theorem 2.1. This completes the proof of Theorem 2.1 for the case that dim X  3.
In the rest of the proof we consider the case that dim X  2. By the assumption on the range ofΦ , if
dim X = 1, then dim Y = 1, and in this case there exists a scalar λwith λ3 = 1 such thatΦ(A) = λA
for all A ∈ A. So the theorem is true for the case that dim X = 1. Next we consider the case that
dim X = 2.
Claim 8. The theorem is true for the case that dim X = 2.
By Claims 1 and 3, Φ is a linear injection. By Claim 2, Φ preserves rank one operators in both
directions. As the range ofΦ contains all operators in B(Y) of rank at most two, we see that dim Y = 2
since the range ofΦ is a 4-dimensional subspace ofB(Y). Sowe can identifyA andBwithM2 = M2(C)
as dim X = dim Y = 2. For any rank one operator x⊗ f ∈ A = M2(C), writeΦ(x⊗ f ) = y⊗ g. Then
{〈x, f 〉3} = σπ((x ⊗ f )3) = σπ((y ⊗ g)3) = {〈y, g〉3}
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and henceΦ(x⊗ f ) is nilpotent if and only if x⊗ f is. By [9, Corollary 2.5], there exist a nonzero scalar
c ∈ C, a nonsingular matrix T ∈ M2 and a linear map ϕ : FI → M2 such that one of the following
statements holds:
(1) Φ(A) = cTAT−1 + ϕ(tr(A)I) for all A ∈ M2.
(2) Φ(A) = cTAtT−1 + ϕ(tr(A)I) for all A ∈ M2.
We may assume that (1) holds. Otherwise, replace Φ by the map A → Φ(At). We may further
assume that T = I. If this is not the case, replace Φ by the map A → T−1Φ(A)T . So, without loss of
the generality, we may assume that
Φ(A) = cA + ϕ(tr(A)I) = cA + tr(A)ϕ(I)
for all A ∈ M2. It follows that Φ(I) = cI + 2ϕ(I). We have to show that Φ has the form (1) or (2) in
the theorem.
For any x ∈ X and f ∈ X∗ with f (x) = 0, it follows from tr(x ⊗ f ) = 0 that
{0} = σπ(x ⊗ f ) = σπ(Φ(I)cx ⊗ fΦ(I))
= {〈cΦ(I)x, Φ(I)∗f 〉}
= {〈cΦ(I)2x, f 〉}.
Thus for any x ∈ X and f ∈ X∗, 〈x, f 〉 = 0 if and only if 〈Φ(I)2x, f 〉 = 0. Since dim X = 2, we have
[f ]⊥ = [x], which implies that Φ(I)2x ∈ [x] holds for any x ∈ X . Hence, there exists a scalar λ such
thatΦ(I)2 = λI.
Case 1.Φ(I) is similar to
⎛
⎝ α 0
0 −α
⎞
⎠with α2 = λ.
In this case σπ(Φ(I)
3) = {α3,−α3} 
= {1} = σπ(I) = σπ(I3), a contradiction.
Case 2.Φ(I) =
⎛
⎝ α 0
0 α
⎞
⎠ = αI with α2 = λ.
Then ϕ(I) = α−c
2
I and Φ(E11) =
⎛
⎝
α+c
2
0
0 α−c
2
⎞
⎠ . As Φ preserves rank one operators in both
directions, one sees that α = −c or α = c.
If α = c, then ϕ(I) = 0 and hence ϕ = 0. Since {c3} = σπ(Φ(I)3) = σπ(I3) = {1}, we have
c3 = 1. In this caseΦ(A) = cA andΦ has the form (1) in the theorem.
If α = −c, then Φ(I) = −cI, Φ(E11) = −cE22, Φ(E22) = −cE11, Φ(E12) = cE12 and Φ(E21) =
cE21. SinceΦ preserves the peripheral spectrum of the Jordan semi-triple product, we have−c3 = 1.
Then, for any A = (aij) ∈ M2 we have
Φ(A) =
⎛
⎝−ca22 ca12
ca21 −ca11
⎞
⎠ =−c
⎛
⎝ a22 −a12
−a21 a11
⎞
⎠ =−c
⎛
⎝ 0 1
−1 0
⎞
⎠
⎛
⎝ a11 a12
a21 a22
⎞
⎠
t ⎛
⎝ 0 1
−1 0
⎞
⎠
−1
.
Hence Φ has the form (2) in the theorem as (−c)3 = 1.
This completes the proof of Theorem 2.1. 
Remark 2.3. The assumption that the range ofΦ contains all operators of rank 2 cannot be omitted
even for case that dim X = 2. To see this, assume that dim Y = 3 and consider themapΦ : M2 → M3
defined by
Φ(A) =
⎛
⎝ A 0
0 0
⎞
⎠
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for everyA ∈ M2. It is clear thatΦ preserves theperipheral spectrumof the Jordan semi-triple products
butΦ is not of the form stated in Theorem 2.1.
3. Jordan skew semi-triple products of operators on Hilbert spaces
Let A and B be standard operator algebras on complex Hilbert spaces H and K , respectively. In this
section,we characterize themaps fromA intoB preserving the peripheral spectrumof the Jordan skew
semi-triple products (i.e., BA∗B). For any unitary operator U : H → H with UAU∗ ⊆ B (UAtU∗ ⊆ B),
it is clear that the map A → UAU∗ (the map A → UAtU∗) preserves the peripheral spectrum of
the Jordan skew semi-triple products, here At stands for the transpose of A in an arbitrary but fixed
orthonormal basis of H.
The following result says that the converse is also true.
Theorem 3.1. LetA and B be standard operator algebras on complex Hilbert spaces H and K, respectively.
Assume that Φ : A → B is a map the range of which contains all operators of rank at most two. Then Φ
satisfies
σπ(BA
∗B) = σπ(Φ(B)Φ(A)∗Φ(B)) for all A, B ∈ A
if and only if there exists a unitary operator U ∈ B(H, K) such that Φ(A) = UAU∗ for every A ∈ A or
Φ(A) = UAtU∗ for every A ∈ A. Here At is the transpose of A in an arbitrary but fixed orthonormal basis
of H.
As rank(A) = 1 if and only if rank(A∗) = 1, the following lemma is immediate from Lemma 2.2.
Lemma 3.2. Let A be a standard operator algebra on a complex Hilbert space H. For a nonzero operator
A ∈ A, the following statements are equivalent.
(1) A is of rank one.
(2) For any B ∈ A, σπ(BA∗B) is a singleton.
(3) For any B ∈ A with rank(B)  2, σπ(BA∗B) is a singleton.
Lemma 3.3. Let A ∈ B(H) be a nonzero operator. Then ‖Ax‖4 = 〈Ax, x〉 holds for any unit vector x ∈ H
if and only if A = I.
Proof. The “if” part is obvious. To check the “only if” part, assume that
‖Ax‖4 = 〈Ax, x〉 (3.1)
holds for every unit vector x ∈ H. As 0  ‖Ax‖4, it follows that A  0, and taking suprema of both
sides of the Eq. (3.1) over all x in the unit sphere ofHwe get ‖A‖4 = ‖A‖. This yields ‖A‖ = 1, and thus
‖Ax‖  1 for every unit vector x ∈ H. If ker A 
= 0, take unit vectors x0 ∈ ker A and x1 ∈ (ker A)⊥.
Then, for any x = αx0 + βx1 ∈ H with |α|2 + |β|2 = 1, we have
|β|4‖Ax1‖4 = ‖Ax‖4 = 〈Ax, x〉 = |β|2〈Ax1, x1〉.
Thus we get |β|4 = |β|2, which is impossible for |β| < 1. So A is injective. Let A = ∫ 10 tdEt be the
spectral decomposition of A. If A 
= I, then there exists 0 < t < 1 such that, for any δ > 0 with
0 < t − δ < t + δ < 1, we have E([t − δ, t + δ]) 
= 0. Taking unit vector xδ ∈ E([t − δ, t + δ])H,
we have t − δ  ‖Axδ‖  t + δ and hence
(t + δ)4  ‖Axδ‖4 = 〈Axδ, xδ〉  (t − δ).
Let δ → 0, we get a contradiction t4  t. Hence we must have A = I, as desired. 
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Remark 3.4. There is another elementary proof of Lemma 3.3. Assume that ‖Ax‖4 = 〈Ax, x〉 holds
for every unit vector x ∈ H. Then ‖A‖ = 1 and ‖Ax‖  1 for each unit vector x as before. We claim
that ‖Ax‖ = 1 holds for all unit vectors x. If not, there exists a unit vector x such that 0 < ‖A 12 x‖ < 1.
As ‖Ax‖4 = 〈Ax, x〉 = ‖A 12 x‖2, we get ‖A 12 x‖ = ‖Ax‖2  ‖A 12 ‖2‖A 12 x‖2  ‖A 12 x‖2, a contradiction.
Hence, we have ‖Ax‖ = 1 and thus 1 = ‖Ax‖4 = 〈Ax, x〉 for all unit vectors x in H. This yields Ax = x
for all x ∈ H and hence, A = I.
Proof of Theorem3.1.Weneed only to check the “only if” part. Assume thatΦ preserves the peripheral
spectrum of the Jordan skew semi-triple products of operators. One may show that Φ has the form
in Theorem 3.1 by a similar approach as that in the proof of Theorem 2.1. But here we give another
approach.
Claim 1.Φ preserves rank one operators in both directions.
This is obvious by Lemma 3.2 and the assumption that the range ofΦ contains all operators of rank
at most two.
Claim 2.Φ(I) = I and Φ preserves rank one projections in both directions.
For any unit vector x ∈ H, there exist u, h ∈ H such thatΦ(u ⊗ h) = x ⊗ x. It follows from
σπ(u ⊗ h(u ⊗ h)∗u ⊗ h) = σπ((x ⊗ x)3) = {1}
that ‖h‖2‖u‖2〈u, h〉 = 1, and hence 〈u, h〉 > 0. Since
{〈u, h〉2} = σπ((u ⊗ h)2) = σπ((x ⊗ x)Φ(I)∗(x ⊗ x)) = {〈x, Φ(I)x〉}
and
{〈u, h〉} = σπ((u ⊗ h)∗) = σπ(Φ(I)(x ⊗ x)Φ(I)) = {〈Φ(I)2x, x〉},
it follows thatΦ(I)  0 and
〈Φ(I)x, x〉 = ‖Φ(I)x‖4 for all unit vectors x ∈ H.
By Lemma 3.3, Φ(I) = I. Thus 〈u, h〉 = 1 and ‖h‖‖u‖ = 1, which implies that h = αu with α > 0.
Let v = √αu, then ‖v‖ = 1 and Φ(v ⊗ v) = x ⊗ x. That is, for any unit vector x ∈ K , there exists a
unit vector v ∈ H such thatΦ(v ⊗ v) = x ⊗ x. Conversely, sinceΦ(I) = I, it is easily checked thatΦ
preserves rank one projections. Hence Φ preserves rank one projections in both directions.
Claim3.Thereexists aunitaryor a conjugateunitaryoperatorU : H → K such thatΦ(x⊗x) = Ux⊗Ux
for every unit vector x ∈ H.
For any unit vector x ∈ H, by Claim 2, there exists a unit vector u ∈ K such thatΦ(x⊗ x) = u⊗ u.
It follows that there exists a bijective map T : H → K such that
Φ(x ⊗ x) = Tx ⊗ Tx
for all unit vectors x ∈ H and T(λx) = λTx for any λ ∈ C, x ∈ H. Then, for any unit vectors x, y ∈ H,
we have
{|〈x, y〉|2} = σπ((x ⊗ x)(y ⊗ y)∗(x ⊗ x))
= σπ((Tx ⊗ Tx)(Ty ⊗ Ty)∗(Tx ⊗ Tx)) = {|〈Tx, Ty〉|2}.
Hence we have
|〈Tx, Ty〉| = |〈x, y〉| (3.2)
for all x, y ∈ H.
TheWigner’s theorem [20] states that every bijectivemap T between Hilbert spacesH, K satisfying
Eq. (3.2) must have the form Tx = φ(x)Ux for any x ∈ H, where φ is a generally nonlinear functional
on H satisfying |φ(x)| ≡ 1 and U is a unitary or a conjugate unitary (i.e., anti-unitary) operator. Thus,
by Wigner’s theorem, there exists a unitary or conjugate unitary operator U : H → K such that
Φ(x ⊗ x) = Ux ⊗ Ux for every unit vector x ∈ H.
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Now assume that U is unitary. Let A ∈ A be arbitrary. For any unit vector x ∈ H, since
{〈Ax, x〉} = σπ((x ⊗ x)A∗x ⊗ x) = σπ((Ux ⊗ Ux)Φ(A)∗Ux ⊗ Ux) = {〈Φ(A)Ux,Ux〉},
we have
〈Ax, x〉 = 〈Φ(A)Ux,Ux〉 for all unit vectors x ∈ H.
Hence we get Φ(A) = UAU∗ for every A ∈ A.
Assume that U is conjugate unitary. Take arbitrarily an orthonormal basis {ei}i∈ of H and define
J by J(
∑
i∈ ξiei) = ∑i∈ ξ¯iei. Then J : H → H is conjugate unitary and JA∗J = At , where At is the
transpose of A in the orthonormal basis {ei}i∈ of H. Let V = JU. Then V : H → K is unitary. For any
A ∈ A, we have
{〈x, Ax〉} = σπ((x ⊗ x)A∗x ⊗ x) = σπ((Ux ⊗ Ux)Φ(A)∗Ux ⊗ Ux) = {〈Ux, Φ(A)Ux〉}
= {〈x,U∗Φ(A)∗Ux〉} = {〈x, V∗Φ(A)tVx〉}
holds for all x ∈ H, which forces that V∗Φ(A)tV = A. Therefore, in this case Φ(A) = VAtV∗ for all A.
This finishes the proof. 
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