We consider the linearized and nonlinear stationary incompressible flow around rotating and translating body in the exterior domain R 3 \ D, where D ⊂ R 3 is open and bounded, with Lipschitz boundary. We derive the pointwise estimates for the pressure in both cases. Moreover, we consider the linearized problem in a truncation domain D R := B R \D of the exterior domain R 3 \D under certain artificial boundary conditions on the truncating boundary ∂B R , and then compare this solution with the solution in the exterior domain R 3 \ D to get the truncation error estimate.
Introduction
We consider the systems of equations −∆u(z) + (τ e 1 − ̺e 1 × z) · ∇u(z) + ̺e 1 × u(z) +τ (u(z) · ∇)u(z) + ∇π(z) = F (z) div u(z) = 0 for z ∈ R 3 \ D is open and bounded, with Lipschitz boundary. Problems (1.1) and (1.2) together with some boundary conditions on ∂D constitute mathematical models (linear and non-linear, respectively) describing stationary flow of a viscous incompressible fluid around a rigid body which moves at a constant velocity and rotates at a constant angular velocity, where we consider that the rotation is parallel to the velocity at the infinity. For details concerning of deriving the model, see [11, 15] . The description and the analysis in the case when the rotation is not parallel to the velocity at infinity can be find in the following works, see [13, 17] .
The aim of this paper is two folds: First, we would like to derive the pointwise estimates for the pressure in the linear and also in the non-linear cases in order to complete the pointwise estimates for the velocity and its gradient from [7, 8] by the pointwise estimates of the pressure in order to get complete decay information of all parts u, π of solutions to systems (1.1), (1.2) . Let us mention that the decay of pressure was also investigated in the work of Galdi, Kyed [16] and in case of pure rotation see [12] .
Second, to solve the linear system (1.2) in a truncation D R := B R \D of the exterior domain R 3 \ D under certain artificial boundary conditions on the truncating boundary ∂B R , and then compare this solution with the solution of (1.2) in the exterior domain, i.e. to get some sort of error estimates of the method of an artificial boundary condition. For this aim we use pointwise estimates of the velocity and of the pressure.
Mathematical analysis of the problem of the Navier-Stokes equations with artificial boundary condition was performed by many authors but without considering the rotation of body, see e.g. [1, 9, 3, 4] . The article can be seen as a first result in the case of motion of viscous fluids around rotating and translating body with artificial boundary condition.
The paper is organized as follows: In the rest of this section we introduce notation and give some auxiliary results. The next section 2 deals with pointwise estimates of the pressure of the linear system (1.2). In Section 3 we consider the linear system (1.2) with artificial boundary conditions. The error estimate of the velocity is derived comparing to the solution to the system given in the exterior domain. First let us introduce notation:
Definitions and notation related to the rotational system Fix τ ∈ (0, ∞), ρ ∈ R \ {0}, and put e 1 := (1, 0, 0), Ω := ρ
see [6, Lemma 3.1] . We will use the space
, v|∂D = 0} equipped with the norm ∇u 2 .
For p ∈ (1, ∞), define M p as the space of all pairs of functions (u, π) such that
We write C for generic constants. It should be clear from context which are the parameters these constants depend on. In order to lift possible ambiguities, we sometimes use the notation C(γ 1 , ..., γ n ) in order to indicate that the constant in question depends in particular on γ 1 , ..., γ n ∈ (0, ∞), for some n ∈ N. But the relevant constant may depend on other parameters as well.
Auxiliary results to asymptotic behavior of the pressure
∞ (U) and ∆u = 0.
Proof: An elementary proof is given in [19, Appendix] For
Note that S(h) is a vector-valued function with h being scalar, whereas P (h) is a scalar function with h being vector-valued.
Proof: Well known (Hardy-Littlewood-Sobolev inequality, Calderon-Zygmund inequality, density arguments).
for R ∈ [S, ∞), with σ(R) := 1 if B = 1, and σ(R) = ln(1 + R) if B = 1.
Decay estimates
In first part of this section we recall some known results from [6] and [8] about the decay of the velocity part of the solution of the system (1.2), and in order to get the full decay characterization of the solution we derive the decay of the pressure part of solution of (1.2). In the second part of this section we extend the result for the pressure to the non-linear case of (1.1).
Decay estimates in the linear case
Our starting point is a decay result from [8] for the velocity part u of a solution to (1.2).
S , where function l A,B is given by
should be interpreted as decay conditions on u.
It may be deduced from Theorem 2.1 that inequalities (2.1) and (2.2) hold under assumptions weaker than those stated in that theorem. We specify this more general situation in the ensuing corollary, which in addition indicates some properties of F that will be useful in the following.
with div ϕ = 0.
Then inequalities (2.1) and (2.2) hold for
. If p ≥ 6/5, the function F may be considered as a bounded linear functional on D , we have
Thus for q ∈ (1, ∞), with Lemma 1.3,
, this function F may be considered as a linear bounded functional on D
. The L p -integrability of F and the assumptions on u imply that the function
and interior regularity of solutions to the Stokes system (see [14, Theorem IV.
and there is π ∈ W 1,p 
and u satisfies the equations (2.3) and div u = 0 (weak form of (1.2)), as well as the boundary conditions u|∂D = b.
The main result of this section, dealing with the asymptotics of the pressure, is stated in 
Then there is c 0 ∈ R such that
As in the proof of that corollary, we note that the function G introduced there (see (2. 
. Also as in that proof, we fix some number S 0 ∈ (0, S 1 ) with D ∪ supp(div u) ⊂ B S 0 , and note that div (u|B S 0 c ) = 0. Thus, in view of (2.5) and because
, interior regularity of solutions of the Stokes system ([14, Theorem IV.
and put u := φ · u, π := φ · π, with u, π to be considered as functions in R
3
. By the choice of φ and the properties of u and π, we get u ∈ W 2,q
, 1 ≤ l ≤ 3, and set γ := div u. Then
Since this is true for any
for q ∈ [1, min{3, p}) by Lemma 1.2, so from (2.8)
This relation and [6, (3.11) and the inequalities following (3.15)] imply
. Due to (2.9), we may apply Fubini's theorem, to obtain
But for a, b, x, y ∈ R 3 with x = y,
hence with [6, Lemma 2.10],
Therefore from (2.10)
Thus we get from [5, Theorem 4.3] with D, U, ω replaced by B ε (x 0 ), τ e 1 , −ρe 1 , respectively, and with π = 0, that
. It follows from (2.11)
for q ∈ (1, p], we get with Lemma 1.2 that
Put q 0 := min{6/5, p}, and note that q 0 ∈ (1, 3/2), q 0 ≤ p. Thus, by Hölder's inequality and Lemma 1.2,
As a consequence, we may apply Fubini's theorem to deduce from (2.13) that
From (2.12) and (2.14),
Since this is true for any ψ ∈ C ∞ 0 (R 3 )
, we have found that
On the other hand, by (2.8) and (2.7)
By subtracting this equation from (2.15), we get
Next we consider the term div LS(γ) . Recall that q 0 < 3/2 and γ ∈ W 2,q (R 3
Since e 1 × S(γ) = (0, −S 3 (γ), S 2 (γ)), we may conclude
hence with (2.17),
Obviously, again with (2.17),
and similarly,
Combining these equations, we get
Now from (2.16)
, so we may consider N (ϕ + ∆γ − τ ∂ 1 γ). Lemma 1.2 yields
Therefore from (2.18)
Lemma 1.1 now yields
Now we again apply Lemma 1.
, we have
Since q 0 ≤ p, and in view of our remarks at the beginning of this proof we know that
. By the choice of u in Corollary 2.2, we have u|B 
But by (2.19),
where supp(φ − 1) ⊂ B S and supp(φ) ⊂ B c S 1
. Therefore we may conclude that
Let ε ∈ (0, ∞), and let (Q − c 0 ) ε be the usual Friedrich's mollifier of Q − c 0 associated with ε. Due to (2.19), (2.20) and by standard properties Friedrich's mollifier, the function (Q − c 0 ) ε is bounded and ∆(Q − c 0 ) ε = 0. Now Liouville's theorem yields (Q − c 0 ) ε = 0. Since this is true for any ε > 0, we may conclude that Q − c 0 = 0, that is, 
It follows with Lemma 1.2 that
Since supp(ζ) ∪ supp(ζ) ∪ supp(γ) ⊂ B S 1 +3(S−S 1 )/4 , we may conclude that
for |ξ| ∈ B .5) holds. Then there is c 0 ∈ R such that inequality (2.6) is valid. 
Decay estimates in the non-linear case
Let us assume now the non-linear case, i.e. the system (1.1). First, recall the result about the decay properties of the velocity in this non-linear case: Then there is c 0 ∈ R such that inequality (2.6) holds.
. Thus, putting p := min{3/2, p 0 },
On the other hand, by Theorem 2.6 with (S 1 + S)/2 in the place of S,
. This is obvious in the case
Due to the assumption A + min{1, B} > 3 in Theorem 2.6, we thus get B ′ ∈ (1/2, ∞). (The requirement A + B ≥ 7/2 in Theorem 2.6 even yields B ′ ≥ 1, but if this requirement is weakened in a suitable way, pointwise decay of u and ∇u could still be proved. However, this point is not elaborated in [7] , and therefore is not reflected in Theorem 2.6. But we still take account of it here by avoiding to use the assumption A + B ≥ 7/2.)
We further have u ∈ W and div u = 0, we see that the assumptions of Theorem 2.4 are satisfied with p as defined above and with (S 1 + S)/2, B ′ , F in the role of S 1 , B and F , respectively. Thus Theorem 2.4 implies the conclusion of Theorem 2.7.
Formulation of the problem with artificial boundary conditions
Recall that we defined 
holds for R ∈ (0, ∞) with D ⊂ B R and for u ∈ W R .
We introduce an inner product (·, ·)
The space W R equipped with this inner product is a Hilbert space. The norm generated by this scalar product (·, ·)
, that is
We define the bilinear forms
Proof: Use of Lemma 3.1. The key observation in this section is stated in the following lemma, which is the basis of the theory presented in this section. Lemma 3.3 Let R ∈ (0, ∞) with D ⊂ B R , and let w ∈ W R . Then the equation
Proof:
We applied that
As in [3] , we obtain that the bilinear form β R is stable:
We introduce an extension operator E :
Theorem 3.5 There is an operator E :
Proof: By [14, Exercise III.3.8], there is an operator E :
. (The latter inequality is not needed here.) Due to [14, Lemma II.6 .1], we may conclude that
for R ∈ (0, ∞) with D ⊂ B R . In view of Lemma 3.2 and 3.3 and Theorem 3.5 and 3.4, the theory of mixed variational problems yields
Then there is a uniquely determined pair of functions
where the operator E was introduced in Theorem 3.5.
Let us interpret variational problem (3.1), (3.2) as a boundary value problem. Define the expression used in the boundary condition on the artificial boundary ∂B R :
The proof of Lemma 3.7 is obvious. This lemma means that a solution of variational problem (3.1), (3.2) may be considered as a weak solution of the modified Oseen system with rotation in D R , under the Dirichlet boundary condition on ∂D and under the artificial boundary condition L R (V, P ) = 0 on ∂B R . The solution of (3.1), (3.2) will be now compared to the exterior modified Oseen flow introduced in Corollary 2.2:
, with E(b) from Theorem 3.5, and V (R, F, b) from Theorem 3.6. Then and that the function u satisfies inequalities (2.1) and (2.2) with S = 2 S 1 .
On the other hand, since u ∈ W 
with L(u)+∇π = F . In particular the pair (u, π) verifies (2.5). In view of our assumptions on A and B, we thus see that the requirements in Corollary 2.5 are fulfilled for γ, S 1 , A, B, F, u as in Theorem 3.8 and for p = 6/5 and S = 2 S 1 . As a consequence, Corollary 2.5 yields that there is c 0 ∈ R such that (2.6) holds with S = 2 S 1 .
, we have u|∂D ∈ W 7/5, 6/5 (∂D)
3
. Combining this relation with the assumption b|∂D ∈ W 7/5, 6/5 (∂D) 3 and the boundary condition u|∂D = b, we get u|∂D R ∈ W 7/5, 6/5 (∂D R )
. Moreover our requirements on u yield that u|D
, as already mentioned, we get
, with G from (2.4). Recalling that D is supposed to be C 2 -bounded, we may now apply the result in [14, Lemma IV.6.1] on boundary regularity of solutions to the Stokes system. This reference yields that u|D R ∈ W 2, 6/5 (D R ) 3 , π|D R ∈ W 1, 6/5 (D R ) and that the pair (u, π) solves (1.2).
Let P R := P (R, F, b) be given as in Theorem 3.6, and put w := u − V R , κ := π − P R , and let g ∈ W R . Note that by Theorem 3.6, we have a R (V R , g) + δ R (V R , g) + β R (g, P R ) = D R F · g dx. Thus a R (w, g) + δ R (w, g) + β R (g, κ) = a R (u| D R , g) + δ R (u| D R , g) + β R (g, π| D R ) − a R (V R , g) + δ R (V R , g) + β R (g, P R )
Since the pair (u, π) solves (1.2), we now get a R (w, g) + δ R (w, g) + β R (g, κ) = This completes the proof of Theorem 3.8.
