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Abstract
We extend the H 2-corona theorem on the bidisk to infinitely many functions. The main
tool is a linear algebra result which simplifies the bookkeeping for estimates of solutions.
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In this paper we will establish the H 2-corona theorem on the bidisk for infinitely
many functions. For the general polydisk, an extension of this method should apply.
For the case of a finite number of functions, Li [6] and Lin [7] proved this theo-
rem, independently, for Hp with 1 < p <∞. Their methods employed the Koszul
complex to set up the appropriate ∂-equations and some deep results of Chang [3]
on Carleson measures on the polydisk to get estimates for their solutions. Previous
related work on the polydisk includes Lin [8] and Varopoulos [15]. Our techniques
will employ much simpler ideas. Assuming the data are smooth across the boundary,
we explicitly write down a solution for the H 2 problem, using the representation of
the kernel of a matrix valued analytic function as the range of a contractive matrix
valued analytic function. Estimates to show that our solution has the appropriate size
are based on iterating the one-variable Littlewood–Paley identity.
We note that the analogous problem of an ∞-version of the Hp-corona theorem
for the unit ball in Cn has been established and is, in fact, true for strictly pseudo-
convex regions in Cn with smooth enough boundary. For this result and further ref-
erences see Andersson and Carlson [1].
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The following notation will be used: D will denote the open unit disk. For 1 
m  l, we write L2(D × D)(m) for the Hilbert space of measurable Cm-valued
(or l2-valued if m = ∞) functions on D × D, which are square integrable in
norm. F will stand for the multiplication operator acting from L2(D × D)(m) into
L2(D × D)(n) by (Fu)(eit , eis) = [fpq(eit , eis)]n,mp,q=1 u(eit , eis) for a.e. (t, s) ∈
[−π, π] × [−π, π], where fpq ∈ H∞(D2) for all 1  p  n ∞ and 1  q 
m ∞. For z ∈ D ×D, F(z) will denote the n×m matrix [fpq(z)]n,mi,j=1, giving
a linear transformation in B(l2m, l2n) in the natural way. TF will denote the analytic
Toeplitz operator gotten by restricting F to H 2(D2)(m).
In the sequel, we will take m = ∞ and n = 1 and simplify F = [f1n]∞n=1 to F ∼{fn}∞n=1.
We wish to prove:
Theorem 1′. Assume that 2  F(z)F (z)∗  1 for all z ∈ D2. Then
TFT
∗
F 
(
C
[
1
5
ln
1
2
])−2
I.
[Here C = 731e.]
We will actually prove the equivalent result (see [14]).
Theorem 1. Let 2  F(z)F (z)∗  1 for all z ∈ D2. For each h ∈ H 2(D2), there
exists uh ∈ H 2(D2)(∞) with
(1) F(z)uh = h(z) for all z ∈ D2 and
(2) ‖uh‖2  (C/5) ln(1/2)‖h‖2,
for C = 731e.
We will require several lemmas, the first of which is well known.
Lemma 1. Let φ be C2 in a neighborhood of D. Then
(a) φ(0) =
∫ π
−π
φ(eit ) dσ(t)− 1
4π
∫
D
!φ(z) ln
1
|z|2 dm(z),
(b) for z ∈ D, φ(z) = 1
2πi
∫
D
φ(w)
w − z dw −
1
π
∫
D
∂zφ(w)
w − z dm(w).
The proof of Lemma 1 follows from Green’s theorem and can be found in Garnett
[4].
As a corollary, we note that for p and q analytic polynomials, we get that
〈p, q〉D = p(0)q(0)+
∫
D
p′(z)q ′(z) ln 1|z|2
dm(z)
π
.
T.T. Trent / Linear Algebra and its Applications 379 (2004) 213–227 215
The next lemma seems to be due to Uchiyama. For the proof see, for example,
[10,14].
Lemma 2. Assume a ∈ C2(D), a  0 and !a  0. Then for p an analytic polyno-
mial, we have∫
D
!a|p|2 ln 1|z|2
dm
4π
 e‖a‖∞
∫
D
|p|2 dσ.
Let us define the Cauchy transform on D by
φ̂z(u) = − 1
π
∫
D
φ(w)
w − u dm(w) for φ ∈ C
1(D) and u ∈ D.
Then, using Lemma 1(b) on functions with compact support in D and using inte-
gration by parts on D (see [4, p. 319], for details), we get
Lemma 3. ∂z(φ̂z)(z) = φ(z) for z ∈ D.
H 2-solutions to the H 2-corona problem will be explicitly written down using
appropriate Cauchy transforms. We note that, for several variables, the order of ap-
plication of the Cauchy transforms is irrelevant and we will denote φ̂z
w
by φ̂z,w.
For the bidisk we will need the following representation theorem. Assume that
E ⊂ Cn and that {fn}∞n=1 ⊂ H∞(E).
Lemma 4. There exists a Q:E → B(l2) such that for all z ∈ E
(a) (F (z)F (z)∗)I − F(z)∗F(z) = Q(z)Q(z)∗.
Moreover, the entries of Q are either 0 or ±fn, for some n.
There exists D:E → B(l2) such that
(b) ((F (z)F (z)∗)I −Q(z)∗Q(z) = D(z)D(z)∗
and again the entries of D are either 0 or ±fn for some n.
We will provide the proof of Lemma 4 at the end of this paper. But let us make sev-
eral observations. First, if we assume that F(z)F (z)∗2,F (z)∗(F (z)F (z)∗)−1F(z)
is the projection (for z fixed) onto the range of F(z)∗, so I − F(z)∗(F (z)F (z)∗)−1
F(z) = (1/F (z)F (z)∗)Q(z)Q(z)∗ is the projection onto the kernel of F(z). Thus
range Q(z) = kernelF(z). If F(z)F (z)∗  1, we see that Q(z) is a contraction.
Similarly, rangeD(z) = kernelQ(z) andD(z) is a contraction. This is a purely linear
algebra result, if the fn’s belong to any algebra of bounded functions on E, then
Lemma 4 can be used for a corona type argument. Of course, the above procedure
can be continued and, for example, for the H 2-corona theorem for D3, we would
need to iterate one more time and use
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(c) (F (z)F (z)∗)I −D(z)∗D(z) = G(z)G(z)∗.
We will give a few examples to illustrate the simplicity of Lemma 4.
Take f1, . . . , fn ∈ H∞(E) and fix z ∈ E, which we will now suppress.
For n = 2,
F = (f1, f2), Q =
[
f2
−f1
]
and D = 0.
For n = 3,
F = (f1, f2, f3), Q =
 f2 f3 0−f1 0 f3
0 −f1 −f2
 and D =
 f3−f2
f1
 .
For n = 4, F = (f1, f2, f3, f4)
Q =

f2 f3 f4 0 0 0
−f1 0 0 f3 f4 0
0 −f1 0 −f2 0 f4
0 0 −f1 0 −f2 f3
 and D =

f3 f4 0 0
−f2 0 f4 0
0 −f2 −f3 0
f1 0 0 f4
0 f1 0 −f3
0 0 f1 f2
 .
So it is easy to see that the Q’s and D’s can be defined inductively. Obviously,
range Q ⊂ kernel F and range D ⊂ kernel Q, so showing that (FF ∗)I − F ∗F =
QQ∗ and (FF ∗)I −Q∗Q = DD∗ gives the equality of these spaces. In the finite
dimensional case, these operator identities can be verified from the inductive con-
struction of Q and D.
Let us first discuss the H 2-corona problem for infinitely many functions on the
disk. This was solved independently by Rosenblum [11] and Tolokonnikov [13].
When added to the previously established Toeplitz corona theorem (see, for instance,
[2,9,12]), this establishes Carleson’s corona theorem on D for infinitely many func-
tions. Our plan below is based on Wolff’s remarkable proof of Carleson’s corona
theorem on D (see [4]).
Let {fn}∞1 ⊂ H∞(D), satisfying 2 
∑∞
n=1 |fn(z)|2  1 for |z| < 1. By a com-
pactness argument, considering fn,r (z) = fn(rz), we may assume that each fn is
analytic on D1+(0) for some  (see [10] for details). Fix h ∈ H 2(D). We wish to
solve
Fuh = h (1)
for uh ∈ H 2(D)(∞) and have ‖uh‖2  C‖h‖2 with C independent of h.
Now F ∗(FF ∗)−1h = vh solves Fvh = h, but vh ∈ L2(D)(∞).
By Lemma 4, the most general solution to (1) has the form
F ∗(FF ∗)−1h−Qk for k ∈ L2(D)(∞).
Since we would like an analytic solution on D, it suffices, since Q is analytic,
to solve
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∂
(
F ∗
FF ∗
h
)
= Q∂k on D.
But
∂
F ∗
FF ∗
= F
∗
z
FF ∗
− F
∗FF ∗z
(FF ∗)2
=
(
I − F
∗F
FF ∗
)
F ∗z
FF ∗
= QQ
∗F ∗z
(FF ∗)2
by Lemma 4. So we need
Q
(
∂k − Q
∗F ∗z h
(FF ∗)2
)
= 0 on D.
For the case of two functions Q is one-to-one, so we might hope that in the general
case of more than two functions, we need only solve
∂k = Q
∗F ∗z h
(FF ∗)2
in D. (2)
This is indeed the case. By Lemma 3,
uh = F ∗(FF ∗)−1h−Q
̂(Q∗F ∗z h
(FF ∗)2
)z
is an analytic solution to (1), which we note has an appropriate estimate. Namely,
‖uh‖2
1

‖h‖2 +
∥∥∥∥∥QQ̂∗F ∗z h(FF ∗)2
z∥∥∥∥∥
2
 1

‖h‖2 +
∥∥∥∥∥ Q̂∗F ∗z h(FF ∗)2
z∥∥∥∥∥
2
.
Using Cauchy–Schwarz and Littlewood–Paley together with Lemma 2 with a(z)=
(1/2) ln
(
FF ∗/2
)+ (FF ∗)−1, we get that∥∥∥∥∥ Q̂∗F ∗z h(FF ∗)2
z∥∥∥∥∥
2
 8e
2
ln
1
2
‖h‖2.
More precisely, we use Lemma 2 to show that∫
D
FzF
∗
z
(FF ∗)2
|p|2 ln 1|z|2
dm2(z)
π
 4e
2
ln
1
2
∫ π
−π
|p|2 dσ(z) (3)
for p ∈ H 2(D). For more details, see [14]. This inequality will be used in the several
variable estimate.
Now assume that {fn}∞n=1⊂H∞(D2) and that 2
∑∞
n=1 |fn(z)|21 for z∈D2.
As before, we lose no generality in assuming that all fn’s are analytic in D1+(0) ×
D1+(0). Fix h ∈ H 2(D ×D). We wish to solve:
Fuh = h (4)
218 T.T. Trent / Linear Algebra and its Applications 379 (2004) 213–227
for uh ∈ H 2(D2)(∞) and bound ‖uh‖2  C‖h‖2 with C independent of h. Again,
the most general solution to (4) has the form
F ∗(FF ∗)−1h−Qk for some k ∈ L2(D × D)(∞).
Since we want our solution to be analytic on D2, it suffices to solve (since Q is
analytic):
∂zF
∗(FF ∗)−1h = Q∂zk and ∂wF ∗(FF ∗)−1h = Q∂wk on D2.
This leads to
Q(∂zk −Q∗F ∗z (FF ∗)−1h) = 0 and Q(∂wk −Q∗F ∗w(FF ∗)−1h) = 0. (5)
Let W1 = Q∗F ∗z (FF ∗)−1h and W2 = Q∗F ∗w(FF ∗)−1h. This time, unless we
have only two functions, we cannot expect to simultaneously solve
∂zk = W1 and ∂wk = W2,
since, usually, (W1)w /= (W1)z in D2. But a short computation, using Lemma 4,
shows that
(W1)w − (W2)z=(Q∗F ∗z (FF ∗)−2h)w − (Q∗F ∗w(FF ∗)−2h)z
=Q∗wF ∗z (FF ∗)−2h−Q∗zF ∗w(FF ∗)−2h
−2Q∗(FF ∗w)F ∗z (FF ∗)−3h+ 2Q∗F ∗w(FF ∗z )(FF ∗)−3h
=2Q∗wF ∗z (FF ∗)−2h− 2Q∗[(FF ∗w)I − F ∗wF ]F ∗z (FF ∗)−3h
=2Q∗wF ∗z (FF ∗)−2h− 2Q∗(QQ∗w)F ∗z (FF ∗)−3h
=2DD∗Q∗wF ∗z (FF ∗)−3h.
[See the end of the appendix for the reason that Q∗wF ∗z +Q∗zF ∗w = 0.]
Let l12 denote 2D∗Q∗zF ∗wh/(FF ∗)3. So to solve (5), it suffices to solve
∂zk = W1 and ∂wk = W2 −D l̂12z = X2 (6)
since QD = 0. But (6) can be solved because, by the analyticity of D,
(W1)w − (X2)z ≡ 0 in D2.
A solution to (6) has the form:
k = Ŵ1z + X̂2w − (̂W1)wz,w.
For our case, this becomes
k = Ŵ1z + Ŵ2w −̂D l̂12z
w
− (̂W1)wz,w. (7)
Since we are estimating in L2(D × D) and our functions are smooth across
the boundary, we note that if l ∈ C1(D1+(0)), then
l̂(eit ) ∈ (H 2)⊥(D).
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But if φ ∈ C1(D1+(0)), Lemma 3 gives us that φ − φ̂zz is analytic in D, so
φ = (φ − φ̂zz)⊕ φ̂zz
is the orthogonal decomposition of φ in L2(D) with respect to H 2 and (H 2)⊥.
Thus (7) can be written on D × D as:
k = Ŵ1z + Ŵ2w − P⊥(H 2)w (D l̂12
z,w
)− P⊥
(H 2)z
(Ŵ1
w
).
Here PMzdenotes the projection of L2(D × D)(∞) onto [M⊕ L2(D)](∞) and
PMw is similarly defined.
Finally,
k = P(H 2)z (Ŵ1
z
)+ Ŵ2w − P⊥(H 2)w (D l̂12
z,w
). (8)
Then
uh = F ∗(FF ∗)−1h−Qk
will be our H 2(D2) solution.
To estimate uh = F ∗(FF ∗)−1h−Qk, we need only consider Qk. But
‖Qk‖2  ‖k‖2‖Ŵ1z‖2 + ‖Ŵ2w‖2 + ‖D l̂12z,w‖2
‖Ŵ1z‖2 + ‖Ŵ2w‖2 + ‖l̂12z,w‖2
Note that
‖Ŵ1z‖22=
∫ π
−π
∫ π
−π
‖Ŵ1z(eit , eis)‖2 dσ(t) dσ(s)

∫ π
−π
(
8e
2
ln
1
2
)2 ∫ π
−π
|h(eit , eis)|2 dσ(t) dσ(s)

(
8e
2
ln
1
2
)2
‖h‖22,
where for each fixed s, we use (3). Similarly,
‖Ŵ2w‖2  8e
2
ln
1
2
‖h‖2.
Thus to complete the proof of Theorem 1, we must show that
‖l̂12z,w‖2  C ‖h‖2
with C independent of h. Recall that
l12 =
2D∗Q∗zF ∗wh
(FF ∗)3
.
Lemma 5
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Proof. First note that if l ∈ C1(D1+(0)×D1+(0)) then
l̂z,w(eit , eis)= 1
π2
∫
D
∫
D
1
z− eit
1
w − eis dm2(z) dm2(w)
= e
−ite−is
π2
∞∑
n=0
∞∑
m=0
[∫
D
∫
D
znwm dm2(z) dm2(w)
]
e−inte−ims.
Thus
‖̂lz,w‖2 = sup
p∈H2(D2)
‖p‖21
∣∣∣∣∫ π−π
∫ π
−π
l̂z,weiteisp(eit , eis) dσ(t) dσ(s)
∣∣∣∣
and hence
By two applications of Lemma 1, we get
‖l̂12z,w‖2 = sup
p∈H2(D2)(∞)
‖p‖21
∣∣∣∣∫
D
∫
D
∂z∂w
(〈
D∗Q∗zF ∗wh
(FF ∗)3
, p
〉)
dL(z) dL(w)
∣∣∣∣ ,
(9)
where dL(z) = ln(1/|z|2)(dm(z)/π).
The following chart indicates the functions which are differentiated in (9) and
thus the corresponding cases to be considered.
h (FF ∗)−3 p
(1) zw − −
(2) z w −
(3) z − w
(4) − zw −
(5) − − zw
(6) w z −
(7) w − z
(8) − w z
(9) − z w
.
Notice that (5) is handled like (1), (6) like (2), (7) like (3), (8) like (2), and (9) like
(2). So we need only explain the first four estimates.
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Estimate (1):∣∣∣∣∫
D
∫
D
〈
D∗Q∗zF ∗whzw
(FF ∗)3
, p
〉
dL(z) dL(w)
∣∣∣∣

(∫
D
∫
D
|hzw|2 dL(z) dL(w)
)1/2
︸ ︷︷ ︸
(a)
(∫
D
∫
D
‖FwQzD‖2
(FF ∗)6
‖p‖2 dL(z) dL(w)
)1/2
︸ ︷︷ ︸
(b)
Using two applications of the Littlewood–Paley lemma, (a)  ‖h‖2. By Lemma 4,
QzQ
∗
z  FzF ∗z I.
But this means that
FwQzQ
∗
zF
∗
w  (FwF ∗w)(FzF ∗z )I
so
‖FwQzD‖2op
FF ∗
 FwF ∗wFzF ∗z .
Thus
(b)2
∫
D
∫
D
FwF
∗
wFzF
∗
z
(FF ∗)5
‖p(z,w)‖22 dL(z) dL(w)
 1
6
∫
D
∫
D
FwF
∗
w
(FF ∗)2
(
FzF
∗
z ‖p(z,w)‖22
)
dL(z) dL(w).
Using the estimate (3) in the w-variable, we get
(b)2  1
6
4e
2
ln
1
2
∫ π
−π
∫
D
(FzF
∗
z )(z, e
it )‖p(z, eis)‖22 dL(z)dσ(s).
Now
(FzF
∗
z )‖p‖22=
∑
j
∑
k
|(fj )z|2|pk|2
2
∑
j
∑
k
|fj |2|(pk)z|2 + 2
∑
j
∑
k
|(fjpk)z|2.
Since FF ∗  1, we see that, again using the Littlewood–Paley lemma,∫
D
(FzF
∗
z ) (z, e
is)‖p(z, eis)‖22 dL(z)
 2
∫
D
‖p
z
(z, eis)‖2 dL(z)+ 2
∑
j
∑
k
∫ π
−π
|fjpk|2 dσ
 4 ‖p(·, eis)‖22.
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Thus
(b)2  4e
8
ln
1
2
· 4 ‖p‖22.
Finally, our estimate for case (1) is:
4e1/2
4
√
ln
1
2
‖h‖2‖p‖2.
We use the estimate for (b) in several other cases.
For (2), we estimate:∣∣∣∣∣3
∫
D
∫
D
〈
F ∗whz
FF ∗
,
QzDFwF ∗
(FF ∗)3
p
〉
dL(z) dL(w)
∣∣∣∣∣
 3
(∫
D
∫
D
FwF
∗
w
(FF ∗)2
|hz|2 dL(z) dL(w)
)1/2
×
(∫
D
∫
D
FzF
∗
z FwF
∗FF ∗w
(FF ∗)5
‖p(z,w)‖2 dL(z) dL(w)
)1/2
 3
(
4e
2
ln
1
2
‖h‖22
)1/2 ( 1
4
4e
2
ln
1
2
· 4 ‖p‖22
)1/2
 24e
4
ln
1
2
‖p‖2‖h‖2.
[Note: We used QzQ∗z  (FzF ∗z )I, DD∗/FF ∗  I, F ∗F/FF ∗  I, and (b).]
For (3) we have(∫
D
∫
D
〈
F ∗whz
(FF ∗) 32
,
QzDpw
(FF ∗) 32
〉
dL(z) dL(w)
)

(∫
D
∫
D
(FwF
∗
w)
(FF ∗)3
|hz|2 dL(z) dL(w)
)1/2
×
(∫
D
∫
D
FzF
∗
z
(FF ∗)2
‖p
w
(z,w)‖2 dL(z) dL(w)
)1/2

(
1
2
4e
2
ln
1
2
‖h‖22
)1/2 (4e
2
ln
1
2
‖p‖22
)1/2
 4e
3
ln
1
2
‖h‖ ‖p‖2.
Finally, case (4) represents the worst case for our estimates. Since
∂z∂w(FF
∗)−3 = 12 FzF
∗FwF ∗
(FF ∗)5
− 3 FzwF
∗
(FF ∗)4
,
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we have two terms to estimate, (4)1 and (4)2:
(4)1=12
∣∣∣∣∫
D
∫
D
〈
FzF
∗FwF ∗h
(FF ∗)2
,
FwQzDp
(FF ∗)3
〉
dL(z) dL(w)
∣∣∣∣
12
(∫
D
∫
D
FzF
∗
z FwF
∗
w|h|2
(FF ∗)2
dL(z) dL(w)
)1/2
×
(∫
D
∫
D
‖FwQzD‖2
(FF ∗)6
‖p(z,w)‖2 dL(z) dL(w)
)1/2
12
(
4 · 4e
2
ln
1
2
)1/2 ( 4
6
4e
2
ln
1
2
)1/2
‖h‖2‖p‖2
= 12 · 16e
5
ln
1
2
‖p‖2‖h‖2.
Similarly,
(4)2=3
∣∣∣∣∫
D
∫
D
〈
FzwF
∗h
(FF ∗)
,
FwQzDp
(FF ∗)3
〉
dL(z) dL(w)
∣∣∣∣
3
(∫
D
∫
D
FzwF
∗
zw
(FF ∗)
|h|2 dL(z) dL(w)
)1/2
︸ ︷︷ ︸
(c)
×
(∫
D
∫
D
‖FwQzD‖2
(FF ∗)6
‖p‖2 dL(z) dL(w)
)1/2
︸ ︷︷ ︸
(b)
But
FzwhF
∗
zwh = ‖Fzwh‖2  2‖Fzhw‖2 + 2‖(Fzh)w‖2.
So
(c)2 2
2
· 4 ‖h‖22 +
2
2
∫ π
−π
∫
D
‖Fz‖2|h(z, eis)|2 dL(z) dσ(s)
 8
2
‖h‖22 +
8
2
‖h‖2
= 16
2
‖h‖2.
Thus, the estimate for (4)2 is
3 · 4

‖h‖2 4e
1/2
4
√
ln
1
2
‖p‖2.
This completes the proof of Lemma 5. 
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Summarizing, we see that for
uh =
F ∗h
FF ∗
−Qk,
where k is defined in (8), we have shown that
(1) Fuh = h
(2) uh ∈ H 2(D2)(∞) and
(3) ‖uh‖2  731e5 ln 12 ‖h‖2.
This shows that in the smooth case an H 2(D2) solution can be given explicitly.
This completes the proof of Theorem 1. 
In summary, the main purpose of this paper is to provide an elementary proof
of the H 2-corona theorem on the bidisk for ∞-many functions and with good es-
timates. The key idea is a linear algebra result which simplifies the bookkeeping
for attaining the relevant estimates. For the case 1 < p <∞ and the Hp-corona
theorem for ∞-many functions, the same theorem holds. Again, using the linear
algebra result, we have an explicit function to estimate. The estimation procedure
seems to require Chang’s characterization of Carleson measures on the bidisk and
some other (by now) standard results on square functions (see [5]). The details will
appear elsewhere.
It should be noticed that in the case of the unit disk, the estimates given in the
discussion of the H 2(D2)-corona problem are actually all that is needed for the proof
of Carleson’s corona theorem on the unit disk. This follows since it suffices to show
that
dis(u1, H
∞(D, l2))  C()
(
C
2
ln
1

)
.
But to establish this reduces to estimating:∣∣∣∣∫
D
∂z
〈
Q∗F ′∗
(FF ∗)2
, H 0
〉
dL(z)
∣∣∣∣ , (10)
where∫ π
−π
‖H 0(eit )‖2 dσ(t) = 1,
H 0 = (h1, h2, . . .), hi are polynomials vanishing at 0.
By Szegö’s theorem, there is an outer function, H, such that
|H(eit )|2 = ‖H 0(eit )‖2 a.e. t ∈ [−π, π].
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Let p0 = H 0/H and h =H. Thus the estimate for (10) becomes the estimate for∣∣∣∣∫
D
∂z
〈
Q∗F ′H
(FF ∗)2
, p0
〉
dL(z)
∣∣∣∣
with ‖H‖2  1 and ‖p0‖2  1. This is of the type done in this paper using Little-
wood–Paley identities. So we are done.
Of course, the above distance argument fails, as well as the outer function argu-
ment, in the bidisk.
Appendix
We finish this paper by providing a proof of the linear algebra result, Lemma 4.
Certainly, the basic exterior algebra idea in Lemma 4 is classic; see, for example,
Birkhoff–MacLane, problem 4 [16, p. 566]. The main point is that we believe there
is some novelty in the application of Lemma 4.
We will sketch the basic idea. Note that although our operators defined below are
(of course) “bases free”, it is only with respect to a particular fixed basis that the
entries of the corresponding matrices belong to the algebras in question.
For our notation, l2(n) will denote the exterior product of l
2 with itself n-times, i.e.
l2(n) = l2 ∧ · · · ∧ l2 (n times). For n = 0, l2(0) = C. Let {ej }∞j=1 denote the standard
basis in l2. IfIn denotes increasing n-tuples of positive integers and if (i1, . . . , in) ∈
In, we let πn = {i1, . . . , in}, and abusing notation, we write πn ∈ In.
Define eπn = ei1 ∧ · · · ∧ ein . Then {eπn}πn∈In denotes the standard basis for l2(n).
For f ∼ {fn}∞n=1 and fn ∈ H∞(E), where E ⊂ Cn, we assume that 2  F(z)
F (z)∗  1 for all z ∈ E. Fix z ∈ E. For n = 0, 1, . . . define
Q∗n(z) : l2(n) → l2(n+1)
by
Q∗n(z)(wn) = F(z) ∧ wn, where wn ∈ l2(n).
Now
Q∗n(z)(eπn) =
∞∑
j=1
fj (z) ej ∧ eπn .
So with respect to the standard basis, then entries of Q∗n(z) are 0 or else ±fn(z)
for some n. Thus Qn(·) has analytic entries with respect to the standard basis. This
is the only place where we are using the particular algebra H∞(E).
Fix z ∈ E and let a = F(z) and Q∗n = Q∗n(z). Then Q∗n(wn) = a ∧ wn. Choose
an orthonormal basis {un}∞n=1 of l2 with u1 = a/‖a‖. (Note ‖a‖2  2.) Then it fol-
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lows that for πn ∈ In and uπn = ui1 ∧ · · · ∧ uin, we have {uπn}πn∈In is an
orthonormal basis for l2(n).
Thus
Qn(wn+1)=
∑
πn∈In
〈Qn(wn+1), uπn〉uπn
=
∑
πn∈In
〈wn+1, a ∧ uπn〉uπn
=‖a‖
∑
πn∈In
〈wn+1, u1 ∧ uπn〉uπn. (11)
We wish to show that for n = 0, 1, . . .
Q∗nQn +Qn+1Q∗n+1 = ‖a‖2Il2
(n+1)
. (12)
For n = 0, Q∗0Q0/‖a‖2 is the rank one projection of l2 onto a. So given (12),
Q1Q
∗
1/‖a‖2 is a projection. But then Q∗1Q1/‖a‖2 must be a projection. Applying
(12) again, we see that Q2Q∗2/‖a‖2 is a projection. Repeating this procedure, we
conclude that QnQ∗n/‖a‖2 is the projection onto the range of Qn. Also, given (12),
it follows that KerQn = ranQn+1.
To prove (12) it suffices to check that for wn+1 ∈ l2(n+1),
‖Qn(wn+1)‖2 + ‖Q∗n+1(wn+1)‖2 = ‖a‖2‖wn+1‖2. (13)
Denote wn+1 by w. Then from (11), we see that
‖Qn(w)‖2 = ‖a‖2
∑
πn∈In
1/∈πn
|〈w, u1,πn〉|2 = ‖a‖2
∑
πn+1∈In+1
1∈πn+1
|〈w, uπn+1〉|2.
Also, since
Q∗n+1(w) = a ∧ w=‖a‖u1 ∧
∑
πn+1∈In+1
〈w, uπn+1〉 uπn+1
=‖a‖
∑
πn+1∈In+1
1/∈πn+1
〈w, uπn+1〉u1 ∧ uπn+1 ,
we compute that
‖Q∗n+1(w)‖2 = ‖a‖2
∑
πn+1∈In+1
1/∈πn+1
|〈w, uπn+1〉|2.
So (13) holds. This completes the proof of Lemma 4. 
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We also point out that in the text of our paper, we use the fact that Q∗zF ∗w +
Q∗wF ∗z = 0. In the notation of this appendix, this is just the observation that
az ∧ aw + aw ∧ az = 0.
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