ABSTRACT Sophisticated Intrusion attacks against various types of networks are ever increasing today with the exploitation of modern technologies which often severely affect wireless networks. In order to improve the effectiveness of intrusion detection systems (IDSs), data analysis methods such as data mining and classification methods are often integrated with IDSs. Though, numerous studies have contributed in various ways to improve the utilization of data mining for IDS, effective solution often depends on the network setting where the IDS is deployed. In this paper, we propose an efficient IDS based on hybrid heuristic optimization algorithm which is inspired by magnetic field theory in physics that deals with attraction between particles scattered in the search space. Our developed algorithm works in extracting the most relevant features that can assist in accurately detecting the network attacks. These features are extracted by tagged index values that represent the information gain out of the training course of the classifier to be used as a base for our developed IDS. In order to improve the accuracy of artificial neural network (ANN) classifier, we have integrated our proposed hybrid magnetic optimization algorithm-particle swarm optimization (MOA-PSO) technique. Experimental results show that using our proposed IDS based on hybrid MOA-PSO technique provides more accuracy level compared to the use of ANN based on MOA, PSO and genetic algorithm. Updated KDD CUP data set is formed and used during the training and testing phases, where this data set consists of mixed data traffics between attacks and normal activities. Our results show significant gain in terms of efficiency compared to other alternative mechanisms.
I. INTRODUCTION
The tremendous advances and vogue of anywhere anytime Internet as a basic medium of online communication have made the security of Wireless Ad-hoc Networks (WANETs) one of the main issues in the current research arena. The last decade has witnessed more attention towards protecting the sensitive data from intruders and ensuring that the data transmission is performed in a safe way. Thus, Intrusion Detection System (IDS) for WANET was given relatively lesser efforts though some good works came out during that period [1] - [4] . In reality, it is not an easy task to distinguish between the attack and the normal network access especially in WANET communications [3] , [5] , [6] . To overcome this challenge, many Artificial Intelligence (AI) based techniques are proposed to be integrated with IDS as a way to improve its performance. For instance ANN, Fuzzy logic, SVM (Support Vector Machines), GA (Genetic Algorithm), PSO (Particle Swarm Optimization), and Hybrid systems have been studied to improve the classification rate of IDS [1] , [7] , [8] .
In general, IDS can be categorized based on activity level into two main classes which are: Network based IDS (NIDS) and Host based IDS (HIDS) [3] . Network based IDSs are developed to monitor activities of multiple hosts and analyze WANET packets captured from the network segment. Host based IDSs are designed to monitor activities of specific host system. On the other hand, IDS has two types of strategic detection methods namely, signature recognition and anomaly detection. The difference between these methods is that signature recognition identifies intrusions depending on features of known attacks while anomaly detection analyzes the properties of normal behavior [9] , [10] . Therefore, IDS deals with incredible volume of data which contain redundant and unrelated features that could introduce an extreme training and calculation time [11] , [12] .
Various approaches for feature reduction/classification have been proposed in order to improve the efficiency of IDS in detecting attacks [13] . Many of those are based on machine learning techniques for the purpose of optimizing IDS's feature selection, mainly for better attack classification process. Unfortunately, none of the proposed mechanisms is perfect -there are always some shortcomings. Hence, we argue that there is a need for continuous study to improve the performance of IDSs. In fact, sometimes the classification method that might be suitable for a specific problem is not easy to address. This issue is presented in a wellknown No Free Lunch (NFL) theorem which states that there is no heuristic algorithm best suited for solving all optimization problems [14] - [18] . Therefore, after our thorough study, Magnetic Optimization Algorithm (MOA) has been integrated and hybridized with PSO to optimize the performance of ANN in classifying network traffic of IDS. The main contribution of this work is to achieve a robust classifier that could assist in constructing an accurate IDS, which secures the WANETs. In other words, our proposed MOA-PSO algorithm has improved the detection and classification rates to increase the efficiency of IDS. This paper mainly focuses on detection as well as classification of network traffic that labeled as Normal, Smurf Attack, and Neptune Attack using our optimized ANN. Also, we would like to highlight that one of the main limitations that this work faced is the highly dynamic sample of network attack (due to some applied network policies).
The remainder of this paper is structured as follows. In Section II, we present the related work. Section III discusses the main concept of MOA technique as well as the methodology of our proposed IDS based on hybrid MOA-PSO. The simulation results and performance analysis are illustrated in Section IV, and finally, Section V concludes the paper with the future research directions.
II. RELATED WORK
Various optimization techniques are proposed by researchers to achieve high accuracy in IDS. In this section, some of the previous works and methods are discussed including hierarchical clustering algorithm [5] , [19] removal feature selection and SVM [18] , gravitational search algorithm [20] and pattern recognition [19] . We would talk about a wide range of related works that have motivated us in devising our approach.
The combination of hierarchical clustering and SVM is proposed in [5] , where the authors use Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) algorithm to alter the KDD CUP 1999 dataset [21] to reduce the dataset. Besides, the algorithm is used to produce a reduced high quality dataset from the original KDD CUP 1999 dataset before training the SVM. BIRCH is an unsupervised data mining algorithm used to perform hierarchical gathering over principally huge datasets. The experimental result using the proposed technique achieved high accuracy, which is 95.72%. Also, it is shown that the mechanism produces low false positive rate, around 0.7%. However, the number of instances tested in this work was quite less than the original KDD Cup 1999 dataset. Besides, BIRCH algorithm can only handle numeric data and it is sensitive to the order of the data record. In addition to that, BIRCH algorithm prefers only clusters with spherical shape and similar sizes of data to perform high performance of classification.
On the other hand, Gradually Feature Removal (GFR) algorithm is proposed in [7] . The authors have used 19 (nineteen) important features to build the IDS's judgment of WANET visitors to be categorized as normal or not. Clustering method is proposed using ant colony algorithm and SVM. The authors also have used combination feature selection method, which combines wrapper and filter methods to achieve better performance. The first step is Data preprocessing where it constructs the raw database and deletes the repeated data. Afterwards, they train the dataset using ANN which classifies the data into 41 features of KDD CUP '99 as a way to discover the best training samples that can achieve high accuracy. Last step is the feature reduction to train the dataset and test the model with 41 features and 4 different features of reduction techniques until they have achieved 19 important features that were chosen by GFR algorithm. The accuracy achieved by applying this method was 98.62%, which indicates that it performs well with high accuracy and efficiency. However, as we have investigated, the ant colony algorithm along with the proposed GFR incurs high computational cost especially with huge datasets. Thus, we can assume that the proposed method in [7] could obtain less accuracy with more complex dataset due to the aforementioned reasons.
As an effort to improve the performance of IDS, Gravitational Search Algorithm (GSA) is proposed in [20] to support Artificial Neural Network in IDS. The GSA is a popular algorithm that utilizes machine learning based on gravity law and interaction of mass. The concept of magnetic force was firstly proposed for training ANN/MLP (Artificial Neural Network/Multi Layer Perceptron) in our previous work in [11] . Dastanpour et al. [20] have divided the KDD CUP '99 dataset into two phases: one is used for testing while the other for training. The experimental results show that the ANN supported with GSA produces high accuracy (98.7%) of detection rate, meaning that GSA method could optimize and improve the ANN performance in classification. Besides, the method also could achieve 100% accuracy with only 39 critical features of KDD CUP '99. However, the proposed method could perform better by hybridizing it with other evolutionary optimization algorithm as a way to cope with various and more complex types of datasets.
Tian and Liu propose in [15] a new IDS model using hybrid ANN and PSO algorithms. By introducing PSO, they could minimize the limitation of searching efficiency within complex IDS's dataset. They utilize the rough set as data of ANN to select a subset of input attributes and employ the PSO algorithm to optimize ANN performance. Eight of rough set features have been selected and the ANN output layer consisted of six nodes. Five of the output nodes were used to represent four types of IDS attacks and one for normal behavior. The training and testing sets were set as 80% and 20% respectively, where the total number of the data was 460. The proposed method in [15] produced higher stability and could achieve improved attack detection rate with lower mean squared error. Though, the PSO has its own drawbacks [16] , which are, getting trapped in local minima and the slow convergence rate that needs further investigation to improve its performance.
As another attempt to protect one of the most popular clustered routing protocols in Wireless Sensor Network (WSN), which is called Cluster based Low-Energy Adaptive Clustering Hierarchy (LEACH), the performance of WSN under attack scenario is thoroughly investigated in [17] . The Black hole and Gray hole types of attacks [22] are used to study the performance of LEACH and its resistance against them. A concept known as ''High energy threshold'' was utilized to simulate these attacks using ns-2 simulator. Tripathi et al. [17] have applied this concept to different network parameters with different node densities. They have compared the impact of both types of attacks and found that the Black hole attack is more effective on the WSN performance as compared to the Gray hole attack. The limitation of this study is that the authors conducted their work with an assumption that the malicious node in most of the time is obtaining higher energy as compared to the normal nodes to be able to run for maximum lifetime during network operation while for most of the time, malicious node launches the attack (kind of continuously) and causes the compromised node to drain its energy [23] , [24] . Furthermore, considering accurate malicious detection model could essentially improve the performance of such routing protocol in saving node's energy. This will be achieved via early detection of launched attack to be blocked for the seek of preventing further wasting with network resources.
Qassim et al. [18] investigate the Anomaly-based Network Intrusion Detection Systems (A-NIDS). In this work, the authors highlight the limitation of existing A-NIDS as they produce an extraordinary bulk of alarms that can be varied with false-positive alarms. Such huge volumes of false alarms avoid precise recognition of network attacks that would affect negatively the instant reaction of IDS. Hence, as a way to overcome this issue, the authors have introduced a strategy for filtering such false-positive alarms of A-NIDS. They have propose a new classification technique called semi-supervised alarm which does not necessitate predefined knowledge of attack signatures or security personnel feedback [25] . However, the proposed classification technique needs further optimization in order to maintain high accuracy with dynamic changes of parameters that indicates the anomalous activities, which would vary from one network to another.
The open challenge that could be highlighted here is that the detection rate decreases significantly when the numbers of features and training samples increase [26] . Since feature extraction is a procedure of selecting a set of F features from a dataset of N features, F<N , the cost of some evaluation function or measure will be optimized over the space of all possible feature subsets of intrusion cases. There are still many obstacles for the feature extraction procedure to improve its accuracy in removing the non-dominant features and accordingly, its ability in reducing the training time and mitigating the complexity of the developed classification models.
It is worth mentioning that as reported in numerous studies, attempting feature extraction technique most the time contributes to enhancements in the predictive accuracy and improvements in the sensitivity, clarity, and generality of the developed model [27] . On the other hand, extracting the best subset of features that helps accurately identify the attack from all possible 2N subsets is not an easy task and tends to be non-polynomial complex problem during the increase of searching space [27] . By shedding the light on ANN (as the wide utilized classifier), its performance could be extremely enhanced by obtaining a systematic feature election model, as the same applies on data mining and machine learning techniques. Each method discussed above has its benefits and disadvantages; thus, a model should be developed in a way to overcome the limitation of existing methods in accurately identifying the network attacks.
Having studied all these existing IDSs, we are motivated in this paper to propose an efficient IDS based on hybrid MOA-PSO algorithm in order to overcome some of the critical limitations of the existing techniques.
III. PROPOSED METHODOLOGY AND DESIGN
In this section, our proposed methodology and design are described. A quick overview of the main concept of MOA algorithm is presented followed by its use in the field of optimization. Table 1 mentions the mathematical symbols that are used in this section. The following subsections are discussing the detailed design of our proposed method.
A. HYBRID MOA AND PSO FOR IDS SYSTEM
Recently, Multi-Layer Perceptron (MLP) has gained popularity as a computational tool and has been applied in VOLUME 6, 2018 various research areas [11] , [28] . On the other hand, MOA (Magnetic Optimization Algorithm) is a heuristic optimization algorithm that was proposed in our previous work [11] , which is utilized in this work to overcome the limitation of MLP for achieving better intrusion classification in IDS. This algorithm was basically inspired by magnetic field theory in physics that deals with attraction between particles scattered in the search space. Each magnetic particle has a measure of mass and magnetic field due to its fitness. The acceptable magnetic particles are those with the higher magnetic field and higher mass.
As discussed in the previous section, an IDS mainly relies on the deep analysis of network traffic as a way to detect malicious activities. The detection accuracy of IDS is often dominated by the analyzed sample of the network traffic traces as well as the selected set of features [29] . Our proposed hybrid MOA-PSO runs as an analyzer sub-system that helps find the small set of features, which would assist in making decision to be used for classification. Figure 1 illustrates the general architecture of data analysis using our proposed IDS based on hybrid MOA-PSO, which consists of three main entities: default gateway, network flow collector (server), and analyzer (run based on our proposed algorithm). The analyzer detects any anomalous traffic and reports it to the network admin to update the database accordingly. Afterwards, the correlated set of features that infers the detected attack would be identified during the training phase of our algorithm.
In order to represent the individuals/population of each particular entry of IDS inspected data, we have defined decision variables to represent individuals, which are ANN parameters and inserted detection features. This process is performed during each iteration of analysis. In other words, our algorithm inspects one feature in every iteration and provides an index value to rank that feature for further extraction process. The equation, as mentioned following this text presents the cost value C of seed parameters of ANN used in each classification cycle β as well as the number of inserted features (which is in our case 41 features). A filter based method is used during feature selection process to score feature subsets. In each iteration, a score will be given to a feature subset. We used a random number generator from 0 to 1 and different combinations over the course of iterations. This type of measurement is preferred to be fast in computation, while still filtering the worth of the feature's sub-set based upon its reflected impact on the calculated output during training phase. During inspection of each feature, the feature i will be checked against the index value of f i as a tagged value ≥ 0.5, then the score of that feature will be rounded to 1 and selected for further use in building the detection model for indicating attack i; otherwise, it will be rounded to 0 and it will be excluded from the list of sub-set features:
We assumed that each search magnetic swarm agent calculates its fitness value upon selecting a sub-set of features f i and gets compared against the index threshold value during training and testing processes of the detection model. By applying this process during all iterations, eventually less competent features would be extracted as they have produced less impact on the obtained fitness value while the dominantly high indexed features would be kept in the last extracted list to be used in the finalized model.
The formula in equation (1) is used during the definition of all the epochs where the electromagnetic force is from u, v-th agent on the i, j-th agent at a specific iteration number t. i, j are used to identify the two dimension indexing cellular topology of MOA.
Here, x k i,j (t) is the k-th dimension of i, j-th agent at the iteration numbert. B u,v (t) is the magnetic field of agent u, v at the same iteration number t, x k i,j (t) and x k u,v (t) are k-th dimensions of i, j-th and u, v-th agents at iteration t. Besides, D is the function for calculating the distance between agents in the equation (2) . u k is for upper bounds and l k is for lower bounds of the search space where m represents the dimension of the search space [11] .
Equation (3) is used to calculate the magnetic field of i, j-th agent at the iteration t. Fitness(t) can be any fitness function.
In MOA, the problem in a space with dimension k, the subsequent force that acts on i, j-th agent is calculated in equation (4) . N ij is the set of neighbours of i, j-th agent at the iteration t.
The acceleration of an agent is calculated as in equation (5). Due to Newton's laws of motion, the acceleration of an agent is proportional to the resultant force and inverse of its mass [20] . Mass of i, j-th agent at the iteration t is represented as M i,j (t).
The mass of agents is calculated with equation (6) . α and ρ are constant values, which we have set to value of 0.1 for each. Figure 2 illustrates the visual concept of applying the magnetic force on particles using equation (1) to enforce them move towards a specified direction (towards the highest index of features in data instance i). Using this concept, the IDS will act accurately in identifying the attack using our proposed algorithm, which forces its searching vector towards the most attractive set of features that classifies a particular type of attack. As we can see from Figure 2 , the average electromagnetic force increases proportionally to the number of masses. The more masses we have, the higher the average electromagnetic force between them due to the attraction and repulsion forces between them. This results in higher exploration of the search space of IDS. The position of agents and velocity are updated and calculated as in equation (7) and equation (8) . rand is a random number in the interval [0,1]. In MOA, all agents are initialized with random values.
The steps will continuously run until meeting an end condition. Magnetic fields and masses for all agents are defined using equations (3) and (6) . After that, total forces of agents and accelerations are calculated as in equations (4) and (5). The velocities and positions of agents are updated using equations (7) and (8) [11] .
Mean Squared Error (MSE):
The mean squared error is a network performance function that measures how close a fitted line is to the data points [20] . In this work, the mean squared error is calculated as the average of the squares of the errors (deviations) for n number of trainings as in equation (9):
In equation (9) , o k i is the actual output of the ith input unit when kth training sample is used and d k i is the desired output of the ith input unit when kth training sample is used. Equation (10) is used to calculate the final fitness which is the summation of all training MSE samples. Q stands for the number of training samples.
B. PROPOSED IDS BASED ON HYBRID MOA-PSO
The method proposed in this paper is for training ANN as a way to optimize the performance of IDS for better attack classification process. This is achieved via the hybridization of MOA and PSO to overcome the issues that normally are faced by the machine learning techniques like; entrapment in local minima, convergence speed, and sensitivity to initialization. First, we divide the dataset into two data sections for training 80% and testing 20% as presented in Figure 3 (the general process flow). Then, we develop a standard dataset format for the purpose of reorganization by ANN. Subsequently, when the training of the ANN has finished, the ANN starts its process in classifying the KDD CUP '99 testing dataset and takes the accurate outputs of the IDS's detection [30] . Then, all these steps are recorded and monitored as a way to improve the system after n iterations. When the recognition phase of the ANN is over, at that stage, the ANN reorganization would be attempted to be optimized by our proposed hybrid MOA-PSO algorithm.
When the results of the ANN are optimized by our proposed hybrid MOA-PSO algorithm, they will be compared with the ANN results with and without MOA as well as PSO and GA algorithms, so that the effects of MOA could be more investigated in the ANN reorganization in the field of IDS with the KDD CUP dataset. To support ANN in IDS optimization, the PSO is implemented in this paper. PSO is used in this paper by hybridizing it with MOA to support ANN during IDS's attack recognition process.
It is good to note that KDD CUP dataset has been widely used by the researchers, especially for IDS studies and this database contains a standard set of data to be audited, which includes a wide variety of intrusions simulated in a military network environment. Moreover, it is quite difficult to collect such huge amount of data with a Lab's set-up environment to obtain long-term raw TCP dump data for a network. The network was operated as if it were a real environment, but sprinkled with multiple attacks. We have contributed here is that using the same structure of KDD Cup dataset's attributes, we collected some more network traffic instances via the conducted scenario as shown in Figure 1 , to be added into KDD CUP dataset.
The information is further processed with the final weights to obtain a value in the output layer of the ANN. Based on the output obtained; further classification of the presence of any intrusion is done. Figure 4 shows the flowchart of IDS using hybrid MOA-PSO. When the traffic instance is classified as anomaly, further analysis should take place as a way to identify the main features that indicate a particular type of attack. Thus, our proposed hybrid MOA-PSO addresses this point via analyzing the index value of each feature as presented by f i in sub-section A under Section III.
Information Gain has been widely employed as a robust benchmark in the area of machine learning [31] . Thus, the extracted features using the tagged index values will represent the information gain to be used as a base for IDS detection procedure. In other words, our algorithm employs a normalized information gain benchmark to nominate attributes from a given set of attributes as a way to adjust the splitting point. Our information gain will inspect each feature in isolation, calculate its information gain and evaluate how significant its correlation to the class label (attack type). During the process of information gain calculation for each feature, the entropy of the categorized class (attack type) will be calculated for the complete dataset isolating the uncertain entropies for each potential value of a particular feature. This process requires a frequent calculation of the categorized class via feature value. In more precise form, all occurrences (attacks) are nominated with some feature value f i , then the number of incidents of each attack category within these occurrences and the entropy of f i are calculated. Figure 5 demonstrates the coded procedure that was used in updating the fitness value of magnetic swarms in the search space using equations (1) and (2) . In every iteration i, the weight value for each node would be updated according to the calculated mass's fitness value. When a particle has high index value, it indicates that the particle has high magnetic field compared with others. So, this particle would be moving in a heavy form making the search deeper in that data instance looking for the local best solution. On the other hand, other particles with relatively lesser magnetic forces will be moving in a faster way looking for the global best solution. Thus, our proposed algorithm would be more accurate as it falls more or less in the global/local minima. 
C. STATISTICAL ANALYSIS OF UPDATED KDD CUP DATASET AND SAMPLE EXTRACTION
The Updated KDD CUP dataset has been used to supply the input values of our hybrid MOA-PSO technique. There are 41 features and 494020 records in the KDD CUP '99 dataset [32] . We have utilized the MLP's range of data to be either [0 1]. It is also important mentioning that each record of KDD CUP '99 is formed as continuous, discrete and symbolic, as presented in Table 2 . In order to transform symbols into numerical form, an integer code has been given to each symbol. In other words, as a way to obtain an equal weight for all features, it is important to transform all of them under one main scale. Hence, all datasets were normalized as a step prior to the training process. In this regard, we have applied the Min-Max normalization, which can be defined as in equation (11), where f normlized is the normalized feature, f min and f max are the minimum and maximum values respectively, of the corresponding feature, f normlized . Utilizing this equation, all features are scaled to the interval [0,1]. Moreover, in our work, four critical features of the dataset are selected of input values have been used to train the proposed hybrid MOA-PSO algorithm.
A population statistics was applied on selected samples for training and testing/validation of KDD CUP collected datasets to ensure that they are slightly different from that of the overall data. Besides, the training sample was selected whereby it contains all possible features used in identifying Smurf/Neptune types of attacks. The following formula shows the probability form of arbitrary data sample selection of feature f . Here, S P is the population size and C n i is the number of combinations from S P .
D. PARAMETER SETTING Table 3 lists the parameter values of conducted simulation in this study (using MATLAB tool). We have conducted the experiments on four different sets of Masses/Particles, (10, 20, 30 and 40) with 25 nodes in the considered WANET. 3 malicious nodes have been assigned randomly to trigger the Smurf and Neptune attacks to testify the accuracy as well as the computational complexity during the learning and testing processes of ANN. The IDS would make use of the proposed hybrid MOA-PSO as well as the other benchmark algorithms to extract the sub-set of features that mostly indicate the Smurf/Neptune types of attacks, which would be used afterwards in the classification process. In spite of other settings, the predefined objective function in this study is set up to maximize the classification rate of our proposed mechanism and at the same time minimize the average MSE.
IV. RESULTS AND DISCUSSION
In this section, the obtained results from our experiments have been collected and discussed. Moreover, as a way to validate the performance of our proposed IDS, we have compared the results with other representatives of IDS based on machine learning systems. It should be noted that the reported classification rates in this section were obtained as an average of statistical analysis that was performed during the training and testing phases after every iteration out of 10 runs. Moreover, in the following sub-sections A and B, the simulation results are gathered and discussed using different sets of extracted features and different parameters such as, number of particles in PSO, number of masses in our proposed IDS, number of agents using other compared algorithms. The performance analysis was conducted with different scenarios to achieve fair performance evaluation. The following sub-sections elaborate the performance evaluation and validation of our proposed approach.
A. RELEVANT FEATURE SELECTION
In our work, four critical features have been selected to classify the Smurf and Neptune types of attacks compared with normal activities in IDS. The performance analysis has been conducted to compare our proposed IDS based on hybrid MOA-PSO in terms of the classification rate with other best feature selection techniques that use PSO, GA and MOA/GSA [20] . Table 4 lists the most relevant features that widely have been used in IDS classifications based on KDD CUP '99 dataset [20] . Table 5 lists the extracted and elaborated features in this work in the classification process for each of the traffic representing Normal, Smurf Attack, and Neptune Attack. Figure 6 demonstrates the pseudocode of calculating classification rate of IDS, whereby three classes are defined and labeled as −1 for Smurf attack, 1 Neptune attack and 0 for normal traffic. It is important highlighting that the features presented in Table 5 have been obtained and benchmarked based on conducted literature as well as training and analysis phases using our proposed algorithm, which has shown that these features are more likely the related indicators for each of Normal, Smurf Attack, and Neptune attack traffics. For more detailed understanding, we refer the reader to Table 2 , where the description of each feature is listed. Figure 7 illustrates the classification rates. The highest classification rate using our proposed IDS based on hybrid MOA-PSO with the best features 3, 5, 29 and 36, was 98.50%. The second highest was with the features 3, 5, 29 and 39 that could produce 97.50% classification rate. Feature number 36 is very important since it influenced the rate of classification. Feature 39 is represented as Destination Host Name Source Port Rate, which could give a good indicator about the types of activities (whether it is Normal, Smurf attack, or Neptune attack).
B. FEATURE SELECTION AND CLASSIFICATION OF THE PROPOSED IDS
On the other hand, Figure 8 shows the MSE of our proposed mechanism using the best selected features: 3, 5, 29, and 36. We can observe the efficiency of our proposed IDS in obtaining zero or closer to zero of MSE value right after 30 iterations of training. Therefore, we have decided to utilize the set of features: 3, 5, 29 and 36 as the main indicators in classifying the WANET traffic as Normal, Smurf attack, or Neptune attack. Figure 9 shows the comparison between our proposed detection method and IDS based on MOA, PSO and GA. The simulation experiments were run using the most relevant features: 3, 5, 29 and 36 that are extracted. We can observe that our mechanism could maintain high classification rate represented by 99.5%. In other words, our proposed IDS could achieve 0.5% improvement using selected features 3, 5, 29 and 36 in comparison with its counterparts based on MOA and PSO.
C. OPTIMIZING DIFFERENT SETS OF IDS PARAMETERS
Based on the concept that we have introduced previously in [20] , the efficiency of agents depends on the masses. In other words, the heavier masses are more efficient agents; which means that they have relatively higher attraction force. Thus, lower masses are not efficient agents. However, we should not ignore the fact that higher masses take a long time than the lower masses to search in the population. Therefore, in this section, the results are compared and discussed using different sets of parameter settings as a way to find the best set that could offer the highest accuracy level.
In order to find out the most suitable set of parameters to be used in optimization, we have studied the performance of our proposed IDS based on hybrid MOA-PSO along with its representatives with three different sets of masses/particles. Figures 10(a), 10(b) and 10(c) show the MSE values achieved during simulating our technique in classifying types of network traffic. We have found that use of 20 and 30 masses have showed 97% and 99% of IDS classification accuracy, respectively while it was improved to 99.5% when the number of masses was increased to 40 masses. The reason is that more number of masses plays an effective role in improving the performance of our proposed IDS in finding the accurate detection rate. It is also important to note that increasing the number of masses increases the computational cost since the algorithm needs to count the gravity function value for each particular mass. Thus, the intention of using high or low number of masses is subject to the objective function that could be defined early by IDS's policy.
Therefore, in this work, we have found that the more suitable parameter settings to be used are; masses equal to 30, 500 as the maximum number of iterations, 15 nodes in the hidden layer, 200 training samples, and 2 for inertia weight. Figure 11 illustrates a comparison of the accuracy values of our proposed hybrid MOA-PSO against MOA, PSO and GA algorithms in IDS. We can observe that with different parameter settings, our proposed hybrid MOA-PSO performance is the best. Our proposed method could achieve high detection rate and high classification rate with low iteration numbers and masses
The previous classification rate results shown in Figure 11 that were achieved by implementing our proposed hybrid MOA-PSO optimization on ANN have achieved 99% while Figure 12 presents the results obtained using the most relevant features 3, 5, 29 and 36 from KDD CUP Dataset (compared with our proposed IDS). The testing process using the same selected features on PSO, GA and MOA in optimizing ANN has been applied to testify the accuracy of our proposed IDS based on MOA-PSO. It is important to remind the readers that we have applied the same parameter setting as discussed in subsection c. The detailed results shown in Figure 12 (a) are obtained based on MOA optimization with ANN, which has produced 98.5% accuracy. It is proven that MOA optimization on ANN performs better than PSO optimization on ANN (i.e., for better performance of IDS). The simulations were executed with 30 particles and 500 iterations. Similarly, the experiment was conducted using PSO technique with the same features; the obtained accuracy was improved to 97.5% as demonstrated in Figure 12(b) . On the other hand, we have utilized GA algorithm to benchmark the performance and we have observed the classification rate was within the average of 91% with 30 population size as presented in Figure 12 (c). We have also conducted experiments with the same aforementioned simulation settings to apply our proposed IDS with the same data features. The classification rate achieved 99.5% accuracy. It is worth highlighting that our proposed mechanism could achieve this high level of accuracy with the earliest 100 iterations. This indicates that our proposed IDS is more efficient in the attack's classification process. Figure 12(d) shows the result of our proposed mechanism.
Finally, Figure 13 shows the graph plots of the compared results for each of PSO, MOA, GA and our proposed IDS. The comparison is accompanied with the level of classification accuracy rates. Function approximation has 200 training a sample, thus the findings out of the KDD CUP Dataset confirm that our proposed IDS is performing good with large number of training samples with less number of iterations. Long story short, presented results have verified that our proposed IDS based on hybrid MOA-PSO has better performance than the ones based on PSO, MOA and GA for high training sample and the most relevant dataset features to classify the attacks in IDS.
V. CONCLUSIONS AND FUTURE WORKS
In this paper, an efficient IDS based on hybrid MOA-PSO is proposed. An updated KDD CUP dataset is used to represent the different types of WANET traffics, which is a collection of normal and attack traffic. The proposed mechanism has been implemented and simulated using MATLAB toolkit. The conducted steps of the proposed methodology in this study were focused on training and testing based on KDD CUP dataset, with finally selecting four critical features that we used for intrusion detection. Two WANET attack categories have been used for training our proposed mechanism, which are Smurf and Neptune. Also, the ability of the proposed IDS in classifying the WANET traffic (whether it is normal or abnormal) has been tested. Our mechanism has shown performance with higher accuracy and efficiency than other available alternatives approaches. The results have shown that our proposed IDS based on hybrid MOA-PSO could achieve high classification rate up to 99.5% while IDS based on only PSO has obtained 97.5% and IDS based on MOA could maintain 99%. Using GA based IDS, the detection accuracy was 95% as the maximum obtained average rate.
As future work, we intend to evaluate our mechanism with more types of attacks to validate the classification as well as detection's percentage under dynamic settings. We are also currently planning to improve our proposal to construct a sensitive model to be integrated with our IDS for attack detection.
