Replicator equations have been studied for three decades as a generic dynamical system modelling replication processes. Here we show how they arise naturally in models of self-replicating polymers and discuss some of their basic properties. We then concentrate on a minimal dynamic model of a protocell by coupling replicating polymers with a growing membrane.
Introduction
In recent years, substantial progress has been made in understanding the requirements for minimal cell-like structures. Several proposals for artificial minimal cells have been put forward (Luisi et al., 1994; Pohorille & Deamer, 2002; Szostak et al., 2001; Rasmussen et al., 2003) . Some of them call for a sophisticated molecular machinery to be enclosed in a lipid vesicle. The model of Szostak et al. (Szostak et al., 2001) consists of a vesicle containing an RNA genome that contains an RNA-replicase ribozyme (e.g. an advanced version of the molecule described in (Johnston et al., 2001; Paul & Joyce, 2003; Lawrence & Bartel, 2005) ) and a functionality that influences the fitness of the vesicle. The construct of Pohorille & Deamer (Pohorille & Deamer, 2002) , which is even closer to a modern cell, includes transcription and translation functionalities. In contrast, the "LANL Bug" (Rasmussen et al., 2003) envisions a very simple genetic material in lipid aggregates that actively facilitates an autocatalytic reproduction of lipids as well as the genetic material itself. It is designed as a minimalistic, thermodynamic coupling between the three functional structures container, metabolism, and genes.
The integration of these fundamental building blocks requires a detailed knowledge of dynamic properties of each of the subsystems and their interactions. While advances in numerical mathematics make it feasible to simulate such systems, a structural analysis of the kinetic equations is a necessary prerequisite for understanding the principles upon which life-like physico-chemical structures operate.
Mathematically, the best-studied subsystem is autocatalytic replication. Template-dependent replication at the molecular level is the basis of reproduction in nature. Indeed, a plausible way of characterizing the origin of life is the emergence of heritable information that, through the interplay of selection and variation, leads to Darwinian evolution (Joyce, 2002) . A detailed understanding of the peculiarities of the chemical reaction kinetics associated with replication processes is therefore an indispensable prerequisite for any understanding of evolution at the molecular level.
The notion of a replicator -originally invented by Richard Dawkins (Dawkins, 1976, pp.13-21) -is now used in biology for "an entity that passes on its structure largely intact in successive replications" (Vrba, 1989 ). Before we turn to the mathematics of replication processes, however, we very briefly summarize some of the experimental evidence for replication at the molecular level.
Molecular Replicators
Enzyme Catalyzed Replication of nucleic acids is today an ubiquitous technique in molecular biology. The most prominent example is the polymerase chain reaction (PCR). However, the first successful attempts to study RNA evolution in vitro were already carried out in the late sixties (Mills et al., 1967; Spiegelman, 1971) using the replicase enzyme of the bacteriophage Qβ. Extensive studies on the reaction kinetics of RNA replication in the Qβ system revealed kinetic data consistent with a multi-step reaction mechanism (Biebricher et al., 1983; Biebricher & Eigen, 1988) . Depending on the concentration of template molecules, [C] , one can distinguish three phases of the replication process: (i) at low concentration all free template molecules are instantaneously bound by the replicase, E, which is present in excess and therefore the template concentration grows exponentially, (ii) excess of template molecules leads to saturation of enzyme molecules, then the rate of RNA synthesis becomes constant and the concentration of the template grows linearly, and (iii) very high template concentrations impede dissociation of the complexes between template and replicase, and the template concentration approaches a constant. This effect is known as product inhibition. We neglect plus-minus complementarity in replication by assuming stationarity in relative concentrations of plus and minus strand (Eigen, 1971) and consider the plusminus ensemble as a single species. Then, RNA replication in the Qβ system may be described by the over-all mechanism:
Here A represents the building blocks, the dot indicates a non-covalently bond complex, and as before, C and E, are template and replicase, respectively. Lowercase letter above or below the reaction arrows represent the reaction rate constants. This simplified reaction scheme reproduces all three characteristic phases of the detailed mechanism and can be readily extended to replication and mutation.
Minimal Molecular Replicators typically consist of a template and two substrate molecules that become joined to form a copy of the template. A number of experimental examples of such systems have been described so far, based on nucleic acids (von Kiedrowski, 1986; Zielinski & Orgel, 1987; Paul & Joyce, 2003) , peptides (Lee et al., 1996 (Lee et al., , 1997 Yao et al., 1998; Isaac & Chmieleswski, 2002; Ashkenazy et al., 2004) , and small organic molecules (Tijvikua et al., 1990; Wintner et al., 1994) , see (Paul & Joyce, 2004) for a recent review.
The ligation-based mechanism of all these experimental systems is encapsulated by a common chemical reaction scheme. Here C is the template, A and B are the building blocks, and ABC denotes the complex in which A and B are properly aligned to the template C. The irreversible step is the ligation reaction, which converts ABC into C 2 . The complete system of chemical reactions reads
Note the difference between 2C (two isolated copies of the molecule C) and C 2 (the complex formed from two hybridized copies of C).
A quite different mechanism of replication proceeds via DNA triple helices (Li & Nicolaou, 1994) : A DNA duplex C · C is replicated by first forming an adduct C · C DE with triple helix geometry, where the template strand forms standard Watson-Crick pairs, while the building blocks D and E are attached via Hoogsteen pairs. The fragments are ligated and then the resulting C · C C complex dissociates along the weaker Hoogsteen pairs. Finally, the single stranded template sequence is ligated with fragments of its complements and forms a copy of the original duplex DNA. The reaction mechanism can be summarized as follows
The proposed LANL Bug (Rasmussen et al., 2003) envisions simpler molecules, such as peptide nucleic acids (PNA) (Nielsen, 1993) as the genetic material. PNAs should be much easier to couple with a lipid layer than traditional nucleic acids due to their hydrophobic backbone. Note, however, that the standard PNA backbone will need to be modified using hydrophobic amino acids for this purpose. As in the other protocell proposals, it utilizes the lipid to keep the cooperative structure together. In contrast to other proposals, the proto-genes directly interact with the lipid; this requires a less sophisticated spatial organisation than vesicles (see e.g. (Apel et al., 2002) ), making micelles (Whitten et al., 1998) or even less organized lipid aggregates plausible. A scheme of the replication mechanism is shown in Fig. 1 . The overall reaction mechanism for this model can be summarized as follows:
Here C 2 * denotes the duplex buried in the lipid phase, while C 2 denotes the duplex exposed on the surface where dissociation is thermodynamically feasible. The mechanism envisaged here is only one of several possibilities. Alternatively, one could assume that the CC duplex dissociates already in the hydrophobic phase. In this case we have to consider the phase equilibrium of the template molecules rather than of the duplexes: A hypothetical mechanisms for actively catalyzed ligation-like replication reactions whose dynamics was studied in detail. Adapted from (Stadler et al., 2000) . Note that in this scheme we have tacidly assumed that template instruction is direct rather than complementary. This amounts to assuming that all involved sequences are palindromic. Alternatively, one could complete the reaction mechanism by including a corresponding cycle for the production of offsprings from the complementary templates. It is argued e.g. in (Stadler, 1991a ) that as far as the dynamics is concerned one may view a complementary pair of replicators as a single species.
Replicase Ribozymes and Higher Order Autocatalysis. Significant progress has be been made in recent years towards the construction of artificial replicase ribozymes (Ekland & Bartel, 1996; Johnston et al., 2001; McGinness & Joyce, 2003; Lawrence & Bartel, 2005) . While to date, no ribozyme is known that could faithfully replicate another copy of itself, this goal seems to be within experimental reach. If successful, such a riboreplicase, C, would be able of performing template directed, actively catalyzed replication, following a replication mechanism of the form:
Theoretical models for actively catalyzed ligation-like replication are investigated in (Stadler et al., 2000) . An examples are shown in Fig. 2 . Molecular ecologies of strongly interacting molecular replicators have also been investigated experimentally (Wlotzka & McCaskill, 1997; McCaskill, 1997) .
Replicator Dynamics
The mathematical analysis of the reaction schemes described in the previous section starts by translating the reaction mechanism into kinetic differential equations using the law of mass action, see e.g. (von Kiedrowski, 1993; Wills et al., 1998; Stadler et al., 2001b) . As an example, consider eqn.(1). We obtain
Numerical integration can now be used to gain a very detailed understanding of particular model systems, provided the microscopic rate constants can be either measured directly or at least estimated. Examples include the Qβ replicase system (Biebricher & Eigen, 1988) , self-replicating peptides (Islas et al., 2003) , and the RNA ligase ribozyme (Bergman et al., 2000) . In this contribution, however, we are interested in the qualitative and structural properties of the kinetic differential equations.
We are most interested in the total concentration c of the replicator, which is the sum of free replicator concentrations [C] and the concentrations of the intermediate species that contain the replicator:
One observes, by adding up the differential equations for the individual contributions, that the net production of the replicator,ċ, is determined by the single irreversible step. In the above example, this yieldṡ
Under a wide variety of circumstances one can assume that the concentrations of the reaction intermediates are stationary. This is known as the quasistationary state approximation (QSSA) (Segel & Slemrod, 1989; Borghans et al., 1996) . This leads to a set of algebraic equations for the concentrations of the intermediates, which can then be substituted into the growth law forċ. Usually, one makes additional assumptions, e.g. that the total concentration of the enyzme E is constant,
For example, the variants of minimal replicators discussed in the previous section all lead to the same effective dynamics of the forṁ
where α and β can be expressed in terms of the microscopic reaction rate constants. Of course, one obtains different (and usually very complicated) expressions for α and β for different models. Since we will not need the explicit equations, we refer to the literature for further details (Wills et al., 1998; Stadler & Stadler, 2003; Rasmussen et al., 2004) .
The function ψ appears through the solution of a quadratic equation for [C] in terms of c. Similarly, [C] and c are related by a cubic equation in the model of enzyme-catalyzed replication, eqns.
(1,7). Higher order algebraic equations also arise in the case of higher order autocatalytic systems, such as the mechanism in Fig. 2 , leading to much more complex functional dependencies.
This approach readily translates to systems with different, competing, replicators C k . In the most general case we obtain vector fields of the forṁ
where F k is a continuous function of the concentrations of the different replicator species. In general, it is hard or impossible to obtain a closed form for the vector field F k ( c).
Most of the work on such coupled chemical reaction systems has been considered either a continuously stirred tank reactor (CSTR), which amounts to an additional unspecific degradation term −rc k or constant organization. The latter constraint fixes the total concentration c = k c k at a constant level c 0 . This is equivalent to a regulated outflux −c k Φ( c) which is determined by the net production of replicators:
In the case of homogeneous interaction functions, F k (λ c) = h(λ)F k ( c), one can show that the CSTR and the constant organization model are the same up to a rescaling of the time axis (Schuster & Sigmund, 1985) . An analogous result can be shown for the limit of small flux rates r in the CSTR and arbitrary interaction functions F k ( c) (Happel & Stadler, 1999) . It is thus useful to rewrite the dynamics in terms of relative concentrations x k = c k /c. From eqn.(10) we obtainẋ
Again, as demonstrated in (Schuster & Sigmund, 1985) , the total concentration c only amounts to a re-scaling of the time axis in the case of homogeneous interaction functions F k ( . ). Eqn. (12) is the general form of a replicator equation (Schuster & Sigmund, 1983) . This class of dynamical systems has been the Phase portraits Signs Phase portrait Signs Phase portraits Signs Fig. 3 . Autocatalytic networks are the subclass of second order replicator equations in which there is no self-catalysis (A ii = 0) and all other interactions are cooperative A ij ≥ 0. Their structure is readily represented by a graph with a arrow i → j iff i catalyzes the replication of j, i.e., iff a ji > 0. The diagrams above summarize the diversity qualitative dynamical behavior of three-species autocatalytic networks. Symbols in the phase portraits: • stable fixed point (sink), • unstable fixed point (source), ⊕ saddle point; thick lines indicates lines consisting entirely of fixed points. Adapted from (Schuster & Stadler, 2002) .
subject of a large number of research papers as well as of the book (Hofbauer & Sigmund, 1988) .
A few cases have been studied in great detail.
• F k = a k is a constant fitness value.
In this case we have strong selection ("survival of the fittest"), i.e., only the sequence with the largest value of k can survive.
These 2nd-order replicator equations also describe the dynamics of strategies in evolutionary games (Taylor & Jonker, 1978) . Hofbauer (Hofbauer, 1981) showed that they are topologically equivalent to the Lotka-Volterra equations. Their equivalence to the Price equation is demonstrated in (Page & Novak, 2002) . A famous special case of a 2nd-order replicator equation is the hypercycle model of cooperative replicators (Eigen & Schuster, 1979) . Here sequence k − 1 catalyzes the replication k in a cyclic arrangement. The most important property of hypercycles is permanent coexistence, i.e., the fact that, independently of initial conditions, the relative concentrations x k are bounded from below by a fixed constant after a transient initial time . Such cooperative behavior, however, is very rare in 2nd-order replicator equations (Happel & Stadler, 1998; Stadler & Happel, 1993) . The dynamics of second order replicator equations can be extremely complicated despite the rather simple form of the differential equation, Fig. 3 . (Stadler, 1996) . Right: A chaotic attractor of class described in (Arneodo et al., 1980) . Fixed points are distinguished by the number of stable directions: sources without stable direction •, one stable direction ⊕, and two stable directions.
In the case of two independent variables (n = 3, the state space is an equilateral triangle) there are 35 different generic phase portraits (Bomze, 1983; Stadler & Schuster, 1990 ). In the case of three independent variables, i.e. n = 4 species, there are heteroclinic orbits (Brannath, 1994; Stadler, 1996) , multiple limit cycles (Hofbauer & So, 1994) , and strange attractors (Gilpin, 1978; Vance, 1978; Arneodo et al., 1980; Schnabl et al., 1991; Forst, 1996) ,
, where ψ is a monotonically decreasing function.
Such systems were investigated in detail in (Hofbauer, 1981) . The minimal replicators described in the previous section are examples of this class of dynamical systems (Wills et al., 1998; Stadler et al., 2001b) . There is a unique fixed pointx that is eventually reached by all trajectories that start in the interior of the state space, i.e., for which all initial concentrations are non-zero. There is a survival threshold a * such that all species with a fitness a k ≥ a * can coexist, while those with a k < a * eventually die out. Models with parabolic growth (von Kiedrowski, 1993; Szathmáry & Gladkih, 1989; Varga & Szathmáry, 1997) can be regarded as a limiting case in which the survival threshold is low enough to allow permanent coexistence (Wills et al., 1998) .
, where ϑ is a monotonically increasing function.
The dynamics of this system is very similar to the second order replicator equation with the same interaction matrix A . Left: Phase portrait of selection-only system, i.e., a replicator equation. Right: The same selection part is superimposed with a mutation vector field that points inwards at the boundary. As a result, saturated fixed points are driven into the interior of the state space, while non-saturated fixed points move into the physically inaccessible exterior.
Beyond a few general results for arbitrary F k , which are discussed in detail in (Hofbauer & Sigmund, 1988 , and the functional forms listed above, very little is known about replicator equations with non-linear response functions. A few special cases are discussed e.g. in (Hofbauer et al., 1982; Bomze, 1983; Stadler et al., 1994; Forst, 1996; Stadler et al., 2000) .
Replicator-Mutator Equations
Mutation can be included in a straightforward way. Denote by Q kj the probability to produce an off-spring of type k from a type j template. The dynamics of such a system is then described by the replicator-mutator equatioṅ
This expression has been used in population genetics (Hadeler, 1981) , autocatalytic reaction networks (Stadler & Schuster, 1992) , game theory (Bomze & Bürger, 1995) , and language evolution (Nowak et al., 2001) .
Mutation in general can be interpreted as an additional contribution to the vector field in (relative) concentration space that, at the boundary of the state space points inwards, i.e., it generates additional species that are not present in a given initial condition. Under certain conditions, namely that the offdiagonal elements in the mutation rate matrix Q are small enough and some (mild) technical conditions on the vector field F which are described in detail in (Stadler & Schuster, 1992) , mutation can be treated as a perturbation. Its qualitative effects on the selection dynamics are then captured by the "rest point migration theorem".
A fixed point is saturated if it is stable against invasion, i.e., if the boundary of the concentration simplex is attracting in its vicinity. Small mutation rates deform the vector field of a replicator equation in such a way that saturated boundary equilibria move into the interior of the state space, while nonsaturated boundary equilibria move into the (non-physical) outside, Fig. 5 . Small amounts of mutations therefore simplify the phase portrait of the selection dynamics and do not change stable fixed points (and limit cycles).
For constant F k , eqn. (13) specializes to the quasispecies model (Eigen, 1971; Eigen et al., 1989) . The most salient feature of this model is the existence of an error-threshold, which restricts the amount of information that can be sustained under error-prone replication. It is plausible to assume that genetic inheritance is also limited in the general case of frequency dependent selection, albeit no formal proof for this claim exists. Numerical studies for the hypercycles model are reported in (Forst, 2000) .
Dynamics of a Pre-Protocell
In (Cavalier-Smith, 2001 ), a scenario is considered in which membranes initially functioned as supramolecular structures to which different replicators attached and were selected as a higher-level reproductive unit. This picture is conceptually simpler than micellar or vesicular protocells since it avoids the difficulties of modelling the regulation of both growth and fission. Our "preprotocell", Fig. 6 , consists of a lipid aggregate that can grow by inclusion of amphiphilic molecules that are present in the environment. Attached to its surface is a suitable nucleic-acid analog, maybe some variant of a PNA, that undergoes uncatalyzed replication in the spirit of the membrane linked replication cycle of the "Los Alamos Bug" (Rasmussen et al., 2003 (Rasmussen et al., , 2004 . The type and property of a membrane fragment is determined by its inventory of genetic material.
Denote by Ω a the total surface area of type-a membranes and let n ka be the number of macromolecules with sequence k embedded in it. Theṅ
where c a is the vector of concentrations of the different PNA sequences and F is a growth law, e.g., one of those described in the previous sections. We have c ka = n ka /Ω a and henceċ
In terms of the total concentration of replicating polymers in type-a mem- branes, c a = k c ka , and relative polymer concentrations x ka = c ka /c a (i.e., c a = c a x a ) we obtain an internal dynamics of the genetic material governed by the replicator equatioṅ
and a growth law for the total concentration of polymers that is linked to the membrane growtḣ
As expected, the concentration of the genetic material is determined by the balance of replication of membrane growth. It follows directly from this equation, that a feedback is needed between the net production of genetic material Φ a in the type-a membrane and its growth rateΩ a . If this were not the case, either the replicating material will be diluted out of the system or it will completely pack the membrane. In the latter limit, any realistic model will of course show feedback.
In order to complete this model we need to specify how the membrane growth depends on the concentrations of the attached replicators. Assuming that they have a certain catalytic activity that can increase or inhibit the incorporation of monomers into the membrane (or catalyze their formation from precursors), we expect a growth law of the general forṁ
We see that, as one would expect, the membrane will become asymptotically devoid of genetic material if Φ a < g
i.e., if the replication rate of the polymer is smaller than the autonomous growth rate of the membrane.
On the other hand, if the polymer concentration c a approaches a steady state, then membrane growth is determined by the net production of replicators: Ω a → Φ a · Ω a . In the case of vesicles that enclose replicating RNA, it was demonstrated that the osmotic pressure exerted on the membrane drives the uptake of membrane components from the environment . The growth rate of a vesicle is thus directly determined by the net production Φ a of replicators in its interior.
One would expect that equations similar to those discussed above will hold for vesicular and micellar systems, with the added complication that fission of the protocells needs to be modeled. However, such cell models incur an additional complication compared to the simple membrane model discussed above: due to the small size of protocells, a certain fraction of their daughter cells will not inherit the complete set of genomic molecules and thus will not be viable. This effect further reduces the effective cellular replication rate.
In modern cells, the feedback between genomic replication and cellular growth is mediated indirectly via a complex regulatory cascade of gene expression and metabolic control. Recent advances in DNA chemistry demonstrate the possibility to "translate" the information stored in a nucleic acid sequence directly into non-polymeric compounds without the help of sophisticated enzymes (Calderone & Liu, 2004; Gartner & Liu, 2001; Halpin & Harbury, 2004) . Such mechanisms might provide a physico-chemical basis for the direct influence of the genome on the lipid aggregate which is implicitly postulated by the function G( x, c a ) above.
A particularly interesting facet of this model is the approximate dynamic independence of the individual components. In the case of homogeneous interaction functions F k , the eventual compositions x a of the genomes (mathematically speaking the ω-limits of the replicator equations) are independent of the concentrations c a . This follows immediately from the arguments in (Schuster & Sigmund, 1985) . In the limiting case of slowly varying c a , a kind of "adiabatic" approximation allows to predict the dynamic outcomes, see (Stadler, 1991b) for some specific examples.
In this section we have presented only a cursory analysis of the dynamics of replicators interacting with a growing lipid aggregate. A more detailed investigation will be necessary to understand, for example, the conditions under which a steady-state is reached. Another research topic is to elucidate the relationship of the present model with simpler group-selection models that have been proposed in a prebiotic context, such as the stochastic corrector (Szathmáry & Demeter, 1987) . Clearly, the system has the potential for openended evolution. Mutations of the genetic material may lead to an increase in net flux Φ a , thus giving rise to a new, more competitive species. Collisions of aggregates with different genetic contents essentially play the role of "recombination".
Concluding Remarks: Evolution of a Protocell Genome
The dynamics of self-replicating hetero-polymers sets the stage for the evolution of the information that is encoded by these "proto-genomes". Indeed, a central issue in models of prebiotic evolution is the integration of information that is necessary to bridge the gap between a simple system of replicating molecules and the complexity of a modern cell (Eigen & Schuster, 1979; Kauffman, 1993) . The template length is limited by the accuracy of the replication mechanism, which is necessarily error-prone due to mutations. As an order of magnitude estimate, the length of directly replicated genome n is limited by the inverse 1/p of the per-digit mutation rate p (Eigen, 1971) . In principle the error threshold can be circumvented by evolving more accurate replicases that could be encoded by longer sequences (Scheuring et al., 2003; Poole et al., 1999; Szabó et al., 2002) . Such a bootstrapping mechanism, however, requires a functional replicase-ribozyme to start with.
The error threshold, however, could be drastically relaxed in the simple model outlined above, since the dynamics of selection on this level is only weakly dependent on the dynamic details of replication. The latter could be organized cooperatively, for example in the case of a hypercycle (Eigen & Schuster, 1979) , thereby substantially increasing the genetic storage capacity. Such cooperative models are notoriously plagued by the parasite problem: Mutants without suitable catalytic activity can exploit, and eventually destroy, the entire system. Starting with the work of Boerlijst and Hogeweg (Boerlijst & Hogeweg, 1991) , it has been demonstrated, however, that the problem of parasite invasion can be alleviated by considering spatially organized systems (Streissler, 1992; Cronhjort & Blomberg, 1994; Tereshko, 1999; Altmeyer & McCaskill, 2001; Zintzaras et al., 2002) . A replication kinetics that includes product inhibition can have a similar effect in some parameter ranges (Stadler et al., 2000 (Stadler et al., , 2001b . It is conceivable that the simple coupling of replication to a container that growth under "genetic" control is already sufficient to bridge the information gap between uncatalyzed self-replication of nucleic acids with at most 20nt, and plausible replicase ribozymes, which could have a length of 100-200nt, based on a comparison with known ribozymes.
The shape of the fitness function, and in particular the accessibility of mutants from a given population, crucially influences the dynamics of evolution Fontana & Schuster, 1998; Stadler et al., 2001a) . In the case of RNA it has been demonstrated that the sequence-structure relation is dominated by neutral mutations: single point mutations often leave structure, and thus also function, intact. This implies that functionally equivalent sequences form so-called neutral networks that percolate through sequence space. With selection acting on structure or function rather than directly on sequence, neutrality implies a significant redundancy at the sequence level and replaces the genotypic error threshold by a -relaxed-phenotypic error threshold (Forst et al., 1995; Huynen et al., 1996) . It has been argued that this could be sufficient to bridge the information gap (Kun et al., 2005) .
From a dynamical systems point of view, neutrality implies that the interplay of selection and mutation can efficiently explore sequence space by means of neutral drift confined to the neutral networks Huynen et al., 1996; Huynen, 1996) . Recently, it was shown that a similar mechanism allows a population of autocatalytic self-replicators to explore sequence space in a diffusion-like manner (Stadler, 2002; Stephan-Otto Attolini & Stadler, 2004) .
Our simplistic pre-protocells from the previous section can therefore be expected to show all hallmarks of Darwinian evolution. They are, of course, extreme heterotrophs: we have not discussed at all where the energy-rich building material comes from that the protocells need to replicate their genomes and to grow their membranes. That, of course, is another story.
