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ABSTRACT
FACULTY OF ENGINEERING, SCIENCE & MATHEMATICS
SCHOOL OF ENGINEERING SCIENCES
Doctor of Philosophy
Simulations of a Self Propelled Autonomous Underwater Vehicle
by Alexander Brian Phillips
The missions being proposed for autonomous underwater vehicles (AUVs), by both marine sci-
entists and industry, are becoming increasingly complex and challenging. In order to meet these
demands the next generation of AUVs will need to be faster, operate for longer and be more ma-
noeuvrable than existing vehicles. It is therefore vital that the hydrodynamic forces and moments
acting on a self propelled manoeuvring AUV can be predicted accurately at the initial design stage.
The ﬂow around a typical AUV is both turbulent and three dimensional with signiﬁcant interac-
tions between the hull, propeller and control surfaces. An unsteady computational ﬂuid dynamics
analysis based on the Reynolds Averaged Navier Stokes (RANS) equations is too expensive for AUV
design. In order to capture the action of the propeller at an acceptable computational cost, a novel
method of coupling a commercial RANS solver with a body force propeller model based on blade
element momentum theory has been developed. This discretises the propeller plane into a series of
radial and circumferential sectors. The local axial and tangential inﬂow conditions at each sector of
the propeller plane can then be considered. This allows analysis of non-uniform propeller inﬂow
conditions due to the interaction of hull, propeller and control surfaces.
During a manoeuvre the hull boundary layer may separate due to the adverse pressure gradient,
resulting in free vortex sheets which roll up to form a pair of body vortices. An adaptive mesh
strategy is required to ensure a suitable mesh structure and density to capture these ﬂow features.
Modiﬁcations to a vortex capture algorithm (VORTFIND) are proposed, optimising it as a tool for
identifying the path of vortex structures. This enables it to be used as part of an iterative meshing
strategy, capturing vortical ﬂow features more accurately and consequently their inﬂuence on the
pressure loading experienced by the hull.
To demonstrate the pertinence of the numerical methods developed in this work a series of case
studies has been analysed. These include: determining the hydrodynamic derivatives of an AUV,
propeller-rudder interaction studies, steady state manoeuvring performance of the self propelled
KVLCC2, and in-service straight line performance prediction of Autosub 3. These highlight the roles
of the numerical methodologies in the design process for future AUVs.
The techniques developed in this work enable the designer to accurately predict the hydrody-
namic loading acting on a self propelled manoeuvring AUV.AUTHOR’S DECLARATION
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xxvi1 Introduction
An autonomous underwater vehicle (AUV) is an unmanned, untethered vehicle designed to perform
subsea missions independent of control or power from the surface. The applications of AUVs are
diverse, Grifﬁths (2002), and include:-
1. scientiﬁc research, for example ocean sampling and environmental monitoring;
2. commercial uses including pipeline inspection and cable surveys;
3. military applications such as mine hunting. Torpedoes may also be considered as AUVs but
will not be considered in this work.
The ability of a speciﬁc AUV to complete a mission will depend on the required: duration, depth,
speed and manoeuvring performance of the vehicle. During a mission, an AUV may be required
to perform long periods of level ﬂight interspersed with various different manoeuvres, such as 90◦
or 180◦ turns during a survey, frequent depth changes while following a rugged seabed, navigating
past an iceberg or sharp turns during obstacle avoidance events. The success or otherwise of the
hydrodynamic performance of a given AUV will be dependent on its ability to perform each of these
activities.
A successful design requires a good understanding of the hydrodynamic forces and moments.
This in turn relies on a good understanding of the behaviour of the ﬂuid ﬂow around the vehicle.
Modelling the ﬂuid ﬂow around a manoeuvring AUV offers many challenges, particularly at turbu-
lent Reynolds numbers. This is due to a highly three dimensional (3D) boundary layer around the
hull which experiences strong pressure gradients and streamline curvature. Depending on incidence
angle the boundary layer may experience crossﬂow separation due to adverse pressure gradients,
leading to a free vortex sheet which rolls up to form body vortices. This ﬂow is then further com-
plicated by interactions with downstream control surfaces or rotating propellers. These interaction
effects are highly complex and must be understood in order to capture self propelled manoeuvring
performance.
1.1 Research Background
This work was jointly sponsored by the National Oceanography Centre, Southampton (NOCS) and
the School of Engineering Sciences (SES) at the University of Southampton. The Underwater Systems
Laboratory at NOCS have designed and built the Autosub vehicles, used as an example for much of
this work. Recent research on AUVs at SES has resulted in PhD theses on:-
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• the use of tunnel thrusters to develop a hover capable AUV, Palmer (2009);
• AUV design and battery technology, Rutherford (2008);
• AUV guidance-control and docking, Jantapremjit (2008);
• system identiﬁcation of AUV hydrodynamic characteristics, Furlong (2005b);
• Experimental work characterising the propulsion system, Fallows (2004).
Furthermore within SES for the past four academic years, a team of undergraduate and post-
graduate students have entered the Student Autonomous Underwater Challenge - Europe. For the
duration of this work the author has been closely involved with the team, see Papers 5 & 9.
As an outcome of these research projects, the problem statement for this work was formulated.
1.2 Problem Statement
How can computational ﬂuid dynamics be used to aid the design process of Autonomous underwa-
ter vehicles?
Reynolds Averaged Navier Stokes (RANS) simulations have proven to be a powerful design tool
for other forms of vehicles (e.g, automobiles, aeroplanes, trains, ships etc) for predicting the ﬂow
around the vehicle and the accompanying aerodynamic or hydrodynamic loading. Spatial and tem-
poral discretisation of the ﬂuid domain provides the biggest hurdle to producing high quality RANS
simulations, this is especially true of three dimensional complex geometries such as an AUV which
are comprised of various time and length scales.
The complexity is signiﬁcantly increased if the vehicle is self propelled through the use of a screw
propeller, which has time and length scales an order of magnitude smaller than those around a towed
body. However, the propeller plays an important role in the performance of a self propelled vehicle,
signiﬁcantly modifying the ﬂow ﬁeld and the resulting forces and moments and hence its inﬂuence
should be included.
Available computational resources prohibit the use of a constant mesh density throughout the
entire ﬂuid domain if all important ﬂow features are to be captured and therefore the user must
determine which regions to reﬁne.
This work provides novel solutions to the problems of representing the action of the propeller
and identifying key features in the ﬂow in order to predict the hydrodynamic forces and moments
acting on the vehicle.
1.3 Background
Initial AUV development was limited by the energy density of available batteries and the computer
processing power available. Advances in these technologies has led to rapid development of AUVs
over the last 20 years. At the end of the last decade there were at least 66 AUVs in operation or under
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development in 12 countries with only minor commercial involvement, Wernili (1999). By 2007 over
400 AUVs had been produced with a further 47 on order. 156 of these were REMUS 100s built by
Hydroid Inc. Half of the existing AUVs are small (< 50kg) with limited range (< 120km). and
payload. Commercial drivers, such as successful initial applications for deep-water survey and the
desire of the military to unman battle space through the use of autonomous vehicles, leads Newman
et al. (2007) to predict more than 900 AUVs will be required by the end of 2017.
There are clear demands for the next generation of AUVs to be capable of travelling deeper,
faster, further and being more manoeuvrable; ANON (2004) and Madin (2005) identify the scientiﬁc,
commercial and political demand to increase availability of access to the deep ocean environment.
Bingham et al. (2002) calls for ”more efﬁcient AUV operations (rapid line turns, fast survey speed, limited
weather dependence)” and ”endurance of at least 24 hours, preferably 48 hours” for small (< 2m) AUVs.
Tripp (2006) highlights the US Coast Guard’s need for signiﬁcant improvement in AUV mission
duration, coupled with higher vehicle cruising speeds.
While industry and scientists are calling for ever improved performance, Stevenson et al. (2007)
highlights that many current AUVs do not achieve their design speed and design range. This is
attributed to under predicting the drag, over predicting propulsive efﬁciency and over predicting the
mass or volume of batteries which can be carried. Retroﬁtting by operators can also have signiﬁcant
impact on the in-service performance of these vehicles, see Figure 1.1.
Figure 1.1: GAVIA AUV retroﬁtted with a Conductivity Depth Temperature (CDT) sensor.
Since AUVs are not sold in large volumes, the economics dictate that the design and development
must be performed on a limited budget. As with other types of vehicles (planes, trains, etc) no
single AUV will be capable of efﬁciently performing every mission type and therefore multiple AUV
designs will be required.
1.4 Research Aims and Objectives
The research aim of this work is:
To develop a methodology capable of assessing various aspects of the resistance and manoeuvrability of
AUVs using steady and unsteady computational ﬂuid dynamics (CFD) analysis methods. The results of this
will inform the hull design of the vehicle, its control and propulsion systems and the missions it undertakes.
Development of these analysis techniques require the completion of the following objectives: -
1. to develop an appropriate method of replicating the inﬂuence of an AUV propeller without
explicitly resolving the propeller ﬂow;
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2. to develop a vortex identiﬁcation method suitable for identifying the unknown number of off-
body vortical structures developed around a manoeuvring AUV;
3. to incorporate the above techniques in a RANS environment to create a numerical towing tank
capable of determining naked hull resistance, self propulsion parameters and to derive the
hydrodynamic manoeuvring coefﬁcients of an AUV;
4. to deﬁne the role of CFD in the design process of an AUV.
This work adds knowledge to the ﬁeld of AUV design and Naval Architecture as a whole, specif-
ically in the following areas: -
• understanding the inﬂuence of mesh density and turbulence models on the structure of body
vortices developed around a manoeuvring underwater vehicle and the inﬂuence these struc-
tures have on the global forces and moments acting on the vehicle;
• CFD simulations of a manoeuvring AUV should include a representation of the action of the
propeller. This may be achieved by explicitly modelling the rotating propeller or through the
use of a body force propeller model. This work examines how different types of propeller
body force models interact with downstream rudders and how this inﬂuences the ﬁdelity of
the results. The body force propeller model developed is suitable for all marine propellers;
• discussing how computational ﬂuid dynamics may be productively used in the design process
of an AUV now and in the future.
1.5 Structure of Thesis
In order to understand the current state of AUV technology, a background to underwater vehicles is
presented in Chapter 2. Examples of AUVs are presented along with a summary of the capabilities
of current vehicles. The review highlights the need to improve the hydrodynamic design of AUVs.
Chapter 3 identiﬁes the key ﬂow features generated by an AUV, noting that the ﬂow around a
survey AUV may be subdivided into naked hull ﬂow, open water propeller ﬂow, and lifting surface
ﬂow. It then discusses the interaction effects which occur between these components. A review of
the literature on existing methods used to quantify the hydrodynamic performance of these vehicles
is also included. The inﬂuence of vortex structures on the pressure ﬁeld surrounding an AUV is
highlighted, and thus the importance of accurately capturing these structures is identiﬁed.
Chapter 4 details the available CFD methods and discusses the potential of these methods for
analysing the ﬂow around an AUV. From the available approaches, those based on solution of the
Reynolds Averaged Navier Stokes (RANS) equations is selected as most appropriate. The commer-
cial RANS code ANSYS CFX is used in this thesis. The importance of identifying vortical structures
highlighted in the previous chapter leads to the identiﬁcation of the VORTFIND algorithm as an
important tool for identifying regions of vortical ﬂow. Limitations of the tool are identiﬁed and im-
provements proposed. Analysis of the length and time scales of the ﬂow around an AUV highlight
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that the time scales and length scales of a propeller are an order of magnitude smaller than the ﬂow
around the hull and rudder. Three body force propeller models are presented, two existing models
based on prescribed thrust and torque distribution and a novel method based on a coupled RANS-
BEMT approach.
Chapters 5 through 9 present a series of case studies using RANS simulations to study various
aspects of the ﬂow around an AUV or generic marine vehicle, building in complexity towards self
propelled simulations. Chapter 5 presents a methodology to derive the hydrodynamic derivatives
of an AUV using a virtual towing tank approach. It then looks in detail at the performance of a
yawed axis-symmetric hull form, speciﬁcally at the generation of body vortices. Previous studies
have concentrated on crossﬂow separation, while this work concentrates on the strength, path and
structure of the body vortex. The ability of various turbulence closure models to capture these ﬂow
ﬁelds are investigated and the success and failure of these standard models are discussed.
Chapter 6 compares the ﬂow ﬁeld from the three body force propeller models with a rotating
reference frame propeller. The body force propeller models are based on an actuator disc model
which neglects the swirl component imparted by the propeller and the Hough and Ordway approach
detailed widely in the literature which uses a prescribed distribution of thrust and torque and a novel
coupled BEMT-RANS approach.
Chapter 7 compares the ability of the three body force propeller models within a RANS envi-
ronment to replicate wind tunnel tests of a propeller and rudder. The RANS-BEMT and RANS-HO
approaches are better able to replicate the inﬂow onto the rudder resulting in close agreement with
the experimentally predicted lift and drag generated by the rudder.
Chapter 8 presents self propelled simulations for static drift and static rudder for the KVLCC2
hull form, using the RANS-BEMT approach. Limitations in the approach are identiﬁed and further
modiﬁcations suggested.
Chapter 9 uses the coupled RANS-BEMT approach developed in the preceding chapters to per-
form self propelled simulations of the Autosub 3 vehicle which compare favourably with in-service
data.
Chapter 10 summarises the thesis conclusions and contributions. The outcomes are compared to
the research objectives and future works and industrial applications are discussed.
52 Underwater Vehicles
2.1 Introduction
Underwater vehicles came to prominence in the World Wars of the ﬁrst half of the Twentieth Century
in the form of military submarines, they now have a whole range of non-military applications. The
size, shape and performance of these vehicles vary signiﬁcantly depending on their mission, power
supply, development cost and earning potential. It is normal to subdivide underwater vehicles into
three categories based on the manner in which they are controlled: -
• Manned Submarines;
• Remotely Operated Vehicles;
• Autonomous Underwater Vehicles.
2.2 Manned Submarines
The evolution of submarine design is well documented (for example see Burcher and Rydill (1994)).
Submarines of particular note are discussed in Table 2.1. The vehicles presented illustrate the evolu-
tion of the submarine over more than 200 years. With the Holland the submarine arrived at its present
form of an axis-symmetric hull, small superstructure and single screw propulsion placed on the lon-
gitudinal centreline. However, it was not until the development of nuclear powered submarines,
with their ability to maintain submerged for months, that this form was universally adopted for mil-
itary submarines. Specialist vehicles such as the Trieste deviate from the conventional design in order
to best accomplish their speciﬁc mission.
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Table 2.1: Examples illustrating the evolution of submarines.
Name Year Application Details
Turtle 1776 Naval The ﬁrst military submarine de-
signed by David Bushnell. This
egg shaped, man powered subma-
rine attempted to sink the HMS Ea-
gle in New York harbour during the
American Revolution, on Septem-
ber 7th, 1776. Notably, Turtle was
the ﬁrst marine vessel to use screw
propulsion.
Holland 1902 Naval This was the ﬁrst recognisable sub-
marine with the long cylindrical
pressure vessel tapering to the bow
and stern with a conning tower.
The Holland class submarines built
by the US, British and other navies
made use of internal combustion
engine power on the surface and
electric battery power for sub-
merged operations.
Type IIA
German
U-Boat
1934 Naval The German navy’s long ranging,
diesel powered Unterseeboote or U-
boats infamous for their role in
targeting merchant vessels carry-
ing supplies from Canada and the
United States to Europe during the
World Wars. Essentially surface
running ships there was little at-
tention paid to underwater perfor-
mance, hence the clutter on the
deck, which led to a notable drag
penalty when submerged.
Trieste 1960 Research A deep diving research
bathyscaphe designed by the
Swiss scientist Auguste Piccard. In
1960 manned by Jacques Piccard
and Lieutenant Don Walsh, USN,
the Trieste reached the ocean ﬂoor
in the Challenger Deep, the deepest
part of the Mariana Trench - a
depth of about 10,900m. The vessel
consisted of a ﬂoat ﬁlled with
gasoline and a separate pressure
sphere attached to the underside of
the ﬂoat to house the crew.
Vanguard 1993 Naval First launched in 1993 these four
submarines are the platform for the
UK Navy’s Trident missile, at a
length of 150m with a submerged
displacement of 15,980t. The use
of a nuclear reactor allows these
vessels to remain dived for months
at a time. While these are the
UK’s largest submarines, they are
dwarfed by the Russian Typhoon
class submarine at 175m and a sub-
merged displacement of 48,000t.
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2.3 Remotely Operated Vehicles
Remotely Operated Vehicles (ROVs) require a tether for control and power purposes. They are
widely used in the offshore industry for deep water interventions and by the scientiﬁc community
for gathering deep-sea data and samples. ROVs are constrained by their tether and hence are not
designed to travel long distances or at high speed. Since drag concerns do not constrain their de-
sign, their appearance is very different to a conventional submarine. They tend to be based on a
cuboid framework, see Figure 2.1, with syntactic foam at the top of the vehicle to provide a high
centre of buoyancy. Electronics are sealed in various pressure vessels while intervention tools such
as robotic arms or scoops are mounted towards the base of the structure to give a low centre of grav-
ity. Manoeuvrability is achieved by multiple thrusters, which allow ROVs to perform the complex
manoeuvres required to complete subsea interventions.
Figure 2.1: The ISIS ROV, based at the National Oceanography Centre (NOC). Is capable of diving to
depths of 6.5km. It has robotic arms to allow it to interact with its surroundings. Multiple thrusters
give it a high level of manoeuvrability.
The advantage of ROVs are that: they remove the human risk factor from deep sea operations,
numerous engineers or scientists are able to monitor incoming data ship side and make decisions
about the remainder of the mission, since their power is supplied by the ship, missions can last over
many days. However, the tether also limits the movement of the ROV away from the ship, induces
drag on the vehicle, which limits speed and agility, and may potentially become entangled in the
surrounding environment, Humphris (2009).
2.4 Autonomous Underwater Vehicles
AutonomousUnderwaterVehicles(AUVs)areself-sufﬁcient, unmannedanduntetheredsubmersibles
that are programmed to carry out missions without the need for communication with the surface,
which is highly advantageous due to the limited bandwidth of underwater acoustic communication.
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On board the vehicle the hardware and software installed must include the algorithms necessary
for guidance and navigation between pre-determined geographic positions, procedures for obstacle
identiﬁcation and avoidance, and actions to be taken in case of equipment failure.
AUVs are ideal for applications which are unsuitable for manned craft or ROVs and Notably
for minehunting, Stokery et al. (2001); Bovio et al. (2006), under ice applications, Yeo and Reykjavik
(2008); Wadhams et al. (2006) and long range deep water oceanographic surveys, Grifﬁths (2002);
E. Desa and Maurya (2006) where the day rate to run an AUV is substantially less than that of a
research vessel1. Potential future applications of AUVs are exploration of extraterrestrial ice covered
oceans such as those on Europa, Powell et al. (2005).
Example AUVs are presented in Table 2.2. AUVs can be subdivided into four categories based on
their method of propulsion: -
1. Flight Style AUVs - tend to resemble torpedoes, comprising of long cylindrical bodies with
control surfaces and a rear propeller. Example vehicles of this type are Autosub, Grifﬁths et al.
(1999), and REMUS 100. Typically only surge, pitch and yaw degrees of freedom (DOF) are
actuated, in this case, the linear velocity and the attitude of the AUV are inextricably linked
together and cannot be independently controlled. These vehicles have poor slow speed ma-
noeuvrability due to inefﬁciency of the control surfaces at low speed but have good straight
line performance due to their streamlined shape. AUVs of this type are predominantly used
for pipeline inspection, environmental monitoring, scientiﬁc research and other long range ap-
plications.
2. Hovering or ROV style AUVs - use a number of thrusters for propulsion and station keep-
ing. This allows vehicles such as URIS, Batille et al. (2004), SotonAUV, [Paper 2], and Talisman,
WWW1(2007), toperformslowspeedmanoeuvresallowingthemtoperforminterventionstyle
missions, or operate very close to the seabed or other structures.
3. Hybrid AUVs - such as REDERMOR, Mailfert and Lemaire (1998), ARIES, Marco and Healey
(2000) , Proteus, Whitney and Smith (1998) and C-Scout, Thomas et al. (2003), have been de-
signed to allow the addition of extra thrusters, rudders and stern planes onto a basic ﬂight
style conﬁguration to modify the manoeuvrability of the vehicle, allowing it to adapt to var-
ious mission requirements of slow or high speed performance. The effect of modifying the
vehicle topology on manoeuvring has not been documented, speciﬁcally controlling transition
from a ﬂight style to a hover style AUV.
4. Gliders - use a buoyancy engine to modify their volumetric displacement, allowing them to
sink or rise in the water column. They are ﬁtted with wings which convert potential energy to
forward motion as they rise and fall. These vehicles have long ranges (5000km) but are only
suitable for proﬁling missions, due to the method of propulsion.
1The purchase price of an AUV is at most 1/20th of a research vessel and the running costs are at most 1/50th Fernandes
et al. (2003).
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Name Depth Application Details
SPURV Research Self-Propelled Underwater Re-
search Vehicle was the ﬁrst AUV
operated in the 60s and 70s de-
veloped at the Applied Physics
Laboratory of the University of
Washington. She displaced 480 kg,
and could operate at 2.2 m/s for 5.5
hours at depths to 3 km.
C-Scout Research The Canadian Self-Contained Off-
the-shelf Underwater Testbed (C-
Scout) is a torpedo shaped AUV de-
veloped by a team of students and
graduates at the Memorial Univer-
sity Newfoundland as a testbed for
underwater research, Curtis et al.
(2000).
GAVIA 2000m Research Small (< 2m) commercially built
AUV with interchangeable science
modules including sonar, cameras
and CTD sensors, WWW2 (2008).
HUGIN
1000
3000m Commercial Commercial vehicle manufactured
by Kongsberg Maritime. 3.85m
long weighing 775kg, has a maxi-
mumoperatingdepthof3000mand
a endurance of 25 hours
Slocum
Glider
1000m Research 1.79m long buoyancy driven glider,
nominal speed 0.4m/s with an en-
durance of 720 hours.
Seahorse 1000m Research Large torpedo style AUV (8.66m)
built by Pennsylvania State Uni-
versity Applied Research, weigh-
ing 4490kg rated to 1000m. Unusu-
allysheisequippedwithadynamic
buoyancy system.
Continued on next page
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REMUS
100
100m Shallow
water re-
search and
military
Small commercial AUV (1.6m) mar-
keted by Hydroid, Inc Anon (2008),
and developed by Woods Hole
Oceanographic Institution. Avail-
able for military and scientiﬁc
applications such as survey and
chemical plume tracing, Farrell
et al. (2005), monitoring physical
and biological parameters in costal
waters, Blackwella et al. (2008);
Robbins et al. (2006); Ramos et al.
(2007). The REMUS 100 is the high-
est selling AUV with over 150 units
sold.
SotonAUV 10m Research Winner of the 2007 Student Au-
tonomous Underwater Challenge
Europe (SAUC-E). Designed and
built by a team of students at the
University of Southampton [Paper
2]. Propulsion is achieved using
a pair of side mounted horizontal
thrusters to provide surge and yaw
control in the horizontal plane and
two vertical tunnel thrusters at the
bow and stern of the vessel to pro-
vide control in heave and pitch.
Talisman Military Military application AUV devel-
oped by BAE systems, WWW1
(2007). The hull is ﬁtted with com-
mercial vectorable thrusters, allow-
ing accurate low speed manoeu-
vrability including the ability to
hover and turn 360◦ within its own
length.
Table 2.2: Example autonomous underwater vehicles. More vehi-
cles are described on the AUVAC database, WWW3 (2010).
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The AUV provides a platform onto which a payload is mounted in order to perform the required
mission. Generically, AUVs comprise the following components.
• Hull. The hydrodynamic form of the AUV partially determines the energy requirements as
well as effecting the dynamic stability and manoeuvrability at various operating speeds. The
hull form may also impose limitations on launch, recovery, maintenance and access to the in-
ternal components. Typically, the hull shape is based on a body of revolution with a parallel
midbody for ease of construction, elliptical bow and tapered stern.
• Pressure vessel. The hydrostatic pressure experienced by the AUV is a function of depth.
At full ocean depths of 6000m the pressure is 600 times atmospheric. Structurally spherical
pressure vessels are optimum. However, hydrodynamically these are less than ideal. Conse-
quently, pressure vessels are often cylindrical, allowing them to be placed easily in streamlined
hull forms.
• Power supply. The energy to power an AUV normally comprises a signiﬁcant proportion of
the vessel weight. Energy is usually stored in the form of batteries but can be in the form of
fuel for fuel cells, Hasvold et al. (2006). Energy may also be collected by the vehicle from the
environment, e.g. FSI SAUV 11 which uses solar panels to recharge lithium ion batteries to
increase the range of the vehicle, FSI (2003).
• Ballast. The majority of AUVs are ballasted using a combination of weights and buoyant foam
to achieve a marginally positively buoyant vehicle. Hence in the event of a failure, the vehicle
will rise to the surface slowly.
• Payload in the form of scientiﬁc sensors, cameras or weaponry for military application AUVs.
• Propulsion system. Conventional propellers are often used for propulsion, Gliders use buoy-
ancy engines while ongoing research is being made into biometric propulsion system e.g. RO-
BOSALMON, Watts et al. (2007).
• Navigation and control. The navigation and control systems necessary to impart autonomy to
the vehicle vary in complexity dependent on the vehicle’s mission.
• Control surfaces or thrusters. Most AUVs manoeuvre using a combination of hydroplanes,
thrusters or a combination of the two. Lateral and vertical thrusters are generally used for low
speed, highly manoeuvrable vehicles. Medium and higher speed vehicles normally use control
surfaces. A control surface is designed to produce a lifting force perpendicular to the direction
of the incoming ﬂow. The lifting action from the control surface arises due to the difference in
the average pressure of the ﬂuid acting over each side of the surface.
2.4.1 Autosub
The Autosub series of AUVs has been developed and built at the NOCS. These vehicles have all been
designed as instrument platforms for scientiﬁc research, capable of carrying a payload of biological,
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chemical and physical sensors to varying depths in the oceans. Autosub 1 was initially tested in 1996
in Empress Dock alongside the NOCS. After an upgrade to the vehicle central section and batteries
it was renamed Autosub 2. In total - it completed 382 missions, covering a total distance of more than
5000km (including 708km under ice) before its loss in February 2005 under the Fimbul ice shelf in
Antarctica.
Autosub 3(see Figure 2.2) was built following the loss of Autosub 2 to a similar design. She is a
torpedo shaped vehicle almost 7.0m long with a diameter of 0.9m and has a mass of 2400kg. The total
displacement of the hull is 3.5m3 with approximately 1m3 free ﬂooding. There is space in the bow
and stern to accommodate a total payload of 1m3 or 100kg. A slight positive buoyancy (≈ 100N) is
maintained so in the event of failure she will rise slowly to the surface. She is capable of working
at depths of up to 1600m and is manoeuvred by four identical ﬂapped control surfaces mounted at
the rear of the vessel in a cruciform arrangement. Two vertical rudders control the yaw of the vessel,
while two horizontal sternplanes adjust the pitch. The full skeg foils use a NACA0015 section with
a tip chord of 270mm, root chord of 368mm and a span of 386mm. The movable ﬂap has a chord
of 185mm and a span of 330mm. These are able to induce a turning circle in the horizontal plane of
approximately 35m.
Figure 2.2: Autosub 3 at launch.
The propulsion system consists of a single brush-less DC motor that directly drives a two bladed
propeller, positioned at the rear of the vessel behind the control surfaces. The blades are 240mm long
with a chord of 35mm, diameter of 0.7m with a hub/diameter ratio of 0.3486 (see Table 2.3 and Figure
2.3).
Autosub 6000 is based on the successful Autosub 3 vehicle, but is 1m shorter than its predecessor to
allow it to ﬁt inside a standard 1TEU container2. Improvements in material and battery technologies
mean the latest vehicle is capable of diving to a depth of 6000m.
2A standard intermodal twenty-foot equivalent unit (TEU) container is 6.1m (20ft) long by 2.4m (8ft) wide by 2.6m (8.5ft)
high.
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Table 2.3: Dimensions of Autosub 3’s propeller.
r/R c/D P/D
0.3143 0.0500 0.4905
0.3486 0.0500 0.5013
0.4171 0.0500 0.5160
0.4857 0.0500 0.5307
0.5543 0.0500 0.5453
0.6229 0.0500 0.5600
0.6914 0.0500 0.5747
0.7600 0.0497 0.5894
0.8286 0.0479 0.6041
0.8971 0.0438 0.6188
0.9657 0.0345 0.6334
1.0000 0.0194 0.5975
Figure 2.3: View looking aft over Autosub 3’s stern. One blade of the propeller AA is shown, the other
is obscured by the hull.
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2.5 AUV Design Process
The design process for ships is well established and documented by many authors, e.g. Bertram and
Schneekluth (2nd edition 1998); Eyres (2001); Rawson and Tupper (2001). The design of ships usu-
ally proceeds through three design phases: concept design, preliminary design and ﬁnal (contract)
design. These stages are often illustrated in the form of a design spiral iterating towards the ﬁnal
design at the centre, Figure 2.4.
Figure 2.4: Ship design spiral, Eyres (2001).
Notably for ships, it is normal for the hull shape to be deﬁned early in the design process after
deﬁnition of the required proportions to meet the vessel objectives. The internal sub systems, such
as engines, tanks, cargo bays, etc are then ﬁtted within the hull. The process for AUVs is often more
ad hoc, with no standard design procedures or class rules ( e.g. Lloyds Register, DNV, etc) to work
from or meet.
Attempts to use aspects of the ship design rules have been presented. The control surfaces for the
C-Scout vehicle were designed using the DNV sizing rules for highly manoeuvrable ships, including
their 30% increase in area suggested for rudders placed in front of the propeller. However, the de-
signers fell back on empirical data and further scaled the foils by an additional 50% to match the size
of similar vehicles, Curtis et al. (2000).
Rutherford(2008)presentsastructureddesignmethodologyspeciﬁcallyforaxi-symmetricAUVs.
Once the mission objectives have been deﬁned, an iterative approach is suggested whereby the nec-
essary internal subsystems (i.e. pressure vessel, batteries, etc) are identiﬁed, and their weight and
displacement calculated. A Matlab script was created that determined every possible arrangement of
the subsystems along the AUV’s centreline; along with the required buoyancy foam to ensure both
vertical equilibrium and that the longitudinal centre of buoyancy coincides with the longitudinal
centre of gravity. A hull fairing is placed around the subsystems for each of the arrangements and
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the drag of the conﬁgurations estimated. The conﬁguration with the lowest drag is identiﬁed. If
the vehicle range meets the mission requirements, that conﬁguration is selected. The approach does
not consider other hydrodynamic design issues such as propulsion, course keeping, depth control or
manoeuvring.
Burcher and Rydill (1994) present a design method for submarines as a ﬂowchart which high-
lights the key design areas and provides an iterative approach to ensure acceptable cost while meet-
ing the operational requirements. Their process for submarines is adapted for AUVs in Figure 2.5.
The shaded tasks are where computational ﬂuid dynamic techniques may prove useful since an un-
derstanding of the ﬂow around the vehicle and hydrodynamic forces and moments acting on it are
necessary for design.
2.6 Summary
The range of existing underwater vehicles is presented and autonomous underwater vehicles are
introduced. The wide range of missions which an AUV may undertake is vast and consequently
different styles of vehicles have evolved to meet these needs.
Flight style AUVs use an electric motor and propeller to drive them through the oceans, operating
at speeds of typically between 1.0 to 2.5m/s, and have a range of up to 900km (Autosub3) with a
mission duration of approximately 3 hours to 8 days. Typically ﬂight style AUVs have an operating
depth of up to 6000m, although the most popular REMUS 100 is limited to 100m. They generally
have a turning circle in the order of 5l.
Gliders use a buoyancy engine to propel themselves, typically travelling at speeds between 0.2
to 0.4m/s, with a range of up to 7000km with a mission duration of up to 300 days, Rudnick et al.
(2004).
This work will concentrate on the hydrodynamic performance of ﬂight style AUVs. Examination
of the literature shows that Autosub 3 is a suitable test case.
An iterative design procedure for AUVs is presented and four design tasks are identiﬁed where
computational ﬂuid dynamics can potentially be used to aid the design process: -
1. design of the hull fairing;
2. control Surface design;
3. calculate resistance and propulsion;
4. estimate manoeuvring and directional stability.
To meet the design requirements of the next generation of AUVs, it is important to have an im-
proved understanding of the hydrodynamic forces and moments acting on the vehicle at the design
stage.
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Figure 2.5: AUV design process, adapted from Burcher and Rydill (1994) ﬂowchart for submarines.
173 AUV Hydrodynamic Performance
3.1 Introduction
The key components of the ﬂow ﬁeld around an AUV are dominated by acceleration around the
hull, the boundary layer growth, downstream wake and any vortical structures surrounding the
AUV. Figure 3.1 illustrates a typical pattern of vortices around an AUV undergoing a small radius
turn. Each appendage generates a trailing vortex which is convected to the stern of the vehicle. The
hull incidence angle results in a pair of symmetric body vortices which are shed from the leeward
side of the hull. The body vortices are more diffuse than appendage vortices but have a signiﬁcant
impact on the transverse ﬂow around the hull. At the stern of the vehicle, a propeller operates partly
inside the hull boundary layer. The rotation of the propeller accelerates the ﬂow axially and imparts
a swirl component into the wake3.
Figure 3.1: Typical pattern of vortices on a ﬂight style AUV undergoing a small radius turn.
3.2 Framework for Analysis
A ﬂight style AUV can be subdivided into three types of hydrodynamic components: hull, propeller
and control surfaces. The physics of each component are relatively well understood, with numerous
methods for analysing each. The difﬁculties arise from understanding the interaction effects which
lead to major changes in the performance of the various components (see Figure 3.2).
3The swirl component may be removed from the wake by placing a stator downstream of the propeller. For example, the
Pennsylvania State University Applied Research Laboratory’s Seahorse AUV
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Figure 3.2: Hull propeller rudder interaction.
This chapter will discuss the underlying physics and provide details of experimental and numer-
ical methodologies used to understand and predict their behaviour.
3.3 Equations of Motion
The manoeuvring of both surface ships and underwater vehicles is a complex non linear problem
with signiﬁcant coupling between the six degrees of freedom (DOF). In order to model the behaviour
an empirical mathematical model is used to relate the hydrodynamic forces and moments imposed
on the vehicle to the instantaneous values of velocity, acceleration and control plane deﬂection. The
set of axes used is aligned with the longitudinal, vertical and athwart ships geometry of the AUV
(see Figure 3.3). The hydrodynamic forces are split into body forces and those regarded as control
forces due to the action of the rudder, sternplanes or thrusters. The convention chosen is that the
forces generated by the body include the action of all control surfaces ﬁxed in their zero condition.
The standard notation is detailed in Table 3.1.
Table 3.1: Motion variables for a marine vessel. SNAME notation, Comstock (1967).
DOF force and moments velocities Displacements
1 surge X u x
2 sway Y v y
3 heave Z w z
4 roll K p φ
5 pitch M q θ
6 yaw N r ψ
It is standard practice to decouple the six DOF into horizontal and vertical motion and simplify
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Figure 3.3: Vehicle Motions
the problem to a set of linear equations. The following is a brief summary of the procedure more
detailed descriptions are available in standard textbooks, e.g. Comstock (1967).
Considering the hydrodynamic forces acting in the horizontal plane,
Y = Fy(u, ˙ u,v, ˙ v,r, ˙ r), (3.1)
X = Fx(u, ˙ u,v, ˙ v,r, ˙ r), (3.2)
N = Fψ(u, ˙ u,v, ˙ v,r, ˙ r). (3.3)
The Taylor expansion of a real function F(x) at point x = x0 is given by: -
f(x) = f(x0)+(x−x0)
df(x)
dx
+
(x − x0)2
2!
d2f(x)
dx2 +
(x − x0)3
3!
d3f(x)
dx3 +....+
(x − x0)n
n!
dnf(x)
dxn . (3.4)
By making ∆x = x − xo suitably small, higher order terms of ∆x may be neglected, resulting in
the linearised form of equation 10.5: -
f(x) = f(x0) + (x − x0)
df(x)
dx
. (3.5)
Performing this process for equations 3.1, 3.2 and 3.3 and accounting for symmetry effects results
in: -
−Xu(u − u0) + (m − X ˙ u) ˙ u = 0, (3.6)
−Yvv + (m − Y˙ v)˙ v − (Yr − mu0)r − (Y˙ r − mxg)˙ r = 0, (3.7)
−Nvv − (N˙ v − mxg)˙ v − (Nr − mxgu0)r + (Iz − N˙ r)˙ r = 0. (3.8)
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For details of derivation, see Appendix A. Since the derivative Y˙ v enters into equation 3.7 as an
addition to the mass term, it is termed the virtual mass coefﬁcient. The term is always negative and
acts to oppose a positive acceleration. It is thus identical to the concept of added mass and accounts
for the inertia added to a system because an accelerating or decelerating body must move some of
the surrounding ﬂuid as it moves through it.
It is common practice to present the non dimensionalised form of the hydrodynamic coefﬁcients
whereby:
m0 =
m
ρ/2L3, v0 =
v
V
, ˙ v0 =
˙ vL
V 2, I0
z =
Iz
ρ/2L5, r0 =
rL
V
, ˙ r0 =
˙ rL2
V 2 , (3.9)
Y 0
v =
Yv
ρ/2L2V
, Y 0
r =
Yr
ρ/2L3V
, N0
v =
Nv
ρ/2L3V
, N0
r =
Nr
ρ/2L4V
, (3.10)
Y 0
˙ v =
Y˙ v
ρ/2L3, Y 0
˙ r =
Y˙ r
ρ/2L4, N0
˙ v =
N˙ v
ρ/2L4, N0
˙ r =
N˙ r
ρ/2L5. (3.11)
3.3.0.1 Control Forces and Moments
All of the previous equations include the effect of the vehicle rudders and sternplanes held at zero
degrees. Thus, we need to incorporate the effect of control surfaces in the equations of motion. The
linearised y-component of the force generated by a rudder is Yδδ while the linearised yaw moment
is Nδδ, where δ is the deﬂection of the rudder. With these assumptions, the equations of motion
become: -
−Y 0
vv0 + (m0 − Y 0
˙ v)˙ v0 − (Y 0
r − m0)r0 − (Y 0
˙ r − m0x0
G)˙ r0 = Y 0
δδ, (3.12)
−N0
vv0 − (N0
˙ v − m0x0
g)˙ v0 − (N0
r − m0x0
G)r0 + (I0
z − N0
˙ r)˙ r0 = N0
δδ. (3.13)
3.3.0.2 Non-linear Equations of Motion
The linearised equations of motion discussed above have limited applicability and are not suitable
for predicting tight manoeuvres. For tight manoeuvres, the non-linear equations of motion should
be used. To derive these equations, the Taylor expansion process is repeated, including rudder de-
ﬂection and terms up to the third order, for details, see Comstock (1967).
3.3.0.3 Manoeuvring Simulations Using Hydrodynamic Derivatives
AUV motion simulations based on hydrodynamic derivatives have been performed by Encarnacao
and Pascoal (2000), Cristi et al. (1990) and Perrault et al. (2001). The linearisation of the equations of
motions restricts the applicability of the use of a hydrodynamic derivative approach to small angles
of attack on the hull and control surfaces. This can lead to erroneous predictions at slow speed, in
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a crosscurrent or during an extreme manoeuvre where large control plane angles may be required.
There is also no allowance for the change in behaviour for a vehicle operating very close to the seabed
or close to the ice.
Due to the methods used to determine the hydrodynamic derivatives of a vessel, there is always
a varying level of uncertainty involved in their values. Perrault et al. (2001) used the ESAM pro-
gram developed by George Watt of Canada’s Defence Research Establishment Atlantic (DREA) to
derive the hydrodynamic derivatives for the C-Scout vehicle and investigate the sensitivity of these
parameters to L/D ratios, control plane size and control plane location. To quantify the effect of the
variations, they used the calculated hydrodynamic derivatives to simulate C-Scout’s performance in
a turning circle manoeuvre and zigzag manoeuvre. They concluded that ”The results indicated that for
accurate modelling, lift coefﬁcients of the control planes must be accurately known, while it is less important
to have accurate drag coefﬁcients”.
3.3.1 Component Build-up Method
An alternative method of deriving the forces and moments acting on the vehicle is the component
build-up method. This method splits the vehicle into its individual building blocks, hull, control
surfaces and thrusters. The forces acting on each component are derived separately from empirical
formulationssuchasthoseproposedbyHoerner(1965)andaerofoildataformsourcessuchasAbbott
and von Doenhoff (1959). AUV simulations based on the component build-up method include work
performed simulating the manoeuvring of the REMUS 100 AUV by Prestero (2001) and Patel et al.
(2004).
The use of this type of method allows some non-linear behaviour such as stall on the control
surfaces to be modelled. Evans and Nahon (2004) extended the method to allow simulation of hull
angles of attack up to 360◦. However, the methodology is only validated against a turning ma-
noeuvre of the ARCS vehicle, no validation is presented for unsteady manoeuvres such as a zigzag
manoeuvre.
This method fails to capture the interaction between the individual components, and notably the
interaction between the boundary layer and any vortex structures generated by the hull ﬂow with
any stern mounted appendages and propulsor modifying their behaviour.
3.4 Determining the Hydrodynamic Derivatives
Methods to predict AUV manoeuvring performance may be grouped into three classes: experimental
methods, system based methods and CFD methods, and the designer may choose to use a variety
of tools from each class to develop a manoeuvring simulation for a vehicle. Figure 3.4 illustrates
potential methods for simulating the manoeuvrability of an AUV.
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Figure 3.4: Possible methods for manoeuvring simulation, modiﬁed from ITTC (2005) to include both
pure CFD manoeuvring simulations and component build-up methods.
3.4.1 Empirical Formulations to Determine the Hydrodynamic Derivatives
Several authors have presented methodologies based on semi-empirical formulae based on hydro-
dynamic theory, Perrault et al. (2001); Holmes (1995); de Barros et al. (2006). Such approaches are
useful at the initial design stage but are unable to capture well the interaction effects which have
been shown to be key in predicting the performance of an AUV.
3.4.2 Experimental Methods
Towing tank facilities consist of a long tank with rectangular cross section, spanned by a carriage
which tows models along the tank at a known speed. The model is mounted to the carriage via a
dynamometerwhichmeasuresthe forces actingonthemodel(see Figure3.5). Thenumberofdegrees
of freedom over which forces and moments can be measured varies between facilities.
The following type of experiments are typically performed: -
• Straight line resistance tests - by towing the vehicle in a straight line, the drag acting on the
towed body may be estimated.
• Pure drift tests - yawed drift angle tests induce a sway velocity (v) component and the corre-
sponding sway force (Y ) and yaw moment (N) acting on the model can be deduced.
• Rotating arm experiments (Circular Motion Tests CMT) - rotating arms are used to measure
the rotary derivatives by imposing an angular velocity on a vessel by attaching it to the end of
an arm rotating about a vertical axis. The centre line of the vessel is aligned with the tangent of
the circle while the transverse direction is orientated with the arm.
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Figure 3.5: SotonAUV being tested at the University of Southampton’s Lamont towing tank.
The model is rotated at constant linear speed (u) at various radii (R), thus varying the angular
velocity (r) while the dynamometer measures the sway force (Y ) and yaw moment (N).
Experimental rotating arm experiments have several limitations: -
– Rotating arm experiments require large, specialised and expensive facilities.
– The model must be accelerated and tests performed within a single revolution to ensure
the vessel is not disturbed by its own wash; this limits the duration of each run.
• Planar motion mechanism tests (PMM) - a PMM consist of two oscillators mounted on a tow-
ing tank carriage, one at the bow and one at the stern of the vessel. Each imparts a transverse
motion on the vehicle as it travels down the tank at a constant velocity (see ﬁgure 3.6). The
phase between the bow and stern oscillator can be adjusted to produce pure sway, pure yaw or
a combination of sway and yaw motion.
Figure 3.6: Orientation Of model throughout a pure sway PMM test.
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Towing tank facilities have predominantly been designed for use with surface ship models and
consequently are often too shallow to place sufﬁcient distance between the vehicle and both the tank
bottom and free surface to prevent either blockage or wave making effects being included in the
measurements. Consequently, wind tunnel facilities are often also used for submarine experiments.
Further details about experimental approaches may be found in standard textbooks (e.g. Com-
stock (1967)) or from the International Towing Tank Committee (ITTC), SNAME (2009).
3.4.2.1 Model Test Methods to Determine the Hydrodynamic Derivatives
The derivatives may also be obtained from experiments (see Table 3.2), where a scale, or full size
model in the case of small AUVs, is forced to undergo prescribed manoeuvres. Steady state exper-
iments can be used to derive the velocity based derivatives (Y 0
v, Y 0
r, etc). However, to derive the
acceleration based derivatives (Y 0
˙ v, Y 0
˙ r, etc), unsteady motion must be captured.
Table 3.2: Experimental tests to determine hydrodynamic derivatives in the horizontal plane.
Derivative Experiment
Xu Straight line resistance test
Yv Yawed resistance test or yawed rotating arm
Nv Yawed resistance test or yawed rotating arm
Yr Rotating arm
Nr Rotating arm
Y˙ v Pure sway planar motion mechanism
N˙ v Pure sway planar motion mechanism
Y˙ r Pure yaw planar motion mechanism
N˙ r Pure yaw planar motion mechanism
Yδ Straight line + rudder angle
Nδ Straight line + rudder angle
Experimental data is available regarding steady and unsteady manoeuvres of AUVs and sub-
marines at model scale or full scale. A selection of these tests are presented in Table 3.3.
Results from model tests will include some experimental uncertainty, but with appropriate ex-
perimentalists and facilities these are generally reduced to an acceptable level and become key in
validating numerical results. Experimental methods are time consuming and expensive, especially
if experimental approaches are chosen from the initial design stage where the process of building
a model, testing and analysing the results may require several months of intensive effort, and un-
fortunately, the vehicle conﬁguration may change many times due to non-hydrodynamic reasons,
reducing the applicability of early tests.
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Table 3.3: Examples of AUV and submarine manoeuvring experiments.
Author(s) Vehicle Test Details
Lloyd and
Campbell
(1986)
Generic
submarine
Experimental study to determine the vortices shed from
a submarine-like body during a turn. The strength and
location of the vortex structures are presented.
Kimber and
Marshﬁeld
(1993)
Autosub
DTV
Series of rotating arm and PMM tests at the HASLAR Ma-
noeuvring Basin, Gosport (270 m x 12.2 m x 5.5 m deep),
and No. 2 Tank (270m x 12.2m x 5.5m deep).
Hopkin and
Hertog (1993)
AUV ARCS Open water manoeuvring trials on the ﬂight style AUV
ARCS , undergoing turning and depth/pitch manoeuvres.
Huggins and
Packwood
(1995a)
low drag
sub-
mersible
Straight line and drift tests in a wind tunnel of a 6m low
drag submersible with lamina ﬂow over 70% of the body
length.
Granlund
and Simpson
(2004)
DARPA
submarine
model 5470
3DOF manoeuvres of the DARPA submarine model 5470
using the Dynamic Plunge Roll actuator at the Virginia
Polytechnic Institute and State University wind tunnel.
Atsavapranee
et al. (2004)
ONR Body-
1
Captive wind tunnel tests at a series of drift angles using
PIV measurements to determine the three velocity compo-
nents around the ONR Body-1: bare hull, bare hull with sail
and fully appended.
Arima et al.
(2008)
Glider
ALEX
Wind tunnel tests to determine the hydrodynamic charac-
teristics of a glider with independently controllable wings.
3.4.3 Computational Fluid Dynamics
Fluid dynamics is one of the most complex aspects of modern engineering. Traditionally, the engi-
neer has resorted to empirical formulations or model tests to derive the aerodynamic forces acting
on buildings or aircraft, or the hydrodynamic forces acting on marine vehicles. At low Reynolds
numbers4 below a critical value, ﬂows are ordered (laminar). At higher Reynolds numbers the ﬂow
becomes turbulent and random ﬂuctuations in both velocity and pressure are observed with respect
to time within substantial areas of the ﬂow. In practice, most engineering ﬂows are turbulent.
The governing equations of ﬂuid ﬂow, detailed below, have been known since the early Nine-
teenth Century when they were developed from Newton’s Second Law and the principles of conser-
vation of mass and conservation of momentum by Claude-Louis Navier and George Gabriel Stokes.
The Navier-Stokes equations (NSE) are non-linear partial differential equations which have no
general solution and only a small number of exact solutions, Wang (1991). Computational Fluid Dy-
4Re = UL/ν where U and and L are the characteristic velocity and length scales of the mean ﬂow and ν is the kinematic
viscosity
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namics (CFD) provides various methods to derive approximate solutions to the unsteady turbulent
ﬂuid ﬂow based on simpliﬁed forms of the Navier-Stokes equations and numerical methods to solve
the resulting equations for the ﬂuid domain.
Equation 3.14 is the incompressible continuity equation and accounts for conservation of mass
withinaﬂuid. Theequationispresentedincartesiantensorform, xi or(x,y,z)representthecartesian
co-ordinates and ui or (ux,uy,uz) are the cartesian velocity components.
∂ui
∂xi
= 0 (3.14)
Equation 3.15 is the incompressible momentum equation for a Newtonian ﬂuid, where ρ is the
density of the ﬂuid, p is pressure, fi represents body force terms per unit volume and µ is the viscos-
ity.
ρ
∂ui
∂t
+ ρ
∂uiuj
∂xj
= −
∂p
∂xi
+
∂
∂xj

µ

∂ui
∂xj
+
∂uj
∂ui

+ fi (3.15)
Various solution methods have been developed to approximate the ﬂuid ﬂow and these are de-
tailed below: -
• Panel or Boundary Element Methods - potential ﬂow method where the ﬂow is assumed to
be incompressible, irrotational and invisid. Surfaces of interest are discretized using a series
of panels (usually quadrilaterals), since the equations are only solved on the boundaries the
computational cost is signiﬁcantly less than the following methods. Surface panel codes do
not normally consider the effects of viscosity or separation of the ﬂow around a body although
empirical ﬁxes can be included to account for these effects, Katz and Plotkin (1991).
• Reynolds Averaged Navier Stokes (RANS) - simulations solve the Reynolds time averaged
NSE. The entire ﬂuid domain is discretised, or ’meshed’, and the RANS equations are solved
numerically over the domain. The calculated ﬂow is the mean ﬂuid ﬂow over the domain. No
details of the time varying turbulent ﬂow structures are resolved, but the inﬂuence of turbulent
ﬂow structures on the mean ﬂow are included. RANS simulations provide reasonably accu-
rate results with modest computational cost for conventional engineering ﬂows, Versteeg and
Malalasekere (2007).
• Large Eddy Simulation (LES) - space ﬁltering is performed on the Navier Stokes equations
such that large turbulent structures are modelled explicitly down to the local grid scale. Turbu-
lence smaller than the grid scale is modelled using sub-grid scale models. Direct modelling of
even the larger structures requires much smaller time scales and mesh sizes than RANS simula-
tions resulting in signiﬁcant extra cost. Consequently, LES is not yet widely used in engineering
applications.
• Detached Eddy Simulation (DES) - is a hybrid of RANS and LES designed to overcome the
largecomputationalcostofLES.DESassumesthatRANSmodelsaresufﬁcientwhenmodelling
the attached boundary layers close to the wall and LES is only required for separated structures
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away from the wall. A ’switch’ based method is used to determine the required approach for a
single element.
• Direct Numerical Simulation (DNS) - directly calculates the dynamics of all scales of tur-
bulence down to the Kolmogorov length scales at time steps sufﬁciently small to capture the
period of the fastest ﬂuctuations. This is not feasible for the problem under consideration.
3.4.3.1 Computational Fluid Dynamics to Determine the Hydrodynamic Derivatives
CFD may also be used to replicate the experimental methods of determining the hydrodynamic
derivatives numerically.
Methods based on potential theory have also been presented for deriving the hydrodynamic
derivatives. Sahin et al. (1997) used a panel method based on Green’s theorem to predict the hy-
drodynamic characteristics of underwater vehicles in appended and un-appended conﬁgurations.
Wang et al. (1998) used higher order source panels and vortex lattice method to derive the velocity
based derivatives of the AUV-HM1. The use of a potential theory method leads to over prediction of
the lift generated by the hull and appendages when treated as lifting bodies.
Research presented in recent years has shown signiﬁcant interest in generating the hydrodynamic
derivatives using RANS simulations. Bellevre et al. (2000) used a combination of translational and ro-
tational steady state RANS simulations to derive the velocity based hydrodynamic derivatives for a
submarine, the heave force on the ﬁnest mesh compares well with the experimental data. The calcu-
lated yaw moments compare less well, the magnitude of the derivative is 10% higher. The resulting
hydrodynamic model showed good agreement with full scale sea trials. Signiﬁcant discrepancies
were noted between experimental and numerical results for the loadings generated by the ﬂapped
rudders. This may be attributed to not correctly modelling the gap ﬂow between the ﬁxed and mov-
able part of the rudder. The use of steady state simulation precludes the calculation of acceleration
based hydrodynamic derivatives ( Y˙ v , N˙ v , Y˙ r and N˙ r ).
Lee et al. (2005) modelled a submarine using a hexahedral mesh and the commercial RANS solver
Fluent to derive the velocity based derivatives Zw and Mw through a series of drift tests and Zq
and Mq through simulated rotating arm experiments using rotating domains. Good correlation was
found for the heave force prediction although the pitching moment was underestimated by 30%
compared with experiments.
Wu et al. (2005) used the commercial CFD code Fluent to investigate the velocity based hydro-
dynamic derivatives of the DARPA SUBOFF model moving close to the seabed. The mesh used
consisted of 1.2million elements. Again, the results show good agreement in the normal forces but
the pitching forces are less well captured.
Racine and Paterson (2005) determined the hydrodynamic derivatives of the Newport News Ex-
perimental Model (NNEMO) a non axis-symmetric submarine by replicating numerically towing tank
steady drift, rotating arm and PMM tests. The calculations were performed using CFD-SHIP IOWA,
the complex geometry was captured using overset meshes, no validation of the numerical results is
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provided.
Boger and Dreyer (2006) used overset meshes techniques to generate high quality meshes to re-
solve the complex geometries of the ONR Body 1 and INFANTE AUV at a series of drift angles using
meshes of 4.1 and 9.6 million cells respectively. The use of overset meshes to generate complex ge-
ometries is only available in a limited number of academic or commercial codes. Similar results
can be obtained using hybrid meshing techniques. A close agreement was found between the ex-
perimental and numerical results in normal forces. Prediction of moments and drag force are less
accurate, notably at higher incidence angles when the strong vortex from the sail interacts with the
hull boundary layer.
Seo et al. (2008) use a RANS based simulation with the SST turbulence model to derive the hy-
drodynamic derivatives of the glider SNU-glider for simulation modelling. No comparison with
experimental data is provided.
Jagadeeshetal.(2009)performedexperimentalandRANSsimulationsoftheAfterbody1geometry
at incidence angles varying from 0-15 degrees at Re of 0.1−0.365×106. The RANS simulations were
performed using the commercial code Fluent with structured meshes with 0.46M elements and the
low Re k −  turbulence model. While no details of y+ values are presented it would be difﬁcult
to imagine mesh resolution of y+ = 1 with so few elements. Comparisons between numerical and
experimental results showed surprisingly good agreement for drag. However, since the model was
rearstingermounted, noexplanationisgivenastohowtheexperimentaldragforcewasthenderived
without the presence of the stinger completely modifying the ﬂow at the stern of the vehicle. Side
force results were within 15% of experimental while pitching moment was within 16%.
It is believed that the comparatively poor prediction of the hydrodynamic moments on a manoeu-
vring AUV and submarine observed in the results of the above authors is partly due to insufﬁcient
resolution of the vortex structures evolving around the AUV during a manoeuvre. Insufﬁcient ele-
ments to resolve the vortex core results in diffused vortices which fail to capture the associated low
pressure region at the stern of the vehicle. The inﬂuence of the low pressure region is greater on
the moment derivatives due to the large moment arm. It is worth noting that with all experimental
measurements their is an associated level of experimental error. The magnitude of this error is often
not quoted and the CFD results may in fact lie within the experimental error bars.
3.4.4 Free Running Tests
In order to quantify the manoeuvring performance of ships, it is common to perform free running
model tests. A scale model is equipped with a propeller(s) powered by an electric motor and rud-
der(s) driven by servos all under remote control. The model is usually commanded to perform a
series of standard manoeuvres which are detailed in standard textbooks, Comstock (1967); Bertram
(2000). The commonest manoeuvres are: -
• Turning Circle;
• ZigZag;
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• Spiral.
For submarines, there is also the depth change manoeuvre and helical manoeuvre. For AUVs and
submarines, the need to perform the manoeuvres submerged adds signiﬁcantly to the cost since elec-
trical systems need to be suitably housed in a water tight pressure vessel, depth control algorithms
need to be developed and communication with the vehicle becomes more complicated. Therefore,
these types of experiments are not suitable at the early design stage for AUVs, although they may be
performed using a prototype or with the ﬁnal vehicle in order to quantify the in-service manoeuvring
performance.
Issac et al. (2007) performed free running tests for the AUV MUN Explorer. Tracks are presented
for zigzag manoeuvres in both the horizontal and vertical plane, turning circle manoeuvres and
helical manoeuvres. Analysis of the results highlighted that the turning radius was larger than that
demanded.
Jun et al. (2009) presents free running manoeuvres of the ISiMI vehicle in the Ocean Basin at
KORDI. Results are presented for zig-zag manoeuvres, turning circle manoeuvre and depth change
manoeuvres. Comparison of both non-linear and linear simulations of the depth change manoeuvre
varied signiﬁcantly from the experimental performance with the experimental results taking 50%
longer to achieve the desired depth.
3.5 Bare Hull Performance
3.5.1 Straight Line Performance
Since an AUV must carry its power source, a good understanding of both the propulsion and hotel
load is required at the early design stage in order to predict the range of the AUV. The drag expe-
rienced by an AUV operating in deep water away from the free surface and travelling in a straight
line is a direct result of the viscosity of the water. The viscous effects may be split into two com-
ponents: the skin friction drag due to the viscous shear of the ﬂuid ﬂowing along the hull and the
(pressure) form drag due to the development of the boundary layer and the resulting differential
pressure distribution fore and aft along the hull.
Boundary layers develop due to the frictional retardation close to solid boundaries. Consider the
ﬂow along a ﬂat plate parallel to the ﬂow. The ﬂuid with an original velocity of U is retarded in the
vicinity of the plate. With increasing distance downstream from the leading edge, more of the ﬂuid
is slowed and the thickness of the boundary layer increases. With increasing thickness, the boundary
layer transitions from laminar to turbulent ﬂow. From observation it can be shown that the thickness
of the boundary layer increases as Re0.5
x in a laminar boundary layer or Re0.8
x in a turbulent boundary
layer where Rex = xU
ν where x is the distance from the leading edge, Massey (1986).
The wall shear stress for a Newtonian ﬂuid is given by: -
τw = µ
∂u
∂y


 
y=0
(3.16)
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The skin friction coefﬁcient is deﬁned as: -
CF =
τw
1
2ρU2. (3.17)
The ITTC 57 correlation line, ITTC (1957), is often used in surface ship design to estimate the skin
friction (CF) component of the viscous drag as a function of Reynolds number (Re) :
CF1957 =
0.075
(log10 (Re) − 2)2 , (3.18)
where:-
CF1957 =
F
1/2ρAwV 2 . (3.19)
The magnitude of the pressure drag is fundamentally linked to the growth and eventual separa-
tion of the boundary layer, either due to the geometry or ﬂow separation due to an adverse pressure
gradient,
dp
dx > 0. Downstream of the separation position, the ﬂow is disturbed by large scale eddies;
this region is termed the wake. Streamlined bodies such as aerofoils or torpedo style AUVs experience
separation towards the rear, resulting in a narrow wake. This is advantageous from a resistance per-
spective since this leads to a small pressure drag and skin friction becomes the dominant component
of the total resistance. For a bluff body, the wake is substantial and pressure drag becomes dominant
in the total resistance.
The pressure drag is often represented by a form factor (1+k) applied to the skin friction drag to
provide an estimate of the complete viscous drag coefﬁcient, CV = (1+k)CF. Where the magnitude
of the form factor is a function of hull geometry. Hoerner (1965) proposed the following equation to
estimate the form factor for a streamlined body as a function of vessel length (l) and diameter (d):-
(1 + k) = 1 + 1.5(d/l)3/2 + 7(d/l)3 (3.20)
This type of empirical approach provides an initial estimate of hull resistance for use in powering
requirements. However, for new or novel hull forms, determining the value of (1+k) using empirical
methods adds uncertainty to the drag estimate. Such formulae should be used with extreme care,
since they often only have limited regions of applicability. For example, the above equation would
return the same form factor for a cylinder and a prolate spheroid with the same length and diameter.
For an AUV operating near the surface, the total drag includes a component due to wave making
resistance, CW (see Paper 1). This case will not be considered in this thesis since it is assumed that
for most of a mission duration a ﬂight style AUV will remain deeply submerged.
CT = (1 + k)CF + CW (3.21)
Most early AUVs were designed with a cruising speed of around 2m/s as a compromise between
long endurance and making reasonable progress, Stevenson et al. (2009a). To achieve these speeds
designers have developed a series of hull shapes, ranging from the torpedo hull forms of the Autosub
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and REMUS vehicles to laminar hull forms used on the early HUGIN Vehicles, Marthiniussen et al.
(2004).
Laminar hull forms were proposed by Parsons et al. (1974) as a potential method of reducing ve-
hicle drag. By continuing the bow curvature over the majority of the body, the resulting favourable
pressure gradient,
dp
dx < 0, is used to maintain a laminar boundary layer. Consequently, by delaying
transition the skin friction drag acting on the body is minimised. Initial studies suggested a volumet-
ric drag coefﬁcient5 of CDv = 0.007, Alers (1981). Wind tunnel studies demonstrated a CDv value of
0.006 at a Re = 2.5 × 106 for a towed body with rudders and stern planes but no propeller Huggins
and Packwood (1995b). To maintain the laminar ﬂow, it is necessary to ensure a smooth hull ﬁnish.
Any perturbation such as poor ﬁtting panels or hull protuberances would trip the ﬂow. Babb (1994)
tested a seagoing instrumented scale model which resulted in a measured CDv of 0.013 to 0.015 at a
Re = 2.6 × 106, roughly double the results from wind tunnel testing. In order to identify the source
of the discrepancy, the experiments were replicated numerically in the commercial CFD code Fluent.
The increase in drag was attributed to a panel joint at the rear of the model, Stevenson et al. (2009a).
However, unless there was a signiﬁcant discontinuity at the panel join it is difﬁcult to believe that
this alone would give rise to such a signiﬁcant variation in the drag experienced by the body since it
would not trip the laminar ﬂow.
If laminar ﬂow is not maintained, then the drag experienced by a ’laminar hull’ form experiencing
turbulent ﬂow can be signiﬁcantly greater than that of a more conventional shape. The difﬁculty in
ensuring the ﬂow remains laminar has led most designers towards a more conventional torpedo style
hull form.
Daniel (1983) stated ”for a solid-of-revolution form, zero parallel middle body is associated with minimum
residual drag and the effect of reducing the length/diameter ratio is to decrease surface area and hence skin
friction resistance down to the optimal ratio of about 6, with a prismatic coefﬁcient Cp of about 0.6.” However,
from a practical perspective the use of parallel midbody simpliﬁes the design and readily lends itself
to the use of a cylindrical pressure vessel. Most AUVs are built with a l/d ratio of between ﬁve
and eight. However, Stevenson et al. (2009a) notes that the CDv only varies marginally for l/d ratios
between three and ten, and consequently a shorter, fatter vehicle may prove more practical for launch
and recovery.
Using the above equations, the inﬂuence of length/diameter ratio on drag may be estimated (see
Table 3.4 and Figure 3.7) for a prolate spheroid with a volume of 3.5m3 travelling at 2m/s (This is
equal to the displaced volume of Autosub 3 and its cruising speed). As expected there is only a minor
difference in the drag experienced by the body over the range of l/d ratios between three and ten.
However, the above equations are potentially too simplistic for real applications. The equations
are derived through empirical ﬁts through experimental data. Equation 9.3 was derived from experi-
mental data for airships and consequently performs well when considering prolate spheroids. How-
ever, no account is made for the position of the volume. For example if we consider two teardrop
5For AUVs it is normal to present the drag in terms of a volumetric drag coefﬁcient, CDV = R
1/2ρ∇2/3U2 , rather than the
conventional total drag coefﬁcient, CT = R
1/2ρAwU2 based on wetted surface area, which is used for ships.
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shaped vehicles with one travelling forwards and one in reverse, each will experience a signiﬁcantly
different pressure distribution, which will in turn modify the behaviour of the boundary layer and
its separation from the body, resulting in signiﬁcant variations in the total drag experienced.
The need for more accurate drag predictions leads engineers to either experimental or numerical
methods in order to estimate the drag acting on an AUV hull form.
Figure 3.7: Inﬂuence of length diameter ratio on vehicle drag.
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3.5.1.1 Experimental Drag Prediction
Examples of published straight line resistance tests performed on AUVs are listed below: -
• Thomas et al. (2003) performed straight line resistance tests on the full scale C-Scout vehicle
Curtis et al. (2000) at the Memorial University Towing Tank. At speeds of greater than 2 m/s, a
signiﬁcant rise in the measured resistance was observed. To ensure negligible wave resistance,
submerged bodies should be at least ﬁve diameters below the free surface, Hoerner (1965).
Restrictions in the test facilities resulted in C-Scout being positioned 2.25 diameters below the
free surface leading to signiﬁcant wave making contribution in the total resistance at higher
Froude numbers, Fn = V √
lg.
• Fallows (2004) performed towing tank simulations on a 2.5 m scale model of Autosub at the
Solent University Towing Tank (60 m × 3.7 m × 1.8 m deep). Again, wave making and blockage
effects are apparent in the results.
• Allen et al. (2000) performed towing tank tests to determine the relative contribution of hull,
ﬁns, transducers and nose pockets to the total hydrodynamic drag of a REMUS 100 AUV. The
results identiﬁed that the transducer and nose pockets comprised nearly half of the total drag
of the vehicle. After mounting the transducer in fairings and removing the nose pockets the
drag coefﬁcient (based on frontal area) was reduced from 0.42 to 0.2. This highlights that the
drag of the basic hull is often not the major contributor to the total drag of an in service vehicle.
3.5.1.2 CFD For Drag Prediction
For the purpose of this discussion, simulations from ships will be included since there is an abun-
dance of literature and apart from the presence of the free surface the key ﬂow features are identical.
Rutherford (2008) calculated the drag on a parametric series of AUV hulls based on the Autosub
2 geometry using the panel code PALISUPAN, Turnock (1997). The invisid panel method is coupled
with a boundary layer model to predict the viscous drag. Difﬁculties with this approach occur when
considering transom style sterns.
Resistance tests have been simulated using RANS simulations by a series of authors. Simula-
tions of bare axis-symmetric hull forms have been performed by Sarker et al. (1997) and Jagadeesh
and Murali (2006). These simulations both use simple meshing strategies, based on a body ﬁtted
H-type grid, which are unsuitable for non axi-symmetric vehicles or axi-symmetric vehicles with
appendages. Both authors were able to replicate well the skin friction and pressure drag using both
wall modelling and low Reynolds number turbulence models6.
Notable contributions have been made by the series of international workshops considering the
ﬂow around several standard ship hull forms. The Gothenburg 2000 workshop on benchmarking of
computational ﬂuid dynamics for ship ﬂows, Larsson et al. (2003), was attended by 20 organisations
6In this context the term low Reynolds number refers to the near wall turbulent Reynolds number Rey = k
1
2 y/ν and not
the vehicle Reynolds number.
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and considered the ﬂow around three hull forms the KVLCC2, KCS and DTMB 5415. The viscous
ﬂow around the hulls was solved using a variety of commercial and in-house RANS solvers. Grid
sizes ranged from 0.2-7.5 million cells. Run times ranged from 2 to 240 hours with an average of
78 hours. Variation in the total resistance predicted by the participants was around 5% for the three
vessels. Similarly, the skin friction component varied by around 5% while the pressure drag varied
by 20-30 %. Of the turbulence models considered, the SST turbulence model was shown to be best
able to capture the curvature in the propeller plane wake contours.
The CFD Workshop Tokyo 2005, Hino (2005), was attended by 24 groups from 12 countries and
considered ﬁve test cases: towing in still water, self propelled in still water, oblique motion in still
water, towing in incident waves and simulations on common grids. Notable variation between
the forces calculated by participating groups were again observed with no substantial gain in ac-
curacy over the Gothenburg 2000 workshop. Self propelled simulations were only attempted by
four groups, with three using a body force model and one modelling the propeller explicitly. The
forces and moments generated in the obliquely towed test showed large errors due to poor capture
of separation and vortex dynamics.
3.5.2 Yawed Performance
Axi-symmetric bodies yawed to the freestream ﬂow, such as an underwater vehicle in a turning
manoeuvre, experience complex three dimensional ﬂows featuring, stagnation ﬂow, a highly 3D
boundary layer under the inﬂuence of strong pressure gradients and streamline curvature and the
evolution and formation of free vortex sheets which roll up to form streamwise body vortices. Four
distinct ﬂow regimes at incidence angles of 0◦ to 90◦ are described in Ericsson and Reding (1986),
reﬂecting the decreasing axial ﬂow component, Figure 3.8.
At small angles (0 < α < αsv), the ﬂow remains attached and the axial ﬂow regime dominates.
Lift forces are linearly related to incidence angle and thus hull loading should be well predicted using
linear hydrodynamic derivatives.
At intermediate incidence angles (αsv < α < αav), the crossﬂow boundary layer separates due to
an adverse pressure gradient, (dP
dθ > 0) and forms a steady symmetric body vortex pair on the leeside
of the hull. Crossﬂow separation initiates towards the stern and as the incidence angle increases, the
separation line moves forwards and to windward (Figure 3.9). There is a non-linear increase in lift
with incidence angle due to the low pressure associated with the core of the body vortices which is
impressed upon the nearby body surface. At higher intermediate angles of attack, secondary vortices
may form in the stern of the body.
For large incidence angles (αav < α < αuv), the body vortices become asymmetric, resulting in a
transverse force and for very large incidence angles (αuv < 90◦), the crossﬂow dominates. The ﬂow
pattern tends towards that of the ﬂow around a cylinder where the boundary layer is shed in the
form of a Von Karman or random wake.
For an underwater vehicle undergoing a tight turn, the hull experiences intermediate incidence
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angles and consequently understanding the ﬂow regime and global forces and moments is important
if the behaviour of the vehicle is to be correctly modelled.
0◦ < α < αsv
(α < 5)
Attached Crossﬂow
αsv < α < αav
(5 < α < 30)
Symmetric Vortex
αav < α < αuv
(30 < α < 70)
Asymmetric Vortex
αuv < α < 90◦
(70 < α < 90◦)
Wake-Like Flow
Figure 3.8: Effect of incidence angle on body vortex structure. Actual onset angles are a function of
Reynolds number and hull geometry. the angles shown provide general guidelines. Figure adapted
from Watson et al. (1993)
Numerous authors have studied either experimentally or numerically the forces and moments
acting on a submarine body at a constant yaw angle. Much of this work has been presented in the
series of biennial symposiums on naval hydrodynamics organised by the Ofﬁce of Naval Research
(ONR).
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Figure 3.9: Body vortex notation, adapted from Lloyd and Campbell (1986).
3.5.2.1 Yawed Experiments
A prolate spheroid experiences a similar ﬂow regime to an axi-symmetric hull form and extensive
testing has been performed on 6:1 prolate spheroids including:-
• surface-oil-ﬂow visualisation tests to investigate the inﬂuence of Reynolds number and angle
of attack on crossﬂow separation location, Ahn and Simpson (1992);
• LDV measurement of the total velocity vector, the full Reynolds stress tensor and velocity triple
products throughout the boundary layer from y+ = 7 in the crossﬂow separated region at
10 degrees incidence at Re = 4.2 × 106, Chesnakas and Simpson (1997). These provide an
invaluable data set but does not include measurements describing the structure of the body
vortices outside of the boundary layer.
Experiments with more representative submarine-like bodies at drift angles have also been per-
formed. Lloyd and Campbell (1986) performed an experimental study to determine the vortices
shed from an axi-symmetric submarine-like body during a turn. The strength and location of the
vortex structures are presented. Bridges et al. (2003) investigated the path of the sail tip vortex from
the SUBOFF model at drift angles and its inﬂuence on global forces. Granlund and Simpson (2004)
performed 3DOF manoeuvres of the DARPA submarine model 5470 using the Dynamic Plunge Roll
actuator at the Virginia Polytechnic Institute and State University wind tunnel. Atsavapranee et al.
(2004) performed captive wind tunnel tests at a series of drift angles using PIV measurements to
determine the three velocity components around the ONR Body-1: bare hull, bare hull with sail and
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fully appended.
Ward and Wilson (1992) investigated the interactions between bridge ﬁn vortices and body vor-
tices for a generic submarine body at various angles of attack. The experiments demonstrate that the
presence of an appendage vortex changes the circulation distribution around the body. This change
in circulation modiﬁes the loadings in the in-plane and out-of-plane directions. The out of plane
loadings were shown to be signiﬁcant. While most AUV’s do not have such appendages, such con-
siderations may prove important for speciﬁc AUVs such as GAVIA which is ﬁtted with an appendage
similar to the bridge ﬁn of a submarine.
3.5.2.2 Yawed CFD Simulations
Demand for accurate prediction of the global forces acting on the underwater vehicle at the design
stage has led to signiﬁcant interest in the use of computational ﬂuid dynamics (CFD) to predict the
global loads acting on a manoeuvring underwater vehicle.
Good capture of the vortical ﬂow structure in a Reynolds Averaged Navier Stokes (RANS) relies
on two key factors. Firstly, simulations require a well designed mesh as poor spatial resolution of the
vortex results in diffused vortices which decay artiﬁcially fast. Secondly, an appropriate turbulence
closure model (TCM) is required which can representably model the inﬂuence of turbulence on the
mean ﬂow.
Due to the availability of experimental data detailing crossﬂow separation, several authors have
used CFD simulations to model the ﬂow around a prolate spheroid. Gee et al. (1992) examined
the ﬂow at α = 27◦ at a diameter based Reynolds number7 of 1.1 × 106 using the Baldwin Lomax
and Johnson-King turbulence closure models. Comparison between numerical and experimental
results highlights the difﬁculty in correct prediction of the crossﬂow separation line, and differences
in predicted body vortex strength between turbulence models. However, the structure of the off
body vortices are not compared with experimental results.
Contantinescu et al. (2002) compare Detached Eddy Simulation results for the ﬂow around a pro-
late spheroid with experimental and RANS simulations using the standard and modiﬁed versions of
the Spalart-Allmaras TCM. In general, the ﬂow ﬁeld predictions of the mean properties of the ﬂow
ﬁeld are similar for the RANS and DES results. However, the DES results come with signiﬁcantly
increased computational cost.
Kim et al. (2003) used the commercial ﬁnite volume CFD code Fluent to model the ﬂow around
a prolate spheroid at α = 10◦,20◦ and 30◦. The numerical results for various commonly used tur-
bulence models and modiﬁed variants thereof, are compared with the experimental data in terms
of crossﬂow separation pattern, static pressure, skin-friction and wall-shear angles on the body sur-
face and variation of lift and pitching moment with incidence angle. The prediction accuracy varies
widely depending on the turbulence model employed. The modiﬁed Reynolds stress transport mod-
els gave improved prediction of both surface pressure distribution and global loads over two equa-
7Red = dU
ν
39CHAPTER 3. AUV HYDRODYNAMIC PERFORMANCE
tion models.
Clarke et al. (2008) compared numerical and experimental surface pressure and streamlines for a
3:1 prolate spheroid at α = 10◦ at Reynolds numbers ranging between 0.4. × 106 to 4.0 × 106. The
RANS simulations were performed using the commercial code Fluent and the realisable k − ε and
Shear Stress Transport turbulence closure models with and without transition modelling. Reason-
able agreement was found between the surface pressure and streamlines. However, the transition
modelling failed to result in an improvement in calculation of surface pressure.
3.6 Control Surfaces
Flight style AUVs course keeping and manoeuvring is achieved using control surfaces. Typically
AUVs have their control surfaces conﬁgured in either a cruciform, ’+’ stern arrangement or in an ’x’
foil arrangement (see Figures 3.10 and 3.11). Each conﬁguration is able to induce a pitch and yaw
moment while the ’x’ stern arrangement isalso able toinduce a rollmoment. Table 3.5 discusseswhat
effect control surface conﬁguration has on the hydrodynamics, control and practical vehicle design.
The improved manoeuvrability with an ’x’ stern conﬁguration is demonstrated by Jackson (1993) for
the USS Albacore, which had a full scale turning circle of 300 yards with a ’+’ stern arrangement and
165 yards, with an ’x’ stern arrangement.
Figure 3.10: Pitch and Yaw control using a coupled ’+’ stern conﬁguration conﬁguration.
Figure 3.11: Roll, pitch and yaw control using an ’x’ stern conﬁguration.
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Table 3.5: Inﬂuence of control surface arrangement on vehicle performance.
’x’ stern coupled ’+’ stern
Practicality Larger foils possible without ex-
ceeding the rectangle deﬁned by
the maximum height and width of
the vehicle.
Possible to have different size foils
for horizontal and vertical control.
This allows varying stability levels
in the two planes.
Can control depth if one set of con-
trol surfaces fails.
Control Morecomplexcontrolstrategyisre-
quired since the foil forces result
in coupled horizontal and vertical
control force.
Simpler control strategy, with one
pair of control surfaces controlling
depth and one controlling heading.
Active roll control possible Passive roll control only, relies on
hydrostatic restoring moment.
Hydrodynamics Larger pitch or yaw moment for
given size foils .
Smaller maximum dive or yaw mo-
ment but larger coupled moments.
But lower combined turning and
diving force.
For a ﬁnite aspect ratio8 foil the ﬂow is 3D. The pressure difference between the section and
pressuresidesofthefoilwhenpositionedatanangleofincidencetotheﬂowresultsintheproduction
of lift, since the pressure ﬁeld must be continuous the pressure difference between the two sides must
equalise at the tip. The spanwise pressure gradient results in the ﬂow towards the tip on the pressure
face and ﬂow towards the mid-span on the suction face, see Figure 3.12.
Figure 3.12: Vortex system around a ﬁnite aspect ratio foil, Molland and Turnock (2007).
The ﬂow leaving the trailing edge forms an unstable sheet vortex which rolls up after a short
8Geometric aspect ratio is deﬁned as the ratio of the foil’s span to the foil’s mean chord, ARG = S
c .
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distance downstream and forms a pair of tip vortices. The core of these vortices is at a reduced
pressure to the surrounding ambient ﬂow. The tip vortices trail back from the foil tips and they have
a tendency to curve back to the freestream direction and roll toward each other downstream of the
foil. Eventually, the tip vortices dissipate, their energy being transformed by viscosity.
The vortical ﬂow induces downwash, . The effect of downwash is to effectively reduce the local
angle of incidence of the ﬂow over the foil. For an elliptical lift distribution Prandtl (1921) showed
that: -
 =
CL
πAR
, (3.22)
where AR is the effective aspect ratio9.
There is a large body of work regarding experimental and numerical simulations of the behaviour
of control surfaces. Molland and Turnock (2007) provide a comprehensive review of analysis tech-
niques and illustrate the ability of these methods to adequately predict the rudder forces and mo-
ments at the design stage.
It is worth highlighting that fully resolved rudder ﬂow may take up to 20 million elements, Date
(2001), for a RANS simulation, and suitable positioning of the elements is critical. Pashias (2005)
showed that resolving the wake and tip vortex led to signiﬁcant improvements in the lift and drag
estimates of a RANS simulation of a rudder ﬂow.
3.7 Open Water Propeller Performance
Almost all AUVs use a screw-type propeller since in general they are the most efﬁcient propulsion
device at the typical operating speed of an AUV, Sharkh (2002). The motion of a marine screw pro-
peller combines a rotation with a translation along the axis of rotation, O’Brian (1969). The propeller
draws ambient ﬂuid from in front of the blades, applies a pressure loading onto the ﬂuid and then
discharges the ﬂuid behind the propeller at a higher velocity. The propeller itself consists of a series
of identical twisted blades uniformly distributed around a central hub, which is mounted on a cen-
tral driving shaft. Each blade acts as an aerofoil with a pressure and suction face, which in turn leads
to a tip vortex at the tip of each blade. The tip vortices follow a helicoidal trace downstream of the
propeller. Angular momentum transferred to the ﬂow by the action of the propeller leads to a hub
vortex downstream of the propeller
3.7.1 Propeller Race Characteristics
By simulating the propeller as an actuator disc, a basic understanding of the propeller slipstream may
be gained. Consider an actuator disc consisting of an inﬁnite number of blades of diameter, D, acting
in an incompressible ideal ﬂow of uniform velocity, V . The action of the propeller is assumed to
9For control surfaces where the root is placed on a ﬂat surface, the ﬂat surface behaves as a reﬂection plane and AR =
2ARG
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accelerate the ﬂow uniformly over the disc area from V , far upstream, to V1 at the disc and V2 far
downstream (Figure 3.13).
Figure 3.13: Actuator disc theory. From Molland and Turnock (2007).
Outside the slipstream and far upstream and downstream of the disc the pressure is P0. The
actuator disc assumption allows a discontinuous change in pressure either side of the disc from P1
to P0
1. From these assumptions the thrust, T, at the disc may be deduced: -
T = ρπ
D2
4
V1(V2 − V0), (3.23)
and
T = π
D2
4
(P0
1 − P1). (3.24)
Applying Bernoulli’s equation to a streamline upstream of the disc, P0 + 0.5ρV 2
0 = P1 + 0.5ρV 2
1 ,
and to a streamline downstream of the disc, P0
1 + 0.5ρV 2
1 = P0 + 0.5ρV 2
2 . Hence,
T = 0.5ρπ
D2
4
(V 2
2 − V 2
0 ). (3.25)
By equating equations 3.23 and 3.25,
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V1 =
V2 + V0
2
. (3.26)
Let a represent an axial ﬂow factor such that: -
V1 = V0(1 + a), (3.27)
V2 = V0(1 + 2a), (3.28)
results in
T = ρπ
D2
4
2aV 2(1 + a). (3.29)
Thus, half the axial acceleration of the ﬂuid occurs upstream of the disc. The axial ﬂow factor at
the propeller plane may be deduced by rearranging equation 3.29:-
a =
−1 ±
q
1 + 4T
2πr2ρV 2
2
(3.30)
The true propeller race differs from the actuator disc due to ﬁve key reasons:-
1. The action of the propeller also induces tangential, uT and radial velocity, uR components in
the ﬂuid.
2. The ﬂuid is not ideal and viscous effects are important in driving the mixing process between
the propeller race and the surrounding ﬂuid. Two peaks of u0 are found, one due to the hub
blade interaction and the resulting hub vortex, the other at r/Rp = 1 due to blade tip vor-
tices. PIV studies of propeller wakes, performed by Lababidy et al. (2006) and Felice et al. (2000)
conﬁrm that the action of the propulsor generates a turbulent wake region which depends on
advance ratio. Stronger turbulence is observed at the root and tip corresponding with the hub
and tip vortices while the thrusting region of the propeller generates a lower turbulence inten-
sity. Stalla et al. (1988) performed LDV studies behind a four bladed propeller and found that
turbulent diffusion of momentum results in the rapid fading of the hub and blade wakes. The
maximum turbulence intensity σx/V∞ of 0.2 was observed in the tip vortex with a turbulence
intensity of 0.1 to 0.14 at the root. Outside the hub and blade wake, the turbulence intensity
was found to reduce to free stream levels (σx/V∞ = 0.02). Felli et al. (2008) illustrates how the
number of blades inﬂuences the turbulence intensity and how it evolves at a series of planes
downstream of the propeller. The greater the number of blades, the higher the turbulence in-
tensity at the tip.
3. The propeller consists of a ﬁnite number of blades. Thus, the ﬂow is periodic with a frequency
equal to the product of the number of blades and the propeller rpm. Hence, a probe held at
a stationary point in the wake may experience rapid changes in ﬂow velocity and direction
during one blade passage. While a probe rotating with a propeller operating in freestream
conditions, will measure steady velocities (in cylindrical co-ordinates).
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4. Real propellers produce a non uniform thrust distribution over the length of the blade. Ches-
nakas and Jessup (1998) observed peak axial velocity at 0.7R at X/D = 0.1193, for a 5 bladed
propeller 5168 with a hub diameter ratio of 0.2 for a range of J values from 0.98 to 1.52. Peak
tangential velocity was observed at 0.6R. The radial velocities were an order of magnitude
smaller than the tangential velocities. Lee et al. (2004) observed peak axial velocity at 0.6R for
a 5 bladed propeller operating at J = 0.72.
5. Momentum theory states that the ﬂuid should accelerate on leaving the propeller. Notably,
experimentally both Hamill and Johnston (1993) and Hoekstra and Aalbers (1997) have shown
that the peak velocity in the propeller race drops with distance downstream as a result of tur-
bulent mixing.
Figure 3.14 illustrates a more realistic representation of the propeller race. For interaction studies,
the propeller near wake region is of greatest interest. The near wake presents unsteady velocities
with high gradients, strong turbulent ﬂuctuations, hub effects and a three-dimensional pattern. Ex-
tending one diameter downstream, this region undergoes marked deformation due to contraction
of the slipstream, the trajectory of the tip vortex and blending of the blade wake sheet, Stalla et al.
(1988). Slipstream contraction typically occurs over 1D downstream. Paik et al. (2004) observed slip-
stream contraction by X/D = 0.94 for a four bladed propeller operating at a J = 0.8. Stalla et al.
(1988) observed slipstream contraction over X/D = 1.075 for a four bladed propeller.
Figure 3.14: Representation of propeller race.
Turbulent mixing over the velocity gradient between the freestream and propeller race region
starts to blend the two ﬂows, transferring momentum back into the freestream. The turbulent mixing
propagates both outwards and towards the centreline of the race, which broadens in response whilst
the axial ﬂow factor is reduced. This continues far downstream where eventually the axial ﬂow
factor reduces to zero. The rate of race growth depends on the turbulence intensity in the propeller
race (Ir). The turbulence intensity downstream of the propeller is a combination of the ambient
turbulence intensity (Ia), the mechanical turbulence intensity (Im) generated by the passage of the
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blades, and the shear generated turbulence intensity (Is).
Ir = Ia + Im + Is (3.31)
3.7.2 Propeller Performance
There is a hierarchy of numerical methods for modelling propellers ranging in complexity and accu-
racy, Bertram (2000); Breslin and Anderson (1994). These are brieﬂy discussed below:
• Momentum Theory - The propeller is modelled as an actuator disc over which there is a in-
stantaneous pressure change, resulting in a thrust acting at the disc. The thrust, torque and
delivered power are attributed to changes in the ﬂuid velocity within the slipstream surround-
ing the disc, Froude (1889, 1911); Rankine (1865). The propeller thrust and torque must be
determined, from other sources, such as open water curves. This simple model is unsuited for
propeller design, but is popular as part of a body force propeller model in a RANS simulation;
• Blade Element Theory - The forces and moments acting on the blade are derived from a num-
ber of independent slices represented as a 2D aerofoil at an angle of attack to the ﬂuid ﬂow,
Froude (1878). The thrust and torque are estimated based on propeller geometry and operating
conditions along with lift and drag information for the 2D slices. Induced velocities in the ﬂuid
due to the action of the propeller are not accounted for;
• Blade Element Momentum Theory - By combining momentum theory with blade element the-
ory, O’Brian (1969), the induced velocity ﬁeld can be found around the 2D-sections. Corrections
have been presented to account for ﬁnite number of blades, Goldstein (1929) and strong cur-
vature effects. Non-uniform inﬂow conditions may be considered by calculating local blade
forces based on local inﬂow condition, then integrating over the propeller disc;
• Lifting-line Method - The propeller blades are represented by radially aligned lifting lines
(vortices). The bound circulation on the lifting line is a function of the blade geometry, and
the local axial and rotational velocity Lerbs (1952). Free vortices are shed in the ﬂow. This
is a potential ﬂow method which is unable to capture stall behaviour, viscous loses may be
incorporated using empirical formulations;
• Lifting Surface Method - The propeller blade is represented as an inﬁnitely thin surface ﬁtted
to the blade camber line. A distribution of vorticity is applied in the spanwise and chordwise
directions, Pien (1961). The resulting pressure distributions can be integrated to ﬁnd the forces
and moments for the propeller. Since the blade is modelled three dimensionally corrections are
only required to account for viscous effects;
• Panel Method - Panel methods extend the lifting surface method to account for blade thickness
and the hub, still by representing the surface of the blade by a ﬁnite number of vortex panels,
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Kerwin et al. (1987). An explicit trailing edge pressure Kutta-Joukowsky condition is used to
ensure there is no pressure loading at the trailing edge;
• Reynolds Averaged Navier Stokes - Full 3D viscous ﬂow ﬁeld modelled using a ﬁnite volume
or ﬁnite element approach to solve the averaged ﬂow ﬁeld, Maksoud et al. (1998). RANS ap-
proaches allow non uniform inﬂow conditions to be considered such as those of a propeller
behind a ship, consequently interaction effects as well as propeller side force can be captured.
Cavitation may be modelled using multi-phase approaches coupled with a suitable cavitation
model. This is the ﬁrst model which directly captures viscous effects and their inﬂuence in
decreasing propeller efﬁciency. Grid generation is difﬁcult, computationally propeller simula-
tionsarecomparativelyexpensivecomparedandtheapplicabilityofmanycommonturbulence
models is questionable;
• Large Eddy Simulation - Full 3D viscous ﬂow ﬁeld including resolution of turbulent eddies
larger than the mesh. This is an area of active research, Bensow and Liefvendahl (2008), but is
signiﬁcantly more computationally expensive than RANS simulations.
3.7.2.1 Propeller Open Water Data Thrust and Torque Data
The standard method of presenting propeller performance is in the form of a propeller open water
diagram (Figure 3.15). The thrust, T, and torque, Q, are non dimensionalised with respect to the ﬂuid
density, ρ, the revolutions per second, n, and the diameter of the propeller, D.
Figure 3.15: Typical propeller open water diagram, Bertram (2000)
J =
V
nD
(3.32)
KT =
T
ρn2D4 (3.33)
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KQ =
Q
ρn2D5 (3.34)
Open water propeller efﬁciency is given by: -
η0 =
J
2π
KT
KQ
(3.35)
3.8 Hull-Rudder Interaction
For course keeping and manoeuvring, it is advantageous to place the control surfaces as far aft as
possible to increase the moment arm. However, this coincides with the widest part of the boundary
layer. The slower moving ﬂuid within the boundary layer will reduce the performance of the rudder
compared to free stream. Also, when a boundary layer encounters a obstacle such as a control surface
mounted on the same surface, the pressure gradient around the obstacle produce 3D separation with
horseshoe vortices that wrap around the obstacle (see Figure 3.16).
Figure 3.16: Horseshoe vortex system around a Rood wing at zero angle of attack, Simpson (2001).
Solid separation line passes through mean ﬂow saddle point S. Dashed line denotes trailing edge
separation. Dotted line denotes line of low mean wall shear.
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3.9 Hull-Propeller Interaction
3.9.1 Thrust Deduction
There is a signiﬁcant difference in the pressure ﬁeld of a towed and self propelled body in the stern
region. This is due to the action of the propeller, which accelerates the ﬂow, reducing the local
pressure, which in turn increases the pressure drag acting on the body. Consequently, the thrust, T,
required to propel the hull is greater than the total towed resistance, R. The increase is quantiﬁed
using a thrust deduction factor, t, where:
R = (1 − t)T. (3.36)
3.9.2 Wake Fraction
By placing the propeller at the stern of the vehicle, the propeller inﬂow is slower than the vehicle
speed due to the presence of the wake ﬁeld. The wake may be decomposed into two components:-
• the friction wake due to the presence of the ship’s boundary layer, which may separate due to
high curvature at the stern;
• the potential wake. In an ideal ﬂuid there exists a stagnation point at the stern as well as the
bow.
For ships operating on the free surface, there also exists a wave wake component since the steady
wave system about the ship changes the local ﬂow ﬁeld due to the orbital velocity of the waves. For
single screw ships, the frictional wake dominates, and wave wake is only signiﬁcant for Fn > 0.3,
Bertram (2000).
The propeller performance becomes a function of local inﬂow conditions where the advance ratio
Ja can be calculated from:
Ja = Js(1 − wT) =
Va
nD
, (3.37)
where Va is the effective speed of advance, Vs is the vessel speed and wT is the Taylor wake fraction.
wT =
Vs − Va
Vs
(3.38)
Va is normally determined experimentally from self propulsion tests and propeller open water
curves, Comstock (1967). Consider a propeller driving a hull at Vs m/s developing a thrust, T, when
turning at n revolutions per second. Reference to open water curves will show that the propeller will
generate the same amount of thrust at the same n for a lower advance speed, Va.
This value is subtly different to the mean axial velocity passing through the propeller disc, V a: -
V a =
R Rp
Rh
R 2π
0 var.dθ.dr
π(R2
p − R2
h)
, (3.39)
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where va is the axial water velocity at a point in the propeller disc. Va incorporates the propeller
induced velocity and the interaction effects between the non uniform thrust distribution with the
non uniform wake proﬁle. And thus wT is different to the mean wake fraction, WT.
WT =
R Rp
Rh
R 2π
0 ( Vs−va
Vs )r.dθ.dr
π(R2
p − R2
h)
(3.40)
WT can be readily extracted from experimental wake surveys of the propeller plane or a RANS
simulation of a bare hull form.
In practice, when a propeller is operating in the wake of an AUV, the total velocity ﬁeld is the
sum of the nominal wake ﬁeld, the propeller induced velocities and interaction velocities due to the
complex interaction between the hull and propeller, Carlton (2007). Thus, ideally, the input to the
propeller model would be the effective wake ﬁeld, which is the sum of nominal wake and induced
velocities (see Figure 3.17).
Figure 3.17: Composition of the wake ﬁeld. Figure adapted from Carlton (2007)
Paik et al. (2007) present PIV simulations of hull propeller interaction for the KCS hull form with
a KP505 propeller. The inﬂow into the propeller is markedly different in the upper and lower half
of the propeller plane. Above and upstream of the propeller axis, most of the inﬂow comes from the
hull wake and the axial inﬂow velocity is small, closer to the propeller plane the ﬂow is accelerated
rapidly by the action of the propeller. The inﬂuence of the swirl results in asymmetric axial veloc-
ity inﬂow conditions either side of the vertical centre axis. The asymmetric inﬂow conditions may
potentially lead to cavitation, noise and pressure ﬂuctuations on the hull.
3.9.3 Hull Efﬁciency
The ratio of the work done on the ship, RT.Vs, to that done by the propeller, T.Va is termed the hull
efﬁciency, ηH:
ηH =
RT.Vs
T.Va
=
1 − t
1 − wt
. (3.41)
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3.9.4 Relative Rotative Efﬁciency
The propeller in open water has an efﬁciency of: -
η0 =
J
2π
KT
KQ0
. (3.42)
When operating in the heterogenous ﬂow ﬁeld behind the hull, the KT will be associated with a
different value of KQ and the efﬁciency behind the hull becomes: -
ηB =
J
2π
KT
KQ
. (3.43)
The ratio of behind to open efﬁciencies is termed the relative rotative efﬁciency, and is given by: -
ηR =
KQ0
KQ
. (3.44)
3.9.5 Propulsive Efﬁciency
The quasi-propulsive coefﬁcient is the ratio of the useful power obtained, PE, to the power delivered
to the propeller, PD:-
ηD =
PE
PD
= η0.ηR.ηH. (3.45)
3.9.6 Hull-Propeller Simulations
Schetz and Favin (1977) implemented an actuator disc propeller model within a RANS simulation
calculating the ﬂow around a 2D section of the stern of an axi-symmetric body. The propeller model
allowed arbitrary variations in thrust distribution but swirl was assumed to be negligible. An in-
crease in the u velocity component upstream and downstream of the model was observed.
Stern et al. (1988) considered the ﬂow over the stern of an axis-symmetric body (Afterbody 1) with
a propeller (4577). The use of prescribed and interactive body force distributions were analysed
using axial momentum terms with and without swirl momentum. The prescribed body forces used
thrust and moment distributions based on the radial circulation distributions presented by Hough
and Ordway (1965). This method ignored the interaction of the propeller and hull. The interactive
body force distribution calculated the propeller thrust and torque (KT and KQ) using a vortex lifting
surface method.
Prakash and Subramanian (2008) presents hull-propeller interaction simulations using the com-
mercial RANS code Fluent. To estimate the action of the propeller, a vortex lattice method (VLM) was
used. This provided a suitable set of momentum source terms which could be applied to represent
the propeller. Within the RANS simulation, a rotating reference frame was used for the propeller disc
allowing a representation of the transient behaviour of the propeller to be included. No coupling is
applied between the VLM and the RANS simulation. The addition of the propeller model allows
calculation of the thrust deduction factor.
51CHAPTER 3. AUV HYDRODYNAMIC PERFORMANCE
3.10 Propeller-Rudder Interaction
The relative importance of propeller-rudder interaction depends on the location of the rudder in re-
lation to the propeller. For a rudder placed just upstream of the propeller (the conﬁguration adopted
for the Autosub vehicles) the interaction effects are small compared to those on the GAVIA vehicle
where the control surfaces are placed downstream of the propeller in the propeller race.
Placing the rudder downstream of the propeller allows the use of smaller control surfaces due
to the higher ﬂow velocity in the propeller race, which is why ship rudders are typically placed
downstream of the propeller. Since AUVs have multiple control surfaces and little space in the aft
region, many vehicles have their control surfaces forwards of the propeller since this eases actuation.
The swirl and axial acceleration imparted by the propeller can signiﬁcantly alter the speed and
incidence angle of the ﬂow arriving at a downstream rudder, modifying the forces and moments
produced. In turn, the presence of the rudder results in blockage effects which divert the upstream
ﬂow, modifying the inﬂow conditions to the propeller and in turn modifying the thrust and torque
produced.
Molland and Turnock performed a series of wind tunnel experiments in the RJ Mitchell wind
tunnel(3.5×2.5m)attheUniversityofSouthampton, studyingpropeller-rudderinteraction, Molland
and Turnock (1991, 1995, 2007). Their rig consisted of two separate units which allowed individual
freestream/open water tests to be performed as well as interaction studies. A series of ﬁve rudders
were constructed which could be attached to a ﬁve component strain gauge dynamometer. Pressure
tapings on the rudder surface allowed measurement of the surface pressure ﬁeld. The propeller rig
consisted of a four bladed 0.8m diameter propeller based on Wageningen B4.40. An inline strain
gauge was used to measure the delivered thrust and torque and propeller rpm was measured using
an optical shaft encoder.
Felli et al. (2009) presents visualisations using a time resolved CMOS camera of the interaction of
the tip and hull vortices generated by the propeller as they ﬂow on to the rudder. These highlight
the complex transient interactions which occur. The tip vortex ﬁlament is deformed as it passes the
rudder, eventually experiencing vortex breakdown as it ﬂows onto the rudder.
Turnock (1993) proposes a panel method for calculating propeller-rudder interaction. The lifting
surface panel code PALISUPAN is used to model the geometry and wakes of the propeller and rud-
der. The inﬂuence of skin friction is accounted for by calculating a local skin friction coefﬁcient based
on local velocities derived from the potential solution. The interaction effects between rudder and
propeller are accounted for by modiﬁcation of the inﬂow ﬁelds for the two components. By assuming
that the radial variation in axial and tangential momentum (including hull and rudder interaction
effects) generated by the propeller are included, then the inﬂuence of the unsteady propeller ﬂow
can be removed and ’steady’ calculations performed to evaluate the manoeuvring coefﬁcients. The
calculation procedure is carried out in the following iterative manner: ﬁrstly, the propeller ﬂow prob-
lem is solved and the inﬂuence of the propeller on the rudder is determined. Then the rudder ﬂow
problem is calculated based on the propeller-induced ﬂow ﬁeld. Then the propeller calculation is
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rerun based on the resulting inﬂow and so on until convergence is reached.
Molland and Turnock (1996) simulated propeller-rudder interactions using Blade Element Mo-
mentum Theory coupled with a modiﬁed lifting line approach. The BEMT code is used to provide
propeller induced inﬂow velocity and angle, averaged over one revolution. The effect of the rudder
on the propeller, including blockage is accounted for by using empirical corrections derived from ex-
periments and theoretical results. The results indicate that the modiﬁed theory satisfactorily models
changes in the main variables such as propeller thrust loading, rudder aspect ratio and the ratio of
propeller diameter to rudder span. This approach is advantageous due to its low computational cost
making it ideal for the initial design studies.
Simonsen (2000) performed RANS simulations of the propeller-rudder experiments of Molland
and Turnock (1991) using the academic solver CFDSHIP-IOWA. The time averaged inﬂuence of the
propeller is simulated using a body force propeller model whereby the action of the propeller is rep-
resented by axial and tangential momentum source terms distributed over the propeller disc with
a ﬁnite thickness. The radial distribution of thrust and torque is based on the Hough and Ordway
(1965) circulation distribution, which has zero loading on the tip and root. The distribution was
shown to closely match Goldstein’s optimum distribution. Coupling this distribution with a RANS
simulation was proposed by Stern et al. (1988) and is implemented in CFDSHIP-IOWA, Paterson et al.
(2003). Neither the propeller support geometry, hub or ﬂoor boundary layer were considered in this
analysis. The simulations were able to capture the correct behaviour with respect to increasing rud-
der aspect ratio or changing thrust loading. The predictions of global integrated quantities showed
that both the lift and drag were marginally under-predicted. This method is only able to consider the
effects of the propeller on the rudder. The inﬂuence of the rudder on the propeller is neglected.
Molland and Turnock (2007) note that ”A convincing solution for an unsteady RANS calculation has
still not been achieved for an all movable rudder operating in the race of a propeller”. This is attributed
to the inherent difﬁculties involved in capturing and preserving the tip vortices as they convect
downstream and the interaction of the hub vortex with the rudder with current meshing techniques
and turbulence models.
3.11 Hull-Propeller-Rudder Interaction
When designing the hull and propulsion system for an AUV, the goal is often to minimise the power
requirements for propulsion. In many cases this may not equate to the lowest drag hull form, since
the aft shape giving the highest propulsive efﬁciency for a towed streamlined body may be different
from one being driven by an aft mounted propeller, Joubert (2004). An ability to correctly model the
self propelled performance of an AUV may allow the designer to improve the vehicle’s propulsive ef-
ﬁciency, allowing the AUV to travel further (increase range) or travel faster for the same distance (in-
crease service speed). The 25th ITTC propulsion committee, ITTC (2008a) highlights the importance
of propeller-rudder and hull-propeller-rudder simulations to further improve ship performance.
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Sreenivas et al. (2003) presented RANS simulations of the ﬂow around a generic appended axi-
symmetric submarine hull ﬁtted with the 5 bladed P-4381 propeller using an unstructured mesh
consisting of 12.4 million elements requiring a wall clock runtime of 26 hours using 32 processors,
based on a time step corresponding to a propeller rotation of 1.5◦.
Simonsen and Stern (2005) present self propelled simulations for the Esso Osaka with a rudder
and a body force propeller model. Momentum source terms are calculated based on an inﬁnite-blade
theory. Simulationswereperformedfor: straightaheadcase, staticdriftangleof4degreesandastatic
rudder angle of 10 degrees. Both the ship loadings and rudder loadings show signiﬁcant variation
between experimental and numerical results. For the straight ahead case, both the rudder lift and
drag are out by 70%, 43% and 36.7% respectively for the 4 degree drift case and 16.5% and 6.6% for
the rudder at 10◦. The overestimate may be partly attributed to the propeller model over-predicting
thrust by 9.8% and torque by 5.8%.
Nishi et al. (2007) used the commercial CFD code STAR-CD to simulate resistance and self propul-
sion tests on the AUV RAINBOW. The propeller is modelled using actuator disc theory and coupled
with the RANS simulation to balance thrust and resistance. Fair correlation of the experimental and
numerical predictions of drag were found. However, the mesh presented in the paper appears to
have insufﬁcient elements in the boundary layer to accurately capture its behaviour and growth.
Simpliﬁcations in the interaction between the hull and the propeller mean that the self propulsion
point determined is based on the nominal and not the effective wake ﬁeld.
Kim et al. (2007) used the academic RANS solver WAVIS to simulate hull-propeller-rudder inter-
action for an LNG carrier model. Structured meshes comprising of 5M grid points were used, 0.45M
grid points deﬁning the rudder. The k − ε turbulence model was used with wall functions, the ﬁrst
cell thickness on the hull was y+ = 80. Simulations were performed on a 44 node Intel core2duo
Linux cluster, but no details are provided regarding simulation time. The transient motion of the
propeller is modelled using an overset grid approach whereby the propeller mesh is rotated accord-
ingly at each time step. Comparison of numerical and experimental streamlines on the rudder at self
propulsion show good agreement although the curvature in the streamlines is more pronounced for
the experimental streamlines. The self propulsion parameters also show close agreement with and
without the rudder. Results are only presented for a rudder angle of 0◦ and no comparison of rudder
loadings is provided.
Han et al. (2008) present coupled simulations between the academic RANS solver SHIPFLOW
with a lifting line propeller model to perform self propelled simulations of a chemical tanker. Com-
parison of open water propeller performance between experimental and numerical results showed
that the propeller thrust and torque are underestimated by the lifting line code especially at lower
J values. The self propulsion parameters show good agreement for wake fraction, slightly under-
predict thrust deduction, and the quasi propulsive coefﬁcient was underestimated by 5%. The inﬂu-
ence of propeller rudder separation on self propulsion parameters was investigated and while the
correct trends were predicted, the magnitude of the changes were not well captured. This suggests
that the inﬂuence of the rudder on propeller due to blockage and resulting change in propeller ﬂow
54CHAPTER 3. AUV HYDRODYNAMIC PERFORMANCE
are not well recreated. No details are provided about rudder loading.
The SIMMAN 2008 workshop on veriﬁcation and validation of ship manoeuvring simulation
methods, Stern and Agdrup (2008), attended by many of the leading research groups and towing
tank facilities, compared numerical simulations of the prescribed and unprescribed manoeuvres of
four standard hull forms: KVLCC1, KVLCC2, KCS and DTMB 5415 combatant. Eleven papers from
ten groups were presented using a range of commercial and academic CFD codes, including ANSYS
CFX, Fluent, CFDSHIP-IOWA, Neptune and Wavis.
The large range of cases (> 10) to be considered meant that most groups elected to consider
only one or two speciﬁc cases. This was severely detrimental to the use of the resulting data set
since many of the groups attempted different cases. The cases considered included static rudder and
static drift propelled manoeuvres, pure sway PMM and pure yaw PMM manoeuvres. Generally, the
results show fair agreement with experimental results and most trends are captured. However, there
is room for signiﬁcant improvement. Some key conclusions may be drawn from the workshop:-
• The increased complexity of considering the appended hull form leads to increased error and
scatter in the results than examination of the bare hull.
• Side force and yaw are generally better predicted than the drag.
• The use of body force propeller models is deemed necessary in order to perform manoeu-
vring simulations at an acceptable computational cost. Of the six self propelled calculations
presented, only one, Carrica and Stern (2008), explicitly modelled the rotating propeller in a
detached eddy simulation, resulting in a CPU time of 200,000 hours.
• Existing body force propeller models are unable to adequately reproduce the inﬂow conditions
onto the rudder and, as such, the predictions of rudder loads show signiﬁcant variation from
the experiential values.
• Further veriﬁcation of the computational approaches is required.
3.12 CFD Simulations of Unprescribed Manoeuvres
While RANS has been used to derive the forces and moments on an AUV undergoing steady state
manoeuvres, to date there have been no unsteady, self propelled, unprescribed manoeuvring RANS
simulations of an AUV published in open literature. Limited equivalent simulations of a manoeu-
vring submarine have been performed.
Taylor et al. (1998) performed URANS simulations coupled with a 6DOF rigid motion body anal-
ysis of a manoeuvring submarine with a rotating propeller on a mesh with 3 million grid points. The
control surfaces remained ﬁxed throughout the simulation and externally determined control loads
were added to the 6DOF rigid body calculations. Run time for the submarine to travel 5 bodylengths
was 2 days on 80 parallel processers or 4 months on a single processor.
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Venkatesan and Clark (2007) modelled constant heading and depth and a horizontal overshoot
manoeuvre of the ONR body 1 submarine. The propeller was modelled using sliding mesh interfaces
between different blocks. Rudder actuation was modelled using mesh distortion algorithms. Sim-
ulations with 3 million cells were used with a y+ value of 30 to 150. These gave good comparison
with experimental results. Simulations were performed on a Linux cluster with 11 2.4GHz proces-
sors, with a time step of 3.472 × 10−3 equating to 1/36 of a propeller revolution, each time step took
approximately 250 seconds to solve, resulting in approximately 300 hours to model a 15 seconds
manoeuvre.
3.13 Hydrodynamic Design Issues
Figure 3.18 illustrates the key areas for hydrodynamic design of an AUV and potential constraints.
The following subsections detail how knowledge of the hydrodynamic derivatives allows the de-
signer to determine path keeping stability, turning performance and the ability of the vehicle to
maintain depth.
Figure 3.18: Hydrodynamic aspects of AUV design (black) and potential constraints (red).
3.13.1 Path Keeping Stability
The path keeping or dynamic stability of an AUV determines how the vehicle behaves when dis-
turbed from travelling on a straight course with no control plane input. Accurate evaluation of the
vertical stability of an AUV is important for establishing safe working distances from the seabed or
underside of ice, and evaluation of the horizontal stability is important to understand the course
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keeping abilities of AUVs.
Figure 3.19: Path keeping stability.
The levels of motion stability are detailed in Figure 3.19, which illustrates the response of a vehicle
to an initial disturbance:-
• Straight line stability - The ﬁnal course some time after the disturbance is straight but heading
is not maintained.
• Directional stability - The ﬁnal course is straight on the same heading but with a different
position.
• Positional stability - The ﬁnal path is the same as the initial path.
With no control input a stable AUV will can only have straight line stability in the horizontal
plane. In the vertical plane the hydrostatic restoring moment means that a stable AUV can be direc-
tionally stable.
The required level of motion stability will vary depending on the AUV’s mission. For survey
missions, a high level of motion stability may be desirable to assist the vehicle in maintaining straight
line ﬂight. With zero control input, the linearised equations of motion of a submerged vehicle in the
horizontal plane can be reduced to: -
(m − Y˙ v)˙ v = Yvv + (Yr − mV )r, (3.46)
(Izz − N˙ r)˙ r = Nvv + Yrr. (3.47)
The surge and sway velocities u and v are the velocity components of the origin placed at amid-
ships, where V is the initial velocity of the vessel. The yaw rate r is the angular velocity about the
vertical axis. Y represents the sway force and N the yaw moment.
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By applying the Routh stability criteria, the determinant of dynamic stability in sway and yaw
is:-
NrYv − Nv(Yr − mV ) > 0, (3.48)
dividing through by Yv and (Yr − mV ) results in: -
Nr
(Yr − mV )
−
Nv
Yv
> 0. (3.49)
The ﬁrst term represents the ratio of the moment caused by yaw rotation divided by the force
due to the rotation and hence equates to the point of action of the force due to the yaw motion ¯ xr.
Similarly, the second term equates to the point of action of the force due to the sway motion ¯ xy.
Hence, the criteria for dynamic stability in the horizontal plane is ¯ xr − ¯ xy > 0. For a more detailed
discussion, see Burcher and Rydill (1994).
Rewriting equation 3.49 as the horizontal stability margin GH:-
GH = 1 −
Nv(Yr − mV )
NrYv
. (3.50)
A stability margin of greater than 0 represents a dynamically stable vehicle and less than zero
representsadynamicallyunstablevehicle. Themagnitudeofthestabilitymarginindicatesthedegree
of dynamic stability. A value of 1.0 indicates the vehicle has a high level of stability, while a value
just above zero indicates marginal stability. A high stability margin may lead to poor response to
rudder deﬂections. The calculations are similar in the vertical plane.
3.13.2 Steady Turning Radius
Consider an AUV travelling on a straight path at a constant velocity where the rudders are placed at
an angle of attack, δ. After initial transient effects, the vehicle will achieve a steady rate of turn where
v0 and r0 are non zero while ˙ v0 and ˙ r0 are zero. The linearised equations (3.12) and (3.13) of motion
reduce to: -
−Y 0
vv0 − (Y 0
r − m0)r0 = Y 0
δδ, (3.51)
−N0
vv0 − (N0
r − m0x0
G)r0 = N0
δδ. (3.52)
These simultaneous equations may be solved for r0 and v0. Knowing that r0 = rL/V and that the
turning radius R = V/r then r0 = L/R. The turning radius is thus: -
R
L
= −
1
δ
Y 0
v(N0
r − m0x0
G) − N0
v(Y 0
r − m0)
Y 0
vN0
δ − N0
vY 0
δ
(3.53)
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3.13.3 Depth Control
Firstly, consider a neutrally buoyant AUV travelling along an inclined path at a steady pitch angle.
The equations of motion in body ﬁtted co-ordinates are:-
Zww + Zδδ = 0, (3.54)
and
Mww + Mθθ + Mδδ = 0, (3.55)
where Mθθ is the hydrostatic restoring moment, i.e Mθ = mg.BG. From equation 3.54 the vertical
velocity component in body ﬁtted co-ordinates is: -
w = −
Zδδ
Zw
. (3.56)
Inserting equation 3.63 into equation 3.62 gives the steady pitch angle: -
θ =
Zδδ
“
Mw
Zw −
Mδ
Zδ
”
mg.BG
. (3.57)
The term in brackets represents the relative point of action of the heave force, Mw
Zw and the point
of action of the resultant control surface force Mδ
Zδ . If the control surface force is applied at the same
location as the body heave force, the AUV would be unable to modify its pitch angle. To maximise
the ratio of pitch angle to control surface deﬂection, the point of action of the control surfaces should
be as aft as possible. The pitch angle is also dependent on Zδ
Mδ i.e. the ratio of the control force to
hydrostatic restoring force. A bigger BG results in a stiffer vehicle which will pitch less.
The force generated by the control surfaces will be a function of velocity squared while the mag-
nitude of the hydrostatic restoring force is invariant with speed. Hence, the pitch angle generated by
the control surfaces will increase with forward speed. The velocity w is purely a function of Zδ
Zw and
thus will remain constant independent of forward speed.
At high speeds, the submarine will pitch downwards due to an upwards heave force applied by
rear mounted control surfaces. The upwards heave force will be overcome by the component of the
thrust acting in a global down direction and thus the submarine will drive down with only a small
upwards drift angle. Hence, at high speeds, a neutrally buoyant AUV can control its depth with only
rear mounted control surfaces.
As the speed is reduced, the effectiveness of the control surfaces to induce a nose down pitch
moment is reduced. At sufﬁciently slow speeds, the pitch angle induced by the control surfaces can
be less than the upwards drift angle, which will result in the AUV moving bodily upwards. At an
intermediate speed, there is the case that the drift angle matches the pitch angle and the net result
is no depth change. This is termed the critical speed. The critical speed may be evaluated by the
following equations:-
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−
w
Uc
= θ, (3.58)
mgBG = ZwUc(
Mw
Zw
−
Mδ
Zδ
). (3.59)
Writing Zw in non dimensional form Z0
w = Zw
0.5ρL2U then the critical speed Uc is given by: -
U2
c =
mg.BG
0.5ρL3Z0
w
1
“
M0
w
Z0
w
−
M0
δ
Z0
δ
”. (3.60)
The change in aft control plane effectiveness at the critical speed is termed the Chinese Effect. With
forward planes, however, the control surface force is in the same direction as the pitch angle that
it creates and thus forward control surfaces may be used for slow speed manoeuvring. Since the
neutral point is forward, it is not possible to place forward control surfaces far enough in front of
the neutral point to provide good effectiveness. Hence, modern submarines in general have main
control surfaces at the rear with smaller forward control surfaces for slow speed manoeuvring.
Tocomplicatematters, mostAUVsareballastedpriortoamissionwithaslightpositivebuoyancy,
Grifﬁths (2002), so that in the event of a system failure, the vehicle will then rise gently to the surface.
As a consequence, to maintain its depth the AUV must use its control surfaces to adopt a nose down
ﬂying attitude, so a component of the thrust from the propeller and hydrodynamic lift from the hull
can be used to oppose the buoyancy.
Let the net buoyancy be represented by B,
Zww + Zδδ = Bθ, (3.61)
and
Mww + Mθθ + Mδδ = 0, (3.62)
then
w =
Bθ − Zδδ
Zw
, (3.63)
and
θ =
ZδδZw
“
Mw
Zw −
Mδ
Zδ
”
MwB + mg.BG.Zw
. (3.64)
By substituting the pitch angle calculated into: -
θ =
(Bθ − Zww)Zw
“
Mw
Zw −
Mδ
Zδ
”
MwB + mg.BG.Zw
. (3.65)
Considering the critical case and therefore substituting in equation 3.58 gives: -
0 =
(B + ZwUc)Zw
“
Mw
Zw −
Mδ
Zδ
”
MwB + mg.BG.Zw
. (3.66)
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Since Zw, Mw, Mδ and Zδ are all functions of U:-
0 =
(B + Z0
w0.5ρL2UcUc)Z0
w0.5ρL2Uc
„
M0
w0.5ρL3Uc
Z0
w0.5ρL2Uc −
M0
δ0.5ρL3U2
c
Z0
δ.5ρL2U2
c
«
M0
w0.5ρL3UcB + mg.BG.Z0
w0.5ρL2Uc
(3.67)
0 =
(B + Z0
w0.5ρL2U2
c )Z0
wL
“
M0
w
Z0
w
−
M0
δ
Z0
δ
”
M0
wLB + mg.BG.Z0
w
(3.68)
M0
wLB + mg.BG.Z0
w − BZ0
wL
 
M0
w
Z0
w
−
M0
δ
Z0
δ
!
= (Z0
w0.5ρL2U2
c )Z0
wL
 
M0
w
Z0
w
−
M0
δ
Z0
δ
!
(3.69)
U2
c =
M0
wLB + mg.BG.Z0
w − BZ0
wL
“
M0
w
Z0
w
−
M0
δ
Z0
δ
”
Z02
w0.5ρL3
“
M0
w
Z0
w
−
M0
δ
Z0
δ
” (3.70)
Using the appropriate data from Autosub, Kimber and Marshﬁeld (1993) (see Table 3.6). Figure
3.20 illustrates the variation in critical speed with respect to positive buoyancy. Typically Autosub is
ballasted to be 250-300N positively buoyant and so will have a critical speed in the order of 1m/s.
Table 3.6: Nominal Autosub 3 Properties with appendage set B, Kimber and Marshﬁeld (1993)
Parameter Value
BG -0.02
mg 35316
Mw 0.004677
Zw -0.02913
Mδ 0.04416
Zδ -0.01062
For a positively buoyant AUV, the critical velocity represents the limiting velocity to maintain or
increase depth.
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Figure 3.20: Variation of critical speed with magnitude of positive buoyancy for the Autosub 3 vehicle
3.14 Summary
• A ﬂight style AUV can be subdivided into three types of hydrodynamic components: hull,
propeller and control surfaces. The physics of each component are relatively well understood,
with numerous methods for analysing each. The difﬁculties arise from understanding the in-
teraction effects which lead to major changes in the performance of the various components.
• While straight line naked hull resistance is well predicted with existing CFD techniques, see
also Paper 1, numerical simulations for yawed hull forms are more complex. Axi-symmetric
bodies yawed to the freestream ﬂow, such as an underwater vehicle in a turning manoeuvre,
experience complex three dimensional ﬂows featuring stagnation ﬂow, a highly 3D boundary
layer under the inﬂuence of strong pressure gradients and streamline curvature. Separation of
the boundary layer due to adverse pressure gradients leads to a free vortex sheet which rolls
up to form streamwise body vortices. The resulting pressure ﬁeld leads to non-linear increases
in lift and moment with increasing incidence angles.
• The importance of vortical ﬂow structures on the global forces and moments acting on a AUV
are identiﬁed. To resolve the ﬂow around an AUV cost effectively, a method for identifying
vortical structures is required.
• A hydrodynamic derivative approach allows the manoeuvring performance, course keeping
and depth control ability of an AUV to be modelled at the design stage. Currently, the hy-
drodynamic derivatives of AUVs may be predicted at the design stage using either empirical,
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experimental or numerical methods. Empirical methods have been shown to provide initial es-
timates for hydrodynamic forces and moments and are appropriate at the initial design phase.
However, they fail to provide suitable levels of accuracy for further design phases.
• Experimental testing is both time consuming and expensive. This is especially the case at the
initial design stage since the conﬁguration or shape of the vehicle may change many times due
to non-hydrodynamic reasons as part of the global design process. Consequently, a method for
predicting AUV performance without relying on physical testing is advantageous.
• Current predictions of the hydrodynamic derivatives from RANS simulations show signiﬁcant
discrepancies between experimental and numerical results. Detailed RANS simulation of an
AUV, including a full propulsor model and moving control surfaces, is prohibitively expensive
at the initial design stage where a full series of manoeuvres and various geometries, control
surfaces and propulsion conﬁgurations would be considered. This would have an associated
timescale of months to years on a desktop PC per design.
• The interaction effects between the various hydrodynamic components signiﬁcantly vary the
performance of each individual component. Within the literature, there are two approaches
used within a RANS environment to investigate the inﬂuence of the propeller on the hull or
rudder or both. Explicit propeller modelling where the geometry of the propeller is rotated at
each time step or body force propeller models where the action of the propeller is replicated in
the RANS simulation as a series of momentum source terms. The use of propeller models re-
sults in the inﬂuence of the propeller being averaged over one revolution and consequently the
blade frequency dependent effects such as tip and root vortices are not properly represented in
the downstream wake. In order to capture their effects, the blades must be modelled explicitly
within the RANS simulation. ITTC (2008b), noting the ’enormous computational time required’ for
unprescribed manoeuvres with a rotating propeller and moving rudder, note that ’the use of a
body force model instead of a rotating propeller(s) could be an interesting variant for practical use.’
• Examination of the literature demonstrates the ability of current techniques to predict straight
line resistance, open water propeller performance and freestream rudder performance. How-
ever, further advances are required in order to understand the behaviour of submarine hulls
at incidence and modelling interaction effects between rudder-propeller and hull-propeller-
rudder.
• Four experimental data sets have been identiﬁed for validation of the numerical methods de-
veloped in the following chapters: -
1. Towing tank results for the forces and moments acting on a AUV undergoing prescribed
manoeuvres, Kimber and Marshﬁeld (1993).
2. Study of body vortices around a generic submarine hull form, Lloyd and Campbell (1986).
3. Studyofrudders, propellers, andrudder-propellerinteraction, MollandandTurnock(2007).
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4. Study of self propelled prescribed manoeuvres for KVLCC2 hull form at low Reynolds
numbers, Stern and Agdrup (2008).
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4.1 Introduction
From the review of existing approaches for modelling the hydrodynamic performance of AUVs,
ships and submarines detailed in Chapter 3, Reynolds Averaged Navier Stokes simulations (RANS),
in conjunction with existing empirical methods for initial design have been identiﬁed as potential
tools for predicting the hydrodynamic performance of AUVs at the design stage.
Assuming a high transitional Reynolds number of 5 × 105, laminar ﬂow would extend for half a
metre for the Autosub 3 operating at a cruise speed of 2m/s; this equates to 7.1% of the vehicle length.
The boundary layer over the remaining 92.9% of the hull will be turbulent10. Since turbulent ﬂow
plays a critical role in the behaviour of the ﬂow ﬁeld, either a RANS, DES or LES approach is required
to understand the inﬂuence of the turbulence on the global forces acting on the vehicle required for
manoeuvring simulations. The excessive computational cost of DES and even greater cost of LES
make these currently unsuitable for general design purposes. As such RANS, and unsteady RANS
(URANS) approaches will be used for this study.
When designing a RANS simulation it is important to consider the range of length and time scales
involved, as this will have a direct bearing on the cost of a simulation. Table 4.1 and 4.2 illustrate
typicallengthandtimescalesfortheﬂowaroundtheAutosub3vehicle. Whatisimmediatelyobvious
is that the time and length scales associated with the propeller are an order of magnitude smaller
than those associated with the hull and control surfaces. Consequently an appropriate body force
propeller model approach would be very useful in reducing computational cost.
In order to use RANS as a practical design tool for AUVs, two key areas have been identiﬁed for
further research to improve the effectiveness of this type of simulation: -
1. development of a suitable body force propeller model;
2. identiﬁcation of vortical ﬂow structures.
10A similar analysis for a REMUS vehicle (length 1.6m and speed up to 2.6m/s) would illustrate that for small AUVs,
laminar ﬂow and transition, play an important role and should be considered
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Table 4.1: Autosub 3 length scales.
Feature Length Scale (m)
length, l 7
maximum diameter, d 0.9
hull boundary layer thickness1 0.024
control surface mean chord 0.319
control surface boundary layer thickness2 0.00216
propeller diameter 0.7
propeller chord 0.035
propeller boundary layer thickness2 0.000303
1 turbulent boundary layer thickness estimated from δ = 0.0035LRe
− 1
7
L , ANSYS (2006).
2 laminar boundary layer estimated from Blasius solution for a ﬂat plate δ
x = 4.96
 Ux
ν
−1/2
, Shames
(2002).
Table 4.2: Autosub 3 time scales.
Feature Time Scale (s)
360◦ turn1 55
body ﬂow past period2 3.5
blade passing period3 0.1
1 based on a vehicle speed of 2m/s and a tactical diameter of 35m.
2 based on a vehicle speed of 2m/s.
3 based on a nominal rpm of 300.
4.2 RANS Simulations
4.2.1 Turbulent Flow
Turbulent ﬂow is characterised by the formation of eddies of many different length scales. The net
result of the turbulent eddies is an exchange in momentum due to convection, this causes faster
moving layers to be decelerated and slower moving layers to be accelerated (see Figure 4.1).
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Figure 4.1: Turbulent eddies within a control volume,Versteeg and Malalasekere (2007).
The chaotic random nature of turbulent ﬂow prevents an economic description of all the ﬂuid
particles. Instead, the variables are decomposed into mean and time varying components, termed
Reynolds Decomposition. Let φ(t) be a time varying scalar ﬂow property: -
φ(t) = Φ + φ0 (t), (4.1)
where the time average, Φ of a ﬂow property, φ(t) and is deduced from: -
Φ =
1
∆t
Z ∆t
0
φ(t)dt. (4.2)
φ(t)0 represents the time ﬂuctuating component. By deﬁnition, the time average of the ﬂuctuating
component is zero. To describe the spread of the ﬂuctuations, φ0(t), about the mean value ,Φ, the
variance, (φ0)2, and root mean squared (r.m.s), φr.m.s, values are used.
(φ0)2 =
1
∆t
Z ∆t
0
(φ0(t))2dt (4.3)
φr.m.s =
q
(φ0)2 =
"
1
∆t
Z ∆t
0
(φ0(t))2dt
#0.5
(4.4)
The variance of the velocity ﬂuctuations (u0
1)2, (u0
2)2 and (u0
3)2 are proportional to the momen-
tum ﬂux caused by the turbulent eddies. 1/2 times the sum of these variances equates to the mean
turbulent kinetic energy per unit mass, k.
k = 1/2

(u0
1)2 + (u0
2)2 + (u0
3)2

(4.5)
The turbulence intensity, I is the average r.m.s velocity divided by a reference mean velocity, U.
I =
(2/3k)1/2
U
(4.6)
Turbulence is associated with the formation of chaotic vortical structures in all three directions.
Important details of this structure can be deduced from moments constructed from pairs of different
variables. Let, ψ = Ψ + ψ0 and φ = Φ + φ0 their second moment is deﬁned as: -
φ0ψ0 =
1
∆t
Z ∆t
0
φ0ψ0dt, (4.7)
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considering the velocity second moments u0
1u0
2, u0
1u0
3 and u0
2u0
3 these represent turbulent momentum
ﬂuxes.
4.2.2 Reynolds Averaged Navier Stokes (RANS) Equations
By performing Reynolds decomposition of the Navier Stokes equations, i.e. substituting equation
(4.1) into equation (3.14) & (3.15), the RANS equations are obtained. Detailed derivation is available
in standard textbooks, Pope (2000); Davidson (2004); Versteeg and Malalasekere (2007).
∂Ui
∂xi
= 0 (4.8)
ρ
∂Ui
∂t
+ ρ
∂UjUi
∂xj
= −
∂P
∂xi
+
∂
∂xj

µ

∂Ui
∂xj
+
∂Uj
∂xi

− ρ
∂u0
ju0
i
∂xj
+ Fi (4.9)
Reynolds decomposition of the convection term, ρ
∂uiuj
∂xj , leads to the terms ρ
∂UjUi
∂xj and the extra
term , ρ
∂u0
ju0
i
∂xj , known as the Reynolds stress tensor. Which, represents the inﬂuence of turbulent
velocity ﬂuctuations on mixing, over and above that caused by thermal ﬂuctuations at the molecular
level. The Reynolds stress tensor comprises of six unknown independent variables, three apparent
normal stresses: -
τxx = −ρu02, τyy = −ρv02, τzz = −ρw02, (4.10)
and three apparent shear stresses: -
τxy = τyx = −ρu0v0, τxz = τzx = −ρu0w0, τyz = τzy = −ρv0w0. (4.11)
The normal stresses involve the variance of the velocity ﬂuctuations, while the shear stresses
contain second moments associated with the correlation of two velocity components.
4.2.3 Turbulence Closure Models (TCM)
The four RANS equations have 10 unknowns: three velocities, one pressure and nine components
(six unique) of the Reynolds stress tensor and thus the equation set is not closed. Various turbulence
closure models (TCM) have been proposed to provide solutions to the Reynolds stresses to allow
closure.
There are three main classiﬁcations of TCMs determined by their approach to modelling of the
Reynolds Stresses:
1. Eddy Viscosity Models
2. Algebraic Stress Models
3. Reynolds Stress Models
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4.2.4 Eddy Viscosity Turbulence Closure Models
The models most commonly used in engineering applications are based on the Boussinesq assump-
tion that there exists an analogy between the action of the viscous stresses and the Reynolds stresses
on the mean ﬂow. It is assumed that turbulence increases the effective viscosity from µ to µ + µT,
where µT is the eddy viscosity and hence the Reynolds stresses can be represented as: -
−ρu0
ju0
i = µT

∂Ui
∂xj
+
∂Uj
∂xi

− ρ
2
3
kδij, (4.12)
where δij is the Kronecker delta (δij = 1 if i = j and δij = 0 if i 6= j). The ﬁrst term on the right
hand side is analogous to the viscous stresses, where the molecular viscosity µ is replaced with the
eddy viscosity. The second term ensures the correct result for the normal Reynolds stresses. Equation
(4.12) is known as the isotropic eddy viscosity model since it assumes the ratio between the Reynolds
stresses and mean rate of deformation is the same in all normal directions and consequently assumes
that the principal axes of the Reynolds stress tensor are coincident with those of the mean strain rate
at all points in the ﬂow. Eddy Viscosity TCMs seek to ﬁnd νT
11 as a function of the ﬂow properties.
4.2.5 Reynolds Stress Turbulence Closure Models
The isotropic turbulent viscosity assumption may lead to inaccurate predictions in complex ﬂows,
noteworthy examples are Wilcox (1988): ﬂows with sudden changes in mean strain rate, ﬂow over
curvedsurfaces, threedimensionalﬂowsandﬂowswithboundarylayerseparation. Toovercomethe
limitations of the Boussinesq assumption Reynolds stress models (RSM) have been proposed which
solve six additional transport equations for the unique Reynolds stresses, since turbulence dissipa-
tion appears in the individual stress equations, an equation for ε is still required.
4.2.6 Applicability of turbulence models
A brief description of the turbulence models used in this work are detailed in Table 4.3, detailed
discussion can be found in standard textbooks, such as Wilcox (1993).
The large selection of available turbulence model is an indication of the difﬁculty in developing
TCMs which are applicable for a large range of ﬂows. Consequently many turbulence models are
known to be better at predicting certain types of ﬂows, such as boundary layers, shear layers, wake
ﬂows or rotating ﬂows. It is concluded that at present, no unique turbulence model exists that can
predict satisfactorily all turbulent ﬂows, therefore it is important to conﬁrm the applicability of the
selected turbulent model to the ﬂow under consideration.
11νT =
µT
ρ
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4.2.7 Boundary Conditions
Solution of the RANS equations requires boundary conditions to be applied in order to solve the
system of equations. There are two main types of boundary condition in CFD simulations:
• Dirichlet Boundary Condition - which specify the values a solution must take on the bound-
ary;
• Neumann Boundary Condition - which speciﬁes the values that the derivative of the solution
must take on the boundary.
4.2.7.1 Inlet
An inlet is a Dirichlet boundary condition where the inﬂow velocity, and turbulence of the ﬂuid is
speciﬁed. The turbulence quantities k and ε are hard to specify. When comparing directly with ex-
perimental data, the k and ε values can be set to those measured experimentally. In most commercial
codes an estimate can be made based on a speciﬁed turbulence intensity, I.
4.2.7.2 Outlet
An outlet is a Neumann boundary condition. The boundary should be placed far enough from
the geometrical disturbance to ensure the ﬂow is fully developed such that no variation occurs in
the ﬂow direction, consequently all ﬂow gradients can be assumed to be zero in the ﬂow direction
(except pressure).
4.2.7.3 Symmetry Plane
A Symmetry boundary condition imposers constraints which ’mirrors’ the ﬂuid ﬂow on either side
of it. The conditions at the symmetry boundary are: -
1. no ﬂow across the boundary, UN = 0.
2. the scalar variable gradients normal to the boundary are set to zero,
dφ
dn = 0.
4.2.8 Wall Modelling
A no slip wall boundary condition requires that the velocity at the wall satisﬁes the no slip condition
that there is no tangential ﬂuid velocity at the wall. This results in the formation of a boundary layer
where the velocity varies from zero to 99% of its freestream value. Within the boundary layer, the
normal gradients in the ﬂow variables become vary large as the distance to the wall tends to zero.
Consequently, a large number of elements are required to resolve it.
Considering near wall positions and velocities in non-dimensional forms, y+ and u+:-
y+ =
∆yp
ν
r
τw
ρ
, (4.13)
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u+ =
U
p
τw/ρ
, (4.14)
where τw is the wall shear stress. Experimental results show that boundary layers have a character-
istic structure comprising of four regions:
• the viscous sublayer is a narrow region, y+ < 5, close to the wall in which the ﬂow is highly
retarded and the main forces at work are due to viscous shear µdU
dy >> −ρu0v0. Within the
viscous sublayer it can be shown that there is a linear relationship between u+ and y+;
• buffer region where turbulent and molecular viscosity are of equal importance µdU
dy ≈ −ρu0v0,
5 < y+ < 15;
• loglawregionfullyturbulentregionwhereturbulentﬂuctuationsdominatethemixingprocess
µdU
dy << −ρu0v0. 15 < y+ < 500. There is a logarithmic relationship between u+ and y+;
• wake or turbulent region extends from the log law region region to the edge of the boundary
layer. Flow is intermittently turbulent with large scale eddies.
Standard wall functions are based on the assumption that the ﬁrst mesh point is located in the log
law region and consequently the ﬂow variables may be directly related to wall shear stress without
resolving the intervening ﬂow structure. The lower limit on the grid resolution for standard wall
functions is a severe detriment to systematic grid reﬁnement studies since the solution will deterio-
rate from a certain level, leading eventually to a singularity of the numerical method, ANSYS (2006).
Scalable wall functions, Menter and Esch (2001), provide an alternative formulation appropriate for
systematic grid reﬁnement.
WallfunctionshavebeenshowntoprovidereasonablygoodpredictionsforthemanyhighReynolds
number ﬂows. For a ﬂat plate with zero pressure gradient, Dippold (2005), shows good agreement
between numerical and experimental velocity proﬁles in the boundary layer. However, since the
empirical formulations have been derived from ﬂat boundary layer and pipe ﬂows, wall functions
are known to become less reliable when ﬂow conditions vary from this ideal. Known examples are:
pervasive low-Reynolds number or near-wall effects, severe pressure gradient leading to boundary
layer separation, and high three dimensionality in the near wall region, Fluent (2006).
For a low-Reynolds number approach (referring to the near wall turbulent Reynolds number
Rey = k1/2y/ν which is small at the wall), the calculations are extended through the viscous sublayer
close to the wall. Classical low-Re models require a ﬁne near-wall resolution of y+ ∼ 1 at all nodes,
which is not always practical for engineering ﬂows. Mixed formulations are available which switch
between a low-Re formulation to wall functions dependent on the local y+ value.
In the event of boundary layer separation, the wall shear stress drops to zero, and remains small
inside any regions of recirculation from equation (4.13) as the wall shear drops so does the y+ value.
This makes it impractical to attempt to achieve a constant y+ over the entire geometry for separated
ﬂows.
72CHAPTER 4. NUMERICAL METHODS
4.2.8.1 Positioning of Boundary Locations
The correct positioning of boundary locations for external ﬂow problems is necessary to ensure that
the surrounding boundary conditions do not lead to unwanted blockage effects. Positioning the
boundaries too far from the body is undesirable due to the increase in domain size and associated
computational costs.
Positioning of the boundaries depends on the problem under consideration: -
• Date (2001), when investigating skin friction over a ﬂat plate found that the solution’s sensi-
tivity to the outlet location is much more signiﬁcant than the positioning of the inlet. The inlet
could be placed as close as L/2 to the plate while the outlet should be at least one plate length
downstream.
• E. Guilmineau (1997) presented RANS simulation of a selection of 2D aerofoils with the outlet
located 13 chord lengths downstream.
• Simonsen (2000) positioned the outlet 15 chord lengths downstream of a 2D rudder simulated
in the code CFDShip-IOWA. Considering a 3D rudder, no notable difference was observed
with the outlet three or six chord lengths downstream. For a complete hull-rudder-propeller
simulation, the boundaries were placed one ship length away.
• Simonsen and Stern (2006) positioned the outer boundaries upstream, next to and behind the
ship 1.5 bodylengths from the ship when considering the straight and oblique ﬂow around the
KVLCC2 tanker.
• Lessons learnt from towing tank tests, suggest that the midship sectional area should not ex-
ceed 1/200th of the transverse area of the basin, Comstock (1967)
When replicating experimental tests with RANS simulations, it is beneﬁcial to replicate as many
features of the tests as is feasible. Importantly lateral tank or wind tunnel boundaries should be
replicated in numerical simulation to remove uncertainly associated with blockage.
4.2.9 Domain Discretisation
Solution of the RANS equations requires the body geometry to be deﬁned and the ﬂuid domain sur-
rounding the body to be discretised. There are numerous commercial and academic codes designed
to generate the ﬁnite volume meshes including Gambit, ANSYS ICEM, HARPOON and GRIDGEN.
These packages use various different meshing strategies with different levels of automation.
While building a mesh, there is a ﬁnite budget on the number of elements. However, generation
of a high quality mesh is crucial in determining mesh independent solutions of the RANS equations.
Computing costs restrict the number of elements available to < 3M elements for a steady state sim-
ulation on a desktop PC. Larger numbers of elements can be used with parallel computing. The
number of elements also inﬂuences the run time of a simulation.
73CHAPTER 4. NUMERICAL METHODS
For generic engineering cases, it is not feasible to use a uniform element size across the full do-
main and gain a mesh independent solution. Consequently, greater mesh density is required in
regions with large velocity gradients. For example, accurate drag prediction requires higher mesh
density in: -
• the region surrounding the body to capture the growth of the boundary layer, and its inﬂuence
on the pressure and skin friction drag;
• just in front of the AUV to capture the stagnation region in the front of the vessel which results
in a high pressure which contributes to the pressure drag;
• the wake region to capture the low pressure region in the rear of the vessel.
When considering the ﬂow around a manoeuvring vehicle, it is important to not only capture the
boundary layer and wake but all of the body vortical structures generated by the hull and control
surfaces since these inﬂuence the pressure ﬁeld surrounding the body.
4.2.10 Selection of RANS Solver
Various commercial and academic solvers are available including ANSYS CFX, ANSYS Fluent, CD-
Adapco, Pheonix and OpenFOAM. For this work, the commercial code ANSYS CFX (CFX) was se-
lected for the following reasons: -
• the use of a validated existing code removes the need to develop and verify a new code;
• CFXhasastrongmarinefollowing, itisusedbyseveralAmericasCupTeams: Alingi, Bungener
et al. (April 2007) and by QinetiQ for ship and submarine analysis;
• knowledge of the code was available in the Fluid Structures Interaction Research Group within
SES;
• 32 parallel licences are available within the university, allowing problems with relatively large
meshes to be considered.
• the ability to add user deﬁned functions.
4.2.11 ANSYSTM CFXTM V11.0 Flow Solver
CFX is a commercial CFD code which includes most major turbulence closure models including
k−ε, k−ω, Spalart-Allmaras and SST. The code includes the capability to analyse homogeneous and
inhomogeneous multiphase ﬂows using a Volume of Fluid (VOF) approach.
The code is subdivided into three sections: -
1. CFX PRE - a pre processor where the physics of the simulation are deﬁned;
2. CFX SOLVER - solves the deﬁned problem;
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3. CFX POST - post processing suite.
A complete description of the CFX solver can be found in the CFX user manual ANSYS (2006). A
brief description of the solution process and key features are presented in the following sections.
Figure 4.2: Finite volume approach, highlighting the locations of the nodes and integration points
The governing equations are discretised using the ﬁnite volume method, Figure 4.2 shows a typ-
ical mesh, on which a single control volume is represented by the shaded area. Each node is sur-
rounded by a series of surfaces A-B-C-D-E-F-G-H that deﬁne the corresponding control volume. The
RANS equations are integrated over a control volume, and Gauss’ Divergence Theorem,
Z
V
(∇.H).dV =
Z
s
Hdnj, (4.15)
is applied to convert some volume integrals to surface integrals, which represent the summation of
the ﬂuxes. For example, equations 4.8 & 4.9 become: -
Z
s
Ui.dnj = 0, (4.16)
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where s denotes surface integration and dnj are the differential Cartesian components of the outward
normal surface vector.
Flow quantities are stored at the node points but the discretization of the governing equations
requires the quantities at the integration points of the control volume associated with each node.
The present model uses the high-resolution advection scheme which varies between ﬁrst and second
order depending on spatial gradient. For a scalar quantity, φ the advection scheme is written in the
form: -
φip = φup + b∇φR (4.18)
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where φip is the value at the integration point, φup is the value at the upwind node and R is the vector
from the upwind node to the integration point. The model is ﬁrst order when b = 0 and is a second
order upwind biased scheme for b = 1. The high resolution scheme calculates b using a similar
approach as that given by Barth and Jesperson (1989), which aims to maintain b locally to be as
close to one as possible without introducing local oscillations. Collocated (non-staggered) grids are
used for all transport equations, and pressure velocity coupling is achieved using an interpolation
scheme based on that proposed by Rhie and Chow (1982). Gradients are computed at integration
points using tri-linear shape functions deﬁned in ANSYS (2006). The linear set of equations that
arise by applying the Finite Volume Method to all elements in the domain are discrete conservation
equations. The system of equations is solved using a fully coupled solver and a multigrid approach
ANSYS (2006).
The multigrid approach implemented in CFX automatically generates a cascade of successively
coarser grids, which allows the solution information to propagate rapidly across the entire compu-
tational domain. The solutions on the coarser meshes are used to accelerate the original ﬁne grid
solution, ANSYS (2006).
Iterative algorithms are used to solve the discretised equations. Ideally, a progressively better
estimate of the solution is generated as the iteration count proceeds. The level of convergence is
normally evaluated based on the normalised maximum or root mean squared residuals. The resid-
uals of a simulation are 3D ﬂow ﬁelds associated with conservation of mass or momentum. They
indicate how far the present approximate solution is away from perfect conservation of mass and
momentum.
4.2.11.1 Key Features
• GGI Interfaces. General Grid Interface (GGI) connections refer to the class of grid connections
where the grid on either side of the two connected surfaces does not match. In general, GGI
connections permit non-matching of node location, element type, surface extent, surface shape
and even non-matching of the ﬂow physics across the connection.
• CFX Expression Language (CEL) allows the deﬁnition of non constant ﬂow parameters. For
example, for apipe ﬂowyoumay wishto describea representative fullydevelopedinﬂow. This
may be deﬁned mathematically using CEL. A key feature of CEL is that it is used dynamically
by the solver ANSYS (2006), it includes predeﬁned CEL functions e.g., sin, cos, step, etc.
• User Fortran Routines. ANSYS CFX V11 allows the user to generate external Fortran subrou-
tines which are compiled and linked to the main solver libraries (see Figure 4.3) using CEL.
This allows additional features and physical models to be implemented in ANSYS CFX. Data is
passed from the main simulation, such as node position, integrated ﬂow parameters, constants,
etc, to a Fortran subroutine which can then use the range of commands available in the Fortran
language to derive a solution which is returned to the main simulation. User Fortran routines
are called repeatedly during a co-efﬁcient loop at any point when the solution is required.
76CHAPTER 4. NUMERICAL METHODS
The Intel Fortran 9.0 compiler is the recommended and supported compiler for CFX 11.0 on
Windows 32 and 64, while the Portland Group Compiler is supported for Linux. Several exam-
ple user Fortran routines are presented in Appendix B.
Figure 4.3: User Fortran Subroutines ANSYS (2006).
• Junction Box Routines. Junction box routines are used to call user written Fortran subroutines
during execution of the ANSYS CFX-Solver. Junction box routines differ from user Fortran rou-
tines in respect to when they are called. This may be speciﬁed as at the start of the simulation,
end of coefﬁcient loop, etc. A selection of pre built subroutines are available which allow inter-
rogation of the data set during a run. Several example Junction box routines are presented in
Appendix C.
4.2.12 Error and Uncertainty Estimation
Errors and uncertainty are unavoidable consequences of the modelling approaches used in CFD. In
order to understand the level of conﬁdence that should be attributed to a CFD simulation, the model
should be veriﬁed and the results validated. The following terminology is widely accepted in the
CFD community: -
• veriﬁcation: the process of determining that a model accurately represents the developers con-
ceptual description of the model and the solution to the model;
• validation: the process of determining the degree to which a model is an accurate representa-
tion of the real world from the perspective of the intended uses of the model.
Veriﬁcation involves quantifying the errors, principally discretisation errors. This is achieved
through mesh sensitivity studies. Validation is usually performed against an experimental bench-
mark solution and tests the suitability of the proposed model to simulate the real ﬂow ﬁeld. Good
agreement between experiment and CFD does not automatically mean that the numerical model is
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correct, Date (2001). Where available, numerical simulations will be validated against experimental
data.
Uncertainty assessment (veriﬁcation) will be performed using the procedures outlined by the
22nd ITTC Resistance Committee;
• QM Section 4.9-04-01-01, ”Uncertainty Assessment in CFD Methodology”;
• QM Section 4.9-04-01-02, ”Guidelines for RANS Codes”;
• QM Section 4.9-04-02-01, ”Examples for Resistance and Flow”.
The procedures and methodology are based upon those presented in Stern et al. (2001); Wilson
et al. (2001) and are based on an Richardson extrapolation, Richardson (1927). The procedure is sum-
marised below. It is worth noting that this approach is not universally accepted. Eca and Hoekstra
(2003) argue that it introduces unnecessary difﬁculties and ambiguities in the Richardson extrapola-
tion. Molland and Turnock (2007) note that the meshing strategy adopted can result in meshes that
are over-reﬁned in some areas and under-reﬁned in others. However, it is widely used for studies
of ship ﬂows and does provide an estimate of grid uncertainty for structured meshes. Other meth-
ods for uncertainty assessment are detailed in the literature including single mesh error estimation
techniques Celik and Hu (2004). However, other methods will not be considered in this work.
To investigate mesh convergence, at least three meshes are required. These are reﬁned in all co-
ordinate directions using the same mesh reﬁnement ratio rG. The level of convergence is estimated
based on the ratio of the changes in the solution: -
RG =
ε21
ε32
=
S2 − S1
S3 − S2
. (4.19)
S1 describes the scalar solution on the ﬁne mesh, S2 the medium mesh and S3 the coarse mesh. The
following cases may be observed: -
• converging: 0 < RG < 1;
• oscillatory: RG < 0;
• diverging: RG > 1.
4.2.12.1 Converging: 0 < RG < 1
For a converging variable, the estimated order of accuracy is deﬁned as: -
PG =
ln(ε31/ε21)
lnrG
. (4.20)
The ﬁrst order error on the ﬁne mesh is given by: -
δRE,G1 =
ε21
r
PG
G − 1
. (4.21)
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A correction factor, CG is introduced based on Pth, which is the theoretical order of accuracy of
the applied method: -
CG =
r
PG
G − 1
rPth
G − 1
. (4.22)
If CG ≈ 1 the mesh uncertainty is estimated by: -
UG = |((1 − CG)δRE,G1)|, (4.23)
else the mesh uncertainty is given by: -
UG = |CGδRE,G1| + |((1 − CG)δRE,G1)|. (4.24)
4.2.12.2 Oscillating: RG < 0
For oscillatory convergence, uncertainty may be estimated but not the sign and magnitude of the
error. The uncertainty is estimated based on the upper, SU, and lower, SL bounds of the oscillating
solution. This requires at least four solutions.
UG1 =
1
2
(SU − SL) (4.25)
4.2.12.3 Diverging: RG > 1
For divergence, the errors and uncertainty cannot be estimated.
4.3 Propeller Modelling Within a RANS Environment
The ﬂow around a rotating propeller is a highly complex 3D transient ﬂow. Consequently, modelling
a rotating propeller explicitly leads to signiﬁcant computational cost within a RANS simulation. This
is due to the high mesh resolution required around the blade to capture the ﬂow features and the
small time steps required to capture the transient ﬂow features.
4.3.1 Explicit Propeller Modelling
Using a rotating domain approach, the propeller may be well modelled, Pashias (2005). However,
this approach precludes the consideration of any non rotating components such as the hull or rud-
ders. To incorporate non rotating bodies, the ﬂuid must be subdivided into multiple domains: a
stationary domain containing farﬁeld geometry, including the hull and rudder if required, and a
rotating domain containing the propeller geometry.
Twoapproachesareavailableformodellingthemotionofthepropellergeometryexplicitlywithin
ANSYS CFX:-
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1. The Quasi-Steady Approach - Rotating Frame of Reference (RFR). For the quasi-steady ap-
proach the stationary grid and rotating grids are joined using a ”frozen rotor” interface. Across
this boundary the frame of reference is changed. However, the two meshes have a ﬁxed rel-
ative position throughout the calculation. This approach ignores the transient effects at the
interface so the propeller race, tip vortices and hub vortices are ﬁxed in space downstream of
the propeller. Consequently, the transient interactions between the propeller and rudder are
not modelled. This method is advantageous since it is a steady state simulation and thus the
computational costs are signiﬁcantly lower.
2. Transient Method. The propeller and farﬁeld domains are joined using the ”rotor stator”
method. The propeller domain is rotated at each timestep and the interface between the two
domains is achieved using a sliding mesh interface. To ensure the ﬂow structures generated
around the propeller are correctly transferred to the stationary domain, a very ﬁne mesh is
required over the downstream interface. This approach is computationally much more expen-
sive since the full transient ﬂow ﬁeld must be resolved. Mueller et al. (2006) found the transient
method to be 30 times more computationally expensive than the quasi-steady approach. In
order to well maintain the transient ﬂow structures, a very ﬁne mesh is required at the down-
stream interface.
Usersofotherﬂowsolvershavedemonstratedtheuseofoversetmeshtechniquestomodeltheaction
of the propeller, e.g. Kim et al. (2007); Carrica and Stern (2008). In this approach, a series of structured
sub grid meshes are produced which may overlap each other. These sub grids are then embedded
in a parent grid which extends across the entire ﬂuid domain. The propeller mesh is rotated by an
appropriate amount each time step depending on propeller rpm and simulation time step.
4.3.2 Body Force Propeller Models
For simulations not concentrating on the propeller itself but rather the interaction of the propeller,
hull and rudder system, it may not be vital to capture all aspects of the propeller ﬂow. However, pro-
viding a representative model of the velocity ﬁeld is extremely important. Based on this assumption,
several body force propeller models have been proposed to reduce computational cost.
When using a body force model, the propeller is not physically represented by its geometry.
Instead, the effect of the propeller on the ﬂow is included by representing the propeller as a series of
axial and momentum source terms, Fbx and Fbθ respectively, which are distributed over the swept
volume of the propeller. These induce an axial and swirl acceleration in the ﬂuid, mimicking the
action of the propeller.
To implement a body force propeller model, a separate sub domain (or region) must be deﬁned in
the CFD simulation over which the momentum source terms are distributed. Within CFX V11 there
exists a facility to add general momentum source terms to a sub domain in cylindrical co-ordinates
(see Figure 4.4).
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Figure 4.4: Addition of momentum source terms in CFX V11.
The physical dimensions of the sub domain should be selected to suitably represent the propeller.
For this study, it is taken to be a cylinder with the diameter and longitudinal length equal to that of
the propeller. A real ﬂuid may not support an instantaneous pressure change such as that over the
theoretical actuator disc model. Consequently the momentum source terms must be distributed over
a ﬁnite length in the axial ﬂow direction. Sensitivity studies performed suggest that the axial extent
of the propeller sub domain should be at least 0.1D and contain at least 10 grid points for numerical
stability.
Deﬁnition of the momentum source terms requires both the magnitude and distribution of the
thrust, T, and torque, Q, induced by the propeller. Typical velocity proﬁles available in the literature,
show that the circumferentially averaged velocity in the radial direction is an order of magnitude
smaller than the circumferentially averaged velocity component. Kee et al. (2006) found that the
circumferentially averaged radial velocity was 15% of the circumferentially averaged axial velocity
component for a similar propeller operating at bollard pull (J = 0). Hence, it is assumed that no
tangential source terms are required and that no signiﬁcant alteration is required to the axial and
tangential momentum source terms. Radial velocity changes due to contraction of the slipstream
are captured through the mass continuity condition directly by the solution of the RANS equations.
Three different body force models will be considered, two existing and one novel:-
1. Uniform thrust distribution with no torque, equivalent to an actuator disc applied over a ﬁnite
thickness.
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2. Hough and Ordway prescribed thrust and torque distribution.
3. Novel implementation to determine the thrust and torque magnitude and distribution from
Blade Element Momentum Theory (BEMT).
4.3.2.1 Uniform Thrust Distribution (RANS-UT)
A uniform distribution of thrust is assumed and the torque is neglected, equivalent to momentum
theory. The axial momentum source term is given by:-
Fbx =
T
∆xπ(R2
p − R2
h)
, (4.26)
while the tangential momentum term is given by:-
Fbθ = 0, (4.27)
where ∆x is the thickness of the propeller sub domain and Rh and Rp are the radius of the hub
and propeller respectively. The magnitude of T must be provided by some other means, either
experimental, based on open water data or from numerical predictions.
The following CFX Expression Language (CEL) is implemented in CFD-Pre in order to determine
the correct momentum source terms. Values are for illustration purposes and may be amended to ﬁt
the problem under consideration.
LIBRARY:
CEL:
EXPRESSIONS:
D = 0.8[m]
DensityFluid = 1.185[kg mˆ−3]
n = 2100/60[s ]
KT = 0.304968+0.015
PropVolume = volume ()@Prop
SwirlSource = 0 [N mˆ−3]
Thrust = KT* DensityFluid *nˆ2*Dˆ4
ThrustSource = Thrust/PropVolume
END
END
END
4.3.2.2 Hough and Ordway Thrust and Torque Distribution (RANS-HO)
The radial distribution of thrust and torque is based on the Hough and Ordway (1965) circulation
distribution, which has zero loading on the tip and root. The distribution was shown to closely match
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Goldstein’s optimum distribution. Coupling this distribution with a RANS simulation was proposed
by Stern et al. (1988) and is implemented in CFDSHIP-IOWA, Paterson et al. (2003).
The non-dimensional thrust distribution Fb0
x and torque distribution Fb0
θ are given by:-
Fb0
x = Axr∗√
1 − r∗ (4.28)
fb0
θ = Aθ
r∗√
1 − r∗
(1 − Yh)r∗ + Yh
(4.29)
where:
Ax =
Cth
∆x
105
16(4 + 3Yh)(1 − Yh)
(4.30)
Aθ =
KQ
∆xJ2 .
105
π(4 + 3Yh)(1 − Yh)
(4.31)
where the non dimensional radius is deﬁned as r∗ = (Y − Yh)/(1 − Yh), Y = r/Rp and Yh =
Rh/Rp.
Cth =
T
1/2ρV 2
a πR2
p
=
KT
π/8J2 (4.32)
The following CFX Expression Language (CEL) is implemented in CFD-Pre in order to determine
the correct momentum source terms. Values are for illustration purposes and may be amended to ﬁt
the problem under consideration.
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LIBRARY:
CEL:
EXPRESSIONS:
KQ = 0.0410930
KT = 0.259588+0.028
n = 1460/60[s ]
Vs = 10 [m sˆ−1]
Wt = 0.00
Va = Vs*(1−Wt)
Rh = 0.09 [m]
Rp = 0.4[m]
D = Rp*2
Yh = Rh/Rp
PropVolume = volume ()@Prop
DensityFluid = 1.185[kg mˆ−3]
PropOriginY = 0[m]
PropOriginZ = 0.6[m]
J = Va/(n*D)
radius = sqrt ((y−PropOriginY )ˆ2+(z−PropOriginZ )ˆ2)
rstar = step(1−(ystar−Yh)/(1−Yh) ) * ( ystar−Yh)/(1−Yh)
ystar = radius/Rp
ATheta = KQ/J ˆ2*105/( pi *(4+3*Yh)*(1−Yh))
Cth = KT/(pi/8* J ˆ2)
Ax = Cth*105/(16*(4+3*Yh)*(1−Yh))
FbTheta = ATheta *( rstar * sqrt(1−rstar )/((1−Yh)* rstar+Yh))
Fbx = Ax* rstar * sqrt(1−rstar )
Thrust = Fbx*Vaˆ2* DensityFluid * pi *(Rpˆ2−Rhˆ2)
ThrustSource = Thrust/PropVolume
TorqueForce = FbTheta*Vaˆ2* DensityFluid * pi *(Rpˆ2−Rhˆ2)
SwirlSource = TorqueForce/PropVolume
END
END
END
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4.3.2.3 Blade Element Momentum Theory, Thrust and Torque Magnitude and Distribution Pre-
diction (RANS-BEMT)
The ﬁnal method couples the RANS simulation with a blade element momentum theory (BEMT)
code to calculate the thrust and torque as well as the thrust and torque distribution. BEMT is com-
monly used in the design of wind turbines Mikkelsen (2003); Burton et al. (2001), tidal turbines,
Nicholls-Lee and Turnock (2007); Batten et al. (2006), and ship propellers. The advantage of BEMT
theory over more advanced methods is its low computational cost and the ability to tune lift and
drag properties of the 2D section to the local Reynolds number incorporating viscous effects such as
stall or the effect of laminar separation at low Reynolds numbers.
The methodology described in this section is the ﬁnal evolution of the method as used in the ﬁnal
analysis chapter, Chapter 9. The preceding chapters illustrate the evolution of the method to its ﬁnal
form.
BEMT combines the local action of the blade from blade element theory with momentum changes
intheﬂuidfrommomentumtheory to createacombinedtheorywhichconsidersboththelocalaction
of the blade with the changes of momentum through the propeller slipstream.
Figure 4.5: Actuator disc theory.
Consider the ﬂow down an annulus of radius r and thickness δr at the propeller disc (see Figure
4.5). It has been shown that the increment of axial velocity at the disc is half that of downstream.
From momentum theory the thrust and torque acting on a length of blade dr can be deduced. The
thrust can be written as: -
dT
dr
= 4ρπrV 2Ka(1 + a), (4.33)
whereaistheaxialﬂowfactorandthefactorK istheGoldsteincorrectiontoaccountforthepropeller
having a ﬁnite number of blades, Goldstein (1929). Similarly, the torque can be written as: -
dQ
dr
= ρ4πr3ΩV Ka0(1 + a), (4.34)
where Ω is the angular velocity of the propeller and a0 is the circumferential inﬂow factor. The local
efﬁciency η can be obtained from these equations as: -
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η =
V dT
dr
Ω
dQ
dr
=
„
V
rΩ
«2 a
a0 . (4.35)
Non dimensionalising (4.33), (4.34) and (4.48), using r = xR, Ω = 2πn, J = V/nD, dT =
ρn2D4dKT, dQ = ρn2D5dKQ and dr = R.dx = (D/2)dx results in: -
dKT
dx
= πJ2xKa(1 + a), (4.36)
dKQ
dx
=
1
2
π2Jx3Ka0(1 + a), (4.37)
η =
„
J
πx
«2 a
a0 . (4.38)
The local lift and drag acting on the 2D blade section is given by:-
dL
dr
= 1/2ρNbCU2Cl(α), (4.39)
dD
dr
= 1/2ρNbCU2Cd(α), (4.40)
where N= number of blades, C= blade chord and the 2D section lift and drag coefﬁcients Cl and Cd
depend on the angle of attack and are found experimentally or numerically for a 2D aerofoil. The
section lift and drag are resolved to give the section torque and thrust (see Figure 4.6): -
Figure 4.6: Blade element theory, Φ is hydrodynamic pitch angle, Ψ is the undisturbed ﬂow angle, α
is the local angle of attack.
dT
dr
=
dL
dr
cosΦ −
dD
dr
sinΦ =
dL
dr
cosΦ(1 − tanΦtanγ), (4.41)
dQ
dr
= r
„
dL
dr
sinΦ +
dD
dr
cosΦ
«
= r
dL
dr
cosΦ(tanΦ + tanγ), (4.42)
where,
86CHAPTER 4. NUMERICAL METHODS
dD
dr
=
dL
dr
tanγ. (4.43)
These are combined12to give a local efﬁciency of: -
η =
V dT
dr
Ω
dQ
dr
=
V
rΩ
1 − tanΦtanγ
tanΦ + tanγ
=
tanΨ
tan(Φ + γ)
. (4.44)
From the velocity diagram: -
U =
rΩ(1 − a0)
cosΦ
= πnDx(1 − a0)secΦ (4.45)
Noting that dr = D/2dx, r = D/2x, T = KTρn2D4 and Q = KQρn2D5 and combining (4.39),
(4.41) and (4.45) results in: -
dKT
dx
=
π2
4
„
NbC
D
«
Cl.x2(1 − a0)2secΦ(1 − tanφ.tanγ). (4.46)
Similarly (4.39), (4.43) and (4.45) gives: -
dKQ
dx
=
π2
8
„
NbC
D
«
Cl.x3(1 − a0)2secΦ(tanφ + tanγ). (4.47)
Combining the local efﬁciency from momentum theory:-
η =
V dT
dr
Ω
dQ
dr
=
„
V
rΩ
«2 a
a0 = tan2Ψ
a
a0 , (4.48)
with the local efﬁciency from blade element theory
η =
V dT
dr
Ω
dQ
dr
=
V
rΩ
1 − tanΦtanγ
tanΦ + tanγ
=
tanΨ
tan(Φ + γ)
, (4.49)
with the ideal efﬁciency, ηi where Cd = 0 hence γ = 0: -
ηi =
tanΨ
tan(Φ + γ)
=
1 − a0
1 + a
, (4.50)
the axial and circumferential inﬂow factors a and a0 can be found at each section dr along the blade.
a0 = 1 − ηi(1 + a), (4.51)
a =
1 − ηi
ηi + 1
ηtan2ψ
. (4.52)
An iterative approach is used to determine the unknown sectional angle of attack and hence
actual inﬂow factors a and a0 by assuming α and that Cd = 0, hence γ = 0 and η = ηi. Figure 4.7
illustrates the solution procedure.
12Using standard trigonometric identity tan(A ± B) = tanA±tanB
1∓tanAtanB
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Figure 4.7: BEMT solution procedure adopted by Molland and Turnock (1996).
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An existing BEMT code, Molland and Turnock (1996), was selected since it is computationally
efﬁcient and contains suitable empirical relationships for lift and drag for a large range of propeller
operating conditions and geometries: -
• Advance Coefﬁcient, 0.3 ≤ J ≤ 1.1
• Pitch Diameter Ratio, max(J + 0.03,0.6) ≤ P/D ≤ 1.20
• Blade Area Ratio, 0.4 ≤ BAR ≤ 0.8
• Number of Blades, 3 ≤ N ≤ 5
Outside of the above range of geometry and operating conditions, the empirical formulations
used within the BEMT code fail and the code will either fail to run or produce poor results. For these
cases, the code may be modiﬁed.
In order to couple the BEMT code with a RANS simulation and to account for potentially non-
uniform inﬂow conditions, two modiﬁcations were made to the code: -
1. To enable the code to account for non uniform radial and circumferential inﬂow conditions the
code was modiﬁed to run at an user-deﬁned number of radial and circumferential locations
using a local inﬂow velocity, V 0
a (for example see Figure 4.8).
(a) KVLCC2 (b) Autosub 3
Figure 4.8: Example propeller plane subdivision. The KVLCC2 propeller disc has been subdivided
into 10 annuli. The Autosub 3 propeller disc has been subdivided into 360 sectors.
2. The original BEMT code is unable to account for non axial inﬂow conditions. Propeller drift
angles result in cyclic variation in local angle of attack experienced by the propeller blades.
This may be accounted for by including a race rotation factor a” to account for the tangential
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ﬂow component. a” varies cyclically and is typically positive over one half of the propeller disc
and negative over the other. The inﬂuence of the a” factor on the ﬂow around the blade can be
seen in Figure 4.9.
Figure 4.9: Blade element theory with additional race rotation factor, a”.
The race rotation factor modiﬁes the equations (4.51) and (4.52) to:-
a0 = 1 − ηi(1 + a) + a”, (4.53)
a =
1 − ηi + a”
ηi + 1
ηtan2ψ
, (4.54)
a” may be deduced directly from the local inﬂow conditions so the solution procedure is not
modiﬁed.
For Chapters 6 through 8, the propellers under consideration are general ship type propellers
operating within the aforementioned conditions, and no further modiﬁcations are made to the BEMT
code.
Chapter 9 examines self propelled simulations of Autosub 3. Her propeller is two bladed and
therefore its operation is outside the applicability of the generic BEMT code. Using the solution
procedure described in Figure 4.7, a custom BEMT code was developed based around Autosub 3’s
propeller geometry.
The chord section shape for Autosub 3’s propeller is a modiﬁed NACA652−415. The performance
of this 2D section at a range of Reynolds numbers is calculated using the 2D panel code XFoil, Drela
(1989). XFoil is a linear vorticity stream function panel method with additional viscous boundary
layer and wake models. The local section Reynolds number of the blades varies from around 200,000
at the root to 400,000 at the maximum chord (0.7D), then drops towards the tip with the local reduc-
tion in chord length. The performance of the section at these Reynolds numbers is shown in Figure
10.2. The foil experiences laminar separation from small incidence angles > 5◦ (see Figure 4.11).
Within the BEMT code the required Cl is calculated from which the blade angle of attack, α and
Cd must be determined (see Figure 4.7 steps 8 and 9). To achieve this, the 2D lift and drag data
calculated from XFoil has been modelled.
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Figure 4.10: Lift and Drag Properties of NACA 652 − 415 Section
Figure 4.11: Pressure Distribution NACA 652 − 415 at 5◦ Incidence, XFoil Output, Drela (1989)
To determine Cl, a three stage linear ﬁt was placed through the 2D lift and drag data. Since
over the range of Reynolds numbers the Cl values do not vary signiﬁcantly, the inﬂuence of Re was
ignored. The following model was used: -
α1 = 20Cl − 1, α2 = 6.4516Cl − 1.6129, α3 = 1000Cl − 1000 (4.55)
α = min(max(α2,α3),α1) (4.56)
The resulting ﬁt is given in Figure 4.12. Since the drag is more variable with Reynolds number,
the drag model used was dependent on local sectional Reynolds number Re(I).
Cd1 = (α + 6) ∗ −0.01 + (−2) ∗ −0.002 + 13.207 ∗ Re(I) ∗ ∗ − 0.554
Cd2 = (α + 4) ∗ −0.002 + 13.207 ∗ Re(I) ∗ ∗ − 0.554
Cd3 = 13.207 ∗ Rn(I) ∗ ∗ − 0.554
Cd4 = 0.005 ∗ α − 0.022
if(α < −6.0) then
Cd(I) = Cd1
else if(α < −2.0) then
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Cd(I) = Cd2
else
Cd(I) = max(Cd3,Cd4)
end if
The results of this model are illustrated in Figure 4.13.
Figure 4.12: Cl model
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Figure 4.13: Cd model
The RANS-BEMT approach uses a combination of CEL, user Fortran and Junction Box routines
to couple the modiﬁed BEMT code discussed above with the CFX simulation. The following CEL
expressions are implemented in CFX-Pre:
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LIBRARY:
CEL:
EXPRESSIONS:
n = 1460/60[s ]
BAR = 0.4
D = Rp*2
PitchDR = 0.95
DensityFluid = 1.185[kg mˆ−3]
InletVel = 10[m sˆ−1]
Vs = 10 [m sˆ−1]
NosBlades = 4
PropOriginX = 0[m]
PropOriginY = 0[m]
PropOriginZ = 0.6[m]
PropVolume = volume ()@Prop
Rh = 0.09[m]
Rp = 0.4[m]
SwirlSource = SwirlForce ( InletVel , PropVolume ,Rp,Rh,n, PitchDR ,BAR,
NosBlades , PropOriginX , PropOriginY , PropOriginZ , radius ,
y , z , drift )
ThrustSource =AxialForce ( InletVel , PropVolume ,Rp,Rh,n, PitchDR ,BAR,
NosBlades , PropOriginX , PropOriginY , PropOriginZ , radius ,
y , z , drift )
drift = 0
radius = sqrt ((y−PropOriginY )ˆ2+(z−PropOriginZ )ˆ2)
END
END
END
SwirlForce and AxialForce are CFX user Functions which call two User Fortran subroutines:
1. Axial − Load
2. Tang − Load
to provide the solver with the magnitude of the axial and tangential source terms respectively at each
node located in the propeller sub domain.
When calling the two subroutines, the RANS simulations passes them: -
• the node locations (x,y,z);
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• propeller geometry information (diameter, hub diameter ratio, blade area ratio, pitch diameter
Ratio, number of blades);
• operating conditions (rpm, drift angle, propeller physical location, propeller sub domain vol-
ume and freestream velocity).
If operating in a non-uniform wake ﬁeld a further Junction box routine can be called to extract
the propeller plane velocities and write them to a text ﬁle which may be called by the BEMT code.
The subroutines then call the modiﬁed BEMT, which returns the thrust and torque distributions
along the blade to the two subroutines based on propeller geometry and operating conditions.
For each node location, the radial position along the blade is calculated from the y and z node
location. The subroutines then calculate the local thrust or torque by linear interpolation from the
known radial distribution. They then convert this to a momentum source term by dividing by the
volume of the propeller sub domain. The axial and tangential momentum source terms at each node
are then returned to the RANS simulation.
BEMT is effectively a two dimensional model whereby the action of the propeller is reduced
to a disc. However, in the RANS model the momentum source terms must be distributed over a
three dimensional sub domain for numerical stability since the pressure ﬁeld in real ﬂuid must be
continuous and may not support the discontinuous pressure jump inherent in the momentum theory.
For a simulation based on nominal wake, this does not provide any complications. However,
where an effective wake is required, the total velocity at the propeller plane must be extracted. Since
the velocity across the propeller sub domain will vary, the correct location must clearly be deter-
mined.
Returning to momentum theory, half the acceleration of the ﬂuid occurs prior to meeting the
propeller blades and to replicate this, propeller velocities should be extracted at the middle of the
propeller domain, Xp. Checks with a uniform thrust distribution show this position gives a good
estimate of the correct axial ﬂow factor as per momentum theory.
To achieve this, the propeller sub domain is split longitudinally to allow deﬁnition of surfaces
where the velocities may be extracted.
4.4 Vortex Identiﬁcation
The hydrodynamic forces and moments acting on a manoeuvring vessel are a direct result of the
complex interaction between the viscous ﬂuid and the hull. Within the literature, the use of RANS
simulations to derive the hydrodynamic derivatives for ships and submarines consistently show
signiﬁcant discrepancies between the numerical and experimental prediction of the hydrodynamic
moments. Itisbelievedthatthisispartiallyduetopoorresolutionofthevorticalstructuresgenerated
by the hull and control surfaces. The generation of a suitably high quality mesh is not a simple task
since the path, strength and radius of the vortex is not known a priori.
To achieve iterative improvement in vortex mesh resolution, a method of identifying vortical
structures is required. Jiang et al. (2004) provide a detailed summary of potential methods dividing
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them into three taxonomies. The ﬁrst taxonomy identiﬁes whether the vortex is treated as a region
or as a line, the second queries whether the method is Galilean invariant, and the ﬁnal taxonomy
classes detection methods based on whether they use local cell neighbour information. Methods
available include: Helicity Method, Levy et al. (1990), Swirl Parameter Method, Berdahl and Thomp-
son (1993), Lambda2 Method Jeong and Hussain (1995), Predictor-Corrector Method, Banks and Singer
(1995), Eigenvector Method Sujudi and Haimes (1995), Parallel Vectors Method, Roth and Peikert (1998),
Maximum Vorticity Method Strawn et al. (1999), Streamline Methods Sadarjoen et al. (1998) and the Com-
binatorial Method, Jiang et al. (2002).
Pemberton et al. (2002) developed the VORTFIND algorithm as a robust and computationally
inexpensive method of identifying the vortex core centre using just the velocity data on a transverse
plane and is extended to three dimensions by using a series of planes that are normal to the local
vortex direction, Pashias (2005). It is a line method that is not Galilean invariant but allows multiple
vortices to be captured, only requiring knowledge of the velocity ﬁeld, as opposed to the above
methods which require further details such as grid connectivity or velocity gradients and usually
exhibit poor performance on the initial coarse mesh required to initiate the adaptation cycle.
The original algorithm (see Appendix D) was developed using the deﬁnition of a vortex as de-
scribed by Lugt (1983),’A vortex is the rotating motion of a multitude of material particles around a common
centre’, and has been successfully used to identify bilge vortices, control surface tip vortices and pro-
peller tip vortices. However, the method is not infallible, the combination of multiple vortices can
lead to false returns on the ln−function, minima of which are used to identify vortical structures. For
example, consider four potential vortices in a diamond conﬁguration about the origin. Each vortex
has equal magnitude of circulation but alternating direction as shown in Figure 4.14(a). By inspec-
tion, the ﬂow velocity at the origin is zero and does not correspond with a vortex structure. Taking
the resulting velocity ﬁeld, Figure 4.14(b), and applying the VORTFIND algorithm with four sectors,
ﬁve minima are identiﬁed, four coinciding with the centres of the vortex, and one false return at the
origin (Figure 4.14(c)).
(a) Vortices (b) Velocity Vectors (c) ln − function
Figure 4.14: Diamond conﬁguration of potential vortices, illustrating false return in the ln−function
at the origin.
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4.4.1 Modiﬁed VORTFIND Algorithm
The false return corresponds to a location which is surrounded by velocity vectors pointing in all
directions. However, they are not all rotating in the same angular direction. A more detailed deﬁni-
tion, of a vortex could be: ’A vortex is the rotating motion of material particles in the same direction about
a common centre’.
For the more complex ﬂows around manoeuvring vehicles, modiﬁcations to the VORTFIND al-
gorithm are required to correctly identify multiple vortex structures. The goals of the modiﬁed for-
mulation are to:-
• maintain the ideology of the VORTFIND algorithm, i.e. purely analysing the velocity vectors
and the solution should be vortex strength independent;
• remove false returns by analysing the direction of rotation;
• identify all vortices equally, independent of vortex strength;
• minimise mesh inﬂuence on the solution.
Hence, itisproposedtoincorporatetheangularvelocityintotheimplementationoftheVORTFIND
algorithm. In two dimensions the angular velocity is deﬁned as the rate of rotation about an axis per-
pendicular to the plane, ω = dθ
dt.
ω =
r × v
|r|2 (4.57)
The direction of the angular velocity, ω, may be determined from: -
ω =
r × v
|r × v|
(4.58)
where by convention a result of 1 corresponds to an anticlockwise rotation, while a result of -1 corre-
sponds to a clockwise rotation.
The modiﬁed algorithm still considers a two-dimensional slice of ﬂuid perpendicular to the axis
of rotation of the vortex. The methodology to calculate the ln − function is changed such that:-
1. The velocity data is mapped onto a regular cartesian mesh (Nx×Ny nodes). This reduces mesh
dependencies and may be used to reduce total runtime if an appropriate cartesian mesh size is
selected.
2. At each point on the plane, α the angle between the transverse velocity vector and the y-axis is
calculated, and a β value is calculated for each point based on Table 4.4.
3. Each node is considered in turn. For each of the surrounding nodes, the distance between the
principle node under consideration and the surrounding nodes, r, is calculated as well as the
direction of the angular velocity induced by the velocity vector at the surrounding nodes about
the principle node. See Figure 4.15.
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Table 4.4: β Values with n sectors.
α β
0 < α ≤ 360◦/n 1
360◦/n < α ≤ 360◦/n × 2 2
... ...
360◦/n × (n − 1) < α ≤ 360◦ n
4. Identifying vortex structures is split into considering anticlockwise and clockwise vortices.
Firstly, the anticlockwise ln − function is determined. At each node, the distance to the near-
est surrounding node with β values of 0,1...n with an angular direction of +1 is calculated and
stored for each point as r1, r2 ... and rn. One of r1, r2 ...rn must be zero. The lnanticlockwise −
function is then calculated for each node: -
lnanticlockwise =
n−1 X
i=0
r2
i
nβexist
(4.59)
5. Secondly the clockwise ln − function is determined. At each node, the distance to the nearest
surrounding node with β values of 0,1...n with an angular direction of -1 is calculated and
stored for each point as r1, r2 ... and rn. The lnclockwise − function is then calculated for each
node: -
lnclockwise =
n−1 X
i=0
r2
i
nβexist
(4.60)
6. The ﬁnal ln−function is the minima of the clockwise and anticlockwise ln−function for each
node.
ln = min(lnanticlockwise,lnclockwise) (4.61)
For many external ﬂows, the number of vortices produced by a body may be an unknown and
hence the process of identifying multiple vortex cores on a plane requires local minima in the ln −
function to be identiﬁed, since on a uniform mesh the magnitude of the ln−function is independent
of vortex strength. Pemberton (2003) found that an adaptive K-Means cluster algorithm, Yin and
Germay (1993), was appropriate for this case.
The m nodes with the smallest ln − function are moved to a subgroup of the data. These data
points are then assigned to clusters by implicitly minimising J, the sum of the distance squared from
the clusters centroid to the points within it,
J =
j=Npi,i=Nc−1 X
j=1,i=1
(xji − µxi)2 + (yji − µyi)2, (4.62)
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Figure 4.15: Simpliﬁed schematic of the extended VORTFIND Algorithm with three sectors. In the
current implementation, the surrounding nodes comprise all the nodes on the plane except the prin-
ciple node.
µxi =
1
Npi
Npi X
j=1
xji, (4.63)
µyi =
1
Npi
Npi X
j=1
yji, (4.64)
where µxi and µyi are co-ordinates of the centroid centre, Npi is the number of points in the ith
cluster, Nc is the number of clusters and xji and yji are the co-ordinates of the jth point in the ith
cluster. Since the number of vortices and hence clusters is not known a priori, the minimal distance
between vortices, dmin and the maximum vortex radius must be deﬁned, rmax. J is minimised using
the following procedure, adapted from Yin and Germay (1993):-
1. Choose an initial value of Nc, then take the ﬁrst Nc data points as initial clusters with one
member each.
2. Compute the pairwise distance between the ﬁrst Nc data units.
3. If the pairwise distance is less than dmin then merge the two associated clusters and compute
the distance between the centroid of the new cluster and all remaining clusters.
4. Continue merging clusters as required until all centroids are separated by a distance at least as
large as dmin.
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5. Assign the remaining data points, Nc + 1 through to m, to the nearest centroid and update the
cluster centroid if the distance to the nearest centroid is less than rmax. Else take the data point
and create a new cluster with one member.
6. Compute the pairwise distance between the ﬁrst Nc data units. If the pairwise distance is
less than dmin then merge the two associated clusters and compute the distance between the
centroid of the new cluster and all remaining clusters.
7. After data units Nc + 1 through m have been assigned, take the existing cluster centroids as
ﬁxed seed points and reallocate each data point to its nearest seed point.
The algorithm stops after the ﬁrst reallocation with no further attempts to improve convergence
and thus the computational time is economical. The choice of clustering parameters dmin and rmax
will effect the solution. Typically, the order of the size of the tip vortex or body vortex structure may
be predicted by the geometry of the body.
For mesh reﬁnement purposes, this level of accuracy is appropriate since by reﬁning the mesh in
this region, the path of the vortex is likely to change.
The combined VORTFIND and K-Means Algorithm approach presented has four control vari-
ables which can be tuned to reﬁne the search algorithm to a speciﬁc ﬂow:-
1. regular mesh size data is mapped onto (Nx × Ny);
2. percentage of data points extracted to use for K-means Approach (PN);
3. maximum Vortex radius allowed in K-means Algorithm (rmax);
4. minimum vortex separation allowed in K-means Algorithm (dmin).
Re-examining the four vortices in a diamond conﬁguration case discussed above with the modi-
ﬁed VORTFIND algorithm gives the results shown in Figures 4.16. With the modiﬁed formulation,
the peaks in the ln − function correspond with the deﬁned vortex locations only. Since the direction
of the rotation is included in the formulation, saddle and turning points no longer give false returns
of equal magnitude to vortices.
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Figure 4.16: Case 1 - modiﬁed ln − function calculated with four sectors.
4.5 Conclusions
• The commercial CFD code ANSYS CFX V11 has been selected to solve the RANS equations for
the ﬂow ﬁeld surrounding all, or aspects of, the ﬂuid ﬂow around an AUV.
• Solution of the RANS equations requires the use of turbulence closure models. It is concluded
that, at present, no unique turbulence closure model exists that can predict satisfactorily all
turbulent ﬂows and that successful use of RANS simulations for a speciﬁc application requires
the correct selection of a turbulence closure model.
• Since the calculated ﬂow is the mean ﬂuid ﬂow over the domain, and no details of the time
varying turbulent ﬂow structures are resolved, the forces and moments calculated are also the
mean values. The in service vehicle may experience time based ﬂuctuations in the loading due
to the passage of turbulent structures.
• Spatial and temporal discretization of the ﬂuid domain provides the biggest hurdle to produc-
ing high quality RANS simulations. While there are general guidelines available for the mesh
resolution required in the boundary layer, determining the required mesh density required to
capture other aspects of the ﬂow relies heavily on prior knowledge and the use of mesh con-
vergence studies.
• Comparison of the the various length and time scales for the ﬂuid ﬂow past the Autosub 3
vehicle highlight that the time and length scales associated with the propeller are an order of
magnitude smaller than those associated with the hull and control surfaces. As such, a body
force propeller model may allow self propelled simulations at an appropriate computational
cost. Two existing body force propeller models are presented, RANS-UT and RANS-HO, and
their implementation within ANSYS CFX discussed.
• A method of coupling a Blade Element Momentum theory code for marine propellers with
the commercial RANS code ANSYS CFX is presented. The computational cost of running the
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BEMT code at each coefﬁcient loop is typically 0.1% of the cost of the RANS simulation and
thus signiﬁcantly lower than modelling the propeller blade in the RANS simulation explicitly.
Viscous effects such as stall or low Re effects such as laminar separation can be included when
deﬁning the lift and drag properties of the 2D sections.
• To capture, radial and circumferential variations in axial and tangential inﬂow velocities into
the propeller a sectorial approach is proposed whereby the propeller plane is subdivided into
a series of radial and circumferential segments, at each local location the BEMT code is called
based on the local inﬂow conditions.
• A real ﬂuid may not support an instantaneous pressure change such as that over the theoretical
actuator disc model. Consequently the momentum source terms must be distributed over a
ﬁnite length in the axial ﬂow direction. Sensitivity studies performed suggest that the axial
extent of the propeller sub domain should be at least 0.1D and contain at least 10 grid points
for numerical stability.
• The VORTFIND algorithm was identiﬁed as a potential post processing tool for locating the
path of vortex cores. Limitations with the existing method returning false responses for cases
with multiple vortices was observed and consequently modiﬁcations have been proposed to
the VORTFIND algorithm to make it suitable for identiﬁcation of the vortices around a ma-
noeuvring AUV.
• Since the ln − function identiﬁes all vortex cores independent of vortex strength. Such a tool,
may be used for automated adapted meshing routines.
• The VORTFIND algorithm has been implemented as a post processing tool in the form of a
Matlab program and as a User Fortran subroutine that may be called from ANSYS CFX.
• In order to ensure that each aspect of the ﬂow is correctly modelled and in order to develop the
numerical approaches detailed in this chapter, a series of case studies were performed:-
1. determination of the hydrodynamic derivatives of an AUV - Chapter 5;
2. open water propeller race simulation - Chapter 6;
3. propeller-rudder interaction - Chapter 7;
4. hull-propeller-rudder interaction - Chapter 8;
5. AUV self propulsion performance assessment - Chapter 9.
1025 Determination of the Hydrodynamic Derivatives of an AUV
A numerical method of determining the hydrodynamic derivatives is required, to ensure that the
hull and control surface designs meet the requirements for directional stability, depth keeping and
manoeuvring performance.
The ﬁrst half of this chapter presents initial studies replicating numerically the pure drift tests,
rotating arm tests and pure sway planar motion mechanism (PMM) tests performed by Kimber and
Marshﬁeld (1993) on the Autosub DTV model using a desktop PC. Further details of these studies are
presented in Papers 2 & 3. Comparison of the numerically and experimentally calculated hydrody-
namic derivatives show signiﬁcant variation. Similar simulations for different underwater vehicles
by Lee et al. (2005), Wu et al. (2005), Bellevre et al. (2000) and Boger and Dreyer (2006) exhibit similar
discrepancies. The differences are attributed to poor capture of the off body vortical structures.
The second half of this chapter seeks to understand the inﬂuence of mesh density and the abil-
ity of various turbulence closure models to replicate the structure and path of body vortices. This
work replicates the experiments of Lloyd and Campbell (1986) with a generic submarine body at
15 degrees incidence numerically using a Reynolds Averaged Navier Stokes (RANS) approach with
ﬁve turbulence closure models (TCM). Computations are made for steady state, fully turbulent ﬂow.
By keeping the ﬂow conditions, ﬂow solver and mesh consistent, the variations in ﬂow ﬁeld are at-
tributed to the TCM and wall modelling approaches. The modiﬁed VORTFIND algorithm is used to
extract the calculated path of the body vortices to allow comparison between the ﬁve TCMs.
5.1 Hydrodynamic Derivatives Test Case
5.1.1 Details of Experiments
The Autosub Design Test Vehicle (DTV) is a 2/3rd scale model (l=5.2m) which was tested by Kimber
and Marshﬁeld (1993) to derive the hydrodynamic derivatives for the Autosub 1 vehicle through a
combination of pure drift, rotating arm and PMM tests for three appendage designs. Numerical
simulations of these tests were performed for: -
• Pure drift experiments at angles of ±0◦, ±2◦, ±4◦, ±6◦, ±8◦ and ±10◦ with a rudder angle of
0◦. Reynolds scaling required a model scale speed of 2.69 m/s to equate to a full scale velocity
of 2m/s, standard operational speed for Autosub 1 through to Autosub 3.
• Rotating arm experiments are performed at rotating arm radii of 13.0 m, 17.4 m and 26 m all at
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a circumferential velocity of 2.69 m/s.
• Pure sway PMM tests with oscillating periods of 1.46 s, 1.75 s and 4.66 s.
5.1.2 Model Domain and Boundary Conditions
In order to replicate the three types of experiments, three different sets of boundary conditions and
model domains are required: -
1. Pure Drift - The ﬂuid domain is deﬁned as a cuboid ﬁxed in space. An inlet boundary condi-
tion is positioned 0.5 body lengths upstream with an inﬂow velocity of 2.69m/s and an inﬂow
turbulence intensity of 5%. An outlet boundary condition with zero relative pressure is deﬁned
3 body lengths downstream. Free slip wall boundary conditions are applied to the four remain-
ing walls which are three diameters from the AUV and a no slip boundary condition is applied
to the hull (see Figure 5.1(a)).
2. Rotating Arm - To replicate the rotary motion the domain is deﬁned as a rotating domain with
its origin at the ﬁxed end of the rotating arm. The ﬂuid modelled comprises a segment of a
ring with a rectangular cross section, see Figure 5.1(b). Unstructured meshes where built for a
series of three arm radii. For each rotating arm radius the angular velocity is modiﬁed to give
a forwards velocity of 2.69m/s along the centreline of the AUV.
3. Pure Sway PMM - To replicate the sway motion produced in the experimental PMM tests,
the Autosub geometry moves within the domain, deforming the mesh. CFX has an in-built
’mesh morphing’ model which is used to calculate the new node locations at each time step,
while maintaining mesh topology. The model calculates the displacement on each node using
a spring analogy method, ANSYS (2006).
Although the amplitude of the lateral motion (a0) is small in relation to the vehicle length (L)
a0/L = 0.00544, it is large in relation to the trailing edge of the rudders. Consequently, if the
mesh surrounding the vehicle is allowed to deform the elements at the rudder trailing edges
skew and quickly form negative volumes.
Thus, in order to replicate the motion of the vessel, the ﬂuid domain is split into an inner and
outer region. The outer domain remains ﬁxed in space while the inner domain containing the
hull moves laterally to replicate the motion induced on a PMM (see Figure 5.1(c)). The mesh
in the inner sub domain remains locked in position relative to the lateral motion of the vessel.
This prevents deformation of the detailed mesh around the vessel. The mesh in the outer region
is coarser and deformed due to the motion of the inner region. The interface between the inner
and outer domain is achieved using six CFX General Grid Interface (GGI) connections.
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(a) Pure Drift
(b) Rotating Arm
(c) Pure Sway PMM
Figure 5.1: Boundary conditions for the RANS simulations
5.1.3 Mesh Strategy
To test the ability of RANS simulations to predict the hydrodynamic derivatives using a modest
mesh size which may be solved on a desktop PC, readily available to any AUV design team, a series
of structured multi-block and unstructured meshes were built in ICEM CFD. For the steady state
simulations meshes with 1.4M elements were built, for the unsteady simulations, 800,000 elements
were used. An example mesh is presented in Figure 5.2
5.1.4 Computational Model
Using the explanations given in Section 4.2 details of the computational model are presented in Table
5.1.
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Figure 5.2: Inner and outer domain meshes (Top), detailed mesh about Autosub (Middle) and detailed
mesh in the transverse plane through the control surfaces (Bottom)
Table 5.1: Computational model.
Parameter Setting
Computing 64-bit desktop PC 4 GB of RAM
Mesh Type Structured (drift), Unstructured (rotating arm), Structured
(PMM)
y+ 30 ≤ ∆y+ ≤ 100
Turbulence Model K-epsilon and Shear Stress Transport
Near Wall Modelling Scalable Wall Functions
Spatial Discretisation High Resolution
Time Discretisation (PMM only) Second Order Backwards Euler
Time Stepping (PMM only) 50 timesteps per oscillation
Convergence Control RMS residual < 10−5
Typical Run Time Two wall clock hours (drift & rotating arm) , 15 wall clock hours
(PMM)
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5.2 Results
Figures 5.3, 5.4 and 5.5 compare the numerically calculated forces and moments with the experi-
mental results of Kimber and Marshﬁeld (1993). Table 5.2 compares the numerical and experimental
values for the hydrodynamic derivatives derived from gradients of the previous plots.
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(a) Y 0 versus v0
(b) N0 versus v0
Figure 5.3: Sway force and yaw moment versus sway velocity.
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(a) Y 0 versus r0
(b) N0 versus r0
Figure 5.4: Sway force and yaw moment versus yaw velocity.
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(a) Y 0 versus ˙ v0
(b) N0 versus ˙ v0
Figure 5.5: Sway force and yaw moment versus yaw velocity
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Table 5.2: Comparison of experimental and CFD values for the hydrodynamic derivatives. All val-
ues are non-dimensional and ×1000. Experimental errors are not quoted in Kimber and Marshﬁeld
(1993). However, they are expected to be of the order of 1-2% on forces and less than 5% on the
moments.
Experiment Hyd. Der. Experimental
Value, D
CFD k − ε E [%D] CFD SST E[%D]
Pure Drift Y 0
v -28.85 -27.28 5.44 -26.57 7.90
N0
v -4.50 -5.90 -31.11 -5.50 -22.22
Rotating Arm Y 0
r 12.64 12.35 2.29 12.50 1.11
N0
r -5.35 -6.59 -23.18 -6.64 -24.11
Pure Sway PMM Y 0
v -29.13 -32.00 -9.85
N0
v -4.54 -6.10 -34.36
Y 0
˙ v -17.39 -19.00 -9.26
N0
˙ v 0.17 0.05 70.43
The CFD simulations are able to capture the correct trends. While the CFD appears to provide
good estimates of the forces within 10% of the experiential values the moment predictions are less
accurate, up to 35% error for the SST turbulence model for the steady state cases, this shows that the
force distribution is not being correctly simulated. Such a discrepancy may prove problematic for de-
sign purposes. No error bars are provided for the experimental data which will include experimental
errors.
In chapter 3 equations were presented for the horizontal stability margin (equation (3.50)) and for
steady turning radius (equation (3.53)) entering the experimental and CFD results into these equa-
tions results in the values presented in Table 5.3.
Table 5.3: Comparison of experimental and CFD predictions for stability margin and turning circle.
Turning circles are calculated using the experimental values of Yδ and Nδ.
Horizontal Stability GH % Variation Turning Radius (m) % variation
Experimental 0.76 23.53
CFD k − ε 0.72 5.41 35.81 -52.15
To demonstrate the sensitivity of turning circle and stability margin to speciﬁc hydrodynamic
derivatives a sensitivity study is presented in Table 5.4 based on the approach of Sen (2000).
A sensitivity index S is deﬁned as: -
S =
(R − R0)/R0
(P − P0)/P0
(5.1)
Where R is the output response variable and P is the input parameter. A subscript zero denotes
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the initial value of a parameter. The value of S can be thought of as the percent change in output
response due to a 1% change in input parameter.
Table 5.4: Sensitivity of stability margin and turning circle to hydrodynamic derivatives.
Hydrodynamic Derivative Sensitivity Index, S
Stability Margin, GH Turning Circle Radius (m)
Yv 0.357603765 0.331368783
Nr 0.357603765 1.321510486
Nv 0.321843388 0.296116378
Yr 0.48712452 0.48700184
Nδ 0 1.904915697
Yδ 0 0.638420683
The results demonstrate that an individual 1% error on any of the four steady state derivatives
under consideration will lead to at most an error of 0.5% on the horizontal stability margin. The inﬂu-
ence of the various derivatives on the prediction of steady turning radius is more complex. Clearly
accurate prediction of the inﬂuence of rudder angle on yaw moment Nδ has the largest inﬂuence
on steady turning radius, followed by the inﬂuence of yaw velocity on Yaw Moment, Nr. Accurate
prediction of Nv and Yv are less important in predicting turning radius. This explains the large vari-
ation in the predicted turning radius from the experimental and CFD results, which may be largely
attributed to the discrepancy in prediction of Nr.
A more detailed study examining the inﬂuence of hydrodynamic derivatives on trajectory could
be performed using the Marine Systems Simulator (MSS) a Matlab/Simulink library and simula-
tor for marine systems, developed by Fossen and Perez (2010). Such an analysis was performed by
Racine and Paterson (2005) for the NNEMO vehicle a non axis-symmetric submarine geometry, coef-
ﬁcients up to third order where considered. A sensitivity study showed that only 22 coefﬁcients have
a sensitivity index with a magnitude within one order of magnitude of the most inﬂuential one, for
overshoot and turning circle manoeuvres. The most inﬂuential parameter was Nδ (in the notation
adopted in this thesis), a measure of the yawing moment created by rudder input, the second being
Nr, which corroborates the sensitivity study presented above, where Nδ was not considered. The
ﬁrst 11 terms are all dependent on control surface inputs or viscous damping. The ﬁrst added mass
term is Y˙ v as the 12th most inﬂuential coefﬁcient.
5.3 Discussion
A simple robust method for deriving the velocity and acceleration based hydrodynamic derivatives
of a submerged body has been presented using a combination of virtual pure drift, rotating arm and
pure sway PMM tests. In order to replicate pure yaw PMM tests, a slightly modiﬁed approach would
be required whereby the inner domain would by cylindrical. The inner domain could then be rotated
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and translated as required to match the experimental path.
CFD simulations of PMM experiments are advantageous since they only consider the hydrody-
namic loading and hence do not have the inertial forces and moments included in the experimentally
measured loadings, which must be ﬁltered out.
The use of RANS methodologies to determine the dynamic stability of an AUV has been shown
to agree well with experimental results and is consequently a suitable design methodology at the
initial design stage. This agrees with the conclusions of Lee et al. (2005), who recommend the use of
RANS simulations to determine the vertical plane dynamic stability of a submarine.
It is believed that the comparatively poor prediction of the hydrodynamic moments on a ma-
noeuvring AUV in this section and observed in the results of other authors, Lee et al. (2005), Wu et al.
(2005), Bellevre et al. (2000) and Boger and Dreyer (2006) is partly due to insufﬁcient resolution of
the vortex structures evolving around the AUV during a manoeuvre. Insufﬁcient elements to resolve
the vortex core results in diffused vortices (see in Figure 5.6) which fail to capture the associated low
pressure region at the stern of the vehicle. The inﬂuence of the low pressure region is greater on
the moment derivatives due to the large moment arm. Further examination of this topic will be pre-
sented in the remainder of this chapter. It is worth noting that with all experimental measurements
their is an associated level of experimental error. The magnitude of this error is often not quoted and
the CFD results may in fact lie within the experimental error bars.
Figure 5.6: Vorticity contour at XB/L. The contours are angular in the region of the of body vortex
indicating inﬂuence of the mesh.
113CHAPTER 5. DETERMINATION OF THE HYDRODYNAMIC DERIVATIVES OF AN AUV
5.4 Hull Body Vortex Test Case
5.4.1 Details of Experiment
Lloyd and Campbell Lloyd and Campbell (1986) performed towing tank and rotating arm experi-
ments on a 5m long representative submarine body, designation DOR of the UK, Admiralty Research
Establishment. The axi-symmetric body comprises an ellipsoid bow moving to parallel midbody
with a ﬁneness ratio (length/diameter) of 8.5, with moves to a tapered stern section, see Figure 5.7.
Tests where performed at a diameter based Reynolds number of 1.3 × 106, which corresponds to a
length based Reynolds number of 11×106. The vorticity surrounding the body was measured using
a Freestone vorticity probe Freestone (1988). The strength and location of the vortex structures are
presented. The measurements of the vortex structure is the reason that this body was studied rather
than the more commonly considered DARPA SUBOFF.
Figure 5.7: DOR Body
To illustrate the inﬂuence of mesh density on vortex resolution a mesh sensitivity study was
performed on a series of ﬁve structured meshes, systematically reﬁned over the whole domain. Since
uncertaintyin the solutioncanalso beattributedto theturbulencemodel, ﬁveturbulencemodelswill
be used.
1. Spalart-Allmaras (SP-A) with Edwards-Chandra modiﬁcation - Default (low Re Formulation)
2. Standard k − ε - Scalable Wall Functions
3. Standard k − ω - Automatic Wall Functions (Mixed formulation)
4. Shear Stress Transport (SST) - Automatic Wall Functions (Mixed formulation)
5. SSG Reynolds Stress Model (SSG RSM) - Scalable Wall Functions
It is assumed that the ﬂow is fully turbulent, since two previous studies examining the ﬂow
around prolate spheroids at similar Reynolds numbers Kim et al. (2003); Clarke et al. (2008), observed
no signiﬁcant improvements when considering laminar ﬂow and transition near the bow.
5.4.2 Domain and Mesh
The computational domain is illustrated in Figure 5.8. It extends 6L upstream, 11L downstream
and 3L transversely, half the geometry is modelled explicitly, the rest is considered by applying a
symmetry condition. The ﬁnal 1% of the body length is truncated to ensure good quality elements at
the stern of the body.
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Table 5.5: Ordinates of DOR Body, L = 5m and Rmax = 0.294m.
XB/L R/Rmax
0.00 0.000
0.05 0.699
0.10 0.905
0.15 0.988
0.20 1.000
0.25 1.000
0.30 1.000
0.35 1.000
0.40 1.000
0.45 1.000
0.50 1.000
0.55 1.000
0.60 1.000
0.65 1.000
0.70 0.983
0.75 0.932
0.80 0.840
0.85 0.701
0.90 0.513
0.95 0.286
1.00 0.000
Structured meshes are built using the commercial meshing package ANSYS ICEM CFD V11
(ICEM). A triple 0-grid topology is applied surrounding the hull, the inner zone extending to twice
the trailing edge boundary layer thickness, R = 2δ, is designed to capture the boundary layer, the
middle zone extending out to R = 1D is used to provide a ﬁne mesh density to resolve body vor-
tices, the ﬁnal zone extending out a further 1D, R = 2D, is used to allow rapid expansion from the
near to farﬁeld mesh regimes. An initial ﬁne mesh is built ﬁrst. This is then coarsened using a mesh
reduction ratio of 1/
√
2 on each edge to produce the series of progressively coarser meshes. Mesh
sizes are matched at all zone boundaries. The mesh coarsening process was applied automatically in
ICEM, while matching of the mesh boundaries was performed by hand. The ﬁst layer thickness was
adjusted based on the number of nodes along each edge.
Maintaining a constant y+ value over a three dimensional body experiencing signiﬁcant ﬂow
separation such as a submarine at a large drift angle is not feasible. For this study the ﬁrst cell
thickness is selected to give the appropriate y+ over the attached region of ﬂow. This results in a
signiﬁcantly lower y+ value in the detached regions.
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To investigate the inﬂuence of wall function approaches two sets of meshes are built. These
meshes have identical topology, but the difference arises in the edge distributions used in the three
concentric ’O’ grids surrounding the body. The ﬁrst set comprises ﬁve meshes designed to use wall
functions where the ﬁnest has a nominal y+ value of 30 with 30 elements in the boundary layer, the
nominal y+ is taken to be the value experienced over the majority of the hull experiencing attached
ﬂow. It typically has a maximum of 50 near the bow and reduces to 10 within the separated zone.
Even on the coarsest mesh y+ is never more than 200. In the case of scalable wall functions, the
formulation is sufﬁciently robust that the singularity of the numerical method is not experienced.
Thesecondseriesofthreemeshesisdesignedtointegratetheﬂowdowntothewallwiththeﬁnest
mesh having a nominal y+ ∼ 1 with 30 elements in the boundary layer. For both sets of meshes the
total number of elements in the boundary layer was kept constant to ensure both sets had identical
topologies and numbers of elements. Consequently, the resolution of the with wall function mesh is
ﬁner away from the wall than the y+ = 1 mesh, which may have a small inﬂuence on the results.
Initially the ﬁst cell thickness, ∆y required was estimated using the following empirical equation,
ANSYS (2006):
∆y = L∆y+√
80Re−13/14 (5.2)
After initial simulations the ﬁrst layer thickness was tuned to ensure that it matched the desired
value.
The ﬁnest mesh comprises of 10.3M elements, 46% of the elements in the boundary layer O-Grid,
41% in the second O-grid for capturing the body vortices and the ﬁnal 13% of the elements is used to
discretize the farﬁeld.
Three boundary conditions are applied to the simulation. A no slip wall condition on the DOR
body a reﬂection plane on the x-z plane and an opening on the farﬁeld boundary. The opening has a
ﬂow velocity of 2m/s, the inﬂow has a 5% turbulence intensity.
The simulation co-ordinate system is aligned with DOR body, see Figure 3.9, not with the ﬂow
directionsincethisgivesaﬁrstorderestimateofthebodyvortexalignedaxissystem. Measureddrag,
lift and pitch moment are presented with respect to the ﬂow direction. Pitch moment is calculated
around amidships.
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Figure 5.8: Mesh total domain (top), mesh cut plane XB/L = 0.5 (middle) and mesh cut plane x-z
(bottom). Note: for clarity the medium mesh is presented
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5.4.3 Computation
Simulations were performed using the University of Southampton’s Iridis 2 Beowulf cluster, based
on AMD Opteron processors, running RedHat Enterprise Linux. Typical run times and computa-
tional resources are described in Table 5.6. The one and two equation models were initiated assum-
ing a uniform freestream velocity. The SSG RSM was initiated using the converged solution from the
SST run. Simulations are continued until the normalised RMS of all residuals are less than 10−5. A
reduction of three orders of magnitude. No signiﬁcant variation in the path and strength of the vor-
tex or the magnitude of the global forces was observed once the RMS residuals had reduced below
5 × 10−5.
For these steady state simulations the CFX-Solver applies a pseudo timestep as a method of
under-relaxing the equations as they iterate towards the ﬁnal solution. As the solver is fully im-
plicit, a relatively large time scale can typically be selected, so that the convergence to steady-state is
as fast as possible. For these studies a pseudo timestep of 0.1s was used.
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Table 5.6: Computational Resources and run times (Note: runtime for SSG RSM is time taken to reach
a converged solution based on the initially converged results for the SST TCM.) VC=Very Coarse,
C=Coarse, M=Medium, F=Fine, VF=Very Fine.
TCM Mesh No. Total No. Total Wall
Processors Memory Iterations Clock Time
SP-A M-y1 1 2Gb 205 10hr 39min
SP-A F-y1 16 16Gb 200 2hr 58min
SP-A VF-y1 16 32Gb 149 5hr 59min
k − ε VC-y30 1 2Gb 180 1hr 22min
k − ε C-y30 1 2Gb 166 3hr 22min
k − ε M-y30 1 2Gb 151 7hr 43min
k − ε F-y30 16 16Gb 139 2hr 17min
k − ε VF-y30 16 32Gb 123 5hr 15min
k − ω VC-y30 1 2Gb 172 1h 22min
k − ω C-y30 1 2Gb 172 3hr 24min
k − ω M-y30 1 2Gb 173 9h 48min
k − ω F-y30 16 16Gb 169 2hr 45min
k − ω VF-y30 16 32Gb 161 6hr 53min
k − ω M-y1 1 2Gb 200 11hr 13min
k − ω F-y1 16 16Gb 193 3hr 7min
k − ω VF-y1 16 32Gb 189 8hrs 44min
SST VC-y30 1 2Gb 160 1hr 19min
SST C-y30 1 2Gb 143 3hr 17min
SST M-y30 1 2Gb 147 8hr 14min
SST F-y30 16 16Gb 138 2hr 18min
SST VF-y30 16 32Gb 132 5hr 52min
SST M-y1 1 2Gb 170 10h 3min
SST F-y1 16 16Gb 158 2hr 40min
SST VF-y1 16 32Gb 147 6hr 24min
SSG RSM VC-y30 1 2Gb 200 3hr 27min
SSG RSM C-y30 1 2Gb 200 6hr 44min
SSG RSM M-y30 1 2Gb 338 17hr 24min
SSG RSM F-y30 16 16Gb 338 5hr 2min
SSG RSM VF-y30 16 32Gb 323 8hr 17min
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5.4.4 Grid Uncertainty Analysis
The procedures and methodology used are based upon those presented in Stern et al. (2001); Wilson
et al. (2001), based on an Richardson extrapolation Richardson (1927).
Table 5.7 shows the global integrated forces on the y+ ∼ 30 meshes. As already noted the ﬁrst
cell thickness is set to give the desired nominal y+ in the attached crossﬂow region. In the separated
zone and small stagnation region the local y+ drops below the desired value. For the automatic wall
formulations used by the SST and k − ω model they switch between a wall function and low-Re
approach depending on the local y+. For the VF-y30 mesh the local y+ drops below 11 over some
of the separated zone. This changes how the near wall ﬂow variables are calculated and this may
account for the larger grid uncertainty associated with these two cases. The k−ε and SSG RSM which
use scalable wall functions demonstrate improved mesh convergence.
Table 5.8 compares the global hydrodynamic forces acting on the DOR body at an incidence angle
of 15◦ on the y+ = 1 meshes. For the low Re wall modelling cases the results show a very good level
of mesh convergence.
For both sets of meshes the mesh convergence is limited only to the near ﬁeld ﬂow as down-
stream the mesh resolution in the wake is insufﬁcient to maintain the wake structure as it advects.
Supplementary studies indicated that ﬁne capture of the downstream wake had little effect on the
integrated forces and moments or on the nearbody structure of the vortex.
Figure 5.9 illustrates the inﬂuence of mesh density on wall shear streamlines for the SST case.
Separation is indicated by the convergence of skin friction lines. With increasing mesh density the
separation line moves forward and to windward, increasing the size of the separated zone which in
turn leads to a stronger vortex, increasing lift and drag and a reduction in pitching moment.
Figure 5.10 compares the vorticity contours at XB/L = 0.925 for the SSG RSM model over the
5 meshes. The inﬂuence of the mesh is clearly evident in the shape of the contours of the coarsest
mesh, while the three ﬁnest meshes show negligible variation in the vorticity plot. The centre of the
vortex moves further to windward with increasing mesh density.
It is worth noting the resultant UG is mostly very small for the cases without wall functions. There
will be a limited amount of deviation from the ideal geometric uncertainty due to the practicalities
associated with the mesh generator used. Related investigations into such effects can be found in
3rd Workshop on CFD Uncertainty Analysis Lis (2008). Overall, using an appropriate measure such
as grid uncertainty UG helps clarify the inﬂuence of mesh on accuracy. It still does not provide a
fully satisfactory approach to identifying, even for this relatively simple mesh topology, the relative
inﬂuence of different TCM.
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Table 5.7: Global integrated forces acting on the DOR body - Wall Functions.
Model Variable VC C Med Fine Vﬁne Convergence UG
S3 S2 S1 (%S1)
k
−
ε
W
F
Wall Shear FX (N) 50.55 51.36 51.86 52.38 52.87 Converging 15.14
Pressure FX (N) 38.81 37.34 36.08 34.96 34.08 Converging 9.47
Total FX (N) 89.35 88.69 87.94 87.34 86.95 Converging 0.38
Wall Shear FZ (N) 1.31 1.292 1.258 1.222 1.198 Converging 4.01
Pressure FZ (N) -172.9 -168.4 -163.6 -159.1 -155.4 Converging 11.01
Total FZ (N) -171.5 -167 -162.3 -157.8 -154.2 Converging 9.34
Wall Shear MY (Nm) -5.122 -5.235 -5.307 -5.343 -5.349 Converging 0.20
Pressure MY (Nm) -732 -737 -742.4 -747.4 -751.4 Converging 2.13
Total MY (Nm) -736.6 -742 -747.5 -752.6 -756.7 Converging 2.22
k
−
ω
W
F
Wall Shear FX (N) 55.22 55.77 56.43 57.08 57.69 Converging 16.12
Pressure FX (N) 32.25 31.81 33.59 35.22 36.71 Converging 43.20
Total FX (N) 87.46 87.57 90.02 92.3 94.4 Converging 25.95
Wall Shear FZ (N) 1.52 1.536 1.615 1.683 1.745 Converging 36.71
Pressure FZ (N) -146.6 -146.6 -154 -160.4 -166 Converging 23.61
Total FZ (N) -145 -144.9 -152.3 -158.7 -164.2 Converging 20.47
Wall Shear MY(Nm) -4.491 -4.579 -4.832 -5.055 -5.267 Converging 77.57
Pressure MY (Nm) -763.4 -763.6 -754.8 -747 -740.2 Converging 6.25
Total MY (Nm) -767.3 -767.9 -759.5 -752 -745.4 Converging 6.49
S
S
T
W
F
Wall Shear FX (N) 52.79 52.96 53.4 53.81 54.24 Diverging -
Pressure FX (N) 33.34 33.35 35.66 37.79 39.68 Converging 37.51
Total FX (N) 86.12 86.31 89.05 91.6 93.92 Converging 24.92
Wall Shear FZ (N) 1.315 1.315 1.395 1.463 1.525 Converging 42.01
Pressure FZ (N) -151.1 -153 -162.6 -171 -178.2 Converging 24.24
Total FZ (N) -149.6 -151.6 -161.1 -169.5 -176.6 Converging 21.96
Wall Shear MY (Nm) -4.608 -4.694 -4.942 -5.144 -5.331 Converging 43.73
Pressure MY (Nm) -758.4 -756.9 -746.4 -737 -728.9 Converging 6.92
Total MY (Nm) -762.5 -761.3 -751.2 -742.1 -734.2 Converging 7.08
S
S
G
R
S
M
W
F
Wall Shear FX (N) 44.95 45.98 45.65 47.66 49.76 Diverging -
Pressure FX (N) 55.41 53.65 50.94 50.55 50.91 Oscillatory 3.04
Total FX (N) 100.7 99.96 96.98 98.27 99.96 Diverging -
Wall Shear FZ (N) 2.549 2.527 2.503 2.438 2.145 Diverging -
Pressure FZ (N) -242.7 -238.1 -229.5 -226.6 -223.9 Converging 16.28
Total FZ (N) -238.2 -233.6 -224.8 -221.9 -219.5 Converging 5.25
Wall Shear MY (Nm) -3.069 -3.069 -2.367 -3.229 -4.822 Diverging -
Pressure MY (Nm) -662.3 -669.6 -677.3 -685.5 -690.4 Converging 0.34
Total MY (Nm) -666.1 -673.8 -680.7 -689.8 -696.4 Converging 2.50
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Table 5.8: Global integrated forces acting on the DOR body - y+ = 1.
Model Variable VC C Med Fine Vﬁne Convergence UG
S3 S2 S1 (%S1)
S
P
-
A
y
+
1
Wall Shear FX (N) - - 36.41 35.57 35.27 Converging 1.23
Pressure FX (N) - - 32.54 31.39 30.55 Converging 7.45
Total FX (N) - - 68.95 67.19 65.3 Diverging -
Wall Shear FZ (N) - - 0.8309 0.7795 0.7762 Converging 0.82
Pressure FZ (N) - - -151.6 -147.3 -143.9 Converging 8.93
Total FZ (N) - - -150.7 -146.4 -143 Converging 8.98
Wall Shear MY (Nm) - - -3.672 -3.532 -3.419 Converging 13.83
Pressure MY (Nm) - - -753.6 -758.6 -762.5 Converging 1.81
Total MY (Nm) - - -757.1 -762.1 -765.8 Converging 1.38
k
−
ω
y
+
1
Wall Shear FX (N) - - 54.83 55.09 55.46 Diverging -
Pressure FX (N) - - 39.81 39.2 38.96 Converging 0.83
Total FX (N) - - 94.64 94.29 94.41 Oscillatory -
Wall Shear FZ (N) - - 1.759 1.724 1.713 Converging 0.99
Pressure FZ (N) - - -177.8 -175.4 -174.4 Converging 0.16
Total FZ (N) - - -176 -173.7 -172.6 Converging 0.05
Wall Shear MY (Nm) - - -5.577 -5.59 -5.626 Diverging -
Pressure MY (Nm) - - -725.5 -728 -729.1 Converging 0.03
Total MY (Nm) - - -730.9 -733.5 -734.7 Converging 0.02
S
S
T
y
+
1
Wall Shear FX (N) - - 52.44 52.31 52.39 Oscillatory -
Pressure FX (N) - - 42.55 42.37 42.27 Converging 0.06
Total FX (N) - - 94.99 94.67 94.66 Converging 0.02
Wall Shear FZ (N) - - 1.626 1.57 1.532 Converging 5.24
Pressure FZ (N) - - -188.4 -188 -187.7 Converging 0.48
Total FZ (N) - - -186.8 -186.4 -186.2 Converging 0.00
Wall Shear MY (Nm) - - -5.675 -5.668 -5.686 Oscillatory -
Pressure MY (Nm) - - -715.2 -716.5 -717.2 Converging 0.02
Total MY (Nm) - - -720.7 -722.1 -722.8 Converging 0.00
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(a) Very Coarse (0.16M Elements)
(b) Coarse (0.45M Elements)
(c) Medium (1.3M Elements)
(d) Fine (3.6M elements)
(e) Very Fine )(10.3M elements)
Figure 5.9: Surface wall shear streamlines for SST y+ ≈ 30. Note: windward side is the bottom of
each ﬁgure, leeward side is the top.
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(a) Very Coarse, YB/D = 0.20, ZB/D = 0.47 (0.16M
Elements)
(b) Coarse, YB/D = 0.19, ZB/D = 0.51 (0.45M Ele-
ments)
(c) Medium, YB/D = 0.18, ZB/D = 0.51 (1.3M Ele-
ments)
(d) Fine, YB/D = 0.18, ZB/D = 0.52 (3.6M Elements)
(e) Very Fine, YB/D = 0.18, ZB/D = 0.52 (10.3M Ele-
ments)
Figure 5.10: Vorticity contours in rectilinear ﬂow, α = 15◦, XB/L = 0.925, SSG RSM for ﬁve meshes.
The Thin Black line represents maximum body diameter, Thick black line represents local body di-
ameter.
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5.5 Results
All ﬁve turbulence models demonstrate the same general ﬂow ﬁeld, see Figure 5.11, for the SSG RSM.
The ﬂow stagnates on the windward side of the bow, the ﬂow accelerates over the curvature of the
hull, separating on the leeward side due to the adverse pressure gradient. The separated ﬂow leads
to two free vortex sheets which roll up to form the pair of body vortices which increase in strength
as they ﬂow past the hull. In the stern of the hull secondary vortices start to form to leeward of the
primary vortices.
Figure 5.11: Cross-ﬂow separation and streamwise vortices on the DOR submarine body at incidence
angle of 15◦
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5.5.1 Global Forces
Figure 5.12 compares the global loads calculated on the very ﬁne meshes. Selection of TCM has a
signiﬁcant impact on the global forces acting on the hull. The drag varies by 42.0%13, lift varies by
42.2% and the pitch moment varies by 9.5%. Typically the drag force is 50-65% skin friction and
35-50% pressure drag. The lift force and pitching moment are dominated by the pressure component
> 99%. A similar study by Kim and Rhee Kim et al. (2003) on a 6:1 prolate spheroid showed similar
variations in integrated global loading when calculated using different TCMs (SST, k − ω, Spalart-
Allmaras). At 20◦ incidence on a ﬁne mesh without wall functions the lift varied by 45% and the
pitching moment varied by 34%.
Figure 5.13 shows the hull pressure distribution predicted by the ﬁve TCMs. All show good
agreement over the majority of the length of the hull, with differences concentrated in the stern lee-
ward region of the hull. Figure 5.14 shows pressure distribution at XB/L = 0.925 and the difference
in hull pressure distribution can be clearly seen. Previous studies have shown that the pressure dis-
tribution in the separated zone should be approximately constant. This is observed for all turbulence
models in the zone from 90◦ to 180◦, with the SSG RSM having the lowest pressure in this region.
Signiﬁcant variation is observed in the forces and moments acting on the DOR body calculated
from the ﬁve TCMs As such, extreme care should always be exercised when selecting a TCM for this
type of ﬂow.
13((max − min) ∗ 2/(max + min) ∗ 100)
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(a) drag
(b) lift
(c) moment
Figure 5.12: Comparison of global loads calculated on the ﬁnest meshes.
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Figure 5.13: Longitudinal pressure distribution around hull. Cp = P−P0
1/2ρU2.
Figure 5.14: Pressure distribution around hull at XB/L = 0.925. Cp = P−P0
1/2ρU2
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5.5.2 Structure and Path of the Vortex
The strength and location of the body vortex in relation to the hull will modify the pressure ﬁeld
around the stern of the body modifying the global forces and moments acting on the body. Exper-
imentally the structure and path of the vortex was extracted using a Freestone probe. The output
from this when suitably processed gives a direct measure of the vorticity. Hence it was possible to
extract the vortex peak location without mapping the entire ﬂow. Lloyd and Campbell Lloyd and
Campbell (1986) note that because the levels of vorticity are low inaccuracies in the Freestone probe
caused some uncertainty regarding the extent of the vortex and the value of the measured peak.
Figure 5.15 compares the vorticity contours at XB/L = 0.925 for the experimental and computa-
tional models. The experimental results, Figure 5.15(a), show a strong sheet of vorticity attached to
the hull, which is feeding the primary vortex. This is replicated in the results for all ﬁve TCMs. How-
ever, the peak vorticity varies signiﬁcantly between the SSG RSM and the other TCMs based upon
the Boussinesq approximation. Looking in detail at the structure of the vortex, Figure 5.16 compares
experimental and numerical vorticity for a radial traverse at ﬁxed θB. The traverse at 180◦ highlights
a slight asymmetry in the experimental data, this may be either a function of experimental set up or
representative of asymmetric vortex production. To investigate this discrepancy a single case (SST
VF-y1) was re-analysed modelling the entire domain. No asymmetry was observed in the path or
structure of the vortex for this TCM.
The numerical results are forced to a symmetric case by the use of a symmetry boundary condi-
tion. The traverses at 160◦ and 170◦ show that the SSG RSM is closer to replicating the strength of the
body vortex than the one and two equation models which under predict the peak vorticity by 50%.
However, none of the TCMs well capture the shape of the vorticity transverses.
The path of the vortex core is found using a modiﬁed form of the VORTFIND Algorithm, Pashias
(2005) by analysing the transverse ﬂow in body ﬁtted co-ordinates at a series of stations along the
body, see Figure 5.17.
In the YB direction the vortex tracks from the ﬁve TCMs, see Figure 5.18 are relatively consistent
and match quite closely to the vortex probe results. In the ZB direction the predicted vortex tracks
from the ﬁve TCMs are similar up to XB/L = 0.7 which corresponds to the limit of the parallel
midbody. As the hull tapers at the stern, the experimental results show the vortex core convecting
downstream parallel to the hull centreline. However, the vortex tracks from the TCMs follow the
curvature of the hull to varying degrees. The track from the SP-A remains approximately equidistant
to the hull as it travels downstream while the SSG RSM predicts the track closest to the experimental
results. It is possible that the body ﬁtted nature of the mesh structure may be partly responsible for
inducing this effect. However, the same phenomena is not experienced in the YB direction.
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(a) Experimental Results Lloyd and Campbell (1986) (b) Spalart-Allmaras
(c) k − ε (d) k − ω y+ ∼ 30
(e) k − ω y+ ∼ 1 (f) SST y+ ∼ 30
(g) SST y+ ∼ 1 (h) SSG RSM
Figure 5.15: Vorticity Contours in Rectilinear Flow, α = 15◦, XB/L = 0.925
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(a) k − ε XB/L = 0.5 (b) SSG RSM XB/L = 0.5
(c) k − ε XB/L = 0.8 (d) SSG RSM XB/L = 0.8
(e) k − ε XB/L = 0.925 (f) SSG RSM XB/L = 0.925
Figure 5.17: Transverse velocity vectors at stations along the Body, Thin Black line represents maxi-
mum body diameter, Thick black line represents local body diameter. Black spot marks vortex centre
located by modiﬁed VORTFIND algorithm
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Figure 5.18: Comparison of estimated vortex centres from experimental and numerical results
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5.5.2.1 Separation Line
The 3D pressure ﬁeld modiﬁes the behaviour of the boundary layer around the hull leading to sig-
niﬁcant variation in the wall shear stress. Separation can be identiﬁed from the wall shear stress
especially in regions of parallel mid-body where the pressure ﬁeld remains constant. Over the mid-
body for an attached ﬂow the wall shear stress will drop with increasing boundary layer thickness.
For a separating ﬂow the wall stress will drop to a minimum at separation then increase as the sep-
arated region grows. The predicted longitudinal separation point, XB1, is relatively constant for all
TCMs at 0.2L, see Figure 5.19.
Figure 5.19: Longitudinal skin friction distribution, CF =
√
τ2
x+τ2
y+τ2
z
1/2ρU2 . For clarity of the ﬁgure,
results for TCMs where simulations have been run for both with and without wall functions, only
the without wall function case has been presented. Since, the variation is small compared to the
differences between TCMs.
Wetzel et al. Wetzel et al. (1998) compares experimental methods for identifying the crossﬂow
separation line. Many of these approaches are relevant for interrogation of RANS data sets. To ease
identiﬁcation it is proposed to just consider the skin frictional coefﬁcient in the crossﬂow direction in
body ﬁtted co-ordinates:
CFθ =
p
(τ2
y + τ2
z)
1/2ρU2 , (5.3)
Results are presented in Figure 5.20. The separation point is identiﬁable as a local minima in
the crossﬂow wall stress. Where the separation line runs roughly parallel to the body the minimum
tends to zero. At the aft of the body were the separation line no longer runs roughly parallel to the
body, the local crossﬂow velocity is no longer zero and hence there is a clear minimum but CFθ does
not drop to zero.
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Figure 5.20: SSG RSM y+ 30 CFθ distribution at stations along the body. For clarity of the ﬁgure,
results for TCMs where simulations have been run for both with and without wall functions, only
the without wall function case has been presented. Since, the variation is small compared to the
differences between TCMs.
Figure 5.21 compares the separation line determined from the ﬂow ﬁelds for the ﬁve TCMs. All
ﬁve turbulence models show the separation occurring further to windward as the ﬂow travels down
the hull. The SSG RSM predicts separation furthest to windward, followed closely by the SST, while
at approximately the same location the k − ω, k − ε and SP-A models predict separation up to 15◦
further to leeward.
Theextentoftheseparatedregionwillhaveadirectinﬂuenceonthepressureloadingexperienced
by the hull. This is reﬂected in the calculated pressure drag. The SSG RSM with the largest separated
zone predicts the highest pressure drag of 50.91N while the least separated case, SP-A, has a pressure
drag of only 30.55N with the remaining TCMs ranging between. Similarly, a larger separated lower
pressure region in the aft leeward side of the hull will reduce the pitching moment acting on the body.
The SSG RSM has the lowest pitching moment at 696.4Nm while the SP-A model has the highest at
765.80Nm with the remaining turbulence models appropriately arranged in order of separation line
location.
The use of wall functions delays separation for roughly 5◦ for both the SST and k − ω models
compared with full resolution of the viscous sublayer. This reduction in separated zone leads to
a reduction in pressure drag of approximately 5%, a reduction in lift of approximately 5% and a
increase in pitching moment of 1.5%.
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Figure 5.21: Crossﬂow separation line for selected turbulence models.
5.6 Discussion
Signiﬁcant variations appear between the various turbulence closure models. In order to under-
stand the differences it is useful to understand the dominant process acting on the ﬂuid. This can be
achieved by visualising the normalised invariant of the deformation tensor, D:
D =
SijSij − ΩijΩij
SijSij + ΩijΩij
(5.4)
where Sij and Ωij are strain and rotation tensors deﬁned by Sij = (∂Ui/∂xj + ∂Uj/∂xi)/2 and
Ωij = (∂Ui/∂xj − ∂Uj/∂xi)/2. D varies from -1 to 1, where -1 indicates pure rotation, 0 indicates
shear and 1 indicates strain. In a similar result to that presented by Kim et al. (2003) for a prolate
spheroid, Figure 5.22 illustrates contours of D at XB/L = 0.925. The ﬂow is shear dominated (D = 0)
in the leeward boundary layer and surrounding the vortex core. In the centre of the primary vortex
and in the core of the small counter rotating secondary vortex to leeward of the vortex sheet the ﬂow
is rotation dominated.
Clearly the mean ﬂow is highly 3D and the ﬂuid experiences high levels of both strain and rota-
tion which prove challenging for the TCMs. Also the eddy viscosity approach based on the Boussi-
nesq approximation assumes that the turbulence shear stress angle is identical to the ﬂow gradi-
ent angle. Chesnakas and Simpson Chesnakas and Simpson (1997) studied this assumption in the
boundary layer of a prolate spheroid at X/L = 0.6 at a Reynolds number of 4.2 × 106. At 10 degrees
incidence they observed that the ﬂow gradient angle and the shear stress angle are closely aligned.
At 20 degrees incidence the shear stress angle and ﬂow gradient angle are mainly aligned. However,
under the primary vortex and in the vortex sheet the misalignment reaches greater than 90 degrees,
indicating that in these regions the turbulence is anisotropic.
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Figure 5.22: Contours of the normalised invariant of the deformation tensor at XB/L = 0.925, results
from SSG-RSM on VFine mesh.
This suggests that the use of an eddy viscosity assumption may lead to erroneous results for a
submarine hull at an incidence of 15◦. This is reﬂected in the numerical results where the SSG-RSM
appears to perform better than the eddy viscosity models in terms of predicting the path and strength
of shed vortices.
Within the RANS formulation the inﬂuence of turbulence on the mean ﬂow is represented by the
Reynolds stress tensor ρu0
iu0
j. One equation turbulence models such as the Spalart Allmaras model
only correctly model the principal Reynolds shear stresses, the normal Reynolds stresses are ne-
glected. Two equation TCMs model both the normal and principle shear Reynolds stresses using the
Boussinesq assumption (equation 4.12). For the SSG Reynolds Stress Model the Reynolds stresses are
derived directly from six transport equations. Figure 5.23 compares the calculated normal Reynolds
stresses at a transverse plane located at XB/L = 0.925, for the SST turbulence model (results are
representative for all eddy viscosity models considered) and the SSG RSM. Signiﬁcant Reynolds
stresses are observed in the vortex sheet by all TCMs as it separates from the hull. However, the
normal Reynolds stresses predicted by the two equation models differ signiﬁcantly to the SSG RSM
in the region of the vortex core, where the two equation models result in high Reynolds stresses and
the SSG RSM predicts very small Reynolds stresses. Similarly looking at Figure 5.24 the vorticity
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ζx = ∂w
∂y − ∂v
∂z within the body vortex core is leading to modelled ρv0w0 in the two equation models
which is not present in the results from the SSG-RSM. Clearly the presence of modelled Reynolds
stresses in the core of the vortex for the one and two equation models will reduce the strength of the
vortex, leading to a less-energetic ﬂow characterised by a weak primary vortex.
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5.7 Conclusions
• As part of the design process, a method for deriving the hydrodynamic derivatives is required
to enable the designer to ensure the vehicle has the required path keeping stability, depth con-
trol and manoeuvring performance.
• A methodology is presented to determine the hydrodynamic derivatives of an AUV using
steady and unsteady RANS simulations. Steady state simulations are an order of magnitude
less computationally expensive than transient simulations but are limited to calculating the ve-
locity based derivatives. For detailed manoeuvring models, the acceleration based derivatives
must be incorporated into the model and these correspond to the added mass of the vehicle.
Determination of these derivatives can be achieved by numerically replicating Planar Motion
Mechanism (PMM) tests.
• Comparison of the numerical results with the experimental data illustrates the importance of
accurate capture of the off body vortical ﬂow ﬁeld surrounding the vehicle if the forces and
moments are to be accurately reproduced.
• The ﬂow around a generic body of revolution submarine hull form has been calculated using
RANS simulations with ﬁve turbulence closure models. Comparison between numerical and
experimental results of the vortex structure and path have been presented. While the generic
ﬂow ﬁeld predicted by all ﬁve models is similar, local features vary, leading to signiﬁcant vari-
ation in the global loads predicted.
• Thesmallerlengthscalesassociatedwithcontrolsurfacesmeansachievingameshindependent
solution is much simpler for the bare hull compared to an appended vehicle.
• Previous studies for prolate spheroids have concentrated on examining the point of separation.
This is the ﬁrst detailed study to examine the inﬂuence of turbulence closure models on the
path and strength of the body vortex pair.
• Mesh sensitivity studies highlight the inﬂuence of mesh density on the predicted forces and
moments acting on an un-appended submarine hull. The predicted forces and moments vary
by as much as 8% between the medium mesh with 1.3M elements and the very ﬁne mesh
with 10.3M elements. Consequently, a suitable meshing strategy is required to ensure that the
elements are sensibly positioned to capture the ﬂow features. For this study, a triple 0-Grid
topology is successfully used around the hull, the inner extending to twice the boundary layer
thickness, is designed to capture the boundary layer, the second, extending out 1D, is used to
provide a ﬁne mesh density to resolve body vortices and the ﬁnal extending out a further 1D is
used to allow rapid expansion from the near to far ﬁeld mesh regimes.
• Vorticity transverses demonstrate that the SSG Reynolds stress model provides a signiﬁcant
improvement in the prediction of both the vortex strength and path over conventional one and
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two equation turbulence closure models based on the eddy viscosity assumption. The com-
putational cost of the SSG RSM is of the order of 250-300% of the conventional eddy viscosity
approaches.
• The eddy viscosity based methods under predict the vorticity within the body vortex by ap-
proximately 50 %. This is attributed to the Boussinesq approximation which leads to signiﬁcant
Reynolds stresses within the vortex core not observed in the SSG RSM results leading to a less
energetic ﬂow. Consequently, the use of Reynolds stress turbulence models is recommended
for manoeuvring simulations of underwater vehicles at intermediate incidence angles where
symmetric crossﬂow body vortices are observed.
• The modiﬁed VORTFIND algorithm has been successfully applied to track body vortices gen-
erated by a submarine body at an angle of drift. An example of how this can then be used as
part of an iterative meshing strategy is presented in Chapter 7.
1426 Propeller Race Capture
6.1 Introduction
In the preceding chapter, a methodology to derive the hydrodynamic derivatives of an AUV neglect-
ing the inﬂuence of the propeller is presented. However a propeller rotating at the rear of an AUV’s
hull to provide thrust at a constant speed will also inﬂuence the sway and yawing moments acting
on the vehicle directly and indirectly, Comstock (1967).
The indirect inﬂuences of the propeller arise from axial and tangential accelerations applied to
the ﬂuid at the stern of the vehicle by the action of the propeller. This chapter compares the propeller
race derived from an explicitly modelled propeller simulation with those calculated using the three
body force propeller models introduced in Chapter 4. The objective is to determine the applicability
of these approaches to studying interaction effects with downstream structures such as rudders or
sternplanes.
6.2 Propeller Race Test Case
6.2.1 Details of Experiment
The propeller considered is based on the Wageningen B4.40 series (for details see Table 6.1). Thrust
and torque data is available from wind tunnel tests performed by Molland and Turnock (1990a) in
the University of Southampton 3.5 × 2.5m RJ Mitchell Wind Tunnel, WWW4 (2009). The propeller
was mounted so its axis was longitudinally aligned with the tunnel centreline at a height of 0.6m.
Table 6.1: Propeller details.
Parameter Value
Number of Blades 4
Diameter (m) 0.8
Hub Diameter (m) 0.2
Pitch Ratio 0.95
Blade Area Ratio 0.4
Section Shape Based on Wageningen B Series
Blade Outline Shape Based on Wageningen but with reduced skew
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Numerical simulations will be performed at advance coefﬁcients of J = 0.34 and J = 0.51 at an
advance velocity of 10m/s.
6.2.1.1 Model Domain and Boundary Conditions
The ﬂuid domain is split into two regions: the far ﬁeld and the propeller region. The far ﬁeld domain
extends 2D upstream of the propeller and 8D downstream and the lateral extents match those of the
wind tunnel. The hub is modelled as being inﬁnitely long upstream and matches the experimental
geometry downstream of the propeller. The propeller domains matches the extremes of the propeller
swept volume, diameter D = 0.8m length ∆x = 0.19m.
An inlet boundary condition with a wind speed of 10m/s is applied at the upstream boundary
with a turbulence intensity of 0.02% and a length scale of 1cm. Downstream, a zero gradient outlet
boundary condition is applied. To reduce the total number of elements, the walls and roof of the
wind tunnel are considered as free-slip boundary conditions and hence the existence of boundary
layer ﬂow on the wind tunnel walls is ignored. No slip boundary conditions are applied to the
propeller geometry where appropriate.
6.2.1.2 Mesh Strategy
The far ﬁeld mesh is a structured mesh comprising of 3.5 M elements for the ﬁne mesh. The elements
are clustered in the propeller wake region, giving a resolution of 10mm in the radial direction and
10mmintheaxialdirectionatthepropellerdomainexit, increasingexponentiallyto0.1mattheoutlet
for the ﬁne mesh. This is deemed insufﬁcient to correctly capture all aspects of the wake structure
downstream of the rotating propeller but sufﬁcient for body force propeller models.
6.2.1.3 Body Force Propeller Mesh
The ﬁne body force propeller mesh comprises of 1.7M elements, 180 elements radially, 360 circum-
ferentially and 31 axially.
6.2.1.4 RFR Propeller Mesh
The rotating domain containing the propeller is meshed using a structured meshing strategy (see
Figure 6.1) and the propeller is subdivided into four quarters. The mesh for each quarter comprises
of 0.25M elements, 40 elements chordwise, 60 elements spanwise with 10 elements in the boundary
layer and a y+ value of 100.
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Figure 6.1: 1/4 of Coarse Explicit Propeller Mesh the mesh is then reﬂected 4 times to produce the
whole propeller, the faces joining the 4 individual quarters were joined using GGI interfaces. The
low blade area ratio allowed the joining faces to be positioned perpendicular to the ﬂow direction.
For higher blade area propeller it will be necessary to follow the pitch line. This can be advantages
since the propeller wake does not then pass through the GGI interfaces between blades.
6.2.2 Computational Model
6.2.2.1 BEMT
For this analysis, the generic lift and drag data built into the BEMT code was used since it gave fair
agreement with the experimental results. It is possible to tune the lift and drag data to the speciﬁc
propeller under consideration if the propeller geometry or operating condition deviates from the
applicable range of application.
6.2.2.2 RANS
Details of the RANS computational model are given in Table 6.2. The SST TCM was selected for this
analysis
The choice of a turbulence model must be a compromise between physical modelling and com-
putational cost. The two equation k − ω SST turbulence closure model was chosen for this and the
following case studies due to the growing body of experience suggesting that the SST model per-
forms better than other two equation eddy viscosity models for swirling and separating ﬂows.
• To avoid the build-up of turbulent kinetic energy in stagnation zones experienced by many
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Table 6.2: Computational model
Parameter Setting
Computing Iridis 2 Linux Cluster
Turbulence Model Shear Stress Transport
Wall Modelling Automatic Wall Functions
Spatial Discretisation CFX High Resolution
Convergence Control RMS residual < 10−5
standard two equation models, a production limiter is applied to the production term in the
turbulent kinetic energy transport equation.
• Menter (1996) compares the performance of the standard k−ε, the RNG k−ε, Spalart Allmaras
and Shear Stress Transport model for a series of test cases. The SST model is shown to provide
the best predictions for all cases involving adverse pressure gradients due to its calibration to
these ﬂows.
• For ship ﬂows, the comparison of various two equation models showed that the SST turbulence
model was best able to capture the hooks in the propeller plane wake contours, Larsson et al.
(2003).
6.2.3 Solution Procedure
6.2.3.1 RANS-UT
Themagnitudeofthethrustistakenfromopenwaterdata, MollandandTurnock(1990a). Thecorrect
axial momentum source term is then derived from equation (4.26) and applied over the volume of
the propeller sub domain.
The RANS simulation is then performed from an assumed initial condition of u=10m/s, v=0m/s
and w=0m/s.
6.2.3.2 RANS-HO
The magnitude of the thrust and torque is taken from open water data. The correct axial and tangen-
tial momentum source terms are then derived from equations (4.28) and (4.29) and applied over the
volume of the propeller sub domain.
The RANS simulation is then performed from an assumed initial condition of u=10m/s, v=0m/s
and w=0m/s.
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6.2.3.3 RANS-BEMT
TheRANSsimulationisinitialisedfromaninitialconditionofu=10m/s, v=0m/sandw=0m/s. Since
the propeller is operating in freestream, the BEMT code is called, setting the local velocity equal to
the freestream velocity at each radial and circumferential location, V 0
a = U0.
6.2.4 Mesh Sensitivity
A series of three meshes were built in ANSYS ICEM CFD using a mesh reﬁnement ratio of rk =
√
2.
Figure 6.2 and 6.3 illustrate the variation in the structure of the propeller race between the three
meshes. No signiﬁcant variation is observed between the three meshes.
6.3 Results
6.3.1 Open Water Performance
Figure 6.4 compares the open water performance prediction from the experimental data, Molland
and Turnock (1990a), BEMT code, RFR RANS propeller and data calculated using the boundary
element method (BEM), PALISUPAN, Turnock (1993). The BEMT results are presented up to a J
value of 0.8. Beyond this J value, stall occurs on the local sections. While it is possible to modify
the BEMT code to account for stall on the 2D sections. By modifying the local sectional performance,
this has not been considered since these large J values occur at light propeller loading, which does
not correspond to normal propeller operation.
At J values of 0.34 and 0.53, the RFR rotating propeller captures the thrust and torque produced
by the propeller very well showing very close agreement with the experimental data. The BEMT
method captures the thrust loading well but under predicts the torque. The BEM results over predict
the thrust but agree well with the torque.
No error analysis is provided with the experimental results. However, repeat discreet experi-
ments over a ﬁve year period proved the repeatability of the results. The results also showed close
agreement to the performance of similar propeller geometries tested by other organisations in differ-
ent facilities.
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(a) X/D = 0
(b) X/D = 0.64
(c) X/D = 8
Figure 6.2: Inﬂuence of mesh density on downstream axial velocity proﬁles. Outside of the propeller
race the axial velocity is below freestream (represented by a negative a) this is due to conservation of
mass in the wind tunnel.
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(a) X/D = 0
(b) X/D = 0.64
(c) X/D = 8
Figure 6.3: Inﬂuence of mesh density on tangential velocity proﬁles.
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6.3.2 Applied Momentum Source Terms
Figures 6.5 and 6.6 illustrate the applied momentum source terms in the axial and radial direction re-
spectively over the propeller domain for the three body force approaches for J = 0.34 and J = 0.51.
The uniform thrust model applies uniform axial momentum source terms across the propeller diam-
eter from hub to root. The magnitude of the source term reduces from 1890 Nm−3 to 725 Nm−3 for
J = 0.34 to J = 0.51, this model neglects the induced tangential velocities and hence the tangential
source term are zero. Both the Hough and Ordway and BEMT method, result in radially varying
axial and tangential momentum source terms, varying from zero at the root and tip. The Hough and
Ordway model induces a peak at 0.72R, while the BEMT method has a peak at 0.58R. It is important
to highlight that the thrust distribution along the blade calculated by the BEMT code has a peak at
0.75R. However, once this is smeared over the propeller disc area, the peak is moved nearer to the
hub.
Figure 6.5: Radial distribution of axial momentum source term for J=0.34 and J=0.51.
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Figure 6.6: Radial distribution of axial momentum source term for J=0.34 and J=0.51.
6.3.3 Velocity Proﬁles on the Propeller Plane
For the body force propeller models, the action of the propeller is introduced over a ﬁnite distance
unlike the inﬁnitely thin actuator disc assumption of momentum theory. As a result, contraction
of the propeller slipstream starts from the inﬂow into the propeller sub domain. As a result of the
contraction, the velocity proﬁle on the propeller plane is slightly different to the theoretical values
with the distributions skewed slightly towards the hub (see Figure 6.7). Reducing the length of the
propeller domain will reduce this effect. However, as the propeller domain length is reduced, the
simulation becomes numerically unstable and convergence is not achieved. The optimum propeller
domain length is in the range of 0.1 − 0.2D.
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Figure 6.7: Comparison between theoretical velocity proﬁle at the propeller disc and resulting ve-
locity proﬁle in the RANS simulation, J = 0.34, results from ﬁne mesh, velocities extracted from
geometric centre of propeller geometry.
Figure 6.8: Tangential velocity component, J = 0.34, results from ﬁne mesh.
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6.3.4 Velocity X/D = 0.64D Downstream
This location was selected to discuss the structure of the wakes since for the propeller-rudder inter-
action case discussed in the next chapter, it coincides with the stock of the rudder and was deemed
an appropriate place to examine interaction velocities by Turnock (1993).
Figure 6.9 shows the wake at X/D=0.64 downstream of the propeller for the three propeller mod-
els and the explicit RFR propeller. The structure of the propeller wake varies with J. The highest
loaded case J = 0.34 imparts the greatest axial and tangential momentum into the ﬂuid.
The inﬂuence of the four blades is clearly observed in the wake of the RFR model as well as
the tip vortices and hub vortex. For this simulation, the wake region has not been fully resolved.
To do this requires signiﬁcantly more elements in the path of the vortex, leading to a rapid rise in
computational cost. The action of the tip vortices leads to mixing of the higher velocity ﬂuid in the
helical propeller wake with the surrounding ﬂuid. This acts to grow the wake out radially from the
centreline, increasing the diameter of the ﬂuid affected by the action of the propeller.
The hardest aspects of the propeller ﬂow to capture accurately with a RANS simulations of a
rotating propeller are the tip vortices, since their path is not known a priori and approximately 15-
20 elements are required across their core, Pashias (2005). Insufﬁcient elements will lead to overly
diffused vortices, which will lead to mixing over a larger range. Thus, direct comparison between
the RANS RFR and the BEMT results is questionable.
Figures 6.15 and 6.16 show the axial and tangential velocity proﬁle across the propeller race and
freestream for J = 0.34 for the four propeller models at X/D = 0.64. Notable differences are ap-
parent between the different models. The uniform thrust model has a constant axial velocity, 2.55U0
across 70% of the propeller diameter. Mixing between the propeller race and the freestream leads to
a shear region between 0.7R and 1.0R, surrounded by a freestream velocity of 0.9U0, which is lower
than the inﬂow velocity to maintain conservation of mass.
The BEMT model provides a close approximation to the circumferentially averaged race proﬁle
determined from the RFR propeller model over the ﬁrst 0.5R. The mixing action of the tip vortex
exchanges momentum between the propeller race and freestream. This smears the axial momentum
over 0.5R and 1.25R compared to the BEMT model.
From the perspective of a downstream rudder the propeller modiﬁes the inﬂow conditions, Fig-
ures 6.12 and 6.13 illustrates the effective conditions at X/D = 0.64.
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Figure 6.9: Transverse wake cuts X/D = 0.64
Method Axial ﬂow , a Tangential ﬂow,ut/U0
RANS-UT
RANS-HO
RANS-BEMT
RANS-RFR
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Figure 6.10: Circumferentially averaged axial velocity J = 0.34 X/D = 0.64.
Figure 6.11: Circumferentially averaged tangential velocity J = 0.34 X/D = 0.64.
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Figure 6.12: Effective rudder velocity
Figure 6.13: Effective rudder inﬂow angle.
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6.4 Discussion
The simplest approach is the uniform thrust actuator disc model, which leads to a uniform axial
velocityincreaseacrossthepropellerrace, noswirlisinducedbythismodel. TheHoughandOrdway
approach uses a ﬁxed thrust and torque distribution, which does not vary with propeller loading.
For both the aforementioned cases, the magnitude of the thrust and torque acting on the propeller
must be deﬁned from either open water propeller data or experiments. The RANS-BEMT approach
calculates the local thrust and torque on a series of 2D strips along the blade and consequently a
more realistic thrust and torque distribution is deﬁned.
6.4.1 Replicating the Mixing Action of the Tip Vortex
Downstream of the propeller, the local rotation induced in the ﬂow due to the tip vortices acts to
mix ﬂuid within the propeller race with the surrounding slower moving ﬂuid. This increases the
growth rate of the race region. Examining the sources of turbulence, it is assumed that the turbulence
model accounts for the shear generated turbulence, Is, the inﬂow conditions account for the ambient
turbulence Ia while the mechanical turbulence generated by the passage of the blades is not included
in the previous two methods or as part of the propeller model.
In order to replicate this effect, it is proposed to add turbulent kinetic energy source terms within
the propeller sub domain. Based on the experimental data available in the literature, it is apparent
that the turbulence intensity is a function of both propeller J and the number of blades. Based on
the available experimental data, it is proposed to apply TKE source terms over the last 10% of the
propeller blade. Turbulence intensity of 0%, 5%, 10% and 15% will be considered.
Figure 6.14 compares the velocity proﬁle for the RANS-BEM model at J = 0.34, examining the
inﬂuence of tip turbulence intensity on the propeller race structure. For comparison purposes, the
width of the race is chosen to be when the axial ﬂow speed reduces to freestream velocity. All four
RANS-BEMT cases exhibit initial contraction of the slip stream, which then begins to broaden some
distance downstream. Introduction of the TKE terms leads to a more energetic shear layer, leading
to faster turbulent transfer of momentum between the faster moving propeller race and the slower
moving freestream, leading to more rapid widening of the propeller race.
Spreading of the propeller race due to diffusion has not been widely studied with most detailed
ﬂow studies concentrating on a cylindrical region of the ﬂow based on the diameter of the propeller,
available experimental data is also plotted on Figure 6.14. Chesnakas and Jessup (1998) examined the
propeller race for a ﬁve bladed propeller at a range of J values from 0.98 to 1.52, circumferentially av-
eraged velocity proﬁles at X/D = 0.1193 show contraction of the slipstream to r/R = 0.95. Lababidy
et al. (2006) performed LDV and SPIV analysis of the wake behind a dynamic positioning unit with
and without a nozzle at X/D = 0.5, the propeller race was shown to extend to r/R = 1.15 and
r/R = 1.0 for the unit with and without a nozzle respectively from LDV measurements for J = 0.4
and J = 0.45. SPIV measurements for the same experimental setup showed propeller race widths of
r/R = 1.3, r/R = 1.07 and r/R = 1.02 for the with nozzle case at J = 0, 0.4 and 0.45 respectively.
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Figure 6.14: Widening of circumferentially averaged propeller race downstream of the propeller
plane. For comparison purposes, the width of the race is chosen to be when the axial ﬂow speed
reduces to freestream velocity.
The without nozzle case had propeller race widths of r/R = 1.2, r/R = 0.99 and r/R = 0.97 for
J = 0.0, 0.4 and 0.45 respectively. Kee et al. (2006) performed LDA measurements on a four bladed
propeller, P/D = 0.735, BAR = 0.4525 and J = 0. The propeller race was shown to grow from 1D
on the propeller plane to 1.9D at X/D = 2.0, 2.6D at X/D = 4D and 3.1D at X/D = 6D.
There is signiﬁcant variation in the experimental data, this is due to both the geometry of the
propeller and the operating conditions. The lower the J value, the faster the propeller race broadens
which matches well with the increased turbulence intensity observed in the tip regions in the PIV
experiments of Felice et al. (2004).
Insufﬁcient experimental data is available to make a good predictions of a realistic widening rate
for a speciﬁc case, so while it is clear that TKE source terms should be included, no recommendations
of appropriate magnitudes are currently possible. Further experimental or numerical investigation
into the circumferentially averaged velocity proﬁle downstream of a propeller is required to allow
better tuning of the body force propeller models.
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Figure 6.15: Inﬂuence of TKE source terms on circumferentially averaged axial velocity J = 0.34
X/D = 0.64
Figure6.16: InﬂuenceofTKEsourcetermsoncircumferentiallyaveragedtangentialvelocityJ = 0.34
X/D = 0.64
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6.5 Conclusions
• The ﬂow directly downstream of a rotating propeller is highly complex, comprising of regions
of swirling accelerated ﬂow, slower moving ﬂuid in the wake behind the blades and the hub
and tip vortices. Consequently, simulations of a rotating propeller require a ﬁne mesh and
small time steps, leading to computationally expensive RANS simulations.
• The body force propeller model approaches discussed in this chapter are unable to recreate all
aspects of the propeller ﬂow but provide a model of the circumferentially averaged propeller
race suitable for examining self-propulsion and propeller-rudder-hull interaction effects. Ex-
plicit propeller modelling remains important if the speciﬁcs of the propeller ﬂow are required,
e.g. if studying cavitation effects on a rudder where the low pressure cores in the tip and root
vortices need to be resolved in order to allow the use of cavitation modelling.
• The circumferentially averaged ua and uT velocity proﬁles show better comparison between
the RANS-BEMT approach and the quasi steady RFR propeller than the existing uniform thrust
(RANS-UT) and ﬁxed thrust and torque distribution methods (RANS-HO).
• The generic BEMT code selected means the resulting coupled RANS-BEMT approach can be
used to compare the wake ﬁelds of a range of propellers and operating conditions without
having to modify any of the Fortran coding.
• Replicating the mixing action of the tip vortex with turbulence kinetic energy source terms over
the outer region of the propeller domain is presented as a possible method of improving the
correlation.
• The coupled BEMT-RANS methodology described in this chapter has also been successfully
applied to tidal turbines, see PAPER 12, investigating the inﬂuence of wakes from upstream
turbines on the performance of a tidal turbine array.
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7.1 Introduction
Ship rudders are almost always placed downstream of the propeller so they can take advantage of
the increased local velocity due to the presence of the propeller race. Some AUV designs also take
advantage of the propeller race, placing their control surfaces downstream of the propeller (ﬁn in
jet), for example GAVIA and Sehorse. Other vehicles, including Autosub 3 and REMUS 100, have
the control surfaces upstream of the propeller. This simpliﬁes actuation of the control surfaces but
requires larger control surfaces to achieve the same manoeuvring performance.
This chapter considers a rudder placed downstream of the three body force propeller models dis-
cussed in the preceding chapter. Numerical results will be compared with experiments by Molland
and Turnock (1991, 1995, 2007), using the modiﬁed Wageningen B4.40 propeller and Rudder No.2.
The interaction of the propeller race and rudder leads to a highly complex ﬂowﬁeld containing mul-
tiple vortex structures. Since both the number of vortices and their paths are not known a priori, the
VORTFIND algorithm is used as part of an iterative meshing strategy.
7.2 Propeller-Rudder Interaction Test Case
7.2.1 Details of Experiment
The wind tunnel tests performed by Molland and Turnock in the University of Southampton 3.5 ×
2.5m RJ Mitchell Wind Tunnel, Molland and Turnock (1992); Molland et al. (1995). The experimental
set up is shown in Figure 7.1. It comprises a 1m span, 1.5 geometric aspect ratio rectangular planform
square tipped rudder (No. 2) with a constant NACA0020 section, and a representative 0.8m diameter
propeller based on the Wageningen B4.40 series placed at X/D = 0.39, where X is the distance be-
tween the propeller plane of revolution and the leading edge of the rudder at zero degrees incidence.
Further details of the experiment can be found in Molland and Turnock (2007).
Numerical simulations were performed at rudder angles of −10◦, 0◦ and 10◦ at a propeller ad-
vance coefﬁcient of J = 0.35 and a freestream rudder Reynolds number of 0.4 × 106 and 1.0 × 106
inside the propeller race.
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Figure 7.1: Isometric view of experimental setup, Molland and Turnock (1991)
Figure 7.2: Rudder 2 (Dimensions in mm), Molland and Turnock (1991).
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7.2.2 Model Domain and Boundary Conditions
The lateral dimensions were matched to those of the RJ Mitchell wind tunnel with the domain ex-
tending 2.8 chord lengths upstream of the rudder and 8 chord lengths downstream. The following
boundary conditions were applied:
• Inlet - Dirchlet boundary condition, nominal inﬂow velocity 10 m/s, with representative 70mm
thick boundary layer at the ﬂoor based on an assumed 1/7th power velocity variation with
height, turbulence intensity 0.002, eddy length scale 0.01m.
• Outlet - Neumann boundary condition, velocity and pressure gradients set to zero, with a zero
relative pressure.
• Wind Tunnel Floor - no slip wall boundary condition, initial studies neglecting the ﬂoor bound-
ary layer were unable to replicate the ﬂow at the root of the rudder due to the presence of the
horseshoe vortex structure.
• Wind Tunnel Walls and Ceiling - free slip wall boundary condition. The experimental results
include no blockage correction, hence the wind tunnel walls are modelled in the correct loca-
tion.
• Rudder - no slip wall boundary condition.
• Hub - no slip wall boundary condition.
With the number of elements available in the mesh budget, it was not possible to capture all
geometric aspects of the experimental and consequently the geometry is simpliﬁed. The gap between
the rudder and wind tunnel ﬂoor was neglected, as was the support structure for the propeller.
Neither of these is expected to have a signiﬁcant effect on the results.
7.2.3 Mesh Strategy
The structure of the ﬂow downstream of a rudder operating in freestream conditions is well under-
stood. However, the inﬂuence of the propeller upstream results in a highly complex ﬂow, the tip
vortex generated by the rudder acts to break up the propeller race. Since the race itself incorporates a
large swirl component as the race is broken up, it has a tendency to roll up into a series of secondary
vortices the number and path of which is impossible to predict a priori. This remains true even with
the circumferentially averaged body force propeller models discussed in the previous chapter.
Consequently, in order to ensure suitable spatial resolution of these ﬂow features, an iterative
unstructured mesh strategy is used: -
1. An initial coarse mesh is produced with approximately 100,000 elements in the propeller do-
main and 1.5 million elements in the far ﬁeld. A separate mesh is built for each rudder angle,
which is used for the three different propeller model approaches.
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The resulting ﬂow ﬁeld contains diffuse ﬂow features but enables regions of interest to be iden-
tiﬁed. At a series of tangential cut planes downstream of the the rudder, the lateral and vertical
extents of the propeller race are identiﬁed. The extent of the propeller race is determined as the
location where u/U0 > 1.0.
2. TCL scripts then take the extents of the wake and enter this data into ICEM CFD as a series
of mesh density regions. A second ﬁner mesh is built with an approximate far ﬁeld mesh size
of 4.0M elements. The medium propeller mesh (0.65M elements) from the previous chapter is
also used.
Since the extent of the propeller race is different for the three propeller models, a different mesh
must be built for each propeller model approach. The preliminary coarse mesh has insufﬁcient
elements to capture the ﬂow features downstream of the rudder to a suitable level of precision
and insufﬁcient elements in these regions leads to numerical diffusion of the features, resulting
in weaker larger structures than a mesh resolved solution. By placing more elements in the
region of the propeller race, a better estimate of the extent of these ﬂow features can now be
achieved.
3. The results from these secondary meshes are examined more closely and the rudder tip vortex
and secondary vortex structures are identiﬁed using the modiﬁed VORTFIND algorithm.
4. Finally, a ﬁnal ﬁne mesh is built placing ﬁner mesh in the regions of the propeller race, tip
vortex (the tip vortex is assumed to originate at 2/3rd chord at the junction between the tip
and pressure surfaces), secondary vortices and rudder boundary layer.
Figure 7.3 illustrates the downstream mesh reﬁnement process. The initial coarse mesh results
in highly diffused ﬂow structures. The tip vortex is evident in the lateral vector plot but none of
the secondary vortices have propagated this far downstream X/D = 7.0. However, the initial mesh
provides a good ﬁrst estimate of the extents of the propeller race. The second mesh reﬁned in the
zone of the propeller race shows a much more representative ﬂow structure. The locations of the tip
and secondary vortex structures are identiﬁed and these zones are further reﬁned.
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7.2.4 Computational Model
Table 7.1 illustrates the computational model for this case. The problem was partitioned along the x
axis. The partitions were selected to ensure that the propeller sub domain was only present in one
partition to simplify the user Fortran coding.
Table 7.1: Computational model.
Parameter Setting
Mesh Type Unstructured with local reﬁnement in vortical regions
No. of Elements Approximately 10M
Computing Iridis 2 Linux Cluster
Run Type Parallel ( 8 partitions run on 4×dual core nodes each with 2Gb RAM)
Turbulence Model Shear Stress Transport
y+ 30-60 on rudder
30 on ﬂoor outside propeller race
80 on ﬂoor where propeller race interacts with the ﬂoor
Wall Modelling Automatic Wall Functions
Spatial Discretisation High Resolution
Pseudo Time Step 0.1s
Convergence Control RMS residual < 10−5
Simulation Time Typically 2.5-3hrs
All three propeller models are suitable for use with parallel computing. The RANS-UT and
RANS-HO models require no amendments. The current implementation of the RANS-BEMT model
requires that the whole of the propeller plane be positioned inside one partition and that partition
number is passed to the propeller model. This ensures that the complete wake ﬁeld is extracted.
7.2.5 Solution Procedure
7.2.5.1 RANS-UT
The magnitude of the thrust is taken from experimental data, Molland and Turnock (1990b). The cor-
rect axial momentum source term is then derived from equation (4.26) and applied over the volume
of the propeller sub domain.
The RANS simulation is then performed from an assumed initial condition of u = 10m/s, v =
0m/s and w = 0m/s with an automatic pressure ﬁeld.
7.2.5.2 RANS-HO
The magnitude of the thrust and torque is taken from experimental data, Molland and Turnock
(1990b). The correct axial and tangential momentum source terms are then derived from equations
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(4.28) and (4.29) and applied over the volume of the propeller sub domain.
The RANS simulation is then performed from an assumed initial condition of u = 10m/s, v =
0m/s and w = 0m/s with an automatic pressure ﬁeld.
7.2.5.3 RANS-BEMT
The RANS simulation is initialised from an initial condition of u = 10m/s, v = 0m/s and w = 0m/s
with an automatic pressure ﬁeld.
To capture the inﬂuence of rudder blockage effects on the propeller, the RANS simulation is al-
lowed to reach a converged solution without the action of the propeller (ie fbx = 0 and fbθ = 0).
The average velocity passing through the propeller plane is extracted and exported to the BEMT
code, which returns the momentum source terms.
7.2.6 Mesh Sensitivity
Since an unstructured non uniform reﬁnement approach is being considered, the validation process
of Stern et al. (2001); Wilson et al. (2001) is not applicable. Alternative methods based on single grid
error estimates such as that presented by Celik and Hu (2004), could be used but are outside of the
scope of this work. Table 7.2 shows the predicted lift and drag from the coarse, medium and ﬁne
mesh.
Table 7.2: Mesh sensitivity - propeller-rudder interaction.
Case Parameter Coarse Medium Fine
J=0.35, δ = 10, HO No. of Elements 1.5M 4.4M 9.5M
Pressure Drag, CDP 0.0710 0.0986 0.1111
Skin Friction Drag, Cf 0.0592 0.05938 0.0619
Lift, CL 1.389 1.433 1.330
7.3 Results
Note: experimental results are all averaged over multiple blade passing periods. While no error data
is published associated with the wind tunnel experiments, the ﬁve axis dynamometer used has a
typical accuracy of ±1% when measuring forces, Molland (1976). The results for lift have also been
show to be repeatable over a a series of discreet wind tunnel sessions over ﬁve years and proved
comparable with published data from other sources.
7.3.1 Lift and Drag Data
Figures 7.4 and 7.5 compares the experimental and numerical lift and drag data respectively.
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Results are also presented from Simonsen (2000), who performed similar numerical simulations
using the CFDSHIP-IOWA code using a Hough and Ordway thrust and torque distribution, and
from Turnock (1993) using the 3D panel code PALISUPAN. Table 7.3 compares values of dCL/dδ and
δ0.
By neglecting the inﬂuence of propeller induced swirl on the ﬂuid, the RANS-UT model pro-
duces symmetric results at ±10◦ and the rudder neutral angle is at 0◦. However, the magnitude of
the lift results provide good indicative results, the gradient of the lift slope is within 10% of mean
experimental value. For this case, the drag experienced by the rudder is signiﬁcantly greater than
the experimental results for the RANS-UT model. This is due to the inﬂuence of swirl on local inci-
dence angle. Experimental results show a decrease in rudder drag with increasing propeller thrust
loading. At high thrust loadings the increased swirl component leads to a reduction in rudder drag,
the mechanism is illustrated in Figure 7.6.
The RANS-HO and RANS-BEMT approaches show very good correlation with the experimental
lift results in terms of both neutral rudder angle, δ0, and lift slope gradient. The neutral rudder
angle arises due to the swirl component of the propeller race. For this conﬁguration, δ0 is positive
since below the propeller axis the swirl leads to a negative effective incidence angle and above to a
positive incidence angle. As there is greater rudder area below the propeller axis, and the inﬂuence of
the rudder tip vortex is greatest near the tip, the net result at zero degrees true incidence is a negative
effective inﬂow angle.
Table 7.3: Rudder lift performance.
Data Set dCL
dδ δ0
Molland and Turnock SS46 0.132 0.093
Molland and Turnock SS90 0.136 0.526
Turnock (1993) 0.140 1.376
Simonsen (2000) 0.147 1.383
RANS-UT 0.123 0.000
RANS-HO 0.136 0.213
RANS-BEMT 0.139 0.227
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Figure 7.4: Rudder 2 - CL performance J = 0.35. Experimental results have an experimental error of
±1%.
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Figure 7.5: Rudder 2 - CD performance J = 0.35. Experimental results have an experimental error of
±1%.
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Figure 7.6: (a) Rudder angle zero degrees: forces due to propeller-induced incidence; (b) Rudder
angle zero: forces due to propeller-induced incidence - high thrust loading, Molland and Turnock
(2007).
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7.3.2 Rudder Pressure Data
The ability of the three propeller models to replicate the downstream wake of a propeller can be
inferred by their ability to replicate the correct pressure distribution on the rudder surface.
Examining the Cp = P−P0
1/2ρU2
0 distribution for a freestream rudder a Cp value of 1.0 is present at
the stagnation point, where the ﬂow velocity drops to zero. For a rudder downstream of a propeller,
the inﬂow velocity is greater than the freestream velocity hence the stagnation pressure is higher,
leading to CP values in excess of 1.0. Accurate prediction of stagnation CP values implies the correct
inﬂow velocity has been generated by the propeller model. By extracting the stagnation Cp values
an estimate of the rudder inﬂow velocity may be calculated using Bernoulli’s equation whereby: -
uinflow =
q
CpU2
0. (7.1)
Figure 7.7 compares the experiential and numerical rudder inﬂow velocities. The three models
differ signiﬁcantly. The RANS-BEMT is best able to recreate the inﬂow over the top half of the rudder
agreeing closely with the experimental results.
Figure 7.7: Rudder inﬂow velocity, δ = 0◦.
Figure 7.8 compares experimental and numerical pressure distributions at a series of span loca-
tions from root to tip for a rudder angle of δ = 0.
The RANS-UT model experiences a symmetric pressure distribution down both sides of the rud-
der in stark contrast to the more complex models and the experimental data. Both the RANS-BEMT
and RANS-HO models relatively well reproduce the pressure distribution for most of the locations
considered, showing clear improvement over the RANS-UT approach.
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(a) Span1 (70mm) (b) Span2 (230mm)
(c) Span3 (390mm) (d) Span4 (530mm)
(e) Span1 (705mm) (f) Span2 (880mm)
(g) Span3 (940mm) (h) Span4 (970mm)
Figure 7.8: Rudder pressure distributions at 0◦ incidence.
174CHAPTER 7. PROPELLER-RUDDER INTERACTION
All three models fail to replicate the pressure distribution at 70mm span. This location approxi-
mately corresponds with the top of the wind tunnel ﬂoor boundary layer. The failure to recreate the
pressure distribution in this region implies that the interaction of the wind tunnel boundary layer
with the rudder root and subsequent horseshoe vortex is poorly captured, for example see Patten-
den et al. (2005) for a discussion of required mesh resolution.
Both the RANS-BEMT and RANS-HO approaches are relatively well able to replicate the pressure
distribution at incidence angles of both 10 and -10 degrees (see Figure 7.9 and Figure 7.10 respec-
tively). Since the swirl imparted swirl direction is constant in both cases, the resulting pressure ﬁelds
are substantially different and this is reproduced in the numerical results.
Integrating the product of the pressure and normal in the y and x direction with respect to chord-
wise position, the spanwise lift and pressure drag distribution may be determined respectively, for
the numerical and experimental results this is compared in Figure 7.11 and 7.12. Both the RANS-HO
and RANS-BEMT methods replicate the shape of the spanwise lift distribution well for all angles of
incidence. The RANS-UT method fails to correctly predict the spanwise lift distribution.
The spanwise drag distribution is more complex and the limited number of experimental data
points make direct comparison difﬁcult. The RANS-HO and RANS-BEMT approaches both capture
some of the detail of the shape of the spanwise pressure drag distribution, relatively well. The RANS-
UT approach fails to capture any of the spanwise ﬂuctuation in drag.
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(a) Span1 (70mm) (b) Span2 (230mm)
(c) Span3 (390mm) (d) Span4 (530mm)
(e) Span1 (705mm) (f) Span2 (880mm)
(g) Span3 (940mm) (h) Span4 (970mm)
Figure 7.9: Rudder pressure distributions at 10◦ incidence.
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(a) Span1 (70mm) (b) Span2 (230mm)
(c) Span3 (390mm) (d) Span4 (530mm)
(e) Span1 (705mm) (f) Span2 (880mm)
(g) Span3 (940mm) (h) Span4 (970mm)
Figure 7.10: Rudder pressure distributions at -10◦ incidence.
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(a) δ = 0◦
(b) δ = 10◦
(c) δ = −10◦
Figure 7.11: Spanwise lift distribution.
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(a) δ = 0◦
(b) δ = 10◦
(c) δ = −10◦
Figure 7.12: Spanwise pressure drag distribution.
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7.3.3 Wake Evolution Downstream
Figures associated with this section are produced from the perspective of an observer upstream of
the propeller and rudder looking downstream.
7.3.3.1 0 Degree Incidence
The key ﬂow features for the RANS-UT model at angle of incidence of zero are illustrated in Figure
7.13 and discussed below: -
• X/D = 0.125, just downstream of the propeller but upstream of the rudder. Uniform axial
acceleration is applied by the propeller model, leading to a uniform axial velocity with no
swirl. Contraction of the slipstream is still occurring. This process leads to a widening of the
ﬂoor boundary layer below the propeller race.
• X/D = 0.375, just upstream of the rudder. Blockage due to the rudder is visible as a vertical
line of slower moving ﬂuid, which splits the propeller race in half.
• X/D = 0.64, rudder stock location. The presence of the rudder splits the propeller race verti-
cally in two, blockage due to the rudder accelerates the ﬂow adjacent to it. Flow ﬁeld remains
symmetric.
• X/D = 0.72, 2/3rd chord. Symmetry of propeller race is maintained.
• X/D = 3.0, shear layer between propeller race and freestream has widened. Symmetry is
maintained.
• X/D = 7.0, shear layer between propeller race and freestream has widened. Symmetry main-
tained.
Qualitatively, the ﬂows from the BEMT and Hough and Ordway approaches look similar. The
key ﬂow features are illustrated in Figure 7.13 and discussed below: -
• X/D = 0.125, just downstream of the propeller but upstream of the rudder. The action of the
propeller model has imparted an increase in axial velocity. The axial velocity distribution is
uniform circumfrentially and non uniform radially. The slipstream has visibly contracted.
• X/D = 0.375, justupstreamoftherudder. Theswirlvelocitycomponentmodiﬁesthelocalinci-
dence angle of the rudder, moving the stagnation point further left in the region corresponding
to the top half of the propeller disc and further right on the bottom. The corresponding block-
age due to the presence of the rudder is visible as a vertical line of slower moving ﬂuid shifted
slightly right in the top half and slightly left in the bottom half. At the centre of the prop race
there is a region of slower moving ﬂuid associated with the wake behind the hub.
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• X/D = 0.64, rudder stock location. The presence of the rudder splits the propeller race verti-
cally in two. Blockage due to the rudder accelerates the ﬂow adjacent to it. The effect of the
swirl component introduces an effective incidence angle onto the rudder. This is equivalent to
a positive rudder angle over the top region and a negative rudder angle over the bottom. Ini-
tial signs of ﬂow from the pressure to suction face are visible at the tip of the rudder. The swirl
component acts to drive the propeller race up on the left side of the rudder and downwards on
the right side of the rudder.
• X/D = 0.91775, 2/3rd chord. The vertical shift in the propeller wake due to the swirl becomes
more pronounced.
• X/D = 1.646, one chord length downstream of the rudder, weak clockwise tip vortex is ob-
served. The rudder wake has mixed with the surrounding faster moving ﬂuid.
• X/D = 3.0, the left and right halves of the propeller race are rolling up into distinct vortical
features with the left half of the race moving up and right, while the right half continues to
move down and left. Distinct secondary vortices have formed around these features.
• X/D = 7.0, the tip vortex has become lost in the swirl from the propeller race. The propeller
race has become highly distorted. The swirl generated by the propeller leads to localised re-
gions of propeller race forming secondary vortex structures, giving ﬁve vortex structures in
total.
7.3.3.2 10 Degree Incidence
The key ﬂow features for the RANS-UT model at angle of incidence of 10 degrees are illustrated in
Figure 7.14 and discussed below:-
• X/D = 0.125, just downstream of the propeller but upstream of the rudder. Uniform axial
acceleration is applied by the propeller model, leading to uniform axial velocity, with no swirl.
• X/D = 0.375, just upstream of the rudder. Blockage due to the rudder is visible as a vertical
line of slower moving ﬂuid, which splits the propeller race in half.
• X/D = 0.64, rudder stock location. The presence of the rudder splits the propeller race verti-
cally in two. Blockage due to the rudder accelerates the ﬂow adjacent to it. Initial signs of ﬂow
from the pressure to suction face are visible.
• X/D = 0.91775, 2/3rd chord. Tip vortex is starting to evolve.
• X/D = 3.0. The clockwise tip vortex is dominating the transverse ﬂow.
• X/D = 7.0. The tip vortex is still clearly deﬁned and dominates the ﬂow in the transverse
plane. The clockwise action of the tip vortex forces the propeller race to the left.
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Figure 7.13: Axial velocity wake ﬁeld (axial ﬂow factor a surrounding the propeller rudder system at
0◦ rudder incidence. In the propeller race a maximum element size of 0.03m is deﬁned throughout
its longitudinal extent.
Location Uniform Thrust Hough and Ordway BEMT
X/D = 0.125
X/D = 0.375
X/D = 0.64
X/D = 0.72
X/D = 1.25
X/D = 1.646
X/D = 3.0
X/D = 7.0
182CHAPTER 7. PROPELLER-RUDDER INTERACTION
Figure 7.14: Axial velocity wake ﬁeld surrounding the propeller rudder system at 10◦ rudder inci-
dence. In the propeller race a maximum element size of 0.03m is deﬁned throughout its longitudinal
extent.
Location Uniform Thrust Hough and Ordway BEMT
X/D = 0.125
X/D = 0.375
X/D = 0.64
X/D = 0.72
X/D = 1.25
X/D = 1.646
X/D = 3.0
X/D = 7.0
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Qualitatively, the ﬂow ﬁeld downstream of the rudder and propeller for both the Hough and
OrdwayandBEMTmethodsshowthesameﬂowfeatures. Inthelateralplane, thewakeisdominated
by the tip vortex which drives mixing between the propeller race and the freestream ﬂow:-
• X/D = 0.125, just downstream of the propeller but upstream of the rudder. Looking down-
stream, the propeller imparts a clockwise swirl component into the ﬂow as well as an increased
axial velocity.
• X/D = 0.375, justupstreamoftherudder. Theswirlvelocitycomponentmodiﬁesthelocalinci-
dence angle of the rudder, moving the stagnation point further left in the region corresponding
to the top half of the propeller disc and further right on the bottom. The corresponding block-
age due to the presence of the rudder is visible as a vertical line of slower moving ﬂuid shifted
slightly right in the top half and slightly left in the bottom half. At the centre of the propeller
race there is a region of slower moving ﬂuid associated with the wake behind the hub.
• X/D = 0.64, rudder stock location. The presence of the rudder splits the propeller race verti-
cally in two. The swirl component pulls the prop race upwards on the pressure face (left side
looking down the tank), and downwards on the suction face. the initial roll up of the vorticity
can be seen above the propeller tip - the tip vortex rotates in the same direction as the propeller
race.
• X/D = 0.91775, 2/3rd chord. The vertical shift in the propeller race has become more pro-
nounced, formation of the tip vortex continues while the boundary layer thickness is small.
• X/D = 1.646, one chord length downstream of the rudder. Clockwise tip vortex is well deﬁned
and the rudder wake has mixed with the surrounding faster moving ﬂuid.
• X/D = 3.0. The tip vortex is dominating the ﬂow, drawing ﬂuid from outside the propeller
race from right to left, forcing the propeller race into a ’C’ shape. Localised sections of the
propeller race start to roll up into secondary vortices.
• X/D = 7.0. The tip vortex is still clearly deﬁned and the propeller race has become highly
distorted. The swirl generated by the propeller leads to localised regions of prop race forming
secondary vortex structures, giving ﬁve vortex structures in total.
7.3.3.3 -10 Degree Incidence
The key ﬂow features for the RANS-UT model at angle of incidence of -10 degrees are symmetric to
the results at 10 degrees. Due to the swirl component, the ﬂow pattern for the RANS-HO and RANS-
BEMT approaches at -10 degrees are asymmetric and are illustrated in Figure 7.15 and discussed
below: -
• X/D = 0.125, just downstream of the propeller but upstream of the rudder. Looking down-
stream, the propeller imparts a clockwise swirl component into the ﬂow as well as an increased
axial velocity.
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Figure 7.15: Axial velocity wake ﬁeld surrounding the propeller rudder system at −10◦ rudder inci-
dence. In the propeller race a maximum element size of 0.03m is deﬁned throughout its longitudinal
extent.
Location Uniform Thrust Hough and Ordway BEMT
X/D = 0.125
X/D = 0.375
X/D = 0.64
X/D = 0.72
X/D = 1.25
X/D = 1.646
X/D = 3.0
X/D = 7.0
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• X/D = 0.375, justupstreamoftherudder. Theswirlvelocitycomponentmodiﬁesthelocalinci-
dence angle of the rudder, moving the stagnation point further left in the region corresponding
to the top half of the propeller disc and further right on the bottom. The corresponding block-
age due to the presence of the rudder is visible as a vertical line of slower moving ﬂuid shifted
slightly right in the top half and slightly left in the bottom half. At the centre of the propeller
race there is a region of slower moving ﬂuid associated with the wake behind the hub.
• X/D = 0.64, rudder stock location. Blockage due to the presence of the rudder accelerates the
surrounding ﬂuid.
• X/D = 0.91775, 2/3rd chord. The clockwise swirl of the propeller is minimising the growth of
the anticlockwise tip vortex. The left half of the propeller race is trending upwards.
• X/D = 1.646, one chord length downstream of the rudder. The anti clockwise tip vortex is
weakly deﬁned, the propeller swirl is dominating the ﬂow, the rudder wake has mixed with
the surrounding faster moving ﬂuid.
• X/D = 3.0. The propeller wake has rolled up into a series of secondary vortices.
• X/D = 7.0. The propeller race has become highly distorted and the swirl generated by the
propeller leads to localised regions of propeller race forming secondary vortex structures.
7.4 Discussion
Not all aspects of the propeller race are replicated by the body force propeller models and conse-
quently there are variations between the experimental and numerical results. When using these
approaches, it is vital to understand the physical differences between the modelled and actual ﬂow.
Comparison between the three body force propeller models highlights the importance of consid-
ering both the thrust and torque generated by the propeller in order to generate good predictions of
both rudder lift and drag.
The axial acceleration leads to increased rudder forces since the lift and drag are both propor-
tional to the local velocity2. The inﬂuence of the swirl is not so intuitively obvious. Considering
an inﬁnitely long foil with a propeller positioned upstream at mid span, the incidence angle down-
stream of the top half of the propeller domain will be increased and on the bottom half it will be
reduced. Assuming that lift is proportional to incidence angle, the net result would be a zero change
in lift. However, the rudder is a ﬁnite aspect ratio foil operating with an effective reﬂection plane
on the wind tunnel ﬂoor and producing a tip vortex. The interaction of the propeller race with the
already 3D ﬂow leads to asymmetric rudder lift performance. The inﬂuence of swirl acceleration on
the rudder drag is more complex. By changing the local incidence angle, the resultant force direction
is brought forwards. The higher the thrust loading, KT
J2 , the greater this effect, and at high thrust
loadings the rudder can produce thrust rather than cause drag.
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The primary assumption of all three body force propeller models is that the inﬂuence of the pro-
peller is averaged over one revolution. As a consequence, the resulting ﬂow is ’steady’ and compu-
tationally much less expensive than replicating the full transient ﬂow. The unsteadiness in the true
propeller race leads to cyclic variations based on blade passage frequency and the magnitude of these
ﬂuctuations. Experimentally, these ﬂuctuations are neglected and a time averaged result presented.
Using a body force propeller model with a suitable thrust and torque distribution, it is possible to
achieve similar results to experiments.
7.5 Conclusions
• The methods discussed in this chapter make use of the ﬂow integrated effects of the propeller,
which generates an accelerated and swirled onset ﬂow onto the rudder. As long as the radial
variation in axial and tangential momentum generated by the propeller are included, then the
inﬂuence of the unsteady propeller ﬂow can be removed and ’steady’ calculations performed
to evaluate the inﬂuence of the propeller on the rudder.
• An iterative meshing strategy based on the VORTFIND algorithm is developed which allows
goodcaptureoftheextentsofboththepropellerracedownstreamoftherudderandthevortical
structures. The extent of the propeller race and vortex paths are extracted using Matlab scripts.
These locations are then entered into TCL scripts used by ICEM CFD to produce the mesh.
There are no known reasons why this approach should not be completely automated to create
an adaptive meshing strategy.
• Because the the VORTFIND algorithm locates vortex cores purely based on ﬂow direction it
is advantageous for adaptive meshing routines since all vortex cores are identiﬁed equally,
independent of vortex strength. Further extensions to the VORTFIND algorithm are possible
to identify the radius of the vortex core.
• The uniform thrust (RANS-UT) approach, which neglects swirl, gives an adequate prediction
of rudder lift but is unable to well predict the rudder drag.
• The prescribed thrust and torque distribution of Hough and Ordway (RANS-HO) and the cou-
pled RANS-BEMT approach are better able to recreate the wake downstream of the propeller,
and the resulting rudder loads and surface pressure distribution compare favourably with the
experimental data.
• It is considered that prediction of the lift-curve slope (dCL
dδ ) within 5% of the experimental
value is acceptable for parametric design investigations of propeller-rudder interaction. Conse-
quently, both the RANS-BEMT and RANS-HO models are considered suitable methodologies
for investigating the inﬂuence of standard ship like propellers on downstream control surfaces.
• This RANS-HO approach is only useful to investigate the inﬂuence of the propeller on the
rudder. Interaction effects due to the rudder on the propeller are not captured. Since the thrust
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and torque distribution are idealised based on an inﬁnitely bladed propeller, it is not suitable
for high aspect ratio, low blade area ratio type propellers such as Autosub 3s.
• The blockage effects of the rudder on the propeller can be achieved using the coupled RANS-
BEMT approach described. Radial and circumferential variation in propeller performance can
be captured by considering the local inﬂow conditions at a series of radial and circumferential
divisions. This allows for non uniform propeller inﬂow such as that observed behind a ship or
submarine.
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8.1 Introduction
Understanding the three way coupling between hull, propeller and rudder is vital in order to accu-
rately model the forces and moments acting on a manoeuvring AUV. No suitable experimental data
set exists providing global force data for self propelled AUV manoeuvres. However, experimental
data is available for ships at low Froude numbers. At low Froude numbers (Fn < 0.18), the wave
system around a ship is small and the resistance is almost entirely due to viscous effects, Comstock
(1967). Hence the principal ﬂow features for a ship operating at low Fn ship are similar to an AUV.
This chapter will replicate experiments performed by MOERI for the KVLCC2 operating at a Fn
of 0.14, neglecting free surface effects. The results were presented to the SIMMAN workshop along
with similar simulations from other organisations, allowing comparison of the approaches used.
8.2 Hull-Propeller-Rudder Interaction Test Case
8.2.1 Details of Experiment
The KRISO very large crude carrier 2 (KVLCC2) (see Figure 8.1 and Table 8.1) for hull particulars is a
well-documented experimental test case for CFD code evaluation, Larsson et al. (2003); Hino (2005);
Stern and Agdrup (2008). The KVLCC2 was designed by the Korean Institute of Ships and Ocean
Engineering (KRISO now MOERI) and is representative of full bodied (CB = 0.81) single screw
tankers. The hull form incorporates a bulbous bow and a transom stern.
Figure 8.1: KVLCC2 hull form.
As part of the SIMMAN 2008 Workshop on Veriﬁcation and Validation of Ship Manoeuvring
Simulation Methods (SIMMAN), model tests were performed at the MOERI test tank (200 m long
× 16 m wide × 7 m deep) on a 1/58.0 scale self-propelled model at a range of speeds, drift angles
and rudder angles. The model was ﬁtted with a propeller and a semi-balanced rudder based on a
NACA0018 section with an area of 0.0654m2 and a geometric aspect ratio of 1.55. A series of static
drift, static rudder, pure sway planar motion mechanism (PMM) tests and pure yaw PMM tests were
performed with the propeller operating at the ship propulsion point (515 rpm) at a model speed of
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Table 8.1: Principal Dimensions of KVLCC2 model and propeller
Dimension Full-Scale Model Scale
Scale 1.00 58.000
Lpp (m) 7.0000 5.5172
Bwl (m) 1.2688 1.0000
D (m) 30.0 0.5172
T (m) 20.8 0.3586
∇ (m3) 3.2724 1.6023
Propeller Type FP FP
No. of blades 4 4
Propeller Diameter (m) 9.86 0.170
P/D (0.7R) 0.721 0.721
BAR 0.431 0.431
Rotation right hand right hand
H ub ratio 0.155 0.155
1.047 m/s corresponding to 15.5 knots full scale (Fn of 0.14 and model scale Re of 4.6 × 106). The
axis system used for this analysis is described in Figure 8.2.
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Figure 8.2: Axis system adopted for KVLCC2 analysis.
8.2.2 Model Domain and Boundary Conditions
The hull is modelled using a no-slip wall condition. Based on previous experience, a Dirchlet inlet
condition one body length upstream of the hull is deﬁned where the inlet velocity and turbulence are
prescribed explicitly. The model scale velocity is replicated in the CFD analyses and inlet turbulence
is set at the default value of 5%. A mass ﬂow outlet is positioned three body lengths downstream of
the hull. The inﬂuence of tank size on hydrodynamic derivatives determined from CFD simulations
has been demonstrated by Brogali et al. (2006). Thus, to replicate the test conditions, free slip wall
conditions are placed at the locations of the ﬂoor and sides of the tank (16m wide x 7m deep) to en-
able direct comparison with the experimental results without having to account for blockage effects
(DT/T = 19.5 and l/BT = 0.345). The inﬂuence of free surface is not included in these simulations
due to the increase in computational cost, and the free surface is modelled with a symmetry plane.
The Froude number is sufﬁciently low, Fn = 0.14, that this is not expected to have a large effect.
A hybrid ﬁnite volume unstructured mesh was built with the meshing tool ANSYS ICEM V11,
using tetrahedra in the far ﬁeld and inﬂated prisms elements around the hull with a ﬁrst element
thickness equating to a y+ = 30, with 10 to 15 elements used to capture the boundary layer of both
hull and rudder. Separate meshes were produced for each rudder angle using a representation of the
horn rudder with sealed gaps between the movable and ﬁxed parts of the rudder (see Figure 8.3).
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Figure 8.3: Mesh cut plane through longitudinal centreline of ship.
8.2.3 Computational Model
Figure 8.4 compares the open water performance calculated from the BEMT code compared with
values provided by MOERI. Standard values for lift curve slope and constant sectional drag were
used Molland and Turnock (2007) and good agreement obtained. For the effective advance speed of
interestfor thiswork(nominalJ=0.35) theagreementforKT andKQ wasexcellent, witha difference
of less than 1%. It should be noted that the propeller diameter based Reynolds number (Re = V D/ν)
is 150,000, and as such, a fully turbulent RANS propeller simulation would not be appropriate.
Table 8.2 summarises the computational parameters adopted as well as identifying a typical run-
time.
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Figure 8.4: Comparison of propeller characteristics in open water. Experimental results from MOERI.
Table 8.2: Computational model.
Parameter Setting
Mesh Type Unstructured hybrid (tetrahedral/prism)
No. of Elements Approximately 2M
Computing 64-bit desktop PC 4BG of RAM
Turbulence Model SST
y+ 30
Wall Modelling Automatic Wall Functions
Spatial Discretisation CFX High Resolution
Pseudo Time Step Automatic
Convergence Control RMS residual < 10−5
Simulation Time Typically 5hrs
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8.2.4 Solution Procedure
Within the RANS mesh, the propeller is represented as a cylindrical sub domain with a diameter, D,
equal to that of the propeller and a length of 0.15D. The sub domain is divided into a series of ten
annuli corresponding to ten radial slices (∆r) along the blade. The appropriate momentum source
terms are then applied over the sub-domain in cylindrical co-ordinates to represent the axial and
tangential inﬂuence of the propeller.
The following procedure is adopted in order to calculate the propeller performance and replicate
it in the RANS simulations: -
1. An initial converged stage of the RANS simulation (RMS Residuals < 1 × 10−5) of ﬂow past
the hull is performed with the propeller domain body force terms set to zero.
2. The local nominal wake fraction, w0
T, is determined for each annulus by calculating the average
circumferential mean velocity at the corresponding annuli.
w0
T =
1
2πr∆r
Z 2π
0
Z r+∆r/2
r−∆r/2

Vs − va
Vs

rdθdr (8.1)
where va is the time averaged axial velocity at a given r and θ. This captures the inﬂuence
of the hull and rudder on the ﬂow through and across the propeller disc. This calculation is
written as a user speciﬁed Fortran module that exports the set of local axial wake fractions to
the BEMT code.
3. The BEMT code iterates to ﬁnd the thrust (dKT) and torque (dKQ) for the ten annuli based
on ship speed, the local nominal wake fraction and the propeller rpm. A converged solution is
deemed to have occurred when the difference in α is less than 1% . This phase of analysis adds
a negligible overhead to the overall computational cost.
4. The local thrust and torque derived by the BEMT code are assumed to act uniformly over the
annulus corresponding to each radial slice. The thrust is converted to axial momentum sources
(momentum/time) distributed over the annuli by dividing the force by the volume of annuli.
The torque is converted to tangential momentum sources by dividing the torque by the average
radius of the annulus and the volume of the annulus.
5. These momentum sources are then returned to the RANS solver by the Fortran module, which
distributes them equally over the cell within the axial length of the propeller disc.
6. The RANS simulation is then restarted from the naked hull solution but now with the addi-
tional momentum sources. The ﬁnal solution is assumed to have converged when the root
mean square residual is less than 1 × 10−5. Typically, the computational cost of this second
phase of the RANS simulation adds a further 30% to the runtime.
It should be noted that the procedure discussed above calculates the propeller inﬂow conditions
based on the nominal wake ﬁeld, i.e. the wake ﬁeld without the presence of the propeller. In practice,
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when a propeller is operating in the wake of a ship, the total velocity ﬁeld is the sum of the nominal
wake ﬁeld, the propeller induced velocities and interaction velocities due to the complex interaction
between the hull and propeller, Carlton (2007).
8.2.5 Mesh Sensitivity
An uncertainty assessment has been performed based on the methodology presented by Stern et al.
(1999). While not directly applicable to a hybrid mesh, it is assumed to be a suitable approach when
using a hybrid meshing strategy where the mesh in the boundary layer is systematically reﬁned.
Table 8.3 shows the results of the mesh sensitivity study for the self propelled case with the rudder
at 10◦ using a reﬁnement ratio of rk =
√
2 with the ﬁnest mesh having 2.1 × 106 elements. Within
the boundary layer modiﬁcation of the ﬁrst layer thickness modiﬁed the y+ value from 30 on the
ﬁnest mesh to 60 on the coarsest. Computational uncertainty was found to be 2-3% for side force
and yaw moment but much larger at 15% for resistance. Previous CFD workshops highlight the
difﬁculties in accurate prediction of straight line resistance with large uncertainty and comparison
errors common between calculated and experimental drag unless signiﬁcantly larger meshes (10M+
elements) are used Hino (2005). Thus a mesh density of 2M cells proves inadequate to achieve a
fully mesh independent solution capturing all aspects for self propulsion and propeller design cal-
culations. Nonetheless, a good level of understanding of the global forces and moments required for
manoeuvring coefﬁcients can be obtained with this level of mesh resolution.
Table 8.3: Mesh sensitivity - self propulsion - rudder at 10◦.
Exp. (D) Fine (SG) Medium Coarse UG (%SG) E(%D) Uv(%D)
Longitudinal Force X(N) -11.05 -11.74 -12.6 -13.82 17.5 -6.28 18.77
Transverse Force, Y (N) 6.79 7.6 7.51 7.33 1.35 -11.89 2.92
Yaw Moment, N (Nm) -19.47 -18.75 -18.7 -18.35 0.49 3.7 2.54
Thrust, T (N) 10.46 12.53 12.37 12.08 1.57 -19.79 3.13
Rudder X Force, Rx (N) -2.02 -1.83 -1.89 -1.94 - 9.39 -
Rudder Y Force, Ry (N) 4.32 4.94 4.99 4.88 - -14.49 -
8.3 Results
Figure 8.5 shows the spanwise variation of dKT and dKQ along the blade due to the local nominal
wake fraction (w0
T). The average nominal wake fraction (WT) over the propeller disc was calculated
at 0.467 compared with 0.443 derived experimentally14. The momentum terms used to replicate the
action of the propeller in the RANS simulation led to a thrust deduction factor, td = (T − R)/T,
14It is unclear from the experimental data set whether the quoted wake fraction of 0.443 is the Taylor wake fraction, wT, or
a mean wake fraction, WT
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of 0.236 compared to the value of 0.190 derived experimentally. Figures 8.6 and 8.7 illustrate the
inﬂuence of the propeller on the hull surface pressure and skin friction distribution respectively, for
the without rudder case.
Figure 8.5: Variation in nominal w0
T, dKT and dKQ along blade radius.
It should be noted that the propeller model introduces asymmetry in the ﬂow by replicating the
swirl effect of the propeller. Consequently, the illustrated starboard view shown differs slightly to
the port side of the vessel. The local acceleration of the ﬂow due to the propeller leads to a reduction
in local pressure coefﬁcient, Cp = P−P0
1/2ρU2
0 , and an increase in the skin friction coefﬁcient Cf = τw
1/2ρU2
0 .
These effects are concentrated at the stern of the vessel, diminishing as the parallel mid-body is ap-
proached. The action of the propeller accelerates the ﬂow and induces a swirl component. This
travels downstream where it ﬂows onto the rudder, signiﬁcantly changing the ﬂow around the rud-
der without the propeller (see Figure 8.8). The net result of the propeller action is an increase in the
velocity and an effective angle of incidence, leading to an increase in rudder drag and the production
of rudder lift with the rudder at zero incidence. The presence of the rudder modiﬁes the ﬂow up-
stream into the propeller, inﬂuencing the performance of the propeller (see Table 8.4). Blockage from
the rudder reduces the ﬂow velocity into the propeller, increasing the nominal mean wake fraction
, WT by 0.018, resulting in an increase in the thrust and torque coefﬁcients. The change in the local
wake fraction and the drag from the rudder modiﬁes the rpm required at the model propulsion point
from 552 rpm to 542 rpm.
Comparing the thrust coefﬁcient with and without the action of the propeller results in a ∆KT =
0.07 at a rudder separation X/D = 0.28. This compares well with the wind tunnel experiments by
Molland and Turnock (2007), which derived a ∆KT = 0.058 at a X/D = 0.3 for a similar rudder and
propeller thrust loading.
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Figure 8.6: Comparison of pressure distribution at the stern of the vessel without propeller model
(left) and with propeller model (right).
Figure 8.7: Comparison of skin friction distribution at the stern of the vessel without propeller model
(left) and with propeller model (right).
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Figure 8.8: Comparison of streamlines passing through propeller disc for the appended hull, no
propeller model (top) and propeller model on (bottom).
Table 8.4: Inﬂuence of the rudder on propeller performance at the model self propulsion point.
CFD - no rudder CFD - rudder
Nominal wake fraction w0
T 0.467 0.485
Thrust deduction factor, t 0.326 0.258
rpm at model self propulsion point 552 542
Advance coefﬁcient J 0.357 0.351
Thrust coefﬁcient, KT 0.226 0.233
Torque coefﬁcient, KQ 0.026 0.027
Efﬁciency. η 0.494 0.482
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8.3.1 Global Forces
The matching set of experiments were performed with the vessel restrained in roll but free to heave
and pitch. However, to reduce simulation time the CFD simulations have assumed the vessel is ﬁxed
in heave and pitch at the quoted mean draught and level keel. For the zero drift, zero rudder angle
case, the force in the z direction was 253N downwards, which corresponds to a sinkage of 5.1mm
equating to 1% of the draft. Figure 8.9, illustrates the variation of global forces with variation in drift
angle. The inﬂuence of drift angle on global loads is well captured even at larger amplitude drift
angles outside the linear region. Prediction of the rudder forces is dependent on the rudder inﬂow
conditions, which are dominated by the action of the hull and the propeller. Thus, to accurately
capture the rudder forces, the ﬂow in the stern of the vessel needs to be captured with a high level
of accuracy, to ensure the correct ﬂow into the propeller and then across the rudder. Small over
predictions in the thrust generated by the propeller will lead to an increased inﬂow velocity, which
will then cause an over prediction of rudder force. This is seen in Figure 8.10, where the predicted
propeller thrust is approximately 20% higher than the experimental result, leading to over prediction
of the global side force and yawing moment, which are dominated by the rudder loads. It should
be noted that only 13,500 surface mesh elements were used to deﬁne the rudder, surrounded by a
mesh of the order of 200,000 cells in the vicinity of the rudder. Work by Date (2001) indicates values
of 5-20M cells are required to fully resolve the rudder force.
Figure 8.9: Inﬂuence of drift angle on force coefﬁcients at a model speed of 1.047 m/s. Experimental
data made available as part of the SIMMAN workshop Stern and Agdrup (2008).
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Figure 8.10: Inﬂuence of rudder angle on force coefﬁcients at a model speed of 1.047 m/s. Experi-
mental data made available as part of the SIMMAN workshop, Stern and Agdrup (2008).
8.4 Discussion
These simulations provide good initial estimates of the manoeuvring coefﬁcients for the appended
self propelled KVLCC2 hullform. The results would beneﬁt from ﬁner mesh resolution in the bound-
ary layer region, resolving into the viscous sub layer would remove uncertainty resulting in using
wall functions. Finer resolution in the region of the bilge vortices would improve both the prediction
of the hull surface pressure and prediction of the propeller inﬂow, while further mesh density around
the rudder and rudder tip vortex would improve prediction of the rudder forces.
Selected results from the above simulations were submitted to the SIMMAN workshop. Three
groups produced RANS simulations of the KVLCC2 hull undergoing static rudder and static drift
manoeuvres. These are compered with experimental measurements made by MOERI. Table 8.5, 8.6
and 8.7 compare the predicted global forces and moments.
There is signiﬁcant scatter in the numerical solutions and signiﬁcant variations between these
values and the experiments. The results from MOERI-WAVIS and NMRI-NEPTUNE were both cal-
culated using prescribed thrust and torque body force propeller models with the thrust and torque
predeﬁned and therefore give the correct thrust value, while the SOUTHAMPTON-CFX results cal-
culate the thrust as part of the simulation.
Further modiﬁcations to the RANS-BEMT propeller model should be: -
• The coupled RANS-BEMT approach circumferentially averages propeller inﬂow for a series of
annuli. This fails to capture the circumferential variation in blade loading, and consequently,
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Table 8.5: Test Case 1b-1: KVLCC2 static rudder, β = 0◦, δ = 0◦. Results taken from Stern and
Agdrup (2008).
Organisation Integral values (×10−3)
var. X0 Y 0 N0 T0 R0
X R0
Y
Experiment D -9.00 -0.23 -0.27 9.56 1.16 1.09
MOERI-WAVIS S -3.34 -0.15 0.67 1.67
E(%D) 1382.88 -43.06 -42.24 52.95
NMRI-NEPTUNE S -10.66 -0.47 0.24 9.58 0.95 0.47
E(%D) 18.43 109.05 -188.68 0.17 -17.42 -57.25
SOUTHAMPTON-CFX S -11.25 -2.15 1.27 12.58 1.05 2.85
USN(%S) -9.67 1.64 17.23
E(%D) 24.99 854.32 -579.62 31.57 -9.47 161.13
Mean S (S) -10.95 -1.99 0.45 11.08 0.89 1.66
St. Dev. (%S) -3.81 -72.55 162.79 19.16 22.21 71.70
Mean E (%D) 21.71 782.08 -270.45 15.87 -23.04 52.28
propeller side force. A more complete approach would be to subdivide the propeller disc into
a series of discrete zones in both the radial and circumferential direction.
• Ideally, the input to the propeller model would be the effective wake ﬁeld, which is the sum
of nominal wake and induced velocities. It is possible to ﬁnd the effective wake ﬁeld by re-
peating the process from steps 2 through 6 to ﬁnd the total velocity ﬁeld and then subtracting
the propeller induced velocities calculated from the BEMT code. For the particular geometry
investigated, only very small changes occur and this additional iterative loop was not included.
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Table 8.6: Test Case 1b-2: KVLCC2 static rudder, β = 0◦, δ = 10◦. Results taken from Stern and
Agdrup (2008)
Organisation Integral values (×10−3)
var. X0 Y 0 N0 T0 R0
X R0
Y
Experiment D -10.18 6.26 -3.25 9.64 1.14 -3.59
MOERI-WAVIS S -2.16 -0.57 0.41 -3.92
E(%D) -134.51 -82.34 -63.97 8.93
NMRI-NEPTUNE S -14.36 3.79 -1.80 9.58 0.58 -3.06
E(%D) 41.05 -39.47 -44.67 -0.62 -48.74 -14.98
SOUTHAMPTON-CFX S -11.95 7.73 -3.82 12.75 1.86 -5.03
USN(%S) -17.50 1.35 -0.49 1.57 27.83 -1.23
E(%D) 17.41 23.56 17.42 32.29 63.21 39.92
Mean S (S) -13.15 3.12 -2.06 11.16 0.95 -4.00
St. Dev. (%S) -12.93 159.59 -79.37 20.09 83.17 -24.73
Mean E (%D) 29.23 -50.14 -36.53 15.84 -16.50 11.29
Table 8.7: Test Case 1b-3: KVLCC2 static drift, β = 12◦, δ = 0◦. Results taken from Stern and Agdrup
(2008)
Organisation Integral values (×10−3)
var. X0 Y 0 N0 T0 R0
X R0
Y
Experiment D -12.12 74.38 23.25 0.86 -5.59
MOERI-WAVIS S 66.30 24.16 0.08 -8.48
E(%D) -10.86 3.90 -90.80 51.73
NMRI-NEPTUNE S -11.71 81.45 20.71 9.58 1.02 -6.89
E(%D) -3.35 9.50 -10.90 18.65 23.24
SOUTHAMPTON-CFX S -12.87 81.23 33.66 9.22 1.57 -3.23
USN(%S) -36.00 20.18 14.14 3.35 -1.62
E(%D) 6.23 9.21 44.78 82.55 -42.16
Mean S (S) -12.29 76.33 26.18 0.89 -6.20
St. Dev. (%S) -6.68 11.38 25.61 84.73 -43.40
Mean E (%D) 1.44 2.62 12.59 3.47 10.94
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8.5 Conclusions
• To demonstrate the effectiveness of the RANS-BEMT approach, a simulation of the ﬂow around
the fully appended model scale KVLCC2 tanker was performed. The predicted global forces
and moments acting on a vessel undergoing self propelled steady state manoeuvres generally
agree relatively well with the numerical results, with trends being well captured. A mesh
density of 2M cells proves inadequate to achieve a fully mesh independent solution capturing
all aspects for self propulsion and propeller design calculations. Nonetheless, a good level of
understanding of the global forces and moments required for manoeuvring coefﬁcients can be
obtained with this level of mesh resolution.
• Predictions of side force and yawing moments are generally closer to the experimental results
and have signiﬁcantly lower computational uncertainty than the drag force during a manoeu-
vre.
• The method captures the changes in propulsive force associated with the downstream rudder
and increase in rudder side force associated with the acceleration of the propeller race. It is
estimated that the computational cost of running a propeller model based approach is 1/10th
of the cost of considering the full transient ﬂow ﬁeld with an unsteady BEMT. A one to two
order of magnitude reduction in time step is likely to be required to fully model the propeller
in RANS, Mueller et al. (2006).
• While the RANS-BEMT approach was very well able to predict the rudder lift for propeller-
ruddersimulationsintheprecedingchapter, hull-propeller-ruddersimulationsaresigniﬁcantly
more complex. The difﬁculty in correctly replicating the hull boundary layer and its knock-on
effect on prediction of propeller loads and rudder loads illustrates the difﬁculties inherent in
replicating the hull-propeller-rudder interactions numerically. Poor prediction of any one of
the key ﬂow features or interaction effects can result in poor prediction of the global forces and
moments.
• Improvements to the RANS-BEMT approach are postulated which will lead to better prediction
of propeller forces behind a hull.
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9.1 Introduction
The ability of an AUV to meet the design speed and design range is dependent on the in-service
resistance, which may be signiﬁcantly greater than the bare hull resistance. The drag components
may be broken down as follows: -
In service drag = Bare hull drag + Appendage drag + Protrusion drag + Induced drag (9.1)
Firstly, the appendage drag adds both to the skin friction and pressure drag. For Autosub 3, this
equates to a 13% increase in resistance (see Paper 1).
Operating AUVs differ from the smooth hull assumption as various arials, instruments, etc, pro-
trude through the hull. Each of these will have an associated effect on the total drag on the vehicle
(Protrusion drag).
The ﬁnal addition to the drag is the induced drag associated with maintaining depth. Like most
ﬂight style AUVs, Autosub 3 is ballasted prior to a mission with a slight net positive buoyancy, Grif-
ﬁths (2002), so that in the event of a failure, the vehicle will then rise gently to the surface. As a
consequence, to maintain its depth, Autosub must use its control surfaces to adopt a nose down ﬂy-
ing attitude, so a component of the thrust from the propeller and hydrodynamic lift from the hull
can be used to oppose the buoyancy.
The propeller also modiﬁes the ﬂow at the stern of the vehicle so the thrust required to self propel
the vehicle is greater than the towed resistance.
Usingthemethodsdevelopedinthepreviouschapters, theﬂowaroundtheselfpropelledAutosub
3 vehicle will be analysed in this chapter. The action of the propeller will be modelled using the
RANS-BEMT approach discussed in the preceding chapters. Derived results will be compared with
in-service data and model scale experiments.
9.2 AUV Self Propelled Flight Test Case
9.2.1 Details of Experiments
Depth control on Autosub 3 is performed using a cascade design with pitch control as the inner loop
and depth control as the outer (see Figure 9.1). Figure 9.2 shows how the sternplane angle is varied
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with forward speed. At slower speeds a larger sternplane angle is required to generate sufﬁcient
pitching moment to overcome the hydrostatic restoring moment, in order to achieve the required
pitch angle to maintain level ﬂight.
Figure 9.1: Variation in stern plane angle (dS) and pitch angle versus ﬂying speed, (Mission data from
Autosub Missions 385, 386 and 387).
Figure 9.2: Autosub depth control algorithm, McPhail and Pebody (1997).
To validate the forces and moments acting on the vehicle without the action of the propeller,
numerical results will be compared with the experimental data of Kimber and Marshﬁeld (1993) for
the Autosub DTV. The calculated self propelled performance will be compared with in service data.
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9.2.2 Model Domain and Boundary Conditions
An inlet boundary is placed 2l upstream, an outlet is placed 7l downstream, and free slip walls are
placed 2l away from the vehicle. For simulations without the propeller, the longitudinal symmetry
along the XZ axis was exploited. Only half the vehicle was modelled with a symmetry boundary
condition placed on the XZ plane.
Due to the small length scale of protuberances through the hull, these will be initially ignored for
this chapter and a smooth hull will be assumed.
9.2.3 Mesh Strategy
ANSYS CFX V11 does not allow the use of overlapping structured meshes, which have been used
successfully to place reﬁned meshes over control surfaces of marine vehicles (for example, Carrica
et al. (2008); Kim et al. (2008); Venkatesan and Clark (2007)). An alternative approach has been used
which builds a structured mesh around the hull with blocks removed surrounding the control sur-
faces and the propeller cylinder (see Figure 9.3(a)). Individual structured meshes are then generated
for the two rudders (see Figure 9.3(b)), the propeller (see Figure 9.3(c)) and the ﬁxed and movable
parts of the sternplanes. These are then inserted into the main mesh. The meshes are joined by
CFX General Grid Interface (GGI) connections, which allows the mesh density on each side of the
interface to vary. Using this approach, higher mesh densities are achieved surrounding the control
surfaces without the need for small edges being continued to the domain boundaries, with resultant
high aspect ratio elements.
A set of coarse, medium and ﬁne meshes have been generated based on a mesh reﬁnement ratio
of rk =
√
2 (see Table 9.1) the y+ parameter has been ﬁxed by maintaining a constant ﬁrst layer
thickness for all the meshes. Five meshes were built for the movable sternplanes at 0, 3, 6, 9 and 12
degrees. The gap between the ﬁxed and movable sections has been ignored.
Table 9.1: Typical Mesh Details at 2m/s
Mesh Total No.
Elements
y+ No. Elements in
Boundary Layer
Coarse 356,466 70 6
Medium 976,172 70 10
Fine 2,365,018 70 14
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(a) Hull mesh (medium) showing cut outs for inserting foil
mesh, ﬁgure 9.3(b).
(b) Foil mesh (medium).
(c) End view of propeller mesh (medium).
Figure 9.3: Mesh
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9.2.4 Computational Model
Details of the computational approach are given in Table 9.2.
Table 9.2: Computational machine and solver settings.
Parameter Setting
Computing 64-bit desktop PC 4 GB of
RAM
Mesh Type Structured Hexahedral
Turbulence Model Shear Stress Transport,
with Automatic Wall
Functions
Spatial Discretization CFX High Resolution
Convergence Control RMS of all residuals <
10−4
For pitch angles of less than ∼ 5◦ the crossﬂow around the hull remains attached and body vor-
tices are not produced. Since the pitch angles for level ﬂight are small < 4◦ crossﬂow separation
around the hull need not be considered.
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Figure 9.4: Subdivision of propeller disc, 36 circumferential and 10 radial.
9.2.5 Solution Procedure
When ﬂying pitch down, a non-uniform ﬂow into the propulsor is observed, leading to propeller
sideforce as well as the normal thrust and moment loading. The propeller sideforce can lead to large
moments due to the distance between the propeller and the Autosub centre of gravity (0.47l). In order
to capture the radial and circumferential variation in propeller inﬂow conditions are determined for
360 discrete areas (10 radial divisions, 36 circumferential divisions)( see Figure 9.4). The BEMT code
is then called for each of these locations to determine the local KT and KQ. This quasi-static approach
is justiﬁed based on a reduced frequency of 0.00175, McCroskey (1982) 15.
Within the RANS simulation, the propeller is modelled as a cylindrical sub domain with a diam-
eter equal to that of the propeller and a length equal to that of the rotating hub, 0.069D. Momentum
source terms are then applied over the sub domain in cylindrical co-ordinates to represent the axial
and tangential momentum induced by the propeller. An iterative approach described in Figure 9.5
is used to establish the self propulsion point.
This approach is implemented through the use of CFX junction box routines and CFX User For-
tran routines. The junction box routine is called at the end of every coefﬁcient loop. It monitors
convergence levels, extracts wake data and controls the rpm. The Fortran routines are used to run
the BEMT code based on the wake data and rpm from the Junction box routine, determine the mo-
15reduced frequency kr = ωC/2U∞
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Figure 9.5: Flowchart illustrating self propulsion methodology. (T-I) approach to effective wake ﬁeld
estimation from Carlton (2007).
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mentum source distribution and return the source terms to CFX.
The computational cost of running the BEMT code at each coefﬁcient loop is 0.1% of the cost of
the RANS simulation.
9.2.6 Mesh Sensitivity
Nosuitableexperimentalresultsexistforvalidationofthestraightlineresistanceorthewakefraction
of Autosub. Grid based errors and uncertainties are estimated following Stern et al. (1999). Table 9.3
shows the grid convergence for the total resistance CT, skin friction CF, form factor (1+k) and Taylor
wake fraction wT.
The total resistance, skin friction resistance and form factor demonstrate oscillatory convergence.
The wake fraction demonstrates monotonic convergence, resulting in a grid uncertainty UG=3.07%
of the wake fraction on the ﬁnest mesh.
Table 9.3: Grid convergence.
Variable Fine (SG) Medium Coarse
CT × 1000 3.285 3.260 3.488
CF × 1000 2.818 2.821 2.777
(1+k) 1.166 1.156 1.256
wT 0.173 0.177 0.187
9.3 Results
9.3.1 Propeller Open Water Performance
The open water performance of the propeller is presented in Figure 9.6 at an advance velocity 2m/s.
Since the section drag is Reynolds number dependent, increasing the propeller Reynolds number
results in lower KQ values at higher advance velocities.
211CHAPTER 9. AUV SELF PROPULSION PERFORMANCE ASSESSMENT
Figure 9.6: Autosub 3 propeller open water performance.
9.3.2 Global Loads
The forces and moments generated by the rudder are presented in Figures 9.7, 9.8 and 9.9. The results
are compared with experimental data from Kimber and Marshﬁeld (1993) for the Autosub DTV (5.2m
scale model) undergoing a combination of drift, rotating arm and PMM tests for three appendage
designs. The numerical simulations compare well with the experimental results for heave force and
pitch moment. The numerical drag predictions correspond well with the average of positive and
negative heave velocities.
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Figure 9.7: Surge force (X’) versus sternplane angle.
Figure 9.8: Heave force (Z’) versus sternplane angle.
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Figure 9.9: Pitch moment (M’) versus sternplane angle.
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9.3.3 Nominal Wake
The propulsor on an AUV usually operates partly or entirely inside the hull boundary layer. Conse-
quently, predicting the inﬂow into the propeller plane is dependent on good modelling of the growth
of the boundary layer of the hull and any appendages forward of the propulsor. As the vehicle un-
dergoes a manoeuvre, the ﬂow around the hull is modiﬁed, changing the propeller inﬂow and its
performance. No experimental wake data exists for Autosub. However, the form of the wake pattern
at 0◦ pitch and 0◦ sternplane closely resembles that measured behind the DARPA Suboff when ﬁtted
with four control surfaces in a cruciform arrangement, Huang et al. (1992).
The viscous wake due to the boundary layer on the control surfaces is observed as a cruciform of
slower moving ﬂuid in the propeller wake. Pairs of counter rotating vortices generated at the root
of the control surfaces convect downstream, bringing higher momentum ﬂuid down onto the hull
either side of the control surfaces.
Figure 9.10: Inﬂuence of pitch and sternplane angle on mean wake fraction (WT).
Figure 9.10 and 9.11 illustrate the variation in the propeller wake at a series of nose down pitch
angles and rudder angles. As the drift angle increases, crossﬂow around the hull leads to an in-
crease in the average u velocity in the propeller plane. This overcomes the cosθ effect and leads to a
reduction in the wake fraction.
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Figure 9.11: Wake Contours at the Propeller Disc for 0◦ pitch & 0◦ sternplane (top left), 6◦ pitch & 0◦
sternplane (top right), 0◦ pitch & 6◦ sternplane (bottom left), 6◦ pitch & 6◦ sternplane (bottom right)
9.3.4 Self Propulsion
Due to the iterative nature of the solution process for the self propelled cases, the medium mesh has
been used in these studies to retain a solution time of less than 24 hours wall clock time.
The iterative loop between the RANS solver and BEMT code is repeated until the self propulsion
point of the vehicle is found (T = R/(1 + t)). Table 9.4 shows the convergence history to determine
the self propulsion point of the vehicle for the 2m/s case based on the nominal wake. After four
stages the self propulsion point has been determined. Further stages are subsequently performed to
determine the self propulsion point using the effective wake as an input to the BEMT code.
Figure 9.12 illustrates the nominal, effective and total velocity components at the propeller plane.
Since the operational thrust loading of the Autosub propeller is small, KT/J2 = 0.07, the velocities
induced by the propeller are small, approximately 10% of the nominal velocity. Similarly the in-
teraction velocities are small, tending to zero outside of the hull boundary layer. Since Autosub 3’s
propeller is based on two very high aspect ratio blades with a very small blade area ratio the radial
axial acceleration due to the action of the propeller looks very different to the distributions in Chap-
ter 6 for standard ship propellers, as such the RANS-HO approach would be inappropriate. The
RANS-HO approach would concentrate too much of the thrust away from the hull with the peak at
around 0.7R, as such the prediction of thrust deduction would be poor.
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Table 9.4: rpm convergence.
RANS BEMT |E|
Stage CT ×
1000
n Js KT 10KQ %Drag
0 3.260 0.00 0.00 0.000 0.000 100.0
1 3.566 5.00 0.57 0.024 0.023 15.5
2 3.375 4.28 0.67 0.009 0.012 65.9
3 3.530 4.86 0.59 0.022 0.021 1.4
Table 9.5 shows the self propulsion parameters for Autosub at 1m/s, 1.5m/s and 2m/s in level
ﬂight. Efﬁciencies have been calculated using the thrust identity method. The measured KT and
KQ at the self propulsion point decrease with increasing propeller Re due to the reduction in local
section drag coefﬁcient CD. Since KQ is more dependent on local section CD, propeller efﬁciency
increases with propeller Re. The wake fraction wT reduces at increasing Autosub Reynolds number,
this corresponds to the reduction in boundary layer thickness. The reduction in wake fraction with
Re is greater than the corresponding reduction in thrust deduction leading to a decrease in hull
efﬁciency ηH with increasing Autosub Reynolds number.
Figure 9.12: Nominal, effective and total velocity components in the propeller plane.
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Table 9.5: Self propulsion parameters.
Forward Speed
Parameter 1m/s 1.5m/s 2m/s
Autosub Re 6,793,000 10,189,500 13,586,000
Propeller Tip Re 74,593 128,371 169,391
JS 0.5719 0.5751 0.5831
KT 0.0232 0.0220 0.0216
10KQ 0.0243 0.0224 0.0216
η0 0.7161 0.7825 0.7886
ηR 1.0712 1.0277 1.0068
t 0.0878 0.0866 0.0835
wT 0.1919 0.1629 0.1585
ηH 1.1287 1.0912 1.0891
ηD 0.8658 0.8776 0.8647
9.3.4.1 Nose Down Level Flight
Using the data from Figure 9.1, the ﬂight condition at 1m/s (nose down pitch angle of 4◦ and a
sternplane angle of −6◦) has been simulated using the coupled RANS-BEMT approach.
Figure 9.13 illustrates the ﬂow around the vehicle. Crossﬂow around the hull results in slower
moving ﬂuid from the sternplane and hull boundary layers being forced downwards. This non
uniform inﬂow into the propeller leads to radial and circumferential variation in thrust and torque
coefﬁcients (see Figure 9.14 and 9.15) δKT and δKQ values ﬂuctuate by more than 50% over one
revolution. The ﬂow is accelerated by the action of the propeller, which imparts a clockwise swirl
component into the wake.
By pitching the vehicle nose down the thrust required has increased by 13.6 %, requiring an
increase in rpm of 3.8 %. The torque distribution results in a propeller side force of 1.43 N which
causesayawingmomentof4.69Nmwhichwouldrequirea2◦ rudderangletocorrect. Thiscompares
well with in-service measured data.
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Figure 9.13: Streamlines around the vehicle at a nose down pitch angle of 4◦ and a sternplane angle
of −6◦
Figure 9.14: Contour plot showing local δKT values.
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Figure 9.15: Contour plot showing local δKQ values.
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9.3.5 Comparison with Trial Data
The coupled RAN-BEMT simulation estimates a propeller rpm of 294 for self propulsion at 2 m/s.
This value is substantially lower than the rpm values seen in-service (Figure 9.16). There are two
signiﬁcant potential causes of this discrepancy: over prediction of KT in the BEMT code or under
prediction of the vehicle drag in the RANS simulation.
Figure 9.16: RPM versus water speed, (Mission data from Autosub Missions 385, 386 and 387.)
Using the ITTC 57 correlation line, equation 9.2, and a form factor from Hoerner (1965) for a
streamlined body as a function of vessel length (l) and diameter (d), equation 9.3, the bare hull drag
coefﬁcient can be estimated as CDV = 0.02219 compared with CDV = 0.0215 derived from the RANS
simulation. The four control surfaces add an extra 13% to the drag, leading to a CDV = 0.024, lower
than the accepted value for Autosub derived from deceleration tests of CDV = 0.045, Furlong (2005a).
CF1957 =
0.075
(log (Re) − 2)
2 (9.2)
(1 + k) = 1 + 1.5(d/l)3/2 + 7(d/l)3 (9.3)
The discrepancies between the numerical and in-service drag is believed to be due to the various
instruments and antennae which project through Autosub’s hull. These protuberances have been
ignored in the numerical simulations. Allen et al. (2000) performed towing tank tests to determine
the relative contribution of hull, ﬁns, transducers and nose pockets to the total hydrodynamic drag
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of a REMUS 100 AUV. The results identiﬁed the transducer and nose pockets comprised nearly half
of the total drag of the vehicle, thus highlighting that the drag of the basic hull is often not the major
contributor to the total drag of an AUV.
Taking the wake fraction and thrust deduction calculated by the RANS-BEMT simulation and
replacing the drag calculated from the RANS analysis with that calculated using the drag coefﬁcient
CDV = 0.045, the resulting prediction of rpm versus water speed are presented on Figure 9.16. These
show good agreement with the in-service data.
9.4 Conclusions
• Self propulsion simulations using the RANS-BEMT method have been performed over the
range of operational Reynolds numbers for the AUV Autosub 3. The iterative solution pro-
cedure provides a straightforward approach to determining self propulsion of AUVs based on
the effective wake ﬁeld.
• Comparisons with in-service data show the RANS-BEMT simulation under predicts the drag
of the vehicle and consequently the required rpm. This is attributed to the various instruments
and antennae which protrude through the hull which are not included in the CFD analysis.
After correcting for the drag of the protuberances, the predicted rpm show fair correlation with
the in-service data.
• Hull efﬁciency is shown to decrease with Reynolds number while the propeller open water
efﬁciency increases.
• Comparing the results for level ﬂight at 1m/s with the true nose down ﬂying attitude lead
to the required thrust increasing by 13.6%, requiring an increase in rpm of 3.8% and a power
increase of 11.9%.
• Improvements to the implementation of the RANS-BEMT model mean it is now able to ac-
count for both nominal or effective wake ﬁeld and calculate propeller sideforce. The low com-
putational cost of the propeller model combined with its ability to consider non-uniform and
tangential inﬂow conditions mean it is suitable for future transient manoeuvring simulations.
• The relative size of protrusions (e.g arials, lifting points, instruments, etc.)through the hull is
much greater for an AUV than a ship and hence the smooth body assumption made for ships is
not valid for AUVs and an allowance for protrusions should be considered at the design stage.
• An alternative approach to pitching the vehicle nose down is to ﬁt the vehicles with ’wings’.
These can be placed at the longitudinal centre of gravity and tuned to produce the required
down force at the service speed. The approach in this chapter could be modiﬁed to consider
the inﬂuence of wings on net vertical force.
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10.1 Overall
The propeller plays an important role in the performance of a self propelled vehicle, signiﬁcantly
modifying the ﬂow ﬁeld and the resulting forces and moments. This work develops a methodology
capable of assessing various aspects of the resistance and manoeuvrability of AUVs using steady and
unsteady CFD analysis methods.
A novel RANS-BEMT body force propeller model has been designed. This discretises the pro-
peller plane into a series of radial and circumferential sectors. By using a sectorial approach it is
able to consider the local axial and tangential inﬂow conditions at various sectors of the propeller
plane. This approach is compared to two existing methods which are based on prescribed thrust
and torque distributions, the RANS-UT and RANS-HO approach. The ability of these models to
accurately replicate the loads acting on a downstream rudder is examined in Chapter 7, with both
the existing RANS-HO and the novel RANS-BEMT approach being validated against experimental
results.
Modiﬁcations to the VORTFIND algorithm of Pemberton (2003); Pashias (2005) were proposed
in Chapter 4 to negate limitations with the existing method, which may return false responses for
cases with multiple vortices. The modiﬁcations proposed make the modiﬁed VORTFIND Algorithm
suitable for identiﬁcation of unknown numbers of vortex structures experienced in the ﬂow around
a manoeuvring AUV, independent of vortex strngth.
Combining the two methods above with a RANS style numerical towing tank allows the hydro-
dynamic performance of AUVs to be assessed. Paper 1 illustrates the ability of RANS to predict
the naked hull resistance (drag) of AUV’s validating the results against existing experimental data.
While Chapter 5 details the numerical towing tank techniques which may be used to derive the hy-
drodynamic derivatives experienced by a manoeuvring AUV, looking in detail at the inﬂuence of
correctly capturing the body vortices. The RANS-BEMT approach is then used to predict the self
propelled derivatives of the KVLCC2 hull form in Chapter 8 and ﬁnally applied to examine self pro-
pelled performance of the AUV Autosub 3 in Chapter 9.
Chapter 3 discusses how the calculated hydrodynamic derivatives may be used to establish the
directional stability, depth control ability and turning circle of the vehicle. Appendix E presents a
recommended hydrodynamic design procedure for AUVs and presents estimated costings for the
recommended simulations.
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10.2 RANS-BEMT Body Force Propeller Model - Objective 1
Body force propeller models replicate the action of the propeller by adding axial and tangential mo-
mentum source terms to the ﬂuid, over a cylindrical sub domain with its extents equal to that of the
swept volume of the propeller. A real ﬂuid may not support an instantaneous pressure change such
as that over the theoretical actuator disc model. Consequently the momentum source terms must be
distributed over a ﬁnite length in the axial ﬂow direction. Sensitivity studies performed suggest that
the axial extent of the propeller sub domain should be at least 0.1D and contain at least 10 grid points
for numerical stability.
The use of body force propeller models is advantageous for the following reasons: -
• Ship model scale or AUV propellers often operate at non turbulent Reynolds numbers and
consequently the ﬂow around the blades may not be correctly modelled using a fully turbulent
RANS simulation.
• The time and length scales of the propeller are an order of magnitude smaller than those associ-
ated with the hull and rudder of an AUV, as a consequence their use reduces the computational
cost of self propelled simulations by one to two orders of magnitude.
• The ﬂow integrated effects of the propeller generates an accelerated and swirled onset ﬂow
onto the rudder. As long as the radial variation in axial and tangential momentum generated
by the propeller are included, then the inﬂuence of the unsteady propeller ﬂow can be removed
and ’steady’ calculations performed to evaluate the inﬂuence of the propeller on the rudder.
The novel RANS-BEMT approach was compared with two existing models, the RANS-UT and
RANS-HO approaches. The RANS-BEMT approach proved more versatile than the two existing
methods for the following reasons: -
• TheRANS-BEMTmethodologynotonlysimulatestheeffectofthepropellerrace, butcalculates
the axial thrust and torque generated by the propeller as part of the simulation.
• The swirl component induced by the propeller has an important inﬂuence on downstream
geometries and should be considered. Therefore, the RANS-UT approach which neglects swirl
should not be used for propeller-rudder interaction studies.
• Whenconsideringpropeller-rudderinteractionsinChapter7, boththeRANS-BEMTandRANS-
HO methods provided good estimates of the lift and the estimate of drag lies within the exper-
imental uncertainty. Both also well replicate the pressure distribution acting on the rudder at
−10◦, 0◦ and 10◦ degrees. It is considered that prediction of the lift-curve slope (dCL
dδ ) within 5%
oftheexperimentalvalueisacceptableforparametricdesigninvestigationsofpropeller-rudder
interaction. Consequently both the RANS-BEMT and RANS-HO model are considered as suit-
able methodologies for considering propeller-rudder interaction with ship type propellers.
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• Unlike the RANS-HO approach the RANS-BEMT method does not assume the thrust and
torque distribution of an inﬁnite bladed propeller and consequently is suitable for propellers,
or turbines with high aspect ratio blades.
• For a manoeuvring AUV the wake in the propeller plane is non-uniform. To capture the ra-
dial and circumferential variation within the RANS-BEMT approach a novel methodology is
proposed whereby the propeller plane is subdivided into a series of discrete areas, n radial
divisions by m circumferential. For each location the local nominal or effective wake may be
calculated and used as an input with the propeller dimensions and rpm for use with in a mod-
iﬁed BEMT code. The BEMT code is used to calculate the local thrust and torque generated
by the passage of the blade, these are converted to momentum source terms which are imple-
mented in the RANS simulation.
• The RANS-UT and RANS-HO approaches use a ﬁxed circumferential thrust and torque distri-
bution and as such does not capture the two way interaction between the rudder and propeller
or propeller and hull. The RANS-BEMT is better suited for interaction studies since it is able to
capture both the inﬂuence of the hull and rudder on the propeller forces and vice versa.
• TheRANS-BEMTmethodsuccessfullycapturesthechangesinpropulsiveforceassociatedwith
the downstream rudder and increase in rudder side force associated with the acceleration of the
propeller race.
While this work has concentrated on AUVs, the RANS-BEMT approach has also been applied to
ship manoeuvring studies (see Papers 4 and 8) and tidal turbine wakes (see Paper 12) illustrating the
range of suitable applications for this method.
Itisenvisagedthatbodyforcepropellermodelswillbeimportantformanoeuvringsimulationsof
marine vehicles for the next decade, due to the very large range of timescales that must be considered
if both a rotating propeller and unprescribed transient manoeuvre are to be considered. As such it is
important to understand the limitations of the body force approach: -
• The inﬂuence of the propeller has been averaged over one blade passage, consequently blade
frequency effects such as blade wake and the tip vortices are neglected. Consequently it is not
possible to use these approaches to study cavitation, since the low pressure in the tip vortex
cores is not replicated, or to investigate vibration since the highly unsteady transient ﬂow ﬁeld
is not captured.
• Iterative solution procedures are required if the effective ﬂow ﬁeld is to be captured.
• The passage of the blades leads to an increase in the turbulent ﬂuctuations in the propeller
race, this increase is not captured by a body force approach. The inﬂuence of these turbulent
ﬂuctuations on the performance of the rudder is not well understood.
• The RANS-BEMT approach was able to predict the rudder lift for propeller-rudder simula-
tions. Hull-propeller-rudder simulations are signiﬁcantly more complex, requiring signiﬁ-
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cantly higher mesh resolution. The difﬁculty in correctly replicating the hull boundary layer
and its knock on effect on prediction of propeller loads and rudder loads illustrates the difﬁcul-
ties inherent in replicating the hull-propeller-rudder interactions numerically. Poor prediction
of any one of the key ﬂow features or interaction effects can result in less accurate prediction of
the global forces and moments.
10.3 VORTFIND - Objective 2
The modiﬁed VORTFIND algorithm was successfully used to identify the path of the body vortices
generated by a generic submarine hull at incidence. It was also used to track the vortices along
distance downstream of a body force propeller model interacting with a rudder. The modiﬁed
approached is successful in identifying even unknown number of vortices, independent of vortex
strength. As such, it is suitable for identifying vortex structures in many engineering ﬂows, for
example:-
• tip vortex from a wing or control surface;
• propeller tip and hub vortices;
• ship bilge vortices;
• body vortices developed around a submarine or a yacht’s keel.
This study has concentrated on steady state simulations where the vortex structures have ﬁxed
paths. In the future, there will be increased interest in simulating transient manoeuvres. By applying
the modiﬁed VORTFIND algorithm at a series of planes at each time step the transient path of the
vortex structures may be tracked.
The principle limitation of the approach is that, it is not Galilean invariant. As such, care must be
taken to ensure that the approach is applied to planes perpendicular to the vortex path.
As demonstrated in Chapter 5, capturing off-body vortical structures plays an important role in
replicating the ﬂow ﬁeld of a manoeuvring AUV. When building a mesh for an external ﬂow problem
it is common practice to ensure the quality of the elements and to examine the y+ on any no-slip wall
boundaryconditionsaspartofthemeshingprocedure. Itisrecommendedthataspartofthemeshing
procedure a vortex tracking algorithm such as VORTFIND is used on an initial solution to identify
regions of vortical ﬂow and ensure an adequate number of elements are deﬁned in that off-body
region to capture the vortex.
AshighlightedinChapter5capturingthebodyvorticesaroundamanoeuvringAUVisimportant
to accurately predict the hydrodynamic forces and moments. The VORTFIND method can be used
as part of adaptive meshing strategies to better capture the shed vortices, as highlighted in Chapter
7.
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10.4 Numerical Towing Tank - Objective 3
Chapters 5 through 9 illustrate the use of a numerical towing tank approach incorporating the RANS-
BEMT and VORTFIND methodologies capable of assessing the performance of an AUV.
10.4.1 Self Propelled Performance
Self propelled simulations have been performed for the KVLCC2 and Autosub 3 vehicles, clearly
demonstrating the ability of the RANS-BEMT approach.
The predicted global forces and moments acting on a vessel undergoing self propelled steady
state manoeuvres generally agree well with the numerical results. Predictions of side force and yaw-
ing moments are generally closer to the experimental results and have signiﬁcantly lower computa-
tional uncertainty than the drag force during a manoeuvre.
Initial smooth body assumptions fail to correctly model the total drag experienced by the vehicle
in service. From the perspective of a RANS simulation capturing the inﬂuences of antennaes and
other protuberances through the hull is difﬁcult, due to the small length scales associated with the
various protuberances through the hull. At the design stage an empirical approach is proposed
whereby velocities are extracted from a smooth body RANS simulation in conjunction with drag
coefﬁcients based on cross sectional area a good initial estimate of the protuberance drag may be
made.
10.4.2 Manoeuvring Derivatives
At small incidence angles the ﬂow around the hull and control surfaces remains attached and there
is a linear relationship between hydrodynamic loading and incidence angle. At higher incidence
angles separation can occur. On the hull crossﬂow separation and the resulting body vortices lead
to a non-linear increase in lift with respect to incidence angle. To capture these effects it is vital to
correctly model the body vortex structure. This work presents the ﬁrst RANS study concentrating on
the inﬂuence of mesh density and turbulence closure models on the strength and path of hull body
vortices developed around a submarine hull form at incidence. Signiﬁcant variations are observed
between the results.
The location of the separation line varies by 10◦ for the ﬁve turbulence models, this in turn has
has a signiﬁcant impact on the global forces acting on the DOR hull, for this case the drag varies by
42.0%, lift varies by 42.2% and the pitch moment varies by 9.5%.
The use of wall functions delays separation for roughly 5◦ for both the SST and k − ω models
compared with full resolution of the viscous sublayer. This reduction in separated zone leads to
a reduction in pressure drag of approximately 5%, a reduction in lift of approximately 5% and a
increase in pitching moment of 1.5%.
Vorticity transverses demonstrate that the SSG Reynolds stress model provides a signiﬁcant im-
provement in the prediction of both the vortex strength and path over conventional one and two
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equation turbulence closure models based on the eddy viscosity assumption. The eddy viscosity
based methods underpredict the vorticity within the body vortex by approximately 50 %. This is
achieved with an increase in computational cost of 250-300% of the conventional eddy viscosity ap-
proaches.
Sensitivity studies around the DOR submarine hull at incidence highlight that the choice of tur-
bulence model has a greater impact on the predicted forces and moments than the choice of wall
modelling approach. For manoeuvring AUVs at small incidence angles where the crossﬂow remains
attached the use of the Shear Stress Transport model is recommended. For larger incidence angles
the SSG Reynolds Stress Model is recommended.
10.5 Hydrodynamic AUV Design - Objective 4
An understanding of the hydrodynamic forces and moments acting on an AUV is critical at the
design stage if it is to be able to achieve it’s design speed and range. Four key stages are identiﬁed
within the design process for which CFD offers step-change improvement in design capability. These
are the design of the hull fairing, control surfaces, calculating of AUV propulsive power (resistance
and propulsion) and estimating the course keeping performance and manoeuvrability.
The proposed design methodology is based on a hydrodynamic derivative approach, which as
detailed in Appendix E, may be used to calculate the dynamic stability, turning circle and the ability
to change depth of a concept design.
As part of this work both structured and unstructured meshing approaches have been used. For
simple geometries such as a bare hull, structured mesh strategies allow the User to maintain high
levels of control over mesh density and perform systematic reﬁnement procedures, allowing them to
predict the computational uncertainty. For complex geometries like appended vehicles both struc-
tured and unstructured approaches have been used, Chapter 8 and 9. Unstructured meshes are much
simpler for the User to generate around complex geometries and allow the User to locally reﬁne in
regions of interest such as vortex structures.
It is estimated that the proposed package of simulations detailed in Appendix E, would take a
competent user less than one month for a new concept design that incorporates a number of stages
of reﬁnement. This is signiﬁcantly lower than the cost of building a model and having it commer-
cially tested for resistance,propulsion and manoeuvring coefﬁcients. Based on the validation studies
presented, it is estimated that on a 2M element structured mesh a competent user should be able
to predict hydrodynamic forces within 10% and moments within 20% of in-service performance.
As computational capability improves either the accuracy or number of design variations can be
increased while remaining within the one month time frame
10.6 Further Work
Four areas have been identiﬁed for further investigation: -
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• Thisworkconcentratedon examining theforcesandmomentsactingonAutosub3alargeocean
going AUV with a length of 7m and operating speed of 2m/s. As such, it has a length based
Reynolds number of1.4×107. Consequently, throughout this work it has been assumed that the
ﬂow is fully turbulent, i.e. laminar and transition in the bow region has been neglected. When
considering smaller AUVs such as the air launched AUVs proposed by the NOCS, Stevenson
et al. (2009b) which will be 530mm long with an operating speed of 0.3 to 1m/s, resulting
in a Reynolds number range of 160,000 to 530,000; laminar ﬂow and transition will play an
important role in the forces and moments acting on the vehicle and need to be considered.
• TheapproachesdiscussedinthisworkuseCFDsimulationstoderivethehydrodynamicderiva-
tives from steady state manoeuvres which may then be used to perform numerical manoeu-
vring simulations. The next step in simulating AUV manoeuvres is performing unprescribed
manoeuvres initiated and controlled by control surface deﬂections. ANSYS CFX V11 does not
allow the use of overset (or chimera) meshes, which have been used successfully to replicate
control surfaces movement for marine vehicles, for example Carrica et al. (2008); Kim et al.
(2008); Venkatesan and Clark (2007). While not a panacea due to the difﬁculties in ensuring
correct transfer of ﬂow properties between meshes, overset meshing techniques provide a more
robust solution than the alternative methods of re-meshing or mesh deformation.
• For interaction simulations between the propeller and any downstream structures it is vital that
the propeller race is suitably represented. The wake downstream of the three body force pro-
peller models is compared with that generated from a explicitly modelled propeller geometry.
The coupled RANS-BEMT approach provides the closest match to the explicit propeller model.
Showing close agreement over the working length of the propeller, discrepancies are observed
at the root and tip, where the action of the hub and tip vortices on the wake structure are not
adequately reproduced. The use of turbulent kinetic energy source terms is proposed to repli-
cate the mixing action of the tip vortices, this approach shows promise but there is insufﬁcient
experimental data to adequately predict the required magnitude with certainty.
• TodatenoneofthepublishedRANSsimulationsofhull-propeller-rudderinteractionhavebeen
able to well replicate both the lift and drag experienced by the rudder to a close level of agree-
ment with experimental results, further studies are required, especially for surface ships where
cavitation can play an important role.
10.7 Final Remark
The potential role of CFD simulations as a cost effective tool for use in the design process of the next
generation of AUVs has been discussed. Novel methods for identifying important ﬂow features have
been presented along with a RANS-BEMT propeller model to enable low cost RANS simulations of
self propelled AUV manoeuvres to be considered which provide close agreement with experimental
results.
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244Appendix A: Derivation of Equations of Motion using
Hydrodynamic Derivatives
The manoeuvring of surface ships and submarines is complex non linear problem with signiﬁcant
coupling between the six degrees of freedom (DOF). In order to model the behaviour an empirical
mathematical model is used to relate the hydrodynamic forces and moments imposed on the vehicle
to the instantaneous values of velocity, acceleration and control plane deﬂection. The set of axis used
are aligned with the longitudinal, vertical and athwartships geometry of the AUV, see Figure 10.1.
The hydrodynamic forces are split into body forces and those regarded as control forces due to the
action of the rudder, sternplanes or thrusters. The convention chosen is that the forces generated by
the body include the action of all control surfaces ﬁxed in there zero condition, the standard notation
is detailed in Table 10.1.
Figure 10.1: Vehicle Motions
It is standard practice to decouple the six DOF into horizontal and vertical motion, and simplify
the problem to a set of linear equations. The following is a brief summary of the procedure, more
detailed descriptions are available in standard text books, e.g. Comstock (1967).
Considering the hydrodynamic forces acting in the horizontal plane,
Y = Fy(u, ˙ u,v, ˙ v,r, ˙ r), (10.1)
245Table 10.1: Motion Variables for a Marine Vessel. SNAME notation, Comstock (1967)
DOF force and moments velocities Displacements
1 surge X u x
2 sway Y v y
3 heave Z w z
4 roll K p φ
5 pitch M q θ
6 yaw N r ψ
X = Fx(u, ˙ u,v, ˙ v,r, ˙ r), (10.2)
N = Fψ(u, ˙ u,v, ˙ v,r, ˙ r). (10.3)
The Taylor expansion of a real function F(x) at point x = x0 is given by: -
f(x) = f(x0)+(x−x0)
df(x)
dx
+
(x − x0)2
2!
d2f(x)
dx2 +
(x − x0)3
3!
d3f(x)
dx3 +....+
(x − x0)n
n!
dnf(x)
dxn . (10.4)
By making ∆x = x − xo suitably small higher order terms of ∆x may be neglected resulting in
the linearised form of equation 10.4: -
f(x) = f(x0) + (x − x0)
df(x)
dx
. (10.5)
Performing this process for Equations 10.1, 10.2 & 10.3 results in; -
X = Fx(u0, ˙ u0,v0, ˙ v0,r0, ˙ r0) + (u − u0)
∂X
∂u
+ (v − v0)
∂X
∂v
+ ... + (˙ r − ˙ r0)
∂X
∂ ˙ r
, (10.6)
Y = Fy(u0, ˙ u0,v0, ˙ v0,r0, ˙ r0) + (u − u0)
∂Y
∂u
+ (v − v0)
∂Y
∂v
+ ... + (˙ r − ˙ r0)
∂Y
∂ ˙ r
, (10.7)
N = Fz(u0, ˙ u0,v0, ˙ v0,r0, ˙ r0) + (u − u0)
∂N
∂u
+ (v − v0)
∂N
∂v
+ ... + (˙ r − ˙ r0)
∂N
∂ ˙ r
. (10.8)
The variables with subscript 0 refer to the values of the initial values in the initial conditions.
The initial condition is straight line motion at a constant forward speed hence all initial acceleration
terms are zero ˙ u0 = ˙ v0 = ˙ r0 = 0 and initial transverse velocity is also zero v0 = 0. Assuming that the
vehicle is symmetric about xz plane, ∂Y/∂u = ∂Y/∂ ˙ u = 0, since a forward speed or acceleration will
not produce a transverse force. The cross coupled derivatives ∂X/∂v, ∂X/∂ ˙ v,∂X/∂r and ∂X/∂ ˙ r are
zero because of symmetry. Using these assumptions the equations of motion reduce to:-
X = ∆u
∂X
∂u
+ ˙ u
∂X
∂ ˙ u
, (10.9)
246Y = v
∂Y
∂v
+ ˙ v
∂Y
∂ ˙ v
+ r
∂Y
∂r
+ ˙ r
∂Y
∂ ˙ r
, (10.10)
N = v
∂N
∂v
+ ˙ v
∂N
∂ ˙ v
+ r
∂N
∂r
+ ˙ r
∂N
∂ ˙ r
. (10.11)
where ∆u = u − u1 The simpliﬁed derivative notation, ∂Y
∂v = Yv, ∂N
∂ ˙ r = N˙ r,etc.
X = Xuu + X ˙ u ˙ u (10.12)
Y = Yvv + Y˙ v ˙ v + Yrr + Y˙ r ˙ r (10.13)
N = Nvv + N˙ v ˙ v + Nrr + N˙ r ˙ r. (10.14)
From Newton’s second law,
X = m˙ u, (10.15)
Y = m(˙ v + ru0 + xg ˙ r), (10.16)
N = Iz ˙ r + mxg(˙ v + ru0), (10.17)
where m is the mass, xg is the longitudinal centre of gravity and Iz is the moment of inertia around
the z-axis.
It follows that: -
−Xu(u − u0) + (m − X ˙ u) ˙ u = 0, (10.18)
−Yvv + (m − Y˙ v)˙ v − (Yr − mu0)r − (Y˙ r − mxg)˙ r = 0, (10.19)
−Nvv − (N˙ v − mxg)˙ v − (Nr − mxgu0)r + (Iz − N˙ r)˙ r = 0. (10.20)
247Appendix B: Example User Fortran Routines
This appendix presents an example user fortran routine used to deﬁne a fully developed inﬂow to a
pipe. This Appendix has been written with reference to ANSYS CFX Tutorial 9, ANSYS (2006).
A fully developed inlet velocity proﬁle may be described using a one seventh power law.
U = Wmax

1 −
r
Rmax
 1
7
(10.21)
where Wmax is the pipe velocity at the centreline, Rmax is the pipe radius and r is the distance from
the pipe centreline.
Figure 10.2: Pipe ﬂow boundary conditions.
The non-uniform inlet boundary condition may be described in two ways: -
• Using a CEL expression
• Using a CEL expression in conjunction with a User Fortran Routine
CEL Expression
The ﬁrst approach is the simplest, but is limited to standard mathematical functions (sin, cos, sqrt
etc.).
LIBRARY:
CEL:
EXPRESSIONS:
Rmax = 1[m]
Wmax = 1[m sˆ−1]
radius = sqrt (yˆ2+z ˆ2)
U = Wmax*(1−radius/Rmax)ˆ(1/7)
END
END
248END
User Fortran Routine
The second approach is more complex but allows the user to take advantage of the full range of
abilities of the Fortran programming language, notably iterative solution procedures, if and do loops,
the use of arrays and communication with other programs or subroutines.
LIBRARY:
CEL:
EXPRESSIONS:
Rmax = 1[m]
Wmax = 1[m sˆ−1]
U = Uprofile (Rmax,Wmax,y , z)
END
FUNCTION: Uprofile
Argument Units = [m] ,[m s ˆ −1] ,[m] ,[m]
Option = User Function
Result Units = [m sˆ−1]
User Routine Name = UFortran
END
END
USER ROUTINE DEFINITIONS:
USER ROUTINE: UFortran
Calling Name = Uprofile
Library Name = Uprofile
Library Path = D:/CFX/
Option = User CEL Function
END
END
END
#include ”cfx5ext .h” dllexport ( uprofile )
SUBROUTINE UPROFILE(
& NLOC, NRET, NARG, RET, ARGS, CRESLT, CZ,DZ, IZ ,LZ,RZ )
IMPLICIT NONE
C
C User routine : defines an inlet velocity profile using the 1/7 C
power law
249C −−−−−−−−−−−−−−−−−−−−
C Input
C−−−−−−−−−−−−−−−−−−−−
C NLOC − size of current locale CC NRET − number of components
in result
C
C NARG − number of arguments in call
C
C ARGS() − (NLOC,NARG) argument values
C C−−−−−−−−−−−−−−−−−−−−
C
C Modified
C
C −−−−−−−−−−−−−−−−−−−−
C Stacks possibly .
C
C −−−−−−−−−−−−−−−−−−−−
C
C Output
C
C−−−−−−−−−−−−−−−−−−−−
C RET() − (NLOC,NRET) return values
C CRESLT − ’GOOD’ for success
C −−−−−−−−−−−−−−−−−−−−
C Details
C
C
250C−−−−−−−−−−−−−−−−−−−−
C Sets the velocity profile at an inlet .
C This routine evaluates the CEL function:−
C<Function Name>(Rmax,Wmax,y , z)
C======================================================================
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Preprocessor includes
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Global Parameters
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
C
C Argument l i s t
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
INTEGER NLOC,NARG,NRET
C
CHARACTER CRESLT*(*)
C
REAL ARGS(NLOC,NARG) , RET(NLOC,NRET)
C
INTEGER IZ (*)
CHARACTER CZ(*)*(1)
DOUBLE PRECISION DZ(*)
251LOGICAL LZ(*)
REAL RZ(*)
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C External routines C
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Parameters
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Variables C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
INTEGER ILOC
REAL Rmax
REAL Wmax
REAL r (NLOC)
REAL U
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Stack pointers
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C=======================================================================
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Executable Statements C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
Rmax=ARGS(1 ,1)
Wmax=ARGS(1 ,2)
DO ILOC = 1 ,NLOC
r (ILOC) = sqrt (ARGS(ILOC,3)**2+ARGS(ILOC,4)**2)
END DO
C
C−−−− Compute the velocity profile . Include check for r>Rmax
C
DO ILOC = 1 ,NLOC
252IF ( r (ILOC)>Rmax) THEN
RET(ILOC,1)=0
ELSE
U = (1−r (ILOC)/Rmax)
U = U**0.1428571429
U = Wmax*U
RET(ILOC,1) = U
END IF
END DO
C
C Set success flag .
CRESLT = ’GOOD’
C
C=======================================================================
END
253Appendix C: Example Junction Box Routines
In this appendix a series of example junction box routines. The simple example coding presented
may be used as building blocks for more complex analysis strategies. The routines were developed
with reference to the CFX User Manual ANSYS (2006), the ANSYS Customer Portal WWW5 (2009)
and CFX support.
• Stop Run
• Backup Run
• Extract Residuals
• Monitor Point Result Extraction
• Force on Body
Stop Run
The following Junction box routine when called stops the CFX solver at the end of the current itera-
tion loop or time step, by placing a stp ﬁle in the working directory.
#include ”cfx5ext .h” dllexport ( terminate )
SUBROUTINE TERMINATE(CZ,DZ, IZ ,LZ,RZ)
IMPLICIT NONE
CC Terminate Current Run
C=======================================================================
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Preprocessor includes
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C #include ”cfd constants .h”
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Argument l i s t C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
CHARACTER*(1) CZ(*)
DOUBLE PRECISION DZ(*)
INTEGER IZ (*)
254LOGICAL LZ(*)
REAL RZ(*)
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Parameters
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
CHARACTER*4 CRESLT
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Variables
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
INTEGER IUNIT
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Determine next unused File unit
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
CALL GET FORTRAN UNIT( ’SKIP ’ ,CRESLT,IUNIT)
IF (CRESLT .NE. ’GOOD’) THEN
CALL ERRMSG( ’Could not obtain a free unit number. ’)
ELSE
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Generate stp File
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
OPEN(FILE=’stp ’ ,UNIT=IUNIT ,STATUS=’NEW’)
CLOSE(IUNIT)
END IF
END
Backup Run
The following Junction box routine when called creates a backup of the CFX solver run at the end of
the current iteration loop or time step, by placing a bak ﬁle in the working directory.
#include ”cfx5ext .h” dllexport (backup)
SUBROUTINE BACKUP(CZ,DZ, IZ ,LZ,RZ)
IMPLICIT NONE
CC
CC Backup Current Run
C=======================================================================
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Preprocessor includes
255C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C #include ”cfd constants .h”
C
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Argument l i s t
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CHARACTER*(1) CZ(*)
DOUBLE PRECISION DZ(*)
INTEGER IZ (*)
LOGICAL LZ(*)
REAL RZ(*)
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Parameters
C
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CHARACTER*4 CRESLT
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Variables
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
INTEGER IUNIT
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Determine next unused File unit
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CALL GET FORTRAN UNIT( ’SKIP ’ ,CRESLT,IUNIT)
IF (CRESLT .NE. ’GOOD’) THEN
CALL ERRMSG( ’Could not obtain a free unit number. ’)
ELSE
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Generate bak File
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
256C
OPEN(FILE=’bak ’ ,UNIT=IUNIT ,STATUS=’NEW’)
CLOSE(IUNIT)
END IF
C
END
Extract RMS Residuals
The following Junction box when called extracts the RMS residuals of the three velocity components
and mass and writes them to a ﬁle called Residuals.txt.
#include ”cfx5ext .h” dllexport ( residuals )
SUBROUTINE RESIDUALS(CZ,DZ, IZ ,LZ,RZ)
IMPLICIT NONE
CC
CC Extract the RMS Residuals CC CC
C=======================================================================
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Preprocessor includes C
−−−−−−−−−−−−−−−−−−−−−−−−−−−
C #include ”cfd constants .h”
C
C
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Argument l i s t
C
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CHARACTER*(1) CZ(*)
DOUBLE PRECISION DZ(*)
INTEGER IZ (*)
LOGICAL LZ(*)
REAL RZ(*)
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Variables
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
257C
CHARACTER*4 CRESLT
REAL URES RMS, VRES RMS, WRES RMS, PRES RMS
INTEGER IUNIT
C
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Obtain RMS residuals
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CALL PSHDIR( ’/FLOW/SOLVER/DIAG/HYDRO SS1’ , ’STOP’ ,CRESLT)
C
CALL PEEKR( ’RESN’ ,1 ,URES RMS, ’STOP’ ,CRESLT,RZ)
CALL PEEKR( ’RESN’ ,2 ,VRES RMS, ’STOP’ ,CRESLT,RZ)
CALL PEEKR( ’RESN’ ,3 ,WRES RMS, ’STOP’ ,CRESLT,RZ)
CALL PEEKR( ’RESN’ ,4 ,PRES RMS, ’STOP’ ,CRESLT,RZ)
C
CALL POPDIR( ’STOP’ ,CRESLT)
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Determine next unused File unit
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CALL GET FORTRAN UNIT( ’SKIP ’ ,CRESLT,IUNIT)
IF (CRESLT .NE. ’GOOD’) THEN
CALL ERRMSG( ’Could not obtain a free unit number. ’)
ELSE
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Open and write RMS residuals to file Residuals . txt
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
OPEN(FILE=’Residuals . txt ’ ,UNIT=IUNIT ,STATUS=’REPLACE’)
WRITE(IUNIT ,*) ’RMS residual of u velocity = ’ ,URES RMS
WRITE(IUNIT ,*) ’RMS residual of v velocity = ’ ,VRES RMS
WRITE(IUNIT ,*) ’RMS residual of w velocity = ’ ,WRES RMS
WRITE(IUNIT ,*) ’RMS residual of P mass = ’ ,PRES RMS
CLOSE(IUNIT)
ENDIF
258C
END
Monitor Point Extraction
Monitor points may be deﬁned in CFX-Pre which either monitor the quantity at a location, or a CEL
expression such as the average ﬂow velocity through a domain interface. The following Junction Box
Routine extracts the value of monitor point Monitor recording the output of a CEL expression , when
called and writes this to a text ﬁle, Monitor.txt. Must be compiled with subroutine USR EV AL MP
available from CFX support.
#include ”cfx5ext .h” dllexport ( monitor )
SUBROUTINE MONITOR(CZ,DZ, IZ ,LZ,RZ)
IMPLICIT NONE
CC
CC Extract Monitor Point Value
C=======================================================================
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Preprocessor includes
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
#include ”cfd constants .h”
#include ”MMS.h”
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Argument l i s t
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CHARACTER*(1) CZ(*)
DOUBLE PRECISION DZ(*)
INTEGER IZ (*)
LOGICAL LZ(*)
REAL RZ(*)
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Parameters
259C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
CHARACTER*4 CRESLT
INTEGER NCOMPT
REAL VALUE
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Variables
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
INTEGER IUNIT
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Extract Monitor Point Value
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CALL USR EVAL MP( ’ monitor1 ’ , ’ ’ , VALUE,NCOMPT,
& CZ,DZ, IZ ,LZ,RZ)
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Determine next unused File unit
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CALL GET FORTRAN UNIT( ’SKIP ’ ,CRESLT,IUNIT)
IF (CRESLT .NE. ’GOOD’) THEN
CALL ERRMSG( ’Could not obtain a free unit number. ’)
ELSE
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Open and write Monitor Point to file Monitor . txt
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
OPEN(FILE=’Monitor . txt ’ ,UNIT=IUNIT ,STATUS=’REPLACE’)
WRITE(IUNIT ,*) ’ Monitor Point Value = ’ ,VALUE
CLOSE(IUNIT)
ENDIF
C
END
260Extract Forces Acting On Body
The following Junction box when called extracts the forces acting on the surface stern and writes
them to a ﬁle called Forces.txt.
#include ”cfx5ext .h” dllexport ( forces )
SUBROUTINE FORCES(CZ,DZ, IZ ,LZ,RZ)
IMPLICIT NONE
CC
CC Extract Force Components Acting On Stern
C=======================================================================
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Preprocessor includes
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
#include ”cfd constants .h”
#include ”MMS.h”
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Argument l i s t
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CHARACTER*(1) CZ(*)
DOUBLE PRECISION DZ(*)
INTEGER IZ (*)
LOGICAL LZ(*)
REAL RZ(*)
C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Parameters
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CHARACTER*4 CRESLT
REAL FX STERN, FY STERN, FZ STERN
261C
C −−−−−−−−−−−−−−−−−−−−−−−−−−−
C Local Variables
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
INTEGER IUNIT
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Extract Forces acting on Stern
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CALL USER GET GVAR ( ’ ’ , ’ stern ’ ,
& ’ force x ’ , CRESLT, FX STERN,
& CZ,DZ, IZ ,LZ,RZ)
CALL USER GET GVAR ( ’ ’ , ’ stern ’ ,
& ’ force y ’ , CRESLT, FY STERN,
& CZ,DZ, IZ ,LZ,RZ)
CALL USER GET GVAR ( ’ ’ , ’ stern ’ ,
& ’ force z ’ , CRESLT, FZ STERN,
&CZ,DZ, IZ ,LZ,RZ)
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Determine next unused File unit
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
CALL GET FORTRAN UNIT( ’SKIP ’ ,CRESLT,IUNIT)
IF (CRESLT .NE. ’GOOD’) THEN
CALL ERRMSG( ’Could not obtain a free unit number. ’)
ELSE
C
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C Open and write Forces to file Forces . txt
C−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
C
OPEN(FILE=’Forces . txt ’ ,UNIT=IUNIT ,STATUS=’REPLACE’)
WRITE(IUNIT ,*) ’ Stern FX= ’ ,FX STERN
WRITE(IUNIT ,*) ’ Stern FY= ’ ,FY STERN
WRITE(IUNIT ,*) ’ Stern FZ= ’ ,FZ STERN
262CLOSE(IUNIT)
ENDIF
C
END
263Appendix D: Original VORTFIND Algorithm
The VORRTFIND methodology is detailed below:-
1. At each point on the plane α the angle between the transverse velocity vector and the y-axis is
calculated. And a β value is calculated for each point based on the following table.
Table 10.2: β Values
α β
0◦ < α ≤ 120◦ 0
120◦ < α ≤ 240◦ 1
240◦ < α ≤ 360◦ 2
2. At each point the distance to the nearest point with β values of 0,1 and 2 is calculated and
stored for each point as r0, r1 and r2, see Figure 10.3. One of r0, r1 and r2 must be zero.
3. The l-function is then calculated for each point.
Figure 10.3: Schematic representation for calculating the l function
l =
n−1 X
i=0
r2
n (10.22)
4. For a problem with a single vortex structure the centre of the vortex lies nearest to the point
with the minimum l-function.
264Pashias (2005) extended the VORTFIND algorithm to consider n sectors, Figure 10.4. A nor-
malised version of the l-function was then derived.
Figure 10.4: Sectors, Pashias (2005)
ln =
n−1 X
i=0
r2
i
nβexist − 1
(10.23)
where nβexist is the number of sectors that exist.
265Appendix E: Suggested Role of CFD in AUV Design
Having assessed the ability of RANS simulations to replicate various aspects of the ﬂow around an
AUV to provide integrated hydrodynamic forces and moments acting on the vehicle, this appendix
discusses the possible and future roles of CFD in the design process of an AUV.
Thefollowingsectionsrecommendtherangeofanalysesthatshouldbeperformedforeachaspect
of the hydrodynamic design identiﬁed in Chapter 2: -
1. design of the hull fairing;
2. control Surface design;
3. calculate resistance and propulsion;
4. estimate manoeuvring and directional stability.
The discussion is split into state of the art analyses procedures and potential future uses as com-
putational power increases.
State of the Art
Design of Hull Fairing
The design of the AUV hull form can have serious impact on the operating speed and range of
an AUV. For the initial design phase many aspects of the design remain ’ﬂuid’, consequently the
topology of the vehicle may vary signiﬁcantly, therefore the role of RANS techniques may be limited.
Depending on the operational requirements, the constraints implicit on the hull design can vary
enormously e.g maximum length for transportation, displacement for launch and recovery, etc. Al-
though typically the outcome should be the minimum volumetric drag coefﬁcient while still meeting
these requirements.
The use of optimisation routines running RANS simulations for hull shape optimisation, (Sim-
ulation Based Design, SBD) is an area of current research Campana et al. (2006), however the ITTC
resistance committee, ITTC (2008b), notes ”these methods are not as generally accepted or widely used in
practical ship design as the optimization community initially hoped”, this is attributed to the difﬁculties
associated with automated grid generation and deﬁning the objective function, as well as suitably
modelling the constraints. For AUV applications it is suggested that hull shape optimisation is per-
formed with computationally less expensive potential methods at the initial design stage.
266Panel methods are ideal for use in optimisation routines due to their comparatively simple mesh
requirements, which may be easily automated and their short run time. 60 axi-symmetric hull forms
may be analysed per hour using the PALISUPAN code, compared with one every hour using a RANS
code with automated meshing.
In order to understand the inﬂuence of viscous effects or separation which may not be well mod-
elled in the panel code, several candidate hull forms may be analysed using a RANS approach.
Results from which can be used to validate use of the panel method.
As the design iterates towards the ﬁnal hull conﬁguration, it is important to retain a smooth
surface, avoiding surface roughness and sharp discontinuities at panel ﬁttings in order to minimise
the drag. As detailed in Chapter 9, the combination of necessary protrusions through the hull and
poor ﬁtting panels can add in excess of 100% to the total drag acting on the body. Minimising these
additional sources of drag may prove key to the success of a speciﬁc hull design. The role of the
operators must also be considered. Retroﬁtting of AUVs with additional instrumentation is common
and these additions may signiﬁcantly alter the hydrodynamic performance of the vehicle if they
protrude though the hull.
Simulating the protrusions in a RANS simulation proves challenging due to their small relative
length scale, which may lead to excessively large meshes. However, the magnitude of the drag may
be estimated empirically, knowing the cross sectional shape an appropriate drag coefﬁcient can be
selected and the velocity can be extracted from a RANS simulation.
Knowing which protrusions (arials, instruments, etc.) are associated with the worst drag penal-
ties these may be redesigned, moved if possible or combined to minimise the total drag.
Control Surface Design & Estimate Manoeuvring and Directional Stability
The role of the control surfaces is to provide sufﬁcient course keeping stability for straight line perfor-
mance and provide the required turning forces for manoeuvres while minimising the contribution of
the control surfaces to the total drag. As such control surface design and estimation of manoeuvring
and directional stability will be treated as a single task.
The primary operating mode for most ﬂight style AUVs is straight line operations, as they are
designed to be dynamically stable to reduce the frequency of control surface movements. Due to the
locations of the forward and rear stagnation points, an axis-symmetric hull form will naturally be
dynamically unstable without additional control surfaces.
For ships at the initial design stage the area of the rudder is generally derived empirically from
similar ships with satisfactory steering performance, or as speciﬁed by class rules. For AUVs there is
not the breadth of experimental data available detailing both control surface dimensions and turning
circle performance, and so it may be required to perform simple course keeping and manoeuvring
analysis. Chapter 3 discusses how steady state hydrodynamic derivatives may be used to assess the
dynamic stability, steady turning circle and depth control of an AUV.
At the initial design stage by splitting Nv, Yr etc into the separate contributions from hull and
267control surfaces, empirical formulations may be used to derive the magnitude of the lift that the foils
need to generate.
As the design iterates towards its ﬁnal form, more expensive analysis techniques become appro-
priate. For more advanced control algorithms the hydrodynamic derivatives are required, to provide
details of the hydrodynamic and control forces and moments acting on the vehicle.
Predominantly steady state manoeuvres such as the turning circle test are dependent on good
predictions of the velocity based derivatives, Y 0
v and N0
v. Zigzag and other unsteady manoeuvres re-
quire knowledge of the acceleration based derivatives in order to understand the inﬂuence of added
mass on the vessels performance. For a linear model of an AUV operating in the horizontal plane
there are 12 hydrodynamic derivatives required. For axi-symmetric vehicles such as Autosub the
hydrodynamic derivatives in sway and yaw are equally applicable in heave and pitch providing the
vehicle is deeply submerged.
Table 10.3 illustrates the simulations required to derive the hydrodynamic derivatives in the hor-
izontal and vertical planes for an axi-symmetric AUV. Assuming the behaviour of each of the deriva-
tives is linear then it is only necessary to perform one of each of the four listed experiments to derive
a preliminary set of derivatives. Assuming a runtime of 15 hours for the unsteady simulations and
30min for the steady state simulation gives a total runtime of 45.5 hours for a preliminary set of
derivatives for a single conﬁguration.
At the initial design stage it would ideally be possible to assess a series of hull forms and ap-
pendages. Consequently the total simulation time increases rapidly. For instance, to consider three
candidate hull forms with three possible appendage sets results in 9 combinations and a simulation
time of 17 days using this method on a single machine.
Table 10.3: Required simulations to Derive a full set of hydrodynamic derivatives for an axi-
symmetric AUV.
Derivative Pure Surge Pure Sway PMM Pure Yaw PMM Steady State Rudder Angle Tests
X0
u
√
X0
˙ u
√
Y 0
v(Z0
w)
√
N0
v(−M0
w)
√
Y 0
˙ v(Z0
˙ w)
√
N0
˙ v(−M0
˙ w)
√
Y 0
r(−Z0
q)
√
N0
r(M0
q)
√
Y 0
˙ r(Z0
˙ q)
√
N0
˙ r(M0
˙ q)
√
Y 0
δ
√
N0
δ
√
Calculate Resistance and Propulsion
In order to estimate the requirements for the propulsion system an estimate of the vehicle drag,
operating speed and propeller inﬂow is required. The operating speed will have been deﬁned as
268part of the operational requirements, while the propeller inﬂow and drag estimate may be derived
from a basic RANS analysis. A suitable margin should be applied to the naked hull drag calculated
by the RANS simulation to account for appendage, protrusion and induced drag.
Optimum design of the propulsion unit necessitates understanding of the hull propeller interac-
tion. RANS simulations provide a useful tool for extracting the nominal wake ﬁeld at a much lower
cost than experimental methods.
Cairns et al. (1998) proposes the use of an optimisation routine running blade element theory as a
tool for designing AUV propellers using 2D lift and drag data taken from Abbott and von Doenhoff
(1959). Such an approach ignores the inﬂuence of momentum changes in the propeller slipstream.
A similar approach could be implemented using a panel code. Propeller simulation is one key area
where panel methods are still incredibly powerful, and still rival more complex methods in their
ability to calculate thrust and torque accurately for normal operating conditions.
The lowest drag hull form may not necessarily correspond to the hull with the highest propulsive
efﬁciency due to the interaction effects between hull and propeller. The RANS-BEMT methodology
for self propulsion, discussed in Chapter 9, may be used to understand these effects and to select the
appropriate propeller and hull combination.
Computational Cost
Table 10.4 presents an estimate of the cost for the CFD analysis techniques discussed above, the
quoted cost is presented as the total man-hours required to discretise the domain (meshing), deﬁni-
tion of physics (physics) and runtime assuming a single processor. These values assume a competent
user operating a commercial RANS code with the SST turbulence models and are estimates based on
previous studies performed by the author.
Table 10.4 also highlights whether the simulation is recommended as part as the design process,
these include minimisation of the volumetric drag using panel methods, determination of the hy-
drodynamic derivatives using RANS simulations and self propelled simulations using a coupled
RANS-BEMT method. The total cost of the recommended simulations is 88.5 hours. Time savings
may be achieved by using using the same mesh scripting ﬁles for different simulations. The level of
accuracy of the results will be a function of user, mesh design and selection of an appropriate tur-
bulence closure model. Based on the available literature it appears that a competent User should be
able to predict hydrodynamic forces within 10% and moments within 20% of in-service performance.
WithincreasingcomputationalpowertheUsermayselecttoconsidermorevehicleconﬁgurations
or increase the mesh resolution to attempt to improve the ﬂuid dynamic ﬁdelity of the results.
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270Future Uses of CFD in AUV Design
Moore’s Law is based on long term trends in computing hardware, and proposes that the number
of transistors that may be placed inexpensively on an integrated circuit approximately doubles ev-
ery two years, Moore (2005). With the increase in computational power the types of CFD analyse
available to the AUV designer will grow to include greater use of URANS and the use of LES and
DES approaches. Table 10.5 illustrates the predicted readiness of various CFD approaches for the
aerospace and automotive industries, Spalart (2000). To date the marine industry has lagged behind
in the readiness of these CFD approaches by at least a decade. 3D RANS simulations of straight
line towed hull performance became a viable design tool over the period 2000-2005 Larsson et al.
(2003); Hino (2005). This may be partly attributed to the increased complexity of ship ﬂows due to
the presence of the free surface.
Table 10.5: Readiness of CFD technologies for Aeronautic and Automotive applications, adapted
from Spalart (2000)
Approach No. Grid Points Iteration Steps Year Ready
3D RANS 106 103 1990
3D URANS 107 103.5 2000
DES 107 104 2005
LES 1011.5 106.7 2015
DNS 1016 107.7 ????
It is well known that manoeuvring simulations based on hydrodynamic derivatives fail to well
predict all aspects of transient manoeuvres, especially for tighter, faster turns. As computational
power increases there will be increasing demand for CFD simulations of unprescribed manoeuvres,
such as the turning circle and Zig-Zag tests, providing these approaches can be suitably validated.
The ITTC (2008b), noting the ’enormous computational time required’ for unprescribed manoeuvres with
a rotating propeller and moving rudder suggest that ’the use of a body force model instead of a rotating
propeller(s) could be an interesting variant for practical use.’ Based on the range of published literature
in this ﬁeld and this research, one may argue that body force propeller models will provide a vital
tool rather than just an interesting variant over the next decade if these types of manoeuvres are to
be simulated without excessive computational cost.
As shown in Chapter 9, hull incidence angle and rudder or sternplane angles can make a sig-
niﬁcant impact on the inﬂow to the propeller plane, (see Figure 9.11). These changes will lead to
variations in propeller loads during the manoeuvre, which may be captured by the RANS-BEMT
approach. In order to run the BEMT code to derive the appropriate momentum source terms an
estimate of the effective wake ﬁeld (E) and the propeller rpm is all that is required. For a transient
manoeuvre, the effective wake ﬁeld can be estimated explicitly based on the wake ﬁeld from previ-
ous time steps and a constant rpm may be assumed. The methodology for a transient manoeuvre is
271illustrated in Figure 10.5. Since the model averages the inﬂuence of the propeller over one revolution,
the interaction of transients ﬂow features with frequencies higher than the rpm will not be properly
captured and the effect of lower frequency transients on the propeller will be included.
Figure 10.5: Flowchart for transient simulations
For this study we deliberately limited the RANS simulations to steady state calculations to min-
imise computational cost. Note, for naturally unsteady ﬂows, such as vortex shedding a steady
RANS calculation will produce a non physical result and may take a signiﬁcant number of iterations
to converge. For transient manoeuvres the source terms calculated by the blade element momentum
theory model could be redistributed to replicate the passage of the blades, in a similar manner to the
actuator line approach used by Mikkelsen (2003).
Chapter 5 highlights the importance of capturing vortical structures surrounding a manoeuvring
AUV, as the available mesh budget increases resolving these structures will become a higher priority
with Users. For transient manoeuvres the path of these structures will change and therefore mesh
272reﬁnement in a ﬁxed location will not sufﬁce.
The use of overset meshes to capture moving geometries has become common, it is proposed that
a modiﬁed overset mesh approach could be used whereby a series of cylindrical sub meshes are built
to coincide with the vortex initiation point and a nominal downstream path for the body vortex pair
and control surface tip vortices.
The modiﬁed VORTFIND algorithm can then be used to calculate the position of the vortices at
each time step throughout the simulation as a User Routine and the cylindrical sub grids aligned
with the vortex tracks. By ensuring that the sub grids diameter is sufﬁciently greater than that of the
vortex it should be possible to well capture the vortex structures without having to globally reﬁne
the mesh.
To date neither DES or LES have been widely used for marine applications outside of academia,
although their use have been demonstrated, Pattenden et al. (2004); Carrica and Stern (2008); Fureby
(2008), primarily due to the complex geometries, potentially involving rotating propellers, high
Reynolds numbers and the relatively high computational cost compared to RANS or URANS sim-
ulations. With increasing computational power DES and LES approaches will become increasingly
important to understand the unsteady ﬂow ﬁeld for marine ﬂows especially for understanding tur-
bulent ﬂows at lower Reynolds numbers (O106 − O107) such as ship model scale or for AUV appli-
cations.
The high Reynolds numbers involved in marine ﬂows means that DNS simulations will not be
viable in the foreseeable future.
Conclusions
• An understanding of the hydrodynamic forces and moments acting on an AUV is critical at
the design stage if it is to be able to achieve it’s design speed and range. Four key stages
are identiﬁed within the design process for which CFD offers step-change improvement in
design capability. These are the design of the hull fairing, control surfaces, calculating of AUV
propulsive power (resistance and propulsion) and estimating the course keeping performance
and manoeuvrability.
• A cost effective hydrodynamic design methodology for AUVs is presented. This reﬂects the
fact that AUVs are designed on limited budget, normally by small multi-disciplinary teams
with access to limited computational resources. The approaches developed are predominantly
steady state and suitable for running on a workstation PC.
• It is estimated that the proposed package of simulations, would take a competent user less than
one month for a new concept design that incorporates a number of stages of reﬁnement. This is
signiﬁcantly lower than the cost of building a model and having it commercially tested for re-
sistance,propulsion and manoeuvring coefﬁcients. Based on the validation studies presented,
it is estimated that on a 2M element structured mesh a competent user should be able to pre-
273dict hydrodynamic forces within 10% and moments within 20% of in-service performance. As
computational capability improves either the accuracy or number of design variations can be
increased while remaining within the one month time frame
• The use of commercial RANS codes requires the user to have access to a valid licence. This can
cost thousands of pounds, which for AUV designers may prove too expensive. In recent years
open source codes type codes such as OpenFOAM have become available which are free to use,
but do not have the same level of user support available with commercial codes.
• The use of scripting techniques can minimise the computational cost associated with meshing
multiple geometries if the topology of the geometry is ﬁxed. With a structured mesh approach
if scripting is used then the majority of the cost is associated with producing the ﬁrst mesh,
subsequent meshes can be produced rapidly by changing the required parameters in the script.
• Parallelcomputingallowstheusertoperformcalculationsonamuchﬁnercomputationalmesh
forasimilarwallclockruntime, hencewhereavailableparallelcomputingmaybeusedtoallow
simulations with ﬁner meshes.
• With increasing computational power the range of simulations available to an AUV designer
will increase, some potential future simulation types are discussed.
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