The problem of district design for the implementation of arc routing activities is addressed. The aim is to partition a road network into a given number of sectors to facilitate the organization of the operations to be implemented within the region. This problem arises in numerous applications such as postal delivery, meter readings, winter gritting, road maintenance, and municipal solid waste collection. An integer linear programming model is proposed where a novel node parity constraint to favor Eulerian districts is introduced. Series of instances were solved to assess the impact of the parity constraint on the objective function. Networks with up to 321 nodes and 559 edges were successfully solved.
Introduction
The problem of district design for the implementation of arc routing activities is addressed.
The aim is to partition a road network into a given number of sectors to facilitate the organization of the operations to be implemented within the region. This problem arises in numerous applications such as postal delivery, meter readings, winter gritting, road maintenance, and municipal solid waste collection. A proper districting plan that divides the entire area into several balanced subregions promotes competition among contractors for arc routing services. Allowing more contractors to bid can reduce the investment risk and make it more attractive for companies to bid as well as prevent the domination of the service by one large company (Lin and Kao [6] ).
Districting decisions are made at a strategic or tactical management level, routing decisions are operational and made on a regular basis (Haugland et al. [5] ). The subset of edges assigned to a depot constitutes a district. In contrast to the clear objectives in pure location or routing problems, it appears to be more difficult to define exact criteria for designing good districts for arc routing (Muyldermans et al. [8] ).
A general model is proposed where the focus is on the districting decisions such that the tactical or planning level decisions are not mixed with the operational decisions. Instead, we use criteria that should lead to the formation of good routing. Typical criteria for districting are (a) contiguity, (b) compactness, (c) deadhead distance and (d) work balance. A district is contiguous if it is possible to travel between any two points within the district without having to leave the district. Compactness is a criterion used for the shape of districts, circular or square districts in shape are more compact than elongated ones. Concentrating service activity in compact districts means shorter travel distances. Deadhead refers to the traveled distance where no service is to be performed. Workload balance refers to the degree in which every district is required to perform the same amount of work. Compactness and contiguity lead to more efficient routing of vehicles [10] .
In comparison with other districting applications such as political districting and sales territory alignment, health care districting, school district design, and emergency services, the problem of districting in connection with vehicle routing for collection or distribution services has received very little attention (Perrier et al. [11] ). Bodin and Levy [2] introduce the Arc Partitioning Problem, where arcs in a connected network are broken into a set of approximately equally weighted partitions, which is implemented in postal delivery. Campbell and Langevin [4] developed a districting model for snow removal and disposal that includes both annual and hourly capacity constraints. Muyldermans et al. [9] presented a model where the formation of elementary cycles as a collection of edges is solved at a first stage, and an integer linear program (ILP) for the assignment is solved in a second stage.
Their model does not consider balanced workloads among the districts. Mourão [7] applied a two phase algorithm to a problem where districts are not required to be contiguous. A pre-assignment of edges to depots is made at a first phase, and revised at a second phase along with vehicle routing. More recently [3] wrote a paper where they consider districting for arc routing.
Previous works are either application specific such as snow removal and disposal [4] , or do not take into account all criteria (a) through (d) [7, 9, 3] . The aim of the present work is then to propose a general model which includes all four criteria and introduces a new criterion as well: parity.
When the routing design is to take place, an Euler cycle has to be found over the arcs in each partition. Thus Each subgraph in the partition is desired to be as close to an Eulerian graph as possible. The necessary and sufficient condition for an Euler cycle to exist is that every node be of even degree. Parity is then defined as the criterion that penalizes arc partitions that induce odd degree of nodes in each subgraph of the partition. Adding such a criterion to the arc districting model will lead to partitions that are closer to an Eulerian graph, which will in turn allow for more efficient vehicle routing.
To illustrate this, suppose that the nodes in Figure 1 are part of a network to be partitioned into three districts. There are three arcs to be assigned. Note that since node b has odd degree in the original graph, there is no possible partition that will allow it to have even degree in every district. However, a constraint that favors the imparity to be maintained in only one of the districts, resulting in a favorable partition, can be built. An unfavorable partition would be a partition that assigns one edge to each district making then node b to be of odd degree in all of the districts.
In a similar manner, if a node has even degree in the original graph, a partition where it maintains even degree among the districts should be preferred over partitions where it does not. Assume nodes in Figure 2 are part of a network to be partitioned into three districts. Examples of partitions where node c maintains the even degree are shown. These are considered favorable over partitions where it is of odd degree within two districts.
This criterion is novel and to the best of our knowledge has not been seen in any of the reviewed literature at the district design level. Odd degree nodes in a partition translate into deadhead time. A service vehicle will have to travel one edge of an odd degree node twice: once where the service will be delivered, and once without service in order to get back to the next edges.
In this paper we propose this new parity criterion and a general model for arc districting which considers all typical criteria (a) through (d).
The remainder of this paper is organized as follows. Section 2 states the adressed problem and describes the proposed integer lineal progamming model. Section 3 describes the iterative algorithm established to solve such model. In order to assess the effect of the different criteria in our model and their impact on the solutions, series of instances have been generated and solved. In Section 4 we describe this process and the obtained results.
Furthermore, we illustrate the step by step performance of the solution algorithm with one of the considered benchmark instances. Finally, Section 5 offers concluding remarks.
Problem Statement and Model
Consider an undirected planar graph G = (V, E) with node set V and edge set E. Every edge e ∈ E has a length, l e , and a demand, d e , which is assumed to be proportional to its length. Let B = {v 1 , ..., v p } ⊂ V denote a given subset of p depots, and P = {1, ..., p} its associated set of indices. The problem is then defined as finding a valid p-partition of edges E = (E 1 , ..., E p ) such that for each k ∈ P the district G k = (V (E k ), E k ) meets some required planning criteria. Here V (E k ) represents the set of nodes that are adjacent to at least one edge of E k .
An ILP model is proposed where the objective function to be minimized has two com- ponents: (i) an estimated deadhead measure, the stem in-stem out distance, consisting of the sum of the distances to and from each edge to a depot, and (ii) a dispersion measure, the sum of the distances between each pair of nodes within a district. Component (i) is proportional to cost and (ii) is equivalent to maximizing compactness. Workload balance is modeled by setting upper and lower limits on the expected average total demand per district. Contiguity is obtained by assuring a path of allocated edges to a depot exists if an edge is to be assigned. Parity is enhanced by setting an upper limit on the number of new odd degree nodes allowed in the partition.
Let σ(e) denote the set of edges adjacent to edge e ∈ E and δ(i) the set of edges adjacent to node i ∈ V . For any subset S ⊂ E, σ(S) is the cut set of S, that is, the set of edges with one end point in S and the other end point in V \ S.
The following parameters are known: τ 1 , user-defined tolerance for demand balance constraints; τ 2 user-defined tolerance for parity constraints; α 1 , objective function weight for deadhead term; α 2 objective function weight for dispersion term; M , sufficiently large number; f ij , shortest-path distance in G between nodes i, j ∈ V ; b pe , minimum distance from depot p ∈ P to edge e ∈ E, defined as min{f pi , f pj };D, average demand per edge ( e∈E d e /|E|); k 1 , normalization coefficient in objective function for deadhead term ( p∈P e∈E b pe /|P |); k 2 , normalization coefficient in objective function for dispersion term( i,j:i<j f ij ); l 0 , number of odd degree vertices in G.
The following integer decision variables are defined: x pe , binary variable equal to 1 if edge e ∈ E is assigned to depot p ∈ P and 0 otherwise; w pi , binary variable equal to 1 if node i ∈ V is adjacent to an edge assigned to depot p ∈ P and 0 otherwise; y pij , binary variable equal to 1 if nodes i and j are both assigned to depot p ∈ P and 0 otherwise; In addition, to model the parity of the vertices we use the following sets of variables: l number of vertices that lost parity with induced partition; z 0 ip , binary variable equal to 1 if degree of vertex i ∈ V in district p ∈ P is odd and 0 otherwise and the auxiliary variables z ip , which relate z 0 ip to the degree of node i, i ∈ V , p ∈ P . Then, the proposed ILP is:
s∈σ(S)
e∈δ(i)
The objective function (1) has two components. The first one accounts for the stem instem out distance, and is the sum of the distances to and from an edge to its allocation depot.
The second term manages the compactness of the district by trying to reduce the dispersion.
Constraints (2) force each edge to be assigned to exactly one depot. Constraints (3) ensure district connectivity. These constraints, analogous to the connectivity constraints used in [12] for node territory design, can be explained as follows. Let S ⊂ E \ σ(e) be a subset whose edges are not adjacent to edge e in district p. If edge e is not assigned to p (x pe = 0), the constraint becomes redundant. Furthermore, if there is at least one edge s ∈ S that is not assigned to district p, then the second term of the left-hand side becomes strictly less than |S| and the constraint becomes reducndant too. Hence, Constraint (2) is not redundant only when all edges in S are assigned to district p. Then, the first term of the left-hand side must be greater than 1. That is, at least one edge "crossing" set S must be assigned to district p as well. Applying the same rationale to set S ∪ {s} results in a territory connected to edge e in district p. Note that there is an exponential number of such constraints. Constraints (4) and (5) give rise to balanced districts within the allowed tolerance. Constraints (6)- (7) identify nodes involved in each district p. The parameter M is given the value of largest node degree in graph. Constraints (8) set the degree of node i in district p, and assign an appropriate value to z 0 ip in order to identify nodes of odd degree as well. Constraint (9) computes the imparity gain and equation (10) sets the upper bound for imparity gain of node i in district p. Constraints (11) set the relationship between the y pij and w pi variables for each depot p. Finally, constraints (12) and (13) 
Solution Algorithm
The main difficulty for solving the proposed ILP arises from the exponential number of connectivity constraints; their explicit enumeration is practically impossible. Salazar-Aguilar et al. [13] deal with a similar issue but in the context of vertex-based territory design. To address this, they proposed a solution algorithm that iteratively employs branch and bound and cut generation. In our work, we implemented a similar idea. To avoid conectivity constraints complications, a solution algorithm as in Algorithm 1 in Salazar-Aguilar et al. [13] is implemented. The authors solve a comercial territory design problem and use this same set of contraints (3) to ensure connectivity. The algorithm iteratively solves a branch and bound problem, adds cuts as needed and resolves.
The idea is fairly simple. A relaxed integer programming model, which does not include the connectivity constraints (3), is solved by branch and bound. The obtained solution is checked for disconnected districts. If disconnected districts are found, cuts are generated for violated connectivity constraints and added to the relaxed model. The relaxed model with such cuts is solved again and this is repeated until a solution with no violations is reported.
Solution Algorithm 1
Step 1 Solve the ILP given by (1)- (13), with the conectivity constraints (3) relaxed.
Step 2 Identify if there are any disconnected districts, which would mean violated connectivity constraints are present. This reduces to identifying the connected components induced by the solution associated with each district. It is well known that finding the connected components in every district can be efficiently done in polynomial time by breadth first search (BFS).
Step 3 If violated constraints are found, generate the associated cuts, add them to the relaxed model and return to Step 1.
Step 4 If no constraints are violated, solution is optimal and finish.
The convergence of the algorithm is guaranteed due to two facts. First, the BFS algorithm returns either a set of violated connectivity constraints, in the form of unconnected subsets or an empty set. Second, there is a finite number of connectivity constraints. Thus the algorithm is guaranteed to stop at an optimal solution for the original model. The number of iterations the algorithm needs in practice to find an optimal solution is an issue to be investigated through experimental work.
Computational Experiments
The model proposed in Section 3 was implemented in GAMS 23.7 and solved using CPLEX seconds. When the algorithm stops due to this limit, the best feasible solution is shown.
The results for all solved instances appear in Table 1 and Table 4 An important observation is that each instance that was solved employed only one iteration of the solution algorithm. This means the optimal or feasible solution found in the relaxed model has no disconnected components and therefore is optimal or feasible to the original model. This happens because the depots are somewhat disperse throughout the road network and the dispersion minimization term in the objective function favors connectivity.
Effect of Parity Constraint
Consider the two results for example LPRA-04 in Figure 3 . This is a graph with 195 nodes, 346 edges, 4 depots whose corresponding model has 155,796 discrete variables. The motivation for these instances is to show how the parity restriction works and affects the optimal solution. has only 1 node that acquired odd degree.
Although the partition has less imparity due to the parity restriction, there is a price to pay in the objective function in both of its components, as well as in terms of computational effort. This can be seen in Table 2 .
Tightening the tolerance for either the balance or the parity will result in longer computation times. This occurs because the feasible region becomes smaller as the tolerances become tighter and the solver has more difficulty finding a feasible solution. Although there is an impact on the objective value by adding the imparity constraint, districts that enable better routing are obtained. These results are typical for all instances solved.
Care must be taken when setting the values of τ 1 and τ 2 since they are related to each other and wrong combinations of the pair will lead to empty feasible regions. The parity tolerance τ 2 has a lower bound threshold value determined by the balance tolerance; beneath this value the problem becomes infeasible. If the balance tolerance is completely relaxed (τ 1 =1), parity tolerance τ 2 can be as low as zero. This means that if no better partition was found, all arcs could be assigned to a single district where no imparity would be gained. The balance tolerance, τ 1 , on the other side, has a lower bound threshold value that depends not only on the imparity tolerance but also on specific characteristics of each instance such as the number of districts, the number of edges, and the demand for each edge.
Effect of Objective Function Weights
The following experiment was carried out to assess the impact of each term in the objective function. To this end, instance LPR-C-02 was solved under three different scenarios for (α 1 , α 2 ): (1.0, 0.0) reflects a minimization of the stem in-stem out distance (ignoring dispersion), (0.0, 1.0) reflects just the opposite, and (0.5, 0.5) accounts equally for both terms. The results can be seen in Table 3 , first column shows the values for (α 1 , α 2 ), next three columns show values for the objective value and its two components, last two columns present the computation time in seconds and the number of branch and bound iterations.
Further results for objective function weight variations for this road network are found in In terms of problem effort, it can be observed that the dispersion term makes the problem more difficult. This can be appreciated in Table 3 and the complete information on LPR-C instances on Table 1 . This is true for all instances solved and is due to the binary variables 
Effect of Number and Location of Depots
We now investigate the effect of the number and location of depots on the computational Throughout the experimentation, we have focused our work on instances where the depots are relatively disperse in the network, which is more representative of real-world instances. We have seen how, for these type of instances, the solution algorithm converges in a single iteration. However, there might be other real-world cases where the depots are not necessarily dispersed. Thus, we are also interested in investigating the performance of the algorithm in this type of instances. A series of additional instances were then created in an atypical manner, with all or some of the depots placed close to each other. This was done in order to force the relaxed model to produce partitions with disconnected districts, so that the complete algorithm can be shown at work. These results can be found in Table 4 . Columns are same as in Table 1, and each instance has two rows, one for each itaration of Algorith 1.
In Figure 4 it can be seen the solution time is 60,000 seconds for instance LPR-A-03-4c, this is the time limit set to the solver. The right hand side axis was introduced to accommodate the different order in magnitude in the solution times when compared to all other instances. It is the hardest instance to solve for LPR-A-03.
Partitions for all instances of LPR-A-03 with two, three, four and five depots are seen in Figure 5 through Figure 11 . Note how partition for LPR-A-03-4c in Figure 10 is disconnected and therefore is infeasible to the original model, this means a cut was generated and the model was resolved. The feasible partition can be seen in Figure 11 . Even if this solution is the best solution found when the solver timed out, it might not be optimal. All other partitions are optimal and results can be seen in Table 1 an in Table 4 for the case of LPR-A-03-4c that requiered two iterations of Algorithm 1. The use of a parity constraint is a novelty. Odd degree nodes in disctrict partitions impact vehicle routing since they translate into deadhead time. We introduce a constraint which limits imparity and could be helpfull in any disctricting model that leads to vehicle rounting.
An exact solution procedure based on cut and branch strategy was applied successfully in order to solve the model to optimality. The model was solved with connectivity constraints relaxed. If an unconnected partition is produced, a valid inequality is generated and added and the model is resolved. This is repeated iteratively until a feasible and thus optimal solution is found.
The algorithm was able to solve most of the instances tested in a single iteration. This is due in great extent to the disperse location of the depots. However, we provided some examples on how the method successfully solves less common instances with closer depots generating cuts and finding the solution in a few iterations.
Series of instances were solved to determine the impact of the parity constraint on the objective function and resulting partitions. Networks with up to 321 nodes, 559 edges whose associated model has 418,252 discrete variables were solved successfully. Results show that most of the computation time is consumed while minimizing compactness. Alternative compactness criterions could be considered, although they seem to have a similar computational complexity.
The model is useful at a tactical level as it can be used to promote characteristics of interest to specific applications. Parameters can be adjusted for workload balance, compactness, stem in-stem out distance and parity. This generality produces solutions with different characteristics, depending on how these components are weighted or their tolerances are set.
A sensitivity analysis between these features has been studied and some results presented.
The obtained results indicate that the parity restriction seems useful as it leads to partitions that allow efficient vehicle routing. Future work in developing heuristics is suggested by the impossibility of finding feasible solutions for large problems. 
