ABSTRACT Imbalanced data exists commonly in machine learning classification applications. Popular classification algorithms are based on the assumption that data in different classes are roughly equally distributed; however, extremely skewed data, with instances from one class taking up most of the dataset, is not exceptional in practice. Thus, performance of algorithm often degrades significantly when encountering skewed data. Mitigating the problem caused by imbalanced data has been an open challenge for years, and previous researches mostly have proposed solutions from the perspectives of data re-sampling and algorithm improvement. In this paper, focusing on two-class imbalanced data, we have proposed a novel divergence-encouraging autoencoder (DEA) to explicitly learn features from both of the two classes and have designed an imbalanced data classification algorithm based on the proposed autoencoder. By encouraging maximization of divergence loss between different classes in the bottleneck layer, the proposed DEA can learn features for both majority and minority classes simultaneously. The training procedure of the proposed autoencoder is to alternately optimize reconstruction and divergence losses. After obtaining the features, we directly compute the cosine distances between the training and testing features and compare the median of distances between classes to perform classification. Experimental results illustrate that our algorithm outperform ordinary and loss-sensitive CNN models both in terms of performance evaluation metrics and convergence properties. To the best of our knowledge, this is the first paper proposed to solve the imbalanced data classification problem from the perspective of explicitly learning representations of different classes simultaneously. In addition, designing of the proposed DEA is also an innovative work, which could improve the performance of imbalanced data classification without data re-sampling and benefit future researches in the field.
I. INTRODUCTION
Imbalanced data occur frequently in a wide range of practical machine learning-based classification scenarios, including cancer categorization [1] , industrial fault diagnosis [2] , [3] , face recognition [4] , sentiment analysis [5] , and multi-media data processing [6] . While it is not necessary to keep the data size from each class strictly same, significantly skewed data, with a majority class taking up most of the instances, often lead to difficulties in spotting the minority class [7] . Although the proportion of minority class could be insignificant, in many practical situations, recognizing these instance from the dataset is important. For example, in cancer diagnosis, the goal is to recognize a few cancer cells from a large set consisted mostly of normal cells; and in speech keyword spotting task, we need to recognize a few keywords from the speech when most records are non-keyword sections. Consequently, designing algorithms to tackle the imbalanced data problem have become prominently crucial.
In this paper, we have proposed a novel DivergenceEncouraging Autoencoder (DEA) to handle the imbalanced data problem with a new classification algorithm based on it. Specifically, the DEA is designed to learn the features from the majority and minority classes simultaneously and capture the differences between them. Inspired by the formula of KL-divergence [8] , in the proposed DEA, a divergence loss which is similar to the inverse form of KL-divergence is introduced to the bottleneck layer and it could encourage the network to distinguish the majority and minority classes. To prevent the DEA from learning excessive noise, intra-class variances are inserted to the divergence loss function. And inspired by the training process of Generative Adversarial Networks(GANs) [9] , our network is trained by a two-phase scheme, which alternately optimize the feature and the divergence losses. Unlike the previous autoencoder-based imbalanced data learning methods which feed the features to a classifier afterwards, we directly compute the cosine similarity between instances and compare the median distance to perform classification. The idea is influenced by the procedure of face recognition, and we argue that comparing cosine similarity directly could reduce computational load and prevent noises from features to be learned by the classifier.
Experimental results demonstrate that our method outperforms ordinary and loss-sensitive CNN, and is superior in terms of more robust convergence property, less hyper-parameters to be tuned, and stronger ability of data mining. The last property will be especially useful for facing data from minority class with small size, as in section IV. The auto-encoder model tested in our paper is based on Convolution layers (CNN-based), however fully-connected layersbased network could also be implemented straightforwardly following our paradigm.
To this end, the rest of this paper is arranged as follows: section II reviews the previous work, with emphasis on existed neural network and autoencoder-based solutions to deal with imbalanced data problem; section III devotes to introduce the proposed DEA in details; experimental results are illustrated and analyzed in section IV; and finally, section IV is the conclusion.
II. RELATED WORK
Intuitively, for a highly-skewed dataset, we could regard the minority class as 'underrepresented' and it is difficult to extract information from the few instances. Moreover, with conventional loss functions, algorithms could usually achieve a low loss without spotting any instance from the minority class, making the algorithms being 'overwhelmed' by the majorities. Previously proposed solutions towards this problem primarily adopt two strategies: data re-sampling and imbalance-sensitive loss functions.
Data re-sampling methods aim to over-sample the minority class [10] or under-sample the majority class [11] . While this kind of technique could lead to an equally-distributed data, it is likely to cause problems like information loss (under-sampling) or repetitive representations (over-sampling) [12] . And it is debatable that whether over-sampling or under-sampling techniques are generally more preferable, as literature has shown conflicting conclusions [13] , [14] . Loss-sensitive algorithms aim to emphasize the penalization in the situation that the classifier could not spot the minorities [15] - [17] . Although popular in this area, these approaches, however, often include some hyper-parameters to be tune manually [18] . Apart from the ordinary classification framework, there are also algorithms aiming to learn the representation from the minorities (so-called on class methods) [19] , [20] . However, such paradigm will loss the abundant information of the common representations (the background) from the majority class and it is infeasible when the absolute amount of minorities is small (say, 20 instances).
From the algorithmic perspective, a wide range of machine learning algorithms have been introduced to tackle skewed data based on the above strategies. Popular approaches include SVM, kernel methods, ensemble learning, and active learning. Existed researches have implemented SVM with loss-sensitive scheme [16] and one-class learning method [20] , and [21] have combined SVM with kernel method and proposed a new algorithm dealing with data-imbalance scenario. Ensemble learning is popular for its capacity in connecting data and classifiers, and it is often applied with data subset stacking [22] and classifier combination [23] , with both bagging [24] and boosting [25] schemes. Active learning, which originally serves as a solution for data with insufficient labels, is also employed to handle the imbalanced data problem. Reference [26] have proposed an active learning method with stochastic sensitivity measure, and [27] have combined active learning with SMOTE method to reduce noise in this over-sampling approach.
Recently, with the rapid advances in neural network research, solutions to deal with the imbalanced data problem with neural networks is growingly promising. Meanwhile, to leverage the classifying capacity of neural network on imbalanced data, it is also necessary to explore how to improve the performance of NN on skewed data. As early as in 1993, there already exists literature discussing neural networks on the imbalanced data problem and discussing the reason for the failure in obtaining satisfying results [28] . In recent years, researchers have developed multiple algorithms around the topic of neural network and imbalanced data. Reference [29] and [30] have explored the loss-sensitive network for multi-layer Perceptron and CNN respectively. Reference [31] have discussed incorporating a bootstrapping scheme to CNN, and [32] have proposed a loss-sensitive network with parameters could be tuned relatively convenient. Existed approaches also considered to take autoencoders into imbalanced data classification. Reference [33] have utilized an autoencoder to synthesize samples to balance the data size, and [34] have proposed a paradigm to utilize an autoencoder to learn features from imbalanced data, which is similar with our idea in this paper. However, our proposed DEA learns features for the two classes simultaneously, and we directly perform classification by cosine distance, instead of further feeding the features to a classifier afterwards.
III. MATERIALS AND METHODS

A. NOTATIONS IN THE METHOD
To make elaboration of the proposed DEA clearer, we define the notations as follows: we use X to denote the input data and X as the output of the last layer of the autoencoder. Both of them should be [m×n] matrices, where m stands for the number of samples and n represents the dimension of data. We use Z to denote the matrix of features in the bottleneck layer of the autoencoder. The labels of data y will not explicitly appear in the autoencoder, but it is used to pre-split the training data with different categories. More specifically, we use notation X K and Z K to denote the instances with y i = 1 (Minority, also could be referred as 'Keyword'), and X N and Z N to denote those with y i = 0 (Majority, also could be referred as Non-Keyword'). Based on the scenario of the imbalanced data problem, the number of instance in X K should be much smaller than those of X N .
B. ARCHITECTURE
The structure of our proposed DEA is similar with the conventional auto-encoder [35] , which includes encoding layers, feature(bottleneck) layer, and decoding layers. The network is expected to recover the information of the input data at the output layer, thus a loss function is applied to the last layer. In addition to the conventional structure, there are three specific differences in our autoencoder: first, with considerations of the encoding and reconstruction of data, we added Convolution-layer encoding and Deconvolution-layer decoding to the network. The decoding part is inspired by DCGAN [36] , and it is noticeable that the CNN-based architecture is optional: when encountering other kinds of data (instead of images), we could simply replace CNN-based layers with fully-connected ones; second, an divergence loss, similar to an 'inverse' KL-divergence, is introduced to the bottleneck layer together with intra-class variances; and third, instead of using square loss for image reconstruction, we obtain the output image by adding sigmoid at the last layer, and utilize cross-entropy loss as penalization of data difference. The general architecture of our autoencoder could be described in details as follows:
• Encoding Layers. If the data of processing is image, use Convolution layers to encode the data; and then flatten the intermediate data after convolution and pass them to fully-connected layers with activations. If the data of processing is not image, then process them with ordinary fully-connected autoencoder.
• Bottleneck(Feature) Layer. Export data of feature layer Z and split them into Z N and Z K based on their corresponding label values. Then pass them to the sigmoid layers and compute the divergence loss and gradients. The details of the loss function will be introduced in the section III-C.
• Decoding Layers. If the CNN-based encoding scheme in encoding layers is utilized, we pass the data to the fully-connected layers to restore the dimension of the flattened image, and reshape them to image-like. Then we use De-convolution (inverse convolution) layers to reconstruct the whole images. If fully-connected layers are used for encoding, we also use fully-connected layers for decoding.
• Output and Loss Layer. If the output is normalized image, then pass the output to sigmoid and apply cross-entropy loss between the original images and the reconstructed ones (see section III-C for details), otherwise, least square loss should be used. We can add l 2 norm of parameters for regularization if necessary. The structure of the proposed DEA is shown in figure 1 . 
C. LOSS AND GRADIENTS
As it is stated above, the loss functions in the proposed DEA are consisted of two elements. The first one is the reconstruction loss, which can be either cross-entropy(if data are normalized images) or least square. If the cross-entropy loss is taken into utilization, then we need to pass the output of the autoencoderX to a multivariate sigmoid function σ (·), where:
Then we apply cross-entropy loss, the expression is:
The notation of L r means the 'reconstruction' loss. Now we compute the gradient w.r.t the output of VOLUME 6, 2018 the DEA:
With a matrix representation, the above expression can be written as:
Where * means pairwise multiplication. And if we directly apply square loss, the loss expression is:
The gradient is:
For all the losses above, we could add l 2 norm w T w for penalization.
The second kind of loss of the autoencoder is the divergence loss, which aims to explicitly encourage the distinguishing among instances with different labels. For the bottleneck layer, let us suppose there are m 1 instances for Z K and m 2 samples for Z N , and m 2 >> m 1 . However, we could sample m 1 instances from Z N and get Z N * to balance the number of instances (details will be introduce in the section III-D), and apply the sigmoid function for both Z N * and Z K . And then, we could apply the loss:
It is noticeable that the above divergence loss is not exactly KL-divergence, as the KL-divergence is for distributions instead of data. Nevertheless, this scheme could successfully encourage differences between two classes. To consider the gradient of this loss, we would like to analyze the gradient with respect to Z K and Z N * , respectively. The gradient of Z K can be computed as:
And the gradient with respect to Z N * is:
The loss in equation 7 might encourage the autoencoder to fit noises, thus we further add intra-class variances as penalization:
Where V means to duplicate the vector m 1 times to a matrix. After considering the intra-class variances, we could modify the gradients in equations 8 and 9, and re-write them into matrix format, which will be:
Where * stands for pairwise multiplication.
D. THE TWO-PHASE TRAINING AND CONVERGENCE ANALYSIS
With equations 4, 6 and 11, we could compute the the gradients and train the network. However, regarding the detailed training procedure, there are still two problems needing further discussion: the training paradigm and the convergence of the network.
Training with the two losses simultaneously will be the first topic to be discussing. Since the loss functions belong to different layers, it is difficult to merge the gradients during training. Thus, instead of explicitly merging the gradients and feeding them to the network, in the proposed DEA we adopt a two-phase training paradigm: in each epoch, we first minimize the reconstruction loss (equation 4 or 6) and then optimize the divergence loss (equation 11). When training with the divergence loss, we sample The training procedure is similar with that of GANs: in GANs we train the discriminator and the generator alternately, while in our paradigm we improve the performances of data reconstruction and inter-class discrimination of the auto-encoder in turns. It is noticeable that in our situation the two targets are not necessarily 'adversarial'. However, in practice, during the first few iterations it is normal if the two loss are reflecting some sense of 'conflicting', as they are focusing on different issues. Separating the two phases of training could bring another merit: the optimization of reconstruction loss could 'condense' the values of z i,j to a relatively constrained range, which could help mitigate the instability during optimizing the divergence loss. We will see this in details later.
The full training algorithm could be illustrated in algorithm 1.
Algorithm 1 Training Paradigm of the Autoencoder
Data: Data X, Labels of majority and minority The second point demanding further discussion is the convergence of the network. As we intend to minimize the inverse divergence loss, the target function 10, however, is itself not necessarily convex. In fact, if we consider the 1-d situation for σ (z K ) and σ (z N * ), the Hessian matrix is indefinite and the sphere is like that in figure 2 . Thus, we will analyze the behavior of the optimization of the divergence loss here. Let us reckon the gradients towards each variable in equation 11. Since there is no interaction among dimensions in the divergence loss, we consider single data of 1-dimension situation (scalar input) only for convenience. Expanding the sigmoid form of gradient of z K , we could get:
The step of ∝ comes from z N * as a given value. And similarly, for the gradient of z N * , we could have:
And similarly, the ∝ step is also obtained by assuming z K as a given value. From the above equations, we could find that VOLUME 6, 2018 the gradient of z K (equation 12) is a concave/convex function, and it is clear that when z K goes to large positive/negative values, the gradient will be saturating to near 0, indicating a 'convergence' of the loss; similarly, the gradient of z N * , indicated in equation 13, will saturate to near 1 for large negative values and 0 for positive values, while possessing a property of monotony among the interval. This indicates that with certain given z K , we could also find a near-stationary optimization target for z N * . Thus, our training paradigm could be regarded as heuristically convergence. And in practice, we could usually find a flat-gradient point for divergence loss. The curves of the characteristics of the gradients 12 and 13 could be demonstrated in figure 3 .
The analysis of the gradient curve also provides a justification for the two-phase training: if we apply the divergence gradient to the network directly, it might suffer from gradient instability since the values of Z are in a wide range; alternatively, if we adopt the two-phase training, the values of Z will be relatively in a dense range after optimizing the reconstruction loss and it is thus more stable for divergence optimization.
Based on our analysis, it is reasonable to terminate the training procedure simply based on the vanishing of gradients of both reconstruction and divergence loss. In practice, we observe that the reconstruction loss tends to reach a zero-gradient point quicker than the divergence loss does, and the performance decreases if too many iterations are later applied solely to the divergence loss. The reason for this problem might be the noises in the features, and for better performance, another way is to terminate as the network iterates for more than 5 steps after the gradient of reconstruction loss has vanished.
E. COSINE DISTANCE CLASSIFICATION
As it is stated before, after obtaining the features from the bottleneck layer, we have used a scheme that directly compute and compare the cosine distance to classify instances. The formula to compute cosine instance is:
Where z i , z j should be the vectors exported from the bottleneck layer of the autoencoder. Cosine distance could reflect a meaning of 'difference', and intuitively, for one instance with unknown label, it should be classified to the category with 'nearer' distance. This is the fundamental logic of our working algorithm.
More formally, for a instance x * with unknown label, we firstly pass it to the auto-encoder to obtain its feature representation z * . And then for each sample z i in the majority class we compute D N = D c (z * , z i ), which lead to a m 2 length vector; and for each sample z j in the minority class we compute D K = D c (z * , z j ), which lead to a m 1 length vector. Then we define two distances with median:
Then we classify each instance to its corresponding class with the smaller distance value. One might wonder that in our method median instead of mean is utilized. The reason for this is that median is more robust in dealing with outliers. The integrated algorithm, including the proposed DEA and the cosine distance-based classification, could be illustrated in algorithm 2.
Algorithm 2 The Holistic Procedure of the Algorithm
Data: Train data X, Labels of the train data, Test data X *
Result: The Classification Results
Train the autoencoder with algorithm 1; Feed the data X to the autoencoder and get the representations of X K and X N ; for Each instance x * in X * do Compute its median of cosine distance between the two classes with equation 14 and 15; Classify the instance to the class with smaller distance; end
IV. RESULTS AND DISCUSSIONS
A. DATA AND EVALUATION METRICS
To test the validation and effectiveness of our method, we have generated imbalanced datasets by sampling from the benchmark MNIST dataset and have tested its performance with CNN, loss-sensitive CNN and the proposed DEA-based algorithm. Two recipes of imbalanced data tasks are taken into consideration: two class imbalanced data classification and imbalance keyword image spotting. For the imbalance two-classification setting, we sample images from two classes with a proportion of 5:3000, 10:3000, 15:3000, 30:3000 and 50:3000 respectively. To provide a sufficiently representative experimental result, we tested multiple combinations of classification tasks. And for the imbalance keyword image spotting task, we sample the images with a one-vs-all scheme which the majority class is composed of images from all classes other than the minorities, and the proportions we tested are 5:5000, 10:5000, 25:5000, 50:5000 and 100:5000. And again, spotting of multiple images are considered in our experiments.
Several popular metrics for imbalance classification are utilized to evaluate the performances of the networks, including TPr and TNr, indicating recalls of majority and minority classes, and TPv and TNv, representing the precisions of the classification results. In addition, F 1 score and G-means are utilized as the metrics of 'overall performance' [37] , [38] . To illustrate the computation of these metrics, we use TP, TN, FP, FN to denote the amount of samples being categorized as True Positive, True Negative, False Positive, and False Negative respectively. Then, the precision/recall of two classes could be illustrated as follow:
And the F 1 score could be expressed as:
And similarly, the G-means could be described as:
When sampling data with multiple proportions, the random seed is fixed to make sure the minority data is the same to ensure that the differences in performances are not caused by data but the models.
B. NETWORK PARAMETERS
As it is discussed in the previous sections, we tested three kinds of networks, CNN, loss-sensitive CNN, and the proposed DEA method. The two classical CNNs enjoy a shared 3-layer convolution structure with same parameters, and the only difference is for the loss-sensitive one we added an extra term of η * y i log(ŷ i ) to emphasize the situation of classifying the minority as majority. Here we manually tune the parameter η = 12.0 based on experiments. The proposed DEA is consisted of 3 Convolution plus 3 Inverse Convolution(De-convolution) layers, and the bottleneck layer is of 100 dimension. The Convolution and De-convolution layers of the autoencoder share the same settings with the CNNs in terms of shapes, kernels, channels and strides. The layers around the bottleneck layer are arranged as : [flattened shape → 1000 → RELU → 100(bottleneck layer for Z output) → flattened shape]. The detailed description of the two CNNs and the autoencoder utilized in our experiments could be found in table 1 and 2.
To reduce noises caused by the initialization of network, we loop 5 times for each network to find random seeds that best initialize the networks based on their final performances. 
C. TWO-CLASS CLASSIFICATION RESULTS
Limited by the length of the paper, it is impossible to report all combinations of the two-class classification results. Instead, we aim to report the classification evaluation curves of one pair of data for a certain number of minority instances. In addition, the following results are also illustrated to assist us in understanding the behaviors of different networks: the loss curves of training procedures of all three kinds of networks, the classification matrices consisted of recalls of several digits with primal and dual majorities(say, spotting 4 from 5 and 5 from 4),and the test recalls with respect to a decreasing number of samples from the minority.
A typical comparison between the loss curves of three kinds of networks could be illustrated in figure 4 . The losses of CNN and loss-sensitive CNN are consisted solely with cross-entropy loss, while the loss of the auto-encoder contains both the re-construct and the divergence loss. Usually, as we minimizing the divergence loss in equation 10, the value would be negative. We define 'divergence gain'
, as the red line plotted in the figure represents this value. Noticeably, in this example all three kinds of networks converged and their loss decreased. However, under some circumstances, the CNN and loss-sensitive CNN might fail to converge and lead to significant decline in performance, as we will see in the following paragraphs. It could also be observed that the DEA converge quicker than the two kinds of CNNs, and this will be further discussed in section IV-E.
Although multiple evaluation metrics are utilized, for the comparison of classification results, the demonstrations are mainly comprised of the Train Minority Recall, Test Majority Recall, Test Minority Recall, Minority F1 Score and the G-Mean of the Result. Our report excludes the train majority recall since it often quickly soar to 1 in practice and thus it is not necessary to plot multiple horizontal lines. Figures 5, 6, 7, 8 and 9 illustrate the performances of the networks under 5 different settings with different amounts of minority data. From these three figures, we could find that in general, the proposed DEA based method (green curves) could outperform both plain CNN and loss-sensitive CNN. The loss sensitive CNN suffers heavily from fluctuations, and although sometimes it could reach a higher minority recall than the DEA method during the training procedure, it is difficult to determine when to stop the iterations and the minority recall is very likely to drop in the end. Meanwhile, we could also observe that the proposed 70204 VOLUME 6, 2018 DEA based method converge quicker than the two kinds of CNNs.
To make the comparisons clearer, we analyze the situations of 10 and 30 minority instances and construct two sets of 3 × 3 matrices for comparison. Each matrix denotes the classification with primal-dual majorities and the intense of the color represents the level of recall. The results could be shown in figure 10 and 11. And notice that in these matrices we picked the best minority recall values from the networks, regardless of whether the network is converged to this point. The figures provide additional evidences showing that the proposed auto-encoder is a better VOLUME 6, 2018 scheme in handling imbalanced data classification, especially when the number of minority instances is in a small magnitude.
And finally, another topic we care is the change of the value of minority recall with respect to a decreasing number of instances in the minority class. Intuitively, the classifier that maintains a better performance when the number of instances declines will be regarded as the preferred classifier. In the task of spotting digit 7 from 9, figure 12 illustrates that the proposed DEA is more robust in the situation that the number of minority samples declines. Moreover, CNNs are also observed as more fluctuating as the gaps between the best and the converged recall becomes huge when the number of samples declines to less than 30. 
D. KEYWORD IMAGE SPOTTING RESULT
Comparing with the task of two-class imbalanced data classification, the task of keyword spotting demands a stronger capability for the classifier to identify the minority from a much noisier background. Figures 13, 14, 15, 16 and 17 illustrate the comparison of keyword-spotting performance with the majority in the number 5000 of minority instance in the amount of 5, 10, 25, 50, 100, respectively.
From the figures, we could find that performance gap for keyword spotting between the two kinds of CNNs and the autoencoder is larger than that of two-class classification problem. The reason for the phenomenon could be the larger-magnitude noise in the majority data, which 'confused' the ordinary convolutional networks and adversely affected the performance. But for the proposed DEA, since the explicit loss to encourage a divergence has been added, it is relatively robust towards background noises. It could also be observed that for the CNN curves in keyword spotting task, even the training recall of minority, which is stably around 1 in the two-class classification task, drops drastically under some situations. Consequently, it could be concluded that with an increasing complexity of the majority data, the advantage of the method proposed in this paper will be more significant. VOLUME 6, 2018 
E. DISCUSSIONS
In this section we illustrate the performance comparison between plain CNN, loss-sensitive CNN and the proposed Divergence-Encouraging Autoencoder (refers to DEA, or auto-encoder method as well in the paper) under different tasks and parameter settings. It can be observed that the proposed DEA is usually more advantageous over convolutional networks. To emphasize some crucial points regarding the behavior of the proposed method and penetrate a deeper insight for the performances and their reasons, there are some additional remarks we would like to elaborate on here. • Convergence Rate and Speed. From the figures above, we could see that the proposed method could usually converge more quickly than the CNNs do. In addition, once it converges to an acceptable test minority recall level, the performance of the proposed DEA can be maintained as the training procedure continues, while the performance of CNN models tends to fluctuate and sometimes drop to 0 after several iterations. Under this situation, if we plot the loss of the CNNs, values of 'NaN' will be displayed, indicating the network fails to converge. The stop criteria of both the DEA and CNNs are based on the relative difference of values (approximation gradient), and since the training recall rates of both the majority and minority are relatively high among the whole process, it is difficult to find other techniques to terminate training. Possible early stopping technique will be discussed in the following paragraphs, but given the fact that stopping criteria is relatively intractable in our situation, the convergence property of the proposed DEA is indeed of great desirability.
• Performance on Tasks with Small Absolute Amount of Minorities. Previous researches on imbalanced data classification usually puts emphasis on imbalance proportion, but tend to ignore the situation when the absolute amount of minority is small, which happens frequently in real-life data science tasks. Under this situation, many one-class learning methods that aim to learn the features only from the minority would fail due to data insufficiency. And for the models we have tested, we can find that the performance of convolutional networks tends to fluctuate and can not achieve a satisfying performance when the minority sample size is small, while the proposed DEA is more robust towards the amount of minority data. Consequently, we could conclude that the proposed DEA is a better classifier for the stated situation.
• F 1 Score and G-mean Metrics. In our experiments, two evaluation metrics are utilized as the representation of the 'holistic performance': F 1 score of the minority class and G-mean. Under both evaluation metrics, the proposed DEA outperforms CNNs. In addition, in our experiment, G-mean could serve as a better evaluation metric than F 1 score for imbalanced data classification. This is because under our circumstance, sometimes the model predicts 0 instances of minorities, which will lead to NaN for the F 1 score. In contrast, G-mean metric does not suffer this problem.
• Potential Early Stopping. In the previous paragraph we have discussed the convergence of CNNs and the proposed DEA, and suggested that it is much more preferable for the DEA in terms of obtaining a converged model. However, even with the autoencoder network, it could still be observed some declines in performance as the training iteration continues in the keyword-spotting task. And from the curves we could find that the test recall of autoencoder method starts to decrease when the we continue the training iterations after it has hit a satisfying train minority recall. Thus, we could use this scheme to stop the autoencoder earlier than the flat gradient occurs. For the CNNs, it is difficult to get an one-fit-all strategy to perform early stopping. A potential strategy might use some validation data and treat the stopping criteria as a hyper-parameter tuning task, but this will demand a large scale of human work. In summary, based on our experiments, there are several advantages of our proposed autoencoder-based method (DEA). Firstly, the proposed autoencoder-based method outperforms CNN-based methods, both in terms of F 1 score and speed of convergence; secondly, the DEA demands fewer parameters to be tuned manually, while loss-sensitive CNN need to optimize the hyper-parameter; and finally, the DEA performs consistently well when the amount of minority instances is small.
V. CONCLUSION
In this paper, we have proposed a novel type of autoencoder (DEA) with explicit divergence-encouraging loss for imbalanced data classification problem and designed the classification method based on it. The network structure and gradients are derived and illustrated and the convergence properties of the network are analyzed. The performances of the novel method for different tasks are demonstrated and compared with the outputs of CNNs and experimental results have shown that our method could outperform the ordinary and loss-sensitive CNNs, both in terms of classification results and convergence rates.
To this end, the paper makes contributions as follows: a new kind of auto-encoder based classification method (DEA) has been proposed, which learns the majority and minority features simultaneously for the imbalanced data classification problem. Experiments demonstrate that the proposed DEA outperforms traditional CNN-based models and is more robust in scenario of small sample size for the minority class. Furthermore, the computational cost and convergence rates of the proposed DEA method are superior to the previous studies.
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