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ABSTRACT 
For El-norm and sup-norm nonexpansive maps it is known that bounded orbits approach periodic 
orbits. Moreover the minimal period of a periodic point of such a map has an a priori upper bound 
that only depends on the dimension and the given norm. We shall show that the question whether 
for a given positive integer p there exists an El-norm (or sup-norm) nonexpansive map 
f : D/ - D, c R” with a periodic point of minimal period p can be answered in finite time 
I INTRODUCTION 
Let (I/, 1) . 11) be a Banach space. A mapf : D c V + I/ is called nonexpansive 
with respect to 11 . I/, if 
IIf -S(.Y)II L: I/x - yl( for every .Y,JJ 6 D. 
A point I E D is called aperiodicpoint qf f ,vitk minimalperiod p if f p(x) = .K 
and f,'(x) # x for 1 <j < p. Here fj denotes the composition of f with itself 
j times. The sequence 
.Y, .f (x). fl(x), f’(x), . . . 
will be called the orbit qf .‘c under f. 
As usual, the e,-norm II . I/, on R” is defined by 
11-41, = ,g, l4~ 
If D c R” is closed, g : D - D is an PI-norm nonexpansive map, and there 
437 
exists I? E D with bounded orbit under g, then for each x E D, there exists a 
positive integer p = p., and a point < = <_, E D such that 
,l~~gp’(.u) = <. 
where <is a periodic point ofg with minimal periodp. Moreover, the numberp,. 
is bounded by n!2”‘, where m = 2”. 
The original proof of this result was given by Akcoglu and Krengel [l]. Their 
arguments, however, did not provide an upper bound on the integer p.,., x E D. 
The upper bound of H!2”‘, where m = 2”, has been obtained by Misiurewicz [5], 
but this estimate is expected to be far from sharp. The question of finding an 
optimal upper bound on the integer P,. appears to be very difficult. 
This result implies that for a map .f‘ : Dj + Df, D, c R”, which is ei-norm 
nonexpansive, the periodic points play a key role in understanding the beha- 
viour of fJ(x) asj - (30. Therefore it is an interesting problem to determine for 
each n E IYJ the finite set. 
r?(n) = {p E N 1 If: D, + Of* Df c IS!", such that f is [i-norm 
nonexpansive and ,f has a periodic point of minimal period p}. 
This problem was raised in [8, Remark 4.11, and from this paper we took the 
notation. 
It is known that an Pi -norm nonexpansive map f : 0, -+ Df may not have an 
ii-norm nonexpansive xtension F : R" + R". Therefore it is also important to 
study the set of possible minimal periods for fixed domains D in [w”. Some 
special domains are: the whole space Iw”, the positive cone 
K” = {x E 1w” 1 x, 2 0, for 1 I i I n} 
and the unit simplex 
A" = {XE i-6" 15 x, = l} 
r=l 
In this paper, however, we will look at the most general set R(n), which is the 
union of possible minimal periods taken over all domains D in iw”. 
We remark that the set 
R(n) = (p E N I3f : R” + R” such that f is J?i-norm nonexpansive 
and f has a periodic point of minimal period p} 
is contained in&n), and it is expected (see [8, Section 41) that R(n) is strictly 
smaller thanR(n), for n _> 3. 
Furthermore, iff : 06” + K” is an f!i-norm nonexpansive map andf(0) = 0, 
then sharp results on the possible minimal periods of periodic points of f were 
obtained by Nussbaum, Scheutzow and Verduyn Lunel (see [7], [S] and [9]). 
Moreover, it follows from the proofs that the set of positive integersp such that 
there exists an Li-norm nonexpansive map f : K" + ll6" with f(0) = 0, which 
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has a periodic point of minimal period p, can be determined by considering 
only periods p that come from periodic orbits that are contained in Z ‘. 
For the general set of periodsR(n) little is known. This is related to the fact 
that an [i-norm nonexpansive map may not have a nonexpansive extension. 
Even in very low dimensions there are open problems on@n). For example, we 
do know that { 1~ 2,3,4,5,6,8, 12) c i(3), but it is not known if 7,9,10 or 11 are 
in R( 3). 
To study the set R(n) it is more convenient to express it in terms of so called 
rigid sets. Let us give the definition of a rigid set at once. A sequence {s’}, > 0 in 
(if, (1 . 11) is called a rigidsequence, if its closure is compact and 
\I.#+’ - ?]I = (1.~’ - ~“11 for each k,l E N. 
AsubsetSof(V,]/.II)’ is called a rigid set if it is the closure of a rigid sequence 
in (v, II . II). 
Obviously the set of points of a periodic orbit of a nonexpansive map is a ri- 
gid set. On the other hand, for every rigid set S in (V, 11 . 11) with cardinality p 
and rigid sequence {s’}~, we can define a map g : S + S by 
g(s’) = sl+ l. 
This map is an isometry with respect to 11 . 11, and it has a periodic point of 
minimal period p. From these observations we conclude that 
R(n) = (p E N I 3s c R” Pi-norm rigid set with ]SI =p}. 
The problems on j(n) for low dimensions make it very appealing to use a 
computer. Therefore the following two questions are of interest. First, can we 
restrict, without loss of generality, to rigid sets that are contained in Z”?. Sec- 
ond, is it sufficient, in order to decide whether or not p is an element of R(n), to 
look for all rigid sets in a finite subset of Z”? In this paper we will show that 
both questions have a positive answer. So far however, we do not have an upper 
bound on the size of the finite subset of Z”, that would allow us an exhaustive 
search for rigid sets in reasonable time, and hence a computer proof that some 
p is or is not in A(n). 
To end the introduction we remark that similar results hold, if we replace the 
!i -norm by the sup-norm, i.e., 
In this case we note that a sup-norm nonexpansive map always has a non- 
expansive extension to the whole of IF!“. Furthermore it is proved by Martus [4] 
that the cardinality of a sup-norm rigid set in [w” is bounded by n!2”. Moreover, 
it is conjectured by Nussbaum [6] that the maximum cardinality of a sup-norm 
rigid set in R” is equal to 2”. Since the set of vertices of the n-dimensional cube 
forms a sup-norm rigid set, it suffices to show that 2” is an upper bound. So far 
the conjecture is proved for n = 1,2 and 3 (see [3]). 
It turns out that our analysis also applies to the sup-norm case, and therefore 
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we can obtain the same results for this norm. We will briefly discuss this in the 
last section. 
2. A LEMMA ON POLYHEDRA 
To prove the main results we need a lemma on polyhedra. 
Definition 2.1. A set P c [w” is a pol_vhedron if there exist a m x n matrix A and 
a vector b E R” such that 
P = {x f R” 1 Ax < b}. 
We call the polyhedron rational, if the matrix A and vector b can be chosen with 
rational entries. A vector s E R” is called an integral vector if x E Z”. 
Each polyhedron consists of several, so called, faces. To define a face we first 
introduce the notion of a subsystem. A system of linear inequalities A’x 5 b’ is 
a subsystem of the system of linear inequalities Ax 5 b, if A’x 5 b’ can be ob- 
tained by deleting some (or possibly none) of the inequalities in Ax 5 b. 
Definition 2.2. A subset F of a polyhedron P = {x E IF!” ] Ax 5 b) is called a 
face if Fis nonempty and F = {x E P 1 A’s = b’} for some subsystem A’x < b’ 
ofAx b. 
A face Fof a polyhedron P is minimal if it does not contain any other face of P. 
A characterization of minimal faces is given by Hoffman and Kruskal [2]. 
The proof of the following version of their theorem can be found in the book by 
Schrijver [lo, Theorem 8.41. 
Theorem 2.1, Suppose P = {x E R” 1 Ax 5 b}. A set F is a minimalface of P if 
undonlyif 0 + F C Pand 
F = {x E IF!” 1 A’x = b’} 
jbr some subsystem A’x 5 h’ of Ax < b. 
The next lemma will be used in the proof of the main result. Before we state the 
lemma we define the notion of a homogeneous polyhedron. A polyhedron is 
called homogeneous if for every j’ E P and X > 1 one has Xy E P. 
Lemma 2.1. Let P be a rutionalpoiyhedron. [f‘P is nonempty and homogeneousS 
then P contains an integral vector. Moreover there exists an a priori upper bound 
011 
min{i]s]l, 1 .Y E P integral}. 
Proof. Suppose P is a nonempty, homogeneous, rational polyhedron in R”. By 
definition there exist a rational matrix A and rational vector b such that 
P = {x E R” 1 Ax < b}. 
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Since 
{x E R” 1 Ax 5 b} = {x E R” 1 /LAX < pb}, 
for every or. 2 1, we can assume that A has integral entries. 
As P is nonempty it contains a minimal face, say F, From Theorem 2.1 it 
follows that there exists a subsystem A’x 5 b’ of Ax < b such that 
F = {x E R” 1 A’x = b'}. 
We may assume that A’ has linear independent rows, and hence we can write 
A’ = [AlA 
where A I is a nonsingular matrix. The equation A ‘x = b’ has a solution 
(1) x0 = 
A,'b' 
[ 1 0 
With Cramer’s rule we obtain that 
(2) 
(Acl) = (-l)‘+idet(Adi.j)) 
'J detA1 ’ 
where Ar (i, j) is obtained by deleting the i-th row andj-th column in the matrix 
Al. 
Suppose n 2 1 is the smallest number such that vb E ii!“. Let Ml be the least 
common multiple of the determinants in absolute value of the nonsingular 
matrices, that are obtained by deleting rows and columns of A. 
From (2) and the assumption that A has integral entries we derive that the 
matrix M1A,-’ has integral entries. Hence, using (l), we see that the vector 
x = +41x0 is an integral vector. Moreover, as x0 E P and nMr 2 1 it follows 
from the fact that P is homogeneous that the vector X belongs to P. 
Let M2 be the maximum of the determinants in absolute value of the square 
matrices, that are obtained by deleting rows and columns of A. Now the fol- 
lowing inequalties hold 
Hence there exists an a priori upper bound on 
min{llxll, I x E P integral}. 0 
In the next section we shall associate with each [r-norm rigid set S a nonempty, 
homogeneous, rational polyhedron PI (S). Before we can start the construction 
of the polyhedron a final definition is required: for a set Q in R a matrix A will 
be called a Q-matrix if the entries of A are elements of Q. 
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3. THE POLYHEDRON FOR [,-NORM RIGID SETS 
Let S = {so,. . . , sPp ’ } be an f?i-norm rigid set in R” with cardinalityp and rigid 
sequence {s’}~. Define the vector 
s== (sO,...,s P-i E [WP”. ) 
ForeachiE {l,... ~ n} there exists a permutation 7r, of (0,. . ,p - 1) such that 
(3) s,Q) < ,IXj(i) 5 . . . 5 q’“- ‘1. 
where s{ is the i-th coordinate of s-l. The system of linear inequalities, generated 
by the permutations 7r,, can be written as Ds 5 0, where D is a (0, fl}-matrix. 
For example consider the rigid set 
s= {(a, v?), (-X&-X6),(!& Jz), (-v5,-Jz)}. 
If we take s = (fi, a, -a. -a, a, a, -fi, -a), then the matrix D is 
given by 
- 0 O-10 0 01 
-1 0 IO 0 00 
D= :, 0 00-l 00 
0 01 0 00 
0 0 00 0 -1 0 
o-1 00 0 10 
Since S is a rigid set, we have the equations 
0 
0 
0 
-1 . 
1 
0 
IIS k+‘modp-~kll,-ll~‘-~oII1=O for 15 I 5 [p/2] and l<ksp-1. 
Here [p/2] denotes the Iargest integer m < p/2. By using the inequalities in (3) 
we can evaluate in each equation the absolute values. In this way we obtain a 
system of linear equalities. This system of equalities we shall write as Cs = 0, 
where C is a (0, f 1, f2}-matrix. In the previous example the matrix C is given 
by 
-1 -10 0 1 1 0 0 
C/-A; ; 
i 
1 1 -1 -1 
1 -1 1 -1 -1 1 -1 1  0 0 -1 -1 . 
Define 6 > 0 to be the minimal !I-norm distance among the elements the S. If 
we select E E Q such that 0 < e 5 6, then the following inequalities hold 
-](.&s’]], 5-c forOIk<f<p-1. 
Again by using (3) we can evaluate the absolute values in these inequalities. The 
resulting system of linear inequalities can be written as Ex 5 -6, where E is a 
(0, fl}-matrix. In the previous example S = 2(& - ~6) 2 l/2, and hence we 
can take E = l/2. The matrix E is given by 
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r 1 1 -1 -1 0 0 0 0 
1 
-1 1 0 01-l 0 0 
E= 
11 0 00 0 -1 -1 
0 0 -1 -1 1 1 0 0 
0 0 1 -1 0 O-l 1 
00 0 01 1 -1 -1 
Define the polyhedron Pt (S) in Iwp” by 
D 0 
(4) P,(S)={.uEW”I _; xl [I II ; ). E --t 
Remark that there is some freedom in the construction of Pt (S). First of all 
there is the choice of the rigid sequence in S, and the choice of E. Furthermore, 
if two points in S are equal on the i-th coordinate, then there are two permuta- 
tions, say ri and pi, such that 
So, in the case of equal coordinates there are several possibilities in choosing 
the matrix D. Our results hold for any possible construction of the polyhedron 
Pt (S). Therefore we do not make a distinction between the different polyhedra 
PI (S), we simply select one. 
Lemma 3.1. The polyhedron PI(S) as defined in (4) has thefollowingproperties 
(i) PI (S) is a nonempty, homogeneous, rationalpolyhedron. 
(ii) Suppose that for x E Rp” we write x = (x0,. . . , xp- ‘), where xi E R” for 
0 5 i ip - 1. Zfx E P*(S), then& = {x0,. . . 3xP-1} isantI-normrigidset in IF 
of cardinality p. 
Proof. To see that the polyhedron PI (S) is nonempty it is sufficient to remark 
that by construction s = (so,. . . , .F ‘) belongs to P1 (S). Since c is rational, and 
the entries of the matrices D. C and E are integral-valued, it follows that PI (S) 
is a rational polyhedron. To prove that PI (S) is homogeneous we assume that 
y E PI (S) and X > 1. Now the following inequalties hold 
These inequalities imply that Ay E PI (S), and therefore the polyhedron PI (S) is 
homogeneous. 
To prove the second property, we assume that x E PI(S), and we write x = 
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(xO,...,xP-1 ), where xi E 88” for 0 5 i < p - 1. Further we define the set 
S,={XO,...,ZCP~I}~~[W”. 
Since x E Pi(S) the inequalities Dx 5 0 and E.u 5 -e hold. These inequalities 
imply that 
-IIxk-x’lli I-E forO<k<lIp-1. 
Therefore the number of elements in the set S, is equal top. 
As x E Pi(S) it follows that Ds 5 0 and Cx = 0, and hence we obtain that 
lb k+lmodp -xkll, - lI_x’-x”lll = 0 for 15 I < [p/2] and 15 k <p- 1. 
From these equalities we can conclude that S, is an Cl-norm rigid set in [w” of 
cardinality p. 0 
4. RESTRICTION TO INTEGRAL RIGID SETS 
In this section we will answer the two questions raised in the introduction. 
First, we will prove that we can restrict, without loss of generality, to rigid sets 
that are contained in Z”. Subsequently we will show that, in order to decide 
whether or notp is an element of R(n), it is sufficient o look for all rigid sets in 
a finite subset of 72”. 
We define the set 
Rf(n) = jp E N I 3 c Z” ei-norm rigid set with ISI =p}. 
Theorem 4.1. For each n E N one has hzt k(n) =kr(n). 
Proof. The inclusion 8,(n) c R(n) follows by definition. Therefore it suffices 
to prove R(n) c R,(n). So, suppose that p is an element of R(n). By definition 
there exists an [r-norm rigid set S = {so, _ . . , sP_ ’ } c Iw” of cardinality p, with 
rigid sequence {s’},. Let Pr (S) be the polyhedron as constructed in (4). This 
polyhedron satisfies the first property of Lemma 3.1, and therefore we can ap- 
ply Lemma 2.1 to obtain an integral vector x E Pi(S). Now the second property 
of Lemma 3.1 implies that there exists an integral [r-norm rigid set in Z” of 
cardinality p. Therefore we conclude that p E k,(n), and hence the inclusion 
R(n) c i&(n) holds. Cl 
From this theorem it follows that in order to know that some p is or is not in 
I?(n), it is sufficient to look for rigid sets in Z”. 
Now we shall answer the second question. Remark that if S in Z” is an 
ei-norm rigid set, then the Pi-distance between two distinct elements in S is 
at least 1. This allows us to take E = 1 in the construction of P,(S). So, for each 
Cl-norm rigid set S in Z”, with rigid sequence {s~}~ and cardinality p we have 
that 
D 
( so,.&. ,sP-‘) E PI(D) := {x E Rp” 1 
c 
_c 
E 
0 
1 ii X< ; ), -1 . 
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where the matrices D, C and E are generated as in the definition of the poly- 
hedron Pt (S). Note that the polyhedron Pt (D) only depends on the matrix D or, 
equivalently, it depends on the set of permutations xi. Therefore, given the car- 
dinalityp and the dimension n, there are at most (p!)” distinct polyhedra Pt (D). 
From Lemma 2.1, it follows that there exists an a priori upper bound on 
min{llxlloc 1 x E PI(D) integral} 
for each matrix D. We shall denote this upper bound by MD. 
Thus, a strategy to decide whether or not p belongs to R(n), is to look for all 
integer rigid sets of cardinality p in the finite set 
for each matrix D. In each of the (p!)” possibilities we can use the inequalities 
on the coordinates, that are induced by the matrix D, to reduce the search. Al- 
ternatively we can take the biggest Ma over all matrices D and just look for all 
integer rigid sets, ignoring the inequalities that come from the matrix D. 
So far, however, we do not have an upper bound on the maximum of MD that 
would allow us to do an exhaustive search for integral rigid sets. 
5. THE ANALOGUE FOR SUP-NORM RIGID SETS 
If we replace the It-norm by the sup-norm, we can obtain the same results. In 
fact, the same idea applies. We can associate to each sup-norm rigid set a 
polyhedron and then prove a lemma similar to Lemma 3.1. We shall outline the 
construction of the polyhedron. 
Suppose that S = {so,. . . , sp- ’ } is a sup-norm rigid set in R” of cardinalityp. 
Let {s’}~ be the rigid sequence in S and define the vector 
s= (.P,...,s P-1) E RP”. 
Foreachie {l,... , n} there exists a permutation 7rr of (0,. . ,p - 1) such that 
where s: is the i-th coordinate of sJ. We rewrite this set of linear inequalities into 
a system of linear inequalities Ds < 0, where D is a (0, &l}-matrix. 
For each pair (k, I) with 0 < k < 1 < p - 1 we select an index i” = ik/ in 
{l,...,n}suchthat 
112 - & = 1s; - sf*l. 
Now we consider for each pair (k, I) with 0 5 k < I < p - 1 the inequalities 
(6) l$-~fl-I&.sSf,I<O foriE{l,...,n}\{i*}. 
By using (5) we can evaluate the absolute values in each inequality and obtain a 
system of linear inequalities, which we shall write as Fs < 0, where F is a 
(0, fl}-matrix. 
We proceed by looking at the equations 
445 
lb k+l modp -skL -~J(s’--s~~(~=O forl<ll[p/2]andlFk<p-1. 
In this case we can use (5) and (6) to turn this set of equalities into a system of 
linear equalities. This system we shall write as Gs = 0, where G is a (0, fl, z!c~}- 
matrix. 
If we select 6 > 0 rational such that the minimal sup-norm distance among 
different elements of S is at least C, then 
-]+s’]]~<--E forO<k<Z<p-1. 
By using (5) and (6) we can turn this set of inequalities into a system of linear 
inequalities, say Hs < --E, where His a (0, il}-matrix. 
Now we define the polyhedron Pm(S) in Rp” by 
- D - o- 
F 0 
(7) P,(S) = {x E RP” ) G .x5 0 }. 
-G 0 
H --E 
Again note that there is some freedom in the construction of the polyhedron 
Pm(S). The following lemma, however, will hold for any possible construction 
of P=(S). 
Lemma 5.1. Thepolyhedron P,(S) as deJined in (7) has thefollowingproperties. 
(i) P,(S) is a nonempty, homogeneous, rationalpolyhedron. 
(ii) Suppose that for x E Rp” we write x = (x0,. . . , xp- ‘), where x’ E R”for 
0 5 i 5 p - 1. If x E P,(S), then S, = {x0,. . . , .xP-‘} is a sup-norm rigid set in 
R” of cardinalityp. 
This lemma can be used to prove analogous results for sup-norm rigid sets. 
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