Afterimage-like effects modulate the responses of fly wide-field motion-sensitive cells following adaptation to stationary or slowly moving patterns. The origin of these afterimages is unclear. They have been interpreted as either the result of adaptation in the early visual system or as a direct consequence of the correlation scheme of motion detection. Using a combination of intracellular recording and computer modelling, we find that afterimage-like effects cannot be satisfactorily explained by a simple version of the correlation model previously proposed by Egelhaaf and Borst (J. Opt. Soc. Am. A 6 (1) (1989) 116).
Introduction
In many species exposure to high retinal image velocities induces motion adaptation. The psychophysical consequences of motion adaptation in humans include the striking waterfall illusion (review, Anstis, Verstraten, & Mather, 1998) and systematic changes in sensitivity to image velocity and acceleration (Clifford & Langley, 1996b; Thompson, 1981) . At a neural level, adaptation of visual motion-sensitive neurons in both vertebrates and invertebrates is associated with a reduction in response gain, increased sensitivity and antagonistic after potentials (Barlow & Hill, 1963; Giaschi, Douglas, Marlin, & Cynader, 1993; Ibbotson, Clifford, & Mark, 1998; Maddess & Laughlin, 1985; Srinivasan & Dvorak, 1979; Wolf-Oberhollenzer & Kirschfeld, 1994) .
In the fly visual system, there is also evidence for profound changes in the response properties of motionsensitive neurons following exposure to low image velocities (Maddess, 1986) . Stationary or slowly moving patterns induce retinotopic changes in the sensitivity of the wide-field motion-sensitive cell H1--parts of the cell's receptive field exposed to high contrast stimuli show decreased sensitivity to moving test stimuli. Maddess (1986) termed this an ''afterimage-like'' effect. Since the adapting stimulus has low or zero velocity and leads to qualitative changes in the cell's responses, afterimage effects cannot readily be explained in terms of classical motion adaptation.
Many studies demonstrate that fly wide-field motion sensitive cells take input from an array of correlationbased elementary motion detectors (EMDs) (review, Egelhaaf & Borst, 1993) but the physiological origin of afterimage effects in these cells remains unclear. Maddess (1986) attributed the effect to local contrast adaptation of elements in the early visual system, before motion correlation, while used computer simulations to suggest that afterimage effects are a direct consequence of a correlation-based mechanism for detecting image motion.
Here we explore the mechanism underlying afterimage effects in fly wide-field cells by directly comparing neural responses with the predictions of two computer models. We find account (here termed the ''Basic Model'') cannot adequately explain the afterimage effects evident in their own data, or those reported by Maddess (1986) .
We propose an alternative variant of the correlation model (termed the ''High-Pass Model'') that features EMDs with a slow high-pass temporal filter before motion correlation and a short delay filter. The new model gives a better prediction of afterimage effects following adaptation to stationary and low velocity stimuli, indicating that afterimage effects may be due to temporal filtering of correlator input signals before motion correlation.
Our simulations compare two variants of the basic correlation scheme of motion detection (Hassenstein & Reichardt, 1956; Reichardt, 1961) . Many previous authors have explored other modifications, including extra spatial and temporal filters (Ibbotson & Clifford, 2001; van Santen & Sperling, 1985; Zaagman, Mastebroek, & de Ruyter van Steveninck, 1983; Zaagman, Mastebroek, & Kuiper, 1978) , additional non-linearities (Franchescini, Riehle, & Le Nestour, 1989; Quenzer & Zanker, 1991) and dynamically adapting temporal filters (Clifford, Ibbotson, & Langley, 1997; Clifford & Langley, 1996a; de Ruyter van Steveninck, Zaagman, & Mastebroek, 1986 ). In particular, Zanker and Quenzer (1993) have presented simulations of EMDs with highpass temporal pre-filters to account for long lasting oscillations observed in fly wide-field cells at the onset of grating motion. However, these authors did not interpret their results in terms of Maddess (1986) afterimage effects and did not consider the responses of their model to other visual stimuli.
Methods

Electrophysiology
Intracellular recordings were made from HS cells in male and female drone flies (Eristalis tenax) collected from the wild near Cambridge. We used aluminium silicate glass electrodes filled with 2M potassium acetate (tip resistance 120 MX). Further details of the experimental preparation are given in O'Carroll, Laughlin, Bidwell, and Harris (1997) . All of our recordings (20 animals, 28 cells total) showed afterimage-like effects.
Stimuli were generated with a Picasso Image Synthesizer (Innisfree) modified to produce a frame rate of 300 Hz and presented on a CRT (Tektronix 608, mean luminance 40 cd/m 2 ). Stimuli were presented to the ipsilateral eye only: an occluding mask was placed in front of the contralateral eye. The stimulus monitor was located approximately 70 mm from the eye and positioned to best fill the cell's receptive field. Further details in O'Carroll et al. (1997) .
Computer modelling
We compared the predictions of two correlationbased EMD models. The first model, termed the ''Basic Model'' (Fig. 1a) features a first-order, low-pass EMD delay filter, with a time constant of 500 ms. The second, termed the ''High-Pass Model'' (Fig. 1b) , features a similar delay filter, but with a shorter time constant of Fig. 1 . Diagrammatic illustration of the computer models (see Section 2 for further details of the simulations). (a) The Basic Model is based on the scheme described by and is a simple correlation model consisting of a first-order, low-pass delay filter with a time constant of 500 ms. Two input arms sample neighbouring points in the visual field. The signal in one arm is delayed and then correlated (multiplied) with the undelayed input from the other arm. The outputs of two mirror-symmetric subunits are subtracted from one another. In this illustration, rightward motion elicits a positive output from the detector; leftward motion elicits a negative output. (b) The High-Pass Model has a shorter EMD delay filter with a time constant of 35 ms and also includes pre-filtering of the correlator inputs by a first-order high-pass filter with a time constant of 500 ms. (c) Impulse and step responses of the temporal filters used in the models. The amplitude of the negative-going part of the high-pass 500 ms impulse response has been increased tenfold in this diagram for clarity.
35 ms. The High-Pass Model also introduces a high-pass temporal filter in both input arms of the EMD. The motivation for studying these two models is described in Section 3.
A one-dimensional row of EMDs viewing arbitrary stationary or moving patterns was simulated using Matlab 5 (Mathworks). The simulation was run at a resolution of 200 samples per second and five samples per degree of visual space. All spatial and temporal filtering was performed using convolution.
Simulated visual stimuli
Following previous authors (review, Egelhaaf & Borst, 1993) , stimuli were described in terms of pattern contrast, such that the largest (brightest) input is þ1, the smallest (darkest) is À1 and mean luminance represented as 0. Removal of background luminance from the correlator inputs is consistent with the known response properties of cells in the peripheral visual system of the fly and many other species review (Laughlin, 1994) . We also explored using luminance signals as inputs (i.e. varying between 0 and some arbitrary positive value). This causes no change in the responses of the High-Pass Model, since the temporal high-pass filters remove any DC component from the input signals. Informal experimentation (not shown) indicates it does affect the responses of the Basic Model, introducing additional oscillations in the simulated responses that are not observed in the experimental data.
In line with earlier modelling and to minimize the complexity of the simulation, we did not simulate temporal pre-filtering associated with photoreceptors. Informal experimentation indicates that adding appropriate low-pass temporal prefilters would not significantly alter the responses of the models to any of the visual stimuli used here and would not affect our conclusions.
Simulated motion pathway
The following sequence of operations was performed to simulate the motion pathway. To account for receptor optics, the visual stimulus is spatially low-pass filtered and spatially sub-sampled, as defined by the values of Du and Dq (see below). This gives temporal signals for each of the N EMD inputs. Temporal filters are applied to these signals, simulating the effects of highpass temporal pre-filtering and the EMD delay filter. This gives two signals for each input channel, an undelayed signal and a delayed signal, U i ðtÞ and D i ðtÞ respectively. Correlations are then calculated between each pair of neighbouring input channels to give the output of each correlator sub-unit: where S is the imbalance of the subtraction stage (see below). The outputs of all EMDs in the array are then summed linearly, corresponding to spatial integration performed by the wide-field cell.
The output of both models was delayed by 25 ms to match the absolute latency of the HS cell's response to moving stimuli observed in our experimental data. This value is also consistent with the response latencies reported in H1 (Warzecha & Egelhaaf, 2000) for high contrast, moderate temporal frequency stimuli.
As described above (see also Section 3), the two models feature different temporal filters (Fig. 1) . In all other respects the simulations were identical and used the following parameters:
N, the total number of input receptors. For computational efficiency, only 30 EMDs were simulated for all but one experiment. In order to accurately replicate the ''spatial sensitivity profile'' protocol ( Fig. 6) , a larger array of 60 EMDs was used. Increasing the size of the EMD array has negligible effect on the models' predictions.
Du, the spatial separation between adjacent input receptors. This was set to 1.3°, close to experimental measurements of the interommatidial angle in female Calliphora (minimum of 1.28°, Land & Eckert, 1985) and female Eristalis (minimum of 1.15°frontally, increasing to approximately 1.5°by 20°dorsal & 60°lateral (Warrant, personal communication)). Small changes in Du have little effect on the models' output and do not affect our conclusions.
Dq, the half-width of the Gaussian spatial acceptance function of each input receptor used for spatial filtering of the visual stimulus. This was set to 1.5°, consistent with experimental measurements for female Calliphora (minimum 1.5°, Hardie, 1979) and female Eristalis (1.3°-1.5°, James, 1990) . Again, small changes in this parameter have little effect on the models' output and do not affect our conclusions.
S, the imbalance of the subtraction stage was set to 0.95 (i.e. the output of the anti-preferred direction subunit was multiplied by 0.95 before subtracting it from the output of the preferred direction sub-unit). Previous modelling studies demonstrate that unbalanced subtraction is required to account for the transient depolarising responses of wide-field cells to flickering stimuli (Egelhaaf, Borst, & Reichardt, 1989) . Informal experimentation confirms that unbalanced subtraction is required for both models to capture these flicker transients.
Model fitting and scoring
For Figs. 4 and 5 we measured the fit between the model output and the experimental data. The output of each model was scaled by a constant gain factor, a, that minimised the sum of squares deviation of the model's time-dependent output, mðtÞ, from the data across all K traces, dðtÞ. This fit was assigned a quantitative score, S, by computing the correlation between the experimental data and the scaled model output, expressed as a proportion of the data's auto-correlation:
As described above, all parameters for the Basic and High-Pass Models were determined from previous literature and left unaltered for the entire study. Thus a, the gain factor, was the only free parameter available to fit the models' output to the experimental data. Fig. 2 illustrates an afterimage effect in the response of the wide-field motion sensitive cell HS. After being adapted to a blank screen (not shown), the cell gives a sustained tonic response when presented with a drifting wide-field grating (''First Test''). However, following adaptation to a high contrast (65%) stationary grating for several seconds, the same drifting test stimulus elicits an oscillating response, strongly modulated at the grating's temporal frequency (''Second Test''). Adaptation to the stationary pattern has altered the response of the cell to the moving stimulus. Maddess (1986) terms this an ''afterimage-like'' effect.
Results
Basic properties of the afterimage effect
Previous authors have found that with continuous motion, afterimage oscillations following exposure to a stationary pattern decay approximately exponentially with a time constant of around 900 ms for the spiking H1 cell (Maddess, 1986) and around 400 ms for gradedpotential HS cells .
Afterimage oscillations like those shown in Fig. 2 are observed even after adaptation to low contrast (<10%) stimuli presented for only a few hundred milliseconds before motion onset (Maddess, 1986 and also see Fig. 4 ). Thus the afterimage effect is unlikely to be due to light adaptation in photoreceptors, which behave as linear low-pass filters at low contrasts (Juusola, Kouvalainen, Jarvilehto, & Weckstrom, 1994) . Maddess (1986) suggests the afterimage is the result of contrast adaptation in the early visual system--with retinotopic variations in local pattern contrast leading to corresponding variations in local adaptation state.
However, transient oscillations resembling afterimage effects are also predicted by a simple correlation-based scheme for motion detection. used computer simulations to demonstrate that many of the transient and steady-state responses of wide-field cells are consistent with them taking input from an array of correlation-based EMDs with a long delay filter time constant (Fig. 1a) . These EMDs predict transient oscillations as a stationary grating begins to move because the delay filter stores a ''memory'' of the previously stationary grating for a time after motion onset. Loosely, oscillations arise because signals from the moving grating interfere with those ''stored'' in the delay filter. simulations clearly demonstrate that afterimage-like oscillations can be generated by a motion pathway consisting of only static temporal filters. conclude that there is no need to propose a distinct adaptation mechanism in early vision to account for afterimage effects. Instead, afterimage effects in wide-field neurons can be understood as a direct consequence of the fly's delay-and-compare strategy for motion computation.
Notice that the oscillation decay rate predicted by model is determined by the time constant of the EMD delay filter. Since afterimage oscillations decay with a time constant of between 400 and 900 ms, this implies the EMD delay must have a similar, long, time constant. However, our recent work provides several lines of evidence that the EMD delay filter must be shorter than this (Harris, O'Carroll, & Laughlin, 1999) . In particular, the temporal frequency optimum of fly wide-field cells that have viewed a blank screen of mean luminance for several seconds is around 5 Hz (Hausen, 1982; O'Carroll, Bidwell, Laughlin, & Warrant, 1996; O'Carroll et al., 1997) . Assuming that the EMD delay filter is first-order and low-pass, the delay filter must have a time constant of around 35 ms (Borst & Bahde, 1986) . Direct measurements of the Fig. 2 . Demonstration of afterimage oscillations in an HS cell. The cell is adapted to a blank, mean luminance screen for several seconds before a drifting sinusoidal test grating is presented (''First Test'', preferred direction motion, 5% contrast, 0.1 cycles/°, 5 Hz). The test grating elicits a small sustained depolarisation. However, following adaptation to a stationary grating (65% contrast, 0.1 cycles/°), the same test grating now elicits a larger, oscillating response (''Second Test''). The response is modulated at the temporal frequency of the test grating. Average of three trials from one cell. delay filter using an apparent motion stimulus are consistent with this prediction (Harris et al., 1999) .
We are faced with a large discrepancy--afterimage oscillations are only predicted by a simple correlation model if the EMD delay time constant is between 10 and 30 times greater than that measured experimentally. This prompted us to re-examine the mechanisms responsible for generating afterimage effects in wide-field cells.
Models
We compared experimental data from H1 and HS cells with the predictions of computational simulations of arrays of simple correlation-based EMDs. The predictions of two different models were compared.
The first model (termed the ''Basic Model'', Fig. 1a ) is a re-implementation of the scheme proposed by Egelhaaf and . In the Basic Model each EMD has a first-order low-pass delay filter with a time constant of 500 ms. This was chosen as a compromise between the decay rates of the afterimage oscillations reported by (HS, around 400 ms) and Maddess (1986) (H1, 900 ms).
The second model (termed the High-Pass Model, Fig.  1b ) also uses a first-order low-pass delay filter but with a shorter time constant of 35 ms, chosen to be consistent with the observed temporal frequency optimum of wide field cells (around 5 Hz, Hausen, 1982; O'Carroll et al., 1996 O'Carroll et al., , 1997 and direct measurement of the EMD delay (Harris et al., 1999) . To model formation of an afterimage in early vision, the High-Pass Model also introduces temporal high-pass pre-filtering of the contrast signals in both arms of the correlator. The signals in both input channels of the EMD are filtered by firstorder high-pass filters with a time constant of 500 ms, again chosen to approximately match the decay rate of afterimage oscillations observed in H1 and HS cells. Fig. 1c illustrates the impulse and step responses of the filters used in each model. Fig. 3a shows experimental data presented by Egelhaaf and . Fig. 3b and c show the same data overlaid with our simulations of the Basic Model and the High-Pass Model. In this experiment a stationary sinusoidal grating is presented for several seconds (data not shown), and then set into motion in the cell's antipreferred direction (at 2, 4, 8 or 16 Hz) before stopping again.
Afterimage oscillations
The onset of grating motion induces oscillations in the response of HS cells at the temporal frequency of the drifting grating and these oscillations decay in amplitude during the test period--this is the afterimage effect reported by Maddess (1986, see above) . Both models capture this behaviour ( Fig. 3b and c) . However, overlaying the experimental data and model outputs, it is clear that the Basic Model (Fig. 3b) gives a poor prediction of the phase of the experimentally observed . In this experiment, a stationary grating (10% contrast, 0.06 cycles/°) is presented for 4.7 s (not shown) and is then set into constant velocity motion in the cell's anti-preferred direction at either 2, 4, 8 or 16 Hz for 3.6 s before stopping again. The HS cell shows oscillations of membrane potential at the temporal frequency of the moving grating. Experimental data is reproduced from Fig. 3 , oscillations. did not explicitly consider the phase of the oscillations and thus overlooked this discrepancy between the model and their experimental data. The High-Pass Model (Fig. 3c) gives a much better account of the phase of the oscillations. Significantly, the phases of the oscillations do not depend critically on the time constants of the filters used. Altering the time constants of the delay filter (Basic Model) or the high-pass filter (High-Pass Model) between 100 and 900 ms has little effect on the phase of the oscillations (not shown).
Another important feature of the experimental data is the hyperpolarising DC offset in the cell's response (most evident in the 4 and 8 Hz traces, Fig. 3a) , again captured better by the High-Pass Model than the Basic Model. In the experimental data, the hyperpolarising offset gradually decays during stimulus presentation. This presumably reflects motion adaptation, which is associated with a decrease in response magnitude (Harris, O'Carroll, & Laughlin, 2000; Maddess & Laughlin, 1985; Srinivasan & Dvorak, 1979 ). Since neither model attempts to simulate motion-dependent adaptation, we would not expect them to capture this aspect of the response.
There are other features of the experimental data that neither model captures. In particular, neither predicts the large and rapid transient depolarisation at motion onset. However, note that this feature of the response was not consistent across their recordings from different HS cells, suggesting that this may not be a serious discrepancy with either model. In summary, although the High-Pass Model does not capture every feature of the observed responses, it provides a much more satisfactory description of the afterimage oscillations observed by than the Basic Model they proposed. Fig. 4 demonstrates the effect of changing adapting contrast on afterimage oscillations in our own recordings of HS cells in Eristalis tenax. A low contrast (5%) test grating drifting in the preferred direction (5 Hz) is presented before and after adapting the cell to stationary gratings of different contrasts. Clearly, the stationary grating induces an afterimage: there are oscillations in the cell's response to the second test grating, and the amplitude of these oscillations increases with increasing adapting contrast. We conclude that afterimage effects can be induced in HS cells of Eristalis tenax even at low adapting contrasts and profoundly alter the response of motion-sensitive cells to low contrast moving stimuli. Both models predict oscillations following the stationary adaptation period that increase in amplitude with increasing pattern contrast (Fig. 4b and c) . However, the High-Pass Model again gives a better description of the phase and DC offset of the oscillations than the Basic Model.
Effects of adapting contrast on afterimage oscillations
The High-Pass Model also gives a better prediction of the response during the adapting period. In particular, at high contrasts (13% and above), there is a transient depolarisation at the beginning of the adaptation period that dies away within 500 ms (Fig. 4a, shaded region) . The High-Pass Model predicts the presence of such a transient and its increase in amplitude with increasing adapting contrast, but the Basic Model wrongly predicts a negligible response or a sustained depolarisation during the entire adapting period. Informal experimentation (not shown) demonstrates that increasing the imbalance (S) between the detector sub-units increases the amplitude of the depolarising transient generated by the High-Pass Model, as well as the initial amplitude of the afterimage oscillations. In the Basic Model, increasing the imbalance causes a larger sustained depolarising response during the adapting period--clearly not evident in the experimental data.
We conclude that the High-Pass Model again provides a more satisfactory description of the experimental data than the Basic Model. Fig. 5a shows experimental data when a low contrast test grating (5%) is presented before and immediately after an adapting grating (65% contrast and 0.1 cycles/°s patial frequency) moved at different velocities so as to generate temporal frequencies between 0 Hz (i.e. a stationary grating) and 10 Hz (100°/s). The experimental data shows that there are transient oscillations during the second test period, even at adapting temporal frequencies as high as 2 Hz (Fig. 5a ). This confirms that afterimages can be induced in HS cells by slowly moving patterns as well as stationary ones, as previously reported in H1 by Maddess (1986) . Notice that afterimages created by moving patterns are relatively weak: even the slowest drift rate used (0.1 Hz) induces much smaller oscillations during the test period than a stationary adapting grating (0 Hz).
Effects of adapting velocity on afterimage oscillations
Both models predict that afterimage oscillations decrease in amplitude with increasing adapting temporal frequency ( Fig. 5b and c) , but once again the High-Pass Model captures the phase and DC offset of these oscillations better than the Basic Model. The High-Pass Model also captures the large depolarising transient seen at the beginning of the second test period in low adapting temporal frequency conditions (Fig. 5a, shaded  region) . In the experimental data, this transient decreases in amplitude with increasing temporal frequency. The High-Pass Model (Fig. 5c) captures this trend well, although it fails to predict the small transients seen in the 0 and 2 Hz traces.
There are other features of the response that are not successfully captured by either model. Both fail to predict the very rapid depolarising transient observed at the beginning of the adaptation period (visible only as a vertical line in all traces of Fig. 5 , and also evident in the 40% and 65% conditions of Fig. 4) . Also neither gives a particularly close match to the experimental data for the response during the adapting period (see Section 4).
Spatial sensitivity profile of the afterimage
Maddess (1986) provides a particularly striking demonstration of the retinotopic change in sensitivity associated with afterimage effects in H1 cells. A high contrast (bright or dark) adapting bar is presented for several seconds, inducing an afterimage. The spatial pattern of sensitivity on the retina can then be revealed by sweeping a thin probe line across the screen (Fig. 6a) . The moving line elicits a motion response from the cell which is modulated as the line passes through the previously adapted region. Fig. 6b shows Maddess' (1986) experimental data for this protocol together with our simulations of the Basic and High-Pass Models. As the probe line moves across the unadapted regions of the retina, the wide-field cell gives a depolarising motion response. As the line passes through the previously adapted region we see a complex multi-phasic waveform that depends on the contrast sign of the adapting bar and probe line. When the probe line sweeps through the adapted region for a second time, we see that the waveform has changed, presumably reflecting the gradual decay of the afterimage between the two sweeps (Maddess, 1986) .
The Basic Model fails to predict even the crudest features of the cell's response in this experiment, strong evidence that the correlation model alone cannot account for afterimage effects. The High-Pass Model gives Fig. 6 . The ''spatial sensitivity profile'' of the afterimage: (a) Space-time diagram illustrating stimulus protocol (not to scale). A high contrast (80%) stationary bar (9.6°wide) is presented on the screen for 800 ms. A thin probe line then moves rapidly across the screen (contrast 80%, velocity 93.5°/ s). The modulation in the cell's response to this sweep reveals the ''sensitivity profile'' of the afterimage (Maddess, 1986) . The line is swept twice to reveal the decay of the afterimage. (b) Responses of H1 and the two models (experimental data from Maddess, 1986 ). The protocol is repeated for four combinations of bright and dark adapting bars and probe lines. Shaded region highlights the response to the first sweep of the bright probe line. This response is captured satisfactorily by the High-Pass Model, but both models fail to predict responses for the second sweep of a bright probe line, or any response where a dark probe line is used (see main text). Experimental data is reproduced from Fig. 10 of Maddess (1986) , with permission of the Royal Society of London. a fair description of the response induced by the first sweep for the two conditions that use a bright probe line (Fig. 6b, shaded region) . However, the High-Pass Model does not successfully predict the response for the second sweep of the probe line. Also, the High-Pass Model fails to predict the cell's responses when a dark probe line is used (Fig. 6b, lower two rows) . The model predicts that these should have the same shape as the responses to bright probes line but inverted, while the experimental data shows qualitatively different behaviour (see Section 4).
Image step responses
Several previous studies have used ''image step'' or ''velocity impulse'' stimuli to characterise motion processing in the fly (e.g. de Ruyter van Steveninck et al., 1986; Maddess & Laughlin, 1985; Srinivasan, 1983 ) and the wallaby (Ibbotson et al., 1998) .
In these experiments a stationary pattern is presented for a short time, impulsively stepped a short distance and then held stationary again. The image step elicits a transient motion response from wide-field motion sensitive cells that rises rapidly and then decays approximately exponentially (de Ruyter van Steveninck et al., 1986) . Recording from H1, Maddess (1986) found that increasing the presentation duration or contrast of the stationary grating before the image step caused lengthening of the subsequent transient response. The same trend has been reported in HS cells (Harris et al., 1999 , time constants from 40 to over 1500 ms). These observations suggest that image step responses may be affected by the presence of an afterimage: conditions that form a strong afterimage are associated with a slow image step decay (Maddess, 1986) . Do the computer models predict these changes in the cell's image step responses? Fig. 7a shows model outputs for an image step of a sinusoidal grating following a variety of adapting durations between 200 and 2000 ms. Fig. 7b shows the data normalised to the same maximum value to aid comparison of decay time constant. The Basic Model predicts an exponential decay with the same decay time constant for all adapting durations--500 ms. However, the High-Pass Model predicts changes in the image step response. For short adapting durations, the transient rises immediately and falls rapidly, reaching resting potential within 100-200 ms. For longer adapting durations, the transient has a slower decay, taking over 1 s to reach resting potential. Fig. 7c and d shows the image step responses from the two models following adaptation at a range of stimulus contrasts between 10% and 100%, for a constant presentation duration of 1 s. The contrast of the grating immediately following the step is held constant at 20% for all conditions. As before, the Basic Model predicts that the time constant of the decay is 500 ms for all adapting contrasts, while the High-Pass Model predicts a variety of transients: short at low contrast and long at high contrast.
As noted previously (Harris et al., 1999) , the range of time constants measured from HS cells show substantial variation between recordings from different individuals, suggesting that other uncontrolled factors affect image step responses. As a result, although the High-Pass Model captures the general trends observed experimentally, it cannot predict the actual decay rate for a particular stimulus condition. The model also largely fails to predict the amplitude of experimentally observed responses. The peak amplitude of image step responses typically increases with increasing time constant (Harris et al., 1999; Maddess, 1986) . Although the High-Pass Model captures this trend for changes in adapting contrast (Fig. 7c) , the model predicts the reverse as adapting duration is changed (Fig. 7a) : response amplitude decreases with increasing time constant. The significance of this discrepancy is unclear.
Despite these difficulties, the High-Pass Model captures the fundamental trend noted by Maddess (1986) : adapting stimuli that induce strong afterimages (i.e. high pattern contrast and long adapting durations) are associated with long image step responses. This implies that the duration of the image step response may be a useful indicator of the presence and strength of an afterimage in the motion pathway.
Image step responses and motion adaptation
Several authors have observed that decay rate of the image step response becomes shorter if the cell is exposed to a high velocity moving stimulus prior to the step. This has been interpreted as evidence that the EMD delay filter becomes shorter following motion adaptation (Borst & Egelhaaf, 1987; Clifford et al., 1997; de Ruyter van Steveninck et al., 1986) . However, the observation that long image step responses are correlated with afterimage formation (see above, Fig. 7) suggests an obvious alternative explanation. Presenting a stationary, or low velocity, stimulus prior to the step will induce a strong afterimage and so we would expect to see a long image step response. Presenting a higher velocity stimulus will induce only a weak, or no, afterimage and so be associated with a short image step response.
Do the models predict changes in image step responses following adaptation to moving gratings? Fig. 8 shows the raw and normalised responses of the models to image steps of a sinusoidal grating following adaptation to the same grating moving at a range of different temporal frequencies. After 1.8 s of adapting motion, the pattern is stopped for 200 ms, then stepped in the cell's preferred direction, and held stationary again. The contrast of the grating is held constant at 20% throughout the entire sequence. This sequence was chosen to replicate as closely as possible the protocol used by de Ruyter van Steveninck et al. (1986) .
As before (Fig. 7) , the Basic Model predicts the same image step decay time constant for all conditions. The High-Pass Model predicts a long transient for the stationary grating, shortening as adapting temporal frequency increases. Above 0.5 Hz, the transient shows no further shortening.
We conclude that the High-Pass Model predicts a shortening of image step responses following exposure to high velocities as reported in the fly by Borst and Egelhaaf (1987) and de Ruyter van Steveninck et al. (1986) . Thus, for the High-Pass Model, there is no need to propose dynamic changes in the temporal properties of the EMD delay filter to account for shortening of the image step response following exposure to high image velocities.
As with changes in presentation duration and image contrast (see above), the peak amplitude of cells' image step responses typically increase with increasing time constant (de Ruyter van Steveninck et al., 1986) . However, the High-Pass Model instead predicts the reverse trend: peak amplitude decreases with increasing time constant (Fig. 8) . Again, the significance of this discrepancy is unclear. 
Discussion
We have compared experimental recordings of fly H1 and HS cells with the predictions of two computer models, both variants of the correlation-based scheme for motion detection. The ''Basic Model'' (Fig. 1a) was originally proposed by in order to account for afterimage effects, and consists of a first-order EMD delay filter with a long (500 ms) time constant. The High-Pass Model (Fig. 1b) features a shorter EMD delay (35 ms time constant) and high-pass filtering (500 ms time constant) on both correlator inputs.
Neither model predicts all the features of the experimental data. However, for a broad range of visual stimuli, the High-Pass Model consistently predicts more features of the experimentally observed responses than the Basic Model.
Our simulations demonstrate that the responses of H1 and HS cells are consistent with slow temporal highpass filtering before motion correlation. The Basic Model, proposed by , does not satisfactorily account for many observed response properties of the wide-field cells, including the authors' own HS data (Fig. 3) .
Afterimages, image step responses and motion adaptation
The image step response of wide-field cells is long following exposure to low adapting velocities and becomes shorter with exposure to high velocities. Previous authors took this as evidence that the delay filter of fly EMDs becomes shorter following motion adaptation (Borst & Egelhaaf, 1987; Clifford et al., 1997; de Ruyter van Steveninck et al., 1986; Maddess, Dubois, & Ibbotson, 1991) and the same interpretation has been used in the vertebrate literature (Ibbotson et al., 1998) .
However, our previous studies (Harris et al., 1999; O'Carroll, 2001 ) directly demonstrated that motion adaptation does not cause a large change in the temporal frequency tuning of fly wide-field cells, implying that there can be no large change in the duration of the EMD delay filter. This left the significance of changes in the duration of the image step response following motion adaptation unclear: was some other temporal filter in the motion pathway adapting? We can now suggest a solution. The simulations described here show that velocity-dependent changes in the time course of image step responses are predicted by the High-Pass Model (Fig. 8) , and can thus be explained as a consequence of the interactions between a temporal highpass filter in early vision and the EMDs themselves. Previous authors assumed that changes in the temporal dynamics of the image step response must reflect changes in one or more temporal filters in the visual system (e.g. Altena, 1997; Borst & Egelhaaf, 1987) but our High-Pass Model shows that this assumption is unsound. The High-Pass Model demonstrates that a system with fixed temporal filters is able to generate image step responses with different time courses depending on the stimulus conditions. There is no need to propose an adapting temporal filter in the fly motion pathway. In a recent study of motion sensitive neurons in the optic tract of the wallaby, Ibbotson and Clifford (2001) report that spatial and temporal high-pass pre-filters can affect the predicted temporal tuning of EMDs and their responses to brief stimuli. Although the properties of the pre-filters in their simulation are different from the ones used in our High-Pass Model, their study also highlights how pre-filters can complicate attempts to infer the properties of the motion pathway from the responses of downstream motion-sensitive neurons.
High-pass filtering in early vision
The addition of a long time constant high-pass filter on the EMD inputs (Fig. 1b) can account for many response features of wide-field motion sensitive cells. Is there any evidence for such filtering in the motion pathway? In the fly, high-pass spatial and temporal filtering is performed by neurons immediately postsynaptic to photoreceptors--the large monopolar cells (LMCs) of the lamina (Laughlin & Hardie, 1978) . However, it is unlikely that these cells correspond to the high-pass filtering included in our High-Pass Model. Firstly, the time constants associated with LMC filtering and adaptation are short (typically under 100 ms, Laughlin & Hardie, 1978) , much less than the 500 ms time constant used in the High-Pass Model. Secondly, Coombe, Srinivasan, and Guy (1989) have presented several lines of physiological and behavioural evidence to suggest that LMCs are not involved in the fly's optomotor pathway (although this appears contrary to anatomical evidence, Douglass & Strausfeld, 1995) . If Coombe et al. (1989) are correct, presumably other classes of lamina neurons (L3, L4 or L5) must feed the motion pathway. Conceivably these cells may be the origin of the temporal filtering that we propose leads to afterimage-like effects. Unfortunately, the temporal properties of these cells are currently poorly understood. Further studies are required to determine whether their responses are consistent with the slow high-pass filter used in the High-Pass Model. It is also important to note that non-linear adaptive behaviour resulting from voltage-gated conductances is a fundamental property of the photoreceptors themselves (Weckstrom, Juusola, & Laughlin, 1992; Weckstrom & Laughlin, 1995) . Such conductances may contribute to contrast dependent high-pass filtering and explain at least some of the phenomena observed in neurons like H1 and HS.
Difficulties with the High-Pass Model
The models presented here are deliberately simplified to a bare minimum and we would not expect them to capture every response property of the biological system. The most productive part of modelling is examining where simple models fail. The inability of the High-Pass Model to predict the spatial sensitivity profile of the afterimage when testing with a dark probe line (Fig. 6b) is particularly revealing. The responses of H1 have qualitatively different shapes when using a bright probe line versus a dark probe line (Fig. 6b , compare first vs. third rows, and second vs. fourth rows). This provides strong evidence that the fly motion pathway processes negative contrasts separately from positive contrasts--and suggests that the positive and negative contrast inputs to the motion pathway may be carried in distinct pathways. Since neither of the computer models incorporate any kind of ''contrast asymmetry'', it is not surprising that they do not capture this aspect of the response. This would be amenable to further experiments and modelling. Although several authors have explored whether the motion pathway is fed by separate ''On'' and ''Off'' pathways (for instance, Egelhaaf & Borst, 1992; Franchescini et al., 1989; Riehle & Franceschini, 1984) , no studies have yet provided conclusive results.
Another revealing weakness of the High-Pass Model is the poor prediction of responses to gratings drifting at low temporal frequencies: HS responses are much larger than predicted by the High-Pass Model (e.g. adaptation period in Fig. 5 , 0.1 and 0.25 Hz conditions). Preliminary investigations suggest that it is difficult to improve the model's predictions in this regard without increasing the time constant of the EMD delay filter by several hundred milliseconds. However using a long EMD delay filter causes the predicted responses at high temporal frequencies to be too small and is inconsistent with other experimental data (Borst & Bahde, 1986; Harris et al., 1999) . One way to resolve this difficulty is to use a modified High-Pass Model featuring an EMD delay that is the sum of two low-pass filters with different time constants, one long time and one short (Harris and O'Carroll, in preparation) . This possibility is also suggested by experimental results in another species of fly, Bombylius major (O'Carroll, 2001 ).
Functional role of afterimages
Are afterimage effects induced during the fly's normal behaviour? Maddess (1986) reports that afterimages can be formed at velocities of up to 40°/s, and our data confirms that afterimage effects are still evident following adaptation with gratings drifting at 20°/s (2 Hz, 0.1 cycles/°, Fig. 5a ). The angular velocity of the head of the blowfly during free flight is typically less that 100°/s between saccades (van Hateren & Schilstra, 1999), suggesting that afterimage effects may modulate the response properties of motion sensitive cells during normal behaviour.
The consequences of afterimage effects on the coding of image motion are difficult to predict. Maddess (1986) suggests that high-pass pre-filtering may act to attenuate signals from slowly moving or distant objects. Another possibility is suggested by the observation that afterimages are associated with long image step responses (Maddess, 1986 and Figs. 7 and 8) . Previous authors have interpreted image step responses as a measure of the temporal resolution of the motion pathway: a long image step response implies a ''sluggish'' response to a sudden change in image velocity, while a short image step response implies a rapid response (Maddess et al., 1991; Maddess & Laughlin, 1985; Zaagman et al., 1983) . Since long image step responses are apparent following exposure to low image velocities (de Ruyter van Steveninck et al., 1986; Harris et al., 1999; Maddess, 1986) , afterimage-like effects may act to reduce the temporal resolution of the motion pathway during periods of low image velocities and conversely, increase temporal resolution for high image velocities.
''Classical'' motion adaptation acts to reduce the gain of the motion pathway following exposure to high image velocities, relieving the system from saturation and allowing wide-field cells to make better use of their limited signalling range (Harris et al., 2000; Maddess & Laughlin, 1985) . We tentatively suggest that afterimagelike effects in the fly motion pathway reflect a second velocity-dependent adaptation strategy that may serve to regulate temporal resolution.
