Abstract. Given two Markov kernels k and k on an ordered Polish space, such that k is stochastically dominated by k , we establish the existence of: (i) a monotone bivariate Markov kernel whose marginals are k and k and (ii) an upward coupler from k to k . This extends the results of Strassen, Kamae, Krengel and O'Brien to Markov kernels. Two examples are also given. The first is a simple illustration of our original motivation for this work, while the second demonstrates the optimality of our main result. The key technique is a combination of the standard probability/charge approach and the use of measurable selections of multivalued measurable maps.
Introduction
In his well-known paper [10] , Strassen studied the existence of a probability measure λ with given marginals p and p . His results played a central part in the work of Kamae, Krengel and O'Brien [5] who carried out an extensive investigation of ordered pairs of distributions defined on ordered Polish spaces in the sense of Nachbin [7] . In the present paper, the authors extend the results of Strassen, Kamae, Krengel and O'Brien to pairs of Markov kernels on ordered Polish spaces. The original motivation for our work stemmed from the desire to establish a general result guaranteeing the existence of an upward coupler that plays a key role in Fill's perfect rejection sampling algorithm [4] . While the existence of such a coupler in the case of a countable probability space is an easy exercise, the case of an uncountable Polish space requires some care, as explained below.
Before we present any details, a few basic definitions are in order. A Markov kernel k on a Polish (= complete separable metric) space S is a real valued function on S × B (here B is the Borel σ-algebra on S) with the following two properties: k(r, ·) is a probability measure on the measurable space (S, B) for each r ∈ S, and k(·, G) is a B-measurable function for every G ∈ B. The second condition can be weakened by considering open sets instead of measurable ones, giving an equivalent definition. A partial order on a Polish space S is closed if it is closed as a subset of S × S. Any such order naturally leads to an order on the set of all probability measures on S. Namely, a probability measure p on S is said to be stochastically smaller than p if f dp ≤ f dp for any monotone integrable f . In this case we write p p .
An easy corollary of Strassen's results is that p p is a necessary and sufficient condition for the existence of a probability measure λ on ∆ = {(s, s ) ∈ S × S : s ≤ s } that satisfies
, where π 1 (s, s ) = s and π 2 (s, s ) = s are the coordinatewise projections from ∆ to S. Such λ is said to have p and p as its marginals.
Developing this theme a bit further, one says that a Markov kernel k is stochastically dominated by another Markov kernel k if k(r, ·) k (r , ·) whenever r ≤ r .
Every kernel k, along with initial distribution ν 0 on S, determines the distribution of a Markov chain trajectory (i.e., a "sample path") X = (X 0 , X 1 , . . .). Kamae, Krengel and O'Brien characterized the property of stochastic dominance by a "realization" for a pair of trajectories. If ν 0 ν 0 holds for a pair of initial distributions and k is dominated by k , then there exists a pair of Markov chain trajectories
determined by k and k , respectively, which maintains the pairwise order X n ≤ X n for all n ≥ 0 (Theorem 2 of [5] ). This is essentially a special case of the NachbinStrassen theorem for the existence of a probability measure on S ∞ × S ∞ with given marginal distributions for X and X .
As the example in Section 1.1 demonstrates, however, the "coupled" trajectory (X n , X n ) n=0,1,... obtained by this straightforward approach is not necessarily Markovian. The same example shows that the lack of the bivariate Markovian property is undesirable in certain applications.
A natural improvement of this technique would be to seek a kernel K on ∆ satisfying the marginal condition
Such a kernel is easily seen to generate a Markov chain (X, X ) whose sample path satisfies (1.2). To construct such K for a countable S, one can repeatedly apply the Nachbin-Strassen theorem to each pair (r, r ) ∈ ∆ to obtain a probability measure K((r, r ), ·) satisfying (1.3). This brute-force construction of K in the case of a general Polish S might not necessarily result in a Markov kernel, however, as the measurability of K(·, E) is not guaranteed for all B ⊗ B-measurable E ⊆ ∆. The counterexample at the end of Section 2 can be modified to show the lack of bivariate measurability if K is not selected carefully [e.g., for
This difficulty is resolved in Section 2 by the use of a measurable selection theorem (see Aubin and Frankowska [1] ).
Finally, Section 3 of the paper deals with the existence of an upward coupler. A kernel M is called upward if each probability measure M (s, ·) is supported by {s ∈ S : s ≥ s}. Again, the Nachbin-Strassen theorem implies that an upward M satisfying p (·) = M (s, ·) p(ds) exists if and only if p p . Let M = {M r,r } (r,r )∈∆ be a collection of upward kernels such that M r,r (s, E) is a measurable function of (r, r , s) for every measurable set E. Then we call M an
In Section 3 we prove the existence of an upward coupler in the case when k is stochastically dominated by k , which plays a key role in Fill's perfect rejection sampling algorithm (Section 7.2 of [4] ). The following short argument will help to illustrate the importance of M.
Fill's algorithm requires the upward coupler in order to construct the second trajectory coupled ex post facto with the first one. The first Markov chain trajectory X starts alone from the initial distribution ν 0 and evolves according to the Markov kernel k. Then, having started X 0 from ν 0 in such a way that X 0 ≤ X 0 , we can recursively generate X n according to the conditional distribution M r,r (s, ·) given X n−1 = r, X n = s, and X n−1 = r . This realizes the second Markov chain X satisfying (1.2).
An example.
A kernel is called stochastically monotone if it stochastically dominates itself. Next we present two different constructions of coupled sample paths (1.2), whose marginals are both generated by the same stochastically monotone kernel k.
Consider an ordered Polish space (S, ≥) where S = [0, 1] 2 and ≥ is the usual (coordinatewise) partial order. Partition S into {0} := {(0, 0)} (the minimum),
, and let δ s (·) denote the unit mass (i.e., the Dirac measure) at s. Finally, let u i (·) be the uniform probability measure on F i [i.e., the normalized Lebesgue measure µ(·)/µ(F i )] for i = 1, 2. Define a stochastically monotone kernel
which governs a move from s to r. Next, construct a sample path X = (X 0 , X 1 , X 2 ) starting from the stationary distribution
as well as X = (X 0 , X 1 , X 2 ) starting at the maximum 1 = (1, 1). The space S has the lumped states 0, F 1 and F 2 , so an explicit construction of pairwise ordered sample paths is possible as we will show.
First, introduce a map ζ from {0} ∪ F 1 to {0} ∪ F 2 as follows:
, and the distribution of ( ds 2 ) . Therefore, X is a Markov chain trajectory satisfying (1.2). When (1.2) is jointly Markovian, it has to be coalescing in the sense that X n = X n for all n ≥ k once X k = X k occurs. In the construction above, however,
Hence, the paired sample path (X n , X n ) n=0,1,2 cannot be jointly Markovian. Now, let
Using M we can demonstrate how the construction via an upward coupler differs from the one above when they are used in Fill's algorithm. Construct the second trajectory X = (X 0 , X 1 , X 2 ), starting from X 0 = 1 which is coupled ex post facto with (X 0 , X 1 , X 2 ) using the upward coupler M. It is easily checked that
Observe that the initial distribution ν 0 is stationary and so is the trajectory X, and that the kernel k is time reversible. Fill's algorithm uses the following mechanism: The trajectory (X 0 , X 1 , X 2 ) conditionally given X 2 = 0 can be generated as if it started from X 2 = 0 and ran backwards. Then it does not need to sample X 0 from ν 0 but exhibits the distribution of X 0 exactly from ν 0 if X is coalesced with X by the time n = 2 (i.e., X 2 = X 2 = 0). In contrast, one can find
7 u 2 (·); thus, the algorithm would not work correctly if the trajectory X were to be substituted for the trajectory X .
Existence of a bivariate kernel and selections
In what follows we consider a Polish space R and the Borel σ-algebra B(R). Also by M 1 (R) we denote the space of all probability measures on R. We will introduce a weak- * topology on M 1 (R) by taking the open subbase of the form
where G is an open subset of R and α ∈ R. This effectively makes M 1 (R) a Polish space with the Prokhorov metric (cf. [2, 9] ). Let (Ω, A) be a measurable space, and let Ξ be a set-valued map on Ω whose values are closed nonempty subsets of R. The set-valued map Ξ is said to be measurable if {ω ∈ Ω : Ξ(ω) ∩ G = ∅} ∈ A for every open subset G of R. A map ξ from Ω to R is called a measurable selection of Ξ if ξ is measurable and ξ(ω) ∈ Ξ(ω) for every ω ∈ Ω. The proof of the following selection theorem can be found in Aubin and Frankowska [1] .
Theorem 2.1. If Ξ is measurable, then there exists a measurable selection ξ of Ξ.
Let S be a Polish space equipped with a closed partial ordering ≤. Then the corresponding binary relation ∆ ⊆ S × S is closed (and is itself a Polish space).
Moreover, the induced stochastic ordering is closed (Kamae and Krengel [6] ), and therefore, the binary relation
We define a map Π from λ ∈ M 1 (∆) to (p, p ) ∈ D by (1.1). Clearly Π is continuous, and the Nachbin-Strassen theorem implies that it is surjective. The 'inverse' Π −1 can be viewed as a set-valued map from D to the family of closed nonempty subsets of M 1 (∆). A collection of probability measures in a Polish space is uniformly tight if and only if it is relatively compact in the weak- * topology (Prokhorov [9] ). This observation is the key ingredient in the proof of the following lemma.
Lemma 2.2. Π is a closed map, and Π −1 is a measurable set-valued map.
Proof. Let E be a closed subset of M 1 (∆). Suppose that {(p n , p n )} n≥1 ⊂ Π(E) and (p n , p n ) → (p, p ). Then both {p n } n≥1 and {p n } n≥1 are relatively compact, and for any ε > 0 there is a compact subset K of S such that p n (S \ K) < ε and p n (S \ K) < ε for all n ≥ 1. For each n ≥ 1 we can find λ n ∈ E such that Π(λ n ) = (p n , p n ). Thus, we can define a compact subset
2 (K) for which λ n (∆ \ H) < 2ε for all n ≥ 1, and therefore {λ n } n≥1 is relatively compact. Let λ be a cluster point for {λ n } n≥1 , and without loss of generality, assume λ n → λ. Since λ ∈ E and Π is continuous, (p, p ) ∈ Π(E). Hence, Π is a closed map.
To show the measurability of
is a metric space, we can find an increasing sequence {E n } n≥1 of closed subsets such
A Markov kernel k on a Polish space S can be viewed as a map from r ∈ S to k(r, ·) ∈ M 1 (S). It is an easy exercise to show that the measurability condition in the definition of the Markov kernel can be replaced by the requirement that {r ∈ S : k(r, ·) ∈ O G,α } be measurable for every open subbase O G,α of M 1 (S). This, in turn, implies that k is a Markov kernel if and only if it is a Borel measurable map from S to M 1 (S).
Theorem 2.3. Let k and k be Markov kernels on S. If k is stochastically dominated by k , there exists a Markov kernel K on ∆ satisfying (1.3).
Proof. The pair (k, k ) is viewed as a measurable map from (r, r ) ∈ S × S to (k(r, ·), k (r , ·)) ∈ M 1 (S) × M 1 (S). Then the map (k, k ) restricted to ∆ is measurable, mapping from ∆ to D. By Theorem 2.1 and Lemma 2.2 there exists a measurable selection ξ of Π −1 from D to M 1 (∆). Hence, we can construct a measurable map 1] , and define probability measures v n and w n on ∆ by
Next, we introduce ternary fractions
for n = 1, 2, . . .. Now both (p n , p n ) = Π(v n ) and (q n , q n ) = Π(w n ) converge to (p, p ) where p and p are Lebesgue measures (i.e., uniform distributions) supported by [0, 1] and [1, 2] respectively. However, if ξ is any selection of Π −1 as defined earlier, ξ(p n , p n ) = v n and ξ(q n , q n ) = w n converge to different points in M 1 (∆). Hence, ξ cannot be continuous.
Existence of an upward coupler

A nonnegative function ν on Ω × B(S) is called a transition probability if ν(ω, ·)
is a measurable map from a measurable space (Ω, A) to a Polish space M 1 (S) of probability measures.
Dynkin [3] proved the theorem below for the case of probability measures on S (rather than transition probabilities).
Lemma 3.1. Let µ and ν be transition probabilities on Ω × B(S). If ν(ω, ·) is absolutely continuous with respect to µ(ω, ·) for each ω ∈ Ω, then there exists an A ⊗ B(S)-measurable function γ(ω, s) such that
Proof. The Borel σ-algebra B(S) can be generated by an increasing sequence {C n } n≥1 of σ-algebras, each of which consists of finitely many atoms. For every n ≥ 1 we can define the A ⊗ B(S)-measurable function γ n by
where C ∈ C n is an atom such that s ∈ C. Let ω be fixed, and let ρ ω be the RadonNikodym derivative of ν(ω, ·) with respect to µ(ω, ·). Observe that the sequence {γ n (ω, ·), C n } n≥1 is a martingale and that
for each E ∈ C n and n ≥ 1. Thus, γ n (ω, ·) converges to ρ ω almost everywhere with respect to µ(ω, ·) for every fixed ω. Set γ(ω, s) = lim sup n→∞ γ n (ω, s). Then it is A ⊗ B(S)-measurable and satisfies (3.1).
Let K be a Markov kernel on ∆ satisfying (1.3), and let B ∈ B(S) be fixed. By 
ds), E ∈ B(S),
for each (r, r ) ∈ ∆.
Viewed as a set function on B(S), M r,r (s, ·) may not necessarily be a probability measure. Thus, M r,r (s, B) must be modified to obtain a probability measureM r,r (s, ·) for which (3.2) is still valid. We adopt the standard constructive argument for existence of regular conditional probability (cf. Dudley [2] ) to prove the following.
Theorem 3.2.
There exists a version of M r,r (s, ·) which is a probability measure satisfying (3.2).
Proof. Recall that S is a Polish space of cardinality of the continuum and is therefore Borel isomorphic to [0, 1] (see [2] ). Thus, it suffices to show the claim for S = [0, 1]. Consider the algebra U generated by a countable open base in S. Note that each U ∈ U is expressed as a countable union of closed subsets. Since S = [0, 1] is compact, we can choose a specific sequence of increasing compact subsets F n 's such that
Let V be the algebra generated by U and the collection of all such sequences
. Fix (r, r ) ∈ ∆. Then the collection of M r,r (s, ·) satisfies the following properties for almost every s ∈ S with respect to k(r, ·):
is the sequence in (3.3). Define W to be the set of all (r, r , s) in ∆ × S for which (i)-(iv) above hold. Since W is defined by countably many equations, it is a measurable subset of ∆ × S. Furthermore, the projection W r,r := {s ∈ S : (r, r , s) ∈ W } on S satisfies k(r, W r,r ) = 1 for each (r, r ) ∈ ∆. Fix a (r, r , s) ∈ W . Then (iv) implies that M r,r (s, ·) is regular on U for V (see Section 10.2 of [2] ), which implies it is countably additive on U and can be extended to a probability measureM r,r (s, ·) on B(S). SetM r,r (s, ·) = δ s (·) for (r, r , s) ∈ W , thus obtaining a collection of probability measuresM r,r (s, ·) for (r, r , s) ∈ ∆ × S. ThisM r,r (s, ·) will be a version of M r,r (s, ·) satisfying (3.2) by the following monotone class argument. Define E to be the class of all subsets B ∈ B(S) such thatM r,r (s, B) is B(∆)⊗B(S)-measurable and satisfies (3.2) for all (r, r ) ∈ ∆. Using the properties of W r,r outlined above, it is easy to see that E is a monotone class that contains U and thus must be equal to B(S).
Using Theorems 2.3 and 3.2 we can assume without loss of generality that M r,r (s, ·) satisfies (1.4) . Let G be a countable open base of S, and let D U = {s ∈ S : s ≤ s for some s ∈ U } be the down set generated by U ∈ G. Then the probability measure M r,r (s, ·) satisfies 
