S2.

Experimental Methods
Materials and Chemicals (CH3)2CO (ACS Grade
Electrode Preparation One end of a Sn-coated Cu wire (22 AWG) was bent to form a small, flat coil and the wire was then threaded through glass tubing (6 mm O. D.) such that the coil was just outside the tubing. Epoxy was applied to seal the end of the tube from which the coil protruded. Square Si wafer sections (ca. 5 mm by 5 mm) were cut and a eutectic mixture of Ga and In was scratched into the unpolished surfaces with a carbide scribe. The wire coil was then contacted to the unpolished surface and affixed with Ag paint. Nail polish was applied to insulate the unpolished face, the wire-coil contact and the exposed wire between the coil and epoxy seal. Immediately before deposition, the Si surface of each electrode was cleaned with (CH3)2CO, and then the Si section of the electrode was immersed in a 49 wt. % solution of HF(aq) for ~ 10 s, to remove any surficial SiOx from the Si. The electrode was then rinsed with H2O, and then dried under a stream of N2(g). Energy-dispersive X-ray Spectroscopy Energy dispersive X-ray spectroscopy (EDS) was performed in the SEM using an accelerating voltage of 15.00 kV and a working distance of 12
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mm. An Oxford Instruments X-Max silicon drift detector was utilized. Spectra were collected in the range of 0 to 10 keV and quantitative film compositions were derived from these spectra using the "INCA" software package (Oxford Instruments).
S3.
Modeling and Simulation Methods
Simulation of Film Morphology
The growths of the photoelectrochemically deposited films were simulated with an iterative growth model wherein electromagnetic simulations were first used to calculate the local photocarrier-generation rates at the film surface. Then, mass addition was simulated via a Monte Carlo method wherein the local photocarrier-generation rate weighted the local rate of mass addition along the film surface.
Growth simulations began with a bare, semi-infinite planar Si substrate. In the first step, the light-absorption profile under a linearly polarized, plane-wave illumination source was calculated using full-wave finite-difference time-domain (FDTD) simulations with periodic boundary conditions along the substrate interface. In the second step, a Monte Carlo simulation was performed in which an amount of mass, equaling that of a 15 nm planar layer covering the simulation area, was added to the upper surface of the structure with a probability F:
where G is the spatially-dependent photocarrier generation rate at the deposit-solution interface, ni is the intrinsic carrier concentration, n 0 is the electron concentration, p 0 is the hole concentration, τ n is the electron lifetime, τ p is the hole lifetime, x is the fraction of i th nearest neighbors occupied in the cubic lattice, and r i is the distance to the i th nearest neighbor. The multiplicative sum in the definition of this probability (Equation 1) serves to reduce the surface roughness of the film so as to mimic the experimentally observed surface roughness.
After the initial Monte Carlo simulation, the absorbance of the new, structured film was then calculated in the same manner as for the initial planar film, and an additional Monte Carlo simulation of mass addition was performed. This process of absorbance calculation and mass addition was repeated for a total of 30 iterations.
Simulation of Spatial Concentration of Light Absorption
The spatial concentration of light absorption in idealized versions of the lamellar-type structure generated by photoelectrochemical growth was investigated via a series of full-wave electromagnetic simulations.
Figure S1 in the top of the lamellar structure. Calculation of Ξ was limited to photons that were absorbed within 10 nm of the interface. Ξ was calculated for lamellar periods ranging from 100 to 400 nm.
The width of structures in the simulations was set as the product of the lamellar period and the empirically derived filling fraction for the illumination condition under analysis (quantified by contrast-thresholding the same SEMs utilized for Fourier analysis). Figure S1 . Diagram of simulation area containing an idealized lamellar structure utilized for calculations of spatial concentration of light absorption. A 400 nm tall lamellar deposit, a 100 nm conformal deposit, and a semi-infinite substrate were considered, with each component atop the next. The lamella was divided into top and bottom segments at the height at which the surface normal of the tip (n) was at an angle θ = 45 degrees from the horizontal. Periodic boundary conditions were utilized. Plane-wave illumination incident at the top of the structure and with a propagation direction oriented along the lamellar axis was considered.
General Parameters Se-Te films were assumed to be undoped (i.e. n 0 = p 0 = n i ) and a value of n i = 10 10 cm -3 was used for the intrinsic carrier concentration. 2 A value of 1 µs was used for both the electron and hole lifetimes. 3 Previously measured values of the complex index of refraction for Se-Te were utilized. 4 A value of n = 1.33 was used as the refractive index of the electrolyte regardless of wavelength. 5 Illumination intensities identical to those used experimentally (see Section S2) were used in the simulations. Illumination spectral profiles for each relevant source were the same as those presented in Figure 1 and Figure 3 (see main text) for the FOM calculations described above. Simulations of the film morphology utilized the peak intensity wavelength of the experimental sources described in Section S2. The electric field vector of the illumination was oriented parallel to the substrate. A two-dimensional square mesh with a lattice constant of 1 nm was used for the simulations. All FDTD simulations were performed using the "FDTD Solutions" software package (Lumerical).
S4.
Additional Scanning Electron Micrographs Figure S2 . SEMs representative of resultant photoelectrodeposit from simultaneous illumination with LED sources with λavg values of 461 nm and 630 nm (spectral profiles as indicated in Figure 3 (a)) with the indicated intensity ratio between the two sources. 
S5.
Elemental Composition of Photoelectrodeposits
The elemental composition of all of the photoelectrodeposits was analyzed using energydispersive X-ray spectroscopy (EDS). All analyzed films were found to be wholly composed of Se and Te. Photoelectrodeposits generated using the HeNe laser (λavg = 633 nm) were found to on average to have compositions of 38 atomic % Se (remainder Te). Photoelectrodeposits generated with the narrowband LED with λavg = 630 nm, the broadband LED with λavg = 646 nm, and the tungsten-halogen lamp with λavg = 640 nm were found to on average have compositions of 37, 37 and 39 atomic % Se, respectively. The uncertainty inherent in the EDS measurement was ~5 atomic % and thus the differences between these values are not significant. Figure S4 presents analogous data pertaining to the photoelectrodeposits generated with simultaneous illumination at 630 nm and 843 nm. In both cases, photoelectrodeposits were found to on average have compositions of 37 atomic % Se and all the average compositions were found to range between 37 and 39 atomic % Se. Again, these values were within experimental uncertainty and as such these values are statistically equivalent. Thus, no variation in photoelectrodeposit elemental composition was found between any of the experimental parameters investigated in this work.
Additionally, EDS analysis was also performed on several different spatial locations on each photoelectrodeposit. The variability in observed elemental composition was ~ 2 atomic % Se. This variability is less than the experimental uncertainty, indicating that the photoelectrodeposits are spatially conformal within the certainty afforded by EDS analysis. 
