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Abstract
A regularized classiﬁer is proposed for a two-population classiﬁcation problem of mixed
continuous and categorical variables in a general location model(GLOM). The limiting overall
expected error for the classiﬁer is given. It can be used in an optimization search for the
regularization parameters. For a heteroscedastic spherical dispersion across all locations, an
asymptotic error is available which provides an alternative criterion for the optimization
search. In addition, the asymptotic error can serve as a baseline for practical comparisons with
other classiﬁers. Results based on a simulation and two real datasets are presented.
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1. Introduction
Classiﬁcation of mixed continuous and categorical variables is often handled by
means of the general location model(GLOM) introduced in [15]. The categorical
variables are marginally distributed as a multinomial with a given number of
states(locations). Given a speciﬁc state of the multinomial variable, the continuous
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across the locations. The ﬁrst attempt of the methodology appears in [5]. Further
advances are given in [9].
Recently, classiﬁcation of high-dimensional mixed-variables data has become very
common in analytical chemistry, pharmaceutical industries, machine learning and
image construction. One common aspect in datasets from these areas is the ratio of
dimensionality of features to total training sample size is not close to zero. In this
case, classiﬁcation based on GLOM becomes problematic. For a larger number of
categorical variables and low-dimensional continuous variables, parametric model-
ing with nonparametric smoothing suggested in [2] is used for the implementation of
the usual procedure. When the ratio of dimensionality of the continuous variables to
the total training sample size is less than but close to unity, regularization as
suggested in [7] is essential.
Under certain conditions, a limiting overall expected error of a regularized
classiﬁer is given. An asymptotic expansion is available under a heteroscedastic
spherical dispersion across all locations. Both errors can be used in the search for the
optimal regularization parameters. The optimal asymptotic error can be used as a
benchmark for comparison with other classiﬁers in a practical situation. The
optimization search using the limiting error is straight-forward and avoids criticism
of favoring a particular solution driven by a favorable dataset using the overall
actual error.
The regularized classiﬁer is introduced in Section 2. The limiting and asymptotic
errors are given in Section 3. Technical details are given in the appendix. Section 4
outlines the simulation in our investigation. Section 5 presents the results followed
by a discussion in Section 6. Section 7 examines two real datasets, one taken from
[17] and the other from [6]. Section 8 gives the conclusions.
2. Regularization
Suppose that a feature U 0 ¼ ðY 0; Z0Þ on an object from either one of two classes
say P1 and P2 is observed. Here Z0 ¼ ðZ1;y; ZrÞ is generated by one draw with r
states with probability pmi; m ¼ 1;y; r under Pi; i ¼ 1; 2: Conditionally, given
Zm ¼ 1; Y 0 ¼ ðY1;y; YpÞ is distributed as Npðmmi;SðmÞÞ where Sð1Þ;y;SðrÞ are
unequal. Given Zm ¼ 1; m ¼ 1;y; r; the Bayes rule for a cut-off point t; assigns the
individual to P1 if and only if Um4t; where
Um ¼ ½Y  ðmm1 þ mm2Þ=2	0SðmÞ
1ðmm1  mm2Þ  logðpm2=pm1Þ:
The choice t ¼ 0 is adopted in practice and assumed in the following discussion.
Let Ymji denote the value of Y on the jth object from location m of Pi; m ¼
1;y; r; j ¼ 1;y; nmi; i ¼ 1; 2: Our proposed regularized classiﬁer is the plug-in
Bayes rule using the following estimates:
pˆmi ¼ nmi=ni; ni ¼
Xr
m¼1
nmi; #mmi ¼ n1mi
Xnmi
j¼1
Ymji; i ¼ 1; 2;
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#SðmÞðl; gÞ ¼ n1nðmÞ ð1 gÞ
#SðmÞ þ lPlam nðlÞðnðmÞÞ1 #SðlÞ
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ðYmji  #mmiÞðYmi  #mmiÞ0; and
nðmÞ ¼ nm1 þ nm2  2; m ¼ 1;y; r; n ¼ n1 þ n2  2r:
Given Zm ¼ 1 and ðl; gÞ; the object is assigned to P1 if and only if U˜m40; where
U˜m denotes the plug-in Bayes rule with the above estimates for a given pair ðl; gÞ:
For equal prior, the overall expected error is %eðl; gÞ ¼P2i¼1Prm¼1 pmieimðl; gÞ=2;
where eimðl; gÞ is the probability of misallocation to Pi for location m; m ¼
1;y; r; i ¼ 1; 2:
The regularized classiﬁer is constructed with a pair of regularization parameters
say ð#l; #gÞAL G; where L ¼ f0; 0:125; 0:354; 0:650; 1g and G ¼ f0; 0:25; 0:5; 0:75; 1g
such that limn1;n2-N %eð#l; #gÞ is minimized over L G: The regularized classiﬁer
denoted by Uˆm is to use ð#l; #gÞ in U˜m for m ¼ 1;y; r: Under certain conditions,
limn1;n2-N %eð#l; #gÞ is available but the asymptotic error of %eð#l; #g; Þ with #ga0 is
intractable. However, if SðmÞ ¼ s2mIp; for m ¼ 1;y; r; (2.1) becomes





ð1 lÞnðmÞn1 þ l
" #

 Ip ¼ #SðmÞðl; 0Þ; ð2:2Þ
where #s2m ¼ trð
#SðmÞÞ
p
; m ¼ 1;y; r:
In this case, both limiting and asymptotic errors are available. This fact allows for
a quick search for the regularization parameters.
Regularization is common in classiﬁcation. The discrete case and the continuous
case are considered respectively in [4,7]. Performance of the plug-in Bayes rule
without regularization is studied in [13]. A real example akin to our discussion based
on a Bayesian method using a conjugate and hierarchical prior is given in [3].
Recently, a comparison of three regularized classiﬁers using four datasets based on
the actual overall error is considered in [14] where some empirical results are
reported.
3. Main results
In this section, we investigate limn1;n2-N %eðl; g; Þ for a ﬁxed pair ðl; gÞ; and %eðl; 0Þ
under a hetroscedastic spherical dispersion across all locations for a ﬁxed l when p=n
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is not close to zero. Some crucial results with proofs given in the appendix are stated
below.
Lemma 1. Assume that the following conditions are satisfied.
C1. p limn1;n2-N nm2=nm1 ¼ km40; m ¼ 1;y; r:
C2. p limn1;n2-N nl1=nm1 ¼ kl;m40; l; m ¼ 1;y; r: Then,
(i) p limn1;n2-N n=nðmÞ ¼ 1þ km; m ¼ 1;y; r and
(ii) limn1;n2-N n2=n1 ¼ k40:
Lemma 2. For a given pair ðl; gÞ; 0plp1; 0pgp1; let #SðmÞðl; gÞ be defined in (2.1).
Denote by SðmÞ the covariance matrix in location m; m ¼ 1;y; r: Then under C1 and




¼ Smðl; gÞ ¼ ðð1 lÞð1þ kmÞ1 þ lÞ1
 Ip þ l
X
lam
ð1þ kl Þ1ð1þ kmÞfð1 gÞSðlÞ
"
þ gp1 trðSðlÞÞ 
 Ipg
#
; m ¼ 1;y; r;
(ii) for m ¼ 1;y; r; eimðl; gÞ ¼ Fðaimðl; gÞÞ þ Oðn1Þ; where
aimðl; gÞ ¼ ½ð1Þiþ1ð1þ kmÞ1logðpm2=pm1Þ  ðdm0ðl; gÞS
1
m ðl; gÞdmðl; gÞÞ=2	
 ðdm0ðl; gÞS2m ðl; gÞðdmðl; gÞÞ1=2; dm0ðl; gÞ ¼ ðDmðl; gÞ; 0;y; 0Þ;
Dmðl; gÞ ¼ p limn1;n2-N ½ð #mm1  #mm2Þ0 #SðmÞ
1ðl; gÞð #mm1  #mm2Þ	1=2; where Fð
Þ is the
standard normal distribution function and
(iii) given SðmÞ ¼ Ip; SðlÞ ¼ s2l Ip; 0osla1; lam ¼ 1;y; r; Smðl; gÞ ¼ Smðl; 0Þ ¼
s
2
m ðlÞIp where s
2
m ¼ ðð1 lÞð1þ kmÞ1 þ lÞ1½1þ l
P
lam ð1þ kl Þ1ð1þ kmÞs2l 	;
Dmðl; gÞ ¼ Dmðl; 0Þ and eimðl; 0Þ ¼ FðZimðl; 0ÞÞ þ Oðn1Þ with Zimðl; 0Þ ¼
D1m ðl; 0Þ½ð1Þiþ1ð1þ kmÞ1s
2
m ðlÞlogðpm2=pm1Þ  D2mðl; 0Þ=2	; for m ¼ 1;y; r:
Theorem 1. Let %eðl; gÞ denote the expected overall error associated with the classifier
U˜m for a given pair ðl; gÞ; where
U˜m ¼ Y  ð #mm1 þ #mm2Þ=2½ 	0 #SðmÞ
1ðl; gÞð #mm1  #mm2Þ
 logðpˆm2=pˆm1Þ; m ¼ 1;y; r:




m¼1 pmiFðaimðl; gÞÞ=2 under a
general location specific dispersion matrix SðmÞ; m ¼ 1;y; r: Furthermore, if SðmÞ ¼
ARTICLE IN PRESS
C.-Y. Leung / Journal of Multivariate Analysis 93 (2005) 358–374 361




m¼1 pmiFðZmiðl; 0ÞÞ=2; where aimðl; gÞ
and Zimðl; 0Þ are given in Lemma 2.
Lemma 2 is central to the optimization search. However, using the limiting overall
expected error in a practical situation introduces a bias due to the ﬁnite total training
sample size. It is prudent to have the bias reduced or removed. Under a
heteroscedastic spherical dispersion across all locations, an asymptotic expansion
of %eðl; 0Þ is available for an adjustment. The result relies on complicated moment
calculations and are stated below.
Lemma 3. Suppose that C1 and C2 are satisfied. Given Zm ¼ 1; let SðmÞ ¼ Ip; SðlÞ ¼
s2l Ip; 0osla1; lam ¼ 1;y; r: Denote by Emð
Þ the conditional expectation with
respect to #mm1; #mm2; #SðmÞðl; 0Þ; nm1 and nm2; given Zm ¼ 1 for m ¼ 1;y; r: Let
tmðlÞ ¼ p limn1;n2-N f1þ l2
P
lam nðlÞðnðmÞÞ1s4l g and Vm ¼ ðnðmÞÞ1=2f #SðmÞðl; 0Þ 
nðmÞn1Smðl; 0Þg; m ¼ 1;y; r: Then
(i) limn1;n2-NEmðdm0ðl; 0ÞV2mdmðl; 0ÞÞ ¼ ð1 lþ lð1þ kmÞÞ2ðp þ 1ÞtmðlÞD2mðl; 0Þ
and
(ii) limn1;n2-N Emððdm0ðl; 0ÞVmdmðl; 0ÞÞ2Þ ¼ 2ð1 lþ lð1þ kmÞÞ2tmðlÞD4mðl; 0Þ:
Lemma 4. Let #mm1  #mm2 ¼ dmðl; 0Þ þ ðnðmÞÞ1=2Tm; #mm1 ¼ ðnðmÞÞ1=2Wm and Vm
be defined in Lemma 3. Let #Zimðl; 0Þ ¼ D1m ðl; 0Þ½ð1Þiþ1ð1þ kmÞ1s
2
m ðlÞ 
logðpˆm2=pˆm1Þ  D2mðl; 0Þ=2	: Then under C1 and C2, SðmÞ ¼ Ip; SðlÞ ¼ s2l Ip; lam ¼
1;y; r; EmðFð#Zimðl; 0ÞÞÞ ¼ FðZimðl; 0ÞÞ þ n1fðZimðl; 0ÞÞbimðlÞ þ Oðn2Þ where
Zimðl; 0Þ ¼ D1m ðl; 0Þ½ð1Þiþ1ð1þ kmÞ1s
2
m ðlÞlogðpm2=pm1Þ  D2mðl; 0Þ=2	 and bimðlÞ
is obtained by expanding Fð#Zimðl; 0ÞÞ about FðZmiðl; 0ÞÞ in a Taylor series up to the
second-order term followed by the expectation Emð
Þ:
Lemma 5. Given Zm ¼ 1 and a fixed l; 0plp1; for m ¼ 1;y; r;
(i) e1mðl; 0Þ ¼ EmðFð#Z1mðlÞÞÞ þ n1=2fðZ1mðlÞÞEmðp limn1;n2-N n1=2ðnðmÞÞ1=2LmÞ
þn1fðZ1mðlÞÞ½Emðp limn1;n2- nðnðmÞÞ1fQm  ZimðlÞL2m=2gÞ	 þ Emðr1mÞ where Lm
and Qm are respectively a linear and quadratic function of Tm; Wm; Vm; and r1m is
a remainder term.
(ii) Under C1 and C2, Emðp limn1;n2-N n1=2ðnðmÞÞ1=2LmÞ ¼ 0;
(iii) Emðp limn1;n2-N nðnðmÞÞ1fQm  Z1mðlÞL2m=2gÞ ¼ d1mðlÞ þ Oðn1Þ and
(iv) Emðr1mÞ ¼ Oðn2Þ:
Remark 1. The results for e2mðl; 0Þ and d2mðlÞ can be obtained by interchanging nm1
and nm2; n1 and n2; and Uˆm by Uˆm; for m ¼ 1;y; r: Expressions for bimðlÞ and
dimðlÞ for m ¼ 1;y; r and i ¼ 1; 2 are given in the appendix.
To summarize, we have:
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Theorem 2. Suppose that C1 and C2 are satisfied. Let SðmÞ ¼ s2mIp; m ¼ 1;y; r:





m¼1 pmi½FðZimðl; 0ÞÞ þ n
1fðZimðl; 0ÞÞfbimðlÞ
þ dimðlÞg	=2þ Oðn2Þ
where Zimðl; 0Þ and bimðlÞ are given in Lemma 4 and dimðlÞ are given in Lemma 5 for
m ¼ 1;y; r:
Remark 2. The results for ta0 can be obtained by substituting t þ logðpm2=pm1Þ for
logðpm2=pm1Þ in both Theorems 1 and 2.
Remark 3. For l ¼ 0 and g ¼ 0; the regularized classiﬁer reduces to the classiﬁer in
[11]. Theorem 1 provides the limiting error and Theorem 2 gives the asymptotic error
for a zero cut-off point under a heteroscedastic spherical dispersion across all
locations.
Remark 4. For l ¼ 1 and g ¼ 0; the regularized classiﬁer reduces to the classiﬁer in
[8]. Theorem 1 provides the limiting error under a heteroscedastic general dispersion
across all locations. Theorem 2 gives the asymptotic error under a heteroscedastic
spherical dispersion across all locations. The result can be used to assess the
assumption of across-location homoscedasticity.
Remark 5. For l ¼ 1; g ¼ 0; ta0 and Sð1Þ ¼? ¼ SðrÞ; the arguments leading to
Theorem 1 can be used to obtain the limiting error under a homoscedastic spherical
dispersion across all locations which is a special case of the result in [10].
Remark 6. Theorem 2 generalizes the result in [18] to the case of unknown
parameters under a heteroscedastic spherical dispersion across all locations.
Remark 7. The result on limn1;n2-N %eðl; gÞ assumes that p is ﬁxed and independent of
n with limn-N p=n ¼ 0: It is of interest to see how limn1;n2-N %eðl; gÞ behaves when
n ¼ nðpÞ depends on p such that limp-N nðpÞ ¼N and 0olimp-N p=nðpÞo1:
However difﬁcult asymptotics on the empirical spectral distribution of #SðmÞðl; gÞ
prohibits further advances. If l ¼ 0 or l ¼ 1; behavior of the limiting
error can be studied along similar lines in [16,19]. This issue will not be
pursued here.
4. Simulation plans
In this section, a simulation study is carried out to probe into the effectiveness of
the regularized classiﬁer proposed in Section 2. The goal is to evaluate the
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performance of the regularized classiﬁer under a broad range of parameter settings
and hopefully to pinpoint situations where improvement through regularization may
not be substantial. There are two parts in the simulation. Part I examines the limiting
error under a heteroscedastic general dispersion across all location. Part II focuses
on the asymptotic error under a heteroscedastic spherical dispersion across all
locations. The following procedure is repeated 100 times under each parameter
setting in each simulation. For i ¼ 1; 2; random samples of size ni from
Multinomialð1; piÞ are taken, where pi 0 ¼ ðp1i; p2i;y; priÞ: Independent samples of
size nmi are taken from Npðmmi;SðmÞÞ where nmi; m ¼ 1;y; r; i ¼ 1; 2 denotes the
number of samples in location m of Pi for m ¼ 1;y; r; i ¼ 1; 2: For each
replication, the optimal limiting error limn1;n2-N %eð#l; #gÞ over L G; where L ¼
f0; 0:125; 0:354; 0:650; 1g and G ¼ f0; 0:25; 0:50; 0:75; 1g is computed for the para-
meter settings in simulation (I) along with the optimal limn1;n2-N %eð#l; 0Þ over L for
the parameter settings in simulation (II). The optimal asymptotic error %eð#l; 0Þ is only
computed for each of the parameter settings in Simulation (II). Replicated mean and
standard deviation of the 100 optimal pairs ð#l; #gÞ in Simulation (I) and replicated
mean and standard deviation of the 100 optimal #l in Simulation (II) are recorded. In
addition, replicated mean and replicated standard deviation of the 100 limiting
errors in both Simulations (I) and (II) are computed. Similar calculations for the
replicated mean and standard deviation for the 100 asymptotic errors in Simulation
(II) are performed. The following sampling plans are used.
Simulation (I): r ¼ 3; p ¼ 6; 10; 20; 40; D ¼ 0:5; 1:0; 2:0; 3:0; n1 ¼ n2 ¼ n
¼ 400; p10 ¼ ð0:70; 0:10; 0:20Þ; ð0:40; 0:25; 0:35Þ and p20 ¼ ð0:40; 0:25; 0:35Þ;
ð0:70; 0:10; 0:20Þ:
P1 P2
Npð0;Sð1ÞÞ Npðm12;Sð1ÞÞ m120 ¼ ðDnð1Þ
1=2
p ; 0p10Þ
Npð0;Sð2ÞÞ Npðm22;Sð2ÞÞ m220 ¼ ðDnð2Þ
1=2
p ; 0p10Þ
Npð0;Sð3ÞÞ Npðm32;Sð3ÞÞ m320 ¼ ðDnð3Þ
1=2
p ; 0p10Þ
where SðmÞ ¼Ppi¼1 nðmÞpiþ1aiai 0; ai is the ith co-ordinate axis with 1 in the ith entry
and zeros elsewhere, 0p10 being a row vector of p  1 zeros, m ¼ 1; 2; 3 and for
i ¼ 1;y; p;
nð1Þi ¼
9ði  1Þ




p  1 þ 1
 2







Simulation (IIA): r ¼ 3; p ¼ 6; 10; 20; 40; n1 ¼ n2 ¼ n ¼ 240; D ¼
0:5; 1:0; 2:0; 3:0; y ¼ 2; 3; 5; p10 ¼ ð0:70; 0:10; 0:20Þ; ð0:40; 0:25; 0:35Þ and p20 ¼
ð0:40; 0:25; 0:35Þ; ð0:70; 0:10; 0:20Þ:
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Location P1 P2
1 Npð0; IpÞ Npðm12; IpÞ m120 ¼ ðD; 0p10Þ
2 Npð0; yIpÞ Npðm22; yIpÞ m220 ¼ ðDy1=2; 0p10Þ
3 Npð0; 2yIpÞ Npðm32; 2yIpÞ m320 ¼ ðDð2yÞ1=2; 0p10Þ
Simulation (IIB): r ¼ 5; p ¼ 6; 10; 20; 40; n1 ¼ n2 ¼ n ¼ 240; D ¼ 0:5; 1:0; 2:0; 3:0;
y ¼ 2; 3; 5; p10 ¼ ð0:20; 0:30; 0:10; 0:15; 0:25Þ; ð0:10; 0:20; 0:30; 0:25; 0:15Þ and p20 ¼
ð0:10; 0:20; 0:30; 0:25; 0:15Þ; ð0:20; 0:30; 0:10; 0:15; 0:25Þ:
Location P1 P2
1 Npð0; IpÞ Npðm12; IpÞ m120 ¼ ðD; 0p10Þ
2 Npð0; ðy=4ÞIpÞ Npðm22; ðy=4ÞIpÞ m220 ¼ ðDy1=2=2; 0p10Þ
3 Npð0; ðy=3ÞIpÞ Npðm32; ðy=3ÞIpÞ m320 ¼ ðDðy=3Þ1=2; 0p10Þ
4 Npð0; ðy=2ÞIpÞ Npðm42; ðy=2ÞIpÞ m420 ¼ ðDðy=2Þ1=2; 0p10Þ
5 Npð0; yIpÞ Npðm52; yIpÞ m520 ¼ ðDy1=2; 0p10Þ
Simulation (IIC): r ¼ 7; p ¼ 6; 10; 20; 40; n1 ¼ n2 ¼ n ¼ 400; D ¼
0:5; 1:0; 2:0; 3:0; y ¼ 2; 3; 5; p10 ¼ ð0:20; 0:10; 0:20; 0:10; 0:10; 0:20; 0:10Þ;
ð0:05; 0:20; 0:10; 0:05; 0:15; 0:20; 0:25Þ and p20 ¼ ð0:05; 0:20; 0:10; 0:05; 0:15;
0:20; 0:25Þ; ð0:20; 0:10; 0:20; 0:10; 0:10; 0:20; 0:10Þ:
Location P1 P2
1 Npð0; IpÞ Npðm12; IpÞ m120 ¼ ðD; 0p10Þ
2 Npð0; ðy=4ÞIpÞ Npðm22; ðy=4ÞIpÞ m220 ¼ ðDy1=2=2; 0p10Þ
3 Npð0; ðy=2ÞIpÞ Npðm32; ðy=2ÞIpÞ m320 ¼ ðDðy=2Þ1=2; 0p10Þ
4 Npð0; yIpÞ Npðm42; yIpÞ m420 ¼ ðDy1=2; 0p10Þ
5 Npð0; 2yIpÞ Npðm52; 2yIpÞ m520 ¼ ðDð2yÞ1=2; 0p10Þ
6 Npð0; 3yIpÞ Npðm62; 3yIpÞ m620 ¼ ðDð3yÞ1=2; 0p10Þ
7 Npð0; 4yIpÞ Npðm72; 4yIpÞ m720 ¼ ð2Dy1=2; 0p10Þ
Throughout simulations (IIA)–(IIC), the Mahalanobis distance between P1 and
P2 in each location has been ﬁxed to D: In our original simulation study, different
values of n1 ¼ n2 were tried until the threshold n was used. This is because if either
n1 and n2 falls below the threshold, the problem becomes ill-posed and our limiting
and asymptotic results are not valid. For training sample sizes larger than the
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threshold, further increase in the training sample sizes does not substantially change
the limiting and asymptotic errors. Corresponding threshold values for situations
involving more categorical variables can be estimated by suitable interpolations. It
should be pointed out that the result of the optimality search for the mixing
parameter based on the limiting error may differ from the result based on the
asymptotic error.
Since our concern is on high-dimensional continuous feature, only results for
p ¼ 40 are reported. Based on our simulation result, switching the location
probabilities between P1 and P2 for all our simulation plans yields almost identical
results. Findings based on one set of location probabilities for each population are
presented.
5. Simulation results
Simulation (I): This is a situation that strongly favors shrinking. Based on the
limiting error alone, regularization chooses a mixing parameter from 0.316 to 0.367
which suggests moderate mixing and a shrinking parameter between 0.728 to 0.798
which suggests slightly heavy shrinking. The limiting error rounded off to three
decimals is between 0.006 and 0.007. For p as large as 40, the effect of shrinking
clearly dominates. The rather large threshold n ¼ 400 is to ensure validity of the
limiting result. The small limiting error may be a surprise given the ﬁnite threshold
n ¼ 400: The results are summarized in Table 1.
Simulation (IIA): Using the asymptotic error, regularization chooses a mixing
parameter from 0.006(no mixing) to 0.688(high mixing). The asymptotic error ranges
from 0.106 to 0.257. Based on the limiting error, regularization chooses a mixing
parameter from 0.000(no mixing) to 0.106(slight mixing). The limiting error ranges
from 0.069 to 0.239. The results are summarized in Table 2.
Simulation (IIB): Based on the asymptotic error, regularization chooses a mixing
parameter from 0.453(median mixing) to 0.691(high mixing). The asymptotic error
ranges from 0.167 to 0.228. Based on the limiting error, regularization chooses the
mixing parameter from 0.000(no mixing) to 0.470(median mixing). The limiting error
ranges from 0.123 to 0.259. The results are summarized in Table 3.
Simulation (IIC): Based on the asymptotic error, regularization chooses a mixing
parameter from 0.029(slight mixing) to 0.434(half-mixing). The asymptotic error
ranges from 0.169 to 0.271. Based on the limiting error, regularization chooses the
mixing parameter from 0.000(no mixing) to 0.007(no mixing). The limiting error
ranges from 0.087 to 0.269. The results are summarized in Table 4.
6. Discussion
A close scrutiny of our simulation result reveals the following:
(a) The limiting error is usually smaller than the asymptotic error. This is due to the
inﬁnite training sample sizes.
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(b) Many of the unreported cases considered in an earlier simulation have a limiting
error about one-third under a heteroscedastic highly ellipsoidal dispersion across
all locations(Simulation (I)) when the search is restricted to L alone. This
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Table 1
Optimal limiting error and the regularization parameters for p ¼ 40 and p1 0 ¼ ð0:70; 0:10; 0:20Þ; p2 0 ¼
ð0:40; 0:25; 0:35Þ
D 0.5 1.0 2.0 3.0
lim %eðl; g; 0Þ 0.007(0.003) 0.007(0.002) 0.007(0.002) 0.006(0.002)
l 0.367(0.410) 0.318(0.373) 0.316(0.388) 0.323(0.381)
g 0.798(0.333) 0.778(0.353) 0.728(0.366) 0.775(0.340)
Table 2
Optimal limiting and asymptotic errors and the regularization parameters for p ¼ 40 and p1 0 ¼
ð0:70; 0:10; 0:20Þ; p2 0 ¼ ð0:40; 0:25; 0:35Þ
y D ¼ 0:5 D ¼ 1:0 D ¼ 2:0 D ¼ 3:0
lim %eðl; 0; 0Þ 2 0.239(0.015) 0.214(0.013) 0.150(0.010) 0.091(0.008)
l 0.106(0.181) 0.053(0.118) 0.037(0.096) 0.008(0.030)
%eðl; 0; 0Þ 0.257(0.018) 0.244(0.017) 0.197(0.014) 0.139(0.009)
l 0.688(0.295) 0.667(0.315) 0.377(0.321) 0.213(0.239)
lim %eðl; 0; 0Þ 3 0.223(0.015) 0.201(0.015) 0.136(0.011) 0.078(0.009)
l 0.048(0.121) 0.025(0.064) 0.004(0.002) 0.003(0.018)
%eðl; 0; 0Þ 0.248(0.015) 0.231(0.018) 0.185(0.012) 0.124(0.010)
l 0.419(0.223) 0.049(0.273) 0.286(0.264) 0.059(0.011)
lim %eðl; 0; 0Þ 5 0.201(0.016) 0.182(0.016) 0.119(0.010) 0.069(0.007)
l 0.006(0.027) 0.012(0.047) 0.001(0.013) 0.000(0.000)
%eðl; 0; 0Þ 0.239(0.021) 0.221(0.016) 0.169(0.013) 0.106(0.010)
l 0.246(0.200) 0.226(0.233) 0.064(0.106) 0.006(0.023)
Table 3
Optimal limiting and asymptotic errors and the regularization parameters for p ¼ 40 and p1 0 ¼
ð0:20; 0:30; 0:10; 0:15; 0:25Þ; p2 0 ¼ ð0:10; 0:20; 0:30; 0:25; 0:15Þ
y D ¼ 0:5 D ¼ 1:0 D ¼ 2:0 D ¼ 3:0
lim %eðl; 0; 0Þ 2 0:259ð0:013Þ 0.253(0.013) 0.222(0.011) 0.183(0.009)
l 0.470(0.366) 0.467(0.385) 0.454(0.396) 0.457(0.357)
%eðl; 0; 0Þ 0.303(0.022) 0.297(0.022) 0.269(0.018) 0.227(0.013)
l 0.616(0.313) 0.646(0.316) 0.648(0.310) 0.645(0.312)
lim %eð0Þ 3 0.252(0.012) 0.240(0.013) 0.208(0.010) 0.161(0.010)
l 0.260(0.320) 0.204(0.293) 0.207(0.347) 0.072(0.178)
%eðl; 0; 0Þ 0.256(0.023) 0.249(0.022) 0.228(0.022) 0.199(0.016)
l 0.605(0.300) 0.688(0.307) 0.691(0.295) 0.578(0.323)
lim %eð0Þ 5 0.227(0.016) 0.214(0.015) 0.170(0.012) 0.123(0.010)
l 0.032(0.119) 0.016(0.051) 0.013(0.070) 0.000(0.000)
%eðl; 0; 0Þ 0.223(0.018) 0.219(0.019) 0.197(0.016) 0.167(0.013)
l 0.657(0.322) 0.583(0.297) 0.557(0.310) 0.453(0.312)
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demonstrates the signiﬁcance of shrinking in high-dimensional continuous
variable. For a heteroscedastic spherical dispersion across all locations, no
shrinking is involved. Both the limiting and asymptotic errors are over 10%.
This is in contrast to the simulation results reported in [7]. The inclusion of
categorical variables induces further uncertainty.
(c) The rather large threshold n used in our simulation is in line with our
optimization search. The criteria used are based on results on large training
sample sizes.
(d) In Tables 2–4, there are situations where the limiting errors are below 10%.
These correspond to well-separated populations(DX3) and higher between
population dispersions(yX3) within each location.
(e) Except for Simulation (I) which involves both mixing and shrinking, the results
based on the one-dimensional search over L for p ¼ 6; 10; 20 are not much
different from the cases of p ¼ 40:
(f) The search via cross-validation in [7], on the average underestimates the true
error by 20% to 30%. Our two-dimensional search over L G using the limiting
error yields similar results. In one-dimensional search over L; both errors are not
excessively underestimated.
(g) The asymptotic error does not change very much as p increases. It is expected
that when p gradually reaches the value n from below, the asymptotic error
increases moderately.
(h) For a heteroscedastic spherical dispersion across all locations and moderate
dimensionality of the continuous feature, mixing is not necessary for well-
separated populations ðDX3Þ with a homoscedastic highly spherical dispersion
between P1 and P2ðyX5Þ:
(i) For a much higher dimensionality of the continuous feature with many locations
under a heteroscedastic general dispersion across all locations, slight mixing and
heavy shrinking can avoid degeneracy.
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Table 4
Optimal limiting and asymptotic errors and the regularization parameters for p ¼ 40 and p1 0 ¼
ð0:20; 0:10; 0:20; 0:10; 0:10; 0:20; 0:10Þ; p2 0 ¼ ð0:10; 0:05; 0:15; 0:20; 0:10; 0:15; 0:25Þ
y D ¼ 0:5 D ¼ 1:0 D ¼ 2:0 D ¼ 3:0
lim %eðl; 0; 0Þ 2 0.269(0.013) 0.249(0.014) 0.194(0.010) 0.144(0.009)
l 0.007(0.030) 0.000(0.000) 0.000(0.000) 0.000(0.000)
%eðl; 0; 0Þ 0.271(0.027) 0.258(0.034) 0.234(0.023) 0.197(0.014)
l 0.434(0.333) 0.428(0.326) 0.253(0.250) 0.135(0.194)
lim %eðl; 0; 0Þ 3 0.241(0.012) 0.219(0.011) 0.162(0.010) 0.115(0.009)
l 0.000(0.000) 0.000(0.000) 0.000(0.000) 0.000(0.000)
%eðl; 0; 0Þ 0.271(0.024) 0.257(0.045) 0.222(0.020) 0.169(0.013)
l 0.351(0.309) 0.364(0.306) 0.098(0.211) 0.029(0.143)
lim %eðl; 0; 0Þ 5 0.204(0.317) 0.181(0.011) 0.126(0.010) 0.087(0.007)
l 0.000(0.000) 0.000(0.000) 0.000(0.000) 0.000(0.000)
%eðl; 0; 0Þ 0.260(0.045) 0.238(0.045) 0.177(0.027) 0.128(0.016)
l 0.216(0.317) 0.151(0.279) 0.025(0.128) 0.034(0.174)
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(j) When individual training sample size reaches the threshold n; ﬁtting a more
elaborate model with heavy shrinking even without mixing sometimes improve
classiﬁcation.
7. Examples
To illustrate our procedure, we consider two real examples. The ﬁrst
example(Dataset 1) is taken from [17]. The aim is to identify experimental rats
contaminated with a chemical compound in a toxicological study. The continuous
variables are Y1 ¼ average body weight in grams in three weeks and Y2 ¼ total
length with tail in centimeters with one categorical variable X ¼ SEX (X ¼ 0 for
males and X ¼ 1 for females). A total of 104 rats were used. Group 1ðP1Þ consists of
19 males and 29 females free of the chemical compound. Group 2ðP2Þ consists of 26
males and 30 females contaminated with the chemical compound. An expected error
without regularization equal to 0.327 is reported in [17].
Under equal prior for both groups, using estimated parameter values, our
procedure yields a limiting error 0.344 for the optimal parameters ð#l; #gÞ ¼ ð0; 1Þ: The
regularized discriminant functions are respectively, Uˆ1 ¼ 0:0453807Y1 þ
0:0002337Y2 þ 13:0861 for males and Uˆ2 ¼ 0:0520693Y1 þ 0:0014612Y2  9:2163
for females. The results in [17] are quite similar with Uˆ1 ¼ 0:020544Y1 þ
0:04365Y2  7:585704 and Uˆ2 ¼ 0:040258Y1  0:314881Y2 þ 3:596135: From Ex-
ample 1, it can be envisaged that for moderate size datasets with a small number of
continuous variables, the effect of regularization is rather mild.
The second example(Dataset 2) comes from the Framingham Heart study of 1000
randomly selected individuals. The data can be copied from Appendix C in [6] or
downloaded from www.wiley.com/college/chase. Eight variables are involved. They
are respectively, ID ¼ identification number(0001-1000), SEX ¼
ð1 for males and 2 for femalesÞ; AGE ¼ age (30–64 years), SBP ¼ systolic blood
pressure(115–568 mg=1000 ml), DBP ¼ diastolic blood pressure(020–148 mm),
CHL ¼ total serum cholesterol(115–568 mg=100 ml), CHD ¼ first evidence of
coronary heart disease(0 for no evidence and 1 for some evidence) and CIG ¼
number of cigarettes smoked per day. As a demonstration of our procedure, 5
continuous variables are used to identify individuals with coronary heart disease
according to their sex.
The continuous variables are Y1 ¼ AGE; Y2 ¼ SBP; Y3 ¼ DBP; Y4 ¼ CHL and
Y5 ¼ CIG with one categorical variable X ¼ SEX: Discarding cases with missing
data, the dataset consists of 964 complete cases. Group 1ðP1Þ consists of 341 males
and 483 females with CHD ¼ 0: Group 2ðP2Þ consists of 87 males and 53 females
with CHD ¼ 1: Under equal prior for both groups, using estimated parameter
values, our procedure yields a limiting error 0.260 with optimal parameters ð#l; #gÞ ¼
ð0; 1Þ: The discriminant functions are Uˆ1 ¼ 0:0068807Y1  0:0105870Y2 
0:0050662Y3  0:0334644Y4  0:0053094Y5 þ 9:71712 for males and Uˆ2 ¼
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0:0125705Y1  0:0426896Y2  0:0149978Y3  0:0533409Y4 þ 0:0043003Y5 þ
21:6067 for females.
To investigate our procedure for a medium to large dataset, a random sample of
300 cases from the 964 complete cases was selected. The reduced dataset consists of
93 males and 150 females in Group 1ðP1Þ and 37 males and 20 females in Group
2:ðP2Þ: The limiting error is 0.246 for the optimal parameters ð#l; #gÞ ¼ ð0; 1Þ with very
similar discriminant functions. From Example 2, it can be envisaged that
regularization is essential in cases where the size of dataset is relatively large and a
larger number of continuous variables is involved.
8. Conclusions
Our investigation has indicated that the proposed regularized classiﬁer can be
applied to settings where the dimensionality of the continuous feature is close but
smaller than the threshold n: In situations like these, not only the traditional
method based on GLOM fails but also the issue of across-location heteroscedasticity
casts doubt on the validity of the procedure. Our method is demonstrated to work
quite well in a simulation study and the analysis of two real datasets. The limiting
error can generally be adopted as an alternative criterion to handle a heteroscedastic
general dispersion across all locations in a practical problem.
A two-parameter search for the regularization parameters can be adopted. A grip
consisting of 25 to 50 pairs of ðl; gÞ in L G can facilitate the search. The two-
dimensional search using the limiting error often leads to absolute shrinking but this
is not unreasonable in view of the high dimensionality of the continuous variable.
The adoption of the limiting error as an optimality search criterion also helps ease
the additional computing burden incurred in this situation.
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Appendix A
A.1. Proof of Lemma 1
Both parts (i) and (ii) are straight-forward.
A.2. Proof of Lemma 2
Part (i) is obvious. To prove Part (ii), it sufﬁces to consider e1mðl; gÞ for m ¼
1;y; r: By invariance, it can be assumed that mm1 ¼ 0; mm2 ¼ dmðl; gÞ ¼
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ðDmðl; gÞ;y; 0Þ0; and SðmÞ ¼ Ip for m ¼ 1;y; r: Let #mm1  #mm2 ¼ dmðl; gÞ þ
ðnðmÞÞ1=2Tm; #mm1 ¼ ðnðmÞÞ1=2Wm and #SðmÞðl; gÞ ¼ nðmÞn1Smðl; gÞ þ
ðnðmÞÞ1=2Vm: Notice that e1mðl; gÞ ¼ PrfU˜mo0 jP1g ¼ EmðFðGm=HmÞÞ where
Gm ¼ logðpˆm2=pˆm1Þ  ð #D2mðl; gÞ=2Þ þ #mm10 #SðmÞ
1ðl; gÞð #mm1  #mm2Þ;
Hm ¼ ½ð #mm1  #mm2Þ0 #SðmÞ
2ðl; gÞð #mm1  #mm2Þ	1=2; with
#D2mðl; gÞ ¼ ð #mm1  #mm2Þ0 #SðmÞ
1ðl; gÞð #mm1  #mm2Þ
and Emð
Þ is the expectation with respect to #mm1; #mm2; #SðmÞðl; gÞ; nm1 and nm2 for m
for m ¼ 1;y; r: Geometric series expansions of #SðmÞ1ðl; gÞ and #SðmÞ2ðl; gÞ in
conjuction of Tm; Wm and Vm lead to
e1mðl; gÞ ¼ EmðFð#Z1mðl; gÞ þ ðnðmÞÞ1=2Lm þ ðnðmÞÞ1Qm þ r1mÞÞ;
where
#Z1mðl; gÞ ¼ fð1þ kmÞ1logðpˆm2=pˆm1Þ  ðdmðl; gÞ0S
1
m ðlÞdmðl; gÞ=2Þg
 ðdmðl; gÞ0S2m ðlÞdmðl; gÞÞ1=2
with Smðl; gÞ ¼ p limn1;n2-N nðnðmÞÞ1 #SðmÞðl; gÞ given in Lemma 2, Lm is a linear
function of Tm; Wm; and Vm; Qm is a quadratic function of Tm; Wm and Vm and
r1m is a remainder term. By linearity and C1 and C2,
Emðp limn1;n2-N n1=2ðnðmÞÞ1=2LmÞ ¼ 0: Under fairly simple covariance structures
in Sð1Þ;y;SðrÞ; the second-order mixed moments of Tm; Wm and Vm are bounded
with Emðp limn1;n2-N L2mÞ and Emðp limn1;n2-N QmÞ being ﬁnite and independent of
n: By the delta method,
e1mðl; gÞ
¼ EmðFð#Z1mðl; gÞÞÞ þ n1=2fða1mðl; gÞÞEm p limn1;n2-N n1=2ðnðmÞÞ1=2Lm
	 






Þ denotes the standard normal density and
a1mðl; gÞ ¼ p limn1;n2-N #Z1mðl; gÞ
¼ fð1þ kmÞ1logðpm2=pm1Þ  ðdmðl; gÞ0S
1
m ðl; gÞdmðl; gÞ=2Þg
 ðdmðl; gÞ0S2m ðl; gÞdmðl; gÞÞ1=2
and, EmðFð#Z1mðl; gÞÞ ¼ Fða1mðl; gÞÞ þ Oðn1Þ: Under C1 and C2, Emðr1mÞ ¼ Oðn2Þ:
Hence, e1mðl; gÞ ¼ Fða1mðl; gÞÞ þ Oðn1Þ: This completes the proof of Theorem 1. By
the same token, e2mðl; gÞ can be derived. Part (iii) is obvious.
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A.3. Proof of Lemma 3
Part (i) follows from a simular argument to derive [1, Eq. (26), p. 969], by taking
the conditional expectation given nm1 and nm2 followed by the probability limit and
expectation with respect to the joint distribution of nm1 and nm2: Part (ii) follows a
simular method as in Part(i) based on the argument to derive [1, Eq. (27), p. 969].
A.4. Proof of Lemma 4
The result follows from expanding Fð#Zimðl; 0ÞÞ about FðZimðl; 0ÞÞ in a Taylor
series followed by taking expectation with Zimðl; 0Þ given in Lemma 2. Expression of
bimðlÞ is given by the expectation of the ﬁrst-order term of the expansion. Detailed
calculations yield for i ¼ 1; 2;
bimðlÞ ¼ 12ð1ÞiD1m ðlÞð1þ kmÞ1s
2
m ðlÞ
 ½ð1þ kÞp1m1ð1 pm1Þf1þ ð1Þi½12 s
2
m ðlÞð1þ kmÞ1
þ ð1Þiþ1D2m ðlÞð1þ kmÞ2s
4
m ðlÞlogðpm2=pm1Þg
þ ð1þ k1Þp1m2ð1 pm2Þf1þ ð1Þi½12 s
2
m ðlÞð1þ kmÞ1
þ ð1ÞiD2m ðlÞð1þ kmÞ2s
4
m ðlÞlogðpm2=pm1Þg	:
A.5. Proof of Lemma 5
We only consider e1mðl; 0Þ; e2mðl; 0Þ follows similarly. Both Lm and Qm can be
expressed in terms of Tm; Wm and Vm: Since the expressions look awkward and
lengthy, they are omitted. Similar expressions for Lm and Qm can be found in [13].
Now, EmðQmÞ ¼ E1mðE2mðQmÞÞ where E2mð
Þ and E1mð
Þ are respectively the
conditional expectation given nm1 and nm2 and the expectation with respect to the
joint distribution of nm1 and nm2 under Zm ¼ 1 for m ¼ 1;y; r: From [12, Lemmas
1–3, pp. 420–421] and by Lemma 3, detailed moment calculations yield,
limn1;n2-N EmðQmÞ ¼Em p limn1;n2-N Qm
 




þ D1m ðlÞf32ðp þ 3Þð1þ kmÞs
2
m ðlÞ
 ð1 lþ lð1þ kmÞÞ2tmðlÞlogðpm2=pm1Þ
 1
4
ðp  1Þð1þ kmÞ1½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	
þ ðp  1Þð1þ kmÞ1ð1þ kÞp1m1g
þ1
4
DmðlÞðp  1Þð1þ kmÞ2s
4
m ðlÞð1 lþ lð1þ kmÞÞ2tmðlÞ;
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and
limn1;n2-N EmðL2mÞ
¼ Em p limn1;n2-N L2m
 
¼ D4m ðlÞfð1þ kmÞ3s
4
m ðlÞ½logðpm2=pm1Þ	2½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	g
þ D2m ðlÞf2ð1 lþ lð1þ kmÞÞ2tmðlÞ½logðpm2=pm1Þ	2
þ ð1þ kmÞ2s
2
m ðlÞlogðpm2=pm1Þ½ð1þ k1Þp1m2  ð1þ kÞp1m1	g
þ 1
4
ð1þ kmÞ1½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	:
The expression for d1mðlÞ follows from Emðp limn1;n2-N nðnðmÞÞ1fQm 
ð#Z1mðlÞL2m=2ÞgÞ ¼ d1mðlÞ þ Oðn1Þ: By the same token, d2mðlÞ can be obtained.
For completeness, they are explicitly given below. In fact, for i ¼ 1; 2;
dimðlÞ ¼D3m ðlÞf12ð1Þiðp þ ð1Þiþ13Þð1þ kmÞ1s
2
m ðlÞ
 ½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	logðpm2=pm1Þg þ D1m ðlÞ
 f3
2
ð1Þiðp þ 1þ ð1Þiþ12Þs2m ðlÞ
 ð1 lþ lð1þ kmÞ1Þ2tmðlÞlogðpm2=pm1Þ
 1
4




DmðlÞðp  1Þð1 lþ lð1þ kmÞÞ2ð1þ kmÞ3s
4
m tmðlÞ  12 ZimðlÞ
fD4m ðlÞ½logðpm2=pm1Þ	2ð1þ kmÞ2s
4
m ðlÞ½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	
þ D2m ðlÞð2ð1 lþ lð1þ kmÞÞ2ð1þ kmÞtmðlÞ½logðpm2=pm1Þ	2
þ logðpm2=pm1Þð1þ kmÞ1s
2
m ðlÞ½ð1þ k1Þp1m2  ð1þ kÞp1m1	Þ
þ 1
4
½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	g:
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