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Abstract
Characterizations of probability distributions is a topic of great popularity in applied probability and reli-
ability literature for over last 30 years. Beside the intrinsic mathematical interest (often related to functional
equations) the results in this area are helpful for probabilistic and statistical modelling, especially in engi-
neering and biostatistical problems. A substantial number of characterizations has been devoted to a legion of
variants of exponential distributions. Themain reliabilitymeasures associatedwith a random vectorX are the
conditional moment function deﬁned by m(x)=E((X)|Xx) (which is equivalent to the mean residual
life function e(x)=m(x)−x when (x)=x) and the hazard gradient function h(x)=−∇ logR(x), where
R(x) is the reliability (survival) function,R(x)=Pr(Xx), and∇ is the operator∇=( x1 ,

x2
, . . . , xn
). In
this paper we study the consequences of a linear relationship between the hazard gradient and the conditional
moment functions for continuous bivariate and multivariate distributions. We obtain a general characteriza-
tion result which is then applied to characterize Arnold and Strauss’ bivariate exponential distribution and
some related models.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Characterization of probability distributions is a topic of great popularity in applied probability
and reliability literature for the last 30 years. Beside the intrinsic mathematical interest (often
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related to functional equations) the results in this area are helpful for probabilistic and statistical
modelling especially in engineering and biostatistical problems. A large number of characteriza-
tions is devoted to various variants of exponential distributions. In the last two decades bivariate
and multivariate exponential distributions received special attention (see, e.g., [4] for a survey).
Among these, Arnold and Strauss’ [2] bivariate exponential distribution seems to have an inter-
esting and promising motivation along the lines of modern approaches. Arnold and Strauss [2]
observe that quite often a researcher and a model builder confronted with a bivariate situation has
better insight and more sound (partial) knowledge of the form of the two conditional distributions
rather than the actual bivariate distribution. Specially by assuming that for the continuous distri-
bution of X = (X1, X2) the conditional distributions ofXi , givenX3−i (i = 1, 2) are exponential,
a joint distribution can be expressed (in the simplest parametrization of its density function) as
f (x1, x2) = exp(mx1x2 − ax1 − bx2 − d),
where a, b > 0, m0 and d is a normalizing constant.
In this note we shall show that the Arnold and Strauss’ bivariate exponential distribution is
characterized by a linear relation between the conditional mean function of a random vector X
deﬁned by m(x) = E(X|Xx) (equivalently mean residual life function e(x) = m(x) − x)
and the hazard gradient function h(x) = −∇ logR(x), where R(x) is the reliability (survival)
function, R(x) = Pr(Xx), and ∇ is the operator ∇ = ( x1 ,

x2
, . . . , xn
). A more general
result is actually proved as well as an extension to the multivariate case.
A linear relation between two basic characteristics of a multivariate distribution: conditional
moment function (speciﬁcally the conditional expectation) and the related measure
hi(x) = fi(xi |Xj xj , j = i)
Ri(xi |Xj xj , j = i) , i = 1, . . . , n,
where x = (x1, x2, . . . , xn)′, seems to be a non-trivial and perhaps somewhat non-intuitive con-
nection. It sheds an additional light on the structures of conceptually and mathematically simple
but quite elusive multivariate exponential and normal distributions.
In Section 2 we shall provide a rigorous statement and a proof of the main result. In Section
3 the bivariate case is analyzed in its generality. Finally, Section 4 deals in some detail with the
Arnold an Strauss’ bivariate model and provides examples where variants of linear relations result
in normal or other bivariate exponential models.
2. The main result
LetX = (X1, . . . , Xn)′ be a randomvectorwith the density f (x) and themultivariate reliability
(survival) function
R(x) = Pr(Xx) = Pr(X1x1, . . . , Xnxn)
for x = (x1, . . . , xn)′ ∈ Rn.
If (x) = (1(x), . . . ,n(x)) is a function from Rn to Rn, the conditional moment function
of X is deﬁned by
m(x) = E((X)|Xx) = (m1(x), . . . , mn(x))′,
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where
mi(x) = 1
R(x)
∫ ∞
xn
· · ·
(∫ ∞
x2
(∫ ∞
x1
i (z1, . . . , zn)f (z1, . . . , zn) dz1
)
dz2
)
. . . dzn
for x = (x1, . . . , xn)′ ∈ D, where D = {x ∈ Rn : R(x) > 0}.
When (x) = x, m is called the conditional mean function, it is denoted by m and it is
equivalent to the multivariate mean residual life e(x) = m(x)− x introduced by Jupp and Mardia
[6]. It is well known that m (or e) uniquely determines R (see e.g., [5,14,12]).
The hazard gradient of X was deﬁned by Barlow and Proschan [3], Johnson and Kotz [5] and
Marshall [9] as
h(x) = −∇ logR(x) = (h1(x), . . . , hn(x))′,
where
hi(x) = − 1
R(x)

xi
R(x)
and
∇ =
(

x1
, · · · , 
xn
)′
for x = (x1, . . . , xn)′ ∈ D. It is also called as the vector-valued multivariate hazard (failure) rate
(see e.g., [7, p. 405]). It is a multivariate extension of the univariate hazard (failure) rate function.
Note that hi(x) is the conditional hazard rate of Xi evaluated at xi given that Xj > xj for all
j = i, namely,
hi(x) = lim
h→0
Pr(X1x1, . . . , xiXixi + h, . . . , Xnxn)
hPr(X1x1, . . . , Xixi, . . . , Xnxn)
= lim
h→0 Pr(Xixi + h|X1x1, . . . , Xixi, . . . , Xnxn)/h
= fi(xi |Xj xj , j = i)
Ri(xi |Xj xj , j = i) ,
where fi(·|Xj > xj , j = i) and Ri(·|Xj > xj , j = i) are the conditional density and reliability
(survival) functions of Xi , respectively, given that Xj > xj for all j = i. Marshall and Olkin
[10] have shown that h uniquely determines R.
The following theorem characterizes multivariate distributions by relationships between m
and h.
Theorem 1. If (x) = (1(x1), . . . ,n(xn))′ where 1, . . . ,n are real-valued continuous
functions and X is a random vector with differentiable density f, rectangular support
S = (, ) = (1, 1) × (2, 2) × · · · × (n, n),
where −∞i < i∞, conditional moment function m and hazard gradient h, then
m(x) = k + Q(x)h(x) (1)
for all x ∈ S if, and only if,
∇ log f (x) = Q−1(x)(k − (x) − Q(x)∇) (2)
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for all x ∈ S, where (in both cases) k = (k1, . . . , kn)′ ∈ Rn,
Q(x) =
⎛
⎜⎝
q1,1(x1) · · · q1,n(xn)
...
...
...
qn,1(x1) · · · qn,n(xn)
⎞
⎟⎠ ,
Q(x)∇ =
⎛
⎜⎝
q1,1(x1) · · · q1,n(xn)
...
...
...
qn,1(x1) · · · qn,n(xn)
⎞
⎟⎠
⎛
⎜⎜⎜⎜⎜⎝

x1
...

xn
⎞
⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
∑n
j=1 xj q1j (xj )
...∑n
j=1 xj qnj (xj )
⎞
⎟⎟⎟⎠ ,
there exists the inverse matrix Q−1(x) for all x ∈ S and
lim
xj→j
qi,j (xj )
R(x)
xj
= 0 for all i, j. (3)
Proof. (1) ⇒ (2). Suppose that mi(x) = ki +∑nj=1 qi,j (xj )hj (x), then
∫ 
x
(i (zi) − ki)f (z) dz = −
n∑
j=1
qi,j (xj )
R(x)
xj
,
where x = (x1, x2, . . . , xn),  = (1, 2, . . . , n), and z = (z1, . . . , zn), and, differentiating
with respect to x1, x2, . . . , xn, we obtain
(−1)n(i (xi) − ki)f (x) = −
n∑
j=1
qi,j (xj )
(
n
x1 . . . xn
R(x)
xj
)
−
n∑
j=1
(
nR(x)
x1 . . . xn
)(
qi,j (xj )
xj
)
,
which together with
nR(x)
x1 . . . xn
= (−1)nf (x), (4)
implies that⎛
⎝i (xi) − ki +
n∑
j=1
qi,j (xj )
xj
⎞
⎠ f (x) = − n∑
j=1
qi,j (xj )
f (x)
xj
.
Therefore
((x) − k + Q(x)∇)f (x) = −Q(x)(∇f (x))
is valid and thus we arrive at (2).
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(2) ⇒ (1). Conversely, if⎛
⎝i (xi) − ki +
n∑
j=1
qi,j (xj )
xj
⎞
⎠ f (x) = − n∑
j=1
qi,j (xj )
f (x)
xj
holds, then
(
i (xi) − ki
)
f (x) = −
n∑
j=1

xj
(
qi,j (xj )f (x)
)
.
Hence, from (4), we have
(
i (xi) − ki
)
f (x) = (−1)n+1 
n
x1 . . . xn
n∑
j=1
qi,j (xj )
R(x)
xj
and, using (3), we arrive at
∫ 
x
(
i (zi) − ki
)
f (z) dz =
n∑
j=1
qi,j (xj )
R(x)
xj
,
where z = (z1, . . . , zn), which implies
R(x)(m(x) − k) = R(x)Q(x)h(x),
and consequently (1) holds. 
Remark 2. Evidently, if limx→ Q(x)h(x) = 0, where  = (1, 2, . . . , n), then k=E((X)).
Ifwe takek = 0, thenTheorem1provides away to characterize a distribution from the relationship
m(x) = Q(x)h(x). Note also that,when(x) = x, one can replace the conditionalmean function
m(x) = E(X|Xx) by the mean residual life function e(x) = E(X − x|Xx) = m(x) − x. A
similar result can be obtained in the discrete case as well.
Remark 3. In particular, fromTheorem1, amultivariate normal distributionwith themean vector
 and the non-singular variance-covariance matrix V is characterized by the simple relationship
m(x) =  + Vh(x) for x ∈ Rn. This result was given by Navarro and Ruiz [11]. If n = 1 in
Theorem 1, we then obtain the characterization theorem given in Ruiz and Navarro [13]. In this
case, an univariate normal distribution is characterized by m(x) =  + 2h(x) for x ∈ R (see
[8]).
3. Characterizations of bivariate models
To obtain characterizations of bivariate models from Theorem 1, we shall introduce a constant
k = (k1, k2)′ ∈ R2 and a matrix-function
Q(x1, x2) =
(
q1,1(x1) q1,2(x1)
q2,1(x1) q2,2(x2)
)
,
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satisfying the following compatibility condition:
1(x1, x2)
x2
= 2(x1, x2)
x1
, (5)
where (
1(x1, x2)
2(x1, x2)
)
=
(
q1,1(x1) q1,2(x1)
q2,1(x1) q2,2(x2)
)−1 (
k1 − 1(x1) − q ′1,1(x1) − q ′1,2(x2)
k2 − 2(x2) − q ′2,2(x2) − q ′2,1(x1)
)
. (6)
This compatibility condition is obtained from (2). After some tedious but straightforward cal-
culations, we arrive at
1(x1, x2)
=
q2,2(x2)
(
k1−1(x1)−q ′1,1(x1)−q ′1,2(x2)
)
−q1,2(x2)
(
k2−2(x2)−q ′2,2(x2)−q ′2,1(x1)
)
q1,1(x1)q2,2(x2)−q1,2(x2)q2,1(x1)
and analogously
2(x1, x2)
=
q1,1(x1)
(
k2−2(x2) − q ′2,2(x2)−q ′2,1(x1)
)
−q2,1(x1)
(
k1−1(x1)−q ′1,1(x1)−q ′1,2(x2)
)
q1,1(x1)q2,2(x2)−q1,2(x2)q2,1(x1) .
The density function can be computed from the inversion formula given in the following
theorem.
Theorem 4. If (x1, x2) = (1(x1),2(x2)) where 1 and 2 are real-valued continuous func-
tions and X is a bivariate random vector with differentiable density f, support S = (1, 1) ×
(2, 2),where−∞i < i∞, conditional moment functionm and hazard gradient h satis-
fying (1) for all x = (x1, x2) ∈ S, and (p1, p2) is a point in the support S such that f (p1, p2) > 0,
then
f (x1, x2) = C exp
(∫ x1
p1
1(z1, x2) dz1 +
∫ x2
p2
2(p1, z2) dz2
)
(7)
for all (x1, x2) ∈ S, where 1 and 2 are deﬁned in (6) and C = f (p1, p2) is obtained from the
condition
∫
S
f = 1.
Proof. From (2) and (6), we have
i (x1, x2) =

xi
log f (x1, x2)
for i = 1, 2. Hence
log
f (x1, x2)
f (p1, x2)
=
∫ x1
p1
1(z1, x2) dz1 (8)
holds provided f (p1, x2) > 0. Similarly
log
f (x1, x2)
f (x1, p2)
=
∫ x2
p2
2(x1, z2) dz2
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holds if f (x1, p2) > 0 and, in particular, for x1 = p1, we arrive at
log
f (p1, x2)
f (p1, p2)
=
∫ x2
p2
2(p1, z2) dz2. (9)
Finally, from (8) and (9), the representation (7) follows. 
Remark 5. Clearly, f can also be evaluated from
f (x1, x2) = C exp
(∫ x1
p1
1(z1, p2) dz1 +
∫ x2
p2
2(x1, z2) dz2
)
. (10)
A necessary condition for a constant k = (k1, k2)′ ∈ R2 and a matrix-function Q(x1, x2) to
characterize a probability model is that
∫
S
f = 1, where f is deﬁned by (7) (or by (10)). Other
necessary conditions are obtained from (3) and (5).
In the multivariate case the following analogous result is obtained. The proof is similar.
Theorem 6. If (x) = (1(x1), . . . ,n(xn))′ where 1, . . . ,n are real-valued continuous
functions and X is a multivariate random vector with differentiable density f in the support
S = (1, 1) × (2, 2) × · · · × (n, n), where −∞i < i∞, whose conditional moment
functionmand hazard gradient h satisfy (1) for all x = (x1, x2, . . . , xn) ∈ S, and (p1, p2, . . . , pn)
is a point in the support S such that f (p1, p2, . . . , pn) > 0, then
f (x) = C exp
(∫ x1
p1
1(z1, x2, . . . , xn) dz1 +
∫ x2
p2
2(p1, z2, x3, . . . , xn) dz2 + · · ·
+
∫ xn
pn
n(p1, p2, . . . , pn−1, zn) dzn
)
for all x ∈ S, where  = (1,2, . . . ,n)′ is deﬁned by
(x) = Q−1(x)(k − x − Q(x)∇)
and C = f (p1, p2, . . . , pn) is obtained from
∫
S
f = 1.
4. Characterization of Arnold and Strauss’ bivariate exponential model
In this section, we shall provide some characterizations of bivariate models using Theorem 1
in the case when (x) = x. Some of them would lead to the Arnold and Strauss [2] bivariate
exponential model or extensions of it. This model is deﬁned by the density
f (x1, x2) = c()
12
exp(−x1/1 − x2/2 − x1x2/(12)) (11)
for x1, x20, where 1, 2 > 0, 0,
c() = e
−1/
−Ei(1/) > 0
and Ei(x) is the classical exponential, integral function, i.e.
Ei(x) = −
∫ ∞
x
1
u
e−u du.
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Model (11) is characterized by the property of having exponential conditional distributions (see
[2] or [1, p. 80] namely,
(X1|X2 = x2) ≡ Exp
(
1
1 + x2
2
)
, (12)
(X2|X1 = x1) ≡ Exp
(
2
1 + x1
1
)
. (13)
Some possible options for the constant k = (k1, k2)′ ∈ R2 and the matrix-function Q(x1, x2)
will be discussed. As it was already mentioned the case of a constant positive deﬁnite matrix-
function leads to themultivariate normal distribution (see [11]). It is easy to observe that a diagonal
matrix-function
Q(x1, x2) =
(
a(x1) 0
0 b(x2)
)
(14)
leads to the (trivial) case of independent distributions which can be characterized using the uni-
variate results presented in [13]. A variant of this case, leading to Arnold and Strauss’ model, is
given in the following example.
Example 7. If k = (k1, k2)′ ∈ R2 and
Q(x1, x2) =
(
0 a(x2)
b(x1) 0
)
(15)
for x1, x20, then for the existence of Q−1, the conditions a(x2) = 0 and b(x1) = 0 for all
x1, x20 ought to be satisﬁed. Moreover, from (6), we have
1(x1, x2) =
k2 − x2 − b′(x1)
b(x1)
and
2(x1, x2) =
k1 − x1 − a′(x2)
a(x2)
.
Consequently, the compatibility condition (5) holds if, and only if
1
b(x1)
= 1
a(x2)
,
which implies that a(x2) = b(x1) = 1/c for all x1, x20. In this case, using (7)withp1 = p2 = 0
we arrive at
f (x1, x2) = C exp(ck2x1 + ck1x2 − cx1x2).
Therefore, to attain
∫
S
f = 1, it is required that k1, k2 < 0 and c > 0. This leads to Arnold and
Strauss’ bivariate exponential model (11). The joint reliability is given by
R(x1, x2) = C
∫ ∞
x2
∫ ∞
x1
exp (ck2x1 + ck1x2 − cx1x2) dx1 dx2
= C exp(ck2x1)
∫ ∞
x2
1
c(k2 − x2) exp(ck1x2 − cx1x2) dx2.
1502 S. Kotz et al. / Journal of Multivariate Analysis 98 (2007) 1494–1507
Differentiating we have
R(x1, x2)
x2
= −C
c(k2 − x2) exp(ck2x1 + ck1x2 − cx1x2)
and
lim
x2→∞
q1,2(x1, x2)
R(x1, x2)
x2
= lim
x2→∞
−C
c2(k2 − x2) exp(ck2x1 + ck1x2 − cx1x2) = 0
is valid for all x10. Analogously,
lim
x1→∞
q2,1(x1, x2)
R(x1, x2)
x1
= 0
holds for all x20 and hence (3) is valid so that Theorem 1 can be applied to this model. Note
that here the hazard gradient and the conditional mean functions depend on the function Ei(x)
and thus do not possess explicit algebraic expressions (as in the case of the multivariate normal
model). Nevertheless, Arnold and Strauss’ model (11) can be characterized from Theorem 1 by
the simple relationships
m1(x1, x2) = k1 + 1
c
h2(x1, x2)
and
m2(x1, x2) = k2 + 1
c
h1(x1, x2)
for all x1, x20, where k1 = −2/, k2 = −1/, and the coefﬁcient c = /(12) > 0. Note
that the expected value of a component increases as the failure probability of the other component
increases. This property can be viewed as a negative dependence property and it is a consequence
of the characteristic property (12). In the trivial case of independent exponential distributions
( = 0), Theorem 1 cannot be applied here, but the model (11) can be characterized using the
univariate results in [13] by
m1(x1, x2) = 1 + 1x1h1(x1, x2)
and
m2(x1, x2) = 2 + 2x2h2(x1, x2).
Marshall and Olkin bivariate exponential model is not absolutely continuous (see, e.g., [7, p.
362] and hence, cannot be characterized from Theorem 1. The following example shows that
there exist absolutely continuous bivariate distributions with a rectangular support that cannot be
characterized via Theorem 1. Speciﬁcally we shall show that this theorem cannot be applied to
the Gumbel bivariate exponential model.
Example 8. The Gumbel bivariate exponential model is deﬁned (see, e.g., [7, p. 350]) by its
reliability (survival) function as:
R(x1, x2) = exp(−	1x1 − 	2x2 − 	3x1x2) (16)
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for x1, x20, 	1, 	2 > 0 and 	30. It is characterized by
m(x1, x2) =
⎛
⎜⎝ x1 +
1
	1 + 	3x2
x2 + 1
	2 + 	3x1
⎞
⎟⎠
as well as by
h(x1, x2) =
(
	1 + 	3x2
	2 + 	3x1
)
;
(see, e.g., [5, Example 5.4] or [12]).
To apply Theorem 1, we shall require that k = (k1, k2)′ and Q(x) = (qi,j (xj )) be such that⎛
⎜⎝ x1 +
1
	1 + 	3x2
x2 + 1
	2 + 	3x1
⎞
⎟⎠ = ( k1
k2
)
+
(
q1,1(x1) q1,2(x2)
q2,1(x1) q2,2(x2)
)(
	1 + 	3x2
	2 + 	3x1
)
for x1, x20. Consequently
x1 + 1
	1 + 	3x2 = k1 + q1,1(x1)(	1 + 	3x2) + q1,2(x2)(	2 + 	3x1) (17)
and differentiating (17) twice with respect to x1 and x2, we arrive at
0 = q ′1,1(x1)	3 + q ′1,2(x2)	3.
This implies that 	3 = 0, since if 	3 = 0 then q ′1,1(x1) = −q ′1,2(x2) = c and then (17) would
not be valid. Therefore, the Gumbel bivariate exponential model can be characterized in this way
only in the trivial case of two independent exponential distributions.
A variant of (15) is analyzed in the following example.
Example 9. If k = (k1, k2) ∈ R2 and
Q(x1, x2) =
(
x1 a
b x2
)
,
then, from (6), we obtain(
1(x1, x2)
2(x1, x2)
)
= 1
x1x2 − ab
(
x2(k1 − x1 − 1) − a(k2 − x2 − 1)
x1(k2 − x2 − 1) − b(k1 − x1 − 1)
)
.
Hence

x2
1(x1, x2) = a
(k2 + b − 1)x1 − (k1 + a − 1)b
(x1x2 − ab)2
and

x1
2(x1, x2) = b
(k1 + a − 1)x2 − (k2 + b − 1)a
(x1x2 − ab)2 ,
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and from the compatibility condition (5), we have the two options. Either a + k1 = b + k2 = 1
or a = k1 − 1 = 0 (analogously b = k2 − 1 = 0). Both stipulations result in the (trivial) case of
independent exponential distributions.
In the next example we shall analyze another variant of (14) which results in a uniform distri-
bution.
Example 10. If k = (k1, k2)′ ∈ R2 and
Q(x1, x2) =
(−(k1 − x1)2/2 a
b −(k2 − x2)2/2
)
for (x1, x2) ∈ S = (0, k1) × (0, k2), then Q−1(x1, x2) exists if and only if (k1 − x1)2(k2 −
x2)2 = 4ab. In this case, (6) implies that 1(x1, x2) = 2(x1, x2) = 0 for (x1, x2) ∈ S. Thus,
the compatibility condition (5) holds and (7) implies that f (x1, x2) = C for (x1, x2) ∈ S.
Therefore, we obtain a uniform distribution in a rectangular support S, namely the trivial case of
two independent uniform distributions and consequently a = b = 0. Note that, in this particular
case, Theorem 1 can be applied since condition (3) is valid only if a = b = 0.
Next, we shall analyze a variant of (15) which leads to an extension of Arnold and Strauss’
exponential model.
Example 11. If k = (k1, k2)′ ∈ R2 and
Q(x1, x2) =
(
c(x1) a
b 0
)
for x1, x20, then, to compute Q−1, we must require that both a and b do not vanish. Moreover,
from (6) after some straightforward calculations we arrive at
1(x1, x2) =
k2 − x2
b
and
2(x1, x2) =
k1 − x1 − c′(x1)
a
− k2 − x2
ab
c(x1).
Thus, the compatibility condition (5) holds if, and only if
1
b
= 1 + c
′′(x1)
a
+ k2 − x2
ab
c′(x1),
which imply that c(x1) = c and a = b. In this case, from (7) for p1 = p2 = 0, we have
f (x1, x2) = C exp
(
k2
a
x1 − 1
a
x1x2 + ak1 − ck2
a2
x2 + c x
2
2
2a2
)
(18)
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for x1, x20, where a > 0, c < 0 and k2 < 0 in order toachieve
∫
S
f = 1. Evidently, from (18),
if c → 0 and k1 < 0 we then obtain Arnold and Strauss’ exponential model. Note that
R(x1, x2) = C
∫ ∞
x2
∫ ∞
x1
exp
(
k2
a
x1 − 1
a
x1x2 + ak1 − ck2
a2
x2 + c x
2
2
2a2
)
dx1 dx2
= C
∫ ∞
x2
a
k2 − x2 exp
(
k2
a
x1 − 1
a
x1x2 + ak1 − ck2
a2
x2 + c x
2
2
2a2
)
dx2,
and hence
R(x1, x2)
x2
= −Ca
k2 − x2 exp
(
k2
a
x1 − 1
a
x1x2 + ak1 − ck2
a2
x2 + c x
2
2
2a2
)
and
lim
x2→∞
q1,2(x1, x2)
R(x1, x2)
x2
= lim
x2→∞
−Ca
k2 − x2 exp
(
k2
a
x1 − 1
a
x1x2 + ak1 − ck2
a2
x2 + c x
2
2
2a2
)
= 0
for all x10. Analogously,
R(x1, x2)
x1
= −C exp
(
k2
a
x1
)∫ ∞
x2
exp
(
−1
a
x1x2 + ak1 − ck2
a2
x2 + c x
2
2
2a2
)
dx2
and limx1→∞ qi,1(x1, x2)
R(x1,x2)
x1
= 0 is valid for i = 1, 2 and all x20. Thus (3) holds and
model (18) can be characterized using Theorem 1 by the relationships
m1(x1, x2) = k1 + ch1(x1, x2) + ah2(x1, x2)
and
m2(x1, x2) = k2 + ah1(x1, x2)
for x1, x20, a > 0, c < 0 and k2 < 0.
We shall conclude by analyzing another variant of (15) which leads to a model that includes
the bivariate normal and Arnold and Strauss’ exponential models.
Example 12. If k = (k1, k2)′ ∈ R2 and
Q(x1, x2) = V =
(
a b
c d
)
for (x1, x2) ∈ S, then, for the existence of Q−1, we have to require that ad − cb = 0, i.e., V is
non-singular. Then, from (6), it follows that(
1(x1, x2)
2(x1, x2)
)
= 1
ad − bc
(
d(k1 − x1) − b(k2 − x2)
−c(k1 − x1) + a(k2 − x2)
)
.
1506 S. Kotz et al. / Journal of Multivariate Analysis 98 (2007) 1494–1507
Thus, the compatibility condition (5) is valid if, and only if c = b, namely, when V is a
symmetric matrix. Assuming that (0, 0) ∈ S and using (7), we arrive at
f (x1, x2) = C exp
(∫ x1
0
dk1 − dx1 − bk2 + bx2
ad − b2 dx1 −
∫ x2
0
ck1 − ak2 + ax2
ad − b2 dx2
)
which, after integrating the exponent, results in
f (x1, x2) = C exp
(
−1
2
dx21 + ax22 − 2bx2x1 − 2dk1x1 + 2bk2x1 + 2bk1x2 − 2ak2x2
ad − b2
)
for (x1, x2) ∈ S and a normalizing constant C > 0. Evidently, this function can be written as
f (x1, x2) = C′ exp
(
− 12 (x1 − k1, x2 − k2)V−1(x1 − k1, x2 − k2)′
)
,
where C′ is another normalizing constant. Therefore, it is a density for any (rectangular) set
S ⊆ R2 when V is positive deﬁnite (being the density of a truncated normal distribution). In
particular, if S = R2, k is the mean vector, V is the covariance matrix and we obtain the bivariate
normal distribution. If a = d = 0, b > 0 and S = (0,∞)× (0,∞), we then arrive at Arnold and
Strauss’ exponential model. In general, we obtain a valid model provided
∫
S
f = 1. Clearly, this
condition holds for any bounded (rectangular) set S ⊆ R2.
Evidently other forms of Q(x1, x2) involving either constant or non-constant elements are
worthy of further investigations.
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