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abstract
To optimize scarce network resources and present the highest quality video, streaming video systems
need adapt to the video content as well as the network conditions. This paper presents ARMOR, a video
streaming system that dynamically adjusts repair and media scaling to meet current video and network
conditions. In order to adapt effectively, ARMOR, and any dynamic video adaptation system, needs to pre-
dict the video quality as perceived by end users over the range of scaling and repair choices. Thus, this
paper ﬁrst proposes a novel video quality metric called distorted playable frame rate that provides estima-
tion of user perceptual quality considering temporal and quality degradations. Comprehensive user stud-
ies show distorted playable frame rate is more accurate than other video quality metrics. Analytic
experiments with distorted playable frame rate and the ARMOR optimization algorithm illustrate the
predictive power of the metric in a dynamic, streaming video system. Lastly, implementation and exper-
iments of a complete, fully-functioning ARMOR system show the effective practicality of the proposed
approach.
 2008 Elsevier Inc. All rights reserved.
1. Introduction
The increasing power of today’s computers and the availability
of high-capacity network connections provide opportunities for
streaming video from a variety of sources. Television programs,
once broadcast by analog through either the air or cables, are
increasingly available for download to end-users both on home
and on mobile connections. Video conferencing, once relegated to
specialized conference rooms at select corporations, is now possi-
ble using mobile phones equipped with digital cameras and Inter-
net capabilities.
The range of network characteristics for streaming video has
similarly expanded, with servers and clients connected by net-
works with variable capacities and loss rates. A video client can
be a home-user with a broadband connection with a capacity that
is a fraction of that of a typical LAN connection. Increasingly, video
applications traverse wireless LANs with the potential for high net-
work capacities, but with the achievable capacities varying with
signal strength and other environmental factors. The number of
end-hosts with wide-area wireless connections is also growing,
providing connections with lower and more varied network
capacities than other links. Moreover, the loss characteristics of
the last-hop network link can vary substantially with some paths
encountering signiﬁcant congestion at the access point, and with
wireless networks tending to have higher bit error rates than wired
connections.
An effective streaming video system must adapt to the network
conditions to meet the bandwidth constraints and react to packet
losses along the end-to-end path [10]. With packet loss, delay-sen-
sitive interactive streaming must provide additional redundancy to
recover from the loss, adding extra data to the streaming bitrate.
Fortunately, video streaming bitrates are generally quite elastic.
Streaming systems can adjust the streamed video bitrate to the
available bandwidth; typically either with temporal scaling that
reduces the frame rate or with quality scaling that lowers the ﬁdel-
ity of the encoded video frames. Choosing between temporal or
quality scaling requires knowledge of the video’s characteristics,
e.g. high-motion videos need quality scaling to preserve frame rate
while low-motion videos need temporal scaling to retain high-
quality frames while discarding those frames with only small dif-
ferences from neighboring frames.
This paper introduces the ARMOR
1 system, depicted in Fig. 1,a
video streaming system that dynamically adjusts repair and media
scaling to meet video and network conditions. The network protocol
modules (UDP sender and UDP receiver) provide information on loss
rates, capacities and packet sizes, and the streaming video modules
provide details on the video frame sizes and frame types. The media
scaler and repair encoder modules reduce streaming bitrates with
media scaling and protect against packet loss, respectively. At the
core of the ARMOR system is the ARMOR algorithm that uses video
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and network characteristics to determine the combination of scaling
and repair that yields optimal perceptual quality. Details on the
architecture are provided in Section 6.
To effectively improve the quality of streaming video, the AR-
MOR system needs a performance metric that is a good predictor
of the video quality as perceived by the end user. Peak signal-to-
noise ratio (PSNR) and playable frame rate, widely used because
of their simplicity, are ineffective when videos are both temporally
and quality scaled. Furthermore, comprehensive video metrics
such as the video quality metric (VQM) [13,18] are not effective
under conditions of network loss.
This paper also proposes a new metric for video quality called
the distorted playable frame rate (RD). RD captures perceptual qual-
ity of video that is both temporally degraded through temporal
scaling or packet loss, and quality degraded through quality
scaling.
Results from a comprehensive user study with over 70 users
show RD is more accurate at predicting perceptual quality than
PSNR, frame rate, or VQM. The quality metric plus ARMOR optimi-
zation algorithm and the complete ARMOR system implementa-
tion provide analytic and realistic experiments that demonstrate
the effectiveness of the ARMOR approach. Speciﬁc experimental re-
sults show that quality scaling is generally more effective than
temporal scaling and adding repair to video is most beneﬁcial to
high-motion video under conditions of high network loss.
The rest of this paper is organized as follows: Section 2 provides
background on media scaling, repair and quality metrics. Section 3
presents the ARMOR quality metric for determining video quality
given video and network characteristics. Section 4 provides the AR-
MOR optimization algorithm that uses the quality metric to deter-
mine the best repair and scaling. Section 5 describes the user study
that measures the effectiveness of the distorted playable frame
rate metric, RD. Section 6 details implementation and experiments
with the ARMOR system and Section 7 summarizes our conclusions
and presents possible future work.
2. Background
2.1. Media scaling
To meet a capacity constraint, temporal scaling discards lower
priority video frames prior to transmission. For instance, with an
MPEG Group of Picture (GOP) pattern of ‘IBBPBBPBBPBBPBB’, the
data rate can be reduced by discarding all the B frames and only
sending ‘I--P--P--P--P--’.
While temporal scaling could, in theory, select any of the frames
in a GOP to discard, the MPEG frame dependencies limit the prac-
tical choice of frames to discard. Table 1 lists some of the scaling
levels used in this paper, accounting for the MPEG frame depen-
dencies and minimizing the effect of temporal scaling on the qual-
ity of the received video, i.e. frames are discarded evenly.
In the table, NPD and NBD are deﬁned as the number of P or B
frames which are transmitted in one GOP, respectively, with the
scaling patterns provided for each scaling level, lTS. Since typical
decoders detect, and accommodate, lost frames, the frames
selected for discarding can be removed at the sender with
effectively no additional overhead.
To meet a capacity constraint, quality scaling encodes each
MPEG frame with lower precision and fewer bits by removing
low order bits from each DCT coefﬁcient.
This paper assumes SPEG-like (scalable MPEG) [8] quality scal-
ing, with every DCT coefﬁcient divided into four layers: one base
layer and three advanced layers. A DCT coefﬁcient, C, is partitioned
into the layers using the following equations:
Base layer L0 : C0 ¼ C   3
1st Advanced layer L1 : C1 ¼ð C   2Þ and 1
2nd Advanced layer L2 : C2 ¼ð C   1Þ and 1
3rd Advanced layer L3 : C3 ¼ C and 1
ð1Þ
At the receiver/player, the above steps are reversed to reconstruct
the original video. Zero is used instead when some advanced
layer(s) is (are) absent, analogous to using a high quantization value
during MPEG encoding. Assuming the highest quantization value
used is 3 (this yields a high ﬁdelity quality and reasonable bitrate),
the relationship of the scaling level, transmitting SPEG layers and
equivalent quantization value can be deﬁned as in Table 2. Since
SPEG needs to use extra header information to indicate layer infor-
mation (a 15–25% overhead is indicated in [8]), a 20% overhead is
assumed in this paper.
Notice, the model presented in Section 3 is independent of the
scaling technique and only requires the relationship among the
scaling level, encoding bitrate and video quality. Adaptation of
the model to other forms of temporal scaling or quality scaling is
reasonable future work.
2.2. Forward error correction (FEC)
Forward error correction (FEC) is a commonly used repair ap-
proach to recover video frames damaged by packet loss. Reed–Sol-
omon (R–S) [14] is a typical FEC technique that can be applied at
the packet level. With R–S, an application level video frame can
be modeled as being transmitted in K packets, and R–S adds
(N   K) redundant packets to the K original packets resulting in N
packets sent over the network. Although some packets may be lost,
the frame can be completely reconstructed if any K or more packets
are successfully received.
Fig. 1. ARMOR system architecture.
Table 1
Some temporal scaling levels
Level (lTS)( NPD)( NBD) Scaling pattern
04 1 0 IBBPBBPBBPBBPBB
54 5 IB-PB-PB-PB-PB-
10 4 0 I--P--P--P--P--
14 0 0 I--------------
Table 2
Quality scaling levels
Level (lQS) SPEG layers Equivalent quantitative vQ
0 L0 + L1 + L2 + L3 3
1L 0 + L 1 + L 2 6
2 L0 + L1 12
3L 0 2 4
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To analyze the effects of FEC on video frames for the analytic
experiments, the sending of packets is modeled as a series of
independent Bernoulli trials. Thus, the probability q(N,K,p) that a
K-packet video frame is successfully transmitted with N   K redun-
dant FEC packets along a network path with packet loss probability
p is:
qðN;K;pÞ¼
X N
i¼K
N
i
  
ð1   pÞ
i   p
N i
  
ð2Þ
Given I, P, and B frame sizes, and the distribution of redundant FEC
packets added to each frame type, Eq. (2) provides the probability of
successful transmission for each frame type.
2.3. Objective video quality metrics
Since determining the quality of streaming video as perceived
by an end-user through subjective user studies is often impractical,
many objective video quality metrics have been developed to esti-
mate the quality of streaming video.
The playable frame rate is the number of frames that can be de-
coded and played at the receiver in 1 s. Playable frame rate is sim-
ple to calculate and effective with temporal scaling, but is not as
effective with quality scaling since two different video clips can
have the same frame rate but different picture qualities.
Peak signal-to-noise ratio (PSNR) compares the difference
between the original frame and the decoded frame pixel by pixel.
Eq. (3) gives the equation for PSNR, where D(x,y) is the pixel in
the decoded frame and O(x,y) is the original frame:
PSNR ¼ 20logð255=MSEÞ
MSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
X
Dðx;yÞ Oðx;yÞ ðÞ
2
r ð3Þ
While easy to compute, PSNR does not take into account human vi-
sion, and thus is not always a good predictor of perceived video
quality. Besides, when applied to video, PSNR must be averaged
across all frames, making it even less accurate when there is frame
loss. In this paper, a lost frame’s PSNR is computed using the previ-
ous played frame as a replacement, as in [11].
Video Quality Metric (VQM) is an objective video quality
measurement developed by the Institute for Telecommunication
Sciences (ITS) [13]. VQM uses video information such as spatial
information, edge energy, temporal information and motion
energy as well as PSNR. The VQM tools provided take the original
video and the processed video as inputs and produce a distortion
value between 0 and 1. A value of 0 means the quality of the
processed video is as good as the original video and a value of 1
means the processed video has really poor quality compared to
the original video. VQM shows a high correlation with subjective
video quality assessments for various video codecs and has been
adopted by ANSI as an objective video quality standard.
2.4. Subjective video quality measurements
The most accurate quality measurements are those of the opin-
ions of real users, determined by subjective quality measurements.
Typically, subjective measurement studies invite groups of people
to watch videos and evaluate their quality. However, subjective
measurement can be a time consuming and costly, at best, and
impractical or impossible at worst. Moreover, different users can
have different opinions on the same streamed video, and even the
sameusercanhavedifferentopinionsonthesameclipunderdiffer-
ent viewing conditions, making subjective assessment difﬁcult.
The International Telecommunication Union-Radiocommunica-
tion (ITU-R) developed a set of standards [5] to perform subjective
assessments and these standards are widely accepted for deter-
mining the perceptual video quality [1,9,17]. One of the standards,
the double-stimulus impairment scale (DSIS) method, is designed
to evaluate either a new system or the effect of transmission path
impairment. A DSIS assessment includes a series of videos in ran-
dom order and with various impairments covering all required
combinations. Users are ﬁrst presented with an unimpaired refer-
ence, then with the same video degraded and are asked to assess
the quality of the second video, comparing it to the ﬁrst. At the
end of the series of sessions, the mean score for each test condition
and test video is calculated. A ﬁve-point degradation scale is rec-
ommended: imperceptible; perceptible, but not annoying; slightly
annoying; annoying; and very annoying.
3. ARMOR quality metric
3.1. Parameters and variables
The ARMOR system layers and parameters are indicated in Ta-
ble 3, where the parameters are:
G: the GOP rate (in GOPs per second) during encoding.
SI, SP, SB: the size (in ﬁxed-sized packets) of I, P or B frames,
respectively, depending on quantization value vQ.
lTS: the temporal scaling level, as in Table 1.
(NPD), (NBD): the number of P or B frames, respectively, sent per
GOP after temporal scaling, depending on lTS as in Table 1.
lQS: the quality scaling level, as in Table 2.
vQ: the quantization value, depending on lQS as in Table 2.
SIF, SPF, SBF: the number of FEC packets added to each I, P or B
frame, respectively.
s: the packet size (in bytes).
p: the packet loss probability.
tRTT: the round-trip time (in milliseconds).
T: the capacity constraint (in packets per second), limited by the
network capacity or by a TCP-Friendly rate [12].
3.2. Distortion of streaming MPEG
When a video is streamed over an unreliable network under a
capacity constraint, its perceptual quality can be degraded by
two factors: quantization and frame loss. Degradation from quan-
tization is caused by low accuracy of the DCT coefﬁcients and ap-
pears visually as coarse granularity in every frame. Degradation
from frame loss, caused by temporal scaling and network packet
loss, appears visually as jerkiness in the video playout.
This section uses VQM (see Section 2.3) to measure the distor-
tion from quantization. Section 3.3 uses the playable frame rate
to capture the distortion from frame loss. Section 3.4 presents a
new overall measurement, namely, distorted playable frame rate,
to combine these two factors.
Table 3
System layers and parameters
Layer Parameters
MPEG G, SI, SP, SB
ARMOR: scaling and repair (FEC) lTS, NPD, NBD, lQS, vQ SIF, SPF, SBF
Network p, tRTT, s, T
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VQM takes an original video and a distorted video as input and
returns a distortion value D between 0 (no distortion) and 1 (high-
est distortion). Previous research shows the perceptual video dis-
tortion varies exponentially with the quantization value [4].
Using this idea, our preliminary studies [19] measuring videos
encoded with different quantization values with VQM show the
distortion, D, can be approximated by an exponential function of
the quantization value vQ as:
D ¼ b D   v
kD
Q ð4Þ
where vQ is the quantization value decided by lQS as in Table 2, b D is
the VQM distortion when vQ = 1, and kD is the exponential coefﬁ-
cient. Note, the value of kD varies with video sequence. However,
since the value is correlated to the video’s characteristics such as
motion and scene complexity, it can be predicted when the video
is encoded.
3.3. Playable frame rate
3.3.1. Frame size
When the quantization values change, the frame sizes, and
hence, streaming bitrates, change as well. Previous research shows
the bitrate of a MPEG stream can be approximated by an exponen-
tial function of the quantization value vQ [4,16]. Our preliminary
experiments [19] suggest frame size can be estimated by an expo-
nential function of quantization value vQ, given as:
SI ¼ b SI   v
kI
Q
SP ¼ c SP   v
kP
Q
SB ¼ c SB   v
kB
Q
8
> > > <
> > > :
ð5Þ
where vQ is the quantization value, b S  is the frame size when vQ =1 ,
and k* is the exponential coefﬁcient. Note, all the results, S*, need to
be rounded up to the nearest integer, dS e, since each video frame
must be divided into a whole number of packets when sent on
the network.
3.3.2. Playable frame rate
Our previous work [20] derived a model to estimate total play-
able frame rate for streaming MPEG with temporal scaling. With
the model, the total playable frame rate R can be estimated as a
function of frame sizes, packet loss probability, temporal scaling
pattern and FEC amounts. Essentially, with lower packet loss, smal-
ler video frames, fewer frame dependencies, and greater FEC pro-
tection, the total playable frame rate is higher:
R ¼ Rðp;ðNPD;NBDÞ;ðSI;SP;SBÞ;ðSIF;SPF;SBFÞÞ ð6Þ
Since NPD and NBD are decided by lTS as in Table 1, and SI, SP, and SB
are decided by lQS as in Eq. (5) and Table 2, this equation can be
written as:
R ¼ Rðp;lTS;lQS;ðSIF;SPF;SBFÞÞ ð7Þ
The estimated frame rate is then used to measure the quality distor-
tion from frame loss, as indicated in Section 3.4. In our model, only
correctly decoded frames are shown to the user and corrupted (or
partially decodable) frames are not shown. Our ARMOR implemen-
tation follows our model and does not show corrupted frames,
either. In the event that a system wanted to show corrupted frames,
our model and ARMOR implementation could be adjusted
appropriately.
3.4. Distorted playable frame rate
When a video is streamed over a network with quality scaling
and temporal scaling, the video quality distortion is determined
by both the quantization and the frame loss. Encoding the video
with a high quantization value makes every frame have a visually
coarse granularity and yields intra-frame quality distortion. Any
frame loss from temporal scaling and during transmission reduces
the playable frame rate and results in visual jerkiness in the play-
out, yielding inter-frame quality distortion.
To produce the best quality video, the sender needs to use the
best quantization level and the receiver needs to receive all the
frames. So these two factors are combined in a multiplicative fash-
ion, which is referred to as the distorted frame rate, RD:
RD ¼ð 1   DÞ R ð8Þ
where D is the quality distortion from Eq. (4) and R is the playable
frame rate from Eq. (7).
ThemotivationbehindRDisasfollows:ifavideo isstreamedwith
thebest quantizationvalue,its intra-framequalitydistortionis0and
the video quality is decided only by the playable frame rate R. With
any other quantization value, every frame carries less visual detail
anditscontributiontothevideoquality(measuredbytheframerate)
is reduced by the quality distortion D. A previous preliminary user
study in [19] indicates a high correlation between user perceptual
quality and distorted playable frame rate RD, which suggests that
RD is effective in representing the overall video quality. In Section 5,
a more comprehensive user study evaluates the correlation between
user perceptual quality and distorted playable frame rate, RD.
While the discussion of RD has been speciﬁc for MPEG-1, the
analysis and results should hold for other compression techniques,
as well. MPEG-4, for example, with built-in repair and local con-
cealment will likely increase the playable frame rate R and reduce
the quantization distortion D. But modiﬁcation of the R model and
D model, while left as future work, can still be used to predict over-
all video quality.
4. Optimization algorithm
For given network conditions and MPEG video parameters, the
total distorted playable frame rate RD varies with the quality scal-
ing level, the temporal scaling level, and the amount of FEC for each
type of frame as a function RDðp;lTS;lQS;ðSIF;SPF;SBFÞÞ where the
streaming bitrate is limited by the capacity constraint, T. Thus, this
model can be used to optimize RD, the distorted playable frame
rate, using the following operation research equation:
Maximize : RD ¼ð 1   DðlQSÞÞ   Rðp;lTS;lQS;ðSIF;SPF;SBFÞÞ
Subject to : G  ð ð SIðlQSÞþSIFÞþNPDðlTSÞ ð SPðlQSÞþSPFÞ
þNBDðlTSÞ ð SBðlQSÞþSBFÞÞ 6 T
8
> <
> :
ð9Þ
Unfortunately, ﬁnding a closed form solution for the non-linear
function RD is difﬁcult since there are many saddle points. However,
given that the optimization problem is expressed in terms of integer
variables over a restricted domain, a complete search of the discrete
space is feasible. With ﬁxed input values for (p,RTT,s), G and func-
tions of (NPD(lTS),NBD(lTS)) and (SI(lQS),SP(lQS),SB(lQS)), each set of val-
ues of lTS, lQS, and (SIF, SPF, SBF) can determine the distorted playable
frame rate RD with the following steps:
(1) lQS is used to obtain a quantization value vQ from Table 2.
The video frame sizes (SI, SP and SB) are then approximated
using Eq. (5).
(2) The video streaming bitrate is estimated using the video
frame sizes, the FEC frame sizes and ((NPD),(NBD)). If the esti-
mated bitrate is larger than the capacity constraint T, the set
of values of lQS, lTS and (SIF,SPF,SBF) are invalid and RD is
returned as 0.
(3) Otherwise, the playable frame rate R is estimated by input-
ting (p,lTS,lQS,SIF,SPF,SBF) into Eq. (6).
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(4) Using vQ, the distortion from quality scaling D is approxi-
mated using Eq. (4).
(5) Knowing R and D, the distorted playable frame rate RD is
estimated using Eq. (8).
With these steps for each set of values, the space of possible values
for lTS, lQS and (SIF,SPF,SBF) can be completely searched to determine
thescalinglevelsandtheamountofFECpacketsforeachframetype
to maximize the distorted playable frame rate under the capacity
constraint. In fact, the computation required by the search can be
done in real-time,
2 making the determination of optimal choices
for adaptive FEC feasible for most streaming MPEG connections.
Notice, some of the searching variables can be ﬁxed. For exam-
ple, if lTS is ﬁxed at 0, then the algorithm uses quality scaling only.
If (SIF,SPF,SBF) are ﬁxed at to 0, the video is transmitted without FEC.
5. User study
The distorted playable frame rate (RD) derived in Section 3 pro-
vides an analytic estimate of streaming video quality when repair
and media scaling are employed. This section provides the details
of a comprehensive user study designed to evaluate RD. Individual
volunteer users were asked to carefully view selected video clips
that were chosen as being representative of streaming videos with
FEC, scaling and packet loss. Users were asked to compare the ori-
ginal clip against a degraded clip and rate the difference in per-
ceived quality. The user results are analyzed and used to
determine whether distorted playable frame rate, RD, accurately
reﬂects perceived user quality for a variety of videos – with low
or high motion, temporal or quality distortion, with or without
repair and varying amounts of simulated packet loss.
5.1. Methodology
To compare the degradation of the impaired video to the origi-
nal video, the DSIS method was used (see Section 2.4) with minor
modiﬁcations. Fig. 2 shows the timeline of one pair of testing clips.
Speciﬁcally, for each pair of video clips, the original 10-s clip is
presented ﬁrst, followed by one 10-s version of the same clip, de-
graded by scaling and frame loss. After viewing the pair of clips,
the user rates the second clip relative to the ﬁrst clip on a ﬁve-
point degradation scale from ‘‘Same” to ‘‘Much worse” without
additional labels to avoid numeric biasing. The display is grayed
out for 2 s between clips and between subsequent clip pairs.
A Visual C++ test harness application was created for the user
study. Each user downloads the application bundled with the vid-
eos to a Windows PC and executes the test locally. Initially, the
application gathers user demographic information and provides
user directions. Seventeen pairs of 10-s video clips (see Section
5.3) are presented. After each clip pair, the user rates the difference
in perceptual quality. Normally, each user takes about 8–10 min to
complete the study. The application includes an option whereby
the user can exit the application in the middle of the experiment.
To encourage participation, all participants were eligible for a
rafﬂe of one $50, two $25 and ﬁve $10 BestBuy gift certiﬁcates,
and there was also extra credit given for participants from one aca-
demic course.
5.2. User study application
The application begins by displaying a dialog box to collect
demographic data that includes gender, age, major, status, com-
puter video viewing frequency and computer monitor type. A
background system call automatically retrieves each user’s screen
resolution. After presenting another dialog box that provides user
directions, the application opens the main dialog box, shown in
Fig. 3, that displays the video clips and asks the user to compare
the quality of the degraded clip to the original clip. After the user
proceeds through each pair of video clips, Notepad is opened with
the results displayed and the user is asked to copy all the results
and send them via email to a central repository.
5.3. Video clips
Seventeen video clip pairs were used in the study.
3 The ﬁrst
video pair was a training exercise designed to provide the user with
an understanding of the evaluation system and to serve as a baseline
for the ‘‘worst” quality video presented. For training, the original clip
was played followed by a severely degraded version with only the
‘‘much worse” option available for selection. The next 16 pairs were
evaluated by the user. For each clip pair, the ﬁrst clip was the origi-
nal with the best quality and the second clip was degraded, using all
combinations of the following four independent factors:
(1) Video content:
4 low motion (News) with a ‘‘talking head” of
a person reading the news or high motion (Coastguard,
Coast) showing a moving ship with a panning background.
(2) Packet loss rate: low loss rate (1%) or high loss rate (4%).
(3) Repair: adjusted FEC (Adjusted) or no repair (None).
(4) Scaling method: temporal scaling (TS) or quality scaling (QS).
In relation to the ARMOR layers as in Table 3 in the ARMOR archi-
tecture, the ﬁrst two factors are provided by the application and
network layers, respectively, while the levels for the last two fac-
tors are optimally determined by the ARMOR algorithm.
2 It takes about 20 ms to ﬁnd the best FEC and scaling pattern using our approach
on a Pentium-4 1.7 GHz PC for a GOP of ‘IBBPBBPBBPBBPBB’. Optimizations of the
code and a faster machine can make searching even faster.
T5: Rating
t
T1 T3 T5
T1: Grey, 2s
T3: Grey, 2s
T4: Degraded Clip, 10s
T2: Original Clip, 10s
T4 T2
Fig. 2. Timeline for playout of one pair of clips.
Fig. 3. Screenshot of the main dialog.
3 Our previous experience with such users studies shows that 10–15 min is the
time limit for participation for most users. Hence, the limit of about seventeen 30-s
clips.
4 Given the limited number of video clips each user would view, one video from
each end of the motion/scene complexity spectrum was selected.
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Table 4 identiﬁes the factor combinations for the 16 video clips,
the playable frame rate R, quantization distortion D, and the dis-
torted playable frame rate RD derived from the model. For the de-
graded clips, the video data plus repair data are temporally or
quality scaled to meet a TCP-Friendly constraint such that
1.76 Mbps is available in the 1% loss case and 0.69 Mbps is avail-
able in the 4% loss case.
5.4. Results
All 74 users who voluntarily took part in the study ﬁnished the
experiment completely. Sixty-ﬁve of the users were male with 53
in their late teens and early twenties, 15 users were between 23
and 31 and only 6 users were older than 31. Over half of the users
were computer science majors. Over 60% of the users were under-
graduate students and about one-third of the users were graduate
students. About half of the users indicated they watched computer
videos daily and about 90% of the users watched computer videos
at least once a week. Two-thirds of the users had an LCD monitor.
More than one-third of the users had a screen resolution of
1280   1024 and another one-third had a resolution of
1024   768.
5.4.1. Video quality
Fig. 4 correlates distorted playable frame rate (RD) and the per-
ceptual quality expressed by the users’ scores. Each data point in
the ﬁgure represents the comparison of the original and degraded
video clips. The x-axis is the distorted playable frame rate RD de-
rived using the model in Section 3 and the y-axis is the mean rating
score for all users from ‘‘Much worse” (1) to ‘‘Same” (5), shown
with a 95% conﬁdence interval. Visually, the relationship between
RD and user score is almost linear. The error on a least squares line
ﬁt of the data points conﬁrms this, having an r-square value
5 of
0.962.
To provide a reference for the accuracy of RD, the user ratings
are compared against two commonly used video quality metrics,
playable frame rate (R) and PSNR, and against the more sophisti-
cated, but less widely used, VQM metric.
When using only temporal scaling, the playable frame rate R
can be used as a predictor of perceptual quality. Fig. 5 depicts
the correlation of R and user perceptual quality. Each data point
represents a video pair comparison, where the ‘ ’s are temporally
scaled clips and the ‘o’s are quality scaled clips. The x-axis is the
playable frame rate R derived by Eq. (6) and y-axis is the mean rat-
ing score for all users, shown with a 95% conﬁdence interval. The
solid line with an r-square of 0.958 is a least squares ﬁt with the
data points from the temporally scaled clips and the dashed line
with an r-square of 0.753 is a least squares ﬁt with the data points
from the quality scaled clips. While the correlation of R and user
score for temporal scaling is nearly linear, the correlation for R
and user score is signiﬁcantly lower for quality scaling. This implies
playable frame rate is an ineffective measure of perceptual quality
for streaming clips when quality scaling is used.
VQM score (1 – the distortion value provided by VQM) is com-
pared to user perceptual quality in Fig. 6. Each data point repre-
sents a video pair comparison where the y-axis is the mean user
rating score with a 95% conﬁdence interval and the x-axis is one
minus the distortion on the degraded clip compared to the original
clip, measured by the VQM tool. The visual correlation between
VQM score and user score is not as strong as for RD and is repre-
sented by the least squares line ﬁt r-square of 0.884.
Fig. 7 depicts the correlation for PSNR and user perceptual qual-
ity. Each data point represents a video pair and the y-axis is the
mean user rating score shown with a 95% conﬁdence interval.
The x-axis is the PSNR (in decibels) computed with the original clip
and the degraded clip. The correlation between PSNR and user
score is even lower than that for VQM, and the least squares line
ﬁt has an r-square of 0.821.
Table 4
Clip factor combination
Video Loss (%) Repair Scaling RDR D
News 1 None TS 20.0 0.09 18.2
News 1 None QS 23.7 0.13 20.5
News 1 Adjusted TS 30.0 0.09 27.2
News 1 Adjusted QS 30.0 0.09 27.2
News 4 None TS 2.4 0.09 2.2
News 4 None QS 20.1 0.37 12.6
News 4 Adjusted TS 7.2 0.09 6.5
News 4 Adjusted QS 29.6 0.25 22.3
Coast 1 None TS 4.4 0.06 4.2
Coast 1 None QS 22.9 0.27 16.8
Coast 1 Adjusted TS 8.0 0.06 7.5
Coast 1 Adjusted QS 30.0 0.27 21.9
Coast 4 None TS 0.6 0.06 0.6
Coast 4 None QS 17.8 0.41 10.5
Coast 4 Adjusted TS 2.0 0.06 1.9
Coast 4 Adjusted QS 28.3 0.41 16.7
1
2
3
4
5
0 5  10  15  20  25  30
U
s
e
r
 
S
c
o
r
e
Distorted Playable Frame Rate (fps)
r-square = 0.962
TS Clips
QS Clips
Fig. 4. User score versus distorted playable frame rate (RD).
5 r-square, the coefﬁcient of determination, is a measure of how the line explains
the variation in the data, and an r-square of 1 means a perfect line ﬁt.
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In summary, the ﬁgures presented show that distorted playable
frame rate RD more accurately reﬂects user perceptual quality than
playable frame rate R, VQM or PSNR. This fact is leveraged in the
ARMOR system where RD is utilized to optimize the repair and scal-
ing for a video stream.
5.4.2. Scaling methods
Given the network conditions, ARMOR can optimize MPEG
streaming video quality by adjusting the temporal and quality scal-
ing. This section focuses on analyzing the user video perception
scoring in relation to adaptive scaling techniques. ARMOR analytic
modeling is also provided to extend the measured behavior to
include predicted behavior in additional system situations.
Fig. 8a provides bar graphs of the mean user rating with a 95%
conﬁdence interval, and compares temporal and quality scaling
where all the clips are protected by adjusted repair to overcome
network packet loss. The left region includes clips subject to a 1%
loss rate and a TCP-Friendly constraint of 1.76 Mbps while the right
region represents clips subject to 4% loss and a TCP-Friendly con-
straint of 0.69 Mbps. For both regions the two left-most bars are
scores from the low motion News clips and the right-most bars
are scores from the high motion Coastguard clips.
In the relatively unconstrained-capacity region on the left,
when loss rate is low and the video clip has little motion, tem-
poral and quality scaling are equally effective in providing high
quality video. However, in the other three scenarios, quality scal-
ing produces much better perceptual quality than temporal scal-
ing. Table 5 provides t-test scores that compare the users’ ratings
between quality and temporal scaling. The table shows the ben-
eﬁts from quality scaling over temporal scaling are statistically
signiﬁcant except for the aforementioned ﬁrst case, where the
low-motion clip is relatively unconstrained by the available
bandwidth.
As conﬁrmed by our user study, the distorted playable frame
rate RD can be used in analytic experiments to predict the impact
of the scaling method on the streaming quality for a range of video
and network parameters. However, for clarity, only the Coastguard
video results over a packet loss range are shown. In Fig. 8b where
the x-axis is the packet loss probability and the y-axis is the pre-
dicted distorted playable frame rate the two graphs provide data
sets for the Coastguard video under quality and temporal scaling.
Clearly, the model shows that for this high motion clip quality scal-
ing should provide substantial beneﬁts to distorted playable frame
rate over temporal scaling over the entire loss rate range. The qual-
ity scaling improvement on average is approximately 10 frames/s.
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Fig. 8. Temporal scaling versus quality scaling (all with adjusted repair). (a)
Measured user scores, (b) ARMOR predicted scores (for coastguard).
Table 5
t-Test of raw user scores, comparing quality scaling and temporal scaling
Video Loss (%) Mean difference p-Value
News 1 0.03 0.748
News 4 2.15 0.001
Coast 1 2.07 0.001
Coast 4 2.16 0.001
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5.4.3. Repair methods
Given the network conditions, ARMOR can optimize MPEG
streaming video quality by adjusting the repair. This section ana-
lyzes the user scores to gauge the impact of adjusting repair on vi-
deo perceptual quality and reviews the results of analytic
experiments run to predict perceptual quality for additional sys-
tem conditions.
Fig. 9a partitions the user study scores to consider the improved
video quality due to adjusted repair. The axes and regions are the
same as in Fig. 8a, and the data sets are for the clips with adjusted
repair and the clips without repair. In this ﬁgure, the x-axis is the
video clip instance and the y-axis is the mean rating score for all
users shown with 95% conﬁdence intervals. The left region has a
loss rate of 1% and a TCP-Friendly constraint of 1.76 Mbps while
the right region has a loss rate of 4% and a TCP-Friendly constraint
of 0.69 Mbps. In each region, the left side bars are the low motion
News clips and the right side bars are the high motion Coastguard
clips. The ‘n’ bars represent the clips with adjusted repair and the
‘/’ bars represent the clips without repair. For all the clips, the total
bitrate used by the video and the repair is scaled to meet a TCP-
Friendly capacity constraint using quality scaling.
The ﬁgure shows that adjusted repair provides better percep-
tual quality than no repair in all cases. Table 6 gives t-test results
between user ratings for videos with adjusted repair and user rat-
ings for videos with no repair. The table shows the beneﬁts from
adjusted repair are statistically signiﬁcant in all cases.
Next, RD is used to analytically compare the impact of repair
methods on streaming quality over a range of network loss condi-
tions. Fig. 9b depicts the analytic experiment results with the same
axes as in Fig. 8b and the two data sets being Coastguard with ad-
justed repair and Coastguard with no repair. Fig. 9b shows adjusted
repair provides substantial beneﬁts to distorted playable frame
rate versus no repair over the entire range of loss rates. The average
improvement is approximately 5 frames/s.
6. Implementation
This section describes the implementation of a fully-functioning
implementation of the ARMOR streaming video system and shows
results from preliminary experiments evaluating ARMOR on a net-
work testbed. In particular, the ARMOR system incorporates: (1)
full-featured MPEG encoding, (2) dynamic temporal scaling and
FEC repair that adapt every GOP, (3) a network protocol that
measure current loss rates and round-trip times and streams at a
TCP-Friendly bitrate, and (4) the ARMOR quality metric and opti-
mization algorithm that adjust repair and scaling to maximize
the video quality. The effect of this implementation lends credibil-
ity to using the ARMOR model and optimization algorithm to pre-
dict video quality, shows that dynamic adjustment of repair and
media scaling can be effectively done in practice, and provides an
architecture for use by other streaming video systems.
6.1. System overview
The system architecture is depicted in Fig. 1 in Section 1. There
are two types of modules in the ﬁgure: (1) our ARMOR module,
which is the quality model and optimization algorithm and is de-
noted by a gray box, and (2) all other data processing modules de-
noted by transparent boxes. The information ﬂows can also be
divided into two types: video data ﬂows denoted by wide dark ar-
rows, and ARMOR data and control ﬂows denoted by thin arrows.
The text below describes the ARMOR system, considering ﬁrst
the video data ﬂow, then the ARMOR ﬂows:
(1) A data ﬂow starts in the Image Sequence Repository as a
sequence of raw images stored on disk or captured live
and is encoded into video frames. In our current implemen-
tation, the raw images are stored on disk and encoded into
MPEG-1 using FFMPEG.
6 A simple ARMOR header is added
before each MPEG frame, containing the frame size (in
bytes), frame type (I, P or B), and frame sequence number.
(2) The video frames, including their ARMOR headers, are then
scaled to meet bitrate constraints by the Media Scaler. Cur-
rently, only temporal scaling is implemented, allowing some
low priority frames to be discarded using the scaling levels
in Table 1. However, since evaluation of temporal scaling
covers a larger range of perceptual quality degradation than
quality scaling, the results should hold for quality scaling, as
well. Also, adding quality scaling to FFMPEG would require a
substantial engineering effort, so implementing quality scal-
ing is left as future work.
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Fig. 9. Adjusted repair versus no repair (all with quality scaling). (a) Measured user
scores, (b) ARMOR predicted scores (for coastguard).
Table 6
t-Test of raw user score, comparing adjusted repair and no repair
Video Loss (%) Mean difference p-Value
News 1 0.42 0.002
News 4 1.09 0.001
Coast 1 0.69 0.001
Coast 4 0.64 0.001
6 http://ffmpeg.sourceforge.net/index.php.
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(3) The Repair Encoder takes the video frames, including their
ARMOR headers, from the Media Scaler, splits each frame
into packets, and adds repair data as appropriate. The cur-
rent implementation uses a wrapper class over Rizzo’s soft-
ware FEC [15] to provide packet-level FEC.
(4) The UDP Sender takes the video and repair packets from the
Repair Encoder and sends them over the wide-area network
(WAN, shown by a cloud in Fig. 1)
7 to meet the network’s
bitrate constraint. The current implementation sends at a
TCP-Friendly data rate, computed as in Padhye et al. [12],
based on loss and round-trip time feedback from the UDP
receiver.
(5) The UDP Receiver at the client receives the video and repair
packets and provides network feedback to the UDP Sender.
Currently, the receiver computes the loss rate and round-trip
time for a 5-s sliding window and reports to the sender
every 200 ms.
(6) The Repair Decoder uses the video and repair packets to try to
recover each frame. When the video frame cannot be recov-
ered, in our case when the number of lost packets is higher
than the number of redundancy packets, the frame is dis-
carded as unplayable. Otherwise, it is playable and sent to
the PrePlayer.
(7) The PrePlayer takes the decoded frames from FEC Decoder
and removes the ARMOR headers. It also records some basic
statistics for performance evaluation, such as number of sent
frames, number of received frames, and playable frame
rates.
(8) The MPEG Player, in our case an FFMPEG player, takes the
playable MPEG frames from the PrePlayer and plays the
video out on the screen.
(9) The ARMOR module, shown in grey, takes MPEG parameters
from the MPEG Encoder and network parameters from the
UDP Sender and determines the scaling and repair that pro-
vide the best distorted playable frame rate. The current
implementation computes the temporal scaling level and
amount of FEC every GOP that maximizes the playable frame
rate.
8 The GOP pattern and MPEG frame sizes from the previ-
ous GOP are used for the current GOP, along with the latest
network loss rate and bitrate constraint provided by the
UDP sender.
As a rough estimate of the size of the implementation, the
approximate number of lines of code and computation complexity
for each component
9 is provided in Table 7. The ARMOR system is
about 14k lines of code total, with about 75% of that original code
from the full-featured FFMPEG. The original FEC code was modiﬁed
somewhat, and in total provides about 5% of the code base. The UDP
networking code and the ARMOR module are about 6% of the total
code, respectively. The computation time is mostly (82%) spent on
video encoding and decoding. The FEC component takes up about
9% of the computation time. The ARMOR module is very light-weight
and takes up only 1% of the computation time.
6.2. Experimental settings
Preliminary experiments with the ARMOR implementation are
run to validate analytic experiments of predicted performance
and demonstrate the practicality of the working ARMOR system.
The packet size, round-trip time and packet loss probability are
chosen based on the characteristics of many network connections
[3,6]. For all experiments, the round-trip time tRTT is ﬁxed at
50 ms in the NistNet router, and packet loss probability p is varied
from 0.01 to 0.04 in steps of 0.005 with a packet size s of 1 Kbyte.
A video clip named Paris is used to provide a test-case with a
medium amount of motion and detail. Paris shows two people sit-
ting at a table and talking while making high-motion gestures, and
has 1200 raw images of size 352   288 pixels (CIF). A commonly
used MPEG GOP pattern, ‘IBBPBBPBBPBBPBB’, and a typical full
motion encoding frame rate RF of 30 frames/s (fps) are used, pro-
viding 40 s of encoded MPEG video. These settings yield the aver-
age I, P and B frame sizes to be 24.24 Kbytes, 5.20 Kbytes and
1.18 Kbytes, respectively, and are rounded up to the next integer
for the analytic experiments.
6.3. Results
Using the implemented ARMOR system and the experimental
settings, the playable frame rates with different repair methods
over a range of network loss rates are explored. For each loss rate,
the playable frame rates are compared for MPEG streaming with-
out repair and MPEG streaming with adjusted repair.
Fig. 10 depicts the playable frame rates for adjusted repair and
no repair for the Paris video. Fig. 10a depicts the result measured in
the implemented ARMOR system while Fig. 10b shows the result
from the analytic experiments that use only the ARMOR model
and algorithm. The x-axes are the packet loss probabilities, and
the y-axes are the playable frame rates. From the data in these ﬁg-
ures, adjusted repair provides better video quality over the range of
network loss rates. The beneﬁts of adjusted repair over no repair
are substantial, with adjusted repair providing 3–10 more frames
per second for all rates.
The ﬁgures also demonstrate that the experiment results from
the implemented system are quite similar to those from the ana-
lytic models, suggesting that the ARMOR optimizations are robust
in face of system inaccuracies that are introduced in real-world
implementations. For some loss rates, our analytical estimates do
differ from the actual frame rates achieved by the real system,
mostly stemming from inaccurate loss and frame size predictions,
resulting in a slightly sub-optimal use of FEC. Future work includes
replacing the UDP modules with alternate streaming protocols,
such as DCCP [7], for more accurate network adaptation. Still the
difference is only about 1.5 frames/s on average and for most cases,
the ARMOR system yields better quality than the quality predicted
by analytical experiment.
7. Conclusions
This paper presents ARMOR, a novel system for adjusting repair
and media scaling for streaming video. The contributions include:
(1) a new metric, distorted playable frame rate, for predicting video
Table 7
Lines of code and computation complexity for ARMOR system components
Component Approximate lines of code Computation
complexity
Original New Total
FFMPEG 10,000 50 10,050 0.82
Rizzo’s FEC 650 330 980 0.07
FEC Wrapper – 1010 1010 0.02
UDP – 850 850 0.02
ARMOR – 840 840 0.01
PrePlayer – 290 290 0.04
Scaler – 50 50 0.02
Total 10,650 3420 14,070 1
7 In our testbed, the WAN is emulated by NistNet [2].
8 The playable frame rate is equivalent to the distorted playable frame rate when
there is only temporal scaling.
9 A component in this context may include several modules, such as the MPEG
Encoder and Player.
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quality over a range of video and network conditions; (2) a com-
prehensive user study that demonstrates the accuracy of distorted
playable frame rate compared to alternative approaches; (3) the
core ARMOR module that includes a quality metric of streaming vi-
deo with scaling and repair and an optimization algorithm that ad-
justs the repair and scaling to maximize the distorted playable
frame rate; (4) the ARMOR system architecture, which includes vi-
deo, network and ARMOR modules; and (5) analytic and imple-
mentation experiments that show the ability of the ARMOR
system to adapt to network and video factors to improve streaming
video quality.
Speciﬁc ﬁndings include:
Analysis of user ratings from a large user study shows that
distorted playable frame rate is effective at capturing the per-
ceived quality of video with degradations from both temporal
scaling and frame loss as well as from quality scaling. The other
widely used metrics of PSNR and playable frame rate, as well as
the more sophisticated VQM, are not as effective at predicting
perceptual quality.
Analysis of user ratings and analytic experiments with the
ARMOR model demonstrate that quality scaling provides better
video quality than does temporal scaling under capacity con-
strained conditions. Quality and temporal scaling provide
approximately the same quality for streaming low motion vid-
eos over a network with little packet loss. Video streamed with
repair, in the form of FEC, is substantially beneﬁcial to video
quality compared with video streamed with no repair. How-
ever, the beneﬁts to video quality from adding repair are not
as signiﬁcant as the beneﬁts from choosing the right method
of media scaling.
The proposed ARMOR system is more than an ofﬂine, analytic
tool for evaluating scaling and repair choices, but is effective in
practice, demonstrated by implementation experiments on a
fully-implemented system. The ARMOR model and optimiza-
tion algorithm can be run in real-time, adjusting the repair
and scaling per MPEG GOP, with the experimental results show-
ing the analytic predictions closely match the measured results.
The ARMOR system also illustrates the ability of the encoding,
scaling, repair and network modules to work in conjunction
with the ARMOR module that determines the optimal scaling
and repair.
Possible future work includes implementation of quality scal-
ing and alternate network protocols that are speciﬁcally
designed for streaming media. In addition, bandwidth estima-
tion techniques used by commercial media players at the start
of a streaming session, could be used to determine the initial
streaming rate. Alternative repair techniques may provide addi-
tional merits over the FEC approached used in this paper.
ARMOR could be evaluated with time-varying bandwidth and
packet loss in conjunction with these system improvements.
Future work can use classiﬁcation of video motion and scene
complexity to predict the k* exponential coefﬁcients (Section
3). And future user studies could seek to determine if the same
distorted playable frame rate is achieved by using different
combinations of temporal scaling and quality scaling.
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