Abstract. Given a directed graph E, we construct for each real number l a quiver whose vertex space is the topological realisation of E, and whose edges are directed paths of length l in the vertex space. These quivers are not topological graphs in the sense of Katsura, nor topological quivers in the sense of Muhly and Tomforde. We prove that when l = 1 and E is finite, the infinite-path space of the associated quiver is homeomorphic to the suspension of the one-sided shift of E. We call this quiver the suspension of E. We associate both a Toeplitz algebra and a Cuntz-Krieger algebra to each of the quivers we have constructed, and show that when l = 1 the Cuntz-Krieger algebra admits a natural faithful representation on the ℓ 2 -space of the suspension of the one-sided shift of E. For graphs E in which sufficiently many vertices both emit and receive at least two edges, and for rational values of l, we show that the Toeplitz algebra and the Cuntz-Krieger algebra of the associated quiver are homotopy equivalent to the Toeplitz algebra and Cuntz-Krieger algebra respectively of a graph that can be regarded as encoding the l th higher shift associated to the one-sided shift space of E.
Introduction
Each finite directed graph E determines a corresponding 1-sided shift space (X E , σ). Cuntz-Krieger algebras [5] , and more generally graph C * -algebras [8, 18, 19] , encode the dynamics (X E , σ) C * -algebraically, and there has been intense interest in these C * -algebras ever since their introduction-see, for example [3, 4, 6, 7, 10, 30] and the bibliography of [25] .
In addition to the shift space (X E , σ) itself, a directed graph E determines a family of dynamical systems indexed by the rational numbers. Given a rational number m/n with n > 0, we first form the directed graph D n (E) obtained by inserting n − 1 new vertices along every edge of E-so that each edge of E corresponds to a path of length n in D n (E)-and then consider the m th higher-power graph D n (E)(0, m) of D n (E), whose vertices are those of D n (E) and whose edges are paths of length m in D n (E). The shift space associated to this graph can be regarded as encoding the m/n th higher shift of E in the sense that the system (X Dn(E)(0,m) , σ is a copy of (X Dn(E)(0,m) , σ Dn(E)(0,m) ). By analogy, we can regard the dynamics lt l for arbitrary l as corresponding to the l th higher shift of E. In this paper we construct from each locally finite directed graph E with no sources a family of C * -algebras parameterised by l ∈ R, and we prove that for l = m/n rational, and for graphs E in which enough vertices both emit and receive at least two edges, the corresponding C * -algebra is isomorphic to C([0, 1], C * (D n (E)(0, m))). Our approach is to associate to each directed graph E a family of quivers S l E, one for each real parameter l. By a quiver here we mean a quadruple (Q 0 , Q 1 , r, s) where Q 0 and Q 1 are topological spaces, and r, s : Q
We obtain our description of T C * (S m/n E) and C * (S m/n E) in stages. We first reduce the problem to that of describing T C * (S 
The bulk of the technical work in the paper goes into analysing T C * (S m E) and then C * (S m E) for a locally finite directed graph E with no sinks or sources. We do this by showing that they are both C(S)-algebras, where S is the circle R/Z, and analysing their fibres. We make use of the higher dual graphs E(1, m + 1) and E(0, m) studied by Bates [1] : E(1, m + 1) is the graph with vertices E 1 and edges E m+1 , and with range and source maps given by µ 1 · · · µ m+1 → µ 1 and µ 1 · · · µ m+1 → µ m+1 respectively; and E(0, m) is the graph with vertices E 0 and edges E m and the usual range and source maps. It is relatively straightforward to show that the fibre of T C * (S m E) over each t ∈ S \ {0} is canonically isomorphic to T C * (E(1, m + 1)) and indeed that the ideal of T C * (S m E) corresponding to 0 ∈ S is isomorphic to C 0 ((0, 1), T C * (E(1, m + 1)). The fibre over 0 ∈ S is more complicated. Writing 
) over 0 to T C * (E(1, m+1))⊕T C * (E(1, m+ 1)). Following the arguments of [1] , we show that there is a canonical injection  1,m+1 : T C * (E(0, m)) → T C * (E(1, m + 1)) that descends to the isomorphism C * (E(1, m + 1)) ∼ = C * (E(0, m)) of [1, Theorem 3.1] . We then show that if the set of vertices of E that emit at least two edges has hereditary closure E 0 in E(0, m), then the image of T C * (S m E) 0 under η is precisely T C * (E(1, m + 1)) ⊕  1,m+1 (T C * (E(0, m))). It is then straightforward to obtain our description of T C * (S coincides with our previous definitions of SE and its C * -algebras, and also that l = −1 corresponds to the suspension of the opposite graph of E. This is not the most efficient order of presentation: we could have simply defined S l E and its C * -algebras immediately after Section 2, and then defined SE := S 1 E. But we feel that SE, which is the key point of contact with suspension flows, is important enough to warrant separate discussion, and also that the later definitions of S l E and its C * -algebras are better motivated by first discussing SE and its C * -algebras. Section 6 also contains our reduction of the analysis of the C * -algebras of S l E for rational l to the analysis of the C * -algebras of S m E for positive integers m. Our analyses of T C * (S m E) and C * (S m E) occupy Sections 7 and 8 respectively.
Background
We recall some background about directed graphs and their C * -algebras, on topological graphs, and on C(X)-algebras.
2.1.
Graphs. We take our conventions for graph C * -algebras from [25] . Throughout this paper, all of the graphs that we consider are directed graphs in the sense that the edges have an orientation. We omit the adjective throughout.
A graph is a quadruple E = (E 0 , E 1 , r, s) consisting of finite or countably infinite sets E 0 and E 1 , and functions r, s : E 1 → E 0 . We think of the elements of E 0 as vertices, and draw them as dots, and we regard the elements of E 1 as directed edges connecting vertices, and draw each as an arrow from the vertex s(e) the vertex r(e).
It is convenient to think of E 0 as the objects and E 1 as the indecomposable morphisms in the countable category E * of finite paths in E as follows. For n ≥ 2, we define E n := {µ 1 µ 2 . . . µ n : µ i ∈ E 1 and s(µ i ) = r(µ i+1 ) for all i}, and refer to the elements of E n as paths of length n in E. We think of vertices as paths of length 0 and edges as paths of length 1, and then write E * := ∞ n=0 E n for the path space of E. For v ∈ E 0 , we write r(v) = s(v) = v, and for n ≥ 1 and µ ∈ E n we write r(µ) = r(µ 1 ) and s(µ) = s(µ n ). We can concatenate µ, ν ∈ E * \ E 0 to form the path µν if r(ν) = s(µ). For v ∈ E 0 and µ ∈ E * , the concatenation vµ is defined if r(µ) = v, in which case, we have vµ = µ, and similarly the concatenation µv is defined if v = s(µ), in which case µv = µ. If µ ∈ E n , we write |µ| = n.
Given U, V ⊆ E * , we define UV := {µν : µ ∈ U, ν ∈ V, and s(µ) = r(ν)}. When U is a singleton U = {µ}, we write µV rather than {µ}V for the set {µν : ν ∈ V and r(ν) = s(µ)}. In particular, for v ∈ E 0 we have vE 1 = {e ∈ E 1 : r(e) = v} and E 1 v = {e ∈ E 1 : s(e) = v}.
We extend this notational convention in the obvious ways, so that for example if v, w ∈ E 0 then vE 1 w = vE 1 ∩ E 1 w. The adjacency matrix of the graph E is the integer matrix A E given by A E (v, w) = |vE 1 w|. We then have A n E (v, w) = |vE n w| for all v, w, n. We say that E is finite if E 0 and E 1 are both finite sets. We say that E is locally finite if each E 1 v ∪ vE 1 is a finite set; that is, if the row-sums and column sums of the matrix A E are finite. A sink in E is a vertex v such that E 1 v = ∅, and a source is a vertex v such that vE 1 = ∅. In this paper, we are concerned exclusively with graphs that are locally-finite and have no sources.
A cycle in E is a path µ ∈ E * \ E 0 such that r(µ) = s(µ). We say that µ has an entrance if there exists i ≤ |µ| such that |r(µ i )E 1 | ≥ 2.
Infinite paths.
An infinite path in E is a string x = x 1 x 2 x 3 · · · of edges of E such that x i ∈ E 1 r(x i+1 ) for all i. We write E ∞ for the set of all infinite paths in E and call it the infinite-path space of E. For x ∈ E ∞ , we define r(x) = r(x 1 ) ∈ E 0 ; and for µ ∈ E * and x ∈ E ∞ with r(x) = s(µ) we write µx for the infinite path µ 1 · · · µ n x 1 x 2 · · · . We write µE ∞ := {µx : x ∈ E ∞ }. We endow E ∞ with the topology that it inherits as a subspace of ∞ i=1 E ∞ , a basis for which is the collection {µE ∞ : µ ∈ E * }. The set µE ∞ is called the cylinder set of µ and is often denoted Z(µ) elsewhere in the literature. When E is locally finite, the sets µE ∞ are compact open sets in E ∞ , and the topology is a locally compact Hausdorff totally disconnected topology.
The shift map σ :
∞ and e ∈ E 1 with s(e) = r(x). This σ is a local homeomorphism, as it restricts to a homeomorphism eE ∞ → s(e)E ∞ for each e ∈ E 1 .
2.3.
Graph C * -algebras. Let E be a locally finite graph with no sources. A ToeplitzCuntz-Krieger family for E in a C * -algebra A consists of a map t : E 1 → A, written e → t e and a map q : E 0 → A, written v → q v such that the elements q v are mutually orthogonal projections in A, and such that (TCK1) t * e t e = q s(e) for all e ∈ E 1 , and (TCK2) q v ≥ e∈vE 1 t e t * e for all v ∈ E 0 .
A Cuntz-Krieger family for E is a Toeplitz-Cuntz-Krieger family (t, q) for E such that (CK) q v = e∈vE 1 t e t * e for all v ∈ E 0 . Relations (TCK1) and (TCK2) imply that for each µ ∈ E n the element t µ = t µ 1 t µ 2 . . . t µn is a partial isometry. As a notational convenience, we write t v := q v for v ∈ E 0 . With this notation, the C * -algebra generated by the elements t e and the elements q v is equal to the closed linear span
and we have t µ t ν = δ s(µ),r(ν) t µν . An induction shows that t * µ t µ = t s(µ) for all µ ∈ E * , and we have
There is a C * -algebra T C * (E) generated by a Toeplitz-Cuntz-Krieger family (T, Q) that is universal in the sense that given any other Toeplitz-Cuntz-Krieger family (t, q) in a C * -algebra A, there is a homomorphism π t,q : T C * (E) → A such that π t,q (T e ) = t e and π t,q (Q v ) = q v . The universal property ensures that there is an action γ : T → Aut(T C * (E)) called the gauge action such that γ z (T e ) = zT e and γ z (Q v ) = Q v for all e ∈ E 1 and v ∈ E 0 . There is a faithful representation π : T C * (E) → B(ℓ 2 (E * )) called the path-space representation, and determined by π(T e )h µ = δ s(e),r(µ) h eµ and π(Q v )h µ = δ v,r(µ) h µ . (The existence of π follows from the universal property, and injectivity follows from an application of [9, Theorem 4 
There is also a C * -algebra C * (E) generated by a Cuntz-Krieger E-family (s, p) that is universal in the sense that given any other Cuntz-Krieger family (s ′ , p ′ ) there is a homomorphism of C * (E) taking each s e to s ′ e and each p v to p ′ v . This C * (E) is isomorphic to the quotient of T C * (E) by the ideal I E generated by the projections ∆ v := Q v − e∈vE 1 T e T * e indexed by v ∈ E 0 . Let E be a locally finite graph with no sources and let (t, q) be a Cuntz-Krieger Efamily. Since the projections ∆ v are fixed by the gauge action on T C * (E), it descends to an action, also called the gauge action and denoted γ, on C * (E). The gauge-invariant uniqueness theorem [11, 25] states that if there is an action β : T → Aut(C * (t, q)) such that β z (t e ) = zt e for all e ∈ E 1 , then π q,t : C * (E) → C * (t, q) is injective if and only if each q v is nonzero. The Cuntz-Krieger uniqueness theorem [5, 25] says that if every cycle in E has an entrance, then π q,t is injective if and only if each q v is nonzero.
With a little work, one can check that the path-space representation of T C * (E) carries the ideal I E to π(T C * (E)) ∩ K(ℓ 2 (E * )). It follows that there is a homomorphism from
) and s e → T e +K(ℓ 2 (E * )). We call this homomorphism the Calkin representation of C * (E). An argument using the gauge-invariant uniqueness theorem shows that the Calkin representation of C * (E) is injective. The subspaces
0 are invariant for π, and we have π(T C
. So the Calkin representation can be regarded as an injective homomorphism of C * (E) into
2.4. Dual graphs. Given a locally finite graph E with no sources, the dual graph E is the graph E = (E 1 , E 2 ,r,ŝ) wherer(ef ) = e andŝ(ef ) = f for all ef ∈ E 2 . The properties of being row-finite or locally finite and of having no sinks or no sources pass from E to E and vice versa.
There is a homeomorphism E ∞ ∼ = E ∞ that carries the infinite path
Corollary 2.5 of [2] shows that there is an isomorphism C * ( E) ∼ = C * (E) satisfying s ef → s e s f s * f and p e → s e s * e for all ef ∈ E 1 and all e ∈ E 0 . More generally (see [1] ), we can construct from any pair of integers 0 < p < q a new graph E(p, q) from E. We define E(p, q) to be the graph with
with range and source maps given by
So E(0, 1) ∼ = E, E(1, 2) ∼ = E, and E(0, p) is the p th higher-power graph (E 0 , E p , r, s). Bates shows in [1, Theorem 3.1] that C * (E(p + 1, q + 1)) ∼ = C * (E(p, q)) for all 0 < p < q, and hence, by induction, that C * (E(p, q)) ∼ = C * (E(0, q −p)) for all 0 < p < q, generalising the usual isomorphism C * ( E) ∼ = C * (E) of [2, Corollary 2.5]. We will need the following analogue of this result for Toeplitz algebras.
Recall that for any graph E, we denote by I E the ideal of T C * (E) generated by the projections ∆ v := Q v − e∈vE 1 T e T Lemma 2.1. Let E be a row-finite graph with no sources and fix integers 0 < p < q.
, and  p,q (T e ) = t e for e ∈ E 1 . We have
and
Proof. The elements q v are mutually orthogonal projections in T C * (E(p, q)) because {Q µ : µ ∈ E(p, q) 0 } is a collection of mutually orthogonal projections. For µ, ν ∈ E q−p , we have
Hence (t, q) satisfies (TCK1), and the partial isometries {t µ : µ ∈ E q−p } have mutually orthogonal range projections. For v ∈ E 0 and µ ∈ vE q−p , we have
In particular, each t µ t * µ ≤ q r(µ) , and since the t µ t * µ are mutually orthogonal, it follows that (q, t) satisfies (TCK2). So the universal property of
, and  p,q (T e ) = t e for e ∈ E 1 . To see that this homomorphism is injective, observe that for v ∈ E 0 , we have
, and hence π(Q µ − α∈s(µ)E q−p ) = 0. Hence q v − µ∈vE q−p t µ t * µ = 0. Theorem 4.1 of [9] therefore shows that  p,q is injective.
The calculation (2.2) establishes (2.1), and since  p,q (I E ) is an ideal of (T C * (E(0, q − p))), it follows that it is contained in the ideal of T C * (E(p, q)) generated by the ∆ µ , which is I E(p,q) by definition. So  p,q descends to a homomorphism p,q :
This is an isomorphism because it agrees on generators with that obtained from [1, Corollary 3.3].
2.5. Topological graphs and their C * -algebras. We present here a very brief introduction to those parts of Katsura's theory of topological graphs and their C * -algebras that we will need later. For a more comprehensive overview, see [25, Chapter 8] ; for full details, see [14, 15, 16, 17] .
As defined by Katsura [14] , a topological graph is a quadruple E = (E 0 , E 1 , r, s) where E 0 and E 1 are locally compact Hausdorff spaces, r : E 1 → E 0 is a continuous map, and s : E 1 → E 0 is a local homeomorphism. The associated graph bimodule is defined as follows. The space C c (E 1 ) is a C 0 (E 0 )-bimodule with respect to the actions a · ξ (e) = a(r(e))ξ(e) and ξ · a (e) = ξ(e)a(s(e)) for a ∈ C 0 (E 0 ) and
The left action of
is a proper map in the sense that the preimages of compact sets are compact, then φ takes values in K(X(E)).
A representation of X(E) in a C * -algebra A is a pair (π, ψ) such that π :
The topological graph C * -algebra, denoted here by C * (E) is the C * -algebra generated by a universal Cuntz-Pimsner covariant representation of E. Its Toeplitz algebra T C * (E) is the C * -algebra generated by a universal representation of E. If E is a graph and Y is a locally compact Hausdorff space then the topological graph
and r(e, y) := (r(e), y) and s(e, y) := (s(e), y). If E is locally finite, then r :
2.6. C(X)-algebras. We need only the bare bones of the theory of C(X)-algebras here. For details, see [32, Appendix C] . Let X be a locally compact Hausdorff space. A C * -algebra A is called a C(X)-algebra if there exists a nondegenerate homomorphism ι : C(X) → ZM(A) of C(X) into the centre of the multiplier algebra of A. For each x ∈ X, the maximal ideal J x = {f ∈ C(X) : f (x) = 0} of C(X) generates an ideal I x = ι(J x )A of A. We define A x := A/I x to be the corresponding quotient. For a ∈ A, the map x → a+ I x is upper semicontinuous. There is a unique topology on A := x∈X A x under which the functions x → a + I x are all continuous. In this topology,
So A is an upper-semicontinuous bundle of C * -algebras over X, and each a ∈ A determines a section γ a : x → a + I x of A that vanishes at infinity in the sense that for each ε > 0 there exists a compact set K ⊆ X such that γ a (x) < ε for all x ∈ K. The map a → γ a is an isomorphism of A onto the algebra Γ 0 (X, A) of continuous sections of A that vanish at infinity. So every C(X)-algebra is the algebra of sections of an upper-semicontinuous bundle of C * -algebras over X. Conversely, if A is an upper-semicontinuous bundle over X then there is a nondegenerate homomorphism ι :
The suspension of a graph
In this section we define the suspension SE of a graph E and describe its basic properties. Our motivation is the relationship between the infinite-path space of SE and the suspension flow of the shift-space associated to E, which we establish in Section 4. The constructions in this section will be subsumed by the more-general construction of the quivers S l E parameterised by l ∈ R in Section 6. Let E be a locally finite graph with no sources. Let ∼ denote the smallest equivalence relation on ((
Observe that ∼ restricts to an equivalence relation on (
* \ E 0 and t ∈ [0, 1], we write [µ, t] for the equivalence-class of (µ, t) under ∼, and for µ ∈ E * we write [µ] for the equivalence class of µ under ∼.
and we define
It is straightforward to check that there are well-defined maps r, s :
* and e ∈ E 1 r(µ) and f ∈ s(µ)E 1 . These maps satisfy r(
Definition 3.1. Let E be a locally finite graph with no sources. We call the quadruple
The following lemma will make it easier to work with the suspension of a graph.
Lemma 3.2. Let E be a locally finite graph with no sources. For µ, ν ∈ E * and s, t ∈ [0, 1], we have (µ, s) ∼ (ν, t) if and only if one of the following holds:
(1) µ = ν and s = t; (2) s = t = 0 and
Each α ∈ SE * has a representative of the form (µ, t) where µ ∈ E * and t ∈ [0, 1).
Proof. Consider the relation R 0 on (
It is clear that R 0 is reflexive and symmetric, and a quick case-by-case check of the possible combinations of (2) and (3) shows that it is transitive. If (µ, s) ∼ (ν, t), then there is a sequence (µ, t) where each of the equivalences in the chain is one of the forms appearing in (3.1). It then follows that each equivalence (µ i , s i ) ∼ (µ i+1 , s i+1 ) is of one of the forms appearing in (2) or (3). Thus ∼ is contained in R 0 , and the two are equal. If α ∈ SE * then by definition we have either
, since E has no sources, we can find e ∈ E 
for some t ∈ (0, 1) and ν ∈ E * \ E 0 , and then if we also have α = [ν ′ , s] then in particular (ν, t) ∼ (ν ′ , s) with t = {0, 1}. In particular, this equivalence does not appear in (2) or (3), and we deduce that it is of the form (1), so ν = ν ′ and t = s. Suppose that µ, ν ∈ E * satisfy µ ∼ ν. We can write We call elements of SE * paths in SE, and elements of
paths of length n in SE.
Notation 3.3. Using Lemma 3.2, we regard E * as a subset of SE * . In particular, for n ∈ N, we write
There is a partially defined composition map on SE 
It then follows that for µ, ν ∈ E * with s(µ) = r(ν), 
1 for i ≤ n, we obtain a factorisation α = α 1 · · · α n . This is the unique factorisation of α as a composition of edges of SE.
As with directed graphs, given subsets U, V ⊆ SE * , we write UV := {αβ : α ∈ U, β ∈ V and s(α) = r(β)}. If U is a singleton U = {α}, then we write αV and V α in place of {α}V and V {α}. In particular, for ω ∈ SE 0 and a subset U ⊆ SE * we have ωU = U ∩ r −1 (ω) and Uω = U ∩ s −1 (ω).
Throughout the paper, we write S for the circle R/Z. Each element of S has a unique representative in [0, 1). We often abuse notation slightly and regard elements of [0, 1] as elements of S (so 1 and 0 are equal as elements of S).
Lemma 3.4. Let E be a locally finite graph with no sources. There is a continuous map
Proof. Lemma 3.2 shows that [µ, t] → t is well-defined from SE * to S. To see that it is continuous, let q :
Observe that the map ̟ of Lemma 3.4 satisfies
Notation 3.5. For t ∈ S, we define
and for n ∈ N, we define
We then have SE
We aim to construct a C * -algebra from SE. The following lemma shows that we cannot employ Katsura's theory of topological-graph C * -algebras, or Muhly and Tomforde's theory of topological-quiver C * -algebras: to get off the ground, both theories require at least that the source map s is an open map. Lemma 3.6. Let E be a finite graph with no sources. The maps s, r : SE 1 → SE 0 are continuous maps, and restrict to local homeomorphisms from 
Proof. The range and source maps are continuous by construction. If 0 < t < 1 and ef ∈ E 2 , then for any ε such that (t − ε, t + ε) ⊆ (0, 1), the restrictions of s, r to {[ef, s] : |t − s| < ε} are homeomorphisms onto open sets.
Fix e ∈ E 1 . To see that s is open at [e] if and only if |E 1 s(e)| = 1, first suppose that |E 1 s(e)| = 1, so E 1 s(e) = {e}. Then the sets
indexed by ε ∈ (0, 1/2) form a neighbourhood base at [e] and we have s(
. Now suppose that |E 1 s(e)| ≥ 2, say f ∈ E 1 s(e) \ {e}, and write v := s(e). Consider the set
This set is open in the quotient topology. We have
In particular, we have Example 3.7. Consider the simplest example of a finite graph with no sources: E 0 = {v} and E 1 = {e}, so r(e) = s(e) = v. Then the map ̟ of Lemma 3.4 restricts to a homeomorphism ̟ : [e, t] → t from SE 0 to S. For each w ∈ SE 0 there is a unique f w ∈ SE 1 with r(f w ) = s(f w ) = w, and then SE 1 = {f w : w ∈ SE 0 } ∼ = S, and s and r are homeomorphisms.
Example 3.8. Now consider the finite graph such that E 0 = {v} and
0 is equal to the union {e, f } ×S of two circles glued at a point by gluing (e, 0) to (f, 0). For g ∈ E 1 and t ∈ S, consider the vertex
}, and the ranges of these edges are [e, t] and [f, t] respectively. So as a set, we have
The infinite-path space of the suspension of a graph
In this section we describe the infinite-path space of the suspension of E, and we show that if E is finite, then SE ∞ is homeomorphic to the one-sided suspension flow of the shift space of the graph. In Section 5 we will define the Toeplitz algebra T C * (SE) and the Cuntz-Krieger algebra C * (SE) of the suspension of a graph E using analogues of the path-space representation and Calkin representation of a graph C * -algebra. We will then link this to symbolic dynamics by showing that C * (SE) has a natural representation on ℓ 2 (SE ∞ ). An infinite path in SE is a sequence α 1 α 2 α 3 · · · of edges α i ∈ SE 1 such that r(α i+1 ) = s(α i ) for all i. We write SE ∞ for the set of all infinite paths in SE.
Lemma 4.1. Let E be a locally finite graph with no sources. There is a bijection
, t], and hence Lemma 3.2 gives f i = e i+1 , for all i. Thus x = e 1 e 2 e 3 · · · ∈ E ∞ and we have ξ = θ ∞ (x, t). If t = 0, then s(α i ) = r(α i+1 ) forces s(e i ) = r(e i+1 ) for all i, and then since t = 0 we have α i = [e i e i+1 , 0] for each i. So again, x = e 1 e 2 · · · belongs to 
for all i, we deduce that e i = f i for all i, and so θ ∞ is injective.
We next describe a natural topology on SE ∞ .
Lemma 4.2. Let E be a locally finite graph with no sources. For µ ∈ E * and 0
and for µ ∈ E * and 0 < ε < 1 2 , let
Then there is a second-countable Hausdorff topology on SE ∞ with basis
Proof. To see that B is a basis, first observe that for t = 0 any element of the form θ ∞ (x, t) belongs to Z(r(x), (a, b)) for any 0 < a < t < b < 1; and any element of the form θ
where ∞ is used here purely as a formal symbol. As a notational convenience, we define Z(∞, (a, b)) = ∅ = Z(∞, ε) for any a, b, ε. We then have
So B is a base for a topology on SE ∞ . This topology is second countable because restricting the values of a, b, and ε to rational values in the definition of B yields a countable base for the same topology.
To see that this topology is Hausdorff, fix distinct elements θ ∞ (x, s) and θ ∞ (y, t) of SE ∞ . First suppose that s = t. Then x = y so we can find µ, ν ∈ E * \ E 0 such that x ∈ µE ∞ , y ∈ νE ∞ and µ ∨ ν = ∞. If s = 0 then for any 0 < a < s < b < t, the sets Z(µ, (a, b)) and Z(ν, (a, b)) are disjoint neighbourhoods of θ ∞ (x, s) and θ ∞ (y, t). If s = 0, then that µ, ν ∈ E 0 implies that eµ ∨ f ν = ∞ for any e ∈ E 1 r(µ) and f ∈ E 1 r(ν). We already have µ∨ν = ∞, so we deduce that Z(µ, 1 2 ) and Z(ν, 1 2 ) are disjoint neighbourhoods of θ ∞ (x, s) and θ ∞ (y, t). Now suppose that s = t; without loss of generality, s = 0. Fix µ with x ∈ µE ∞ and y ∈ νE ∞ . Choose 0 < a < s < b < 1 such that t ∈ (a, b). If t = 0, then for any ε < min{a, 1 − b} and any f ∈ E 1 with s(f ) = r(ν), the sets Z(µ, (a, b)) and Z(f ν, ε) are disjoint neighbourhoods of θ ∞ (x, s) and θ ∞ (y, t); and if t = 0 then for any
Let ∼ σ be the equivalence relation on E ∞ × [0, 1] defined by (x, s) ∼ σ (y, t) if and only if either x = y and s = t or y = σ(x), s = 1 and t = 0 or x = σ(y), s = 0 and t = 1; that is, the smallest equivalence relation such that (x, 1) ∼ σ (σ(x), 0) for all x ∈ E ∞ . The suspension of (E ∞ , σ) is the topological quotient space
Remark 4.3. We can identify M(σ) with the quotient space (
Proposition 4.4. Let E be a finite graph with no sources. The suspension M(σ) is a compact Hausdorff space, and the map θ
Proof. The equivalence classes for ∼ σ in E ∞ × [0, 1] are finite: if t ∈ {0, 1} then the equivalence class of (x, t) is a singleton; if t = 0 then the equivalence class of (x, t) is {(x, 0)} ∪ {(ex, 1) : e ∈ E 1 r(x)}, and if t = 1 then the equivalence class of (x, t) is {(σ(x), 0)} ∪ {(eσ(x), 1) : e ∈ E 1 r(σ(x))}. In particular, the ∼ σ -equivalence classes in E ∞ × [0, 1] are discrete, and so the quotient topology on M(σ) is Hausdorff. Since
∞ and t ∈ [0, 1). Since SE ∞ is Hausdorff and M(σ) is compact, to see that τ is a homeomorphism, it suffices to show that it is continuous.
For this, observe that for µ ∈ E * and 0 < a < b < 1, we have q
is open by definition of the quotient topology.
; so again by definition of the quotient topology, τ −1 (Z(eµ, ε)) is open, and hence τ is continuous.
5. The C * -algebras of the suspension of a graph
In this section we define two C * -algebras associated to the suspension of a graph E. We define the first of these algebras in terms of a concrete representation on a non-separable Hilbert space, for which we use the following notational convention.
Notation 5.1. Throughout the rest of the paper, given any set X, we write
is countable, and
which is a Hilbert space with inner product given by f, g = x∈X v(x)w(x). We denote the canonical basis elements of ℓ 2 (X) by {h x : x ∈ X}; so h x (y) = δ x,y for x, y ∈ X.
Remark 5.2. Using Notation 3.5, the set SE
For t ∈ (0, 1), and for each n ∈ N, there is a bijection SE
Lemma 5.3. Let E be a locally finite graph with no sources. There is an injective nondegenerate representation ρ :
There is a linear map ψ :
Proof. The representation ρ is the direct-sum of the representations a → a(ω) Id ℓ 2 (ωSE * ) indexed by ω ∈ SE 0 . It is nondegenerate because for each α ∈ SE * and any a ∈ C 0 (SE 0 ) with a(r(α)) = 1 we have ρ(a)h α = h α . To see that it is injective, note that ρ(a)
To see that there is a linear map ψ as claimed, let π be the path-space representation of T C * (E). For t ∈ (0, 1), the operator
ξ([ef, t]) = 0 for some t}| because the π(t e t f t * f ) are partial isometries. Similarly, the operator
satisfies (5.1). The map ψ ∞ thus defined is clearly linear, and satisfies the desired norm estimate because the A t all do.
We are now ready to define the Toeplitz algebra of SE.
Definition 5.4. Let E be a locally finite graph with no sources. We define T C * (SE) to be the C * -subalgebra of B(ℓ 2 (SE * )) generated by ρ(C 0 (SE 0 )) and ψ(C c (SE 1 )).
To define C * (SE) we first need to observe that the operators ρ(a) and ψ(ξ) above respect the fibration of ℓ 2 (SE * ) over S.
Lemma 5.5. Let E be a locally finite graph with no sources. For each ω ∈ SE 0 , the subspace
Proof. For a ∈ C 0 (SE 0 ), ξ ∈ C c (SE 1 ) and α ∈ SE * , the element ρ(a)h α is a scalar multiple of h α . We have ψ(ξ)h α = β∈SE 1 r(α) ξ(β)h βα , and a quick calculation using inner-products shows that
Using the formulas described in the preceding paragraph for the actions of ρ(a) and the ψ(ξ α ) and their adjoints on basis elements, we see that
Now fix t ∈ S, ω ∈ SE 0 t , and α ∈ SE * ω \ {ω}. Factor α = α 1 · · · α m where each
Again calculating with basis vectors, we see that
, we have the reverse containment as well.
Given a Hilbert space H, we write Q(H) for the Calkin algebra B(H)/K(H).
Definition 5.6. Let E be a locally finite graph with no sources. We defineρ :
and for ξ ∈ C c (SE 1 ), we definẽ
We define C * (SE) to be the
Remark 5.7. For each t ∈ S and each ω ∈ SE 0 t , the subspace ℓ
We link our definition of C * (SE) to the suspension of one-sided shift of E using the infinite-path space of SE described in the preceding section.
Proposition 5.8. Let E be a locally finite graph with no sources, and suppose that every cycle in E has an entrance. Then there is a faithful representation Θ :
Proof. Since every cycle in E has an entrance, the Cuntz-Krieger uniqueness theorem [19, Theorem 3.7] shows that the infinite-path-space representations π ∞ :
) are both faithful. As discussed in Section 2.3, the Calkin representations π Q :
is an isomorphism carrying Q e + K(ℓ 2 ( E * )) to P e := proj ℓ 2 (e E ∞ ) and carrying
It follows that θ ⊕ ( t∈S\{0}θ ) :
As in the proof of Lemma 5.3, let U t : ℓ 2 (SE * t ) → ℓ 2 ( E * ), 0 < 1 < t, and U 0 : ℓ 2 (SE * 0 ) → ℓ 2 (E * ) be the unitaries of Remark 5.2, and let U :
. Direct calculation using the definitions ofρ,ψ, θ andθ shows that Θ satisfies the prescribed formulae.
6. Fractional higher-power graphs and their C * -algebras
In this section, given a graph E, we generalise the construction of Section 3 by constructing, for each real number l a quiver S l E in such a way that S 1 E = SE and S
, and similarly at the level of Cuntz-Krieger algebras. We show that T C
. We then show that if l = m n is rational, then there is a graph F , closely related to E,
, and this isomorphism descends to an isomorphism We use the following notation:
We write [µ, t] l for the equivalence class of (µ, t) under ≈ l . Define r l , s l : Proof. The final statement of Remark 6.2 shows that s 0 and r 0 are homeomorphisms. The proof of the remaining statements is very similar to that of Lemma 3.6.
of all paths in S l E, including the vertices, which are regarded as paths of length 0. So S l E 0 = SE 0 . We define r(v) = s(v) = v for each v ∈ SE 0 , and for
Remark 6.5. For each t ∈ S we write S 
For m ≥ 0, t ∈ (0, 1), and each n ∈ N, there is a bijection
Example 6.8. If E consists of a single vertex v and a single edge e, then each S l E is a copy of the topological graph F l := (S, S, t → t−l, id) determined by the rotation homeomorphism
, the topological-graph bimodule of F l . It is routine to verify that (ρ l , ψ l ) is a representation of X(F l ) in the sense of Section 2.5. So there is a surjective homomorphism ψ l ×ρ l : T C * (F l ) → T C * (S l E) that carries i X(F l ) (ξ) to ψ l (ξ) and carries i C(S) (a) to ρ l (a). The space S l E * can be identified with S × N by the map that sends α ∈ S l E n to (s(α), n). Under this identification, the map a → ρ l (a)(1 − ψ l (1)ψ l (1) * ) is the canonical faithful representation of C(S) on ℓ 2 (S × {1}) ∼ = ℓ 2 (S), so the uniqueness theorem [9, Theorem 2.1] shows that
0 ) the left action of a on F l is given by a · ξ = θ a,1 (ξ), and so we see that if
denotes the homomorphism implementing the left action, we havẽ
Hence (ψ l ,ρ l ) is a covariant representation of F l , and therefore induces a homomorphism
) determined by conjugation by the unitaries {W z : z ∈ T} given by W z (h t,n ) = z n h t,n induces an action on
, and it is routine to check thatψ l ×ρ l is equivariant for this action and the gauge action on
is injective, it follows from the gauge-invariant uniqueness theorem [14, Theorem 4.5] thatψ ×ρ is injective. So
. By [15, Proposition 10.5] there is an isomorphism of the rotation algebra A l -the universal C * -algebra generated by unitaries U, V such that UV = e 2πil V U-onto C * (F l ) that carries U to i C(S) (t → e 2πit ) and carries V to i X(F 1 ) (1). So we deduce that there is an isomorphism A l ∼ = C * (S l E) that carries U toρ l (t → e 2πit ) and carries V toψ l (1 S l E 1 ).
Remark 6.9. More generally, if E is a row-finite graph with no sources and satisfying |E 1 v| = 1 for all v, then for each l > 0 the quadruple F := (SE 0 , SE l , r, s) is a topological graph in the sense of Katsura, and an analysis like that of Example 6.8 shows that T C * (S l E) and C * (S l E) coincide with the topological-graph C * -algebras T C * (F ) and C * (F ) respectively.
In the next few sections we will give a recipe for describing both T C * (S l E) and C * (S l E) for rational values of l provided that sufficiently many vertices of E both emit and receive at least two edges. We do not yet have a concrete description of C * (S l E) for arbitrary l ∈ R and an arbitrary graph E.
The following theorem relates the constructions described in this section with those of Section 3 and Section 5. For the following result, we denote by T the classical Toeplitz algebra generated by a non-unitary isometry S. Theorem 6.10. Let E be a locally finite graph with no sources.
(1) There is an isomorphism T C * (S 1 E) ∼ = T C * (SE) that carries ρ 1 (a) to ρ(a) for a ∈ C 0 (SE 0 ) and carries ψ 1 (ξ) to ψ(ξ) for ξ ∈ C c (S
, and this isomorphism descends to an isomorphism C * (SE
Proof. The proofs of the first and third statements are almost identical. For the first statement, observe that the identification S 1 E 1 ∼ = SE 1 of Remark 6.2 intertwines r, s with r 1 and s 1 , and so induces a homeomorphism S 1 E * ∼ = SE * , which induces a unitary
. This unitary intertwines ρ and ρ 1 and intertwines ψ and ψ 1 , and so Ad U 1 restricts to the desired isomorphism T C
, and so descends to an isomorphism C * (S 1 E) ∼ = C * (SE) as claimed. For the third statement, we argue exactly the same way, using the homeomorphism S −1
generated by products of the form (π(a) ⊗ id)(id ⊗S). This is precisely the tensor product
, and so it carries the kernel of the quotient map T C
The remainder of the section is devoted to reducing the study of the C * -algebras T C * (S l E) and C * (S l E) for rational values of l to the study of the C * -algebras T C * (S m F ) and C * (S m F ) for nonnegative integers m and appropriate graphs F . We will analyse these latter in the next two sections.
Our first step is to show that we need only consider l ≥ 0 by showing that T C
Lemma 6.11. Let E be a locally finite graph with no sources. Fix l ∈ (−∞, 0). There is an isomorphism T C
Proof. This follows the argument of Theorem 6.10(3):
* that intertwines the range and source maps. This homeomorphism determines a unitary U :
for each ω. Hence Ad U descends to the desired isomorphism
In the remainder of the section we must show that if m ∈ N and n ∈ N\{0}, then there is a graph F such that T C * (S m n E) ∼ = T C * (S m F ) and similarly at the level of Cuntz-Krieger algebras.
Given a graph E and an integer n ≥ 1, the n th delay of E is the graph D n (E) described as follows. We set
The range and source maps are given by r(f e,j ) = w e,j−1 if j ≥ 2 r(e) if j = 1 and s(f e,j ) = w e,j if j < n s(e) if j = n.
In words, D n (E) is the graph obtained by inserting n − 1 new vertices along each edge of E. The example below pictures a graph E on the left and the delayed graph D 3 (E) on the right. 
We will prove that for m ≥ 0 and n > 0, the graph S m n E is isomorphic to S m (D n (E)). Observe that there is a range and source preserving map D *
given by D * n (e 1 . . . e k ) = f e 1 ,1 . . . f e 1 ,n f e 2 ,1 · · · f e 2 ,n · · · f e k ,1 · · · f e k ,n . Lemma 6.12. Let E be a locally finite graph with no sources, and fix integers n ≥ 1 and m ≥ 0. There are homeomorphisms SD
1 such that for j ∈ {1, . . . , n} and t ∈ [0, 1],
for all e ∈ E 1 , and
v ∈ E 0 , and SD n 0 e, j−1+t n = [f e,j , t] for e ∈ E 1 , 1 ≤ j ≤ n and t ∈ [0, 1]. Then and similarly, SD n 0 ((e, 1)) = SD n 0 (s(e)), so SD n 0 descends to a map SD Corollary 6.13. Let E be a locally finite graph with no sources. Fix integers n ≥ 1 and m ≥ 0. There is a unitary U m,n :
Conjugation by U m,n restricts to an isomorphism Θ m,n :
and 
This U m,n intertwines ρ m/n and a → ρ m (a • SD 0 n ) and intertwines ψ m,n with ξ → ψ m (ξ • SD 1 n ). This proves the first statement. Since the unitary U m,n carries ℓ
Hence Θ m,n carries the kernel of the quotient map
. It follows that Θ m,n descends to the desired isomorphism Θ m,n .
Analysis of
We now analyse the C * -algebras T C * (S m E) and C * (S m E) for integers m ≥ 1 (both T C * (S 0 E) and C * (S 0 E) are described by part (2) of Theorem 6.10). This will complete our analysis of the C * -algebras T C * (S l E) and C * (S l E) for rational l. To analyse T C * (S m E) we will first establish that the ideal of T C * (S m E) generated by the image of C 0 (SE 1) ), and show that T C * (S m E) itself is a C(S)-algebra. We begin with some preliminary structural results. r, s :
To analyse the ideal of T C * (S m E) generated by C 0 (SE 0 \ E 0 ), we first observe that the subgraph of S m E with vertex set SE 0 \ E 0 is a topological graph in the sense of Katsura.
Lemma 7.2. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. Then
is a topological graph isomorphic to the product E(1, m + 1) × (0, 1).
Proof. Lemma 3.2 shows that the quotient maps from
1 restrict range and source preserving homeomorphisms from E(1, m + 1)
We can now describe the ideal of T C * (S m E) generated by C 0 (SE 0 \E 0 ). In the following proof, given e ∈ E 1 and g ∈ C 0 ((0, 1)), we denote by 1 e × g the element of C 0 (SE
(1 e × g)([f, t]) := δ e,f g(t) for all f ∈ E 1 and t ∈ (0, 1), and likewise for µ ∈ E m+1 and g ∈ C 0 ((0, 1)), we write 1 µ ×g for the element of
for all ν ∈ E m+1 and t ∈ (0, 1).
Lemma 7.3. Let E be a row-finite graph with no sources and fix m ∈ N \ {0}. Let J be the ideal of T C * (S m E) generated by ρ m (C 0 (SE 0 )). There is an isomorphism κ 0 :
Proof. By Lemma 7.2, we have (SE 
3). Thus [22, Theorem 2.4] shows that there is a surjective homomorphism (ρ| × ψ|) :
. To see that this homomorphism is injective, recall that J is a subalgebra of B(ℓ 2 (S m E * \ E(0, m) * )), and observe that
For a ∈ C 0 (SE 0 \ E 0 ), the restriction of ρ m (a) to ℓ 2 (SE 0 \ E 0 ) is given by ρ m (a)h ω = a(ω)h ω , and so the reduction of ρ m to this subspace is faithful. Hence [9, Theorem 2.1] shows that (ρ| × ψ|) is injective.
The argument of [15, Proposition 7.7] shows that T C m+1) ), so we obtain a surjective representation of C 0 ((0, 1))⊗T C * (E(1, m+1)) in J that carries g ⊗ Q e to π(1 e × g) and g ⊗ T ν to ψ(1 ν × g).
We observe next that the actions of
Corollary 7.4. Let E be a locally finite graph with no sources and fix m ∈ N \ 0. There are left and right actions of
Proof. The surjection ̟ : SE 0 → S of Lemma 3.4 induces an injection ̟ * :
. So g · ξ := ̟ * (g) · ξ and ξ · g := ξ · ̟ * (g) satisfy the formulae given for the desired action. The definition of ̟ shows that g · ξ = ξ · g. 
In particular, ι m is an injective unital inclusion of
Proof. We just calculate with basis vectors: for a, b ∈ C 0 (SE 0 ) and ξ ∈ C c (S m E 1 ), and for α ∈ S m E * , we have
Taking a such that a · ξ = ξ as in Lemma 7.1 gives The general theory of C(X)-algebras (see Section 2.6) now implies that T C * (S m E) is isomorphic to the algebra of continuous sections of an upper-semicontinuous bundle of C * -algebras over S.
Notation 7.6. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. For each t ∈ S we write J t for the ideal of T C * (S m E) generated by ι({g ∈ C(S) : g(t) = 0}). Following the standard conventions for C(X)-algebras, we then write
We first show that for t ∈ (0, 1), the fibre T C * (S m E) t is a copy of T C * (E(1, m)), and describe standard representatives in T C * (S m E) of its canonical generators. The following notation will be helpful for the next few results. 
For t ∈ S \ {0}, the set S m E * t can be identified with E(1, m + 1)
and t ∈ (0, 1). We write π t for the representation of T C * (E(1, m+ 1)) on ℓ 2 (S m E * t ) obtained from this identification and the path-space representation of T C * (E(1, m + 1)).
Lemma 7.8. Let E be a locally finite graph with no sources, fix m ∈ N \ {0}, and take
Proof. Let d be the quotient metric on S induced by the usual metric on R. For each n, fix a function f n ∈ C 0 (S \ {t}) such that 0 ≤ f n ≤ 1 and f n (s) = 1 whenever d(s, t) ≥ 1/n. For the first statement, note that C 0 (SE 0 \ {[e, t] : e ∈ E 1 }) belongs to the ideal generated by the ̟ * (f n ), and so ρ(C 0 (SE 0 \ SE
For the second statement, let
Since ξ and ξ ′ have compact support, N is finite. Fix ε > 0. The set X ε := r({α ∈ S m E 1 :
is a compact subset of SE 0 \ SE 0 t and so there exists n > 0 such that f n | Xε ≡ 1. For this n, we have
, we have, using the representations π t of Notation 7.7,
≤ max sup
Applying this to η = (ξ − ξ ′ ) − f n · (ξ − ξ ′ ) and using the definition of N, we deduce that
Since the f n all vanish at t, it follows that ξ − ξ ′ ∈ J t as claimed.
We can now prove that for each t ∈ (0, 1), the corresponding fibre T C * (S m E) t is isomorphic to T C * (E(1, m + 1)).
Proposition 7.9. Let E be a locally finite graph with no sources and fix m ∈ N\{0}. Take t ∈ (0, 1). For each e ∈ E 1 , fix a function a e,t ∈ C 0 (SE
and such that
Proof. Lemma 7.8 shows that the elements ρ m (a e,t ) + J t and ψ m (ξ ef,t ) + J t generate T C * (S m E) t , so it suffices to construct an injective homomorphism θ t satisfying the given formulae.
For this, define q e := ρ m (a e,t ) + J t for each e ∈ E 1 and t µ := ψ m (ξ µ,t ) + J t for each µ ∈ E m+1 . We will show that (q, t) is a Toeplitz-Cuntz-Krieger E(1, m + 1)-family.
for all f , Lemma 7.8 shows that the q e are projections. We have a e,t a f,t = 0 in C 0 (SE 0 ) for e = f , so the q e are mutually orthogonal.
Since supp(ξ µ,t ) is a compact subset of {[µ, s] : 0 < s < 1}, we have a
because a e,t is supported on {[e, s] : 0 < s < 1}. Lemma 7.8 shows that t eµ = ψ m (ξ ′ eµ,t ) for each µ ∈ E(1, m + 1)
1 . Arguing as above, we see that
In particular, in the quotient, q e ≥ eµ∈eE(1,m+1) 1 t eµ t * eµ . So (q, t) is a Toeplitz-Cuntz-Krieger E(1, m + 1)-family as claimed. The universal property of T C * (E(1, m + 1)) therefore yields a homomorphism θ t : T C * (E(1, m + 1)) → T C * (S m E) t such that θ t (Q e ) = ρ m (a e,t ) + J t and θ t (T µ ) = ψ m (ξ µ,t ) + J t . It remains to prove that θ t is injective. Since J t is contained in the kernel of the restriction map x → x| ℓ 2 (S m E * t ) on T C * (S m E) t , we see that (with the functions ξ ′ ef used in the calculation (7.1) above), each
.
THE SUSPENSION OF A GRAPH, AND ASSOCIATED C * -ALGEBRAS 29
The calculations (7.1) and (7.2) therefore show that
So each q e − eµ∈eE(1,m+1) 1 t eµ t * eµ = 0, and the uniqueness theorem [9, Theorem 4.1] shows that θ t is injective.
Corollary 7.10. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. Take t ∈ (0, 1). (1, m+1) ).
Proof. Consider the inverse θ −1 t of the isomorphism described in Proposition 7.9. It is straightforward to check that for a ∈ C 0 (SE 0 ) and ξ ∈ C c (S
and θ
Since the elements ρ m (a) + J t and
t , so is an isomorphism as claimed. We must now describe the fibre T C
) converges in norm as t → 0 and as t → 1, and the limits ε 0 (a) and ε 1 (a) belong to the image of T C * (E(1, m + 1)) in its path-space representation. We use these limits to construct an injective homomorphism of
Lemma 7.11. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
For ξ ∈ C c (S
For a ∈ T C * (S m E), the limit lim tց0 U * t a| ℓ 2 (S m E * t ) U t exists and belongs to π(T C * (E(1, m + 1))), and ε 0 :
Proof. Fix a ∈ C 0 (SE 0 ). Fix ε > 0, and let
Then F is finite, and for each e ∈ F there exists δ e > 0 such that 0 < t < δ e =⇒ |a([e, t]) − a([e, 0])| < ε. Let δ = min e∈F δ e . Then for e ∈ E 1 and 0 < t < δ, if 
For the final statement, first consider a finite linear combination
By the first two statements, for each i, j we have lim tց0 U * t α i,j | ℓ 2 (S m E * t ) U t = π(β i,j ) for some β i,j ∈ T C * (E(1, m + 1)), and it follows that lim tց0 U *
for all t ∈ (0, 1). By the preceding paragraph, a 0 := lim tց0 U * t a| ℓ 2 (S m E * t ) U t exists and belongs to T C ( E(1, m + 1)), so there exists δ > 0 such that U * t a| ℓ 2 (S m E * t ) U t − a 0 < ε/4 for all t < δ. In particular, there exists δ > 0 such that 0 < s, t < δ implies
is a Cauchy sequence, and therefore converges to some
) U 1/n → x 0 and also the preceding paragraph, we can choose δ > 0 such that U * 1/n x| ℓ 2 (S m E * 1/n ) U 1/n − x 0 < ε/2 whenever n > δ −1 , and such that U * s x| ℓ 2 (S m E * s ) U s − U * t x| ℓ 2 (S m E * t ) U t < ε/2 whenever s, t < δ. In particular, for t < δ, and any choice of n > δ −1 , we have
Since π is injective, we deduce that the map ε 0 exists. It is a homomorphism because each a → a| ℓ 2 (S m E * t ) is a homomorphism and the algebraic operations in T C * (S m E) are continuous.
Lemma 7.12. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
be the unitary of Remark 6.5. Let π : T C * (E(1, m + 1)) → B(ℓ 2 (E(1, m + 1) * )) be the path-space representation. For a ∈ C 0 (SE 0 ) we have
For a ∈ T C * (S m E), the limit lim tր1 U * t a| ℓ 2 (S m E * t ) U t exists and belongs to π(T C * (E(1, m + 1))), and ε 1 :
Proof. The proof is essentially identical to that of Lemma 7.11.
Proposition 7.13. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
There is an injective homomorphism η :
and such that for any ξ ∈ C c (S
) be the homomorphisms of Lemmas 7.11 and 7.12. Since ε 0 , ε 1 vanish on ρ m (C 0 (SE 0 \ E 0 )), they descend to homomorphisms
). The homomorphism η :=ε 0 ⊕ε 1 satisfies the formulae above, so it suffices to show that this homomorphism η is injective.
For this, fix x ∈ T C * (S m E) such that η(x 0 ) = 0; so ε 0 (x) = ε 1 (x) = 0. We must show that x 0 = 0. We have
Corollary 7.10 implies that x| ℓ 2 (S m E * t ) = x t for x ∈ T C * (S m E) and t ∈ (0, 1), and so (7.5) implies that lim t→0 x t = 0. It now follows from the properties of upper semicontinuous C * -bundles-see equation 2.4-that x t → 0 ∈ C * (SE) 0 . Since t → x t is a continuous section, we deduce that x 0 = 0.
We will show that the image of η is isomorphic to T C * (E(1, m + 1)) ⊕ T C * (E(0, m)) provided that enough vertices in E admit at least two edges.
It follows that (0, z e ) = (0, x r(e) )(y e , z e ) ∈ η(T C * (SE) 0 ) for each e ∈ E 1 . Since each x v = (Q v ) and each z e = (T e ), we deduce that 0 ⊕ (T C * (E(0, m))) ⊆ η(T C * (SE) 0 ). It now suffices to show that T C * (E(1, m + 1)) ⊕ 0 ⊆ η(T C * (SE) 0 ) as well. Since we have already proved that 0 ⊕  1,m (T C * (E(0, m))) ⊆ η(T C * (SE) 0 ), we know that each (w v , 0) = (w v , x v ) − (0, x v ) and each (y µ , 0) = (y µ , z µ ) − (0, z µ ) belongs to η(T C * (SE) 0 ). We saw above that the elements w v and y µ generate T C * (E (1, m + 1) ). This completes the proof.
The following result gives a direct proof of this by showing that in fact we can use the injection  1,m+1 to see that the x → x ℓ 2 (S m E * 0 ) can be identified with the map obtained by following η with the second-coordinate projection
). We will also make use of this identification in our analysis of C * (S m E) in Section 8.
Lemma 7.15. Let E be a locally finite graph with no sources. Let U 0 :
) be the path-space representations. For x ∈ T C * (SE), we have
Proof. For x ∈ ρ m (C 0 (SE 0 )), this follows from Equation 7.3 in the proof of Lemma 7.11, and for x ∈ ψ m (C c (S m E 1 )), it follows from Equation 7.4 in the same proof. Since
), the result follows.
We are now able to give an explicit description of T C * (S m E) provided that enough vertices of E emit at least two edges. Theorem 7.16. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. Suppose that for every v ∈ E 0 there exist n ≥ 1 and µ ∈ E nm v such that m+1) ) be the injective homomorphism of Lemma 2.1. There is an isomorphism
t be the isomorphism of Proposition 7.9, and define ε t := θ , m+1) ) be the map of Lemma 7.12, and let ε 0 : , m+1) ) be the homomorphism of Lemma 7.11. Proposition 7.14 shows that ε 1 is surjective and that the range of ε 0 is  1,m+1 (T C * (E(0, m))). Fix a ∈ C 0 (SE 0 ) and ξ ∈ C c (S m E 1 ). Lemma 7.3 implies that for any a ∈ T C * (S m E) the function t → ε t (a) is continuous at each t ∈ (0, 1); Lemmas 7.11 and 7.12 show that it is continuous at 0 and 1 as well. Hence there is a homomorphism κ m :
given by κ m (a)(t) = ε t (a) for all a ∈ T C * (S m E) and t ∈ [0, 1]. To see that κ is injective, suppose that κ(a) = 0. We must show that a = 0. Proposition C.10(c) of [32] shows that, a = sup t∈S q t (a) , so it suffices to show that each q t (a) = 0. Since κ(a) = 0, we have ε t (a) = 0 for all t. Since θ t is an isomorphism for t ∈ (0, 1), we deduce that q t (a) = 0 for t = 0, and Proposition 7.14 shows that q 0 (a) = max{ ε 0 (a) , ε 1 (a) } = 0. It remains to show that
The containment ⊆ follows from Proposition 7.14. For the reverse containment, fix an element f of the right-hand side of (7.7). Proposition 7.14 shows that there ex-
We deduce that under the hypotheses of the preceding theorem, T C * (S m E) is homotopy equivalent to T C * (E(0, m)), and hence compute its K-theory. Lemma 7.17. Let A and B be C * -algebras, and let ι : B → A be an injective homomorphism. Then the C * -algebra
Then ϕ • ψ is equal, and in particular homotopic, to id B . Define
Then ρ is a homomorphism, and ρ(f )(0) = f = id Cι (f ) and ρ(f )(1) = ψ(ϕ(f )) for all f ∈ C ι . So ψ • ϕ is homotopic to id Cι . Corollary 7.18. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. Suppose that for every v ∈ E 0 there exist n ≥ 1 and µ ∈ E nm v such that
is homotopy equivalent to T C * (E(0, m)), and we have
Proof. By Theorem 7.16, for the first statement we just have to show that the algebra , m) ). This follows from Lemma 7.17 applied to ι =  1,m+1 . Now [28, Proposition 3.2.6] , m)) ). By [9, Theorem 4.1], the algebra T C * (E(0, m)) is isomorphic to the Toeplitz algebra of a Hilbert bimodule over C 0 (E(0, m) 0 ) = C 0 (E 0 ). Theorem 4.4 of [24] therefore implies that T C * (E(0, m)) is KK-equivalent to C 0 (E 0 ), and hence
In this section we analyse the quotient C * (S Lemma 2.1 shows that 
) for all t ∈ S, and therefore f = κ m (x) ∈ κ m (K). Theorem 8.2. Let E be a locally finite graph with no sources and fix m ∈ N\{0}. Suppose that for every v ∈ E 0 there exist n ≥ 1 and µ ∈ E nm v such that |E 1 r(µ)| ≥ 2. There is an isomorphismκ m : , m) ))}, and 
of Theorem 7.16 descends to an isomorphism κ ′ : C * (S m E) → A/I. The last statement of Lemma 8.1 shows that I = {f : f (t) ∈ I E(1,m+1) for t = 0 and f (0) ∈ I E(0,m) }. It follows that there is an injective homomorphism κ ′′ : 1, m+1) )), and therefore all of C([0, 1], C * (E(1, m + 1))) because the range of a C * -homomorphism is closed.
To finish this section, we use our earlier results to describe, up to Morita equivalence, the C * -algebras C * (S l E) for rational values of l and for locally finite graphs E with no sources or sinks such that for every v and every m there exist p, q ≥ 1, µ ∈ vE pm and ν ∈ E qm v such that |s(µ)E 1 | ≥ 2 and |E 1 r(ν)| ≥ 2. In particular, we show that this applies to any finite, strongly connected graph with period 1 (in the sense of Perron-Frobenius theory).
We first need the following elementary result about the Cuntz-Krieger algebras of the delayed graphs associated to a graph E. Lemma 8.3. Let E be a locally finite graph with no sinks or sources, and let m, n be coprime positive integers. Then C * (D n (E) (1, m+1) ) is Morita equivalent to C * (E(0, m) ).
Proof. By [1, Theorem 3.1], we have C * (D n (E)(1, m + 1)) ∼ = C * (D n (E)(0, m)), so it suffices to show that the latter is Morita equivalent to C * (E(0, m)). To see this, observe that, by [2, Lemma 1.1], the series v∈E 0 p v converges to a multiplier projection P ∈ MC * (D n (E)(0, m)). We claim that P is full. For this, first partition D n (E) 0 as D n (E) 0 = j∈Z/nZ V j by setting
if j = 0 {w e,j : e ∈ E 1 } if j = 0.
Then for α ∈ D n (E) 1 , we have r(α) ∈ V j if and only if s(α) ∈ V j+1 , and it follows that for λ ∈ D n (E) * , we have r(λ) ∈ V j if and only if s(λ) ∈ V j+[|λ|]n . Now fix u ∈ D n (E) 0 , say u ∈ V j . Since m, n are coprime, there exists k ∈ N such that km ≡ j (mod n). Since E has no sinks, there exists λ ∈ E km u, and since s(λ) ∈ V j , it follows that r(λ) ∈ V j−[km] = V 0 , and therefore p r(λ) ≤ P . Hence p u = s * λ p r(λ) s λ belongs to the ideal generated by P . Now for α ∈ D n (E) 1 , the generator s α = s α p s(α) also belongs to the ideal generated by P , and it follows that P is full.
To complete the proof, it suffices to show that P C * (D n (E)(0, m))P ∼ = C * (E(0, m)). We begin by constructing a Cuntz-Krieger E(0, m)-family in P C * (D n (E)(0, m))P . First, for µ ∈ E m , we define α(µ) ∈ D n (E)(0, m) n by α(µ) = f µ 1 ,1 · · · f µ 1 ,n f µ 2 ,1 · · · f µ 2 ,n · · · f µm,1 · · · f µm,n .
For v ∈ E(0, m) 0 = E 0 , we define P v := p v ∈ P C * (D n (E)(0, m))P , and for µ ∈ E(0, m) 1 = E m , we define S µ := s α(µ) ∈ P C * (D n (E)(0, m))P . It is routine to see that (P, S) is a Cuntz-Krieger E(0, m)-family, so the universal property of C * (E(0, m)) implies that there is a homomorphism π : C * (E(0, m)) → P C * (D n (E)(0, m))P such that π(p v ) = P v for all v ∈ E 0 and π(s µ ) = S µ for all µ ∈ E(0, m) 1 . We have α(E m ) = (D n (E)(0, m) n )E 0 ⊆ D n (E)(0, m) n . The universal property of C * (D n (E)(0, m)) shows that there is an action β of T on C * (D n (E)(0, m)) such that β z (s ν ) = s ν for all ν ∈ (D n (E)(0, m) 1 ) \ (D n (E)(0, m) 1 )E 0 , and such that β z (s ν ) = zs ν for all ν ∈ (D n (E)(0, m)
1 )E 0 . Since gcd(m, n) = 0, for each µ ∈ D n (E)(0, m) n , if we factor α(µ) = α 1 · · · α n with each α i ∈ D n (E)(0, m) 1 , we have s(α n ) ∈ E 0 and s(α i ) ∈ E 0 for i < n. Consequently β z (s α(µ) ) = s α 1 s α 2 · · · s α n−1 (zs αn ) = zs α(µ) . Hence, writing γ for the gauge action on C * (E(0, m)) we have π • γ z = β z • π. The gauge-invariant uniqueness theorem [2, Theorem 2.1] therefore implies that π is injective.
It now suffices to show that the range of π is P C * (D n (E)(0, m))P . We have P C * (D n (E)(0, m))P = span{s η s * ζ : η, ζ ∈ V 0 D n (E)(0, m) * , s(η) = s(ζ)}. By construction, each ηξ has the form α(µ 1 ) · · · α(µ k+p ) for some µ i ∈ E(0, m) 1 , and so each s ηξ ∈ π(C * (E(0, m))), and similarly for each s ζξ . So s η s * ζ ∈ π(C * (E(0, m))). Thus π is an isomorphism of C * (E(0, m)) onto P C * (D n (E)(0, m))P as required.
Corollary 8. 4 . Let E be a locally finite graph with no sinks or sources. Suppose that for every v ∈ E 0 and every m ∈ Z \ {0}, there exist n ≥ 1 and µ ∈ E nm v such that |E 1 r(µ)| ≥ 2. For n ∈ N \ {0} and m ∈ Z such that gcd(m, n) = 1, In particular, because A t E op = A E and our hypotheses are symmetrical in E and E op . Finally, the Künneth theorem and that operator K-theory agrees with topological K-theory for commutative C * algebras implies that
We finish by applying Corollary 8.4 to strongly connected finite graphs with period 1. We say that a graph E is strongly connected if for all v, w ∈ E 0 the set vE * w \ E 0 is nonempty (we take the convention that a graph consisting of a single vertex and no edges is not strongly connected). If E is a strongly connected finite graph, then the period of E is defined as P (E) := gcd{|µ| : µ ∈ E * \ E 0 , r(µ) = s(µ)}. Also recall that if E is a graph, then there is a map ∂ : ZE 0 → ZE 1 given by ∂(a)(e) = a(r(e)) − a(s(e)). The 0 th and 1 st homology groups of E are defined by H 1 (E) = ZE 1 /∂ 1 (ZE 0 ), and H 0 (E) = ker(∂ 1 ). The higher homology groups H n (E), n ≥ 2 are trivial (see, for example, [20, Remark 3.6] ). The group H 0 (E) is isomorphic to the free abelian group generated by the connected components of E. We say that a finite graph E is a simple cycle if, putting n = |E 0 |, there are bijections i → v i and i → e i of Z/nZ onto E 0 and E 1 respectively such that r(e i ) = v i and s(e i ) = v i+1 for all i.
Corollary 8.5. Let E be a finite strongly connected graph that is not a simple cycle, and suppose that P (E) = 1. Then for every v ∈ E 0 and every m ∈ Z \ {0}, there exist n ≥ 1 and µ ∈ E nm v such that |E 1 r(µ)| ≥ 2. For n > 0 and m ∈ Z with m, n coprime, In particular,
Proof. First observe that the opposite graph E op is also strongly connected with P (E op ) = 1, and is also not a simple cycle. To prove the first statement, it therefore suffices to consider m > 0 (the case m = 0 follows from the second line of (8.2)).
So fix m ≥ 1 and v ∈ E 0 . Since E is strongly connected, we have |E 1 v| ≥ 1 for all v, and since E is not a simple cycle, a counting argument shows that there exists w ∈ E 0 such that |E 1 w| ≥ 2. Since E is strongly connected, the set wE * v is nonempty, say α ∈ wE * v. It is standard (see for example [21, Lemma 6 .1] applied with k = 1) that P (E) = {|λ| − |ν| : λ, ν ∈ vE * v}. In particular, there are cycles λ, ν ∈ vE * v such that |λ| − |ν| = m − |α|. , m) )) are Morita equivalent as well. Now take m = 0. We have K * (S) = (Z, Z). Thus, by the Künneth theorem in Ktheory, it suffices to show that K 0 (SE 0 ) ∼ = Z and K 1 (SE 0 ) ∼ = H 1 (E). Since SE 0 and its suspension are finite CW-complexes of dimension at most 2, [31, Theorem 1] shows that K 0 (SE 0 ) ∼ = n≥0 H 2n (SE 0 ) = H 0 (SE 0 ) and that K 1 (SE 0 ) is isomorphic to the direct sum of the even homology groups of the suspension of SE 0 , and hence to the direct sum of the odd homology groups of SE 0 . Theorem 6.3 of [20] gives H * (SE 0 ) ∼ = H * (E), and we have H 0 (E) ∼ = Z because E is connected.
