Climate change impact studies inform policymakers on the estimated damages of future climate change on economic, health and other outcomes. In most studies, an annual outcome variable is observed, e.g. annual mortality rate, along with higherfrequency regressors, e.g. daily temperature and precipitation. Practitioners use summaries of the higher-frequency regressors in fixed effects panel models. The choice over summary statistics amounts to model selection. Some practitioners use Monte Carlo cross-validation (MCCV) to justify a particular specification. However, conventional implementation of MCCV with fixed testing-to-full sample ratios tends to select overfit models. This paper presents conditions under which MCCV, and also information criteria, can deliver consistent model selection. Previous work has established that the Bayesian information criterion (BIC) can be inconsistent for non-nested selection. We illustrate that the BIC can also be inconsistent in our framework, when all candidate models are misspecified. Our results have practical implications for empirical conventions in climate change impact studies. Specifically, they highlight the importance of a priori information provided by the scientific literature to guide the models considered for selection. We emphasize caution in interpreting model selection results in settings where the scientific literature does not specify the relationship between the outcome and the weather variables.
1 Introduction µ α (W it ) as regressors in a fixed effects model, where W it ≡ {W itτ } H τ =1 . Hence, for each α, M α specifies a linear model, Y it =X it,α β α + a i,α + u it,α .
(1)
Here, a i,α is a fixed effect, u it,α is a random error term with mean zero and finite variance. We make no further assumptions about the parametric family of the random error terms. We also make no assumptions about the fixed effects, since they will be differenced out in linear fixed effects estimation, and there is a sufficient statistic in the likelihood. The subscript it in X it,α means that, for all α, the regressors are a function of the same W it . This is a key feature of this model selection problem. The notation β α indicates that the regressor coefficients are different, both mathematically and in interpretation, for different X it,α . In practice, additional covariates, year fixed effects and flexible time trends are included. To simplify our presentation, we do not include these additional features. However, it is straightforward to extend our analysis to accommodate them. The ultimate object of interest in the above is the response or damage function, X it,α β α . This quantity summarizes how a change in {W itτ } H τ =1 will impact the outcome Y it . Among the most commonly used summary statistics of temperature used in regressions are the annual average (e.g., Dell et al. 2012) , various degree day measures (e.g., Burke and Emerick 2016) , seasonal averages (e.g., Mendelsohn et al. 1994 ) as well as temperature bins (e.g., Deschênes and Greenstone 2011) . To capture nonlinearities in the annual average temperature, its square is also sometimes used (e.g., Burke et al. 2015) .
The choice of which regressors to include in the fixed effects model is a clear model selection choice. We focus on two model selection criteria which are of particular interest in climate change impact studies. Some authors use Monte Carlo cross-validation to justify their particular model selection choice. Building on the large statistics literature on cross validation (Arlot and Celisse 2010), we present conditions under which Monte Carlo crossvalidation (MCCV) can deliver consistent model selection which extend the results in Shao (1993) to the model selection problem at hand. Since we expect the data to be spatially and/or serially correlated, conditions for consistency of model selection via information criteria are also given. One of the most interesting findings in this paper is that for this model selection problem, the Bayesian information criterion (BIC) may be inconsistent when the models considered do not contain the true data-generating process. This is a novel illustration of the BIC inconsistency property which was established previously (Hong and Preston 2012; Sin and White 1996) . We formally explain the special features of this model selection problem that lead to this result, and also provide numerical and empirical results to demonstrate the issue. The numerical results illustrate that MCCV using the Shao (1993) conditions behaves similarly to BIC in terms of being inconsistent when none of the models considered contain the true data-generating distribution. We also note that studying BIC for this problem is interesting because in conventional variable selection problems, BIC tends to select an under-fit model (Dey et al. 2008) .
The data setting in this problem resembles the mixed data sampling (MiDaS) literature (Andreou and Ghysels 2006; Ghysels et al. , 2007 . However, the objective in the climate change literature is to use summary statistics for the high-frequency regressor to learn about its relationship with the outcome of interest, whereas the MiDaS literature seeks to estimate the differential impact on the outcome of different lags of the higher-frequency regressor. Applying methods from the MiDaS literature to the climate change impact studies is an interesting direction that is left for future work.
The paper is organized as follows. Section 2 presents the model selection problem formally, explains the importance of model selection from a policy and statistical perspective, and derives the misspecification bias in the probability limits of linear fixed effects estimators. Section 3 presents conditions for consistent model selection for MCCV and information criteria. Sections 4 and 5 provide simulation and empirical illustration of the theoretical results.
2 Model Selection in Climate Change Impact Studies
Why Model Selection?
In this section, we give several reasons for the importance of addressing model selection in the context of climate change impacts. First, we point out the policy implications of different models. We then show the problem with p-hacking using a simulation example. Finally, we illustrate the special features of the model selection problem in the climate change impact studies literature and compare it to the classical variable selection problem in linear models.
Policy Implications of Response Functions
Estimates of climate change impacts on economic, health and many other outcomes are important to build reliable predictions of the impact of future climate change as well as to inform policy on which adaptation methods may be effective. In order to clarify these points, consider the question of the impact of temperature increases on annual mortality rate (number of deaths per 100,000). Using county-level data from the U.S. of annual mortality rate and daily mean temperature from the National Climate Data Center (NCDC), we consider the following three models which are adapted from our estimates in the empirical example (for details see Section 5, specifically Table 3 ):
The outcome variable is denoted by Y it ,W it is the annual mean temperature,W Q k it is the quarterly mean temperature for quarter k, k = 1, 2, 3, 4, a i,. and u it,. are fixed effects and idiosyncratic shocks, respectively, for each model M . . Note that in the empirical section (Section 5, we include additional controls which we omit in the above regressions to simplify the discussion and focus on the model selection aspect of the problem. Notes: The maps show predicted changes in the simulated outcome variables from 1968 to 1988 due to changes in temperature during this period based on three models in Section 2.1.1 using the NCDC data.
In the annual mean model, increases in temperature reduce annual mortality rate by the same quantity regardless of the weather in the specific location. The annual mean model also suggests that increases in temperature in different parts of the year have the same impact. The quadratic in annual mean model, on the other hand, maintains that increases in temperature across the year have the same impact, however increases in temperature have a different effect depending on the annual mean temperature. Finally, the quarterly mean model suggests that rising temperature in the winter (Q 1 ) reduces the annual mortality rate, but warming in the summer (Q 3 ) increases it.
To better visualize the differences of these models, and thereby illustrate the practical and policy implications of model selection, we plot the predicted changes in the outcome variable based on these three different models using temperature data. We calculate the difference between the predicted outcomes for 1968 and 1988 due to the changes in temperature during this time period for each county, and plot these predicted changes in Figure 1 . It is evident that the three models lead to very different predictions using the same data, and the use of these different response functions may correspond to radically different adaptation mechanisms and resource allocations. Hence, choosing the correct or best model is crucial to adequately inform policy decisions.
On p-hacking: A Simulation Illustration
If empirical researchers do not explicitly address model selection directly, then we expect that they estimate different models and choose the one that gives significance, which is often referred to as p-hacking. In the following, we show issues that arise in this setting using a simple simulation experiment. We use a random sample of counties from the NCDC temperature dataset for the years 1968-1972 as W it for i = 1, . . . , n and t = 1, . . . , T , where T = 5. For each simulation replication, we generate
The idiosyncratic shocks u it are generated as a bivariate mixture normal that is heteroskedastic and serially correlated as follows. Let
∼ N (0.5, Σ 2 ), with 
Finally, we consider the following response functions to generate Y it :
For each of the data-generating processes (DGPs) we consider, we fit all three models described above, A, QinA and Q, and report the following simulation statistics in Table  1 : simulation mean (M ean) and standard deviation (S.D.) of the linear fixed effects (FE) estimator, and simulation probability of rejecting a 5% significance test (p 0.05 ). To mimic what empirical researchers do in practice, we do not correct for multiple testing. Each experiment is repeated 500 times. The simulation results show clearly that regardless of which model contains the true DGP, it is highly likely that all models have significant coefficients at the 5% level. One interesting observation is that when the data is generated using the quadratic in annual mean model, the coefficients in all other models are found to be statistically significant at the 5% level.
However, the simulation probability that both coefficients in the quadratic in annual mean model are significant at the 5% level is only 26.2% for n = 500. For a larger sample size (n = 3000), this issue does not completely disappear. In this simple example, a researcher searching for "significance" on each coefficient is less likely to choose the quadratic in annual mean model, which is the model that contains the true DGP in this example. On the other hand, when the data is generated using the quarterly mean model, the empirical probability of finding significance in the two coefficients on the quadratic in annual mean model is much larger. This simulation experiment, albeit simple, illustrates how p-hacking can mislead the empirical researcher in their model selection choice.
Review of the Variable Selection Problem in Linear Regression
To understand how the model selection problem in climate change impact studies is different from the conventional variable selection problem in linear models, it is helpful to appeal to a mathematical characterization of the problem. The formal mathematical notions of a statistical model, submodel, subparameter, and so forth, are due to McCullagh (2000 McCullagh ( , 2002 , through the algebraic framework of category theory. In what follows, we sacrifice the generality of abstraction for clarity of presentation. The third author is grateful to an anonymous referee on another paper for inspiring some ideas in this subsection; see also Hong et al. (2018) . A statistical model is a family of probability distributions {P θ : θ ∈ Θ} on the same observation space, with Θ denoting the parameter space. The connection with the data comes via the oracle, which is either a point θ OR in the parameter space or the corresponding oracle distribution P θ OR , which is supposedly the stochastic process by which the observed data are generated. The fitted distribution depends on the data y ∈ R n through the function θ(y). However, the idea that the fitted distribution depends on the data does not mean that the model itself depends on the data, since the fitted distribution is merely a member of the family of distributions specified by that model.
Consider the classical multiple linear regression model
where Y is an n-vector of the outcome variable, X is an n×p matrix of explanatory variables, β is a p-vector of slope coefficients, and ε is an n-vector of independent Gaussian noise. To be clear, there is only one model here, which corresponds to the full set of p predictors. The family of distributions corresponding to (3) is indexed by θ = (β, σ) in Θ = R p × (0, ∞). Denoting the set of indices of covariates by [p] = {1, . . . , p}, variable selection seeks to choose one of 2 p subsets (or possibly more than one when considering model averaging for prediction). In this context of uncertainty about the set of explanatory variables which are to be included, it is common to write the parameter θ as (S, β S , σ S ), where S ⊂ [p] represents a subset of explanatory variables, β S ∈ R |S| represents the coefficients corresponding to the specific subset S, with |S| denoting the cardinality of S, and σ S > 0.
A set of models is not a set of probability distributions, and therefore a set of sub-models is not a stochastic model. However, the disjoint union of sub-models is a model, which is distinct from (3). Recall that ∼ = denotes a congruence relation. The parameter space for the disjoint union is
which is an entirely different space. When authors in this literature speak of model selection, they are not talking about (3), because there is only one model to select. Rather, they mean selection of one of the 2 p sub-models, which are disjoint subsets R S × (0, ∞) ⊂ Θ . Information criteria such as the Akaike information criterion (AIC) and BIC are functions on Θ that are constant on each of its 2 p components. Since the oracle is something that generates data, then the oracle is a probability distribution, not a model. It is either a probability distribution Q in the model, or an element θ OR ∈ Θ pointing to Q = P θ OR . This distinction matters if, as in (4), P θ = P θ does not imply θ = θ . Presumably θ OR ∈ Θ is the intent in most papers, in which case the first component θ 1,OR = S OR is the oracle subset, and the second component θ 2,OR = (β OR , σ OR ) is the oracle coefficient.
To each θ = (S, β, σ) in (4), there corresponds a fitted vector µ = E(Y ; θ), and residual sum of squares SSE(S, β, σ) = Y − µ 2 , which is quadratic in β for fixed S, with a unique minimum SSE(S). Most model-fitting criteria are of the penalized log-likelihood form,
for some c n ≥ 2 depending on the data Y only through the number of components. Here, c n = o(n) is a user-specified sequence of constants. AIC sets c n ≡ 2 and BIC sets c n = log n.
We now explain why the model selection problem arising in the climate change literature is different from the problem of selecting one of the 2 p sub-models corresponding to disjoint subsets of the parameter space.
Model Selection in Climate Change Impact Studies
The model selection problem faced by empirical researchers in the climate change impacts literature consists of a choice between a finite set of models, M = {M α : α = 1, 2, . . . , A}, where A < ∞. Each model M α is defined by {µ α , β α , Ξ α }, where we remind the reader that X(W it , µ α ) = µ α (W it ) is the set of summary statistics, β α is the model-specific regressor coefficient vector, and Ξ α is the conditional distribution of Y it,α |W i , a i,α , where
We let M , with the outcome equation
denote the most parsimonious model that contains the outcome equation of the DGP, i.e. for the true parameter value β ,o
where a i and u it are the individual fixed effects and the idiosyncratic shocks of the outcome equation in the DGP. We recognize that the assumptions that the outcome equation is separable in the regressors and the unobservables, a i and u it , as well as linear in the parameters are strong. However, we maintain these assumptions to make progress on the problem at hand. To be clear, we emphasize that the notation M refers to the most parsimonious correctly specified model.
As pointed out above, all models considered contain different summary statistics of the same underlying high-frequency regressor, hence the models are likely to be overlapping. However we would like to differentiate between different cases of overlapping models. Assume without loss of generality k α < k γ . Let ω denote a realization of W it . For a fixed realization ω, the realizations of X it,α and X it,γ are given by x ω,α = x(ω, µ α ) and x ω,γ = x(ω, µ γ ), respectively. Let B α denote the parameter space of β α and β k α the kth element of β α . A model M α is said to be nested in model M γ if all of the probability distributions prescribed by M α are also contained in M γ and may be obtained by restricting the parameter space in model M γ . Two models are non-nested overlapping if the families of probability distributions they prescribe contain some common element(s), but neither model is nested in the other. For the setting of this paper, it is convenient to characterize these relationships with the following definitions.
for all ω and some β α ∈ B α and β γ ∈ B γ , (iii) M α and M γ are strictly non-nested iff they are not nested and x ω,α β α = x ω,γ β γ for all ω, β α ∈ B α and β γ ∈ B γ .
Note that according to (i), a model contains another if the regressors in the latter can be expressed as a linear combination of the regressors in the former. This is different from the typical linear regression framework where a model contains another if the regressors in the latter are a subset of the regressors in the former, i.e. the elements in R α,γ can only be zero or one. We illustrate the above definitions with the following example. 
where
The quarterly mean model uses instead the quarterly means of W it as regressors. Let Q q denote the set of values of τ in each quarter q = 1, . . . , 4. For a set A, |A| denotes its cardinality. In the quarterly mean model,
Note that X it,α = R α,γ X it,γ , where
The quadratic in annual mean model, M δ , uses as regressors X it,δ = (W it ,W 2 it ). Even though the quadratic in annual mean and the quarterly mean models are not nested, if β 2 δ = 0 and β k γ = β k γ for k = k , with k, k ∈ {1, 2, 3, 4}, then both models yield the annual mean model given W it . Hence, they are overlapping, non-nested.
Misspecification Bias
Given that all models considered here use regressors that are functions of different summary statistics of the same time series, we formalize the pseudo-true parameter vectors of the models under consideration. We first introduce the within-demeaning notation for linear fixed effects estimation. For
The probability limit of the fixed effects estimator of the above model, which we refer to as the pseudo-true parameter vector of M α , is denoted by β * α and is given in (8). Here, we assume that
are i.i.d. across i and t. We further assume that the estimation problem is sufficiently regular, and we also assume strict exogeneity of the high-frequency regressor, E[u it |W i1 , . . . , W iT , a i ] = 0. Then
Equation (8) is the counterpart of the omitted variable bias formula in this problem. To gain some intuition for (8), consider the case where both X it, and X it,α are scalar. Then
it, ] is the within-correlation coefficient between X it,α and X it, . Under the assumption that β ,o is non-zero, the sign and the magnitude of β * α /β ,o will depend on the within-correlation between X it,α and X it, as well as the ratio of their variances. If the within-correlation between the two variables is positive, then β * α and β ,o will have the same sign, otherwise β * α will have the opposite sign of β ,o . Suppose that X it,α and X it, have equal within-variance, then β * α will tend to be smaller in magnitude the weaker the within-correlation between X it,α and X it, . This example of attenuation bias is similar to the classical measurement error problem. If X it,α has greater within-variance than X it, , then the attenuation is greater. In general, the sign and relative magnitude of β * α /β ,o will depend on both ρ * ,α and the ratio of the within-variances of X it, and X it,α .
Returning to the general (non-scalar) case, if M α contains M , i.e. X it, = R ,α X it,α for some R ,α , then
For instance, if M α is the quarterly mean model, and M is the annual mean model,
Since X it,α and X it, are summary statistics of W it , if β ,o is non-zero, then we expect all elements of β * α to be non-zero, unless R ,α has zero rows. This is different from the standard variable selection problem, where the pseudo-true parameter value for models that contain M will have zero elements for variables that are not in the DGP in general.
Predicted Values at the Pseudo-True Parameters
LetỸ * it,α (W i ) ≡X it,α β * α denote the within-demeaned predicted value of the outcome for individual i in period t given W i using the pseudo-true parameter vector of M α . Consider two models, M α and M γ where both models contain M , i.e.X it, = R ,αXit,α = R ,γXit,γ . By the results above -recall that we established in (10) that β *
Hence, in this case, both models yield identical predictions given W i using their respective pseudo-true parameter vectors. This result holds regardless of the relationship between the two models as long as M is nested in both of them. Note that if M α is nested in M γ , but the DGP is not contained in either model, they may still have different predictions using their respective pseudo-true parameter vectors. To see this, consider
Note thatỸ
which would hold in general if R α,γ were symmetric and invertible. However, by definition it is not a square matrix. We now consider simple example to illustrate this point. Suppose that M α is the annual mean model and M γ is the quarterly mean model. Then E[X it,γX it,γ ] is the within variancecovariance matrix of the quarterly means, and E[X 2 it,α ] is the within-variance of the annual mean, which is a weighted average of the quarterly means. Clearly, the "variability" is not in general the same for the higher-and lower-frequency mean, unless we impose some restrictive assumptions. For instance, if we require that the within-variance is the same for all quarterly means and that there is no within-covariance between the quarterly means, then
This would imply that the within-variance of summer and winter average temperatures are the same and that there is no inter-seasonal correlation in temperature. These are unrealistic assumptions that we entertain to illustrate our point. In this example, (15) simplifies to
The above equality is trivially fulfilled if R α,γ is proportional to the identity matrix, which would imply that both models are identical. But this is not true in this simple example. If we further simplify the problem by assuming that |Q j | = H/4 for j = 1, . . . , 4, then R α,γ = 1 4
1 k , where 1 k is a k × 1 vector with all elements equal to one. It follows that the above equality clearly does not hold, since its left-hand side would simplify to 1 4 1 k 1 k . Hence, even in this simple example, it is difficult to show that it is possible to obtain identical predictions of the outcome variable given W i when considering two models that M is not nested in.
3 Asymptotic Properties of Model Selection Criteria
Monte Carlo Cross-Validation
Cross-validation is a very popular method in practice, because it directly measures out-ofsample prediction error and seems "model-free". It has been used in Schlenker and Roberts (2009) and Gammans et al. (2017) to justify their model selection choice. In this section, we establish conditions under which Monte Carlo cross-validation (MCCV) yields consistent model selection. Let Y i = (Y i1 , . . . , Y iT ) and X i = (X i1 , . . . , X iT ). Given observations
, to compute the MCCV mean squared error, we randomly draw a collection R of b subsets of {1, . . . , n} with size n v (test sample size) and select a model M cv that minimizes, among α = 1, . . . , A, the criterion given bŷ
Here Y s = (Y i ) i∈s is an nT ×1 vector that vertically stacks Y i for all i ∈ s andŶ α,s c =X s,αβ s c α , whereX s,α denotes the within-demeaned version of X s,α = (X i,α ) i∈s andβ s c α is the estimator of the parameter vector of M α using the training data set {Y i , W i } i∈s c , where s c denotes the complement of s, i.e. the remaining b − 1 subsets in the collection R after removing subset s.
To proceed, we need to express the within-demeaned model in matrix form; c.f. Section 2.3.1. For random variables V it , with i = 1, . . . , n, t = 1, . . . , T , define V i = ( V i1 , . . . , V iT ), and V = ( V 1 , . . . , V n ) . Further, write U i , i = 1, . . . , n, to denote the error terms in the true DGP, which are assumed to be conditionally mean zero. Then we can express the withindemeaned version of model M α in matrix form as
Similarly to Shao (1993) , we study the mean squared prediction error (MSPE) of M α , which is estimated using
, in predicting out-of-sample observations of Y i , which we will refer to as Z i . Assume that the conditional variance of the error terms in the true DGP (which are conditionally mean zero) is equal to 
where ∆ α,nT = 1 nT β ,o X (I nT − P α ) X β ,o ≥ 0 and P α is the projection matrix onto the column space of the design matrix X α . The derivation of the above equality is included in Section A of the Appendix for the reader's convenience. Several remarks are in order. The homoskedasticity and serial uncorrelatedness of the idiosyncratic shocks are crucial to obtain a component of the mean squared error that depends on the model dimension. As in Shao (1993) , it is convenient to consider two categories of models, -Category I: ∆ α,nT > 0, -Category II: ∆ α,nT = 0, when X it, = R ,α X it,α .
The following standard conditions correspond to conditions in Shao (1993) 
ii. plim n→∞ max i≤n,t≤T w it,α = 0 ∀α = 1, 2, . . . , A, where w it,α is the it th diagonal element of P α , iii. max s∈R 1 nv i∈s
Condition 1.1 imposes homoskedasticity and serial uncorrelatedness of the idiosyncratic shocks. Condition 1.2 is the model identifiability condition for models in Category I. The regularity condition in 1.3(i) is a high-level condition that ensures the existence of a law of large numbers for X α X α /n, and that it converges to an invertible matrix in probability for any α = 1, . . . , A. Proposition 1. Assume Condition 1, and n v /n → 1 and n c = n − n v → ∞, b −1 n −2 c n 2 → 0.
(i) If M α is in Category I, then for some R n ≥ 0,
where U s = Y s − X s β.
(ii) If M α is in Category II, then
(iii) It follows that
The proof is given in Appendix A. The above proposition establishes that if M is under consideration, then MCCV with n v /n → 1 and n c → ∞, hereinafter MCCV-Shao, will select this model with probability tending to one in large samples. Suppose M is not considered, however some models that contain it (Category II) are in the set of candidate models. Then the above proposition implies that the most parsimonious among those models in Category II will be selected with probability tending to one as n → ∞ by the MCCV-Shao procedure. However, the above does not ensure that if the models considered are all in Category II, i.e. none of the models considered contain M , that the most parsimonious model with the smallest lim n→∞ ∆ α,nT will be selected with probability tending to one. We will explore this issue in the simulation section.
In the absence of homoskedasticity and serial uncorrelatedness, it is well-known that it is very difficult to formally justify MCCV. We will, however, examine its performance under weaker conditions in the numerical experiments.
Generalized Information Criteria
Here we introduce the generalized information criterion (GIC) for this problem. In the linear fixed effects model, we do not need to specify a parametric family for the errors to define the estimator. However, it is computationally convenient to use the result that the linear fixed effects estimator is identical to the conditional maximum likelihood estimator under the additional assumption of Gaussian errors, and the conditioning is on
which is a sufficient statistic for the individual fixed effect (Arellano 2003) . To be clear, we do not require the Gaussianity assumption or conditional maximum likelihood estimator for our theoretical results, but we take advantage of this equivalence with the linear fixed effects estimator for convenience. We will use f (·) to denote the relevant density function; its precise meaning should be clear from the context. Let Y i = (Y i1 , . . . , Y iT ) and X i,α = (X i1,α , . . . , X iT,α ), the i th contribution to the conditional
The log-likelihood function is hence given by
In the following, we will work with the conditional profile likelihood function
is the constrained maximum likelihood estimator for σ 2 α given a fixed value of β α . Hereinafter, we letˆ nT
The generalized information criterion (GIC) is given by the following
The term λ nT penalizes model dimension. The choice of λ nT = 2 corresponds to the AIC, whereas the choice λ nT = log(nT ) corresponds to the BIC. One of the attractive features of information criteria is that we can formally justify their behavior under heteroskedasticity, spatial and/or time series dependence by viewing them as a misspecfication of the above log-likelihood. Since we will deal with misspecification in this section, we introduce another definition, which is pseudo-consistency of a model selection procedure following Sin and White (1996) .
and M is not nested in M α for any α = 1, . . . , A. Then a model selection criterion C is said to be pseudoconsistent if lim n→∞ P ( M C = M P ) = 1, where M C is the model selected by criterion C and M P is the most parsimonious model with the smallest Kullback-Leibler divergence from the true data-generating distribution among all models in M.
Using previous results on the behavior of the quasi-log-likelihood ratio statistic (Sin and White 1996; Vuong 1989) , we can establish conditions for GIC's consistency and pseudoconsistency. Without loss of generality, consider the choice between two models M α and
Further, writeM λ nT to denote the model that minimizes the GIC given λ nT , Vuong (1989) establishes that the rate of convergence of the quasi-likelihood ratio statistic under the null hypothesis differs depending on whether the conditional densities under M α and M γ agree at the pseudo-true parameter values or not. In our setting, this is determined by whether the predicted values of the outcome at the pseudo-true parameters of the two models differ or coincide. The following proposition formally states how this applies to our setting. First, we impose a high-level condition for the result.
Condition 2. (Joint Asymptotic Normality of Estimators)
Here the mean of the multivariate normal is a (k α + k γ ) × 1 zero vector, and Σ is a (k α + k γ ) × (k α + k γ ) matrix. Primitive conditions that satisfy the above condition include appropriate assumptions on dependence and moments of the outcome and regressors that ensure the existence of laws of large numbers as well as central limit theorems.
The following proposition gives sufficient conditions for GIC λ nT to deliver (pseudo-) consistent model selection in our problem when considering three possible cases with two models.
The first two cases are from Vuong (1989, Theorem 3. 3) when both models are equal in terms of Kullback-Leibler divergence from the true data-generating distribution. In both cases, a (pseudo-) consistent GIC should select the more parsimonious model. The third case is when one model is strictly better in terms of Kullback-Leibler divergence, in which case this model should be chosen by a (pseudo-) consistent GIC. Recall that x ω,α is a realization of X it,α given a particular realization of W it . Letx {ωt} T t=1 ,α ≡ {x ωt,α } T t=1 denote the withindemeaned version of
denotes the expectation with respect to the true joint distribution of Y i and W i .
Proposition 2. Assume Condition 2 holds. The following statements hold as n → ∞.
3. Suppose, without loss of generality, that
The proof of the above proposition is immediate from Theorem 3.3 in Vuong (1989) . The result is a special case of what has been shown in Sin and White (1996) and Hong and Preston (2012) . The above lemma shows that for GIC to be (pseudo-) consistent in all cases, then λ nT has to fulfill three conditions as n → ∞:
These conditions are satisfied for λ nT = nT log(log(nT )) or λ nT = nT log(nT ) proposed in Sin and White (1996) . However, BIC α = GIC α,log(nT ) only satisfies (a) and (c), but not (b), which is required for consistency of model selection in Case 2. This pseudo-inconsistency of BIC occurs when f (.|x .,α ; β * α ) = f (.|x .,γ ; β * γ ), which is determined by the inequality of the predicted values at the pseudo-true parameters. In Section 2.3.2, we illustrate that if the models considered contain the true DGP, then the predicted values at the pseudo-true parameters are equal given W i and hence we expect BIC to be consistent. However, if model selection is conducted among models that do not contain M , i.e. all the models under consideration are misspecified, then this issue may occur and BIC may therefore be pseudo-inconsistent. In the simulation section, we provide numerical examples that illustrate how this problem can occur in practice.
Simulation Study
In this section, we illustrate the aforementioned theoretical results using a simple simulation study. We examine the performance of different variants of MCCV and GIC using the same simulation designs in Section 2.1.2. In this section, we present the simulation results for selecting between the annual mean (A), quarterly mean (Q) and quadratic in annual mean (QinA) models. We evaluate the behavior of the model selection criteria for selecting among a broader set of models including bi-annual mean, monthly mean, and temperature bin models in the supplementary appendix.
Given the importance of the pseudo-true parameter values as well as the MSE evaluated at these values in our theoretical analysis, we simulate these quantities for models A, Q, and QinA using 2000 simulation replications using the sample of all counties in our dataset (n = 3078) to ensure that our simulated quantities are as close as possible to their population analogues. Table 2 presents the simulation mean of coefficients (β α ) and MSE estimated usingβ α for our entire sample, i.e. M SE(
2 /(nT ), for all three models we consider when the DGP is A, Q, and QinA, respectively. Note that when QinA is the DGP, the annual mean (A) and quarterly mean (Q) models yield very similar MSE atβ α . Similarly, when Q is the DGP, the MSE atβ α is similar for models A and QinA. However, the predicted values of the outcome given the models' pseudo-true parameter values are quite different. Hence, our theoretical results would predict that when selecting between A and Q (A and QinA) when the DGP is QinA (Q), we expect BIC to be pseudo-inconsistent, i.e. it will choose the larger model among the two models under consideration.
For each DGP, we examine the performance of the following model selection criteria:
-n c = n −1/4 (MCCV-Shao);
-λ nT = log(nT ) (BIC),
-λ nT = nT log(log(nT )) (SW 1 ),
-λ nT = nT log(nT ) (SW 2 ). , the simulation mean for each estimated element of the parameter vector in the models considered across 2000 simulation replications for each DGP (A, QinA and Q). In this design, n = 3078 (the total number of counties in the dataset) and T = 5. We useβ k α to calculate the mean squared error MSE(
2 /(nT ). For further details on the simulation design, see Section 2.1.2.
We use the same random sample of n counties from the full NCDC sample of 3,074 counties and use the temperature data for these counties between 1968-72 as our highfrequency regressor {W i } n i=1 in all the simulation designs. The outcome variable is generated using the DGP in question. All regression models are implemented on the generated data and the six model selection criteria are calculated for each model. The simulation probabilities (proportions) of selecting a particular model for each combination are computed using 500 simulation replications.
For each DGP we consider, Figure 2 shows the model selection simulation probability for three different model selection problems when n = 500, 3000: (i) A, Q, (ii) A, QinA, and (iii) A, Q, QinA. When all models are considered as in (iii), AIC and MCCV-p are not model selection consistent as our theoretical results predict; they specifically select overfit models, such as Q or QinA, even when M (corresponding to A) is among the models under consideration. In this setting, MCCV-Shao, BIC, SW 1 and SW 2 select the most parsimonious correctly specified model with simulation probability very close or equal to 1.
To study the pseudo-consistency of the model selection criteria, we examine two designs: (1) choose between A and QinA where DGP= Q, (2) choose between A and Q where DGP= QinA. Since in both cases the two models under consideration have similar MSE(β α ), A should be chosen in both cases. BIC and MCCV-Shao choose the larger model, QinA in (1) and Q in (2), with probability almost equal to 1 when n = 3000, whereas SW 1 and SW 2 choose A. Hence, the former criteria exhibit performance consistent with pseudo-inconsistency in model selection. The BIC's pseudo-inconsistency is predicted by our theoretical results. According to Shao (1997) , MCCV-Shao and BIC are asymptotically equivalent, hence it is not surprising that they both behave similarly in the simulations. Notes: For each DGP (indicated in the first row), the figure plots the simulation probability (proportion) that a particular model (A, Q or QinA) is chosen by a model selection criterion in a given model selection problem. The model selection problems we consider are listed in the first column. The model selection criteria are given in the second column. For n = 500, 3000, the number of simulation replications is 500.
Empirical Application
In this section, we provide an empirical application based on Deschênes and Greenstone (2011) , which examines the relationship between temperature and mortality in the United State using county-level data from 1968 to 2002. Due to restrictions on public access to the full data set, our empirical application spans the period from 1968 to 1988 only. Hence, we cannot replicate the results of Deschênes and Greenstone (2011) , and the findings here do not have any direct implications for their results.
In our empirical application, we consider models M α which are all linear in the parameters and differ only in the temperature variables,
where Y it is either annual mortality rate (number of deaths per 100,000) or age-specific annual mortality rate (number of deaths per 100,000) for the age groups < 1, 1 − 45, 45 − 64, > 64. The regressors X it,α = µ α (T it ) represent temperature variables constructed based on daily average temperature T it ≡ {T itτ } H τ =1 , P it represents annual total precipitation, δ s represents state-level linear trends, and γ t represents year fixed effects.
We focus on the annual mean (A), quadratic in annual mean (QinA), and quarterly mean (Q) models in this section, but we include the discussion of additional models in the supplementary appendix. Table 3 shows empirical estimates. Following Deschênes and Greenstone (2011), we present results for the entire sample (pooling all age groups), as well as age-specific estimates. As reported in Table 3 , the pooled regressions only yield statistically significant estimates when using Q. The signs of the estimates are intuitive as warming decreases mortality in the cold season but increases mortality in the hot season. The age-specific estimates of Q suggest that this result is likely driven by the senior group that is most sensitive to temperature fluctuations. It is worth noting that the results for the 1 − 44 age group also indicate significant effects for model Q, but these estimates are counterintuitive and difficult to explain. Most coefficient estimates for models A and QinA are statistically insignificant with the only exceptions arising in model A for the 1 − 44 age group, and in models A and QinA for the senior group. For the latter group, the A and QinA estimates both show that increasing annual average temperature decreases mortality, which may be due to the negative cold-season effect of increasing temperature in the Q regression. Table 4 presents the model selection criteria computed for the three models we consider here as well as a model with no temperature variables as our baseline model (N ). For the pooled and the 1 − 44 age group, MCCV-p and AIC select Q while all other criteria select N . For infants and 45 − 64 age groups, all criteria select N except for AIC for the 45 − 64 age group. For the senior groups (> 64), AIC, BIC, MCCV-p, and MCCV-Shao all select Q while SW 1 and SW 2 select N . 
The majority of N outcomes partly reflects a limited predictability of mortality based on temperature variables, especially for those under 65 years old. The model selection results for the 1 − 44 age group illustrate the overfitting tendency of AIC and MCCV-p, as both criteria select Q but the Q estimates are difficult to reconcile with existing knowledge on the temperature-mortality relationship. Model selection criteria such as BIC and MCCV-Shao only select a model other than N in one case, specifically Q in the > 64 regression. It is challenging, however, to interpret the difference in the selection decision for the > 64 age group between BIC and MCCV-Shao, on the one hand, and SW 1 and SW 2 , on the other. Overall, the empirical results illustrate the importance of addressing model selection in this problem. For most age groups, MCCV-Shao, BIC, SW 1 and SW 2 select the model with no temperature variables, even though some other models that include temperature variables are found to have statistically significant results.
Conclusion and Directions for Future Research
This paper presents an interesting and important model selection problem that arises in climate change impact studies and merits the attention of statisticians and econometricians. The paper highlights the limitations of the existing empirical approaches to address this model selection problem. Specifically, if none of the models considered contain the true data-generating distribution, then BIC and MCCV that obeys the Shao (1993) conditions are pseudo-inconsistent. This issue may be especially problematic in practice, when the scientific literature does not offer clear guidance on the appropriate variables to include in the model. The generalized information criteria proposed in Sin and White (1996) tend to be consistent in settings where BIC is not. However, it is difficult to interpret a difference in a decision between BIC and the criteria proposed in Sin and White (1996) based on a given data sample. There are several interesting and important directions for future research. More flexible procedures to estimate the response functions would be a good substitute to the model selection approach. Allowing for possible nonlinearities between regressors and fixed effects is another important departure from the setup in this paper. The aforementioned questions constitute important and fruitful directions for future work.
A Derivations and Proofs

A.1 MSPE Derivation
LetZ denote "future" values of Y whereasβ(α α ) was estimated using the sample Y and X n,α ).
where U z denotes the within-individual demeaned error term of the observations Z. Let Γ α,nT denote the expectation of Γ α,nT conditional on
The first term on the right hand size of the equality equals E n i=1
T t=1ũ
2 it /nT = E[ũ 2 it ] = σ 2 (T − 1)/T . The second term can be simplified as follows
where the last equality follows by noting (I n ⊗ Q T ) X α = X α as well as properties of the trace.
A.2 Proof of Proposition 1
Proof. The proof is adapted from Shao (1993) to the setting of a fixed effects model with stochastic high-frequency regressors. Following Shao (1993) , we first show the results for Balanced Incomplete Cross-Validation (BICV) with stochastic regressors, then we extend the results to MCCV. Let B be a collection of b subsets of {1, . . . , n} that have size n v such that (i) for each i, 1 ≤ i ≤ n, the same number of subsets of B include it, (ii) for each pair (i, j) for i, j ∈ {1, . . . , n}, the same number of subsets of B include it. From (3.1) in Shao (1993) and the balance property of B, From (3.1) in Shao (1993) and the balance property of B, (27) where the last equality follows from the proof of (3.5) in Shao (1993) . ( 
Thus, n n c 2 (I nvT − Q α,s )P α,s (I nvT − Q α,s ) = (1 + o(1)) 2 P α,s ≥ 1 2 P α,s
for s ∈ B and n sufficiently large. Pre-and post-multiplying the above by (I nvT − Q α,s )
Similarly by (32) Z α,s = I nvT − n v n + o p n c n P α,s (I nvT + c n P α,s ) I nvT − n v n + o p n c n = I nvT + o p n c n
2
(1 + c n )P α,s
since c n (1 − n v /n) 2 = (2 − n v /n)n v /n. Using (34) (I nvT − Q α,s ) −1 (I nvT − Z α,s )(I nvT − Q α,s )
(1 + c n )(I nvT − Q α,s ) −1 P α,s (I nvT − Q α,s ) −1 ≤ o p (1)(1 + c n )P α,s .
Thus,
since from the above (c n /n v T b) s∈B P α,s r α,s 2 = O p (n −1 c ), which proves (ii) in the proposition for BICV. (iii) follows in a straightforward manner from (i) and (ii).
The extension of the proof to MCCV is straightforward from Theorem 2 in Shao (1993) assuming the sufficient conditions given in Condition 1.
