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Wire-linked high-speed interfaces play an important role in modern computing systems. They are required
to transfer enormous amounts of data in a short time between processors, memories and periphery. Many
efforts are put into the development of I/O links with higher data rates and lower power consumption in
order to keep up with the increasing processing speed of CPUs and GPUs. Especially memory interfaces
are struggling to reach the bandwidth required by the processors. Source-synchronous parallel I/O links
that connect the processor and the memory with PCB interconnects are limited by the high-frequency
characteristics of the PCB and the maximum number of parallel data links. New interface types with
shorter interconnects and more parallelization based on a silicon interposer instead of a PCB have been
introduced to tackle this problem, but due to the higher manufacturing cost these interfaces still haven’t
fully replaced traditional PCB based memory interfaces.
A common challenge in all parallel high-speed I/O links is the calibration of the ideal sampling
time for each individual data link. The conventional method requires time consuming bit error rate
measurements over a 180◦ wide range of possible sampling phase positions and is prone to timing center
errors due to the nonlinearity of the phase generation. In this work a fast timing center calibration based
on a phase measurement between the received signal and the internal clock is presented which reduces
the calibration time significantly and minimizes the timing center error by compensating the nonlinearity
of the phase generation. The phase measurement is performed by a fully synthesized phase-to-digital
converter (PDC) offering precise phase and duty-cycle measurements of high-frequency clock signals with
low power consumption. A calculation method for estimating the deviation of the PDC measurement
result from the actual value due to clock jitter allows to predict the behavior of the PDC and can be used
to generate jitter specifications for the clock signals.
The proposed PDC also offers new possibilities in the implementation of other high-frequency clock
calibration circuits such as delay-locked loops and duty-cycle correctors. Three ASICs in a 65 nm CMOS
process have been designed that demonstrate the feasibility in four different clock calibration scenarios
of a prototype bidirectional asymmetric source-synchronous I/O link similar to the GDDR5 standard for
GPU memories. The application of the PDC as a linear phase detector in delay-locked loops simplifies the
design procedure and results in a small and power efficient circuit that scales well with technology thanks
to the all-digital implementation. The capability of the PDC to measure the duty-cycle of high-frequency
clock signals with high precision is used to correct the duty-cycle in the high-speed transceivers at different
nodes with a low area overhead. In addition to the timing center calibration a voltage threshold calibration
based on the duty-cycle measurement of a received clock pattern is proposed that further reduces the




Schnelle leitungsgebundene I/O Schnittstellen spielen eine wichtige Rolle in modernen Computersystemen.
Sie werden benötigt, um enorme Datenmengen in kürzester Zeit zwischen Prozessoren, Speichern und
Peripherie zu übertragen. Trotz stetiger Bemühungen die Datenrate und den Leistungsbedarf von I/O
Schnittstellen zu verbessern, um mit der anhaltenden Steigerung der Prozessorleistung mitzuhalten, ist
es vor allem bei Speicherschnittstellen schwierig die geforderte Bandbreite zu erreichen. Die Datenrate
quellsynchroner paralleler I/O Links die zur Verbindung von Prozessor und Speicher über eine Leiterplatte
verwendet werden ist vor allem durch die Hochfrequenzeigenschaften der Leiterplatte und die maximale
Anzahl an parallelen Datenleitungen begrenzt. Neuartige Schnittstellen mit kürzeren Verbindungen und
mehr Parallelisierung basierend auf einem Silizium Interposer anstelle einer Leiterplatte versuchen dieses
Problem zu lösen, haben jedoch aufgrund der höheren Herstellungskosten klassische Speicherschnittstellen
noch nicht vollständig abgelöst.
Eine allgemeine Herausforderung bei schnellen parallelen I/O Schnittstellen ist die individuelle
Kalibrierung des idealen Abtastzeitpunkts für jede Datenleitung. Die konventionelle Methode basiert
auf der Messung der Bitfehlerrate über einen 180◦ umfassenden Bereich möglicher Abtastzeitpunkte.
Dieser Ansatz benötigt eine lange Zeit für die Kalibrierung und kann zu einem nicht optimalen
Kalibrierungsergebnis aufgrund der Nichtlinearität der Phasenerzeugung führen. In dieser Arbeit wird eine
schnelle Kalibrierungsmethode basierend auf einer Phasenmessung zwischen dem empfangenen Signal
und dem internen Taktsignal vorgestellt. Diese reduziert die Kalibrierungszeit deutlich und minimiert
zusätzlich den Phasenfehler durch eine Kompensation der Nichtlinearität der Phasenerzeugung. Die
Phasenmessung erfolgt durch einen voll synthetisierten Phasen-zu-digital Wandler (PDC), welcher
hochpräzise und energieeffiziente Phasen- und Tastgradmessungen von hochfrequenten Taktsignalen
ermöglicht. Eine Berechnungsmethode zur Abschätzung der Messfehler des Wandlers aufgrund von Jitter
erlaubt es das Verhalten des PDC vorherzusagen und Jitterspezifikationen für die Taktsignale abzuleiten.
Der vorgestellte PDC bietet zudem neue Möglichkeiten bei der Implementierung anderer
Kalibrierungsschaltungen für hochfrequente Taktsignale wie z.B. Delay-Locked Loops und Tastgradkorrek-
toren. Um die Machbarkeit solcher Kalibrierungsschaltungen anhand einer beispielhaften bidirektionalen
asymmetrischen quellsynchronen I/O Schnittstelle, ähnlich dem GDDR5 Standard für GPU Speicher, zu
demonstrieren wurden insgesamt drei ASICs in einer 65 nm CMOS Technologie hergestellt. Der Einsatz des
PDC als linearer Phasendetektor in Delay-Locked Loops beispielsweise vereinfacht den Entwurf und führt
zu einer energieeffizienten Schaltung mit geringer Größe, welche dank der voll digitalen Implementierung
gut mit der verwendeten Technologie skaliert. Die Fähigkeit des PDC den Tastgrad von hochfrequenten
Taktsignalen mit hoher Genauigkeit zu messen wird des Weiteren dazu eingesetzt eine Tastgradkorrektur
mit geringem zusätzlichen Flächenbedarf an verschiedenen Punkten in den Transceivern durchzuführen.
Neben der Kalibrierung des Abtastzeitpunktes wird auch eine Kalibrierung der Schwellspannung für nicht
differenzielle Schnittstellen vorgestellt, welche auf der Tastgradmessung eines empfangenen Taktsignals
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Motivation and Context for






The ongoing shrinking of transistors in semiconductor technologies enabled a constant performance
increase of modern computer systems over the last decades. Smaller process nodes allow for faster
digital circuits and a higher integration density in integrated circuits (IC). The trend of doubling the
number of components per IC every two years was stated by G. Moore and is known as “Moore’s Law”.
Although Moore is already forecasting the end of this trend [7], there are still efforts to continue the
shrinking of transistors down to the physical limits with technology nodes as small as 7 nm [8]. However,
parallelization becomes more and more important to achieve further improvements in processing speed
as the maximum clock frequency of digital ICs is stagnating. Figure 1.1 shows the development of the
number of transistors, the clock frequency and the number of cores in microprocessors over the last
decades [1]. It can be seen that as soon as the clock frequency reached its limits the number of cores
started to increase in order to further improve the processor performance.







Number of transistors ( 1000)
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Figure 1.1: Development of the number of transistors, the clock frequency and the number of cores in
microprocessors over the last decades [1].
An important aspect that is not obvious from the data in Figure 1.1 is that the bandwidth of memory
interfaces is also a limiting factor in computer systems. A fast data processing is only possible if a fast
access to the data storage is provided. Today’s high-performance central processing units (CPU) and
graphics processing units (GPU) have a dedicated dynamic random access memory (DRAM) of multiple
gigabytes. Due to the large chip size and the special requirements to the semiconductor process the DRAM
is fabricated as a separate IC and is connected via high-speed I/O links to the CPU or GPU. High-bandwidth
memory interfaces have always been relying on parallelization, but there has been no increase of the bus
width over the generations of main memory interface standards for CPUs and GPUs. The most common
standards are double data rate (DDR) with a bus width of 64, graphics double data rate (GDDR) with a
bus width of 32 and high-bandwidth memory (HBM) with a bus width of 1024. A bandwidth growth over
the generations (Figure 1.2 (a)) is achieved by increasing the per pin data rate as shown in Figure 1.2 (b),
but the progression is not sufficient to keep up with the processor speeds.
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Figure 1.2: Maximum bandwidth (a) and per pin data rate (b) of the most common high-bandwidth
memory interface standards.
The data rate of wire-linked high-speed interfaces is mainly limited by the transmission channel
characteristics that degrade the signal integrity of the I/O link with increasing frequency. The interface
standards have tackled this problem by improving the packages of processors and DRAMs to reduce
signal reflections and by improving the transceiver circuits in order to compensate the negative channel
characteristics. Today a variety of circuit techniques and calibration schemes is employed to reach data
rates of 18 Gb/s and beyond. Although successful wire-linked data transmission at 112 Gb/s has already
been demonstrated [9], commercial parallel high-speed interfaces currently cannot reach such high data
rates. The key limitation at this point is the power consumption of the IC. CPUs and GPUs have a limited
power budget due to the available cooling concepts and therefore need to compromise between core and
interface power consumption. In mobile devices this is an even bigger issue since the cooling of the ICs is
more difficult and an increased power consumption also reduces the battery runtime.
Another challenge at high frequencies is the determination of the ideal sampling time of the data.
With increasing data rate, I/O links become more sensitive to timing skew between clock and data due to
process and trace length mismatch. Recent memory interface standards (DDR4, GDDR5/5X/6) implement
a per pin deskewing using local clock phase adjustment. The clock phase at each transceiver is calibrated
prior to the data transmission for both, the read and the write operation (link training). Since the delay of
the transceiver circuits also depends on the supply voltage and the ambient temperature, the calibration is
repeated frequently in order to track variations of the operating conditions. The state-of-the-art methods
for the link training are limited in accuracy and take a significant amount of time in which the interface is
not available for data transmission. Optimizations to the link training and the internal calibrations of
parallel high-speed I/O links have the potential to improve the link data rate, reduce the calibration time
and reduce the power consumption of the interface.
1.2 Research Scope and Design Objective
This thesis presents a new approach to the phase and duty-cycle measurement of high-speed clocks and
investigates its application in the link training and the internal clock calibration of high-speed I/O links.
The concept is applied in four major calibration topics:
• Phase detection in multiphase delay-locked loops for area- and power-efficient solutions in
parallel high-speed I/O links.
• Duty-cycle detection for precise duty-cycle correction circuits with low area overhead.
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• Timing center calibration of bidirectional source-synchronous parallel I/O links with improved
accuracy and reduced link training duration.
• Voltage threshold calibration of single-ended high-speed I/O links based on duty-cycle
measurement for reduced link training duration.
Three custom application-specific integrated circuits (ASIC) have been designed to verify the concepts
and analyze their performance. The main objective of the implementations is to improve the accuracy
and reduce the power consumption of the calibration circuits. A second target is to minimize the area
consumption of the circuits by using as few analog components as possible and implementing major
parts in the digital domain. This constraint follows the trend towards “all-digital” implementations that
can be seen in many different mixed-signal applications like phase-locked-loops, delay-locked-loops and
duty-cycle correctors. Digital circuits scale better with technology than analog circuits and therefore
provide a continuous area reduction with shrinking process nodes.
A source-synchronous I/O link based on the GDDR5/5X/6 standard is chosen as an example
application, as it represents the highest performing commercially successful memory interface at the
time of publication. The bidirectional asymmetric structure of the interface also reflects the constraint of
moving most of the calibration circuits to one side of the memory controller IC in order to minimize the
cost of the DRAM ICs.
1.3 Thesis Outline
The structure of this thesis is based on the calibration sequence of typical source-synchronous parallel
high-speed I/O links illustrated in Figure 1.3 and is divided into three parts.
Part I: Motivation and Context for All-Digital Clock Calibration in High-Speed I/O Links
After the motivation and the research scope are presented in chapter 1, chapter 2 gives an overview of
high-speed I/O links and common interface standards with a special focus on the bidirectional asymmetric
source-synchronous interface architecture. The modeling techniques used in this work for the simulation
of a chip-to-chip interface are presented and the considered metrics for the analysis of high-speed signals
























Figure 1.3: Calibration sequence of a typical source-synchronous parallel high-speed I/O link with PDC
enhanced calibration steps annotated with the corresponding chapters of this thesis.
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interfaces are explained together with implementation examples. The calibration steps are divided into
internal calibrations and interface trainings as shown in Figure 1.3.
Part II: Design of Low-Power All-Digital High-Speed Clock Generation and Measurement Circuits
This work presents enhancements to four of the seven calibration steps through the use of a new
phase-to-digital converter (PDC). Implementation details, as well as an in-depth analysis of the behavior
of the PDC are discussed in chapter 3. The PDC can be fully synthesized from a standard-cell library and
is verified on a field programmable gate array (FPGA) prior to the implementation in an ASIC.
Chapter 4 presents a new approach to the design of all-digital multiphase delay-locked loops (DLL).
The use of a PDC as a linear phase detector and area efficient shunt-capacitors simplifies the loop filter
design and minimizes the active area of DLLs. A second, current-starved inverter based multiphase DLL
design is presented that also brings the jitter performance and power efficiency to a similar level as the
best reported state-of-the-art designs.
In chapter 5 a duty-cycle corrector for high-speed I/O links using the PDC as a duty-cycle detector is
described. The design provides a linear duty-cycle adjustment with a fine resolution over a wide frequency
range and can share the PDC with other clock calibration circuits in the transceiver ASIC.
Part III: Phase-to-Digital Converter Based Fast Link Training of Asymmetric Bidirectional Source-
Synchronous I/O Links
The timing center calibration based on a PDC measurement of the phase between the sampling clock
and the received data is discussed in chapter 6. A differential 6.4 Gb/s/pin transceiver ASIC demonstrates
the reduced calibration time of the proposed method compared to the conventional passing window
approach. An additional INL compensation with optional duty-cycle correction also improves the accuracy
of the timing center calibration and allows the use of lower power circuits for the phase generation that
would lead to a significant timing error with the conventional passing window approach.
Chapter 7 investigates a method to perform the voltage threshold calibration of single-ended high-
speed I/O links by measuring the duty-cycle of a received clock pattern. A single-ended 6.4 Gb/s/pin
transceiver ASIC implements all concepts of the preceding chapters together with the proposed voltage
threshold calibration method and demonstrates the feasibility of a fast 2 D eye detection.
In chapter 8 the research results are summarized and an outlook is given on possible improvements
to the presented designs and calibration methods, as well as further applications of the PDC.
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2 High-Speed I/O Links
High-speed I/O links usually come into play when large amounts of data must be transferred between
two or more integrated circuits in a very short time. The enormous amount of different applications that
require high-speed data transmission have led to a variety of interface types with individual trade-offs
optimized for each application. The intention of this chapter is to give an overview of the various types
of high-speed interfaces (Section 2.1), explain the modeling techniques used in this work to simulate
the behavior of high-speed I/O links (Section 2.3) and present commonly used techniques to (partially)
overcome the effects that limit the data rate (Section 2.5). Most of those techniques are used in the two
interface training test chips presented in Part III of this thesis.
2.1 Overview and Applications of High-Speed I/O Links
The total data transfer rate of an I/O link between integrated circuits is called the bandwidth. Since the
bandwidth requirement of an application often surpasses the maximum possible data rate of a single
serial data link, or the required power for such a single link would exceed the power budget, many
high-bandwidth interfaces consist of multiple parallel data links. In this context the term speed relates
to the data rate of a single data link within the interface. The term high-speed does not define a specific
speed range. Instead it will be used in the scope of this thesis for interfaces that require one or more of
the link training procedures presented in Section 2.5 for a reliable data transmission.
A first classification of high-speed I/O links can be done by the medium of transport used for the
data transfer. The three main categories are wire-linked, wireless and optical. As the data is generated
inside the integrated circuits as electrical signals it is an obvious approach to transfer them directly in
form of a wire-linked data transmission. This type of link is usually quite reliable but limits the flexibility
in the application due to the interconnect with an electrical conductor (cable or printed circuit board
(PCB)). Also the distance between transmitter and receiver is limited at high data-rates by the attenuation
of the electrical channel. In wireless communication systems the electrical signals are converted to
electro-magnetic waves. The information is usually modulated onto a carrier signal by varying one or
more properties of the periodic carrier waveform. Typical examples are frequency, phase or amplitude
modulation or combinations of them like quadrature amplitude modulation (QAM). Typical optical
high-speed communication systems transmit data with an optical transmitter (light-emitting diode or laser
diode) through an optical fiber. The range of data transmission through optical fibers is usually larger
than through electrical wires due to a lower attenuation of the optical channel. Therefore this type of I/O
link is used for long distance data transmission in the range of hundreds or thousands of kilometers. This
work focuses only on wire-linked high-speed I/O links and therefore does not go deeper into the details of
wireless and optical communication.
In wire-linked communication interfaces the non-return-to-zero (NRZ) coding is the most common
modulation technique. The signal has only two states (see Figure 2.1 (a)), high and low, which allows
the use of a simple comparator to detect the signal state in the receiver front-end. A more complex
coding that is used to increase the data rate without increasing the highest frequency of the data signal
is pulse-amplitude modulation (PAM). With PAM the data signal has more than two voltage levels and
therefore a single pulse contains more than one bit of information (see Figure 2.1 (b)). In the following
only NRZ signals will be considered, but the concepts presented in this thesis can be in general also












Figure 2.1: Amplitude coding schemes of wire-linked communication interfaces.
2.1.1 Source-Synchronous I/O Links
Wire-linked high-speed interfaces can be divided into two categories. In source-synchronous I/O links
the clock that is used to generate the data stream is transmitted along with data signal (see Figure 2.2).
Ideally both signal paths have equal flight times, so the timing relationship between clock and data is
maintained and the data can be sampled in the receiver for retiming using the transmitted clock signal
without further adjustment. In reality the flight times are different due to local process, voltage and
temperature (PVT) variations and unequal trace lengths. Above a certain data rate a timing center
calibration is needed to ensure proper sampling of the data signal. For multiple parallel data links only
one clock signal is required, so the drawback of the additional pins for the clock is acceptable. When
the frequency of the transmitted clock signal is equal to the data rate of a single data link the interface
is called a single data rate (SDR) interface. In this case the data is captured on the rising (or falling)
edges of the clock signal (see Figure 2.3 (a)). The drawback of SDR signaling is that the frequency of
the clock is twice the maximum frequency of the data signal and therefore the channel requirements
and the power consumption of the clock transmitter are higher than for the data channels. In order
to balance the requirements of the clock and data links the double data rate (DDR) signaling has been
introduced. The data is sampled at both, the rising and falling edges of the clock, resulting in two bits of
information per clock cycle (see Figure 2.3 (b)). Some very high-speed interfaces use a clock signal that
has a frequency of less than half the data rate. A common type is quad data rate (QDR) signaling with
a clock frequency of one fourth of the data rate (see Figure 2.3 (c)). QDR requires either a frequency
doubler or a quadrature phase generator in the receiver to generate clock edges for every bit of the
data stream. Examples for source-synchronous interface standards with high bandwidths are given in
Table 2.1. The bandwidths given in the table are gross bandwidths including any protocol overhead. The
DDRx memory interface standards (e.g. DDR4) are used for the main memory of desktop computers.
The standard allows to connect multiple modules in parallel. Together with the sockets for CPU and
memory modules there are many impedance discontinuities in the signal paths limiting the link speed of
this type of interface. By the use of a 64 bit wide bus it can still achieve a bandwidth of up to 25.6 GB/s.
AMD’s HyperTransport (HT) standard [10] as well as Intel’s Quick Path and Ultra Path Interconnect
Receiver
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Figure 2.2: Block diagram of a typical source-synchronous I/O link.










Figure 2.3: Clock signaling schemes of source-synchronous I/O links.








DDR3 0.8 - 2.133 64 6.4 - 17
DDR4 1.6 - 3.2 64 12.8 - 25.6
HyperTransport (HT) 3.0 5.2 32 20.8
HyperTransport (HT) 3.1 6.4 32 25.6
Quick Path Interconnect (QPI) 4.8 - 9.6 20 12 - 24
Ultra Path Interconnect (UPI) 9.6 - 10.4 20 24 - 26
GDDR5 3.6 - 8 32 14 - 32
GDDR5X 10 - 14 32 40 - 56
GDDR6 14 - 18 32 56 - 72
HBM1 1 1024 128
HBM2 1.6 1024 204.8
(QPI/UPI) standards [11] are intended for fast interconnects between CPUs in a multi-processor system.
In contrast to memory interfaces, the HT and QPI/UPI standards have only two bus nodes with equal
properties (e.g. two processors). The limitation for two bus nodes improves the channel characteristics
and therefore enables higher data rates. For the memory of GPUs the GDDRx standards (e.g. GDDR5 [12])
have been the dominating interface standards for a long time. Since only one memory chip is connected
to each channel and GPU and DRAM are mounted on the same PCB the interconnects provide a much
better signal quality than DDRx memory interfaces. Therefore the link speed is much higher with up to
18 Gb/s for GDDR6 [13]. This allows bandwidths on a 32 bit wide bus of up to 72 GB/s. Recently a new
interface standard for memories has been introduced which is now used on many GPUs by AMD. The HBM
standard uses massive parallelization with 1024 data links and achieves the highest total bandwidth of the
presented interface standards with up to 204.8 GB/s [14]. This is only possible because the interconnect
between controller and memory is not realized using a PCB. Instead the dies are directly mounted on
a silicon interposer, which provides very short and fine pitched metal interconnects, but is significantly
more expensive than a PCB.
2.1.2 Source-Asynchronous I/O Links
Source-asynchronous I/O links do not require the transmission of the source’s clock signal. Instead the
clock is recovered from the data stream inside the receiver using a clock recovery circuit (see Figure 2.4).
Thereby the number of interconnects is minimized and the need for trace length matching is avoided.
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Figure 2.4: Block diagram of a typical source-asynchronous I/O link with clock and data recovery.








USB 3.0 5 1 0.5
USB 3.1 10 1 1.25
USB 3.2 10 2 2.5
Thunderbolt 2 10 2 2.5
Thunderbolt 3 20 2 5
NVLink 1.0 20 8 20
NVLink 2.0 25 8 25
PCIe 4.0 15.752 1 - 16
1.969 -
31.508
PCIe 5.0 31.504 1 - 16
3.938 -
63.015
The process of extracting the clock signal from an asynchronous data stream recovering the data is called
clock and data recovery (CDR). Different CDR strategies for the extraction of the source clock from the
data signal have been proposed which can be divided into open-loop and closed-loop architectures [15].
Both concepts require a coding of the data that ensures a sufficient number of transitions in the data
signal for the circuits to operate correctly. An example for such a coding scheme is the 8b/10b coding,
which maps each 8 bit data word to a 10 bit word adding 20 % of overhead, thus reducing the usable
bandwidth of the interface [16]. In return, the number of ones and zeros in the resulting data stream is
equal, by which AC coupling of the data link is enabled. Another CDR approach that does not require
clock recovery is oversampling CDR. The data is sampled with multiple equally spaced phases of a clock
in the receiver with approximately the same frequency as the transmitter clock. The correct bit value
is obtained by a majority voting of the bits detected by the phase shifted samplers. Table 2.2 shows
examples of source-asynchronous high-speed interface standards with CDR. Again all bandwidths are
gross bandwidths including protocol overhead. The Universal Serial Bus (USB) [17] and Thunderbolt [18]
standards are mainly used for short range cable connection of consumer electronics. In order to keep the
cost of the cables low, only one or two data links are used with rather low data rates. Interface standards
for PCB and backplane interconnects (e.g. NVLink [19] and PCI Express (PCIe) [20]) achieve higher link
speeds and use more parallel data links (up to 16 with PCIe). Many other commercial CDR interfaces are
based on the physical layer (PHY) of PCIe (e.g. Thunderbolt, SATA and M.2).
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From the presented examples of source-synchronous and source-asynchronous interface standards it
can be seen that source-synchronous interfaces are mainly used for short interconnects within a computing
system (e.g. CPU to memory or CPU to CPU). The short distance and the integration on a PCB or in
a multi-die package allow the use of many parallel I/O links. An additional clock signal can be easily
transmitted along with the data to simplify the receiver design and minimize the power consumption.
Source-asynchronous interfaces are typically used for I/O links between different systems (e.g. CPU to
GPU or computer to periphery). Especially interfaces with a cable connection try to minimize the number
of interconnects in order to keep the cables thin and cheap. Therefore only a few parallel data links are
used and an additional clock signal is omitted. The link speeds are higher than in source-synchronous
interfaces to compensate for the reduced parallelization.
2.2 Bidirectional Source-Synchronous Parallel I/O Links
Bidirectional architectures found in the literature can be divided into three different categories, dual
unidirectional, symmetric bidirectional and asymmetric bidirectional interfaces. The terms symmetric
and asymmetric in this context are used to describe the implemented data sampling methods at the
nodes of bidirectional interfaces. In fact, there are often many other asymmetries in both, symmetric and
asymmetric interfaces. In most cases the interface nodes are fabricated with different processes from
different manufacturers. The circuit topologies are usually not part of the interface standard and may
therefore also differ. Certain circuits like equalizers or offset calibration may not be implemented on all
nodes. Circuits for timing adjustment are frequently moved to a master device to reduce the complexity
of the slave device(s) (e.g. in DRAM interfaces).
• Dual unidirectional interfaces consist of independent unidirectional source-synchronous interfaces
for each direction with separate clock and data signals (Figure 2.5 (a)). Due to the independence of
the two interfaces a simultaneous bidirectional data transmission is possible. The link timing can be
matched separately for each direction. Examples are the HT, QPI and UPI interface standards.
• Symmetric bidirectional interfaces are based on bidirectional clock and data interconnects
(Figure 2.5 (b)). Each clock and data signal can only be operated in one direction at a time,
so a simultaneous bidirectional data transmission of a bundle is not possible. Due to the symmetry
of the interface and independent transmitter and receiver circuits on each side of the I/O Link the
link timing is the same for both directions. Examples are the DDR3 and DDR4 interface standards.
• Asymmetric bidirectional interfaces consist of an unidirectional clock and bidirectional data
interconnects (Figure 2.5 (c)). As in the symmetric case, each data signal can only be operated in
one direction at a time, but within a bundle the data links do not necessarily transmit in the same
directions. Practical implementations do not usually make use of this feature, but it is mentioned
for completeness. The link timing for the direction from node 1 to node 2 is matched in the same
way as with a unidirectional interface. For the direction from node 2 to node 1 the clock on the
receiving side is not aligned to the data by default. A phase recovery is needed to adjust the timing
center for the received data. This is sometimes also called a CDR, although the clock signal is not
being extracted from the data stream using a clock recovery circuit as in Figure 2.4. Examples are
the GDDR5, GDDR5X and GDDR6 interface standards.
Source-synchronous interfaces can consist of one ore more bundles, where a bundle is the combination of
a clock signal and the data links associated with that clock. Trace length matching is only required within
a bundle and not between different bundles. This work focuses on asymmetric bidirectional interfaces
since they have the highest requirements to the link training and the developed concepts can be applied
for symmetric bidirectional and dual unidirectional interfaces as well.
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(a) Dual unidirectional source-synchronous I/O link.
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(b) Symmetric bidirectional source-synchronous I/O
link.




(c) Asymmetric bidirectional source-synchronous
I/O link.
Figure 2.5: Block diagrams of dual unidirectional, symmetric bidirectional and asymmetric bidirectional
source-synchronous I/O links.
2.3 Channel Modeling and Simulation Setup
This section describes the modeling techniques applied for the simulation of the transmission channel
in the context of this thesis. Quad Flat Non-lead (QFN) packages are used for the ASICs in combination
with four layer PCBs. This type of package is often used for high-frequency ASICs with a low to medium
number of I/Os. The ASIC is mounted on a center pad using conductive glue to provide a good connection
of the substrate to ground. The pads of the ASIC are connected to the package pins using gold bondwires.
As a Surface-Mounted Device (SMD) the QFN package is soldered on the top layer of the PCB and all
high-speed signals are routed solely on the top layer in form of microstrip transmission lines with a ground
plane underneath the signal trace. Figure 2.6 shows a cross section of the high-speed PCB interconnect
and the modeling techniques used for the different sections of the transmission channel.
If not otherwise noted, the circuits inside the ASIC are simulated using schematics with annotated
parasitic resistors and capacitors extracted from the layout using the software tool Assura QRC. An
equivalent circuit model (Figure 2.7) for the bondwire including package parasitics, based on the models
presented in [5] and [21], is used for the high-speed signal I/Os and the power and ground connections.
For early simulations, the capacitor Cpg models the capacitances of the pad and the electrostatic discharge
(ESD) protection diodes with a typical value of ≈ 1 pF. After layout creation the extracted layout views of
the pads and diodes are used instead. LW and RW model the inductance and resistance of the bondwire.
The inductive coupling between bondwire and lead is modeled by the mutual inductances ML1W and
ML2W. In order to adapt the models to the package and ASIC geometries, the length of the wire lw is left as
a parameter to calculate the component values of LW and RW. Table 7 in [21] with measured inductance




lw − 0.3739nH, (2.1)









































Figure 2.7: Equivalent circuit model of the bondwire and package parasitics of a QFN package.





The lead parasitics are independent of the wire length and are modeled by LL1, LLG, ML1W and CLG for the
path from the lead to the ground plane, as well as LL2, ML2W, CLP and LPG for the path from the lead to
the center pad of the package. The values are taken from Table 1 in [5] and are listed in Table 2.3.
Apart from the model for a single bondwire, three additional models for the simulation of two,
three and four coupled bondwires are implemented to simulate crosstalk effects of neighboring I/Os.
These models include additional mutual capacitors and inductances between the single wire model of
each bondwire. Figure 2.8 shows the equivalent circuit model for two coupled bondwires. The mutual




lw − 0.3506nH (2.3)
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Table 2.3: Component values of the parasitic elements in the equivalent circuit model for the lead of a
QFN package taken from Table 1 in [5].
LL1 LLG CLG LL2 CLP LPG ML1W ML2W
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Figure 2.8: Equivalent circuit model of two coupled bondwires with package parasitics of a QFN package.
fitted to the measured values in Table 7 in [21]. The models for three and four bondwires also include




lw − 0.3319nH. (2.4)
The values for the mutual components of the leads are taken from Table 1 in [5] as listed in Table 2.4.
Since the high-frequency characteristics strongly depend on the geometry of the bond, these models do
not provide an accurate estimation of the actual performance. However, they help to understand and
overcome the negative effects of the unavoidable impedance discontinuity introduced by the bondwire.
The PCB trace is simulated using the components ”stackup” and ”nclin” from the ”rfTlineLib” library
in Cadence Virtuoso. These components model a microstrip transmission line based on the geometry of
the PCB trace. The ”stackup” component defines the layer stack of the PCB in terms of signal trace and
ground plane thickness hs and hg, as well as thickness hd and relative permittivity "r of the dielectric layer
(see Figure 2.9). The ”nclin” component creates a PCB trace based on the layers defined in the ”stackup”
component and the width ws and length ls of the signal trace. The characteristic impedance Ztml of a
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Table 2.4: Component values of the mutual parasitic elements in the equivalent circuit model for the
coupling of two neighboring leads of a QFN package taken from Table 1 in [5].
CL1L2 M1L1L2 M2L1L2 M3L1L2






Figure 2.9: Relevant parameters of the PCB layer stack for the calculation of the characteristic impedance
Ztml of a microstrip transmission line.
microstrip transmission line can be estimated from "r, ws and hd and is independent of the length ls of the
signal trace. An approximation for Ztml in the case of
ws
hd



























Using these equations the required width of the PCB trace ws can be calculated for a given PCB layer stack
and a target characteristic impedance Ztml. In the scope of this work all transmission lines are designed
for Ztml = 50Ω for compatibility with the measurement equipment.
2.4 Definition of Considered Metrics
A common method for the analysis of the signal quality in a high-speed interface is to measure or simulate
the eye diagram of a data link. The eye diagram is obtained by overlaying the signal transients of each
unit interval (UI) of the data stream as shown in Figure 2.10. One UI is the duration of a single bit in the
data stream defined as




with the data rate of the link fbit. UI is often used as a unit of measure for eye diagrams and bathtub
curves instead of time. The independence of the frequency makes it a useful measure to compare the
quality of transceiver circuits that operate at different data rates. Figure 2.11 shows an example eye
diagram measured on a differential high-speed link at 6.4 Gb/s and the typical measures to determine
the signal quality. The data eye describes the area in the center of the eye which is not crossed by any
signal transients. Anywhere inside this area the data can be sampled correctly without bit errors. The
maximum distance between the innermost transitions at −0.5UI and +0.5UI is defined as the horizontal
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Figure 2.11: Example eye diagram of a 6.4 Gb/s differential I/O link annotated with typical measures.
eye opening or clock phase margin. The distance between the worst case high and low voltage levels at
the timing center of the eye is defined as the vertical eye opening or voltage margin. A common way to
constrain the required signal quality for high-speed transceivers is to define minimum values for clock
phase margin and voltage margin. Some interface standards use polygons instead to constrain a minimum
area for the data eye. The voltage threshold and the sampling time of the data receiver are ideally located
at the eye center in order to maximize the robustness against voltage and timing variations due to external
influences. The jitter of the data signal is measured by taking a histogram of the signal crossings at the
voltage threshold Vth. In the given example of a differential signal Vth = 0V.
Different jitter metrics exist for the characterization of pure clock signals that are obtained by
comparing the clock signal to an ideal clock as illustrated in Figure 2.12. Frequently used metrics are:
• Period jitter is the deviation
tperjit,i = Ti − Tideal (2.8)
of each clock period Ti from the ideal clock period Tideal.
• Cycle-to-cycle jitter is the deviation
tccjit,i = Ti+1 − Ti (2.9)
of the period Ti of adjacent clock cycles.
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Figure 2.12: Illustration of the metrics used to define different types of clock jitter.
• Time interval error, also called accumulated jitter, is the deviation
t tiejit,i =∆t i (2.10)
of the clock edge position from the ideal clock edge position.
The time interval error (TIE) is the most common metric for the characterization of clock signals and is
equivalent to the jitter metric used for data signals in eye diagram analysis. In the following the term
jitter will always refer to the TIE metric. The total jitter (TJ) of a signal is composed of various jitter
components with different root causes that can be divided into two main categories:
• Random jitter (RJ) stems from device noise such as shot noise, burst noise, 1/ f noise and thermal
noise. The distribution of random jitter is gaussian and unbounded and is typically characterized by
its standard deviation σRJ.
• Deterministic jitter (DJ) is introduced through characteristics of the circuits and interconnects.
Typical sources are losses, crosstalk, supply noise, mismatch and reflections. The bounded
deterministic jitter is characterized by the peak-to-peak width of the jitter distribution and can be
divided into two subcategories:
– Bounded uncorrelated jitter (BUJ) is caused for example by supply noise or crosstalk from
independent circuits in the same system. It is composed of periodic jitter (PJ) and aperiodic
bounded uncorrelated jitter (ABUJ).
– Data dependent jitter (DDJ) stems from non-idealities in the signal transmission like
intersymbol interference (ISI) due to reflections and channel loss, as well as duty-cycle
distortion (DCD) through circuit mismatch.
Since the total jitter is a superposition of the different jitter types an exact determination of the
contribution of each individual component is not easily possible. The dual-dirac model [6, 23] is
used to find approximate values for the random and deterministic jitter components by fitting two
gaussian distributions to the left and right tails of the jitter histogram as illustrated in Figure 2.13. The
total jitter estimated for a given bit error rate (BER)
TJ(BER) = 2QBERσTJ + DJ(δδ) (2.11)





and the distance of the averages
DJ(δδ) = µR−µL. (2.13)









Figure 2.13: Illustration of the fitting of two gaussian distributions to the tails of a jitter histogram for the
extraction of the jitter components using the dual-dirac model.







The factor QBER is calculated from the complementary error function to estimate the peak-to-peak width
of the histogram of nBER = 1/BER normally distributed samples. Example values of QBER at different bit





with the number of bit errors nerrors that occur when transmitting nBER consecutive bits. More jitter
components like PJ and DCD can be extracted using advanced jitter decomposition methods [24] that are
out of the scope of this thesis.
Today most oscilloscopes provide a tool for jitter extraction using the dual-dirac model or advanced
methods like spectral jitter decomposition [25]. However, many publications based on older measurement






(tjit,i − tjit,avg)2 (2.15)
and/or peak-to-peak jitter
TJpk−pk =max(tjit,i)−min(tjit,i) (2.16)
calculated from n crossing times t i and the average crossing time tjit,avg = tjit,i. The peak-to-peak jitter
is frequently published without mention of the number of samples recorded. Since the random jitter
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component is unbounded, its peak-to-peak value depends on the number of samples and therefore TJpk−pk
cannot be compared without knowledge of the sample size. For this reason TJRMS is preferred for the
comparison of total jitter measurements.
Another method for the analysis of the quality of a clock signal is the phase noise measurement. The
phase noise is defined as the noise power of a signal spectrum in a 1 Hz bandwidth divided by the total
signal power. The most common representation is the single sideband phase noise Sφ( f ) in dBc/Hz at
an offset f from the carrier frequency [26]. This type of measurement is typically performed with a
spectrum analyzer, but can also be realized with an oscilloscope using the Fourier transform of the clock
TIE. The phase noise analysis is mostly applied to PLLs and DLLs and can give deeper insights into the
circuit performance, such as the loop bandwidth. It also helps to identify sources for clock jitter based on
their dominant frequencies. The RMS jitter of a clock signal can be estimated from the phase noise by
integrating Sφ( f ) [26]. Common metrics are the phase noise at a certain offset from the carrier (typically
1 MHz) and the integrated RMS jitter over a certain frequency offset range (e.g. 10 kHz to 100 MHz).
2.5 Internal Circuit Calibration and Interface Training
In this section the typical link training steps of high-speed I/O links are explained and the most common
approaches are presented. A high-speed link does not necessarily employ all of these procedures, e.g.
differential links do not require a voltage threshold calibration. The goal of each link training step is to
improve the performance of the link in terms of increased bandwidth and optimal sampling of the data.
The calibration steps are presented in the order in which they are usually executed.
2.5.1 Calibration of Transmitter and Termination Impedance
The first link training step in almost any high-speed I/O link is the calibration of the transmitter and
termination impedance. For high frequencies the link channel is treated as a transmission line and is
designed for a characteristic impedance Ztml. In order to avoid ISI due to reflections at the ends of
the transmission line the source impedance ZS and the termination impedance ZT, connected to the
termination voltage VTT, should be equal to Ztml as illustrated in Figure 2.14. A simple approach for the
termination of a microstrip transmission line is to use external SMD resistors mounted on the PCB as close
as possible to the package pins. By using resistors with low manufacturing tolerances a reliable impedance
matching can be achieved. The drawback of this approach is that the bondwires of the chips are not
included in the terminated transmission line and can cause unwanted reflections between termination
and transmitter or receiver circuits. Also the layout space on the PCB and the system cost are increased by
the additional components and the uncorrelated PVT variations of the on-chip circuits limit the accuracy
of the termination.
Today, most integrated high-speed transceivers implement an on-die termination (ODT) close to the






ZS = ZT = Ztml VTT
Figure 2.14: Ideal termination of a transmission line to avoid signal reflections.
















Figure 2.15: Example circuits for a digitally adjustable ODT (a) and an ODT calibration circuit using an
external resistor (b).
characteristics in a CMOS process show significant deviations from their nominal values due to process
tolerances, as well as a noticeable voltage and temperature dependency [27]. Therefore precise
termination circuits require a calibration to cover these PVT variations. This is typically realized
using a replica of the termination circuit and an external precision resistor. The calibration can be
either a continuous analog adaptation or an occasional digital calibration. The later has the advantage of
reduced power consumption as the replica circuits can be switched off after calibration. In bidirectional
transceivers the calibrated transmitter usually serves as ODT for the receiver. Figure 2.15 (a) shows an
example for an n bit digitally adjustable ODT circuit using binary scaled polysilicon resistors and PMOS
transistors. A simple calibration circuit using an external precision resistor, a comparator and an FSM is
given in Figure 2.15 (b).
Advanced approaches to improve the impedance matching, and therefore increase the link bandwidth,
make use of on-chip inductors between the terminated transmitter and the signal pad. Either single
inductors [28] or transformers (T-coils) [29] are used. The drawbacks of these methods are the increased
layout area and the limited availability and complex modeling of integrated inductors in CMOS processes.
2.5.2 Calibration of the Sampler Offset Voltage
The typical receiver front-end consists of a preamplifier and one or more data samplers, depending on
the sampling scheme (SDR, DDR, QDR etc.). The transceivers designed in this work are operated using
the DDR sampling scheme and therefore implement two data samplers clocked with the positive and the
negative signal of the differential half-rate clock CK . After impedance calibration the input referred offset
voltage of the data samplers is compensated in order to have the same threshold on all samplers. For links
with sufficient voltage margin the offset compensation is sometimes omitted. The offset voltage VOS of a
data sampler (clocked comparator) can be determined by shorting the inputs and observing the output
signal DOUT of the sampler. In case of a positive VOS the output is a static one (Figure 2.16 (a)) and for a
negative VOS it is a static zero (Figure 2.16 (b)). When a compensation voltage VC = VOS is introduced,
the output toggles between one and zero with equal probability. The offset calibration scheme applied in
high-speed transceivers counts the number of ones and zeros at the output of the sampler and adjusts the
compensation until an equal number is observed.
The schematic of a typical DDR receiver front-end with offset calibrated samplers and a CML
preamplifier is shown in Figure 2.17. Shorting of the sampler inputs is realized by cutting off the
current source of the CML preamplifier using the transistor MN,0. When no current is flowing through
the differential pair, the outputs of the preamp are both tied to VDD by the load resistors RL, effectively
shorting the inputs of the samplers. An offset calibration FSM observes the deserializer (DES) output and
adjusts the sampler offset using the correction signals OSE and OSO. Figure 2.18 (a) shows the schematic
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(a) Positive offset voltage.












(c) Compensated offset voltage.
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(b) Offset compensation circuit.
Figure 2.18: Schematics of a typical data sampler based on the strongARM latch topology (a) and a
capacitive offset compensation (b).
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of a typical data sampler based on the strongARM latch topology [30]. The input referred offset voltage is
caused by mismatch of the transistors in the differential circuit, mainly the input differential pair. The
offset correction of clocked comparators is typically realized by digitally adjustable capacitors at nodes P
and Q of the strongARM latch [31]. Alternative approaches use current injection at the output nodes [32]
or body bias control [33].
2.5.3 Calibration of Transmitter and Receiver Equalizers
The frequency dependent attenuation of the transmission channel is limiting the maximum possible data
rate of high-speed I/O links. The attenuation causes ISI and can even result in a fully closed data eye at
the receiver. A common approach to counter this effect is the integration of equalizers at the transmitting
and/or receiving end of the interface. An analysis of the channel characteristics is usually performed
prior to deciding which equalization circuits to implement in an application. This analysis is based on
two measurements (or simulations), the S-parameter measurement and the pulse response measurement.
Figure 2.19 (a) shows the simulated transfer function of a single-ended transmission channel consisting
of an 800 mm microstrip transmission line and a package, modeled using the techniques presented in
section 2.3, in form of the S12-parameter. A 6.4 Gb/s interface using this transmission channel experiences
a maximum attenuation of ≈ 13dB at 3.2 GHz. The pulse response in Figure 2.19 (b) shows significant
ISI in form of an influence of the transmitted bit (main cursor) on the preceding bits (precursor) and the
following bits (postcursor).
There are three kinds of equalizers that are typically used in high-speed I/O links. A continuous time
linear equalizer (CTLE) can be added at the receiver side as a first amplification stage. The idea of a CTLE
is to compensate the channel attenuation with an inverse transfer function. Typical CTLE implementations
[34, 35, 36] have a nonlinear transfer function with a gain peaking around the operating frequency of the
interface. The schematics of a conventional CML preamplifier and a CTLE based on source degeneration
are given in Figure 2.20. In the CTLE the bias current source is split into two equal sources connected
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Figure 2.19: Simulated S12 parameter (a) and pulse response (b) of a single-ended transmission channel.



















Figure 2.20: Schematics of a CML preamplifier (a) and a CTLE based on source degeneration (b).
Frequency (Hz)




































































Figure 2.21: Simulated S12 parameters (top) and eye diagrams (bottom) of a transmission channel with a
conventional CML preamp (left) and a CTLE (right).
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created by RL and the load capacitance CL, with the small signal transconductance gm of the input
differential pair [37]. Figure 2.21 shows a comparison of the simulated S12 parameters and the resulting
eye diagrams of the example transmission channel at 6.4 Gb/s with a conventional CML preamplifier and
a CTLE as the first amplification stage at the receiver side. Although the conventional CML preamplifier
has a higher DC gain the eye diagram is nearly fully closed. The gain peaking of the CTLE moves the 3 dB
cutoff frequency from 650 MHz to 1.5 GHz resulting in an acceptable eye diagram with sufficient voltage
and timing margin for proper data transmission.
The other two equalizer types are discrete time equalizers, that means they provide a correction of
the signal amplitude at the sampling time rather than a continuous equalization of the signals frequency
content. Feed-forward equalizers (FFE) are finite impulse response (FIR) filters implemented on the
transmitter side of the data link and can compensate both precursor and postcursor ISI. Figure 2.22 (a)
shows the block diagram of a 4-tap FFE with the filter coefficients a−1, a0, a1 and a2. The coefficients
can be derived from the pulse response of the transmission channel. A 2-tap FFE with only precursor
compensation already provides significant ISI reduction as can be seen from the simulated eye diagram
in Figure 2.22 (b) in comparison to Figure 2.21 (c) using the example transmission channel with a
conventional CML preamplifier. Decision feedback equalizers (DFE) are infinite impulse response (IIR)
filters implemented at the receiver side and can only compensate postcursor ISI. Due to the increased
implementation effort DFEs are only implemented if FFEs and CTLEs are not sufficient to achieve an
acceptable eye opening. DFE implementations can be found in the literature ([32, 36]) and are not
presented in this work.
In systems with a well known transmission channel (e.g. a graphics card with both, the GPU and
the DRAM soldered to the same PCB) the coefficients of the equalizers are often predefined by the
manufacturer through simulation and/or measurement of the interface and are therefore static. When the
channel characteristics are unknown or subject to change (e.g. cable or backplane interfaces) adaptive
equalizers [38] are employed that can determine the ideal equalizer coefficients for the interface. More
information on adaptive equalizer training can be found in [39]. The transceiver ASICs implemented in


























Figure 2.22: Block diagram of a 4-tap FFE (a) and simulated eye diagram of the example transmission
channel with a 2-tap FFE (b).
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2.5.4 Calibration of the Timing Center
The ideal timing center of an I/O link is the sampling time with the maximum margin to the points at
which the BER exceeds a certain threshold (target BER). The ideal sampling time can be obtained by
measuring the bathtub curve at the receiver of the I/O link and determining the timing center at the target
BER [40]. Figure 2.23 shows an example for a bathtub curve in correlation with an eye diagram. The
bathtub curve plots the BER in logarithmic scale over the offset from the eye center from -0.5 UI to +0.5 UI.
This plot is obtained by sweeping the receiver clock phase and measuring the BER of a pseudo-random bit
sequence (PRBS) transferred at every phase position. The measurement duration depends on the lowest
BER to be measured because at least 1/BERmin bits need to be transmitted in order to measure a BER
of BERmin. The target BER of high-speed I/O links is usually very low such as BERtarget = 10−12. The
measurement duration for such a low BER is quite long (e.g. 2.6 minutes per phase position at 6.4 Gb/s
data rate) and therefore this method is unpractical for the link training.
The conventional approach for the calibration of the timing center is to measure the BER at a higher
BERmin resulting in a shorter measurement time. Typical values for BERmin of the conventional calibration
method are 10−3 to 10−4. The result of the measurement is a simple pass/fail decision where pass means
that no bit errors have occurred. This way a passing window is determined and the timing center is set
to the middle of the boundaries between the pass and fail regions [41]. Due to asymmetries of the eye
diagram the calibrated timing center can be offset from the ideal center [40] as illustrated in Figure 2.23.
Also, nonlinearity of the phase generation can lead to a clock centering error. Section 6.1 takes a deeper
















Figure 2.23: Illustration of the conventional timing center calibration based on the passing window
approach.













(b) Local multiphase generation.
Figure 2.24: Block diagrams of a bidirectional parallel transceiver with individual clock phase adjustment
using global multiphase distribution (a) and local multiphase generation (b).
The basic concept for the individual phase adjustment of the receiver sample clock in parallel high-
speed I/O links is to generate fine phase steps from a multiphase clock signal using a phase interpolator
(PI). The multiphase clock is either generated globally using a phase-locked loop (PLL) or a multiphase
delay-locked loop (DLL) and is distributed to each transceiver (Figure 2.24 (a)) or it is generated locally
using a multiphase DLL that is often shared between neighboring transceivers (Figure 2.24 (b)). The
power consumption of the clock distribution takes up a significant part of the overall power consumption
with increasing frequencies [34] and therefore the local multiphase generation is often preferred in
parallel high-speed I/O links. Circuit examples for the multiphase DLL are presented in section 4.1.
2.5.5 Calibration of the Voltage Threshold
Single-ended high-speed I/O links require a threshold voltage Vth for the receiver circuits to distinguish
between the high and the low voltage levels of the data signal. Due to channel and circuit non-idealties
the ideal threshold can differ from the nominal common mode voltage of the transmitted signal. In order
to maximize the voltage margin at the receiver, a voltage threshold calibration is performed. Figure 2.25
shows the schematic of a typical single-ended receiver front-end with a voltage digital-to-analog converter
(DAC) for the generation of Vth. The received signal is coupled to the power supply networks through
the parasitic capacitances of the ESD protection diodes. The resulting supply noise on the data signal
alters the ideal voltage threshold. A supply noise tracking circuit consisting of CP and CN is used to couple
Vth to the supply networks with a similar impedance as the ESD protection diodes. This way the voltage
threshold follows the supply noise induced on the received data signal.
The voltage threshold calibration works similar to the timing center calibration. After the timing
center is calibrated at a predefined nominal voltage threshold, the DAC sweeps Vth and a BER measurement
is performed at each Vth level. Again, a passing window for the voltage threshold is determined by the
boundaries of the pass and fail regions of the BER measurement and the calibrated threshold is set to
the middle of the passing window. Figure 2.26 illustrates the voltage threshold calibration based on a
vertical bathtub curve correlated with an eye diagram. As in the timing center calibration, the calibrated
voltage threshold can be offset from the ideal threshold due to an asymmetry of the eye diagram and
a measurement at a higher BERmin than the target BER. The voltage DAC typically has a very linear
characteristic resulting in a neglectable calibration error due to nonlinearity.






















Figure 2.25: Schematic of a single-ended receiver front-end with a Vth generation DAC and a supply noise
tracking circuit.






















Figure 2.26: Illustration of the conventional voltage threshold calibration based on the passing window
approach.
2.6 Conclusion
High-speed I/O links have a wide range of applications in integrated electronics. The diversity of the
requirements in these applications have lead to a variety of interface standards. This chapter has presented
an overview and a classification of the most common interface standards. Wire-linked communication
interfaces are divided into source-synchronous I/O links with a forwarded clock and source-asynchronous
I/O links with a clock and data recovery in the receiver. This work focuses on bidirectional asymmetric
source-synchronous I/O links with a unidirectional clock and a bidirectional data transmission. The typical
internal calibration procedures and interface trainings of such I/O links have been presented together
with common implementation examples. The following chapters discuss how the conventional calibration
methods can be enhanced by the use of a phase-to-digital converter for precise and efficient phase and










3 Scalable Synthesized Phase-to-Digital
Converter
A synthesized phase-to-digital converter (PDC) is proposed that offers precise phase and duty-cycle
measurements of high-speed clocks with very low area overhead and scalable resolution and sample
rate. The PDC is intended to replace conventional phase and duty-cycle detection circuits in DLLs and
duty-cycle correctors (DCC) for high-speed I/O links and to enable new calibration concepts for improved
link performance. The underlying measurement concept is based on the asynchronous sampling of
high-frequency clocks. It significantly reduces the area and power consumption over previously published
implementations and offers a fully digital design with excellent scalability. The proposed method was
published in [103] and filed as a patent [106].
3.1 Related Work
Circuits for the phase measurement of high-speed clock signals found in the literature can be divided
into three categories. Binary phase detector based implementations are mainly used in PLLs and DLLs
[42, 43, 44]. The output is proportional to the phase difference of the input clocks, but only offers a
quantitatively precise result at 0◦. Time-to-digital converters (TDC) can measure the time delay between
arbitrary edges of a digital signal [45]. They are frequently used as phase detectors in PLLs, especially for
fractional feedback ratios [46]. Asynchronous sampling based phase measurement circuits are emerging
for high-speed applications as they offer a precise measurement and an all-digital implementation [2, 3].
The concepts for the duty-cycle measurement of high-speed clocks reach from fully analog to fully
digital designs. The main application are DCCs for DDR sampling transceiver circuits. Methods for the
digital conversion of the duty-cycle of a clock signal include analog integrator based implementations
[47, 48, 49], oscillator based implementations [50, 51], TDCs [52, 53] and asynchronous sampling based
methods [54]. Selected relevant concepts for efficient digital phase and duty-cycle measurements are
presented in the following.
3.1.1 Binary Phase Detectors
Binary phase detectors generate a digital signal that indicates whether a clock signal leads or lags a
reference clock signal with the same frequency. Three basic example circuits of common implementations
are shown in Figure 3.1. The phase-frequency detector based on two D-flip-flops and a NAND gate is
widely used in analog PLLs and DLLs and generates two output signals [42]. One that indicates whether
the rising edge of the input clock CKIN appears earlier than the rising edge of the reference clock CKREF
and one that indicates whether the edge appears later. The pulse width of the signals is proportional to
the time delay tpfd between the two clock signals with a constant offset of the delay through the NAND
gate td. The XOR based phase detector generates only one output signal with a pulse width proportional
to the time delay between the two input clock signals [55]. The pulses are generated on both, the rising
and the falling edges, but it is not possible to distinguish between a positive and a negative delay between
the signals. The 1 bit TDC generates a binary signal without pulse width modulation [43]. As long as
CKIN leads CKREF the output is a logic one and otherwise it is a logic zero.
In most applications the binary output signals of the phase detectors are converted to either an
analog voltage using a charge-pump [56] or a low-pass filter [55], or to a digital word using a digital
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(c) 1 bit TDC.
Figure 3.1: Example schematics and timing diagrams of a phase-frequency detector (a), an XOR phase
detector (b) and a 1 bit TDC (c).
of binary phase detectors. They are mostly used in PLLs and DLLs where a feedback system enforces a
zero phase difference between two clock signals. The small area and the PVT robustness when combined
with a digital accumulator make them the preferred choice for all-digital implementations. Binary phase
detection can also be found in the synchronization of the data clock and the command clock in the
GDDR5/5X/6 memory interface standards [12, 13]. Another popular application is the compensation
of PVT variations by tracking the relative change of the phase between two clock signals with different
circuit paths [55].
3.1.2 Time-to-Digital Converters
The basic idea of TDCs is to measure the time delay between two signal edges. This method can be used
for both, phase and duty-cycle measurements by either measuring the delay between the same edges
of two phase shifted clock signals or by measuring the delay between the rising and the falling edge of
a single clock signal. Various concepts have been proposed to implement such a delay measurement.
The simplest approach is the delay-line based TDC [57] that delays a start signal n times by a fixed
delay of td. The intermediate signals at each delay stage are fed to a D-flip-flop clocked by a stop signal.
At the moment when a rising edge of the stop signal occurs, the propagation status of the start signal
through the delay line is reflected in the output signals of the D-flip-flops. For a phase measurement the
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(b) Vernier delay-line TDC.
Figure 3.2: Schematics of a delay-line TDC (a) and a Vernier delay-line TDC (b).

















Figure 3.3: Block diagram of a Cyclic-Vernier TDC.
measurement the start signal is the rising edge of a clock signal and the stop signal is the falling edge.
The resolution of this approach is limited by the minimum possible buffer delay td and the range is
given by n · td. A better resolution can be achieved by using a Vernier delay-line TDC [58] with a second
delay-line for the stop signal. The delay elements in the second delay-line have a slightly lower delay
t ′d < td than the main delay elements and the resulting resolution of the TDC is defined by the difference
∆td = td − t ′d of the buffer delays. The 2 D Vernier delay-line architecture [59] improves the efficiency
and provides an increased range covering also negative delays between the start and the stop signal. A
two-dimensional array of D-flip-flops is used to detect delay steps in any combination of slow and fast
delay buffers tn,m = n · td −m · t ′d.
Oscillator based TDCs have the advantage of a small active area and a high resolution. The basic idea
is to count the cycles of an oscillator during the time between a start and a stop pulse. The Cyclic-Vernier
TDC architecture [60] works on a similar principle as the Vernier delay-line TDC. A slow oscillator with a
period of TS is enabled by the start signal and a counter counts the number of cycles nS until the stop
signal is detected (see Figure 3.3). At this point the fast oscillator with a period of TF is enabled and a
second counter counts the number of fast oscillator cycles nF until a phase detector indicates that the slow
and the fast oscillator edges appear exactly at the same time. The result of the time delay measurement is
tTDC = nS · TS+ nF · (TS− TF) (3.1)
with a resolution of∆t = TS−TF. Another advantage of this approach is that the range of the Cyclic-Vernier
TDC can be easily extended by increasing the size of the counter for the slow oscillator cycles.
The gated ring oscillator TDC [61] in Figure 3.4 works with a single oscillator but uses multiple
phases of the generated clock signal to increase the resolution of the TDC. Each clock phase drives a
separate counter and the counter outputs are summed for the final conversion result. The design is
intended for phase measurements of clock signals and can achieve an increased precision by repeatedly
measuring the time delay between the clock edges and averaging the results.
A common way to increase the range and the conversion rate of TDCs is to use a coarse resolution
TDC followed by a fine resolution TDC in a pipelined architecture [62]. The two TDCs can be based on
different conversion concepts and thereby combine their properties. Coarse-fine TDCs have the drawback
of a large area and power consumption. Many other TDC concepts have been proposed, e.g. pulse
shrinking TDCs [63] or ∆Σ TDCs [64]. A significant drawback of all TDC architectures is the strong
dependence on PVT variations that influences buffer delays and oscillator frequencies. As a result, most
TDC concepts require a calibration or PVT compensation to generate precise results with a high and
reliable resolution.
The performance comparison of different TDC architectures in Table 3.1 shows that a resolution of
1 ps can be achieved by most TDC concepts. Oscillator based TDCs have the smallest active area and












Figure 3.4: Block diagram of a gated ring oscillator TDC.
Table 3.1: Performance comparison of different TDC architectures.
Architecture Process Resolution Conversion rate Power Area
Delay-line [57] 40 nm 9.8 ps 300 MS/s N/A N/A
Vernier delay-line [58] 130 nm 8 ps 15 MS/s 7.5 mW 0.26 mm2
Pulse shrinking [63] 180 nm 1.8 ps 4.4 MS/s 3.4 mW 0.07 mm2
Coarse-Fine [62] 65 nm 1.12 ps 250 MS/s 15.4 mW 0.14 mm2
2D-Vernier [59] 130 nm 1 ps 10 MS/s 2.4 mW 0.06 mm2
Cyclic-Vernier [60] 65 nm 1 ps 1 MS/s 0.01 - 0.15 mW 0.001 mm2
Gated ring oscillator [61] 130 nm 1 ps 50 MS/s 2.2 - 21 mW 0.04 mm2
can achieve a low power consumption when operated at a low conversion rate. Also, fully synthesized
implementations of oscillator based TDCs have been proposed that scale well with technology.
3.1.3 Asynchronous Sampling Based Phase Measurement
A few phase and duty-cycle measurement circuits based on asynchronous sampling of high-speed clock
signals have been proposed for clock calibration and eye detection in high-speed I/O links over the last
years [3, 2, 65]. The basic concept in all these publications is to sample the input clock signal(s) with a
fully asynchronous random clock and statistically evaluate the sampling results to determine the phase
shift between two clocks or the duty-cycle of a single clock signal. In order to ensure the randomness
of the asynchronous sample clock, a digitally controlled oscillator (DCO) is used and the frequency is
altered by a linear feedback shift register (LFSR) in a pseudo-random manner. The circuits can be fully
synthesized and therefore offer fast implementation with good scalability. The phase measurement circuit
in [2] occupies an area of only 0.001 mm2 in a 32 nm CMOS process and achieves a resolution of 250 fs.
The resolution depends on the measurement duration and therefore represents a trade-off with the sample
rate of the measurement. The block diagram in Figure 3.5 shows the asynchronous clock generator based
on a DCO and an LFSR with additional clock dividers to enable autonomous operation at the desired
frequency. The phase detector generates a pulse for each DCO cycle detected in the delay time td between
the input clocks CKREF and CKIN. Two counters are used to count the number of detected DCO edges
































Figure 3.5: Block diagram of the asynchronous sampling based phase measurement circuit in [2].
nedge during td and the number of DCO edges ncyc during a complete clock cycle TCK. The phase shift is








Multiple measurements are averaged to improve the accuracy and compensate the influence of jitter on
the measurement result.
In [3] a timing skew compensation for source-synchronous I/O links is described based on the
asynchronous sampling phase measurement circuit illustrated in Figure 3.6. Similar to [2] a DCO in
combination with an LFSR is used to generate an asynchronous random clock signal. Cascaded D-flip-flops
avoid metastability issues by the asynchronous sampling of the input clock signals CKREF and CKIN. There
are four possible states of the sampled signals with both being zero, both being one and only one of them
being one, described by a 2 bit region code Dreg[1:0]. One counter counts the number of occurrences
nmeas of a selected region code and a second counter counts the total number of DCO clock cycles ntotal
during the measurement time. The phase shift between CKREF and CKIN can be determined by the
ratio nmeas/ntotal of the two counter values. The accuracy depends on the total number of DCO clock
cycles observed and again represents a trade-off with the sample rate of the measurement. In [66] the
same concept is implemented using four counters to capture the occurrence of every possible state of
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Figure 3.6: Block diagram of the asynchronous sampling based phase measurement circuit in [3].
3.1 Related Work 35
the active area of an ASIC implementation with two 16 bit counters in a 130 nm CMOS process to be
0.0034 mm2.
A simplified version of the circuit in [2] is used in [65] as a duty-cycle detector. Only one clock signal
is sampled and the number of ones detected is divided by total number of cycles to determine the duty-
cycle. The design uses single ended D-flip-flops as samplers and therefore the measurement is performed
on the positive as well as the negative signal of a differential clock in order to compensate non-idealities
of the samplers. Similarly the concept from [3] is modified in [54] for duty-cycle measurement.
Asynchronous sampling based eye opening monitors [67, 68, 69] offer advanced analysis of on-chip
high-speed signals and can also operate on PRBS signals instead of clock signals. The drawbacks are
increased area and power consumption and therefore the designs are not suitable for the eye centering of
massively parallel high-speed I/O links.
3.2 Proposed Design and Theory of Operation
The operation principle of the proposed PDC differs from the state-of-the-art asynchronous sampling
based phase and duty-cycle measurement circuits and offers several advantages, such as a smaller design
and a simple scalability of resolution and sample rate. Additionally, the design constraints can be derived
from the desired performance of the PDC using the models for the influence of clock jitter presented in
section 3.2.2.
3.2.1 Working Principle
In contrast to previously published phase and duty-cycle measurement circuits based on the asynchronous
sampling method, the proposed PDC uses a fixed frequency ratio between sample clock and input clock
instead of a fully random asynchronous clock. This simplifies the design of the measurement circuit, but
requires the sample clock to be generated by a PLL locked to the same reference as the input clock. The
frequency of the asynchronous sample clock CKS is chosen in a way that the sampling generates lower
frequency representations of the input clocks CKIN with the same phase relationship and duty-cycle as the
original signals. The operation is similar to the down conversion of radio frequency signals using analog
mixers in wireless receiver circuits. The two properties phase and duty-cycle can then be measured using
a single counter that counts the number of CKS cycles between the rising (or falling) edges of the two
input clocks in case of a phase measurement or between the rising and falling edges of a single input clock
in case of a duty-cycle measurement. Due to the fixed frequency ratio, the total number of CKS cycles for
a full period of CKIN is fixed and therefore a division by a second counter value, as in the conventional
asynchronous sampling based methods, is not required. Basic block diagrams of the PDC for phase and

























Figure 3.7: Basic block diagrams of the proposed PDC for phase (a) and duty-cycle (b) measurement.
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The frequency of the asynchronous sample clock
fS =
N
N M + 1
fIN (3.3)
is calculated from the input clock frequency fIN using two parameters N and M . The integer parameter
N > 1 defines the resolution of the PDC measurement in terms of phase steps within a full clock period.
By choosing the resolution to be a power of two (N = 2nbit) DPDC is automatically an nbit bit wide binary
expression of the measurement result that simplifies further processing. The second parameter M ≥ 1
is an integer scaling factor that can be used to reduce the sample clock frequency fS without influence
on the resolution of the measurement. An increase of M (and therefore a decrease of fS) results in a
decreased power consumption of the PDC due to the well known proportionality
Pgate∝ CL V 2DD fclk, (3.4)
with the power dissipation of a CMOS logic gate Pgate, the load capacitance CL, the supply voltage VDD






N M + 1
(3.5)
is reduced by increasing M .
Figure 3.8 shows a timing diagram of a PDC based on the block diagram in Figure 3.7 (a) with a
resolution of N = 23 and a scaling factor of M = 1 for an input clock phase difference of φA,B = 225◦. The
sampled signals A and B have the same phase difference at a lower frequency and control the operation
of the counter DCNT at their rising edges. The measurement result











































Figure 3.8: Timing diagram of a PDC based on the block diagram in Figure 3.7 (a) with N = 23 and M = 1
for an input clock phase difference of φA,B = 225◦.



























Figure 3.9: Timing diagram of a PDC based on the block diagram in Figure 3.7 (b) with N = 23 and M = 1
for an input clock duty-cycle of 37.5 %.
A timing diagram of a PDC for duty-cycle measurement based on the block diagram in Figure 3.7 (b)
with the same configuration is shown in Figure 3.9. Here, the rising and falling edges of the sampled
signal A control the operation of the counter and the input duty-cycle of 37.5 % is converted to a binary
number
DPDC[3 : 0] = b0.375 · 8c= 3 (3.7)
by the PDC.
3.2.2 Modeling of the Impact of Clock Jitter on the Measurement Result
In real circuit implementations, the clock signals CKIN and CKS have a certain amount of jitter. This jitter
has an impact on the measurement result of the PDC that can be estimated using statistical models. As a
positive side effect, the influence of clock jitter can lead to an improved resolution of the measurement
beyond the nominal resolution N when multiple PDC samples are averaged. The underlying assumption
for the following calculations is that the jitter on all clock signals follows a normal distribution. This
assumption is only true for signals dominated by random jitter sources (see section 2.4), which is the case
for a majority of high-frequency clock generators, or at least a sufficient approximation.
As CKIN and CKS are asynchronous, they have to be generated from independent oscillators and














describes the probability of the appearance of a clock edge at an offset ts from the ideal position tedge
based on the RMS jitter σ. For every position ts of the sampling clock rising edge the probability of
















As only the relative position of the input clock edge distribution to the sample clock edge distribution
matters for the calculation, tedge,s = 0 is chosen and ∆tedge = tedge,in − tedge,2 is used to describe the offset.
The product of the probability density of the sample clock edge PDFS(ts) and the cumulative probability











Figure 3.10: Illustration of the method for the calculation of the probability to detect a logic one P1(∆tedge)
when sampling a clock signal with an RMS jitter of σIN using a sample clock with an RMS jitter
of σS at an offset ∆tedge between the ideal positions of the edges of the two clock signals.
of the input clock edge CDFIN(ts) integrated over all possible edge positions ts gives the total probability





























using the RMS jitter values σS and σIN of CKS and CKIN, respectively. The derivation of P1(∆tedge) is
illustrated in Figure 3.10 for one possible position ts of the sample clock edge.
Equation (3.11) can be solved either analytically using taylor series or numerically. In the following
the numerical approach is used, requiring finite integration boundaries. One practical way to find
appropriate boundaries is to use the peak-to-peak jitter value of a real measurement or estimate the
peak-to-peak jitter from the RMS jitter value. The JEDEC standard JESD65B [70] defines a sample size of
10000 for period jitter measurements. Thus the peak-to-peak value can be estimated as the boundaries of
the normal distribution in which 9999 of the 10000 samples are contained (99,99 %). This is the case for
approximately ±3.72σ, so the peak-to-peak jitter is
TJpk−pk ≈ 2 · 3.72σ = 7.44 TJRMS. (3.12)
Using this equation the integration boundaries for the calculation of P1(∆tedge) can be set to
[−3.72σS, 3.72σS]. Outside of these boundaries PDFS(t) is approximately zero, so the product with
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Figure 3.11: Example of P1(∆tedge) for different RMS jitter ratios σIN/σS between input clock and sample
clock.





and the total number of integration steps nsteps. P1(∆tedge) depends on the ratio of the input clock jitter
to the sample clock jitter σINσS as shown in Figure 3.11. Using finite boundaries based on equation (3.12)
for both clock signals P1(∆tedge) can be limited by
P1(∆tedge) =
 1, ∆tedge < −(3.72σS+ 3.72σIN)P1(∆tedge), −(3.72σS+ 3.72σIN)≤ ∆tedge ≤ (3.72σS+ 3.72σS)0, (3.72σS+ 3.72σIN)< ∆tedge , (3.15)
so for large negative offsets ∆tedge the sampling flip-flop always samples a one and for large positive
offsets it always samples a zero.
Due to the asynchronous sampling the relative position of the sample clock edges to the input clock
edges ∆tedge changes with every cycle of CKS. Since the frequency ratio is fixed, the values of ∆tedge
repeat every N cycles of CKS. The increment of ∆tedge with every cycle of CKS is equal to the difference
of the clock periods at M = 1
TM=1S − TIN = 1(N + 1) TS =:∆T. (3.16)
Increasing M has an effect on TS but not on the increment ∆T to keep the resolution of the PDC
unchanged. The quantized edge positions
∆tnedge = n∆T + toffset (3.17)
can have an offset of 0≤ toffset <∆T due to the arbitrary phase relationship between CKS and CKIN. For
the estimation of the influence of jitter the scenario toffset = 0 represents the worst case since at the edge
position n= 0 the rising edges of CKS and CKIN appear exactly at the same time and the smallest amount
of jitter leads to an equal probability of sampling CKIN before or after the rising edge. Otherwise the jitter
needs to exceed the offset
TJpk−pk,S+ TJpk−pk,IN >min(toffset,∆T − toffset) (3.18)
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before it has an impact on the sampling result. Therefore, toffset = 0 is assumed in the following. Ideally
the zero to one transition of the sampled input clock signal happens when ∆tedge = 0. Due to the jitter on
CKS and CKIN the transition can also happen at ∆tedge < 0 or ∆tedge > 0 with a certain probability. For a
high relative jitter σT on one or both clocks there can also be multiple zero to one transitions in one cycle
of the sampled input clock signal. These glitches need to be handled in some way in order to properly
decide on a counter value. A method to remove these glitches from the sampled signals using a filter is
proposed in section 3.3.1.
In the following the first zero to one transition of the sampled input clock signal is used for the
counter evaluation. In order to cover all possible transition positions a range of [−N2 ∆T, N2 ∆T] for ∆tedge
is considered. Based on equation (3.15) the range can be further narrowed, so the offsets that need to be
evaluated are
∆tnedge = n∆T, n ∈ [−nmax,nmax] (3.19)







For simplicity and because of typical RMS jitter values being small enough, it is assumed that the
considered range of the PDFs of the rising edge and the falling edge of CKIN never overlap with the PDF
of CKS at the same time.
The probability P1,1(∆tnedge) for an edge position n to be the first one to detect a one is the product of









[1− P1(∆t xedge)]. (3.21)





















+3ΔT +2ΔT +1ΔT -3ΔT-2ΔT-1ΔT
Figure 3.12: Illustration of the procedure to determine the probability distribution P1,1 of the PDC
measurement phase error due to jitter.
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Figure 3.12 illustrates the calculation of P1(∆tnedge) and P1,1(∆t
n
edge) using a timing diagram of CKS
and CKIN with annotated CDFIN(t) and PDFS(t). P1,1(∆tnedge) describes the histogram of the detected
position of the zero to one transition in terms of PDC phase steps ∆T . For both, phase and duty-cycle
measurements the difference between a start and a stop transition time is evaluated as the final PDC
measurement result. The two transition times are assumed to be statistically independent. The PDF of the
difference of two independent random variables A and B can be calculated by the convolution of the PDFs




PDFB(x)PDFA(x − z)dx . (3.22)
Using the discrete probability densities Pa1,1(n) and P
b
1,1(n) of the independent input signals the resulting























of PDFPDC(∆tmedge) can be used to model the behavior of the PDC under known jitter conditions. This is
particularly useful for system level modeling and can also serve as a tool for defining jitter constraints for
the clock generation circuits.
Figure 3.13 shows the calculated σPDC at different amounts of clock jitter σIN and σS for a PDC with
N = 64 and M = 1. The results show that σPDC has a symmetric behavior with respect to σIN and σS and




















Figure 3.13: Standard deviation σPDC of the PDC measurement result for different RMS input clock jitter
σIN and sample clock jitter σS with N = 64 and M = 1.
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Figure 3.14: Standard deviation σPDC of the PDC measurement result for a constant RMS input clock jitter
of σIN = 0.02UI with N = 32,N = 64,N = 128 and M = 1.
stems from the case in which the start and stop transition times only toggle between two neighboring
edge positions. The resulting PDF P1,1(∆tnedge) is then an even distribution between two values of ∆t
n
edge.














Outside of the constant region σPDC shows a linear dependence on either σS or σIN when one of the
two is held constant. The transition between the constant and the linear region, as well as the slope of
the linear region, depend on N as shown in Figure 3.14 for a constant input clock jitter of σIN = 0.02UI
and three different PDC resolutions N = 32,N = 64 and N = 128. An approximation for the transition
between constant and linear part can be found by using the point at which the 3σ-width of the sample
clock jitter is equal to the PDC step size ∆T . This way a specification for the sample clock jitter based on





Due to the linear relationship of σPDC and input clock jitter for sufficiently high values of σIN and σS
the PDC can also serve as a jitter measurement circuit as long as one of the two clocks has a known
and constant jitter. The calculation method for the PDC performance is verified using a behavioral
simulation of the Verilog description of the PDC. Figure 3.15 (a) shows a comparison of the PDC output
histogram PDFPDC(∆tmedge) for a clock jitter of σIN = σS = 0.02UI generated by the calculation method
(equation (3.23)) and the behavioral simulation.
A positive side effect of the influence of clock jitter is that the PDC is able to resolve phase steps smaller
than the nominal resolution ∆T by evaluating the mean of the output histogram. In Figure 3.15 (b)
the histogram of the PDC output is plotted for an input phase difference shifted by increments of ∆T4 .
The mean of the histogram moves according to the input phase difference. Averaging multiple samples
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(a) Verification against behavioral simulation.
















(b) Input phase difference smaller than ∆T .
Figure 3.15: Histogram of the PDC output PDFPDC(∆tmedge) for a clock jitter of σIN = σS = 0.02UI
generated by the calculation method (equation (3.23)) and the behavioral simulation of
the PDC (a) and calculated for input phase increments of ∆T4 (b).
of the PDC output can therefore improve the resolution and is more efficient than increasing N since
the averaging runs on the low frequency PDC output clock CKPDC, while the PDC counter runs on the
high-frequency clock CKS.
3.3 Implementation
The PDC consisting of a conversion circuit and a measurement circuit is implemented using a fully digital
standard cell based design flow. Implementation details and design considerations are presented in the
following sections.
3.3.1 Conversion Circuit
The conversion circuit performs the asynchronous sampling of the input clock(s). Due to the asynchronous
relationship between input clock and sample clock the setup and hold times of the sampling flip-flops
will be violated regularly. Cascaded D-flip-flops are used to avoid metastability issues and ensure stable




maximum deviation of the clock edge positions is bigger than one LSB phase step ∆T . This can cause the
sampled signals to generate glitches at the transitions where the signal toggles between one and zero
for a few cycles before it settles to a new value. In order to remove these glitches and generate a clean
transition for the control of the counter a glitch filter is added to the conversion stage. This glitch filter
only generates a zero to one transition after nfilt consecutive ones of the sampled signal. The required size
can be calculated using the peak-to-peak jitter of the input and sample clocks TJpk−pk,IN and TJpk−pk,S as
nfilt =

(TJpk−pk,IN + TJpk−pk,S)N fIN

. (3.28)
Figure 3.16 (a) shows the schematic of a conversion circuit with double-flip-flop synchronizer and glitch
filter. An example timing diagram of a glitch filter with nfilt = 3 is given in Figure 3.16 (b).
Local variations of the setup and hold times of the sampling flip-flops can have an impact on the
measurement result. The phase measurement can be affected by a mismatch between the sampler
characteristics of the two clock signals to be measured. The influence also depends on the slope of the
clocks and can be reduced using full custom clocked comparators with offset cancellation as the first
sampling stage. In section 6.3.1 the impact in the application for the timing center calibration is analyzed
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Figure 3.16: Schematics of the conversion circuit with glitch filter (a) and timing diagram of the glitch filter
for nfilt = 3 (b).
and a circuit for minimizing the phase measurement error is presented. For the duty-cycle measurement
the sampler non-idealities can be compensated by measuring the inverted clock signal as well [65].
3.3.2 Measurement Circuit
Two variants of the measurement circuit for the PDC are shown in Figure 3.17. Both designs use one-shot
generators that create a single pulse at the rising edge of the sampled signal A or B for the control of the
counter evaluation. The counter itself is continuously running with overflow and has a size of
ncnt = dlog2(N)e. (3.29)
The implementation of the PDC is independent of the scaling factor M (cf. equation (3.3)) and therefore






























Figure 3.17: Schematics of the measurement circuit optimized for area consumption (a) and for clock
speed (b).
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area optimized circuit in Figure 3.17 (a) resets the counter on the rising edge of A and stores the counter
value to a register at the rising edge of B. The most significant bit (MSB) of the counter output is used
as clock signal CKPDC with fPDC =
fS
N for further processing of the PDC measurement results. The speed
optimized circuit in Figure 3.17 (b) can run at higher sample clock frequencies fS since the counter does
not implement a reset, but is limited to resolutions that are a power of two (N = 2ncnt). Therefore two
registers are required to store the counter values at the rising edges of A and B that need to be subtracted
after re-sampling in the CKPDC domain. A disadvantage of the area optimized circuit is that CKPDC can
have a varying duty-cycle due to timing variations of the reset pulse caused by jitter on the clock signals.
The speed optimized circuit always provides a stable CKPDC with a duty-cycle of 50 % by using a free
running counter. For this reason the speed optimized circuit is used for all PDC implementations in the
scope of this work. In order to reduce the variance of the measurement results the PDC can be extend by
additional filtering. Averaging of navg for example reduces the standard deviation of the PDC samples by
a factor of 1/
p
navg.
3.3.3 Sample Clock Generation
In most high-speed I/O links the clock used for transmitting and receiving the data CKSYS is generated
from a low frequency reference clock CKREF using a PLL. Since the sample clock CKS for the PDC has a
fixed frequency ratio to CKSYS according to equation (3.3) it must be locked to the same reference clock.
Figure 3.18 shows three possible PLL configurations for the generation of CKSYS and CKS with different
implications on the PLLs and on the frequency of CKREF. The configuration in Figure 3.18 (a) uses two
integer PLLs where the PLL for CKSYS implements the denominator of the frequency ratio (MN + 1) and
the PLL for CKS implements the numerator (N). A counter based feedback divider is required for the
generation of CKSYS, while a divider based on divide-by-2 circuits is sufficient for CKS if N is a power of
two. A drawback of this configuration is that the reference frequency is determined by the PDC parameters
N and M . This can be conflicting with other system constraints such as other clock frequencies derived
from the same reference clock and the availability of a crystal oscillator with the matching frequency
fREF =
1
MN+1 fSYS. Also a dynamic adjustment of the PDC sample clock by changing the scaling factor
M would require a change of fref which is not a practicable solution. The concept in Figure 3.18 (b)
avoids these drawbacks by using a fractional PLL for the generation of CKS. This way fREF can be chosen
independent of the PDC parameters and M can be adjusted only by making changes to the fractional
PLL feedback ratio. A fractional PLL might not always be a desirable solution as it is more complex to
implement and requires more chip area than an integer PLL. In order to avoid the use of a fractional PLL
the configuration in Figure 3.18 (c) uses a clock divider with a division ratio of (MN + 1) to generate the
reference clock for the sample clock PLL from the system clock. This way both PLLs can be integer PLLs
with feedback ratios that are a power of two. The scaling of the sample clock is realized by changing the
division ratio of the divider circuit. Another advantage is that the concept can also be used to generate































(c) Integer PLLs with divider.
Figure 3.18: Block diagrams of possible sample clock generator configurations using only integer PLLs (a),
a fractional PLL (b) and integer PLLs with a clock divider (c).
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3.4 Measurement Results
The performance of the PDC is verified on a Xilinx Virtex-6 FPGA using the integrated PLLs for clock
generation as illustrated by the block diagram in Figure 3.19. The design is implemented with a resolution
of N = 64 and a glitch filter size of nfilt = 4. Table 3.2 lists the required FPGA resources of the PDC for
the two measurement circuit options presented in section 3.3.2 in terms of slices, registers and lookup
tables (LUT). The speed optimized circuit requires about 21 % more resources than the area optimized
circuit. For the performance analysis a PI is used to generate a phase shifted version CKIN,B of the input
clock CKIN,A and the PDC measures the phase difference between the two signals. Since only integer PLLs
are available on the Virtex-6 FPGA the configuration in Figure 3.18 (a) is used for the clock generation
with a scaling factor of M = 1. Three different input clock frequencies 650 MHz, 325 MHz and 162.5 MHz
are tested by varying the reference clock frequency between 10 MHz, 5 MHz and 2.5 MHz. The sample
clock frequency is then 640 MHz, 320 MHz and 160 MHz, respectively. The measured RMS jitter at
fIN = 650MHz and the initial PI setting (0◦) is σIN = 0.052UI and σS = 0.06UI. Due to the contribution
of the additional routing and off-chip driver these values are higher than the actual jitter present at the
inputs of the PDC. The calculation method in section 3.2.2 therefore overestimates the standard deviation
of the PDC output values with σPDC = 2.56 LSB.
Figure 3.20 (a) shows the phase error of a PDC measurement with 10000 averaged samples compared
to an oscilloscope measurement across the PI adjustment range. The maximum phase error increases





















Figure 3.19: Block diagram of the measurement setup for the evaluation of the PDC performance on a
Xilinx Virtex-6 FPGA.
Table 3.2: FPGA resources required for the PDC using the two different measurement circuit options shown
in Figure 3.17, a resolution of N = 64 and a glitch filter size of nfilt = 4.
Configuration Slices Registers LUTs
Area optimized 12 33 12
Speed optimized 14 39 16
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(b) Phase standard deviation.
Figure 3.20: Measured phase error (a) and standard deviation σPDC (b) of the PDC implemented on a
Virtex-6 FPGA with N = 64 and M = 1 across the PI range for three different input clock
frequencies fIN.
resolution ∆T = TINN . At around 180
◦ the absolute phase error is strongly increased in all measurements.
The maximum observed phase error at fIN = 650MHz is 2.43◦ (0.0135 UI). The standard deviation
of the 10000 PDC samples in Figure 3.20 (b) at the initial PI setting of 0.36 LSB is much lower than
the overestimated value based on the external jitter measurements. It is even below the minimum
value of 0.707 LSB of the worst case estimation using the calculation method in section 3.2.2. All three
measurements of σPDC show a significant increase towards 180
◦ indicating that the jitter of the PI depends
on the tap position of the eight stage voltage controlled oscillator.
The PDC is implemented in a 65 nm low-leakage CMOS process (UMC 65 LL) using a standard cell
library provided by UMC for analysis of the required area and power consumption and the maximum
possible sample clock frequency in an ASIC implementation. Due to the small design the provided
wire load models overestimate the loading of the cells and therefore a manual tweaking of the design
constraints for the synthesis is required to maximize the sample clock frequency. In Figure 3.21 a
comparison of the maximum fS, the standard cell area and the power efficiency (related to fS) after



























































Figure 3.21: Maximum sample clock frequency fS (a), standard cell area (b) and power efficiency (c) of
the PDC synthesized for different resolutions N = 2nbit with M = 1 and nfilt = 4.
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Table 3.3: Performance of the PDC after place and route in the UMC 65 LL CMOS process for a resolution
of N = 64 (nbit = 6) and an input clock frequency of fIN = 2.5GHz.
Process 65 nm
Supply voltage 1.2 V
Input clock fIN 2.5 GHz
Resolution N 64
Core area 1100µm2
Scaling Factor M 1 2 4
Sample clock fS 2.46 GHz 1.24 GHz 0.62 GHz
Sample rate fPDC 38.46 MS/s 19.38 MS/s 9.73 MS/s
Power 1.72 mW 0.69 mW 0.35 mW
Efficiency 0.7 mW/GHz 0.57 mW/GHz 0.56 mW/GHz
synthesis for five different PDC resolutions nbit and a glitch filter size of nfilt = 4 is shown. The standard
cell area does not represent the area of the PDC after place and route since the clock tree is not yet
included and a certain overhead must be added for the place and route. All three properties show a
nearly linear relationship to the number of bits nbit of the PDC counter and a sample clock frequency of
fS > 2GHz is feasible for a PDC resolution of up to 8 bit. The power efficiency of the design is between
0.36 mW/GHz and 0.43 mW/GHz. The main cost for increasing the resolution is a larger silicon area
while the impact on the power consumption is less pronounced.
Table 3.3 lists the PDC performance after place and route for a resolution of N = 64, an input clock
frequency of fIN = 2.5GHz and different scaling factors M . The design requires only 1100µm2 of active
area and consumes up to 1.72 mW with a sample rate of up to 38.46 MS/s depending on the scaling
factor M . Increasing M enables the PDC to be operated at far below 1 mW and also improves the power
efficiency by 25 % for M > 1.
3.5 Conclusion
The proposed synthesized PDC enables precise phase and duty-cycle measurements of high-speed clocks
with minimal area overhead and scalable resolution, sample rate and power consumption. Table 3.4
compares the properties of the PDC to selected state-of-the-art all-digital phase measurement circuits







with the design area a divided by the minimum gate length of the underlying CMOS process Lmin,
normalized to the area FoM of the PDC. It is noted that the area in [3] is only given as the standard cell
area after synthesis and therefore the actual silicon area after place and route is larger by approximately
30-40 %. Using this assumption the PDC has the smallest active area in the comparison and provides the
best flexibility. Sample rate, resolution and power consumption are scalable during operation using the
scaling factor M and the optional averaging of the output values. Other asynchronous sampling methods
only provide scalable sample rate and resolution by adjustment of the measurement duration, while
TDC based methods are the least flexible with all properties being fixed. The term ”fixed” in this context
means that the property cannot be modified after implementation but may depend on the measurement
conditions (e.g. the input phase difference).
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Table 3.4: Comparison of the proposed synthesized PDC and selected state-of-the-art all-digital phase
measurement circuits in terms of flexibility during operation.
Design Method Area FoM Sample rate Resolution Power
PDC Async. sampling 1 Scalable Scalable by averaging Scalable
[2] Async. sampling 3.77 Scalable Scalable by measurement duration Fixed
[3] Async. sampling 0.77* Scalable Scalable by measurement duration Fixed
[60] TDC 1.19 Fixed Fixed Fixed
[61] TDC 9.12 Fixed Fixed Fixed
* Standard cell area only
Overall the measurement results show the potential of the proposed PDC for efficient phase and
duty-cycle measurements in high-speed parallel I/O links. The all-digital implementation together with
the flexibility make it a promising candidate for many applications with fast implementation and good
portability between technologies. The frequency of the clock signals to be measured is only limited by the
performance of the first sampling stage, which can be optionally implemented as a full-custom clocked
comparator.
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4 Design of Delay-Locked Loops for Multiphase
Clock Generation Using a Phase-to-Digital
Converter
A major contributor to the overall power consumption of high-speed I/O links is the clock distribution.
The phase alignment of parallel data links is frequently solved by the use of phase interpolators (PI)
requiring a multiphase clock signal. Distributing a multiphase clock signal to the individual transceivers
can be very power consuming and requires a careful layout design to maintain the phase relationship of
the clock signals. Delay-locked loops (DLL) are widely used as local multiphase generators to avoid this
problem and to keep the power consumption low. Therefore many efforts are put into the development of
power efficient local multiphase DLLs with small area consumption. This chapter elaborates the design
of multiphase DLLs based on the PDC presented in chapter 3. Two different delay cell architectures are
analyzed and compared for their performance. Major parts of this chapter were published in [105] and
[101] and the results presented in section 4.2.1 were published in [102].
4.1 Related Work
The general structure of a typical multiphase DLL consists of a delay line, a phase detector (PD) and a loop
filter as shown in Figure 4.1. Most state-of-the-art implementations use a binary PD (see section 3.1.1)
with a 360◦ feedback from the delay line. Some publications propose the use of a global DLL with a
TDC based phase detector (see section 3.1.2) for coarse adjustment in combination with binary PDs
for fine adjustment in the local DLLs [71, 72]. Since the typical PD architectures are already presented
in section 3.1 the following sections focus on the delay line circuits and the loop filter architectures of


















Figure 4.1: Block diagram of a typical multiphase DLL.
4.1.1 Delay Line Circuits
The delay line takes up a major part of the overall power consumption of a DLL. Several circuits have
been proposed for delay cells in high-frequency delay lines with different advantages and disadvantages.
An excellent overview of delay cell circuits for high-resolution delay lines can be found in [73]. This
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section briefly presents the CMOS gate based delay cell circuits as they provide the best power and area
efficiency, which is a major design goal of multiphase DLLs for high-speed parallel I/O links. Other delay
cell types are based on CML buffers with active load [74, 75] or folded CMOS delay lines in combination
with phase interpolators or fine delay elements (coarse/fine delay line) [71, 76].
The general delay equation of a CMOS gate [77]
td =
2LCLVDD
WµCox(VDD − Vt)α (4.1)
depends on the transistor parameters gate length L, gate width W , carrier mobility µ, gate oxide
capacitance Cox, threshold voltage Vt and technology parameter α (used to express the carrier-velocity
saturation effect), as well as the load capacitance CL and the supply voltage VDD. The simplified equation
td∝ CLID VDD (4.2)
based on [78] reflects the proportionality of td to the load capacitance CL and the supply voltage VDD
and the inverse proportionality to the drain current ID. This results in three possible control mechanisms
for the design of adjustable delay cells based on CMOS inverters. The control of the drain current is
the most common approach in multiphase DLLs by the use of current-starved inverter (CSI) delay cells
[44, 79] for the delay line. In CSI delay cells the drain current of a CMOS inverter is limited by adjustable
current sources at the NMOS and/or the PMOS transistor as shown in Figure 4.2 (a). Reducing the
maximum drain current increases the transition time at the output of the CSI delay cell and results in an
increased delay. The adjustable current sources are realized using NMOS or PMOS transistors with an
adjustable gate voltage. The gate voltage is often generated using a voltage-to-current converter [80] or a
current-DAC [79] with a minimum output current to avoid gate voltages below the threshold voltage of
the transistors. Control of the load capacitance in the form of shunt-capacitor inverter (SCI) delay cells
(see Figure 4.2 (b)) is also frequently found in multiphase DLL implementations [43, 81]. SCI based delay
cells have the advantage of a linear delay control but require more area and power due to the additional
load capacitance. Both, direct digital control through switchable capacitors and analog control through
voltage controlled capacitors are possible [81]. According to [73] SCI delay cells also provide smaller
delay resolution and better robustness against process and temperature variations than CSI delay cells.
CMOS inverter based delay cells can also be used for differential delay lines using the pseudo-differential
delay cell architecture in Figure 4.2 (c). Weak cross-coupled inverters are connected to the outputs of
the two parallel adjustable CMOS delay cells and provide some inherent duty-cycle correction within the
delay line. Control of the supply voltage is mostly used as a secondary delay adjustment to increase the
VDD
VIN VOUT
(a) CSI delay cell.
VDD
VIN VOUT





(c) Pseudo-differential delay cell.
Figure 4.2: Schematics of a CSI delay cell (a), an SCI delay cell (b) and a pseudo-differential delay cell (c).
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frequency range of multiphase DLLs [44, 43]. In most cases this is implemented as a static frequency band
selection instead of a continuous feedback control as for the primary delay adjustment. Typical designs
use low-dropout regulators (LDO) to control the supply voltage of the delay line. Another advantage of
an LDO for the delay line is the suppression of supply noise and therefore a significant jitter reduction.
But due to the large area requirement of the LDO itself only a few publications propose supply regulation
for local multiphase DLLs.
4.1.2 Loop Filter Architectures
The classical approach for the loop filter of DLLs is to generate an analog control voltage VCTRL from
the phase detector signals UP and DOWN using a charge pump and a low-pass filter (Figure 4.3 (a)).
Drawbacks of an analog loop filter are the PVT sensitivity of the charge pump and the large area of
the passive low-pass filter. Recent publications avoid these drawbacks by the use of a digital loop
filter [43]. Figure 4.3 (b) shows the basic schematic that is common to all published digital loop filter
implementations. The output signals of a binary PD are used to control a counter (sometimes called
accumulator) and optionally a decimator or a demultiplexer in combination with a clock divider are
employed to reduce the speed requirements of the counter in very high-frequency applications [44, 76].
When the feedback clock CKFB lags the reference clock CKIN the counter is incremented and otherwise it
is decremented. The counter value can be either directly used as a control word for a digitally adjustable
delay line or it can be converted to an analog control voltage VCTRL using a DAC. In [81] both concepts
are combined with a direct digital control for coarse delay adjustment and an analog control through





































(b) Digital loop filter.
Figure 4.3: Schematics of a typical analog loop filter based on a charge pump and a passive low-pass filter
(a) and a digital loop filter based on a decimator and a counter (b).
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the loop bandwidth of the DLL. Another advantage of a digital loop filter is that the loop control can be
disabled once the DLL is locked to remove clock jitter introduced by the dithering behavior of the digital
control and to save power. Therefore a digital lock detection and an FSM are usually added to the loop
filter [44, 81, 76].
4.2 Shunt-Capacitor Inverter Based Architecture
The intention of the SCI based multiphase DLL architecture is to minimize the amount of full-custom
circuits and to follow a digital dominated design flow. Therefore the SCI based delay cells use a direct
digital capacitance control and represent the only analog component in the DLL architecture. The
proposed area optimized transmission gate based shunt-capacitors presented in section 4.2.1 offer very
small capacitance increments and a low overall load capacitance which helps to minimize the power
consumption of the SCI based DLL. A block diagram of the proposed DLL design with phase shifter is
shown in Figure 4.4. The differential delay line consists of three pseudo-differential SCI delay stages.
Since the PDC can measure any phase difference a 360◦ feedback is not required and therefore the delay
line is shorter by one stage than conventional eight phase generators. Two dummy delay cells are used to
match the driving at the first stage and the loading at the last stage in order to achieve the same delay
characteristics for all delay cells. The 0◦ and the 135◦ outputs of the delay line are fed to a PDC for
phase measurement. An additional measurement of the complementary 180◦ to 315◦ phase difference is
performed to compensate sampler nonidealities as well as a possible duty-cycle error of the clock signals.
The two alternating measurements are fed to a digital loop filter consisting of a subtractor to obtain the
phase error to the ideal ϕDLL = 135◦ phase difference and a counter that accumulates the phase error.
The output of the counter serves as a direct digital control word for the SCI delay cells. The digital loop
filter is clocked by the output clock CKPDC of the PDC.
The phase shifter consists of a 8:2 multiplexer (MUX) and a CMOS PI based on the design in [4].
The schematics of the implemented phase shifter are shown in Figure 4.5. The 8:2 MUX selects two
adjacent phases from the eight equally spaced clock phases generated by the DLL. The PI consists of a
thermometer coded array of 16 2:1 MUXes and generates an intermediate clock phase by mixing the
two signals with a variable ratio. In total the phase shifter achieves a resolution of 7 bit. A drawback
of CMOS based phase shifters is the sensitivity of the intrinsic delay through the MUXes to voltage and
































Figure 4.4: Block diagram of the proposed SCI based multiphase DLL with phase shifter.
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Figure 4.5: Schematic of the 7 bit CMOS phase shifter based on the design in [4].
shifter control loop can be employed. Additionally, the control loop can compensate the nonlinearity of
the phase interpolation by setting a target phase ϕPS for the phase shifter with respect to the 0
◦ output of
the DLL. The digital loop filter of the phase shifter control loop is implemented similarly to the DLL loop
filter. A subtractor calculates the phase error to the target phase ϕPS and a counter accumulates the phase
error to control the PI setting. All PDCs shown in Figure 4.4 are implemented with a resolution of N = 64
and share a single core counter to minimize the power consumption of the circuit. The clock signals CKIN
and CKS are generated by external PLLs in the test setup and the required glitch filter size for the PDC
at fIN = 2.5GHz was calculated to be nfilt = 2. The PDCs are synthesized for a maximum sample clock
frequency of fS = 2.46GHz allowing the design to be operated with a scaling factor down to M = 1.
4.2.1 Transmission Gate Based Shunt-Capacitor Inverter Delay Cells
Different topologies for digitally controlled shunt-capacitor delay cells have been proposed in the literature.
The topology in Figure 4.6 (a) consists of an NMOS or a transmission gate acting as a switch and a separate
capacitor [81]. The binary scaled capacitances are usually implemented using metal-oxide-semiconductor
(MOS) capacitors due to the better area efficiency compared to metal-insulator-metal (MIM) capacitors
or metal-oxide-metal (MOM) capacitors despite their inferior process variation. A drawback of this
approach is the significant contribution of the parasitic capacitance of the NMOS switch to the total load
capacitance. Also, the switch transistors must have an increasing W/L ratio with an increasing load
capacitance in order to provide a sufficiently low-ohmic path for the charging and discharging of the
capacitors. Otherwise the delay adjustment becomes nonlinear since the larger capacitors cannot be fully
charged or discharged within one clock period. The architecture in Figure 4.6 (b) uses MOS capacitors
where the gate is connected to the delay cell output and the drain and source voltage can be switched
between GND and VDD [82]. This approach exploits the fact that the parasitic gate capacitances of a
MOSFET depend on the operating region and therefore on the gate-source voltage. A drawback is that the
switchable capacitance increment ∆C = Con − Coff is smaller compared to the topology in Figure 4.6 (a).
An effect that is observed when designing digitally controlled shunt-capacitors with separate switches is
that the parasitic capacitance of the switch itself changes when the control signal is changed. The design
in [83] makes use of this property by implementing only transmission gate switches without separate
capacitors (Figure 4.6 (c)). The change in parasitic capacitance is used as the digitally controlled load








































(c) Transmission gate with discharging transistor [83].
CKIN CKOUT
S[0] S[1] S[N]
(d) NAND gate [84].
Figure 4.6: Schematics of SCI delay cells using digitally controlled capacitors based on a separate switch
and capacitor (a), a voltage controlled capacitor (b), a transmission gate with discharging
transistor (c) and a two-input NAND gate (d).


















(c) On state (S = 1).
Figure 4.7: Schematic of a single side connected transmission gate for the use as a switchable capacitor (a)
and equivalent schematics of the transmission gate for the on state (b) and the off state (c).
capacitance. An additional weak NMOS transistor discharges the open end of the transmission gate when
it is turned off to avoid charge accumulation. The authors of [84] propose the use of two-input CMOS
NAND gates as switchable load capacitors (Figure 4.6 (d)). The small change in parasitic capacitance at
one of the NAND gate inputs when the other input is being switched between GND and VDD is used to
create small delay increments in the order of 1.55 ps. An advantage of this approach is that the design
can be fully synthesized. In [85] the NAND gate approach is used to implement a digitally controlled
oscillator for a synthesized PLL and a modified shunt-capacitor with an additional inverter between the
main inverter and the NAND gate is introduced that provides an improved delay resolution of 0.4 ps. Both,
the transmission gate based design in [83] and the NAND gate based design in [84, 85] use equally sized
capacitors with a thermometer coded digital control making the designs quite area consuming.
In this section an improved version of the transmission gate based SCI delay cell is presented.
Figure 4.7 shows the equivalent circuits of a transmission gate for the on state and the off state to
illustrate how the parasitic capacitance seen at one port of the gate is changed. The discharging transistor
proposed in [83] for the open node of the transmission gate is omitted to reduce the load capacitance.
Neither simulations nor measurements have shown any negative impacts on the operation of the circuit
by this action. When S = 0 the source-bulk capacitance CSB,p and the source-gate capacitance CSG,p of the
PMOS transistor are connected between the input node and VDD and the equivalent capacitances CSB,n
and CSG,n of the NMOS transistor are connected between the input node and GND. When S = 1 the gate
potentials of the NMOS and the PMOS transistor are inverted and the parallel on resistances ron,n||ron,p
connect the drain nodes with the parasitic capacitances CDB,p,CDG,n,CDB,n and CDG,p to the input node. For
a symmetric swing of the clock signal and therefore a minimized duty-cycle distortion it is advantageous
to have symmetrical capacitances to VDD and to GND for both the on state and the off state. Therefore
an identical sizing of the NMOS and the PMOS transistor is applied with a symmetric transistor layout
in order to achieve equal parasitic capacitances at source and drain (CDB = CSB and CDG = CSG). As a
result the capacitance seen at the input node in the on state Con is about twice the capacitance in the off
state Coff. The parasitic capacitances as well as the on resistance of the transmission gate depend on the
sizing of the transistors. Increasing the transistor width increases the parasitic capacitances and therefore
the switchable capacitance ∆C = Con − Coff and decreases the on resistance which is beneficial for the
charging and discharging of the parasitic capacitances. The proposed transmission gate based SCI delay
cell design makes use of this property by implementing binary scaled switchable capacitors instead of a
thermometer coded array and targets a minimized load capacitance to improve the power efficiency of the
delay cells. Figure 4.8 shows the simulated Con and Coff of a transmission gate for different transistor gate
widths Wn =Wp and the three different threshold voltage options low Vt (LVT), regular Vt (RVT) and high
Vt (HVT) of the UMC 65 LL process. For a minimized capacitance increment Con − Coff the minimum gate
length Lmin = 60nm is chosen and will be used in the following for all transistors of the shunt-capacitor
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Figure 4.8: Simulated Con and Coff of a transmission gate for different gate widths Wn =Wp, a gate length
of Lg = 60nm and three different threshold voltage options.
design. The capacitance values seen at the input of the transmission gate are obtained from a Z-parameter





All three Vt options show a linear dependency of Con and Coff on the gate width except for the range
Wn/p < 120nm. The nonlinear relationship for small gate widths can be explained by the different layout
of the transistors in that range. The drain and source contacts have a minimum width constraint which
is bigger than the minimum gate width of the transistors and therefore the size of the drain and source
contacts is constant for Wn/p < 120nm resulting in a lower slope of the simulated capacitance to gate
width relationship. The smallest capacitances are obtained with the LVT transistors making them the
preferred choice for the SCI delay cells.
The delay adjustment range of an SCI delay cell is defined by the minimum possible load capacitance
CL,min and the maximum possible load capacitance CL,max. For the application in a multiphase generator
the strength of the inverter is adapted to the load capacitance for a nominal delay of td =
Tin
8 (φd = 45
◦)
at a load capacitance setting of




The DLL then has a symmetric delay margin around the nominal setting to cover PVT variations. The
minimum load capacitance




of an SCI delay cell with a binary scaled shunt-capacitor array is composed of the output capacitance Co
of the inverter, the interconnect capacitance Cl, the gate capacitance Cg of the following delay stage and
the off state capacitances Coff,i of the nbit transmission gate shunt-capacitors. For an ideal shunt-capacitor
array with a uniform capacitance increment the maximum load capacitance is then









(a) Double transmission gate.


























(b) Simulated Con − Coff.
Figure 4.9: Schematic of the double transmission gate topology (a) and post layout simulation of Con−Coff
of an NMOS transistor, a transmission gate (TG) and a double transmission gate (D-TG) with
three different width ratios NW, Lg = 60nm and a varying gate length Wn,p (b).












should be as large as possible. This requires switchable capacitors with a large ratio of incremental








A transmission gate only has a capacitance ratio of cratio ≈ 1 as can be seen by the simulation results
in Figure 4.8. In order to increase crange and minimize CL,min the double transmission gate topology in
Figure 4.9 (a) is proposed. The additional transistors M3 and M4 increase the parasitic capacitance that is
connected to the input node when S = 1 and therefore increases Con without affecting Coff. The concept
is similar to the separate switch and capacitor topology in [81] except that the capacitor is connected to
the control signals S and S instead of a fixed potential. The advantage of the proposed topology is that
the layout of the double transmission gate can be made extremely compact. The size of the transistors M3
and M4 can be chosen independent of the size of M1 and M2 to further increase cratio. The scaling factor
NW is used in the following to describe the gate width ratio of the transistors in the double transmission
gate topology
WM3/M4 = NWWM1/M2. (4.9)
The maximum possible increase of cratio using the scaling factor NW is limited by the fact that the on
resistance of the transmission gate transistors M1 and M2 remains the same and therefore limits the
charging and discharging of the switchable capacitance. The delay resolution of the SCI delay cell is
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with the incremental load capacitance ∆CL of the digitally adjustable shunt-capacitors. In order to achieve
the smallest possible capacitance increment ∆CL a third topology is introduced which simply consists
of a single NMOS transistor with an open drain. This topology is solely used for the LSB capacitor and
therefore the influence of the asymmetric capacitance distribution on the duty-cycle of the clock signal is
negligible. Figure 4.9 (b) shows a simulation of the switchable capacitance Con − Coff of the proposed
topologies with a varying gate width Wn/p. For the double transmission gate topology Wn/p is the gate
width of M1 and M2, while M3 and M4 have a gate width of NWWn/p. The results are obtained from a
post layout simulation with extracted parasitics using the extraction tool Assura QRC in order to reflect
the actual capacitance increment of the final shunt-capacitor array as accurate as possible. However, the
capacitances of the final SCI delay cell will differ from the simulation results of the isolated switchable
capacitors due to additional interconnect capacitances.
For the design of the shunt-capacitor array the simulation results in Figure 4.9 (b) are used as a
look-up table to find the best topology for each bit and estimate the ideal gate width Wn/p. First the














(a) Maximum load capacitance.


























Figure 4.10: Maximum load capacitance CL,max (a), normalized range crange (b) and normalized resolution
cresolution (c) of a transmission gate shunt-capacitor array for different numbers of bits and
∆CL = 0.172 fF calculated by the MATLAB function in Appendix A.
















(a) Maximum load capacitance.


























Figure 4.11: Maximum load capacitance CL,max (a), normalized range crange (b) and normalized resolution
cresolution (c) of a 5 bit transmission gate shunt-capacitor array for different capacitance
increments ∆CL calculated by the MATLAB function in Appendix A.





Shunt-Capacitor Array NW = 1
Figure 4.12: Schematic of the proposed SCI delay cell with an optimized 5 bit shunt-capacitor array based
on three different shunt-capacitor topologies.
Table 4.1: Sizing results of the proposed 5 bit shunt-capacitor array.
Bit 0 1 2 3 4





Initial Wn/p 150 nm 240 nm 560 nm 445 nm 560 nm
Final Wn/p 150 nm 150 nm 400 nm 350 nm 530 nm
desired capacitance increment ∆CL is selected and the LSB topology is determined. The estimated gate
width is obtained by linear interpolation of the simulation results. Due to the almost linear relationship
between capacitance increment and gate width only a few simulations are necessary. Next, the remaining
bits are dimensioned for their binary scaled capacitance increments 2i∆CL. The best topology for each
bit is the one with the highest cratio that can implement the required capacitance increment. A MATLAB
script for the automatic dimensioning of a shunt-capacitor array based on a post layout simulation of the
individual topologies is given in Appendix A. In Figure 4.10 the maximum load capacitance CL,max, the
normalized range crange and the normalized resolution cresolution of a transmission gate shunt-capacitor
array with different sizes from 3 bit to 8 bit and the minimum capacitance increment ∆CL = 0.172 fF are
shown. The simulated CL,max does not include Co,Cl and Cg in equation (4.6) as they are unknown at this
point. Increasing the number of bits improves both the range and the resolution of the capacitor array, but
the changes are getting smaller with higher numbers of bits, while the maximum load capacitance CL,max
increases quadratically. Since CL,max is directly related to the power consumption a trade-off has to be
made between resolution and power. The proposed SCI based multiphase DLL uses a 5 bit shunt-capacitor
array for the SCI delay cells. The influence of the capacitance increment ∆CL on CL,max, crange and cresolution
is shown in Figure 4.11. The maximum load capacitance increases linear with ∆CL as predicted by
equation (4.6). The normalized range shows a noticeable improvement with increasing ∆CLfor values
below 1 fF, while the impact on the resolution is negligible. In order to achieve a sufficient range for the
compensation of PVT variations the proposed shunt-capacitor array is implemented with a capacitance
increment of ∆CL = 0.245 fF.
Figure 4.12 shows the schematic of the implemented pseudo-differential SCI delay cell with the
optimized 5 bit shunt-capacitor array. The weak cross coupled inverters have a sizing ratio of Wmain/Wcc ≈
2.5 to the main inverters. The selected topologies of the shunt-capacitors and the gate widths estimated
by the proposed design procedure are listed in Table 4.1 together with final gate widths after manual
tweaking to optimize the linearity of the delay cell. All transistor sizes were reduced during the manual
tweaking due to the additional interconnect capacitances in the final layout. The ordering of the transistors
in the final layout of the shunt-capacitor array is shown in Figure 4.13 (a). The transistors connected to



























(b) SCI delay line.
Figure 4.13: Layouts of the optimized 5 bit shunt-capacitor array (a) and of the complete pseudo-
differential SCI delay line (b).
the common node VIN are placed as close as possible to minimize the minimum load capacitance CL,min of
the array. The NMOS shunt-capacitor (Bit 0) and the two transmission gate shunt-capacitors (Bit 1 and
Bit 2) are placed in the center with a short interconnect between the NMOS and the PMOS transistors in
order to keep the capacitance increment of the lower bits as small as possible. The NMOS and PMOS
sections of the double transmission gate shunt-capacitors (Bit 3 and Bit 4) are therefore placed further
apart with a longer interconnect. The complete SCI based delay line with three main delay stages and two
dummy delay cells has an active area of 263.2µm2 (see Figure 4.13 (b)). The terminating dummy delay
cell has no shunt-capacitor arrays since only the input capacitance of the driving inverters is relevant for
the matching.
A comparison of the delay resolution and range to previously published digitally controlled SCI delay
cells is given in Table 4.2. The proposed design achieves the smallest incremental delay of 0.82 ps, which
is an improvement of almost 2× over the NAND gate based design in [84]. The topology based on a
separate switch and capacitor in [86] achieves a similar resolution as the NAND gate approach. Due to
the fact that the NAND gate SCI delay cell was implemented in a 0.35µm process it could probably realize
smaller resolutions in smaller process nodes, but still requires significantly more area than the proposed
transmission gate SCI delay cells. The delay range of the presented SCI delay cell is intentionally kept
small in favor of an improved power efficiency since the operating frequency is constant at 2.5 GHz. Other
implementations are designed to cover an extended frequency range and therefore provide a larger delay
range.
Table 4.2: Performance comparison of the proposed SCI delay cell to selected state-of-the-art digitally
controlled SCI delay cells.
Shunt capacitor type Resolution Range Max. Frequency Process
Transmission gate 0.82 ps 25.4 ps 2.5 GHz 65 nm
NAND gate [84] 1.55 ps 396.8 ps 200 MHz 0.35µm
Switch + capacitor [86] 1.6 ps 78 ns 2.4 GHz 32 nm
Transmission gate + discharging [83] 80 ps 1280 ps 150 MHz 130 nm
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4.2.2 Loop Filter Design and Stability Analysis
The digital loop filter of the SCI based DLL consists of a subtractor and a counter as shown in Figure 4.4.
The proposed SCI delay cells offer a sufficiently small delay resolution for the intended application that
allows to dispense the use of analog voltage controlled shunt-capacitors for fine delay adjustment as
proposed in [81] for example. The direct digital control of the SCI delay cells does not require a DAC
and a passive low-pass filter and therefore the area of the DLL is significantly reduced and the stability
analysis is simplified. Due to the fast response time of the SCI delay cells compared to the PDC sample
time TPDC the loop filter can be designed solely in the digital domain. The digital loop filter operates on








based on equation (3.3) with nPDC = 2 for the DLL loop due to the alternating calculation of the 0◦-to-135◦
and the 180◦-to-315◦ phase difference. The optional phase shifter loop also uses a direct digital control
for the CMOS phase shifter and is therefore designed in the same manner with nPDC = 1. The z-domain is
chosen for the representation of the transfer functions with
z = es TPDC (4.12)
due to the single clock domain of the digital loop filter and the negligible response times of the remaining
components. The characteristics of the digitally controlled delay line (DCDL) and the CMOS phase shifter
are both approximately linear and are therefore represented by constant gain factors KDCDL and KPS,
respectively. The proposed digital loop filter has an integrating behavior with the transfer function
HDLF(z) =
KDLF z
z − 1 (4.13)
and the loop filter gain KDLF that is able to handle the significant latency of the PDC measurement
HPDC(z) = z
−2 (4.14)




z2 − z + KDCDL KDLF . (4.15)
In the z-domain the transfer function is independent of the PDC scaling factor M and therefore the
stability of the loop can be ensured using a fixed integral path gain KDLF. This allows to dynamically adjust
M during the operation of the DLL without affecting the loop stability. The bandwidth of the closed-loop
transfer function is directly proportional to the sample clock frequency fS. The calculated magnitude
for the proposed SCI based DLL with KDCDL = 0.0825 and KDLF = 2 is shown in Figure 4.14 for M = 1,
M = 2 and M = 4 to illustrate this relationship. The maximum closed-loop 3 dB bandwidth of the DLL is
17.7 MHz with M = 1 and fIN = 2.5GHz.
The proposed calculation method in section 3.2.2 for the estimation of the influence of clock jitter
on the PDC measurement results can be used to estimate the deterministic jitter of the SCI based DLL
caused by DCDL control word dithering. Due to the direct digital control an adjustment of the DCDL
by the control loop temporarily increases or decreases the clock period at the delay line outputs, where
φ(ntap) = ntap · 45◦ is the clock phase at the tap position ntap. This temporary adjustment occurs at
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Figure 4.14: Calculated magnitude of the SCI based DLL closed-loop transfer function in equation (4.15)
with KDCDL = 0.0825 and KDLF = 2 for three different scaling factors M and fIN = 2.5GHz.















Figure 4.15: Simulated jitter histogram of the reference clock and the 90◦ output of the SCI based DLL in
a behavioral simulation. The tails of the distribution are spread by the contribution of the
deterministic jitter component.
most every (NM + 1)/2 clock edges due to the limited sample rate of the PDC. The frequency of the
deterministic jitter is therefore bounded to
fDJ ≤ fPDC2 (4.16)
and leads to a spreading of the tails of the jitter histogram of the DLL, while the rest of the distribution
remains nearly unaffected. Figure 4.15 illustrates this effect by a behavioral simulation of the jitter
histogram at the 90◦ output of the SCI based DLL. The jitter amplitude depends on the tap position
ntap, the delay increment ∆tSCI of the SCI delay cells and the amplitude of the control word adjustment
calculated by the digital loop filter. Assuming the DLL to be locked the PDC measurement deviates
from its ideal value ϕDLL with the standard deviation σPDC of the PDC measurement results according to
equation (3.24). The resulting low frequency deterministic jitter is therefore estimated to
DJRMS(ntap) = ntapσPDC∆tSCI. (4.17)
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Figure 4.16: Behavioral simulation of the locking of the SCI based DLL with fIN = 2.5GHz, M = 1 and
TJRMS = 400 fs. The DLL is locked within 6 PDC samples (76 ns).
Assuming the sample clock jitter specification in equation (3.27) to be fulfilled (minimized standard
deviation of the PDC measurement results), the estimated worst case deterministic jitter at the 90◦ output
(ntap = 3) of the SCI based DLL is DJRMS(3) = 1.74 ps with a measured delay increment of ∆tSCI = 0.82 ps
of the proposed SCI delay cells.
Since the SCI based DLL does not require any analog low-pass filtering and the response times of the
SCI delay cells are small compared to the PDC sample time the complete system can be evaluated in a
behavioral simulation using Verilog models for the delay line and the PI. These models implement a fixed
minimum delay to account for the intrinsic delay through the buffer circuits and a digitally adjustable
delay with increments of ∆tSCI = 0.82 ps for the delay cells and ∆tPI = TIN/(27 − 1) for the 7 bit PI. This
allows a much faster simulation than using mixed signal simulators like AMS. Figure 4.16 shows the
results of a behavioral simulation of the locking process with fIN = 2.5GHz, M = 1 and TJRMS = 400 fs
for both CKIN and CKS. The DLL lock indication is asserted when the PDC measurement result DPDC
lies within ±1 LSB of the ideal phase ϕDLL = 16. This is the case after 6 PDC samples (76 ns) for the
given parameters. The spreading of the jitter histogram due to the low frequency deterministic jitter
component leads to a simulated RMS total jitter of 520 fs at the 90◦ output of the DLL with M = 1. With
M = 4 the RMS total jitter reduces to 460 fs due to the reduced DLL adjustment frequency and therefore
a reduced influence of the deterministic jitter component. Therefore, a reduction of the DLL bandwidth is
beneficial for the jitter performance. As a trade-off, the capability of the DLL to compensate timing drift
due to low frequency supply noise or temperature variations is reduced by lowering the DLL bandwidth.
Another drawback is that in order to fulfill equation (3.27) the jitter requirement for CKLO in terms of UI
is increased with decreased fLO. This can be difficult to realize since the clock jitter of PLLs is typically
related to the oscillator frequency. Generating a low frequency clock with a very small RMS jitter therefore
requires a high frequency oscillator with a clock divider that consume significantly more power than a
low frequency oscillator.
4.2.3 Measurement Results
The SCI based DLL and CMOS phase shifter are implemented in the UMC 65 LL CMOS process. A die
photograph and the layout of the proposed design are shown in Figure 4.17. The total active area is












Figure 4.17: Die photograph (a) and layout (b) of the SCI based DLL test chip in the UMC 65 LL technology.
0.0048 mm2, of which 226µm2 are covered by the delay line and 3309µm2 by the PDC and the digital
loop filter. The CMOS phase shifter consisting of a 8:2 MUX and a PI cover another 204µm2. The
measurement setup with the test chip placed in a QFN56 package is shown in Figure 4.18. Both clock
signals CKIN and CKS are generated externally from a 25 MHz reference clock by two PLLs of the type
ADF4351 by Analog Devices. The Keysight DSAV164A oscilloscope is used to perform delay, jitter and
phase noise measurements of the clock signals.
Since the PLL for the generation of CKS is not integrated into the DLL ASIC its area is not included
in the total design area of the DLL. However, in the target application of parallel high-speed I/O links
multiple instances of the DLL will be used and therefore the sample clock PLL can be shared between
these instances. An example implementation of a GDDR5 memory interface in [35] with 32 parallel I/O
links requires 16 multiphase DLLs that are shared between neighboring transceiver slices. A matching PLL
for the generation of CKS with a sufficiently low RMS jitter of 2.8 ps can be found in [85]. The PLL is fully
synthesized in a 65 nm CMOS process and therefore supports the aim of an all-digital implementation style.
Using the proposed SCI based multiphase DLL the shared sample clock PLL increases the proportional
area of each DLL instance by only 0.0004 mm2. The impact on the proportional power efficiency is also
negligible with only 54µW/GHz.
A jitter measurement is performed on the 90◦ output of the DLL with a decomposition into random
and periodic jitter using the EZJIT analysis software by Keysight. The measured RMS jitter for M = 1,
M = 2 and M = 4 is shown in Figure 4.19 (a). The RMS periodic jitter shows a linear increase with the
sample clock frequency fS while the RMS random jitter remains almost constant at around 1.2 ps. This
indicates that the main causes of periodic jitter are the kick-back noise from the asynchronously clocked
samplers and the supply noise from the digital part. The latter can be efficiently suppressed by adding
an LDO to regulate the supply of the delay line [44, 43]. A technique for the suppression of the sampler
kick-back noise is applied in the CSI based DLL design presented in section 4.3. The power consumption
of the DLL in Figure 4.19 (b) shows an almost linear dependency on the sample clock frequency fS as
expected due to the dominating digital part that is clocked by CKS. The phase shifter output shows a
slightly higher RMS random jitter of 1.44 ps caused by the additional contributions of the CMOS MUX
and PI. The periodic jitter in this case not only depends on M but also on the phase shifter setting since
the deterministic jitter of the DLL is depending on the tap position as estimated by equation (4.17). The
typical RMS periodic jitter of 2.28 ps with M = 4 is similar to the result of the 90◦ DLL output.
The measured phase noise plot of the 90◦ output and the 2.5 GHz reference clock is shown in
Figure 4.20. The influence of the scaling factor M on the DLL bandwidth is clearly visible in the range of
1 MHz to 100 MHz offset. With M = 4 the phase noise at 10 MHz offset is reduced by 10.5 dB compared

















Figure 4.18: Block diagram of the measurement setup for the proposed SCI based DLL test chip.



















(a) Random and periodic jitter.


















Figure 4.19: Measured RMS random and periodic jitter (a) and power consumption (b) of the proposed
SCI based multiphase DLL with fIN = 2.5GHz and different scaling factors M .
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Figure 4.20: Measured phase noise of the 2.5 GHz reference clock and the 90◦ output of the proposed SCI
based multiphase DLL for different values of M .
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to the results with M = 1 in trade for an increase of 5.9 dB at around 3 MHz offset. The phase noise at
1 MHz offset remains unaffected at −110.7dBc/Hz for all considered values of M . The integrated RMS
jitter from 10 kHz to 100 MHz offset also improves from 1.085 ps with M = 1 to 862.4 fs with M = 4. Due
to the significant amount of kick-back noise and supply noise it cannot be unambiguously determined to
which amount the DLL bandwidth impacts the jitter performance. The results of the behavioral simulation
in section 4.2.2 indicate that the impact of the bandwidth is small compared to the noise contributions.
4.3 Current-Starved Inverter Based Architecture
The CSI based multiphase DLL architecture in Figure 4.21 represents an alternative trade-off between
jitter performance and area consumption. Instead of a digitally controlled SCI delay cell, a voltage
controlled CSI delay cell is used that offers less parasitic capacitance and therefore a lower delay line
power consumption. The CSI based DLL is intended for the use with a CML PI that requires only four
instead of eight clock phases compared to a MUX based PI. Therefore, the delay line consists of only two
main delay cells and two dummies for matching. Additionally, the use of a high resolution DAC for the
generation of the control voltage improves the jitter performance by reducing the deterministic jitter
caused by control word dithering. This in return consumes more power in the digital part and requires an
analog low-pass filter that increases the area consumption of the DLL. Similar to the SCI based DLL a
counter is used in the digital loop filter to accumulate the phase error and generate a digital control word
for the delay line. A synthesized 11 bit ∆Σ modulator is used as a DAC in order to keep the design simple.
The modulator is operated at half the sample clock frequency. The PDC is again implemented with a
resolution of N = 64 and a glitch filter size of nfilt = 3. The target frequency for the DLL is significantly
increased to fIN = 4GHz compared to the SCI based DLL. The sample clock frequency of the PDC with
N = 64 is limited to 2.5 GHz in the given 65 nm CMOS process and therefore a scaling factor of M ≥ 2 is
required for the operation of the CSI based DLL. In order to reduce the periodic jitter caused by kick-back
noise from the PDC samplers, the CSI based DLL features clocked comparators with additional input
buffers for the sampling of the in-phase (CKI) and quadrature (CKQ) clock signals. The input buffers
are designed to have a large slew rate in order to minimize delay mismatch between the buffers as well
as the influence of the samplers input referred offset voltage. The clocked comparator is based on the
alternative StrongARM latch topology in [30] with reduced kick-back noise (Figure 4.22 (a)) combined
with a symmetric SR-latch [87] (Figure 4.22 (b)) to minimize the offset of the comparator. A drawback of
the reduced kick-back noise topology is the larger dynamic offset (the input referred offset depends on
the common mode of the input signals) of the sampler. Since the input signals are provided by CMOS
inverters with a large slew rate the common mode voltage of the input signals is constant at VDD/2 and
therefore the dynamic offset does not affect the measurement result.
Two different approaches to the design of the CSI delay cells are elaborated. In section 4.3.1 a
direct control using the voltage generated by the ∆Σ modulator is presented. This approach offers a low
power consumption and a small area but has a nonlinear delay characteristic. The design in section 4.3.2
proposes the use of a multi-bit ∆Σ modulator in combination with a current-DAC to generate a more
linear delay characteristic. Additionally, a secondary control is integrated to increase the frequency range
of the DLL.
4.3.1 Direct Voltage Controlled Current-Starved Inverter Delay Cells
Figure 4.23 (a) shows the schematic of the proposed pseudo-differential voltage controlled CSI delay cell.
The main inverters are supplied by two voltage controlled current sources. One source is controlled by the
low-pass filtered ∆Σ modulator output voltage VLPF and the other applies a fixed bias current to define
the maximum delay of the delay cell. The constant-gm bias circuit in Figure 4.23 (b) is used to generate
the bias voltage Vbias. Current mirrors provide equal currents for the PMOS and the NMOS transistors of
the main inverters. Weak cross-coupled inverters with a sizing ratio of Wmain/Wcc = 3 at the output of the
delay cell generate some intrinsic duty-cycle correction and ensure a rail-to-rail voltage swing. Despite









































Figure 4.22: Schematics of the sampler for the CSI based DLL consisting of a StrongARM latch with reduced













(b) Constant-gm bias circuit.
Figure 4.23: Schematics of the proposed voltage controlled CSI delay cell (a) and the constant-gm bias
circuit (b).
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Figure 4.24: Simulated delay characteristics of the proposed voltage controlled CSI delay line at the 90◦
output and in the typical (TT), best (FF) and worst case (SS) corners.
the simplicity of the delay cell the transistor sizing procedure is more complex than for the SCI based
delay cell in section 4.2.1. Both, the sizing of the inverters as well as the sizing of the current sources
have a direct impact on the delay of the CSI delay cell. The load capacitance is composed of the gate
capacitance of the main inverters, the input and output capacitances of the cross-coupled inverters and
the parasitic layout capacitances and is therefore very sensitive to layout changes. For a structured design
process the delay cell is separated into two parts. First the inverters are dimensioned using a fixed supply
current and a layout is iteratively created to consider the interconnect parasitics. In the second step the
current sources are designed to implement the required delay range using the extracted layout of the
inverter section. Finally the layout of the current sources is created with iterative adjustments to take
the interconnect parasitics into account. The complete four stage CSI delay line occupies an active area
of 257µm2 and thus has a slightly bigger area than the five stage SCI delay line in section 4.2.1 with
226µm2. One reason is that the CSI delay line is designed for a higher frequency range of up to 4 GHz
and therefore requires larger transistors to implement sufficiently small delays.
The simulated delay characteristics between CKI and CKQ of the CSI delay line in the typical, best
and worst case corners are shown in Figure 4.24. The design covers a frequency range of 2.8 GHz to 4 GHz
over all corners. Due to the direct voltage control of the current sources the delay cell has a nonlinear
delay characteristic with a flat delay response for a control voltage VLPF below the transistors threshold
voltage. The maximum gain of the delay cell in the fastest corner is 166.5 ps/V. This value is used for the
stability analysis of the DLL in section 4.3.3.
4.3.2 Linearized Current-Starved Inverter Delay Cells
The CSI delay cells for a more linear delay characteristic consist of three equally sized current sources
for the PMOS and NMOS supply as shown in Figure 4.25. One current source is always enabled while
the other two can be individually activated by the 2 bit frequency band selection Db[1 : 0]. Instead of
implementing a fixed bias source for the definition of the maximum delay as in section 4.3.1 the minimum
supply current is realized by a lower limit of the control voltage VLPF. All CSI delay cells in the delay
line share a single current mirror for the generation of the complementary PMOS bias voltage from the
NMOS bias voltage VLPF. The main inverters and the weak cross-coupled inverters have a sizing ratio of
Wmain/Wcc = 3.
For the generation of the control voltage VLPF a ∆Σ modulator with a multi-bit output is used in
combination with a current-DAC and a second order low pass filter. Figure 4.26 shows a comparison of the





























(b) Multi-bit ∆Σ modulator.
Figure 4.26: Block diagrams of a conventional single bit ∆Σ modulator (a) and a multi-bit ∆Σ modulator
(b).
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Figure 4.27: Schematic of the proposed 3 bit current-DAC with thermometer coded control for the
generation of an approximately linear delay characteristic of the CSI delay line.















TT, Db[1:0] = 01
SS, Db[1:0] = 11
FF, Db[1:0] = 00
Figure 4.28: Simulated delay characteristics of the proposed linearized CSI delay line at the 90◦ output and
in the typical, best and worst case process corners with the frequency band selection used to
compensate the process variation.
block diagrams of a conventional single bit∆Σmodulator and a multi-bit∆Σmodulator. For the single bit
output in Figure 4.26 (a) only the MSB of the (nin+1) bit wide register is used and a 1-to-nin bit replication
of the MSB serves as feedback for the modulator. The multi-bit architecture in Figure 4.26 (b) uses the
nout MSBs of the register as output signal and the feedback is the concatenation of the output signal as
MSBs and a replication of the MSB for the remaining bits. The proposed DLL design uses an nin = 9 bit∆Σ
modulator with a nout = 3 bit output. The modulator output is fed to a binary-to-thermometer converter
resulting in a 7 bit thermometer coded control signal for the current-DAC in Figure 4.27. The proposed
current-DAC generates the bias voltage for the CSI delay cells using digitally controlled PMOS current
sources and an NMOS current mirror. A constant current source ensures a minimum output current
IDAC,min = 2 I0 to define the maximum delay of the CSI delay cells. The current-DAC also implements part
of the frequency band selection with two additional current sources controlled by Db[1 : 0]. Since the
delay of a CSI delay cell is inversely proportional to the supply current as shown in equation (4.2) the
digitally controlled current sources for the 7 bit input signal D[6 : 0] have a nonlinear scaling in order to
linearize the delay characteristic. The reference current of the current-DAC is I0 ≈ 10µA and the bias
voltage Vbias is generated using the low-voltage bandgap current reference in Appendix B.
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A simulation of the delay characteristics in the typical, best and worst case process corners with
adapted frequency band settings to compensate the process variation is shown in Figure 4.28. The
nonlinear scaling of the 3 bit current-DAC creates a set of (23 + 1) equally spaced support points in the
transfer curve for linearization. In between these support points the curve shows the typical nonlinear
behavior of the CSI delay cells. The nonlinear scaling of the current-DAC requires iterative optimization
to achieve similar characteristics in all frequency bands and for all PVT corners. Increasing the number
of bits nout for the current-DAC and therefore the number of support points would help to improve the
linearity of the delay characteristic, but would also require more area and power and make the scaling of
the current-DAC more difficult. The three delay characteristics in Figure 4.28 show a similar gain across
the process corners and a frequency range of 1.4− 3.3GHz for the DLL.
4.3.3 Loop Filter Design and Stability Analysis
Compared to the SCI based DLL in section 4.2.2 the digital loop filter of the CSI based DLL is extended by
the ∆Σ modulator and the second order low-pass filter. Also, the delay characteristic of the delay line is
nonlinear, which is handled by designing the loop filter with the maximum possible gain KDL of the delay
line. The transfer function of the modulator can be modeled as a delay
HMOD(s) = KMOD e
−2 s TMOD (4.18)
with the modulator clock period TMOD and the gain KMOD = 1. Since the modulator clock is much faster




 TPDC = 64fS (4.19)
the transfer function of the modulator can be neglected. The dominating factor in the CSI based DLL
design is the transfer function of the second order passive low-pass filter
HLPF(s) =
1
(1+ RLPF CLPF s)2
(4.20)
with the resistance RLPF and the capacitance CLPF. Together with the PDC transfer function in the s-domain
HPDC(s) = e
−2 s TPDC (4.21)
and the integrating loop filter transfer function
HDLF(s) =
Ki
1− e−s TPDC (4.22)




(1− e−s TPDC)(1+ RLPF CLPF s)2 e−2 s TPDC + KI KDL . (4.23)
Like with the SCI based DLL the bandwidth of the closed loop transfer function is proportional to fS. Due to
the second order low-pass filter the bandwidth is lower (BWCSI ≈ 2.35MHz with M = 2 and fIN = 4GHz)
than the bandwidth of the SCI based DLL with direct digital delay control (BWSCI ≈ 17.7MHz with M = 1
and fIN = 2.5GHz). Figure 4.29 (a) shows the magnitude of the closed loop transfer function HCSI(s)
of the direct voltage controlled CSI based DLL for different PDC scaling factors M . The relationship
between M and the bandwidth is similar to the SCI based DLL in Figure 4.14, but the stability is no longer
independent on M . Since the phase margin of the open loop transfer function increases with increasing M
(see Figure 4.29 (b)) it is sufficient to ensure the stability of the DLL at the highest sample clock frequency
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(a) Closed loop magnitude.




















Figure 4.29: Simulated magnitude of the closed loop transfer function HCSI(s) (a) and phase margin (b) of
the direct voltage controlled CSI based DLL for different scaling factors M and fIN = 4GHz.
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Figure 4.30: Mixed mode simulation of the locking of the DLL with direct voltage controlled CSI delay
cells for fIN = 4GHz, M = 2 and TJRMS = 400 fs. The DLL is locked within 54 PDC samples
(1.76µs).
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Figure 4.31: Mixed mode simulation of the locking of the DLL with linearized CSI delay cells for fIN =
3.2GHz, M = 2 and TJRMS = 400 fs. The DLL is locked within 6 PDC samples (0.24µs).
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fS. The linearized CSI based DLL has a similar transfer function with a bandwidth of 2.46 MHz at M = 2
and fIN = 3.2GHz.
The mixed mode simulation of the locking procedure of the DLL with direct voltage controlled CSI
delay cells in Figure 4.30 shows that the DLL is locked to ±1 LSB of the ideal phase ϕDLL = 16 within
54 PDC samples (1.76µs) for fIN = 4GHz, M = 2 and TJRMS = 400 fs in the typical corner. Due to the
nonlinear delay characteristic with a low gain over major parts of the delay range, as well as the lower DLL
bandwidth, the locking time is significantly longer compared to the SCI based DLL with direct digitally
controlled delay cells. The simulated RMS jitter of the 90◦ output of the CSI based DLL is 0.86 ps. The
design shows significantly less dithering of the measurement result and therefore less deterministic jitter
due to the high resolution DAC and the second order low-pass filter. As a result the jitter requirements for
CKS are relaxed since a violation of equation (3.27) has a much lower impact on the jitter performance of
the CSI based DLL compared to the SCI based DLL.
With the linearized CSI delay cells the locking time of the DLL is significantly improved to 6 PDC
samples (0.24µs) by the more equalized gain of the delay cells, as can be seen from the mixed mode
simulation results in Figure 4.31. The simulated RMS jitter is also reduced to 0.58 ps as a result of the
reduced control voltage ripple at the output of the 3 bit current-DAC.
4.3.4 Measurement Results
The die photographs of the two test chips in the UMC 65 LL CMOS process are shown in Figure 4.32. The
DLL based on direct voltage controlled CSI delay cells in Figure 4.33 (a) has an active area of 0.0086 mm2
including bias generation and supply decoupling. The size of the digital part is increased over the SCI
based DLL due to the additional ∆Σ modulator. The linearized CSI delay cell based DLL in Figure 4.33 (b)
occupies 0.0067 mm2 and is smaller than the direct voltage controlled CSI based DLL due to a more
optimized layout and a separate shared bias generation. The simulated power efficiency with M = 4 is
0.66 mW/GHz for the direct voltage controlled CSI based DLL and 0.62 mW/GHz for the linearized CSI
based DLL.
The measurements of the direct voltage controlled CSI based DLL are performed at fIN = 3.6GHz.
Although the DLL itself was designed for frequencies of up to 4 GHz the test chips could not reach
this value due to an insufficient bandwidth of the clock input buffer. Above 3.7 GHz the AC-coupled
CML2CMOS converter preceding the DLL oscillates because the amplitude of the CML clock signal is too
low. Figure 4.35 (a) shows the measured RMS random and periodic jitter for three different PDC scaling
factors M . The random jitter is approximately constant with RJRMS = 0.85ps at M = 8 and is in good
accordance with the simulated jitter of 0.86 ps. The periodic jitter is noticeably reduced compared to the
SCI based DLL (see section 4.2.3) thanks to the voltage control with a high resolution DAC and a second
order low-pass filter. The dependency on the sample clock frequency is also clearly reduced and now
shows a slight increase with M instead of strong decrease. This is due to the fact that the clock for the
∆Σ modulator is derived from CKS. Decreasing fS leads to a lower frequency of the modulator output
signal which is less attenuated by the fixed bandwidth low-pass filter. For M = 8 the periodic jitter is
PJRMS = 0.86 ps. A noticeable improvement of the jitter performance is also visible in the phase noise plot
of the 90◦ output in Figure 4.35 (b).
The phase noise at 1 MHz offset is significantly reduced by 8.7 dB to −119.4dBc/Hz compared to the
SCI based DLL. Also, a change of the PDC scaling factor M has less impact on the phase noise performance.
An increase of M leads to a slight increase of the phase noise between 1 MHz and 10 MHz offset and a
slight decrease between 100 kHz and 1 MHz offset. The reduced influence of the DLL bandwidth is due to
the fixed bandwidth of the second order low-pass filter which effectively suppresses the dithering of the
PDC measurement result due to jitter. The integrated RMS jitter from 10 kHz to 100 MHz is 693 fs with
M = 2 and 771 fs with M = 8.
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(a) Direct voltage controlled CSI based DLL.
DLL
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(b) Linearized CSI based DLL.
Figure 4.32: Die photographs of the direct voltage controlled CSI based DLL test chip (a) and the linearized
CSI based DLL test chip (b) in the UMC 65 LL CMOS process.












(a) Direct voltage controlled CSI based
DLL.















(b) Linearized CSI based DLL.
Figure 4.33: Layouts of the direct voltage controlled CSI based DLL (a) and the linearized CSI based DLL
(b) in the UMC 65 LL CMOS process.
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(a) Random and periodic jitter.
























Figure 4.34: Measured RMS random and periodic jitter (a) and phase noise (b) at the 90◦ output of the
proposed DLL with direct voltage controlled CSI delay cells for fIN = 3.6GHz and different
PDC scaling factors M . The integrated RMS jitter (10 kHz to 100 MHz) is 693 fs with M = 2.
















(a) Random and periodic jitter.
























Figure 4.35: Measured RMS random and periodic jitter (a) and phase noise (b) at the 90◦ output of the
proposed DLL with linearized CSI delay cells for fIN = 3.2GHz and different PDC scaling factors
M . The integrated RMS jitter (10 kHz to 100 MHz) is 296 fs with M = 4.
The benefits of the linearized CSI delay cells can be clearly seen in the measured jitter performance in
Figure 4.35 (a). The random jitter is further reduced to 0.57 ps and the periodic jitter is also lower than
with the direct voltage controlled CSI delay cells. PJRMS now again shows a decrease with increasing M
and is 0.58 ps for M = 4. The phase noise is reduced over the complete frequency range and has a value
of −126.3dBc/Hz at 1 MHz offset. There is no visible difference between the phase noise plots at M = 2
and M = 4. The significant improvement over the direct voltage controlled CSI based design is assumed
to be caused by the current-DAC which generates less ripple on the control voltage for the CSI delay cells
than a single-bit modulated signal. In combination with the more uniform gain of the delay cells this
leads to less jitter induced by the digital modulation and the control word dithering. The overall phase
noise performance is close to the reference signal with an integrated RMS jitter (10 kHz to 100 MHz) of
296 fs at M = 4.
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4.4 Conclusion
Table 4.3 summarizes the performance of the three proposed PDC based DLL designs using digitally
controlled SCI delay cells (SCI), direct voltage controlled CSI delay cells (CSI) and linearized CSI delay
cells (Lin. CSI) and compares them to selected state-of-the-art all-digital DLLs. A PDC scaling factor of
M = 4 is chosen for all PDC based designs as a balanced operating condition for the comparison. The
area does not include the PLL for the generation of the sample clock CKS since in the target application
of parallel high-speed interfaces CKS is shared between all instances of the DLL, as well as other PDC
based circuits. As described in section 4.2.3 the proportional area and power overhead for the CKS PLL is
negligible for typical interfaces. The DLL design using SCI delay cells has the smallest active area in the
comparison thanks to the proposed area efficient transmission gate based shunt-capacitors and the direct
digital control without passive low pass filter. The direct voltage controlled CSI based DLL is optimized
for an alternative trade-off with a better power efficiency and an improved jitter performance in return
for a larger active area. The third design using linearized CSI delay cells achieves improvements in all
aspects over the direct voltage controlled CSI based DLL. Especially the jitter performance is significantly
improved with a phase noise close to the reference clock and on a similar level as DLL designs with
additional LDO [44, 43]. Additionally, the frequency range is extended by application of a secondary
digital frequency band selection and the locking time is reduced to only 6 PDC samples.
The comparison of previously published DLL designs shows that there is always a trade-off between
the area consumption and the jitter performance and power efficiency. This trade-off is illustrated in





with the design area a and the minimum channel length Lmin of the utilized CMOS process. The best
values for power efficiency and RMS jitter are achieved by designs featuring an LDO for the delay line. In
return these designs have the largest layout area in the comparison. The proposed PDC based DLL designs


















This SCI 65 nm 2.5 0.0048∗† 0.9∗ 1.2 −110.7
Work CSI 65 nm 2.8− 4 0.0086∗ 0.66∗ 0.84 −119.4
(M= 4) Lin. CSI 65 nm 1.4− 3.3 0.0067∗ 0.62∗ 0.57 −126.3
[88] coarse/fine 130 nm 1.5− 3.3 0.0077 2.12 1.63 N/A
[71] coarse/fine 65 nm 0.27− 2.13 0.007 2.7 3.08 N/A
[72] N/A 65 nm 0.11− 2.5 0.028† 1.77 2.33† −119
[44] CSI 14 nm 2− 7.5 0.0074‡ 0.6 0.18 −126
[89] coarse/fine 130 nm 0.4− 0.8 0.025 9 2.3 N/A
[43] SCI 130 nm 1.5 0.25‡ 0.6 0.9 −129
∗ Excluding CKS generation, † Including PI, ‡ Including LDO
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(a) Random and periodic jitter.





























Figure 4.36: Comparison of the area FoM and the power efficiency (a) and the area FoM and the RMS
jitter (b) of the proposed PDC based DLL designs with digitally controlled SCI delay cells (SCI),
direct voltage controlled CSI delay cells (CSI) and linearized CSI delay cells (Lin. CSI) to selected
state-of-the-art all-digital DLLs.
offer a power efficiency and an RMS jitter close to these designs without the use of an LDO leading to a
factor of ten smaller layout area. The linearized CSI based DLL achieves the best compromise of area,
power and jitter among the proposed designs, as well as in the overall comparison.
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5 Design of a Phase-to-Digital Converter Based
Duty-Cycle Corrector
Double data rate (DDR) signaling is the most common way to transfer data in wire-linked I/O links at
high data rates. In order to maximize the timing margin for the sampling of the data in the receiver the
clock signals for the serialization and the deserialization require a duty-cycle of 50 %. Due to local PVT
variations and mismatch a global duty-cycle correction is not sufficient and local duty-cycle correctors
(DCC) in each transceiver slice need to be employed. Figure 5.1 shows the clocking architecture of a
typical parallel high-speed I/O link with local clock adjustment circuits based on the example GDDR5
interface in [35]. For 32 parallel I/O links a total number of 48 DCCs is required. Thus, the DCCs are a
substantial part of high-speed I/O links and it is desirable to minimize their area and power consumption.
In this chapter the design of an all-digital DCC based on the PDC described in chapter 3 as a duty-cycle

















Figure 5.1: Clocking architecture of a typical parallel high-speed I/O link with local clock adjustment
circuits.
5.1 Related Work
Most DCCs are implemented as a closed loop system consisting of a duty-cycle detector and a duty-cycle
adjuster. Following the trend towards all-digital implementation more and more DCCs use a digital
feedback. This requires a digital duty-cycle detector that is able to measure the duty-cycle of a high-
frequency clock signal with a fine resolution. Many implementations rely on a circuit that integrates
the high and low phases of the clock signal and generates a binary output signal indicating whether
the duty-cycle is above or below 50 % [48, 94, 49]. This binary signal is then fed to a digital loop
controller (e.g. an SAR circuit [48]) to adjust the duty-cycle of the clock signal. Figure 5.2 (a) shows the
block diagram of a typical DCC based on an integrating comparator for duty-cycle detection. A major
drawback of this approach is the PVT sensitivity of the full custom integrating comparator. The design
















Figure 5.2: Block diagram of a conventional DCC based on an integrating comparator and a digital loop
controller (a) and simplified schematic of an edge combiner based duty-cycle adjuster (b).
the comparator. Alternative approaches for the digital duty-cycle detector are based on TDCs [52, 53],
oscillators [50, 51] or asynchronous sampling [54] and are elaborated in section 3.1.
A common solution for the duty-cycle adjuster is to generate a 180◦ phase shifted representation of
the input clock signal and use an edge combiner [94, 49, 48] to generate a 50 % duty-cycle clock signal
from the 0◦ and the 180◦ signals as illustrated in Figure 5.2 (b). In [95] an SR-latch is used instead of an
edge combiner to generate the output clock.
5.2 Implementation
The proposed all-digital DCC uses the PDC presented in chapter 3 as a linear digital duty-cycle detector as
illustrated in the block diagram in Figure 5.3. Similar to the DLL design in section 4.3 a strongARM latch
is used to sample the differential clock signal at the output of the duty-cycle adjuster. An FSM controls the
duty-cycle correction and the complete digital part can be switched off after calibration using clock gating
on CKS. This way the power consumption during normal operation is kept low and the introduction of
jitter by the asynchronous sampling is avoided.
The DCC consists of an AC-coupled CML2CMOS converter followed by a 5 bit digitally controlled
CSI based duty-cycle adjuster (DCA). The CML2CMOS converter is based on inverters with resistive
feedback to set the common mode voltage for the input signals. Due to the AC-coupling the design shows











Figure 5.3: Block diagram of the proposed PDC based DCC with an AC-coupled CML2CMOS converter.
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Figure 5.5: Schematic of the proposed 5 bit digitally controlled duty-cycle adjuster based on a pseudo-
differential CSI delay cell.
duty-cycle transfer curves in Figure 5.4. This reduces the required range of the 5 bit duty-cycle adjuster to
cover the desired input duty-cycle range of at least 40− 60%. At 5 GHz the output duty-cycle error of
the CML2CMOS converter is even below 1 % for an input duty-cycle range of 25− 70%. An extension of
the frequency range of such a CML2CMOS converter towards lower frequencies is proposed in [96] and
enables the application in variable data rate systems with ultra low power modes. The schematic of the
5 bit duty-cycle adjuster in Figure 5.5 is based on a pseudo-differential CSI delay cell. But in contrast to
the delay cells in section 4.3 the proposed duty-cycle adjuster individually controls the current of the four
current sources for the PMOS and NMOS supplies of the differential delay cell. This way the delays of
the rising and falling edges of both the positive and the negative signal of the differential clock can be
adjusted independently. A fixed bias limits the maximum delay of each edge and a 5 bit current-steering
DAC generates the complementary control voltages VDAC,n and VDAC,n. The control voltages for the PMOS
current sources VDAC,p and VDAC,p are generated using current mirrors. For increasing the duty-cycle of
5.2 Implementation 83


















(a) Waveforms at nodes AP and AN.




















Figure 5.6: Simulated waveforms of the proposed 5 bit duty-cycle adjuster in Figure 5.5 at the nodes AP
and AN (a) and simulated output duty-cycle range for the typical, best and worst case corners

















Figure 5.7: Block diagram of the DCC test chip with additional post TX measurement option.
the output signal the delay of the rising edge at node AP is increased and the delay of the falling edge is
decreased. At node AN the opposite is the case, the delay of the rising edge is decreased and the delay of
the falling edge is increased. The CSI delay cells have a nonlinear delay characteristic (see non-equidistant
spacing of the zero-crossing points in Figure 5.6 (a)), but due to the complementary control of the rising
and falling edges this nonlinearity cancels out resulting in a nearly linear duty-cycle characteristic of
the complete duty-cycle adjuster (see Figure 5.6 (b)). The characteristics for the typical, best and worst
case corners are very similar with a minimum adjustment range of 46− 54%. In combination with the
CML2CMOS converter the complete DCC is able to correct input duty-cycles in the range of 15− 85% for
clock frequencies above 3 GHz and in the range of 40− 60% for clock frequencies between 2 GHz and
3 GHz.
The test chip for the DCC in the UMC 65 LL CMOS process features the option to feed back the
duty-cycle after the off-chip driver instead of directly after the duty-cycle adjuster. This way the duty-cycle
distortion of the off-chip driver can be included in the measurement and a reduced duty-cycle error at
the pads of the chip is achieved. A typical receiver front-end with a CML preamplifier is used to feed the
clock signal from the off-chip driver to a second sampling latch of the PDC. In bidirectional transceivers a
receiver front-end is already existing and therefore the additional hardware cost is negligible. Figure 5.7
shows the architecture of the test chip with external clock generation.
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Another effect that has an influence on the duty-cycle measurement is the input referred offset
of the sampler. A standard deviation of the sampled duty-cycle of less than 0.4 % was observed in a
Monte Carlo simulation of the strongARM latch with a worst case duty-cycle error of 1 %. The precision
of the strongARM latch without offset calibration is therefore sufficient for the DCC to compete with
state-of-the-art designs that reach a duty-cycle error of ≥ 1%. However, an offset calibration can further
reduce the duty-cycle error and is applied in many high-speed transceiver designs anyway.
The influence of jitter on the measurement result is handled by averaging multiple samples of the
PDC as described in chapter 3. The total duration of a duty-cycle measurement is then




with the PDC parameters N and M , the number of samples for the averaging navg and the number of
samples it takes to propagate the input duty-cycle to the output of the PDC np = 2. The FSM starts with
the duty-cycle adjuster in the center setting and depending on the measurement result the duty-cycle
adjuster control word is incremented or decremented until the desired duty-cycle of 50 % is reached. The
maximum amount of iterations is therefore 16 for a worst case duty-cycle error at the input of the DCC.
5.3 Measurement Results
Figure 5.8 shows a die photograph of the DCC test chip. The digital part (PDC and FSM) occupies
3200µm2 and the duty-cycle adjuster consisting of CML2CMOS converter, 5 bit CSI delay cell, current-
DAC and sampling latch occupies 330µm2 of active area. The placement of the digital part is flexible
and allows to place the duty-cycle adjuster close to the other clocking circuits keeping the paths for the












Figure 5.8: Die photograph of the DCC test chip.
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(b) Pre and post TX measurement.
Figure 5.9: Measured duty-cycle across the duty-cycle adjuster range using the integrated PDC with
different amounts of averaging (a) and using the pre and post TX measurement options
compared to an oscilloscope measurement (b) with M = 8 and fIN = 3.6GHz.
fIN = 4GHz, while the power consumption of the digital part depends on the PDC scaling factor M and is
only active during the calibration. With M = 8 the digital part consumes 0.655 mW at a sample clock
frequency of fS = 499MHz.
Since the DCC is on the same test chip as the DLL in section 4.3.1 it suffers from the same problem of
an insufficient bandwidth of the clock input buffer. The following measurements are therefore performed
at fIN = 3.6GHz. In simulations the design is able to operate at up to 5 GHz. In Figure 5.9 (a) the
duty-cycle across the adjustment range measured by the PDC is plotted for three different averaging
depths navg. A significant improvement from navg = 8 to navg = 16 is visible, while navg = 32 shows only a
small difference to the navg = 16 measurement. In Figure 5.9 (b) duty-cycle measurements before and
after the off-chip driver with navg = 32 are compared to an external oscilloscope measurement. The post
TX measurement clearly shows a better matching with the oscilloscope measurement than the pre TX
measurement with a maximum deviation of 0.8 %. The pre TX measurement has a constant offset to
the oscilloscope measurement due to the duty-cycle distortion of the off-chip driver. After calibration
using the FSM the duty-cycle error at the output of the chip is 0.9 % with the pre TX measurement and
< 0.1% with the post TX measurement. The measured total jitter at the output is TJRMS = 1.87ps and
TJpk−pk = 12.97 ps (10k samples).
5.4 Conclusion
The performance of the proposed PDC based DCC is summarized in Table 5.1 and compared to selected
state-of-the-art designs. The area FoM in equation (4.24) is used to compare the design area of the DCCs.
The area and power of the PLL for the generation of CKS are not included for the same reasons as in the
comparison of the DLL designs in chapter 4. The proposed DCC achieves the smallest design area and the
best power efficiency (0.48 mW/GHz with M = 8) in the comparison. Also, a slight improvement over the
state-of-the-art designs is achieved for the RMS and peak-to-peak jitter, as well as the maximum duty-cycle
error. The duty-cycle correction range is wide for frequencies between 2 GHz and 3 GHz (15− 85%),
but relatively narrow for frequencies above 3 GHz (40− 60%). However, in the target application the
expected duty-cycle error (e.g. at the output of the phase interpolator) is within 45− 55%. The proposed
DCC is intended as a supplement to one of the DLL designs presented in chapter 4 and therefore the
overall system efficiency can profit from the fact that the CKS generation can be shared between all DLL
and DCC instances.
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This 2− 5 0.876∗ 0.48∗ 1.87† 12.97† ≥ 40− 60% 0.8 %
[97] 0.12− 2 6.149 2.09 N/A 12.53 20− 80% 2 %
[49] 0.35− 1 3.491 5.6 2.9 20.5 10− 90% 1.4 %
[94] 0.12− 2 4.497 N/A 2.7 14.0 20− 80% 0.9 %
[98] 0.262−1.02 2.367 6.5 3.23 23.64 14− 86% 1.4 %
[48] 0.3125− 1 2.84 3.2 2.05 15.5 40− 60% 1 %
[52] 0.001− 1.3 1.759 3.7 1.95 13.2 30− 70% N/A










6 Timing Center Calibration by Receiver Phase
Measurement
Clock centering is one of the key calibration steps in high-speed I/O links. The receiver clock phase is
adjusted to sample the data signal exactly in the middle of the data eye. This way the robustness against
timing variations of the data or the clock signal is maximized by providing a sufficient timing margin. In
parallel high-speed I/O links the clock centering can also be used to compensate trace length differences
within the data bundle to simplify the PCB layout. The clock centering is usually performed at the startup
of the system and is repeated in regular intervals to compensate timing drift due to voltage or temperature
variations in the system. Since the data bus is not available during the clock centering it is desirable
to minimize the duration of the calibration procedure. The proposed method based on receiver phase
measurement reduces the calibration time significantly compared to the state-of-the-art passing window
approach. Another advantage of the proposed method is that nonlinearities of the phase generation
circuits can be compensated by additional calibration steps which don’t require any signals on the data bus
and therefore consume less power than the initial calibration. This results in a minimized timing center
error providing a reliable timing margin under all operating conditions. The concept is evaluated using a
6.4 Gb/s/pin bidirectional asymmetric source-synchronous I/O link based on a prototype transceiver ASIC
implemented in the UMC 65 LL CMOS process. The prototype system uses differential signaling for the
data links in order to avoid the need for a voltage threshold calibration and to focus only on the timing
center calibration. Major parts of this chapter were published in [107].
6.1 Related work
In section 2.5.4 the passing window approach for calibration of the timing center of high-speed I/O links
is presented. A sweep of the receiver clock phase across one unit interval is performed and the BER at
each clock phase position is determined to find the borders between the pass region (BER below the
calibration limit) and the fail regions (BER above the calibration limit). This requires the transmission of
a known data pattern with 1/BERmin bits (typ. 10
3 to 104) and a comparison of the received data with







with the number of phase interpolator steps nPI within one UI (e.g. 64) and the data rate fbit. Due to jitter
on the data and clock signals the borders between the pass and the fail regions vary between consecutive
measurements. Therefore the conventional timing center calibration performs multiple repeated phase
sweeps and computes the average to improve the precision of the calibration [40]. The calibrated timing
center is defined as the center of the passing window. Due to the nonlinearity of the phase interpolation
circuits the actual sampling clock phase can be offset from the calibrated timing center.
An alternative approach to the passing window method presented in [40] is to use a clock pattern
instead of a data pattern. Again, the receiver sweeps the clock phase across one UI, but instead of
measuring the BER the receiver only tracks whether a one or a zero is sampled at the current phase
position. Based on the average of multiple phase sweeps the boundary between the one and the zero
regions is determined which reflects the position of the rising or falling edge of the clock signal in relation
to the internal clock. This position is called the fuzz mean and the receiver clock phase is adjusted to be
90◦ offset from the fuzz mean. Similar to the passing window method the fuzz mean approach is prone to
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Figure 6.1: Simulated eye diagrams at the receiver of an 8 Gb/s differential I/O link with a PRBS7 data
pattern (blue) and a clock pattern (red).
phase interpolator nonlinearity resulting in a clock centering error. Simulation results in [40] show that
the calibrated timing center using a clock pattern can be slightly offset from the calibrated timing center
using a pseudo random data pattern, but compared to the phase interpolator nonlinearity this error is
small. The fuzz mean approach reduces the calibration time significantly since the clock pattern can be
much shorter than the pseudo random data pattern as no BER measurement is performed. Figure 6.1
shows a comparison between the simulated eye diagrams at the receiver of an 8 Gb/s differential I/O
link using a PRBS7 data pattern and a clock pattern. The difference between the calculated eye centers
using the two different patterns is only 1.5 ps (0.012 UI). Other effects that influence the calibration with
the fuzz mean approach are duty-cycle distortion and input referred offset of the sampler. These effects
are canceled out by performing the edge detection for the rising and the falling edge of the clock pattern
and by measuring an inverted clock pattern as well. This in return increases the calibration time, but the
method is still faster than the passing window calibration.
In [99] the use of an adaptive step size is proposed to reduce the calibration time of the passing
window method by reducing the number of data pattern transfers between the bus nodes. The calibration







with the maximum gain K of the adaptive step size algorithm. A value of K = 2 is proposed by the authors
and therefore the calibration time can be reduced at most by a factor of two.
6.2 Concept of PDC Based Timing Center Calibration
The proposed timing center calibration method uses a clock pattern on the data links similar to the
fuzz mean method. But instead of sweeping the receiver clock phase the proposed method performs
a single phase measurement using the PDC presented in chapter 3. This way the phase shift between
the data link and the receiver clock is determined without repeated measurements at different phase
settings. The precision is improved by averaging multiple samples of the PDC measurement result and
duty-cycle distortion as well as sampler offset are compensated by measuring the phase on the rising and
on the falling edges of the clock signals. The alternating measurement of the rising and falling edges
happens inside the PDC and does not increase the measurement time compared to a measurement on
only the rising or falling edges. Figure 6.2 compares the flow charts of the conventional timing center
calibration method and the proposed PDC based receiver phase measurement approach. Both flow charts
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Figure 6.2: Flowchart comparison of the conventional timing center calibration methods and the proposed
approach based on receiver phase measurement using a PDC.
describe the link training of an asymmetric bidirectional source-synchronous I/O link (see section 2.2). As
the typical application of such I/O links is the interface between a processor and a memory the terms
read training and write training will be used in the following to distinguish between the link training
procedures for the two directions in which the interface can be operated. The read operation transfers
data from the memory to the controller device and the write operation transfers data from the controller
to the memory device. Since the clock adjustment happens only in the controller device the write training
has an additional step of transmitting data back to the controller device that is not required for the read
training. Sections 6.2.2 and 6.2.3 go deeper into the differences between the read and the write training
procedures. The conventional passing window or fuzz mean methods sweep over the receiver clock phase
φ and transmit a set of test data (PRBS or clock pattern) in every iteration of the loop. After the detection
of the boundaries the eye center is calculated and the PI is adjusted accordingly. In the proposed PDC
based clock centering the I/O link first transmits a clock pattern and the receiver measures the phase
difference to the internal clock using the PDC. After the initial phase measurement the I/O link is set to the
idle state and the PI is adjusted to 90◦ offset from the received clock pattern. The duty-cycle variation and
the nonlinearity of the PI are compensated in two optional correction steps which perform measurements
on the internal clock signal.
6.2.1 Differential Transceiver Architecture
Figure 6.3 shows a block diagram of the differential asymmetric bidirectional source-synchronous I/O
link for the evaluation of the proposed PDC based clock centering method. The system consists of a
controller device and a memory device with a unidirectional data clock CK , two bidirectional data links
(DQ) and a unidirectional source-synchronous 4 bit command bus with the separate clock CKCMD. The
controller device provides clock adjustment circuits (PI and DCC) for each individual DQ link while the
memory device has no clock adjustment circuits. A PDC in each DQ slice is used to measure the phase shift
between the received clock pattern and the internal clock. A single transceiver ASIC was implemented
that can be configured to act as either the controller or the memory device. A detailed description of the
configuration options is given in section 6.3.1. The command bus operates on a lower frequency than the
data links and is used to configure the memory device for read or write operation and to initiate the link
training procedures similar to the GDDR5/5X/6 standard. PRBS generators and checkers are connected
to each DQ slice to generate data patterns and to measure the BER for evaluation of the link performance.
The PDC sample clock CKS for the controller device is generated using a PLL locked to the same reference
as the DQ clock. For the memory device there are two options to provide CKS. Either the sample clock



































Figure 6.3: Block diagram of the proposed differential asymmetric bidirectional source-synchronous I/O
link with PDC based timing center calibration.
is forwarded from the controller, which requires two additional pins for the differential clock signal, or
CKS is generated from CK using an additional PLL in the memory device. Since CKS is only required in
the memory device during the write training the forwarding or the PLL can be switched off during read
training and normal operation. Today, most high-performance DRAM ICs include a PLL for jitter reduction
on CK , so the feasibility of implementing a PLL in a DRAM process is already proven. Since only one PLL
is needed to generate CKS for all transceivers in the DRAM IC the cost is small compared to the cost of
additional pins for clock forwarding.
6.2.2 Read Training
The read training procedure of the proposed PDC based timing center calibration method is illustrated in
Figure 6.4. The memory device sends a constant clock pattern on all DQ links and the controller device
measures the phase difference φRX to the internal read clock. The PI in each DQ slice is then adjusted
to the ideal 90◦ offset from the received clock pattern. The main source for timing center errors in the
conventional calibration methods is the integral nonlinearity (INL) of the PI. The proposed PDC based link
training overcomes this problem by an additional INL compensation step. The PDC measures the clock
phase of the internal clock again after the initial adjustment and readjusts the PI in order to reach the
desired phase shift. In the case of read training the controller can either perform another measurement
between the received clock pattern and the internal clock or it can measure the phase of the internal clock
with respect to a reference clock before and after the initial adjustment. The later has the advantage that
the DQ link is idle during the INL compensation which reduces the power consumption of the system.
With a phase φ0 of the internal clock at the initial PI setting d0 the corrected PI setting d1 is calculated as
dn+1 = dn +
φideal −φn
360◦ dmax (6.3)





















































Figure 6.5: Illustration of the phase interpolator nonlinearity compensation in the proposed PDC based
timing center calibration method.
with the target phase
φideal = φ0 + (90
◦ −φRX) (6.4)
assuming an ideal PI with a linear characteristic and a maximum setting dmax. The second measurement
after the initial adjustment yields the actual phase φ1 with an INL error
εinl = φideal −φn (6.5)
to the desired phase φideal. The INL compensation repeats the calibration step in equation (6.3) until the
INL error εinl is sufficiently small. Figure 6.5 illustrates the INL compensation for a worst case example
with a large INL error after the initial adjustment. PIs typically show a duty-cycle variation across the PI
range which can also be compensated by the proposed PDC based timing center calibration method. The
prototype transceiver ASIC uses the DCC presented in chapter 5 after each PI to correct the duty-cycle.
One effect that needs to be considered in the calibration procedure is that the DCC shifts the phase of the
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output clock when the duty-cycle is adjusted. Once the initial INL error is compensated the duty-cycle
variation caused by the following iterations is small and can be neglected. Therefore the duty-cycle
correction happens before the INL compensation (see the flow chart in Figure 6.2).
The link training duration can be calculated using the duration tm of a single PDC phase or duty-cycle
measurement in equation (5.1) based on the PDC parameters M and N , the clock frequency fCK and the
number of averaged samples navg. With M = 2 and navg = 16 the duration of a single measurement is
tm = 766ns at fCK = 3.2GHz. The total link training time
ttr = (1+ ninl + ndcc) tm (6.6)
is composed of the measurement for the initial phase adjustment, the number of INL compensation steps
ninl and the number of duty-cycle correction steps ndcc. The number of iterations for the INL compensation
depends on the INL error and is limited by the FSM to 0 ≤ ninl ≤ 2. The number of iterations for the
duty-cycle correction depends on the duty-cycle error. The DCC in the prototype ASIC (see chapter 5) has
a resolution of 0.32 % and the measured worst case duty-cycle error of the PI is 2.5 %. The duty-cycle
correction is therefore completed within 1 ≤ ndcc ≤ 8 iterations in any case. The worst case training
duration according to equation (6.6) is then ttr,max = 8.426µs.
6.2.3 Write Training
The write training procedure of the proposed PDC based timing center calibration is divided into two
steps. First the controller device sends a clock pattern on all DQ links to the memory device, where the
PDC in each transceiver slice measures the phase difference φRX to the internal clock and the individual
measurement results (8 bit) are stored (see Figure 6.6 (a)). Simultaneously, the controller performs
a phase measurement between the local write clocks and a reference clock to obtain the initial phase
φ0 for the INL compensation. In the second step the memory device sends the measurement results
of the PDCs back to the controller device (see Figure 6.6 (b)). Since the read training is performed in
advance of the write training the timing center for the read operation is already calibrated and a reliable
data transmission is possible. The controller adjusts the PIs in each transceiver slice to the ideal write
phase using the calibration step in equation (6.3). Subsequently, the duty-cycle correction and the INL
compensation are performed in the same way as in the read training.
The duration of the write training procedure in the proposed PDC based timing center calibration
is only slightly longer than the duration of the read training. The time for the readback of the PDC
measurement results of the individual data links must be considered in addition to the link training
duration in equation (6.6). Since only one byte (8 bit) of information must be transferred this additional
time is small compared to the duration of the PDC measurements. In the conventional timing center
calibration methods the complete data or clock pattern that is send to the memory device must be read
back to the controller device at every phase position in order to evaluate the received data and detect the
timing center. Therefore the proposed method shows an even more significant improvement of the write
training duration compared to the read training duration.
6.3 Implementation
The following sections present implementation details of key circuits in the prototype ASIC for the
proposed PDC based timing center calibration that are relevant for understanding the calibration concept
and the functionality of the prototype interface. Circuits that are not presented in detail as they don’t
advance the state-of-the-art are the impedance calibration, which is based on the concept explained
in section 2.5.1, the PRBS generators based on linear feedback shift registers and the digital control
logic including the link training FSM and the SPI interface. The prototype ASIC is implemented in the
UMC 65 LL CMOS process and a supply voltage of 1.2 V is used for all high-speed core and I/O circuits to
avoid the need for high-speed level-shifters in the transceivers.
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Figure 6.6: Illustration of the write training procedure in the proposed PDC based timing center calibration
method divided into measurement (a) and adjustment (b).
6.3.1 Clocking Architecture and Receiver Front-End
Figure 6.7 shows the schematic of the clocking architecture and the receiver front-end in the prototype
ASIC. The shared clock generation consists of the DCC presented in chapter 5 and the direct voltage
controlled CSI based DLL presented in section 4.3. The four phase clock generated by the DLL is used
by both transceiver slices for phase interpolation. The schematic of the CML PI is given in Figure 6.8.
Four NMOS differential pairs are connected to the load resistors RL with the four different clock phases
generated by the DLL CKI,P,CKI,N,CKQ,P and CKQ,N as differential input signals. The two MSBs of the
digital control signal dPI[6 : 5] are used to select two adjacent clock phases for the interpolation. The
five LSBs dPI[4 : 0] are passed to a current-steering DAC that controls the bias current ratio between the
two branches of the PI and sets the mixing ratio of the adjacent clock phases for the interpolation. A low
total bias current is used in the CML PI in order to keep the power consumption low, which in return
results in a significant nonlinearity. Another instance of the DCC is connected to the output of the PI for
the compensation of the duty-cycle variation across the PI range. The ASIC can be configured to act as
a memory device by bypassing the DLL and the local PI and DCC. A typical half-rate receiver front-end
based on the strongARM latches in Figure 4.22 (a) and a CML preamplifier is implemented. The PDC in
each transceiver slice has three clock inputs, the reference clock for the INL compensation (input clock of
































Figure 6.7: Schematic of the clocking architecture and the receiver front-end in the prototype ASIC for the
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Figure 6.8: Schematic of the low-power CML PI in the prototype ASIC for the proposed PDC based timing
center calibration.
of the receiver front-end. All three inputs use replicas of the strongARM latches of the receiver front-end
as samplers. The resolution of the PDC is N = 64 and the maximum sample clock frequency is 2 GHz
resulting in a scaling factor of M ≥ 2 for a maximum input clock frequency of 4 GHz. After calibration the
PDC is shut down by clock gating of CKS. An FSM controls the PDC and adjusts the settings of the local PI
and DCC. The transmitter operates on the same clock signal as the receiver (CKDQ) and therefore the
FSM stores separate PI and DCC settings for the read and the write operation (φRD,DRD and φWR,DWR).
An important aspect in the timing center calibration using the proposed PDC based phase measurement
between a received clock pattern and the local receiver clock is that the setup time of the strongARM
latches in the receiver needs to be considered in the calculation of the ideal timing center. The ideal phase





with the setup time tsu of the strongARM latches and the period TCK of the half-rate clock CK . The
conventional timing center calibration methods elaborated in section 6.1 automatically take the setup
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Figure 6.9: Histograms of the setup time tsu from Monte Carlo simulations of the strongARM latch in
Figure 4.22 (a) with and without additional input buffers.
time into account by using the sampled data signals DE and DO for the phase detection of the received
signal. The proposed method uses separate samplers in the PDC for CKDQ and RX to measure the phase
difference. With identical samplers for both clock signals the setup time of the samplers would cancel out
in the measurement and the PDC would return the real phase difference. An adjustment of the receiver
clock phase to φRX,ideal according to equation (6.7) would therefore require knowledge of the exact value
of tsu. Due to PVT variations and dynamic offset this value is not constant and must be measured in
some way to minimize the timing center error. Instead of directly measuring tsu the proposed circuit in
Figure 6.7 uses a replica of the receiver samplers for the sampling of RX and a modified sampler with
additional buffers to compensate the setup time for CKDQ. Assuming the delay of the buffers to match the
setup time of the sampler (tbuf = tsu), the phase difference measured by the PDC
φRX,pdc = φRX − tsuTCK · 360
◦ + tsu − tbuf
TCK
· 360◦ (6.8)
includes the setup time of one replica sampler in addition to the real phase difference φRX. Inserting the
ideal phase difference φRX,ideal from equation (6.7) as φRX into equation (6.8) shows that the ideal timing
center is reached when the PDC measurement result equals 90◦, independent of tsu. This calculation
is based on the assumptions that the replica sampler has the exact same setup time as the receiver
samplers and that the buffers for the CKDQ sampler fully compensate its setup time. In the real circuit
implementation multiple non-idealities cause deviations from these assumptions and lead to a timing
center error. A careful circuit design and layout placement of the PDC samplers can reduce these deviations
and minimize the timing center error. By placing the replica sampler for the RX signal close to the receiver
samplers the impact of PVT variations on the setup time of the receiver samplers is tracked by the replica
sampler. A perfect compensation of the setup time of the sampler for the CKDQ signal is hard to achieve.
On the one hand the buffers should provide a sufficient slew rate to the inputs of the sampler in order to
minimize the influence of the input referred offset. This on the other hand limits the maximum delay
of the buffers that can be used for the compensation. In the proposed circuit a small remaining average
setup time is tolerated in favor of a small standard deviation. Figure 6.9 shows the histograms of tsu
from Monte Carlo simulations of the strongARM latch with and without input buffers. The average setup
time of −16.5ps is reduced to −2.9ps with the input buffers and is considered in the calculation of the
calibrated timing center so that the remaining timing center error is defined by the standard deviation of
the sampler setup time of 0.92 ps. Another source for a timing center error is a possible difference of the
input referred offset between the receiver and PDC samplers due to uncorrelated mismatch. But such a
difference can also exist between the two receiver samplers and therefore also affects the conventional
timing center calibration methods. An offset calibration as discussed in section 2.5.2 can eliminate this
error source and is frequently employed in commercial transceiver designs.
6.3 Implementation 99
6.3.2 Deserializer with Self-Synchronizing Clock Divider
The data rate of high-speed transceivers in typical applications like memory interfaces or periphery
interconnects is much higher than the operating frequency of the processors or memory cores that
generate or process the data. Serializers and deserializers are used to convert the data between a low
frequency parallel data stream for the internal processing and a high-frequency serial data stream for
the data transfer. A synchronization of the corresponding serializers and deserializers of the I/O links is
required prior to the data transmission in order to receive the bits of the data words in the same order
as they are transmitted. The conventional method for the synchronization is to transmit a known data
pattern and shift the sequence of the clock division in the deserializer until the data pattern is received
correctly. Figure 6.10 shows the schematic of the proposed deserializer with a self-synchronizing clock
divider. When the synchronization is enabled by the EN signal and the special data word “00110000”
is transmitted the received even and odd data signals DE and DO generate a reset pulse using a NAND
gate. Latches re-time the reset pulse for the two clock dividers consisting of a flip-flop and a NOR gate.
A simulation of the self-synchronization process is shown in Figure 6.11. In the simulation the special
data word “00110000” is transmitted three times in a row and the synchronization is enabled with the
second data word. The first word is received in an incorrect order due to the arbitrary deserialization
sequence at the startup of the circuit. With the second data word the two clock dividers are both forced
to skip half a clock cycle by the reset pulse generated from DE and DO. After the synchronization of the
clock dividers the deserialization sequence is aligned to the serial data stream and the third data word is
received correctly.
The main advantage of the proposed deserializer is that the synchronization process does not require
any data evaluation on the receiver side. Only the EN signal needs to be enabled for one cycle of the
divided clock CK/4 during the transmission of the special data word and the deserializer automatically
aligns its clock dividers with the serial data stream. The synchronization itself takes no longer than one
cycle of CK/4 depending on the initial sequence of the clock dividers. The critical path for the maximum
operating frequency of the circuit is from the half-rate receiver (RX) through the NAND gate to the first
latch of the self-synchronizing divider. The delay limit
tRX,CK→Q + tNAND,d ≤ TCK − tL,su (6.9)
is based on the clock to output delay of the samplers in the half-rate receiver tRX,CK→Q, the delay through
the NAND gate tNAND,d and the setup time of the latch tL,su. The prototype design can be operated at















Figure 6.10: Schematic of the proposed deserialzer circuit with self-synchronizing clock divider.
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Figure 6.11: Simulation of the synchronization process of the proposed deserializer with self-synchronizing
clock divider.
the SR-latches (see Figure 4.22 (b)) that evaluate the outputs of the strongARM latches in the half-rate
receiver a re-timing of DE and DO using CMOS latches can help to increase the maximum operating
frequency.
6.3.3 Transmitter
The most common transmitter types for source-synchronous high-speed I/O links are current-mode logic
(CML) and source-series terminated (SST) off-chip drivers (OCD) illustrated in Figure 6.12. CML drivers
are preferably used for differential I/O links and consist of a current source, a differential pair and two
load resistors RT that serve as termination. One advantage of CML drivers is that the output voltage swing
can be adjusted by the source current I0 independent of the termination impedance ZT. A disadvantage is
that CML drivers draw a constant current of I0 even if the signal is static. SST drivers consist of a CMOS
inverter and a series resistor RS. Ideally the transistors have an on-resistance of Ron = 0Ω to represent
an ideal voltage source, so that the output impedance is solely defined by RS. Integrated MOSFETs with
a sufficiently small Ron would require a large layout area and create a significant parasitic capacitance.
Therefore the output impedance is split into a part covered by RS and a part covered by Ron of the PMOS
transistor when a one is transmitted (ZP) or Ron of the NMOS transistor when a zero is transmitted
(ZN). Since Ron of a MOSFET depends on the drain-source voltage VDS the resulting output impedance is




with the intention to keep the contribution of the nonlinear Ron as small as possible. The SST driver
draws no static current from the supply, but during switching a high dynamic current occurs when
both transistors are conducting. This generates a significant amount of supply noise that needs to be
decoupled from sensitive analog circuits. The basic SST driver circuit in Figure 6.12 (b) is single-ended.
For differential I/O links two instances of the single-ended SST driver are used as a pseudo-differential
OCD.
All high-frequency transmitters in the prototype ASIC are implemented as SST drivers because the














(b) SST off-chip driver.

































































(b) SST driver slice.
Figure 6.13: Schematics of the proposed SST driver (a) composed of 15 SST driver slices (b).
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SST driver circuit offers an independent control of the driver impedance (ZP and ZN) and the 2-tap FFE.
A description of the working principle of an FFE is given in section 2.5.3. The driver is composed of 15
equal slices as illustrated in Figure 6.13 (a), divided into four binary scaled groups for the weighting
of the precursor compensation in the 2-tap FFE. Each slice has an impedance of Zslice = 15 ZT and the
termination impedance ZT = 50Ω is chosen for compatibility with the measurement equipment. The
schematic of an SST slice in Figure 6.13 (b) consists of four binary scaled CMOS drivers for the impedance
calibration and a single series resistor RS with a resistance ratio of RS/Ron = 2. The signal ENT puts all
SST slices into termination mode in which a static one is driven to the pad creating a 50Ω termination
to VDD. The impedance calibration is implemented using a replica SST driver and an external precision
resistor similar to the method described in section 2.5.1. First ZP is calibrated against the external resistor
connected to GND, then ZN is calibrated against the previously calibrated ZP of the SST driver connected
to VDD.
6.4 Measurement Results
A die photograph of the prototype ASIC implemented in the UMC 65 LL CMOS process is shown in
Figure 6.14. The two differential transceivers with PDCs and a shared DLL for multiphase clock generation
occupy an area of 0.053 mm2. The area of a single PDC is 0.004 mm2. The clock transmitter (CK TX) has
a separate PDC for duty-cycle correction of the forwarded half-rate clock CK in the source-synchronous
interface. Figure 6.15 shows the test PCB with two transceiver ASICs in QFN48 packages configured as a
controller and a memory device. The trace lengths of the two differential I/O links DQ 0 and DQ 1 are
86 mm and 60 mm, respectively. The PLLs (ADF4351 by Analog Devices) for the generation of CK and
CKS are also mounted on the PCB and are locked to the same 25 MHz reference oscillator. The transceivers
are operated at fCK = 3.2GHz and fS = 1.588GHz (the PDC parameters are N = 64 and M = 2). The
measured RMS jitter is 790 fs for CK and 990 fs for CKS. A microcontroller is used to multiplex the SPI
interfaces of the two transceiver ASICs and connect them to a computer running MATLAB for control and
data evaluation. Eye diagram, phase and jitter measurements are performed by probing the differential
I/O links near the pins of the QFN48 packages using an oscilloscope (DSAV164A by Keysight).













Figure 6.14: Die photograph of the prototype ASIC for the PDC based timing center calibration in the
UMC 65 LL CMOS process.

















Figure 6.15: PCB and measurement setup for the prototype ASIC of the PDC based timing center calibration
in Figure 6.14.
In order to confirm the capability of the PDC based timing center calibration to compensate the
nonlinearity of the PI a measurement of the PI output phase with respect to the reference clock at the input
of the DLL using the integrated PDC is performed and compared to an external oscilloscope measurement.
Figure 6.16 (a) shows the INL of the PI output phase across the PI range. The PDC measurement is in
good accordance with the oscilloscope measurement and shows that the low-power PI can create a worst
case INL error in the timing center calibration of 0.19 UI. The excellent matching of the PDC measurement
and the oscilloscope measurement proves that the proposed INL compensation method is able to adjust
the PI to the desired phase shift with high precision. In Figure 6.16 (b) a duty-cycle measurement across
the PI range is shown. The oscilloscope measurement has a constant offset of ≈ 1% because the PDC
measurement is performed on the internal clock CKDQ before the transmitter while the oscilloscope
measurement is performed on the I/O signal DQ which includes the duty-cycle distortion contributed by
the SST driver. However, the PDC measurement correctly captures the duty-cycle variation across the
PI range and therefore a compensation is possible. The worst case duty-cycle difference between two
PI settings is 2.5 % limiting the number of correction steps required in the calibration procedure (see
section 6.2.2).
Figure 6.17 shows the eye diagrams of the prototype I/O link (DQ 0) for the read and the write
operation using a PRBS31 pattern. The 2-tap FFEs in both directions have been adjusted to compensate ISI
as good as possible. The eye diagram for the read direction shows an increased jitter compared to the write
direction. This is a result of the asymmetric bidirectional interface architecture with a unidirectional clock.
The transceiver clock in the memory device is first transmitted over the channel which adds significant
jitter to the clock signal by the transmitter and receiver circuits. This is the reason why high-performance
memory chips like GDDR6 include a PLL for jitter cleaning of the forwarded clock.
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Figure 6.16: Measured INL (a) and duty-cycle (b) of the PI using the integrated PDC of the prototype ASIC
for the PDC based timing center calibration and an external oscilloscope.
(a) Read operation. (b) Write operation.
Figure 6.17: Eye diagrams of the read (a) and the write (b) operation of DQ 0 in the prototype I/O link at
6.4 Gb/s with active feed-forward equalization, each measured at the receiving side near the
pins of the QFN48 package.
The timing center calibration is evaluated by performing BER measurements with a PRBS31 pattern
at every PI position to create a bathtub plot. A total number of 1010 bits is transmitted at every PI position
resulting in a minimum BER of 10−10 to be measured. Additionally, the phase of CKDQ is measured
using the PDC at each PI position for a correct placement of the BER measurement values on the time
axis of the bathtub plot. This increases the precision of the bathtub plot compared to other publications
which use the PI setting to estimate the clock phase ignoring the nonlinearity of the PI. A model is
fitted to the measured BER data using the MATLAB function in Appendix C that extrapolates the data
to a BER of 10−14 in order to keep the measurement time short. The calibrated timing center of the
proposed PDC based calibration method is compared to the ideal timing center at BER= 10−12 using the
extrapolated model fit. Additionally, the timing center calibrated by the conventional passing window
method is calculated based on the PI settings at which the fitted bathtub curve crosses BER = 10−4
and the captured nonlinear PI characteristic for the determination of the phase at the calculated center
PI setting. The measured and fitted bathtub curves for the read and the write operation are shown in
Figure 6.18 annotated with the calibrated timing centers using the proposed method and the conventional
passing window approach, as well as the ideal timing center. In both cases the calibrated timing center
of the proposed PDC based method is closer to the ideal timing center than the conventional passing
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(a) Read operation.
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(b) Write operation.
Figure 6.18: Bathtub plots with extrapolated BER data using the MATLAB function in Appendix C for the
read (a) and the write (b) operation of the prototype interface for the PDC based timing
center calibration. The calibrated timing center is compared with the ideal timing center at
BER= 10−12 and the timing center calibrated by the conventional passing window method.
Table 6.1: Timing center error and link training duration of the proposed PDC based timing center
calibration with and without INL compensation and the conventional passing window method










PDC Based + INL Comp. 3.1µs 0.003 UI 3.3µs −0.017UI
PDC Based 0.77µs −0.125UI 0.97µs −0.047UI
Passing Window 97.9µs −0.008UI 193.8µs 0.055 UI
window approach. The remaining timing center errors of 0.003 UI and −0.017UI for the read and the
write training, respectively are within the simulated maximum deviation of the sampler setup time from
its average (see Figure 6.9) of less than 0.02 UI. An offset calibration of the PDC samplers could further
reduce the timing center error by eliminating the setup time variation due to the input referred offset.
Table 6.1 summarizes the training durations and the timing center errors of the proposed PDC based
timing center calibration and the conventional passing window approach. The results without the INL
compensation are also included to show the significant impact on the timing center error. They also show
that the PDC based method and the passing window approach are affected differently by the INL of the
PI. The passing window method calculates the center of two PI positions while the proposed PDC based
approach calculates the 90◦ shift from a single PI position similar to the fuzz mean method. The training
duration of the PDC based method is significantly shorter than with the conventional passing window
method, even with the INL compensation. Also the durations of the read and the write training are nearly
the same in the proposed design since there is no need to send the complete training data back to the
controller during the write training.
Another advantage of the proposed PDC based timing center calibration is the reduced power
consumption during the link training since no access to the data FIFOs is required and the transmission of
the clock pattern can be switched off after the initial phase adjustment. The total power consumption of
106 6 Timing Center Calibration by Receiver Phase Measurement
Table 6.2: Power comparison of the proposed bidirectional asymmetric source-synchronous I/O link and








This Work 65 nm Differential 6.4 1.38 3.05
[99] 65 nm Single-Ended 4.266 1.86 5.68
[32] 40 nm Differential 16 5.3 5.3
[35] 40 nm Single-Ended 6.4 12.7 12.7
[34] 65 nm Differential 16 13 13
the controller device in the prototype I/O link is 8.8 mW for the read training and 19.5 mW for the write
training with fCK = 3.2GHz of which 2.27 mW are consumed by the PDC (N = 64 and M = 2). After the
link training the PDC is switched off by clock gating so the power consumption during normal operation
is even lower. Table 6.2 compares the power efficiency of the prototype transceiver ASIC with similar
state-of-the-art controller implementations for source-synchronous I/O links. Since the state-of-the-art
designs do not require dedicated circuitry for the link training their power consumption during the link
training is the same as during normal operation. Even though the PDC consumes additional power during
the link training the overall efficiency of the proposed design is still better than in the conventional
implementations.
6.5 Conclusion
A timing center calibration method for source-synchronous I/O links is proposed that significantly advances
the state-of-the-art in terms of link training duration and timing center error. Instead of performing
repeated BER measurements at different clock phase positions across one UI to detect the timing center,
the proposed method makes use of the PDC presented in chapter 3 to measure the phase difference
between a received clock pattern and the internal clock. Subsequently the phase difference is adjusted
to 90◦ for an ideal sampling in the center of the eye. Careful design of the PDC samplers ensures that
the setup time of the data samplers is considered in the phase measurement in order to minimize the
timing center error. An INL compensation that does not require an active signal transmission on the I/O
link eliminates the timing center error due to the nonlinearity of the phase interpolation which is not
possible with the conventional timing center calibration methods. Additionally, the duty-cycle variation
across the PI range can also be compensated by the PDC based calibration method. Table 6.3 compares
the link training duration and the residual timing center error of the proposed PDC based timing center
calibration with previously published link training methods. The number of bits
ntr = 2 fCK ttr (6.11)
transmitted during the full link training (read and write) based on the training duration ttr and the
half-rate clock frequency fCK is used to compare the training methods independent of the data rate. The
values of ntr in the table are normalized to the proposed PDC based approach. The adaptive 3-step method
in [99] with adaptive gain which also performs a voltage threshold calibration but does not implement
averaging takes 2.74 times longer than the PDC based approach. The improved fuzz mean method [40]
which already significantly advances the conventional passing window method is 39.1 times slower than
the proposed timing center calibration. The residual timing center error of the previously published
methods is mainly defined by the INL of the PI and is approximately five times larger than with the PDC
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Impr. Fuzz Mean [40] 3.2 500 39.1 0.11
Passing Window [40] 3.2 40000 3125 0.09
based approach. The implementation of an offset calibration for the PDC samplers can even further
improve the timing center error without increasing the link training duration. The design presented in
chapter 7 implements such an offset calibration for the PDC samplers, as well as for the receiver samplers
and integrates a calibration algorithm into the PDC.
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7 Calibration of the Receiver Voltage Threshold
by Duty-Cycle Measurement
Differential I/O links have the advantage that the voltage threshold for the sampling of the received
data is always Vth = 0V. In single-ended I/O links the ideal voltage threshold can vary due to impedance
mismatch and channel attenuation. Usually, a voltage threshold calibration is performed in addition to the
timing center calibration in order to sample the data at the ideal eye center. The conventional approach to
the voltage threshold calibration is similar to the passing window method for the timing center calibration.
The voltage threshold is varied over the input voltage range and the BER is measured at every step to
determine a passing window and find the vertical center of the data eye. The proposed PDC based voltage
threshold calibration reduces the calibration time by performing duty-cycle measurements instead of BER
measurements. The idea is that the ideal threshold voltage is reached when the duty-cycle of a received
clock pattern equals 50 %.
7.1 Related Work
The conventional method for the voltage threshold calibration in combination with a timing center
calibration of a single-ended high-speed I/O link is to perform a full two dimensional eye scan as
illustrated in Figure 7.1. A grid of sample points across the data eye is defined and the BER is measured
at each sample point. The resulting two dimensional BER plot reflects the eye diagram and is used to find
the ideal sampling point for the receiver in the center of the data eye. The drawback of this method is that
a large number of BER measurements must be performed which results in a long link training duration.
The two dimensional eye scan is also useful to analyze the eye diagram directly at the receiver, which is
normally inaccessible for measurement equipment. In differential I/O links the sampler offset voltage can
be used as the second dimension instead of the voltage threshold in order to analyze the eye diagram.
In [99] an adaptive 3-step calibration scheme is proposed based on the passing window method.
In the first step the timing center at a nominal voltage threshold is determined using the conventional
passing window method described in section 2.5.4. In the second step the ideal voltage threshold is
determined at the previously detected timing center using the same concept (see section 2.5.5). Finally,
another timing center calibration is performed at the detected voltage threshold to optimize the sampling
position. Using the 3-step calibration scheme the training duration is significantly reduced, because the












Figure 7.1: Illustration of the full two dimensional eye scan method for the combined timing center and
voltage threshold calibration of a single-ended high-speed I/O link based on BER measurements
on a grid of sample points across the data eye.
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algorithm in [99] also uses an adaptive step size to further decrease the calibration time of the two
dimensional eye detection to






with the number of PI steps nPI, the number of voltage threshold steps nth, the maximum gain K , the
minimum BER to be measured BERmin and the data rate fbit. One limitation of the adaptive 3-step method
is that the nominal Vth for the initial timing center calibration must be located within the data eye with a
sufficient voltage margin.
7.2 Concept of PDC based Voltage Threshold Calibration
As shown in section 6.1 a clock signal can be used for the timing center calibration instead of a PRBS
data pattern with a negligible timing center error. The same clock signal shall be used in the proposed
PDC based voltage threshold calibration. In high-speed I/O links with matched impedances a clock signal
with the maximum possible frequency has a nearly sinusoidal form. When the voltage threshold of the
receiver is exactly at the vertical eye center then the duty-cycle of the received signal is exactly 50 %. Due
to the limited slew rate of the signal a deviation of Vth from the vertical eye center leads to an increase
or a decrease of the duty-cycle as illustrated in Figure 7.2. The idea of the proposed voltage threshold
calibration method is to measure the duty-cycle of the received clock pattern using the PDC and to adjust
Vth until the duty-cycle is equal to 50 %. The same PDC configuration as in the PDC based timing center
calibration in chapter 6 can be used for the duty-cycle measurement without modification, therefore no
additional circuitry is required. The main advantage over the conventional passing window method is
that the PDC based voltage threshold calibration does not need to perform measurements at every Vth
level across the eye diagram. Instead the measurements start with a nominal Vth and iteratively increase
or decrease Vth depending on the initial measurement until the measured duty-cycle is as close to 50 % as
possible. Therefore the total number of measurements is reduced by at least a factor of two depending on
the duty-cycle error. Similar to the PDC based timing center calibration the proposed approach does not
require to send back the complete test pattern to the controller device in the write training procedure.
Instead only the duty-cycle information (8 bit) is sent back and therefore the write training duration is








Figure 7.2: Illustration of the proposed PDC based voltage threshold calibration based on the duty-cycle
measurement of a received clock pattern.
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Another advantage of the proposed PDC based voltage threshold calibration in combination with
the PDC based timing center calibration presented in chapter 6 is that only two calibration steps are
required for a full two dimensional eye center detection. The voltage threshold calibration based on the
duty-cycle measurement does not require a previous timing center calibration. Therefore the proposed
two dimensional eye center detection first performs the voltage threshold calibration and then the timing
center calibration as described in sections 6.2.2 and 6.2.3 for the read and the write training, respectively.
The total read or write training duration
ttr,2D = nv tm + ttr (7.2)
is composed of the number of iterations for the voltage threshold calibration 1≤ nv ≤ nth/2, the duration
of a single PDC measurement tm according to equation (5.1) and the duration of the timing center
calibration ttr according to equation (6.6).
7.3 Single-Ended Transceiver Architecture
Figure 7.3 shows a block diagram of the proposed single-ended asymmetric bidirectional source-
synchronous I/O link. A shared DLL generates a four phase clock signal for the local PIs in each
DQ Slice. Both, the controller and the memory device have a shared Vth generator that generates the
threshold voltage for the single-ended receiver front-end. Each DQ slice implements two separate PIs
for the read and the write clock in order to simplify the synchronization of the deserializers since the
clock phases of the read and the write clock do not change between read and write operations. The
memory device does not implement any clock adjustment circuits in the DQ slice. The PDC is integrated
similar to the design presented in chapter 6 and a detailed description of the PDC and receiver front-end
architecture is given in section 7.4.1. The sample clock CKS is generated from the half rate clock CK
using an integer clock divider and a PLL in both devices to avoid the need for additional pins to forward



















































Figure 7.3: Block diagram of the proposed single-ended asymmetric bidirectional source-synchronous I/O
link with PDC based voltage threshold and timing center calibration.
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for read and write operation and controls the read and write training when the memory device is set to
the calibration mode.
7.4 Implementation
The prototype ASIC for the PDC based voltage threshold calibration is implemented in the UMC 65 LL
CMOS process and offers one single-ended transceiver slice. Separate implementations of the controller
and the memory device are placed on the same ASIC rather than integrating a bypass option for the clock
adjustment circuits as in the design presented in chapter 6 to configure the ASIC as a controller or a
memory device. The SST drivers described in section 6.3.3 are re-used in this design for the high-frequency
OCDs with the same impedance calibration circuit. The PIs are also re-used (see Figure 6.8), but the
local DCC after the PI is omitted. The linearized CSI based DLL presented in section 4.3.2 is used in the
controller device as the shared four phase generator. Global DCCs are placed at the input of the DLL
and the clock transmitter of the controller device and at the output of the clock receiver in the memory
device. In addition to the PRBS generators and checkers the core logic also offers FIFOs for the transmit
data (DTX) and the receive data (DRX) that enable the implementation of the conventional link training
methods on the prototype interface. Section 7.4.1 describes the relevant changes in the receiver front-end
over the differential transceiver architecture presented in chapter 6. The prototype ASIC also includes a
multi-modulus clock divider described in section 7.4.2 that generates a reference clock for the PDC sample
clock PLL. Two external ADF4351 PLL ICs are used for the generation of CK and CKS in the prototype
interface.
7.4.1 Receiver Front-End
Figure 7.4 shows a schematic of the receiver front-end in the prototype ASIC with the local PDC for the
voltage threshold and timing center calibration. The half rate receiver (RX) consists of two samplers
based on the strongARM latch in Figure 2.18 (a) [30]. The offset calibration circuit in [32] based on
current injections at the differential output of the strongARM latch is added to cancel the input referred
offset voltage of the samplers. The basic offset cancellation scheme in section 2.5.2 is used to calibrate the


























Figure 7.4: Schematic of the receiver front-end in the prototype ASIC for the proposed PDC based voltage
threshold calibration.
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Figure 7.5: Schematic of the Vth generator based on a 6 bit current-DAC with replica biasing.
receiver samplers with the same current injection based offset calibration circuit. An additional counter
in the PDC is used to count the number of ones detected during the offset calibration. The other PDC
samplers are implemented without offset calibration, but with additional input buffers to compensate the
setup time of the samplers as described in section 6.3.1.
The threshold voltage Vth for the single-ended receiver is generated by a DAC and fed to the negative
input of the differential preamplifier. The schematic of the proposed Vth generator is shown in Figure 7.5.
A 6 bit current-DAC generates a bias current for the load resistor RDAC which acts as a linear current-to-
voltage converter at the output. A replica biasing scheme is used to control the reference current in the
current-DAC in order to achieve an output voltage range of VDD/2 ≤ Vth ≤ VDD. This range is equal to
the maximum possible voltage swing of the transmitted signal DQ because of the use of an SST driver
with a matched termination to VDD. The replica circuit of the current-DAC and the current-to-voltage
converter generates the lowest possible output voltage Vmin and an operational amplifier compares Vmin to
the reference voltage VDD/2 generated by a resistive voltage divider composed of two matched resistors
RDIV. The output of the operational amplifier is the bias voltage for the PMOS current sources in the DAC.
An interdigitated layout of the transistors of the current-DAC and the replica circuit, as well as of the
resistor pairs RDAC and RDIV minimizes a variation of the output voltage range due to process mismatch.
The proposed Vth generator consumes 800µW and has a resolution of 9.5 mV.
7.4.2 Multi-Modulus Clock Divider
The prototype ASIC for the PDC based voltage threshold calibration includes a multi-modulus clock
divider to generate the reference clock for the PDC sample clock PLL from the transceiver half-rate clock
CK . This way both, the PLL for CK and the PLL for CKS can be implemented as integer PLLs and the
system reference clock frequency fref can be chosen independent of the PDC parameters as explained
in section 3.3.3. Figure 7.6 shows a schematic of the proposed multi-modulus clock divider. The two
inputs SW1 and SW2 control the division ratio of the second clock divider stage consisting of a counter.
The output of the counter serves as the modulus control signal MC that switches between a division by 4
and a division by 5 in the 4/5 prescaler. Using this configuration the proposed clock divider generates
division ratios of the form (2n + 1). For the generation of the CKS PLL reference clock a division ratio of
MN + 1 is required. Since the PDC parameters M and N are preferably chosen as powers of two (see
section 3.3.2) the required division ratio is also of the form (2n + 1). The two control signals SW1 and
SW2 are used to control the value of M in the clock division ratio for a fixed value of N . The logic table
in Table 7.1 lists the possible division ratios and the corresponding values of M for a PDC resolution of
N = 64. The division of the multi-modulus clock divider into a prescaler and a counter helps to maximize
the input frequency range and to minimize the power consumption since only the prescaler is clocked by
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Figure 7.6: Schematic of the multi-modulus clock divider that generates the reference clock for the PDC
sample clock PLL.
Table 7.1: Logic table of the proposed multi-modulus clock divider for the generation of the reference
clock for the PDC sample clock PLL with N = 64.
SW1 SW2 Division Ratio PDC Scaling Factor
0 0 257 M = 4
0 1 65 M = 1
1 0 129 M = 2
1 1 65 M = 1
the high-frequency half-rate clock CK and the counter is clocked by the lower frequency output clock of
the prescaler. The maximum power consumption of the circuit in the typical corner is 223µW with an
input clock frequency of fCK = 3.2GHz.
7.5 Measurement Results
In Figure 7.7 a die photograph of the prototype ASIC for the PDC based voltage threshold calibration is
shown. The controller and the memory device are separated in the IC and only the impedance calibration
circuit (IMP), the multi-modulus clock divider (CKS DIV) and the receiver for the PDC sample clock
(CKS RX) are shared between the two devices. The transceiver circuits in the controller device occupy an
area of 0.039 mm2 including the shared DLL and Vth generator. In the memory device the transceiver size
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is only 0.033 mm2 since no DLL is required. The multi-modulus clock divider for the CKS PLL reference
clock has an active area of 1100µm2. Two instances of the transceiver ASIC in QFN48 packages are
mounted on separate PCBs for the prototype interface. One device uses the memory part as a clock
receiver for the externally generated half-rate clock CK and connects to the data link with the controller
part. The other device connects the memory part of the ASIC to the data link. The forwarded CK , the
data link DQ and the 2 bit command bus (CMD) are connected via SMA connectors between the two
PCBs as shown in Figure 7.8. Both PCBs include a PLL for the generation of CKS from the reference clock
generated by the multi-modulus clock divider. A microcontroller connects the SPI interfaces of the two
prototype ASICs to a computer and configures the PLLs for CK and CKS. Eye diagram measurements are
performed by probing the DQ signal close to the pins of the QFN48 packages. The voltage threshold Vth of
the single-ended receiver is routed to a probe pad on the PCB next to the DQ pin as the reference voltage
for the differential probe.
Two issues in the prototype ASIC affect the functionality and limit the possibilities to verify the
effectiveness of the proposed PDC based voltage threshold calibration. One issue is that the PDC in the
transceiver slice of the memory part does not run any measurements. Therefore the PDC based write
training of the I/O link cannot be performed. Instead only the read training is analyzed in the following.
The other issue is a bug in the deserializers. For a reason that is unknown to the date of publication the
deserialzers only receive a byte correctly when the previous byte transmitted is “11111111”. As a result
BER measurements using PRBS data patterns are not possible. As a workaround the BER measurements
are realized by an alternating transmission of “11111111” and a byte of the PRBS pattern using the data
FIFOs of the transceivers. This results in a very long measurement duration for a full eye scan with 4096
different sampling points and the transmitted data is not a true PRBS pattern anymore, especially it is
not DC free. Also the deserializers don’t work properly at the target data rate of 6.4 Gb/s. Therefore all
measurements in the following are performed at 4.4 Gb/s instead.
In order to analyze the effect of the voltage threshold level on the duty-cycle of a received clock
pattern repeated duty-cycle measurements using the integrated PDC in the controller transceiver are






































Figure 7.7: Die photograph of the prototype ASIC for the PDC based voltage threshold calibration
implemented in the UMC 65 LL CMOS process.






















Figure 7.8: PCB and measurement setup for the prototype ASIC of the PDC based voltage threshold
calibration in Figure 7.7.
duty-cycle range of 10 % to 90 % of the transmitted clock pattern for Vth between 640 mV and 1060 mV.
Outside of this range the measurement results do not correlate with Vth. The curvature of the PDC
measurement reflects a property of the I/O link that is also visible in the eye diagrams of the read and
the write operation in Figure 7.10. Due to a duty-cycle distortion of the DQ signal the signal crossings
in the eye diagram are not at the vertical eye center and therefore the ideal Vth cannot be found at the
voltage threshold level that leads to a duty-cycle of 50 % (instead the measurement with a duty-cycle
of 50 % reflects the Vth level with the maximum timing margin). But the PDC duty-cycle measurement
in Figure 7.9 also reflects the vertical eye opening defined by the minimum and the maximum of the
measurement results. This way the vertical eye center can be calculated using the Vth levels with the
lowest and the highest duty-cycle similar to the conventional passing window method. The calibrated
Vth using this method is very close to the ideal Vth determined by a BER measurement at BER = 10−3
and differs only by one PI step (9.5 mV). The calibrated Vth at 50 % duty-cycle is significantly offset from
the ideal Vth due to the duty-cycle distortion on the DQ signal. The duration of the PDC based voltage
threshold calibration
tvt = nvt tm (7.3)
depends on the number of voltage threshold levels nvt to be measured and the duration of a single PDC
measurement tm according to equation (5.1). For the calibration method that finds Vth at a duty-cycle of
50 % the number of measurements is limited to 1≤ nvt ≤ nDAC/2 and for the method that determines the
center between the borders of the voltage margin nvt = nDAC, with the number of Vth DAC steps nDAC.
Figure 7.11 shows a full eye scan for the read operation of the prototype I/O link at 4.4 Gb/s. The
eye center determined by the proposed PDC based timing center and voltage threshold calibration is
marked, as well as the ideal eye center based on the BER measurements. The data eye at the receiver
is obviously degraded compared to the eye diagram measured at the package pins. This is probably
caused by significant supply noise in the system due to the single-ended transceiver architecture. However,
the PDC based timing center calibration is able to calibrate a timing center which is equal to the ideal
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Calibrated V th (Center)
Ideal Vth (BER = 10
-3)
Figure 7.9: PDC measurement of the duty-cycle of a received clock pattern at different threshold voltage
(Vth) levels for the read operation of the prototype I/O link.
(a) Read operation. (b) Write operation.
Figure 7.10: Eye diagrams of the read (a) and the write (b) operation of the prototype I/O link at 4.4 Gb/s
with active feed-forward equalization, each measured at the receiving side near the pins of
the QFN48 package.
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Ideal Center (BER = 10-3)
Figure 7.11: Full eye scan for the read operation of the prototype single-ended I/O link at 4.4 Gb/s
annotated with the calibrated eye center, as well as the ideal eye center at BER= 10−4.
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timing center estimated from the BER measurements. The voltage threshold determined by the PDC
based calibration scheme is slightly lower than the ideal voltage threshold (see Figure 7.9), but still offers
sufficient margin to the borders of the data eye.
7.6 Conclusion
In this chapter a voltage threshold calibration for single-ended high-speed I/O links is proposed based on
the PDC presented in chapter 3. The PDC is used to measure the duty-cycle of a received clock pattern at
different Vth levels. As long as there is no duty-cycle distortion on the transmitted signal DQ the ideal
Vth is found when the measured duty-cycle is equal to 50 %. In the presence of duty-cycle distortion
a duty-cycle measurement across the full Vth range can be performed to find the minimum and the
maximum of the voltage margin. The ideal Vth is then calculated as the center between the minimum and
the maximum similar to the conventional passing window approach (see section 2.5.5). The proposed
voltage threshold calibration method is combined with the PDC based timing center calibration presented
in chapter 6 to provide a full two dimensional eye center detection. Both calibration schemes share the
same PDC in each transceiver slice to minimize the area overhead. Since the voltage threshold calibration
based on a duty-cycle measurement does not require a prior timing center calibration the complete link
training requires only two steps. First the voltage threshold calibration is performed, then the timing
center calibration. Previously published two dimensional eye detection methods require either three
calibration steps (timing center, voltage threshold, timing center [99]) or a full two dimensional eye scan.
This way the link training duration is significantly reduced. Both, the calibrated timing center and the
calibrated voltage threshold are close to the ideal eye center determined by BER measurements. Due
to the lack of suitable measurement results in the literature a comparison of the calibration precision
with state-of-the-art designs is not possible at the date of publication of this thesis. Instead only the link
training duration is compared in Table 7.2 using the number of bits transmitted during the training ntr
from equation (6.11) calculated from the sum of the durations of the voltage threshold calibration tvt
and the timing center calibration ttr (equation 6.6) required in the prototype I/O link. The proposed two
dimensional eye center detection based on the voltage threshold calibration using the 50 % method is
about 60 % faster than the adaptive 3-step method in [99]. It is noted that the adaptive 3-step method
in [99] is implemented without averaging and is therefore quite fast, but more prone to timing jitter
and voltage noise. Implementing the proposed PDC based calirbation without averaging reduces the
training duration by a factor of 16 making both methods faster than the adaptive 3-step algorithm. Using
the center method for the voltage threshold calibration the link training duration increases by almost a





















Full eye scan (BER= 10−3) 4.4 931/1862
(Read/Write)
174.56
118 7 Calibration of the Receiver Voltage Threshold by Duty-Cycle Measurement
factor of 10 compared to the 50 % method, but therefore the calibration can better handle I/O links with
duty-cycle distortion. Compared to a full eye scan the proposed method is faster by at least a factor of 18




This thesis presents an all-digital clock calibration approach for high-speed I/O links based on a fully
synthesized phase-to-digital converter (PDC). The proposed PDC is able to perform in-situ measurements of
the phase and the duty-cycle of high-frequency clock signals with high precision. The scalable resolution
and sample rate allow the circuit to be adapted to different requirements. Three ASICs have been
developed in a 65 nm CMOS process to investigate four different applications of the PDC in the calibration
sequence of an asymmetric bidirectional source-synchronous I/O link. In each of the applications the
proposed PDC based methods show significant improvements of the power consumption, the calibration
precision and the calibration time over the state-of-the-art and offer a fast and simple circuit design due
to the all-digital implementation. High-speed I/O links benefit from these improvements as the reduced
power consumption enables higher data rates in mobile applications, the better calibration precision
improves the link reliability and the reduced calibration time increases the link availability. The main
contributions of the work are summarized in the following section. Finally, an outlook on other possible
applications of the PDC is given.
8.1 Summary
High-performance source-synchronous I/O links require multiple different circuit calibrations in order to
achieve high data rates and to be robust against voltage and temperature variations during operation.
One important effect caused by PVT variations is timing drift due to the PVT dependence of the circuit
delay. The proposed PDC is ideally suited to track the timing drift precisely and to enable a simple digital
compensation. Four different calibration scenarios have been investigated that are essential for a proper
data transmission at high data rates in modern chip-to-chip interfaces:
• Phase detection in multiphase delay-locked loops (DLL)
Multiphase DLLs are frequently used in parallel high-speed I/O links for local phase adjustment.
Conventional phase detectors are limited to a 360◦ feedback from the delay line and require a
careful full-custom circuit design. The proposed PDC enables the DLL to use any phase as a feedback
for the control loop resulting in a shorter delay line and a reduced power consumption. Also the
all-digital implementation of the PDC simplifies the circuit design. In combination with the proposed
transmission gate based shunt-capacitors an extremely compact DLL with the delay line being the
only full-custom element was developed. A worst case model of the PDC allows to estimate the
jitter of the DLL and to define constraints for the jitter of the input clock of the DLL and the sample
clock of the PDC. The loop filter for the shunt-capacitor based DLL can be designed solely in the
digital domain avoiding time consuming mixed mode simulation for the analysis of the loop stability.
An alternative approach using current-starved inverters for the delay line was implemented with
excellent power efficiency and jitter performance in return for a slightly increased area compared to
the shunt-capacitor based DLL.
• Duty-cycle correction
Most high-speed I/O links use at least a double-data rate sampling scheme that requires a duty-cycle
of exactly 50 % for the clock signals in the serializers and deserializers. The capability of the PDC
to measure the duty-cycle of a high-frequency clock with high-precision is used in the design of
an all-digital duty-cycle corrector. The duty-cycle adjustment circuit is designed especially for
high-frequency applications and provides a wide duty-cycle adjustment range over a large frequency
range with an almost linear duty-cycle characteristic.
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• Timing center calibration
An essential requirement for a reliable data transmission is that the data is being sampled in the
timing center of the data eye. This way a maximum margin for variations of the delay in the clock
and data paths is provided. Outside of the timing margin the bit error rate increases rapidly and
a re-calibration of the timing center becomes necessary. Since the data link is unavailable during
the timing center calibration it is desirable to minimize the calibration time. The proposed method
performs a phase measurement between a transmitted clock pattern and the internal clock using
the proposed PDC. The internal clock phase is then adjusted to be 90◦ offset from the received
clock pattern in order to sample the data at the center of the eye. Additional measurements with
the PDC enable the compensation of the nonlinearity and the duty-cycle variation of the phase
interpolators that are used to shift the phase of the receiver clock. Compared to the conventional
passing window method the proposed approach takes significantly less time to calibrate the timing
center and reduces the timing center error thanks to the compensation of the phase interpolator
nonlinearity. Also, the power consumption during the calibration is reduced since no access to the
data FIFOs is required.
• Voltage threshold calibration
In single-ended I/O links the data signal is compared to a voltage threshold in order to distinguish
between a zero and a one in the data stream. The ideal voltage threshold is affected by mismatch
in the transmitter and receiver circuits, as well as the characteristics of the transmission channel.
Therefore a calibration of the voltage threshold is performed to maximize the voltage margin. The
conventional approach for a combined timing center and voltage threshold calibration is to perform
a full two dimensional eye scan covering all possible combinations of clock phase and voltage
threshold. A calibration method based on a duty-cycle measurement of a received clock pattern is
proposed which can find the ideal voltage threshold by scanning only the voltage axis. The PDC
based timing center calibration can be performed afterwards without affecting the ideal voltage
threshold.
An overview of the presented applications of the PDC and the key improvements over the state-of-the-art
is shown in Figure 8.1. The use of the proposed PDC has led to a simpler circuit design, a reduced power
consumption, an improved precision and a reduced calibration time. The all-digital PDC scales well with
















Figure 8.1: Key improvements to the calibration sequence of a typical source-synchronous high-speed
parallel I/O link by the PDC based calibration techniques presented in this thesis.
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The required sample clock can be shared between multiple instances of the PDC and its distribution is
uncritical due to the low frequency (using a high PDC scaling factor) and the relaxed jitter requirements.
Therefore, the efficiency of the PDC improves with an increasing number of instances within the ASIC.
8.2 Outlook
The proposed PDC offers a simple and universal way to measure the phase and the duty-cycle of clock
signals within an ASIC. The small all-digital circuit can be placed nearly anywhere on the chip to measure
the properties of signals that are inaccessible to external measurement equipment. Therefore, the PDC
can be useful for debugging purposes of prototype ASICs or for performance analysis of integrated circuits
without the need for sensitive analog I/Os. Apart from phase and duty-cycle the PDC can also be used to
estimate the jitter of clock signals as long as the jitter of the sample clock is known.
The presented PDC based calibration techniques are not limited to the application in source-
synchronous I/O link and can be applied in other high-speed interfaces as well. It could also be
interesting to investigate the use of the PDC for the equalizer training. Due to the frequency dependent
channel characteristics different frequencies experience a different attenuation and a different delay. It
could be evaluated whether a measurement of the clock phase at different frequencies is sufficient to








A MATLAB Function for the Dimensioning of a
Transmission Gate Shunt-Capacitor Array
The MATLAB function in Code A.1 determines the ideal topologies and the estimated gate widths of
an n_bit transmission gate shunt-capacitor array with a capacitance increment dc_min. The required
simulation data cap_data is obtained from a post layout simulation of the individual capacitor topologies
as described in section 4.2.1 and is a three dimensional array with the structure illustrated in Figure A.1.
The topology dimension is ordered with increasing cratio. The script also estimates the worst case DNL and













Figure A.1: Structure of the 3 × n × m simulation data array cap_data for the MATLAB function
tg_cap_layout_sizing.
1 function [width, topo, c_min, c_max, dc_avg, resolution , range, c_out, dnl_max, inl_max] =
tg_cap_layout_sizing(cap_data, dc_min, n_bit)
2
3 % Determine optimum topology and transistor width:
4 dc = dc_min;
5 for bit = 1:n_bit
6 topology = 1;
7 % Find the best topology for the current bit and determine optimum transistor width:
8 while ((topology <= size(cap_data ,3)) && ((cap_data(2,1,topology) - cap_data(1,1,topology)) <= dc)) %
check if capacitance step can be realized with selected topology
9 width(bit) = round(interp1((cap_data(2,:,topology) - cap_data(1,:,topology)), cap_data(3,:,
topology), dc, ’linear’, ’extrap’)*2, -1)/2; % Find ideal width and round to nearest
multiple of 5 nm
10 topo(bit) = topology;
11 c_off(bit) = interp1(cap_data(3,:,topology), cap_data(1,:,topology), width(bit), ’linear’, ’
extrap’); % get off capacitance
12 c_on(bit) = interp1(cap_data(3,:,topology), cap_data(2,:,topology), width(bit), ’linear’, ’extrap
’); % get on capacitance
13 topology = topology + 1;
14 end
15 dc = 2*dc; % next bit
16 end
17
18 % Determine range and resolution:
19 c_min = sum(c_off); % minimum capacitance
20 c_max = sum(c_on); % maximum capacitance
21 dc_avg = (c_max-c_min)/(2^n_bit -1); % average capacitance step
22 resolution = dc_avg/c_max; % step size normalized to maximum capacitance
23 range = (c_max-c_min)/c_max; % range normalized to maximum capacitance
24
25 % Calculate final capacitance values:
26 for i = 0:(2^n_bit -1)
27 num = i;
28 dc_bit = 0;
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29 for j = n_bit:-1:1
30 dc_bit = dc_bit +((num/2^(j-1)) >= 1)*(c_on(j) - c_off(j));
31 num = mod(num, 2^(j-1));
32 end
33 c_out(i+1) = c_min + dc_bit;
34 end
35
36 % Calculate DNL and INL:
37 [dnl, inl] = dnl_inl([0:(2^n_bit -1); c_out]’, 0);
38 dnl_max = max(abs(dnl));
39 inl_max = max(abs(inl));
40
41 end
Code A.1: MATLAB function for dimensioning a transmission gate shunt-capacitor array.
1 % dnl_inl
2 % This function calculates differential (DNL) and integral (INL) non-linearity of the
3 % given data in terms of LSB and shows a plot of them. The output plot can be disabled.
4
5 % Inputs:
6 % data: Nx2 matrix, column 1: x-values, column 2: y-values
7 % plot_disable: can be anything, disables output plot
8 %
9 % Outputs:
10 % dnl: N-1x1 vector of DNL values
11 % inl: N-1x1 vector of INL values
12
13 function [dnl, inl] = dnl_inl(data, plot_disable)
14
15 % calculate DNL:
16 dnl = (data(2:end,2)-data(1:end-1,2))./((data(end,2)-data(1,2))/(size(data,1)-1))-1;
17
18 % calculate INL:
19 inl = (data(2:end,2)-data(1,2))./((data(end,2)-data(1,2))/(size(data,1)-1))-(1:(size(data,1)-1))’;
20
21 % check if plot output is enabled:
22 if (nargin == 1)
23
24 % generate x-values:
25 steps = 1:(size(data,1)-1);
26
27 % plot dnl and inl:
28 h = plot(steps, dnl, steps, inl);
29 % apply styles:
30 figure_style();
31 line_plot_style(h, 0);




36 % legend and title:





Code A.2: MATLAB function for the calculation of the DNL and INL of an N × 2 array.
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B Low-Voltage Bandgap Current Reference
The low-voltage bandgap current reference in Figure B.1 consists of a PTAT voltage reference circuit using
an 8:1 ratio for the diode connected PNP transistors and a resistance of R1 = 16.7 kΩ. An operational
amplifier is used to amplify the voltage difference between the two branches and generates the voltage
VPTAT. In order to avoid startup failures when VPTAT = VDD a reset circuit pulls VPTAT down to ground
during the global system reset and ensures that a current flows through the two branches of the PTAT
voltage reference circuit. A cascoded current mirror with R2 = 39.9 kΩ is used to improve the power
supply rejection ratio of the circuit and the output current mirror creates the NMOS bias voltage Vbias
from the reference current. The layout of the low-voltage bandgap current reference in the UMC 65 LL
CMOS process is shown in Figure B.2. A Monte Carlo analysis is performed for the current in the output
branch of the bandgap current reference and the resulting histogram is shown in Figure B.3. An average
current of 207µA with a standard deviation of 18.5µA is observed in the simulation considering both,










Figure B.1: Schematic of the low-voltage bandgap current reference based on a PTAT voltage reference








Figure B.2: Layout of the low-voltage bandgap current reference in the UMC 65 LL CMOS process.
Figure B.3: Simulated current in the output branch of the low-voltage bandgap current reference using
Monte Carlo analysis.
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C MATLAB Function for Fitting a Bathtub Curve
In [100] a modeling technique for the bathtub curve of high-speed I/O links is described based on the
assumption that near the center of the eye the BER is dominated by random jitter and at the borders of
the unit interval the BER is dominated by deterministic jitter. The intention of fitting a model function
to the measured BER data of a bathtub plot is to extrapolate the measured BER data to the target BER
and determine the timing margin at that point. Therefore only the part dominated by random jitter is of
interest for the model fit. The model equation











in [100] fits two gaussian tails to the left and the right parts of the bathtub plot. For the fitting the
transitions between the random jitter dominated parts and the deterministic jitter dominated parts at
the left and the right side are estimated and used as the model parameters (TDJL ,NL) and (T
DJ
R ,NR). The
remaining parameters σL and σR are free fitting parameters to adapt the width of the gaussian tails to the
measured BER values.
The MATLAB function in code C.1 fits the model equation (C.1) to the BER data measured at different
sampling times t. Only measurement point below a limit of ber_limit = 0.1 are considered for the model
fit and the nearest measurement points to ber_limit on the left and the right side of the bathtub plot are
used as the model parameters (TDJL ,NL) and (T
DJ
R ,NR). The function extrapolates the model to a BER of
ber_min and calculates the ideal timing center at a BER of ber_center. Optionally, the function creates a
plot with the measured BER data and the model fit.
1 function [x_left, y_left, x_right, y_right, center] = bathtub_fit(phase, ber, ber_min, ber_center ,
plot_enable)
2
3 ber_limit = 1e-1;
4
5 % Centering:
6 phase = phase - phase(64);
7
8 % Find BER values < 1e-1 for left side:
9 j = 1;
10 for i = 1:floor(size(ber,2)/2)
11 if ((ber(i) < ber_limit) && (ber(i) > 0))
12 X_L(j) = phase(i);
13 Y_L(j) = ber(i);
14 j = j + 1;
15 end
16 end
17 T_L = X_L(1);
18
19 % Fit BER model:
20 res_L = fminsearch(@(vars) devsum_L(vars, T_L, X_L, Y_L), [1, 0.03]);
21 N_L = res_L(1);
22 sigma_final_L = res_L(2);
23
24 % Find BER values < 1e-1 for right side:
25 j = 1;
26 for i = ceil(size(ber,2)/2):size(ber,2)
27 if ((ber(i) < ber_limit) && (ber(i) > 0))
28 X_R(j) = phase(i);
29 Y_R(j) = ber(i);
30 j = j + 1;
31 end
32 end
33 T_R = X_R(end);
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34
35 % Fit BER model:
36 res_R = fminsearch(@(vars) devsum_R(vars, T_R, X_R, Y_R), [1, 0.03]);
37 N_R = res_R(1);
38 sigma_final_R = res_R(2);
39
40 % Create model plot vectors:
41 xl_max = erfcinv(ber_min/N_L)*(sqrt(2)*sigma_final_L)+T_L;
42 xr_min = -erfcinv(ber_min/N_R)*(sqrt(2)*sigma_final_R)+T_R;
43 x_left = X_L(1):0.01:xl_max+0.01;
44 x_right = xr_min -0.01:0.01:X_R(end);
45 y_left = N_L.*erfc((x_left-T_L)./(sqrt(2).*sigma_final_L));
46 y_right = N_R.*erfc((T_R-x_right)./(sqrt(2).*sigma_final_R));
47
48 % calculate ideal center @ ber_center
49 cl = interp1(y_left, x_left, ber_center);
50 cr = interp1(y_right, x_right, ber_center);
51 center = (cl+cr)/2;
52
53 if (nargin > 4)
54 if (plot_enable == 1)
55
56 % Plot measurement and model fit:
57 figure;
58 h = semilogy(phase, ber, x_left, y_left, x_right, y_right);
59 ylim([1e-20 1]);
60 xlim([-0.5 0.5]);
61 figure_style([50 50 500 300]);
62 line_plot_style(h(1), 6, 0, [1 1 1]);
63 line_plot_style(h(2), 0, 2, [2 1 1]);
64 line_plot_style(h(3), 0, 2, [2 1 1]);
65 set(gca, ’XTick’, -0.5:0.1:0.5);
66 xlabel(’Offset from Center of Eye (UI)’);
67 ylabel(’BER’);






74 % Error function for left side:
75 function d = devsum_L(vars, T_L, X_L, Y_L)
76




81 % Error function for right side:
82 function d = devsum_R(vars, T_R, X_R, Y_R)
83
84 d = sum((log10(Y_R) - log10(vars(1).*erfc((T_R-X_R)./(sqrt(2).*vars(2))))).^2./abs(X_R));
85
86 end
Code C.1: MATLAB function for fitting a bathtub curve to a set of BER measurements.
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