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Abstract
We study the Hamiltonian system made of weakly coupled anharmonic oscillators
arranged on a three dimensional lattice Z2N × Z2, and subjected to a stochastic forcing
mimicking heat baths of temperatures T1 and T2 on the hyperplanes at 0 and N . We
introduce a truncation of the Hopf equations describing the stationary state of the system
which leads to a nonlinear equation for the two-point stationary correlation functions. We
prove that these equations have a unique solution which, for N large, is approximately
a local equlibrium state satisfying Fourier law that relates the heat current to a local
temperature gradient. The temperature exhibits a nonlinear profile.
1 Introduction
Fourier’s law states that a local temperature gradient is associated with a flux of heat J which
is proportional to the gradient:
J(x) = −k(x)∇T (x) (1.1)
where the heat conductivity k(x) is a function of the temperature at x : k(x) = k˜(T (x)).
Fourier’s law is experimentally observed in a variety of materials from gases to solids at low
and at high temperatures. It also belongs to basic textbook material. However, a first principle
derivation of the law is missing and, many would say, is not even on the horizon.
The quantities T and J in (1.1) are macroscopic variables, statistical averages of the variables
describing the microscopic dynamics of matter. A first principle derivation of (1.1) entails a
definition of T and J in terms of the microscopic variables and a proof of the law in some
appropriate limit.
An example of an idealized physical situation would be a crystal occupying the region
[0, N ]× R2 in R3. The crystal is heated at the two boundaries by uniform temperatures, T1 on
1Partially supported by the Academy of Finland.
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{0}×R2 and T2 on {N}×R2. Then, for large N , the relation (1.1) should hold, with corrections
o(1/N) and ∇T = O(1/N) = J .
The proper description of the crystal would be quantum mechanical, but, being a macro-
scopic law, (1.1) is expected to hold for a classical system as well and the quantum corrections
are expected to be small except at low temperatures. An example of a classical toy model of
such a system is given by coupled oscillators organized on a d-dimensional lattice Zd.
Consider a subset Λ = [0, N ] × Zd−1 of Zd and let x ∈ Λ index the dynamical variables,
coordinates qx and momenta px. The dynamics in the phase space R
2Λ = {(qx, px) | x ∈ Λ} is
defined in terms of the Hamiltonian
H(q, p) =
1
2
∑
x
p2x + V (q)
i.e. the Hamiltonian flow is given by the system
q˙x = px (1.2)
p˙x = −∂V
∂qx
. (1.3)
We can think of this model as describing atoms with unit mass with equilibrium positions at
x ∈ Λ and qx being the deviation of the position of the atom indexed by x from its equilibrium
(qx should of course be in R
d but we simplify and take qx ∈ R), while px is the momentum
(velocity) of the atom.
The potential V should describe the forces between the atoms and possible restoring or
pinning forces pulling qx to the equilibrium qx = 0. Let, for unit lattice vectors eα
∇αq(x) = q(x+ eα)− q(x)
denote the discrete derivative. Then, the interactions are described by a potential U(∇q)
whereas the pinning is described by W (q), and V = U +W . In the simplest case, U and W
are local:
W (q) =
∑
x∈Λ
w(qx),
U(∇q) = ∑
x,x+eα∈Λ
u
(
∇αq(x)
)
,
and, to model small oscillations, w and u are given by a low order polynomial:
w(q) = aq2 + bq3 + cq4,
and u similarily.
In addition to the Hamiltonian dynamics of the system, we want to model the heating of
the system at the boundary. The simplest way to model this is to add stochastic forces to (1.3)
for x ∈ ∂Λ, see Section 2 for details. Then the deterministic flow (1.2, 1.3) is replaced by a
Markov process (q(t), p(t)) and the Fourier law will be a statement about the stationary state
of this Markov process.
The first question one would like to answer is the existence and uniqueness of the stationary
state. When T1 = T2 = T such a state exists and is a Gibbs state, given formally by
1
Z
e−βH(q,p)dq dp (1.4)
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(see Sect 2), with β = 1/T . This is customarily refered to as the equilibrium state in contrast to
the non-equilibrium situation T1 6= T2. In the latter case, there is no simple formula like (1.4)
and, indeed, in our setup, even the existence of a stationary state is an open problem. In the
d = 1 case of a finite chain of N +1 oscillators the existence is proved provided the interaction
potential U dominates the pinning one W (see [9, 10, 11, 12, 17, 13, 24, 25, 26]). In this case,
uniqueness is also proved, i.e. the Markov process converges to this state as t→∞.
Supposing that we have a stationary state µ, let us formulate the statement (1.1). The
Hamiltonian flow (1.2, 1.3) preserves the total energy H . In particular, if we write H as a sum
of local terms, each one pertaining to a single oscillator:
H =
∑
x∈Λ
Hx,
then, under the flow (1.2, 1.3),
H˙x =
∑
α
∇αjα(x) ≡ ∇ · ~(x),
where the microscopic heat current ~(x) will depend on py and qy for y near x (see (7.2) for a
concrete expression). Let also t(x) = 1
2
p2x be the kinetic energy of the oscillator indexed by x.
Then, the macroscopic temperature and heat current in eq. (1.1) are defined by
T (x) = Eµ t(x)
J(x) = Eµ j(x)
where Eµ denotes expectation in the stationary state.
We do not attempt here to give a comprehensive review of the status of (1.1), but refer the
reader to the reviews [6], [20] and [29]. There is also substantial amount of work on Fourier’s
law for fully stochastic models (i.e. where there is noise in the bulk too), going back to [16],
[18], see eg. [7], [3], [4], [5], [14], [15].
The only rigorous results in our model are for the harmonic case where U and W are
quadratic [27, 28]. In that case, Fourier’s law does not hold: the current ~ is O(1) as N → ∞
whereas ∇T = 0 except near the boundary. If the model has pinning, i.e. W 6= 0 and U or W
are not harmonic, the law seems to hold in simulations in all dimensions [1]. In the unpinned
W = 0 anharmonic case, conductivity seems anomalous in low dimensions: k in (1.1) depends
on N as Nα in d = 1 and logarithmically in d = 2. It is a major challenge to explain the α
which, numerically, seems to be in the interval [1/3, 2/5] (see [21], [22], [23] for theories on α).
One way to try to get hold of the stationary state µ is via its correlation functions. Denote
ux = (qx, px)
T and choose U,W even for simplicity. Then, the Hamiltonian vector field (1.2,
1.3) is a sum of a linear and a cubic term in u. Therefore, the correlation functions
Gn(x1, x2, ..., xn) = Eµux1 ⊗ ...⊗ uxn
satisfy a linear set of equations
∂tGn = AnGn + VnGn+2 + CnGn−2, (1.5)
where An, Vn, Cn are linear operators coming respectively from the linear and cubic terms of
(1.2, 1.3), and the term coming from the noise via Ito’s formula. See Section 3 for a detailed
derivation of these equations.
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Such equations for the correlation functions are known as the BBGKY hierarchy in particle
systems or the Hopf equations in turbulence. Although linear, the system (1.5) is intractable
due to the appearance of Gn+2 in the equation for Gn.
In this paper we will consider the situation where the equilibrium T1 = T2 Gibbs measure is
close to a Gaussian measure. This holds if the anharmonicity in u and w (the coefficients b and
c) is weak and the harmonic part in w (i.e. the pinning) is large (i.e. the Gibbs measure is far
from critical), as we will assume. In such cases, we expect that the non-equilibrium measure is
also close to a Gaussian. In such a situation, one can attempt a closure of the Hopf equations,
i.e. to express the higher order correlation functions Gn+2 in terms of Gm with m ≤ n, thereby
obtaining a finite set of equations for Gm, m ≤ n.
We will introduce such a closure and solve the closed equations. The simplest closure would
be to write, for n = 2, the equation
G4 =
∑
G2 ⊗G2 +Gc4,
and set Gc4 = 0, thereby obtaining a closed quadratic equation for G2. It turns out that this
is too simple: the solution will be qualitatively similar to the one of the harmonic case. Our
closure is done to the G4-equation by setting the connected 6-point function to zero. This is
an uncontrolled approximation that we do not know how to justify rigorously. An analogous
approximation was studied in both classical and quantum systems in [29] and has been used in
[19] in a model similar to ours, but in a translation invariant setting and in one-dimension; our
model, in one-dimension, was further studied, theoretically and numerically, in [2].
Our motivation for studying the closure equations in detail is on the one hand in the
interesting picture of the local equilibrium state that emerges and on the other hand in building
approaches that go beyond this approximation. Traditionally one arrives to such a closure in
an appropriate limit, the ”kinetic limit”, which in our case means taking the anharmonicity
proportional to N−
1
2 and rescaling distances by N , see [29]. One then arrives to a Boltzman
equation and after a further limit [29] to the Fourier law. Most of the structure of the stationary
state correlations disappear in these limits.
In our case we arrive to approximate expressions of stationary correlation functions whithout
any limits (admittedly with no control of the corrections!) and then can study how the Fourier
law emerges from these expressions. Other interesting phenomena emerge too. In particular,
one expects the presence of very long range spatial correlations in the stationary state even
though the equilibrium state has exponential decay of correlations. Although we do not demon-
strate the presence of these long range correlations, because we obtain only upper bounds on
the decay rates, not lower ones, we show how to handle the technical problems caused by these
slowly decaying correlations, and that could be useful in other contexts. Finally, we believe
some of the methods developed in this paper could be of use in trying to prove the existence
of the kinetic limit and Fourier’s law therein.
The outline of the paper (to which the reader can return later) is as follows: in the next
section, we define our model and we derive the Hopf equation (or BBGKY hierarchy) in section
3. In section 4, we explain the particular closure that we will study, leading to our final equations
(see (4.18)- (4.20) below). Section 5 is devoted to several changes of variables: we first apply
a Fourier transformation, and then we introduce variables that could be called slowly and
fastly varying, namely the one of which the non translation invariant part of of the correlation
functions depends (slow) and the one related to the transtation invariant part (fast). Next, we
outline our arguments and state qualitatively our main result (section 6). To prove the latter,
we first derive (in section 7) identities satisfied by our equations, which take the form of current
conservation equations, consisting of an energy conservation law and a number conservation
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law (the presence of the latter being, to some extent, a consequence of our approximations,
i.e. of our closure). We also write down the stationary states in the translation invariant
case. These do not reduce, for our closed equations, to the usual Gibbs states, but depend
on two parameters, the temperature, as one would expect, but also a ”chemical potential”,
corresponding to the number conservation law. These conservation laws are related to the
presence of zero modes in the linearization of our equations, which are discussed also in section
6. In fact, the current conservation equations coincide with the projection of the full equations
on the zero modes. In section 8, we define precisely the spaces in which our equations are solved
and we state our main result in a more technical form. The solution that we shall construct is
the sum of a modified stationary state, with coefficients (temperature and chemical potential)
slowly varying in space, and a perturbation.
The main technical problem that we face is that the nonlinear terms in our equations
involve collision kernels that are delta functions (or principal values) (see (5.12)- (5.14) below).
Since we want to solve our equations by using a fixed point theorem, we need to show that
the nonlinear terms belong to the space that we introduced, and, because of the presence of
the delta functions, this is rather technical. Section 9 is devoted to solving those problems,
but most of the proofs of that section are given in Appendix B. Another problem is that the
linear operator in our equations is not invertible, because of the zero modes. In section 10,
we show that our linear operator can be inverted in the complement of the zero modes. This
uses the fact that this operator is a sum of a multiplication operator and a convolution. To
show invertibility, it is useful to know that the convolution operator is compact and this in turn
follows from Ho¨lder regularity properties that are proven in section 9. Finally, in section 11,
we prove our main result, which consist in using the result of section 10 to solve the equations
in the complement of the zero modes with the solution to the current conservation equations,
i.e. of the projection of the full equations onto the zero modes. The first equations lead to
Fourier’s law, namely an expression of the conserved currrents in terms of the parameters of
the modified stationary state (temperature and chemical potential ). And the second equations
determine the spatial dependence of those parameters.
2 Lattice dynamics with boundary noise
Let us define the model we consider in more detail. Instead of working in the strip [0, N ]×Zd−1
it is convenient to double it to the cylinder V = Z2N ×Zd−1 where Z2N are the integers modulo
2N . The noise is put on the ”boundary” {0}×Zd−1∪{N}×Zd−1. We consider the phase space
(q, p) ∈ R2V i.e. q = (qx)x∈V , qx = qx+y for y = (2N, 0), and similarly for px. The dynamics is
given by the stochastic differential equations
dqx = pxdt
dpx =
(
−∂H
∂qx
− γxpx
)
dt+ dξx (2.1)
where
H(q, p) =
1
2
∑
x∈V
p2x +
1
2
(q, ω2q) +
λ
4
∑
x∈V
q4x, (2.2)
γx = γ(δx10 + δx1N) (2.3)
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and the random variables ξx(t) are Brownian motions with covariance
Eξxξy = 4γδxy(T1δx10 + T2δx1N)t. (2.4)
The Hamiltonian (2.2) describes a system of coupled anharmonic oscillators with coupling
matrix ω2:
(q, ω2q) =
∑
x,y∈V
qxqyω
2(x− y)
Our analysis requires that the Fourier transform ω2(k) of ω2 is smooth and
ω2(k) = m2 + ρ(k)
with ρ(k) = O(k2) as k → 0, and m2 > 2‖ρ‖∞. Moreover we will need some regularity
properties that will be checked explicitely for
ω2 = (−∆+m2)2,
i.e.
ω(k) = 2
d∑
α=1
(1− cos kα) +m2, (2.5)
see the proof of Proposition 9.3.
As explained in the Introduction, the equations (2.1) describe a Hamiltonian dynamics
subjected to stochastic heat baths on the “boundaries” of V , with temperature T1 on the
hyperplane x1 = 0, and temperature T2 on the hyperplane x1 = N . This defines a Markov
process (q(t), p(t)) in the phase space R2V and we are interested in the stationary states for
this process.
If the temperatures are equal, T1 = T2 = T , an explicit stationary state is given by the
Gibbs state at temperature T of the Hamiltonian H . This probability measure is given as a
weak limit
νT = lim
M→∞
1
ZM
exp
−λ
T
∑
x∈VM
q4x
µT (dp, dq) (2.6)
where VM is defined by |xi| < M , i = 2, . . . , d, and µT is the Gaussian measure with covariance
Epxpy = Tδxy, Epxqy = 0 (2.7)
Eqxqy = Tω
−2(x− y) (2.8)
For small λ, the Gibbs measure νT is nearly Gaussian, with (2.7) still true and small O(λ)
corrections in (2.8). It is very well understood via cluster expansions. Physically, the fact that
the Markov process reaches the stationary distribution νT means that the heat introduced at
the boundary spreads inside the system, which reaches equilibrium at temperature T .
When T1 6= T2, things are very different. Even the existence of a stationary state is not
known rigorously (not even in finite volume, M < ∞). However, physically, one expects a
unique stationary state ν to exist. In this paper we assume this and inquire about the properties
of ν. In particular one would like to understand how the heat from the boundary now spreads
inside the system: what is its stationary temperature distribution and what sort of flux of heat
exists in it.
6
3 Hopf equations
Let us introduce a more compact notation for the stochastic differential equation (2.1). Denote
(q, p)T = u, Λ(u) = −λ(0, q3)T , (Γu)x = (0, γxpx)T and η = (0, ξ)T . Then (2.1) becomes
du(t) =
(
(A− Γ)u+ Λ(u)
)
dt+ dη(t) (3.1)
where
A =
(
0 1
−ω2 0
)
Define the correlation functions
Gn(x1, ..., xn, t) = E ux1(t)⊗ ...⊗ uxn(t) ∈ R2nV
By Ito’s formula, we get
G˙n = (An − Γn)Gn + ΛnGn+2 + CnGn−2, (3.2)
where
An = A⊗ 1⊗ ...⊗ 1 + ...1⊗ 1⊗ ...⊗ A
and Γn is defined similarly. Moreover,
ΛnGn+2 =
n∑
i=1
Eux1 ⊗ ...⊗ Λ(u)xi ⊗ ...⊗ uxn,
CnGn−2 =
∑
i<j
CxixjGn−2(x1, ..., xˆi, ..., xˆj ...xn)
where the arguments xˆi, xˆj are missing. This defines linear operators from R
2(n+2)V → R2nV
and R2(n−2)V → R2nV respectively. C equals one-half the time derivative of the covariance of
η, i.e.
C =
(
0 0
0 C
)
,
with
Cxy = 2γδxy(T1δx10 + T2δx1N). (3.3)
Suppose ν is a stationary state of the process u(t). Then equation (3.2) leads to a linear
set of equations for the stationary correlation functions
Gn(x1, ..., xn) =
∫
⊗ni=1uxi ν(du) (3.4)
(An − Γn)Gn + ΛnGn+2 + CnGn−2 = 0. (3.5)
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The equations (3.5) have the drawback that they do not “close”: to solve for Gn, we need to
know Gn+2.
For λ small, the equilibrium T1 = T2 measure is close to Gaussian. When T1 6= T2 we expect
this to remain true; however, the measure will not satisfy Epxqy = 0.
We look for a Gaussian approximation to equation (3.5) for small λ by means of a closure,
i.e. expressing the Gn in terms of G2. Since Gn 6= 0 only for n even, the first equation in (3.5)
reads:
(A2 − Γ2)G2 + Λ2G4 + C = 0 (3.6)
The simplest closure would be to replace G4 in (3.6) by the Gaussian expression∑
p
G2(xi, xj)⊗G2(xk, xl) (3.7)
where the sum runs over the pairings of {1, 2, 3, 4}. Equations (3.6) and (3.7) lead to a nonlinear
equation for G2. It turns out that the solution to this equation is qualitatively similar to the
λ = 0 case, i.e. G2 does not exhibit a temperature profile nor a finite conductivity. The only
effect of the nonlinearity is a renormalization of ω. We will therefore not discuss this closure
any further.
The next equation is
(A4 − Γ4)G4 + Λ4G6 + C4G2 = 0
Write
G4 =
∑
p
G2 ⊗G2 +Gc4
and
G6 =
∑
p
G2 ⊗G2 ⊗G2 +
∑
p′
G2 ⊗Gc4 +Gc6
where Gc4 and G
c
6 are the connected correlation functions describing deviation from Gaussianity
and the sums run over the usual partitions of indices. After some algebra, we may write the
first two Hopf equations in the following form:
(A2 − Γ2 + Σ2)G2 + Λ2Gc4 + C = 0 (3.8)
(A4 − Γ4 + Σ4)Gc4 + b(G2) + Λ4Gc6 = 0, (3.9)
where the operators Σ2 and Σ4 are
Σ2(G2)G2 = Λ2
∑
p
G2 ⊗G2 (3.10)
Σ4(G2)G
c
4 =
∑
p
Λ′4G2 ⊗Gc4
and Λ′4 means the following: G2 ⊗Gc4 belongs to (R2V )⊗2 ⊗ (R2V )⊗4; Λ′4 is a sum of terms
Λ′4 =
∑
i<j<k
Λijk4
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where Λijk4 acts with Λ4 in the spaces i, j, k and as identity in the rest. Λ
′
4 then has at least one
of the indices i, j, k equal to either 1 or 2.
Finally,
b(G2) =
∑
p
Λ′′4G2 ⊗G2 ⊗G2,
where Λ′′4 is similar to Λ
′
4, but with Λ
ijk
4 acting on all the three factors G2. Explicitely, denote
i = (α, x) ∈ {1, 2} ×RV , so that u = (ui), u(1,x) = qx, u(2,x) = px. Then,
b(G2)i1i2i3i4 = 6
∑
j2j3j4
Λi1j2j3j4
4∏
a=2
(G2)iaja + (i1 → ib, b = 2, 3, 4)
with
Λj1j2j3j4 = −λδα12
4∏
a=2
δαa1δx1xa . (3.11)
Equation (3.9) may be solved for Gc4:
Gc4 = −(A4 − Γ4 − Σ4)−1
(
b(G2) + Λ4G
c
6
)
, (3.12)
provided that A4 − Γ4 − Σ4 is invertible. Substitution of (3.12) in (3.8) yields a nonlinear
equation for G2 with dependence on G
c
6:
(A2 − Γ2 + Σ2)G2 +N (G2, Gc6) + C = 0 (3.13)
with
N (G2, Gc6) = −Λ2(A4 − Γ4 + Σ4)−1
(
b(G2) + Λ4G
c
6
)
(3.14)
If we set Gc6 = 0 in (3.13) we get a closed equation for G2. However, before defining the closure
equation to be studied, let us discuss in more detail the term b(G2).
4 Closure
The leading term (in powers of λ and γ) in (3.14) is
N ′ = −Λ2A−14 b(G), (4.1)
where we write, as we shall do from now on, G for G2, since we shall only deal with G2. Let us
write this more concretely.
To define the inverse of A4 we define the stationary state correlation functions Gn as limits
ǫ → 0 of the stationary state Gǫn where, in equation (2.1), we add a term ǫpxdt, and in (2.4)
a term 4ǫtδxy, i.e. we put a noise and a friction of size ǫ everywhere. Then, the matrix A
becomes
A =
(
0 1
−ω2 −ǫ
)
(4.2)
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and, letting
R(t) = etA, (4.3)
we have,
−A−14 =
∫ ∞
0
etA4dt =
∫ ∞
0
R(t)⊗4dt.
Thus,
−
(
A−14 b(G)
)
i1i2i3i4
= 6
∑
j
∫ ∞
0
dt
(
R(t)Λ
)
i1j2j3j4
4∏
a=2
(
R(t)G
)
iaja
+ (3 permutations),
with j = (j2, j3, j4) and, then, with i = (i2, i3, i4),
(
−Λ2A−14 b(G)
)
ii′
= 6
[∑
j
∑
i
∫ ∞
0
dt
(
R(t)Λ
)
ij
Λi′i
4∏
a=2
(
R(t)G
)
iaja
+3
∑
j
∑
i1i2i3
∫ ∞
0
dtΛi′i
(
R(t)Λ
)
i1j
3∏
a=2
(
R(t)G
)
iaja
(
R(t)G
)
ij4
]
+ (i↔ i′)
Recalling the expression (3.11), some calculation gives
N ′αβ(x, y) = 6λ2δα2
∫ ∞
0
dt
∑
z
(
R(t)G
)
11
(x, z)2
·
[
3R12(t, x− z)
(
R(t)G
)
β1
(y, z) +
(
R(t)G
)
11
(x, z)Rβ2(t, z − y)
]
+ tr (4.4)
where tr means that both α, β and x, y are interchanged and where the translation invariance
of R was used. Since ∂tR = AR we have, from (4.2),
∂tR1α = R2α (4.5)
and, using ∂tR = RA, we get:
Rβ2 = −∂t(RG0)β1, (4.6)
where
G0 =
(
ω−2 0
0 1
)
. (4.7)
Inserting (4.6) in (4.4), and integrating by parts, (4.4) becomes:
N ′αβ(x, y) = Nαβ(x, y) + 6λ2δα2δβ1
∑
z
Q(x, z)3ω−2(z − y) + tr (4.8)
where we denote G11 = Q and
Nαβ(x, y) = 18λ2δα2 lim
ǫ→0
∫ ∞
0
dt
∑
z
[(
R(t)G
)
11
(x, z)
]2
·
[
R12(t, x− z)
(
R(t)G
)
β1
(y, z) +
(
R(t)G
)
21
(x, z)
(
R(t)G0
)
β1
(z − y)
]
+ tr (4.9)
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The closure equation that we will study is the replacement of the exact equation (3.13) by
(A2 − Γ2)G+N (G) + C = 0 (4.10)
i.e. we drop the terms Σ2,Σ4,Γ4, G
c
6, as well as the second term in (4.8). Before discussing the
motivation for this approximation, let us write (4.10) explicitely. Let
G =
(
Q H
HT P
)
(4.11)
so, e.g. H(x, y) = Eqxpy and H
T (x, y) = H(y, x) . Then, (4.10) can be written as:
H +HT = 0 (4.12)
P − ω2Q−HΓ +N12 = 0 (4.13)
−ω2H −HTω2 − PΓ− ΓP +N22 + C = 0 (4.14)
where
Γxy = γδxy(δx10 + δx1N) (4.15)
and C was defined in (3.3).
Let
J =
1
2
(H −HT ) (4.16)
so by (4.12), H = J , HT = −J , and we write:
G =
(
Q J
−J P
)
. (4.17)
Then (4.13) and (4.14) can be written as:
2P = ω2Q+Qω2 + JΓ− ΓJ −N12 −N T12 (4.18)
ω2Q−Qω2 + ΓJ + JΓ +N T12 −N12 = 0 (4.19)
ω2J − Jω2 + PΓ + ΓP −N22 − C = 0 (4.20)
(4.18) - (4.20) is a system of nonlinear equations for the correlation functions Q, J, P .
An important property of N in equation (4.9) is that, for all T ,
N (TG0) = 0 (4.21)
11
for
G0 =
(
ω−2 0
0 1
)
(4.22)
Indeed,
(
R(t)G0
)
21
= R(t)21ω
−2 = −R(t)12 (see formula (5.2) below). Thus, at γ = 0, our set
of equations (4.18)-(4.20) has a 1-parameter family of solutions
Q = Tω−2, P = T, J = 0
and, for the equilibrium case, with γ 6= 0, T1 = T2, only one of these persists, namely the one
with T = T1.
Note that the true equilibrium Gibbs state has P = T , J = 0, and
Q̂(k) = T
(
ω(k)2 + σ(k, λ, T )
)−1
with σ = O(λ). The terms Σ2,Σ4 and the second term in (4.8) would contribute to changing the
σ = 0 of our closure solution to a σ which would agree with the true σ to O(λ2). Dropping these
terms, as well as Γ4, is done for convenience and should not change our analysis qualitalively.
The uncontrolled approximation consists in dropping Gc6. Presumably, for small λ, this would
not make a qualitative difference. It would be interesting to try to prove this in the kinetic
limit λ = O(1/√N). In the rest of this paper, we will discuss only equations (4.18)-(4.20).
5 Changes of coordinates
For large N we expect the solution to the equations (4.18)-(4.20) to be translation invariant
in the directions perpendicular to the 1-direction with a slowly varying dependence of the first
coordinate x1. It is therefore convenient to represent G in coordinates that are suited to such
behaviour.
We first write eqs. (4.18)-(4.20) in terms of the Fourier transform of G. Recall that x ∈ Zd
with x1 ∈ Z2N . Introduce momentum variables:
q = (q,q),
and write
G(x, y) =
∫
ei(qx+q
′y)Ĝ(q, q′)dqdq′
with the shorthand notation ∫
dq =
∑
q
1
2N
∫
I
dq
(2π)d−1
(5.1)
where q ∈ π
N
Z2N and I = [0, 2π]
d−1. Then R becomes a Fourier multiplier
R̂(t, q) =
(
∂t + ǫ 1
∂t(∂t + ǫ) ∂t
)
sin ω˜(q)t
ω˜(q)
e−ǫt/2,
12
where ω˜(q) = (ω2(q)− ǫ2
4
)1/2. Then, letting ǫ→ 0 in the matrix, we get
R̂(t, q) =
(
cosω(q)t 1
ω(q)
sinω(q)t
−ω(q) sinω(q)t cosω(q)t
)
e−ǫt/2
=
1
2
∑
s=±1
e(isω(q)−ǫ/2)t
(
1 −isω(q)−1
isω(q) 1
)
, (5.2)
so,
(
R(t)G
)∧
·1
(q, q′) =
1
2
∑
s=±1
e(isω(q)−ǫ/2)tWs(q, q
′)
(
1
isω(q)
)
where
Ws(q, q
′) = Q̂(q, q′) + isω(q)−1Ĵ(q, q′). (5.3)
Thus, (4.9) becomes
N̂αβ(q, q′) = 9
8
(2π)3dλ2(Nαβ(q, q
′) +Nβα(q
′, q)) (5.4)
with
N(q, q′) = i
∑
s
∫
dµ
(
4∑
i=1
siω(qi) + iǫ
)−1 2∏
i=1
Wsi(qi, q
′
i) ·
(
0 0
1 is4ω(q
′)
)
[
−is3ω(q3)−1δ(q3 + q′3)Ws4(q4, q′4) + is3ω(q3)Ws3(q3, q′3)ω(q4)−2δ(q4 + q′4)
]
(5.5)
where
dµ = δ
(
q −
3∑
1
qi
)
δ
(
4∑
1
q′i
)
δ(q′ − q4)
4∏
1
dqidq
′
i, (5.6)
and we replaced 2ǫ by ǫ. We got in (5.4) a factor (2π)d for each lattice sum in the defintion
of N̂αβ(q, q′), and a factor 12 for each of the four sums over si. Note that, because of the
sum over s in (5.5), only terms that are even in s contribute, which means that the factor(∑4
i=1 siω(qi) + iǫ
)−1
gives rise to a delta function if the integrand is even in s, and a principal
value if it is odd.
We will look for solutions to (4.18)-(4.20) which are translation invariant in the directions
orthogonal to the 1-direction. Thus, we look for solutions of the form
Ĝ(q, q′) = (2π)d−1δ(q+ q′)g(q, q′,q)
and
G(x, y) =
∫
ei(qx+q
′y)+iq(x−y)g(q, q′,q)dqdq′dq,
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where we write x = (x,x), and similarly for y.
It will be convenient to change coordinates in the 1-direction. Let g be a 2π periodic function
on π
N
Z2N × πNZ2N . Define
g˜(p, k) = g(p + k, p− k)
on the set
{p, k ∈ π
2N
Z4N | p + k ∈ π
N
Z2N}
Then,
∑
q,q′
(
1
2N
)2
eiqx+iq
′y gˆ(q, q′) =
∑
p,k
(
1
2
√
2N
)2
eip(x+y)+ik(x−y)g˜(p, k), (5.7)
Indeed, each pair (q, q′) gets counted exactly twice in the (p, k)-sum (because the pair (p, k)
gives the same conribution as the pair (p + 2N, k + 2N), with addition modulo 4N), which
accounts for the factor
√
2. Note that, in the N →∞ limit, both sides tend to ∫[−π,π]2 ·(2π)−2
since the lattice spacing in the RHS of (5.7) is
√
2 · π
2N
.
Let p = (p, 0). We have then
G(x, y) =
∫
eip(x+y)+ik(x−y)G˜(p, k)dpdk (5.8)
where G˜(p, k) = g(p + k, p − k,k) and the integrals over the first components are Riemann
sums, with the same convention as in (5.7). The function G˜ is 2π periodic in all the variables
and, moreover,
G˜(p+ π˜, k − π˜) = G˜(p, k) (5.9)
where π˜ = (π, 0).
We will, from now on, work in the p, k variables, drop, in general, the tilde in G˜(p, k), and
we shall not distinguish between p and p, unless we need to stress that p is a number. Since
the components of p (unlike those of k) other than the first one are always 0, this abuse of
notation is harmless.
Equations (5.5) then becomes
N(p, k) =
∑
s
∫
dν(
∑
siω(pi + ki) + iǫ)
−1
2∏
i=1
Wsi(pi, ki) ·
(
0 0
1 is4ω(p4 + k4)
)
s3ω(p3 + k3)
[
ω(p3 + k3)
−2δ(2p3)Ws4(p4, k4)− ω(p4 + k4)−2δ(2p4)Ws3(p3, k3)
]
(5.10)
where
dν = δ(2p−∑(pi + ki))δ(∑(pi − ki))δ(p− k − p4 − k4)dpdk, (5.11)
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and k = (ki)
4
i=1, p = (pi)
4
i=1 and where we used the identity (see (5.6)) :
q −
3∑
i=1
qi = p+ k − (
4∑
i=1
(pi + ki)− q4) = p+ k − (
4∑
i=1
(pi + ki)− q′)
= p+ k −
4∑
i=1
(pi + ki) + p− k = 2p−
4∑
i=1
(pi + ki)
We can then write
N12(p,−k) ≡ 9
8
(2π)3dλ2n1(p, k) , N22(p, k) ≡ 9
8
(2π)3dλ2(n2(p, k) + n2(p,−k)) (5.12)
with
n(W )(p, k) =
(
n1
n2
)
=
∑
s
∫ 2∏
i=1
Wsi(pi, ki − pi)s3ω(k3)
(
1
is4ω(k4)
)
·
[
ω(k3)
−2δ(2p3)Ws4(p4, k4 − p4)− (3↔ 4)
]
νspk(dp dk) (5.13)
where
νspk(dp dk) =
(∑
i
siω(ki) + iǫ
)−1
δ
(
2(p−∑
i
pi)
)
δ(2p−∑
i
ki)δ(p− k − k4)dpdk (5.14)
In (5.13) we have shifted the ki-integrals by −pi compared to (5.10).
Let us intruduce the convenient notation
ω(p, k) = (
1
2
(ω(p+ k)2 + ω(p− k)2)) 12 (5.15)
and
δω2(p, k) = ω(p+ k)2 − ω(p− k)2 (5.16)
Then the equations (4.18)-(4.20) read as follows in the p, k variables:
ω(p, k)2Q +
1
2
((JΓ− ΓJ)∼ −N12(p, k)−N12(p,−k)) = P (5.17)
δω2(p, k)Q+ (JΓ + ΓJ)∼ +N12(p,−k)−N12(p, k) = 0 (5.18)
δω2(p, k)J + (PΓ + ΓP )∼ −N22(p, k)− C˜(p, k) = 0 (5.19)
We look for a solution that satisfies in x-space G(x, y) = G(−x,−y), Q(x, y) = Q(y, x) and
J(x, y) = −J(y, x) i.e.
Q(p, k) = Q(p,−k) = Q(−p, k) (5.20)
J(p, k) = −J(p,−k) = −J(−p, k) (5.21)
This is consistent since Nαβ(p, k,W ) = Nαβ
(
−p,−k,W (−·,−·)
)
.
We will see below that the limǫ→0N is well defined for bounded W (p, k). Before that, let
us outline our arguments.
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6 Heuristics
Before getting into the details we give an outline of the argument. Since the nonlinear term
N depends only on Q and J , P can be solved from (5.17) in terms of them. Then (5.18) and
(5.19) are two equations for the two unknown functions Q and J which we write as
δω2
(
0 1
1 0
)(
J
Q
)
+N (Q, J) +NΓ(Q, J) =
(
0
C
)
(6.1)
where
N(Q, J) =
( N12(p,−k)−N12(p, k)
−N22(p, k)
)
(6.2)
and
NΓ(Q, J) =
(
JΓ + ΓJ
PΓ + ΓP
)
(6.3)
where P is expressed in terms of J and Q in (5.17). NΓ collects the friction terms that have
both linear and nonlinear contributions but will be treated as a perturbation.
For large N the solution to this equation will be locally in the x1 coordinate a perturbation
of the equilibrium state (4.22) given in the new variables by
QT (p, k) = Tω(p+ k)
−2δ(2p) (6.4)
where
δ(p) = 2Nδp,0. (6.5)
Hence the importance to study the linearization of N around that state. It turns out (see
Section 9.2) that it is given by an operator which is a multiplier in the variable p:
DN (QT , 0)
(
J
Q
)
(p, k) = Lp
(
J(p, ·)
Q(p, ·)
)
(k). (6.6)
Lp is a matrix of operators
Lp =
( L11(p) L12(p)
L21(p) L22(p)
)
. (6.7)
The translation invariant equilibrium (6.4) has support at p = 0 (and due to the periodic-
ity (5.20) at p = π) . The nonequilibrium solution will also have most of its mass in the
neighborhood of these points. Thus it is important to understand L0. It will turn out that
Lij(0) = Lij(π) = 0, i 6= j (6.8)
whereas L11(0) is invertible. Invertibility of L0 would then follow from invertibility of L22(0).
This, however, is not the case: L22(0) has two zero modes.
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One of them is easy to understand. Eq. (6.4) is a one-parameter family of solutions to the
γ = 0 equations. Hence the derivative with respect to the parameter T is a zero eigenvalue
eigenvector of the linearization L22(0) , i.e.
L22(0)ω−2 = 0. (6.9)
There is, however, a second zero mode for L22(0) :
L22(0)ω−3 = 0. (6.10)
While the first zero mode has to persist for the full Hopf equations due to the one parameter
family of Gibbs states that solve them for γ = 0, the second one is an artifact of the closure
approximation. The nonlinear terms in the closure equations can be interpreted as describing
phonon scattering and in our case only processes where two phonons scatter occur. These
processes conserve phonon energy leading the the first zero mode and also phonon number,
leading to the second one. The connected six-point correlation function which was neglected in
the closure approximation would produce terms that violate phonon conservation and remove
the second zero mode. However, for weak anharmonicity its eigenvalue would be close to zero
and should be treated with some perturbation of the present analysis.
The second zero mode leads one to expect that our equations have in the γ = 0 limit a
two parameter family of stationary solutions which indeed is the case. These are given by (see
Section 7.3)
QT,A(p, k) = T (ω(p+ k)
2 −Aω(p+ k))−1δ(2p). (6.11)
with J = 0 and and P given by (4.18). For (6.11) to be a well defined covariance we need
positivity of the denominator which holds if A < m2. The zero-mode (6.10) is proportional to
the derivative of QT,A with respect to A, at A = 0.
These considerations lead to the following ansatz for the solution
Q(x, y) = Q0(x− y) + r(x, y), (6.12)
where
Q0(x− y) = QT (x),A(x)(x− y) +Q1(x, y) (6.13)
The first term here is of local equilibrium form with slowly varying temperature and “chemical
potential” profiles T (x) and A(x) (A, or more precisely T · A, can be considered as being
related to a chemical potential, because it arises from the conservation of a number current, see
section 7.2), and the second is a small perturbation (see (8.16) below and the remark following
it). T (x) and A(x) are determined from the current conservation laws which are projections
of the equations (6.1) as follows. The operator L22(0) has two left zero modes. Projection
onto them the equation (6.1) yields two nonlinear elliptic equations for the functions T (x) and
A(x) coupled to the rest of the variables i.e. J and r. For the latter taken in a subspace
complementary to the zero modes the linear operator δω2 + Lp is invertible and J and r can
be determined by fixed point arguments in a suitable Banach space as functionals of T (x) and
A(x). The projected equations then allow us to determine the latter.
Our main result, stated more precisely in Section 8, says that Q(x, y) is as above, while
the currents corresponding to the two conservation laws discussed above and defined in section
7, are linearly related, to leading order in |T1 − T2|, to the gradients of T (x) and A(x). T (x)
is, to leading order in |T1 − T2|, linear in x, and therefore the currents are, to leading order,
O( |T1−T2|
N
).
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7 Current conservation
In the Introduction we recalled that the Hamiltonian structure of the dynamics leads to a local
conservation law. We will show that our closure too has such a conservation law.
7.1 Heat-current
We start with a simple identity
Lemma 7.1
∫ N22(p, k)dk = 0 for all (bounded) W .
Proof From (5.11) we see that
∫
dkdνp,k is symmetric under the simultaneous interchanges
s3 ↔ s4, (p3, k3) ↔ (p4, k4). Hence, the integral over k of the second term in (5.12) vanishes,
because the integrand in (5.13) is antisymmetric and the rest of the integrand is symmetric
under those simultaneous interchanges. ⊓⊔
Note that, by (5.8),
N22(x, x) =
∫
e2ipxN22(p, k)dpdk (7.1)
i.e., by Lemma 7.1, N22(x, x) = 0, ∀x. This follows also by inspection from (4.9) since(
R(t)G0
)
21
= −R(t)12 (by (5.2)) and R(t)12(z − y) = R(t)12(x− z) if x = y.
Consider now equation (4.20) restricted to the diagonal x = y. Let J ′ = ωJ + Jω. Then,
ω2J − Jω2 = ωJ ′ − J ′ω. Defining, for eµ the unit vector in the µ-direction,
jµ(x) = J
′(x− eµ, x), (7.2)
we have, for ω given in (2.5):
(ω2J − Jω2)(x, x) = (−∆J ′ + J ′∆)(x, x)
=
∑
µ
(
−J ′(x− eµ, x)− J ′(x+ eµ, x) + J ′(x, x− eµ) + J ′(x, x+ eµ)
)
= 2
∑
µ
(J ′(x, x+ eµ)− J ′(x− eµ, x)) = 2∇ · ~ (x),
where (∇µf)(x) = f(x + eµ) − f(x). Note that, for other functions ω, there will be also a
current, but its form will depend on ω. In view of Lemma 7.1, (4.20), for x = y, reads
∇ · ~ (x) + γP (x, x)(δx0 + δxN) = γ(T1δx0 + T2δxN ),
or, since P (x, x) depends only on x,
∇ · ~ (x) = γ((T1 − P (0, 0))δx0 + (T2 − P (N,N))δxN), (7.3)
which is a current conservation equation; the heat current ~ has sources on the boundary. Since
~ depends only on x, we define j(x) = j1(x) and, so,
∇ · ~ (x) = j(x + 1)− j(x). (7.4)
It is a useful exercise to rewrite this in the (p, k)-variables. We have, see (2.5),
ω(p+ k)− ω(p− k) = 2
(
cos(p− k)− cos(p + k)
)
= 4 sin p sin k
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and so
δω2(p, k) = 4 sin p sin k(ω(p + k) + ω(p− k)). (7.5)
Thus ∫
δω2(p, k)J(p, k)dk = 2(e2ip − 1)j(2p) (7.6)
where
j(p) = −i
∫
dke−ip/2 sin k(ω(p/2 + k) + ω(p/2− k))J(p/2, k) (7.7)
for p ∈ π
N
Z2N . In (7.6) we used the fact that the k integral is π-periodic in p, due to (5.9), to
write it as a function of 2p. It may be checked directly that this is the Fourier transform of
j1(x) given by (7.2).
7.2 Number current
As stated in Section 6, the closure equations possess another, approximate, conservation law
which we will derive now. Let ρ(p, k) be given by
ρ(p, k) = ω(p, k)−1, (7.8)
with ω(p, k) given by (5.15), and project N22 now onto ρ instead of the function 1 as in Lemma
7.1. Let
θ(p) =
∫
ρ(
p
2
, k)N22
(
p
2
, k
)
dk =
9
4
(2π)3dλ2
∫
ρ
(
p
2
, k
)
n2
(
p
2
, k
)
dk (7.9)
Then θ is 2π periodic. Unlike what happened in Lemma 7.1 θ is not zero, but it will turn out
to be very regular, see Proposition 9.7 and Appendix B below, due to the fact that (7.8) at
p = 0 is a left zero eigenvector of the linearization of N22.
We will now integrate equation (5.19) multiplied by a linear combination of ρ and 1. For
this, write it in the (p, k) representation. The covariance is
C˜(p, k) = 2γ(T1 + T2e
−2iNp) (7.10)
and the friction term
(ΓP + PΓ)∧(q1, q2) = γ
∫
dq
[
(1 + ei(q−q1)N)P̂ (q, q2) + (1 + e
i(q−q2)N )P̂ (q1, q)
]
.
So, after shifting q in the first integral by q2
2
and in the second by q1
2
, we get:
(ΓP + PΓ)∼(p, k) = γ
∫
dq
[
P˜
(
q
2
,
q
2
+ k − p
)
+ P˜
(
q
2
,− q
2
+ p+ k
)]
(1 + ei(q−2p)N ). (7.11)
Let
η(p, k) = ρ(p, k)−
∫
ρ(p, k)dk, (7.12)
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with ρ given by (7.8). Integrating equation (5.19) multiplied by η, we get
j′(x + 1)− j′(x)− θ(x) + γ(x) = 0 (7.13)
where
j′(p) = −i
∫
dke−ip/2η(p/2, k) sin k
(
ω(p/2 + k) + ω(p/2− k)
)
J(p/2, k) (7.14)
and
γ(p) = γ
∫
dkdpψ(p, k, q)P˜
(
p
2
, k
)
(1 + ei(q−p)N ) (7.15)
where
ψ(p, k, q) = η(p, k +
p
2
− q
2
) + η
(
p, k − p
2
+
q
2
)
(7.16)
is a smooth function. Note that the covariance dropped out from (7.13) because C˜(p, k) is
independent of k, and we subtract from ρ its average in the definition of η. Also, the latter
does not contribute to θ due to Lemma 7.1.
Equation (7.13) is again a conservation law: γ is a boundary term and, as we will see,
θ vanishes in the limit of translation invariance. We call the current j′ the particle number
current.
7.3 Generalized Gibbs states
We finish this section by checking that the states (6.11), with J = 0, are indeed solutions to
the γ = 0 equations. Indeed, now,
Ws(p, k − p) = QT,A(k)δ(2p),
with QT,A = T (ω(k)
2 − Aω(k))−1. So, from (5.13), we get:
n(p, k) = δ(2p)
∑
s
∫ 2∏
1
QT,A(ki)s3ω(k3)
(
1
is4ω(k4)
) [
ω(k3)
−2QT,A(k4)− ω(k4)−2QT,A(k3)
]
·
(∑
siω(ki) + iǫ
)−1
δ
(
2p−∑ ki)δ(p− k − k4)dk (7.17)
n1 is obviously even in k, thus (5.18) holds. As for (5.19), write the [-] in (7.17) as
−AT−1QT,A(k3)QT,A(k4)
[
ω(k3)
−1 − ω(k4)−1
]
,
and use (x+ iǫ)−1 = P
(
1
x
)
− 2πiδ(x) to get:
n2(p, k) = −2πδ(2p)AT−1n˜2(p, k), (7.18)
n˜2(p, k) =
∑
s
∫ 4∏
1
QT,A(ki)s3s4 [ω(k4)− ω(k3)]
·δ
( 4∑
1
siω(ki)
)
δ(2p−∑ ki)δ(p− k − k4)dk (7.19)
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(By s→ −s symmetry only the delta function contributes). The integral in (7.17) is supported
on ∑
siω(ki) = 0. (7.20)
We will choose m2 in (2.4) large enough so that (7.20) forces∑
si = 0 (7.21)
By symmetry, we may replace s3 by
1
3
∑3
i=1 si and, by (7.21) also by −13s4. Again, by symme-
try, s3ω(k3) may be replaced by
1
3
∑3
i=1 siω(ki) and by (7.20) by −13s4ω(k4). Doing the first
replacement for s3ω(k4) in the first term in the [·] in (7.19), and the second for s3ω(k3) in the
second term, we see that (7.19) vanishes. Note that n˜2 vanishes for all p and not only for
2p = 0 mod 2π. We shall need this later (see the derivation of (9.19) below). Hence (6.11)
solves (5.17)-(5.19) if γ = 0.
Note however that these are not equilibrium T1 = T2 solutions, unless A = 0. This is
because for A 6= 0, the noise and friction terms in (4.20) will not any more balance each other.
8 The space of local equilibrium solutions
We will now describe the space where (4.18)-(4.20) are solved. To motivate our choice, consider
the current conservation equation (7.3). Summing over x, we get, since j(x) is periodic:
T1 − P (0, 0) = −
(
T2 − P (N,N)
)
≡ j0 (8.1)
and so
j(x + 1)− j(x) = j0(δx0 − δxN) (8.2)
which is solved by
j(x) =

j(0) + j0 x ∈ [1, N ]
j(0) x ∈ [−N + 1, 0]
(8.3)
Since j(−x) = −j(x) we get j(0) = −1
2
j0. The Fourier transform of this is
j(p) =

j0
1− eipN
eip − 1 p ∈
π
N
Z2N , p 6= 0
0 p = 0
(8.4)
(note that eipN takes only the values ±1). The current j0 will turn out to be O(1/N).
We now describe the space to which functions such as J(p, k) belong. This space has to
encode the 1/p singularity at origin in the equation (8.4) as well as the factor eipN coming from
the fact that in x space there are two special points in the first coordinate, the origin and N .
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Let H be the space of continuous functions f(p, k) on
Ω = {(p, k) | p, k ∈ π
2N
Z4N , p + k ∈ π
N
Z2N , k ∈ [−π, π]d−1} (8.5)
that are 2π-periodic in all the variables, and invariant under (p, k)→ (p+π, k+π). We denote
by ‖f‖∞ the sup norm in H.
Let
Ω+ = {(p, k) ∈ Ω | p ∈ π
N
Z2N}
and Ω− = Ω \ Ω+. Then
H = H+ ⊕H−
with
f(p, k) = f+(p, k)σ+(2p) + f−(p, k)σ−(2p) (8.6)
with
σ±(p) = 1± eipN (8.7)
and f± = 12 f |Ω±.
Define the discrete Cα-norm for f ∈ H± as
‖f‖α = sup
p,k,λ,µ
(
|f(p, k)|+ |λ|−α|f(p+ λe1, k)− f(p, k)|+ |µ|−α|f(p, k + µe1)− f(p, k)|
)
(8.8)
where λ, µ ∈ π
N
Z2N \ 0 (note that p + λ ∈ Ω± if p ∈ Ω± ). Set then, for f ∈ H,
‖f‖α ≡ ‖f+‖α + ‖f−‖α.
Let
d(p)−1 ≡

(eip − 1)−1 p 6= 0
0 p = 0,
(8.9)
and let, with some abuse of notation,
d(p) = eip − 1. (8.10)
We will then consider a space S of functions J(p, k) of the form
J = N−1δ(2p)J0 + (N(d(2p))
−1J1 +N
α/2−1J2 + (Nd(2p))
−3/2J3 (8.11)
where Ji(p, k) are in H. Define
‖J‖S = max{‖Ji‖α, ‖J3‖∞, i = 0, 1, 2}. (8.12)
More properly, S is the space H⊕4 of 4-tuples (J0, . . . , J3) ≡ J which is a Banach space with
this norm. We identify J and J when no confusion arises.
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Remarks. 1. Due to the friction and the noise terms (see (7.10) and (7.11)) we end up with
the factors e2ipN . This leads to a factor eipN in functions such as j(p) and j′(p) . A Ho¨lder
continuous function f , of exponent α, decays in x-space at least as |x|−α whereas eipNf produces
decay away from x = N i.e. |x−N |−α. Thus ‖f‖α ≤ O(1) gives rise to functions of x that are
localized near the boundaries, x = 0 or N .
2. The Fourier transform of (8.11) is as follows. The first term is constant in the 1-direction and
O(1/N). The second one is also of O(1/N) because it involves a (discrete) Hilbert transform of
a Ho¨lder continuous function. However, e.g. for the current it can produce opposite constant
values for positive and negative x. The third term is also of this order whereas the second is
O(N−1+α/2(| x |−α + | N − x |−α)) i.e. O(N−1−α/2) for x far away from the boundaries. The
J2 and J3 terms will be subleading corrections to the current and the profile. Note that no
smoothness in the transverse variable k is assumed so that correlations will have a very slow
decay in x space. This is due to the poor regularity properties of the ”collision kernel” that
enters the nonlinear terms, see Proposition 9.3.
3. The J correlation function is odd in p and hence J0 = 0. However, with Q, we will encounter
functions with a nonzero first term in (8.11).
Finally, we will extend these definitions to the functions like j(p) defined on π
N
Z2N , the only
difference being the occurence of σ±(2p) in (8.6) and d(2p) in (8.11), instead of d(p) here. We
denote the space now by S. Hence j ∈ S is of the form
j(p) = N−1δ(p)j0 + (Nd(p))
−1j1(p) +N
α/2−1j2(p) + (Nd(p))
−3/2j3(p) (8.13)
with j0 a constant. Of course, here, since j is defined on
π
N
Z2N , the space is finite dimensional
and all norms are equivalent, but (8.13) is a convenient way to record the dependence on N of
various terms.
We will look for solutions to (4.18)-(4.20) with J ∈ S and Q as follows.
Q will have a leading “local equilibrium” term which we now describe. Recall that our
equations have the 2-parameter family (6.11) of solutions when the friction vanishes. The
leading term in Q will be of this form, where the constants T and A will be replaced by
p-dependent functions. More precisely let T (p), A(p) be functions on π
N
Z2N , of the form
T (p) = T0δ(p) + (d(−(p))−1t(p) (8.14)
A(p) = A0δ(p) + (d(−(p))−1a(p) (8.15)
where δ(p) is defined in (6.5) and t, a ∈ S. Define
Q0(p, k) =
∞∑
n=0
(T ∗ A∗n)(2p)ω(p, k)−2−n (8.16)
where ∗ is the convolution and ω(p, k) is defined in (5.15).
Remark Let QT,A be the generalized Gibbs state in (6.11), at p = 0,
QT,A(x− y) = T
∫
dkeik(x−y)
(
ω(k)2 − Aω(k)
)−1
. (8.17)
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Comparing (8.16) with
T (ω2 − Aω)−1 =
∞∑
n=0
TAnω−2−n (8.18)
it is not hard to show that the Fourier transform of (8.16) is
Q0(x, y) = QT (x),A(x)(x− y) +Q1(x, y) (8.19)
where (the Fourier transform of) Q1 is in S, and, as it will turn out,
Q1(x, y) = O(τ/N). (8.20)
The first term is of a local (generalized) equilibrium form.
We make now the following assumptions. We take
γ = N−1+α/4 (8.21)
and m2 large enough that ∑
siω(ki) = 0⇒
∑
si = 0
(recall (7.20) and (7.21)). We shall use below the set of p′s that are close to singularities:
E0 = [−p0, p0] ∪ [π − p0, π + p0] (8.22)
with p0 = Bλ
2, where B is a number that will be chosen large below (see (10.16)). Then, we
have the
Theorem There exist λ0 such that for 0 < λ < λ0, | T1 − T2| < τ , with τ = τ(λ), and for
N > N(λ) the equations (4.18)-(4.20) have a unique solution with J ∈ S and
Q = Q0 + r
with r ∈ S. Q0 is given by (8.14)-(8.16) with T0 = 12 (T1 + T2) +O(λ2τ),
t(p) = t0(p) + t˜(p), (8.23)
where, in x space,
1
2
(T1 + T2) + t0(x) = T1 +
|x|
N
(T2 − T1), (8.24)
and t˜ ∈ S, with
‖t˜‖S = O(λ2τ).
Moreover, A0 = O(τ 2), a ∈ S, and
‖a‖S = O(τ 2).
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Finally, the currents j and j′ are given by
(j(p), j′(p))T = κ(p)(t(p), s(p))T +O(τ 2).
where s(p) = d(−p)T ∗ A(p), the conductivity matrix κ is Ho¨lder continuous in p of exponent
α, for some α > 0, and is invertible and O(λ−2) for p ∈ E0. .
Remarks 1. The shape of the profile, to leading order, is actually given by
β(x) ≡ T (x)−1 = T−11 +
|x|
N
(T−12 − T−11 ) (8.25)
This can be seen, from the proofs, as follows: The full relation between J and t(p), which, in x
space, is equal to −∇T (x), is given by (11.34) with Dp replaced by the full DN(q0) = L + L′,
see (9.22). The leading term in L′ comes from the n = 0 term in (8.4) inserted in (9.21, 9.22).
Going back to x-space, we get, within those approximations: T (x)2j(x) = − c
λ2
∇T (x), which,
since j(x) is constant, implies ∇(T−1)(x) constant, i.e. (8.25). Of course, for τ small, we can
expand (8.25) in τ and obtain (8.24), to leading order in τ .
2. The choice of constants. There are four parameters in this model: m2, the parameter
in ω(k), see (2.5), λ the strength of the nonlinearity, τ that bounds the temperature difference
and N , the size of the system in the direction where there is a temperature difference. We
choose m2 enough so that (7.20) implies (7.21). Next we choose τ small compared to λ2, say
O(λ3) and we choose N large so that we can use bounds like N−α ≤ τ , for any α > 0.
In the proofs, C or c will denote constants that can change from place to place. We also use
in various proofs auxiliary functions denoted f, g, whose meaning is given in the proofs where
they are used.
Since λ2 enters as a multiplication factor in the nonlinear terms, see (5.12), it will be
convenient to discuss in the next section the λ independent nonlinearities n(W ), and introduce
explicitely λ2 in section 10 (because only part of the linear operator there is multiplied by λ2)
and in section 11, where λ2 is used to make some Lipschitz constants less than 1.
The value of α is determined by the degree of Ho¨lder continuity that one obtains in Propo-
sition 9.3 below. We do not try to optimize that value (any α > 0 suffices); in fact, it will
convenient sometimes to assume that α is not too close to one, so that, e.g. the power on N in
(11.21) is negative, and we shall implicitely assume that.
9 Nonlinear terms
In this Section we study the nonlinear terms of our equations given in (5.12) and (5.13). Our
goal is to show that their linearization defines a bounded operator on S and that the remaining
nonlinearities define suitable Lipschitz functions on S,
It is convenient to introduce a space for the functions T , A , analogous to S but stronger
singularity at p = 0. We let E denote the pairs (T0, t) with T0 ∈ R and t ∈ S with t0 = 0 in
(8.13). They parametrize functions
T (p) = T0 δ(p) + d(−p)−1t(p), (9.1)
(from now on, we shall identify p and p). We use the norm
‖T‖E = |T0|+ ‖t‖S, (9.2)
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which has the convenient property, used often below, that ‖dT‖S ≤ ‖T‖E. In this section, we
shall work with (T,A) ∈ Bǫ, where
Bǫ = {(T,A) ∈ E ×E| ‖T‖E ≤ C, ‖A‖E ≤ ǫ} (9.3)
where C is arbitrary and ǫ is chosen small enough so that various series below converge.
We expand (5.13) around Q0 defined by (8.16). Let W = Q0 + w
n(W ) = n(Q0) +Dn(Q0)w + n˜(w) (9.4)
We discuss the three terms on the right hand side in turn.
9.1 n(Q0)
Consier first n(Q0). Let us start with a lemma, whose proof is given in Appendix B, and which
controls convolutions between elements of E, S and among themselves:
Lemma 9.1. (a) Let T ∈ E and j ∈ S. Then T ∗ j ∈ S and
‖T ∗ j‖S ≤ C‖T‖E‖j‖S (9.5)
(b) Let T,A ∈ E. Then T ∗ A ∈ E and
‖T ∗ A‖E ≤ C‖T‖E‖A‖E (9.6)
(c) Let j, k ∈ S. Then j′ ≡ j ∗ k ∈ S with
|j′0| ≤ CN−1‖j‖S‖k‖S, (9.7)
‖j′1‖α ≤ CN−1‖j‖S‖k‖S, (9.8)
‖j′2‖α ≤ CN−1+α/2‖j‖S‖k‖S, (9.9)
|j′3(p)| ≤ CN−1 log(N |p|)‖j‖S‖k‖S, (9.10)
and
‖j′‖S ≤ CN−1+α/2‖j‖S‖k‖S (9.11)
Using this Lemma, we get:
Proposition 9.2 The function n(Q0) satisfies the following bounds, for (T,A) ∈ Bǫ.
n1(Q0) =
∞∑
n=1
T ∗3 ∗ A∗n(2p)gn(p, k) +m (9.12)
with gn smooth functions bounded together with their derivatives (to any given order) by C
n
and m ∈ S. Moreover
‖m‖S ≤ C(‖t‖S + ‖A‖E) (9.13)
‖n1(Q0)(p, k)− n1(Q0)(−p, k)‖S ≤ C(‖t‖S + ‖A‖E) (9.14)
‖n2(Q0)‖S ≤ C(‖t‖S + ‖A‖E) (9.15)
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Furthermore the functions on the LHS of (9.13), (9.14) and (9.15) are uniformly Lipschitz in
T and A, for (T,A) ∈ Bǫ.
Proof. From (5.13) and (8.16), we get
n(Q0)(p, k) =
∑
n
∑
s
∫ 2∏
i=1
T∗A∗ni(2pi)ω(pi, ki − pi)−2−ni s3ω(k3)
(
1
is4ω(k4)
)
·
[
ω(k3)
−2δ(2p3)T∗A∗n4(2p4)ω(p4, k4 − p4)−2−n4 − (3↔ 4)
]
νspk(dp dk) (9.16)
with νspk given by (5.14), n = (ni)
4
i=1 and ω(p, k) given in (5.15). We have, see (5.15),
ω(p, k − p) = ω(k) + (e2ip − 1)O(1), (9.17)
where the O(p) term, is written in an unusual form, which records the fact that it vanishes also
at p = π, and which will be convenient later. Inserting this into (9.16), the leading term is
∑
n
∑
s
∫ 2∏
i=1
T∗A∗ni(2pi)ω(ki)−2−nis3ω(k3)
(
1
is4ω(k4)
)
·
[
ω(k3)
−2δ(2p3)T∗A∗n4(2p4)ω(k4)−2−n4 − [3↔ 4]
]
νspk(dp dk)
We may do the pi-integrals to get
=
∞∑
n=0
T ∗3 ∗ A∗n(2p)∑
s
∑
Σni=n
∫ 2∏
i=1
ω(ki)
−2−nis3ω(k3)
(
1
is4ω(k4)
)
·
[
ω(k3)
−2ω(k4)
−2−n3 − (3↔ 4)
]
ν˜spk(dk)
≡
∞∑
n=1
T ∗3 ∗ A∗n(2p)
(
gn(p, k)
fn(p, k)
)
(9.18)
where ν˜spk is like νspk above, but without δ(2(p −∑ pi)), and where, in the last equality, we
used the fact that the n = 0 term has n3 = 0 and therefore the [·] factor vanishes. Using (8.18),
we see that fn(p, k) are the Taylor coefficients of the expansion in A of n˜2(p, k), given by (7.18,
7.19). Since n˜2 vanishes identically, we get
fn(p, k) = 0. (9.19)
For gn we need to study n1 in (7.17) in more detail. Proceeding as with n2, we see that gn
are the Taylor coefficients of the expansion in powers of the constant A of
n˜1(p, k) =
∑
s
∫ 4∏
1
Q0(ki)P
(
4∑
1
siω(ki)
)−1
· s3
[
1− ω(k3)ω(k4)−1
]
δ
(
2p−∑ ki) δ(p− k − k4)dk.
Here, again because of the s → −s symmetry, only the principal value contributes. Consider
first those terms with
∑
si = 0. We may replace s3 by −13s4 and s3ω(k3) by
1
3
3∑
1
siω(ki) = −1
3
s4ω(k4) +
1
3
4∑
1
siω(ki).
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Thus these terms give
1
3
∑
Σsi=0
∫ 4∏
1
QT,A(ki)δ
(
2p−∑ ki) δ(p− k − k4)dk
which is smooth in p. For the terms with
∑
si 6= 0, P(·) has no singularity, (see (7.20), 7.21)),
and they are smooth. Thus, the functions gn are smooth and bounded together with their
derivatives (to any given order) by Cn.
The contribution to (9.16) of the (e2ip − 1)O(1) term in (9.17) is of form
m =
∑
n
∑
s
∫ 2∏
i=1
T∗A∗ni(2pi)(e2ip3 − 1)T∗A∗n3(2p3)δ(2p4)
· Gs(p, k, p, k)δ
(
2p− 2∑ pi) νspk(dp dk) (9.20)
where Gs is smooth. By an easy extension of Lemma 9.1 to convolutions of functions in E and
S, each summand is in S and (9.13) follows easily. The series over n converge for ‖A‖E ≤ ǫ
small enough.
To get (9.14) we use the smoothness and periodicity to get
gn(p, k)− gn(−p, k) = (e2ip − 1)O(1),
and hence each summand is now in S. The bound (9.15) is obtained in the same way as the
bound on m (by (9.19), the only contribution to n2(Q0) is similar to m ). ⊓⊔
9.2 Linearization
Let us turn to the second term in (9.4) i.e. the linearization of n at Q0. We wish to separate a
leading term when T2 − T1 is small. Therefore, we write, using (8.14) and (8.16),
Q0 = T+δ(2p)ω
−2(p, k) + Q˜0 (9.21)
with ω given by (5.15), and T+ =
1
2
(T1 + T2) being the average temperature . Insert this into
(5.13). The [ - ] term vanishes for the first term in (9.21), so
Dn(Q0)w = Lw + L′w, (9.22)
with
(Lw)(p, k) = 2T 20
∑
s
∫ (
ω(k1)ω(k2)
)−2
s3ω(k3)
(
1
is4ω(k4)
)
[
ω(k3)
−2ws4(p, k4 − p)− ω(k4)−2ws3(p, k3 − p)
]
(∑
siω(ki) + iǫ
)−1
δ
(
2p−∑ ki) δ(p− k − k4)dk (9.23)
(where we used ω(0, k) = ω(k), and w(p+π, ki−p−π) = w(p, ki−p), i = 3, 4). Since k4−p = −k
and k3 − p = k − k1 − k2 (coming from k1 + k2 + k3 = 2p− k4 = 2p− (p− k) = p+ k), we see
that L is a multiplication operator in the p-variable
(Lw)(p, k) =
(
L˜pw(p, ·)
)
(k) (9.24)
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and L˜p in turn is a sum of an operator which acts as a multiplication operator in the subspace
of even or of odd functions, and an integral operator:
L˜p = M˜p + K˜p, (9.25)
where, after shiflting k3 by p,
(K˜pw)(k) = −2T 20ω(p− k)−2
∑
s
∫
ws3(p, k3)
s3ω(k3 + p)
ω(k1)2ω(k2)2
(
1
is4ω(p− k)
)
dµspk, (9.26)
with
dµspk =
(
2∑
i=1
siω(ki) + s3ω(k3 + p) + s4ω(p− k) + iǫ
)−1
δ
(
k −
3∑
1
ki
)
3∏
i=1
dki (9.27)
and (remember that k4 − p = −k so that the operator acts as a multiplication operator only
on functions of definite parity):
M˜p(k) = −ω(p− k)2
(
K˜pω
−2(p + ·)
)
(k), (9.28)
when it acts on even functions, and
M˜p(k) = ω(p− k)2
(
K˜pω
−2(p+ ·)
)
(k), (9.29)
when it acts on odd functions. Here, we integrated over k4 = p− k, and we used:
2p−
4∑
i=1
ki = 2p−
3∑
i=1
ki − p + k,
which, after shifting k3 by p equals k −∑3i=1 ki. We shall discuss L′ in the next susection, but
let now analyze further L.
Separating the real and imaginary parts of ws (see (5.3)), one can also view the operator
Lp as a 2× 2 matrix of operators the (J,Q) variables, where here Q denotes an arbitrary even
function, and J an arbitrary odd one. We write it as:
L˜p
(
J
Q
)
=
(
L˜11(p)J + L˜12(p)Q
L˜21(p)J + L˜22(p)Q
)
; (9.30)
this defines the operators L˜ij(p), i, j = 1, 2. From (9.25), we see that each L˜ij(p) is a sum of a
multiplication operator M˜ij(p) and a integral operator K˜ij(p).
The operators here are acting on functions defined on Ω, see (8.5). However, it is conve-
nient to consider them as acting on functions defined on [−π, π]d, which is always possible, by
extending, say in a piecewise linear way, function on Ω to functions on [−π, π]d. With that
identification, we may consider these operators to be acting, for all N , on the same space.
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Moreover, a discrete Ho¨lder continuous function (see (8.8)) becomes, with such an extension,
an ordinary Ho¨lder continuous function. The main property of these operators is:
Proposition 9.3. M˜p(k) is C
α in p, k, for some α > 0, and the operators K˜p are compact
operators mapping Cα (Ωp(k)), where Ωp(k) = {k|(p, k) ∈ Ω}, into itself. Moreover, in the
norm of bounded operators on Cα, they are uniformly bounded in N and Cα in p, uniformly in
N . M˜p(k) converges as N → ∞ to a Cα function, while K˜p converges to a compact operator
mapping Cα
(
[−π, π]d
)
into itself.
Obviously, this proposition implies that the operators Lij(p) define also bounded operators
from S into itself.
Proof. Looking at (9.26-9.27, 9.30), we see that K˜p is a two by two matrix of integral operators
whose kernel is a sum of terms of the form
Ap(k, k
′) =
∫
∆
( 2∑
i=1
siω(ki) + s3ω(k
′ + p) + s4ω(p− k)
)
·δ(k − k1 − k2 − k′)ρs(k1, k2, k′, k, p)dk1dk2 (9.31)
where ∆(x) = δ(x) or P
(
1
x
)
, ρs is C
∞ in all its arguments and we write k′ for k3.
Let us consider first ∆(x) = δ(x), integrate over k2, and choose s1 = +1, s2 = −1 (all other
terms can be treated similarly). We obtain the integral∫
δ
(
ω(k1)− ω(k − k1 − k′) + s3ω(k′ + p) + s4ω(p− k)
)
ρs(k1, k − k1 − k′, k′, k, p)dk1. (9.32)
Now, by (5.1),
∫
dk1 is actually a discrete sum over the first component of k1 and an integral
over the last two components. Fix a value of k11, replace k
′ − k by k′, write k21 = −π2 + q2,
k31 = −π2 + q3 and use lower indices, k′1, k′2, k′3 for the components of k′. We get, using the
explicit formula (2.5) for ω,
(9.32) =
∫
δ
(
sin q2 − sin(q2 − k′2) + sin q3 − sin(q3 − k′3) + f(k′2, k′3, λ)
)
ρs(q2, q3, λ)dq2dq3(9.33)
where we write λ for the set of variables (k11, k
′
1, k, p), the integral is an ordinary, not discrete,
one and
f(k′2, k
′
3, λ) = sin q1 − sin(q1 − k′1) + s3ω(k′ + p) + s4ω(p− k) (9.34)
We shall now study the singularities of (9.33) in k′2, k
′
3 and the smoothness of (9.33) in λ
away from the singularities. For notational simplicity, we set ρs = 1; since ρs is smooth, this
does not affect our arguments. Let us denote by Ω the argument of the delta function and shift
the integration variables: let qi = ri−1 + yi−1 where yi−1 = 12k
′
i. Then
Ω =
2∑
i=1
(sin(ri + yi)− sin(ri − yi)) + f(2y, λ) = 2
2∑
i=1
cos ri sin yi + f(2y, λ). (9.35)
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Next, change variables to 2− 2 cos ri = x2i . Our integral becomes
I(y, λ) =
∫
δ(x21 sin y1 + x
2
2 sin y2 − g(y, λ))
2∏
1
h(xi)dxi (9.36)
with h(x) = (1− 12x2)− 12 , x2i ∈ [0, 2] and
g(y, λ)) = f(2y, λ) + 2(sin y1 + sin y2). (9.37)
For yi 6= 0 and g 6= 0 I is bounded by
|I(y, λ)| ≤ C| sin y1 sin y2|− 12 (1 + | log |g(y, λ)||) (9.38)
(the log term is absent when y1y2 > 0). From (9.34) and (9.37) we have
g(y, λ) = 2s3(cos(2y1) + cos(2y2) + 2(sin y1 + sin y2) + g
′(λ)
with g′ smooth. Thus the bound (9.38) is integrable in y, uniformly in λ. Moreover, the
Ho¨lder derivative of order α in λ also remains integrable for α small enough. Hence for all
bounded functions f ,
∫
Ap(k, k
′)f(k′)dk′ is Cα in λ = (k11, k
′
1, k, p). This in turn implies that∫
Ap(k, k
′)f(k′)dk′dk11 (where now the integral includes a Riemann sum over k
′
1, k
1
1, is C
α in
k, p, since each term in the Riemann sum is Cα in k, p. This means that each matrix element of
Kp maps bounded functions into Ho¨lder continuous ones. Moreover, all the bounds are uniform
in N , since the bound (9.38) is independent of N , and taking the Riemann sums preserves that
property.
To obtain compactness, let α′ the Ho¨lder exponent obtained above. Using the Arzela`-
Ascoli’s theorem, one easily shows that the unit ball in Cα
′
is compactly embedded in Cα for
α′ > α. Since Ap is bounded from C
α into itself and maps Cα into Cα
′
it a compact operator
from Cα into itself .
Obviously
∫
Ap(k, k
′)dk′ is also Cα in p, k, so that each matrix element of Mp(k) is C
α in
p, k.
Next, we get:
|Apf(k)− Ap′f(k)− (Apf(k′)−Ap′f(k′))| ≤ C‖f‖∞min(|k − k′|α′ , |p− p′|α′)
≤ C‖f‖∞|k − k′|α′/2|p− p′|α′/2, (9.39)
so that, choosing α = α′/2, we get:
‖Ap − Ap′‖α ≤ C|p− p′|α (9.40)
where ‖ · ‖α is the operator norm on bounded operators of Cα into itself.
Finally, it is easy to see that the Riemann sum of a Cα function converges to the corre-
sponding integral, with, for the sum in (5.1), an error O(N−α). This then implies the claims
on convergence as N →∞ made in the Proposition. ⊓⊔
In Appendix A, we will extend this result.
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9.3 Nonlinearities
Let us now turn to the ni’s defined in (5.13). They are linear combinations of functionals of
the following form
u(f1, f2, f3)(p, k) =
∫
G
3∏
i=1
fi(pi, ki − pi)δ(2p−
3∑
1
2pi)dpµ(dk) (9.41)
v(f1, f2, f3)(p, k) =
∫
G
2∏
i=1
fi(pi, ki − pi)f3(p3, p− k − p3)δ(2p−
3∑
1
2pi)dpµ(dk) (9.42)
where G is some smooth function of all the variables (defined in the continuum (N =∞) and
restricted to the discrete) and
µp,k(dk) =
( 3∑
1
siω(ki) + s4ω(p− k) + iǫ
)−1
δ(
3∑
1
ki − p− k)dk1dk2dk3. (9.43)
Indeed, (9.41) corresponds to the second term in the bracket in (5.13), after integrating over
k4, p4, while (9.42) corresponds to the first term, after integrating over k4 (i.e. replacing k4 by
p− k) and p3, and relabelling p4 as p3. Since Q = Q0 + r, r ∈ S and Q0 is given by the series
(8.16) we only need to consider fi(p, k) = F (2p) for F ∈ E or fi ∈ S. We have then the
Proposition 9.4. Let m be of the form (9.41) or (9.42). Then
(a) Let fi(p, k) = Fi(2p) with Fi ∈ E. Then
‖m(f1, f2, f3)‖E ≤ C
3∏
i=1
‖Fi‖E (9.44)
(b) Let fi ∈ S, fj(p, k) = Fj(2p) with Fj ∈ E for j 6= i. Then
‖m(f1, f2, f3)‖S ≤ C‖fi‖S
∏
j 6=i
‖Fj‖E (9.45)
(c) Let fi, fj ∈ S, fk ∈ E. Then
‖m(f1, f2, f3)‖S ≤ C N− 12+α‖fk‖E
∏
l 6=k
‖fl‖S (9.46)
For the proof, see Appendix B.
The operators L′ in (9.22) are not multiplication operators in p. Inserting the expansion
(8.16) in (5.13), we see that L′w is a sum of terms of the form discussed in Proposition 9.4.(b)
with Fi of form T∗A∗n with n > 0 or d(−2p)−1t(2p). Proposition 9.4.(b) then gives the
Proposition 9.5. The operator L′ : S → S is bounded, for (T,A) ∈ Bǫ, in operator norm by
‖L′‖ ≤ C(‖t‖S + ‖A‖E), (9.47)
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and it is uniformly Lipschitz in T and A for (T,A) ∈ Bǫ.
Proposition 9.4.(c) gives immediately for the term n˜(w) in (9.4) :
Proposition 9.6. For ‖w‖S ≤ O(1), and (T,A) ∈ Bǫ ‖n˜(w)‖S ≤ CN− 12+α‖w‖2S. and it is
Lipschitz in w, T and A with constant CN−
1
2
+α.
We still need to discuss the function θ given by (7.9). Its main property, proven in Appendix
B, is:
Proposition 9.7. d−1θ is in S, for (T,A) ∈ Bǫ, with, for ‖w‖S ≤ O(1),
‖d−1θ‖S ≤ Cλ2(‖t‖S + ‖A‖E + ‖r‖S‖J‖S + ‖J‖2S). (9.48)
and it is uniformly Lipschitz in T and A for (T,A) ∈ Bǫ, and in J and r, with constants
Cλ2.Moreover,
|θ(0)| ≤ CN−1. (9.49)
10 Solution of the linear problem
In order to solve equations (5.18), (5.19) we need to study the invertibility of the linear operator
δω2(p, k)
(
0 1
1 0
)
+ Lp (10.1)
where δω2(p, k) = ω2(p+ k)− ω2(p− k) and Lp denotes the linearization around the first term
in (9.21) of the nonlinear terms in (5.18, 5.19). Lp is given explicitely by adding or subtracting
to (9.23) a term with k → −k, see (5.18, 5.12) , and multiplying it by 9
8
(2π)3dλ2, see (5.12).
The fact that L′ in (9.22) is a small perturbation of L follows from Proposition 9.5, for τ small
enough, since, as we shall see in the next section, we shall solve our equations in a space where
the RHS of (9.47) is of order τ . So, to invert δω2(p, k)
(
0 1
1 0
)
+ DN(Q0), it is enough to
concentrate our attention to (10.1), where Lp is written as a two by two matrix as in (9.30).
Because of the zero modes, in order for (10.1) to be invertible, it needs to be restricted to the
orthogonal complement of the zero modes (which occur at p = 0, π). LetHp be the Hilbert space
L2
(
π
N
Z2N × [−π, π]d−1, ω(p, k)2dk
)
and let P⊥ be the projection to the orthogonal complement
of
{
ω(p, k)−2, ω(p, k)−3
}
in Hp, and P = 1 − P⊥. Note that the scalar product of f(k) with
ω(p, k)−2 equals
∫
f(k)dk, which implies
P⊥1 = 0. (10.2)
We shall study the operator Dp, defined as:
Dp = Π
(
δω2σ1 + Lp
)
Π, (10.3)
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where we use the shorthand notations σ1 =
(
0 1
1 0
)
,
Π =
(
1 0
0 P⊥
)
,
for p ∈ E0, with E0 defined in (8.22).
Dp =
(
δω2σ1 + Lp
)
, (10.4)
for p /∈ E0.
We shall make the following assumptions, that we shall verify later for the operator Lp :
1. Lij(0) = Lij(π) = 0, i 6= j (10.5)
2. ∃ c > 0 such that
L11(0) < −cλ2 (10.6)
P⊥L22(0)P⊥ > cλ2 (10.7)
where the inequalities holds for operators in L2
(
π
N
Z2N × [−π, π]d−1, ω2(k)dk
)
restricted to func-
tions that are odd in k (for L11) or even in k (for L22). The same inequalities hold for L11(π),
L22(π).
3. ∃ C <∞, independent of N , such that, ∀p, p′, ∀i, j = 1, 2,
‖Lij(p)− Lij(p′)‖ ≤ C|p− p′|α (10.8)
where ‖ · ‖ is the operator norm of bounded operators mapping Cα
(
π
N
Z2N × [−π, π]d−1
)
into
itself.
4. ∃ c > 0 such that, ∀p, ∀k, ∀f ∈ R2,∣∣∣(δω2σ1 +M(p, k))f ∣∣∣ ≥ c(λ2 + | sin p| | sin k| )|f | (10.9)
where |f | = |f1|+ |f2|
5. The kernels Kij(k, ·) ∈ L1+η( πNZ2N × [−π, π]d−1), for some η > 0, and a norm O(λ2).
Proposition 10.1 Under assumptions (1-5) above, for any B in (8.22), ∃λ0 such that, for
λ ≤ λ0 and for all p ∈ π2NZ2N , Dp is invertible, and ∃C <∞ such that ∀λ ≤ λ0,
‖D−1p ‖ ≤
C
λ2
, (10.10)
where the norm is the one of operators in Cα
(
π
N
Z2N × [−π, π]d−1
)
⊕Cα
(
π
N
Z2N × [−π, π]d−1
)
.
Proof. We consider |p| ≤ π
2
. For |p| > π
2
the proof below can be repeated with 0 replaced by
π.
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Let us first consider |p| ≤ Bλ2, where the constant B, independent of λ, will be specified
later. Write p = aλ2, with |a| ≤ B. We have, for |p| ≤ Bλ2,
δω2(k, p) = aλ2ϕ(k) +O(λ4) (10.11)
where we expand δω2(k, p) (which vanishes at p = 0) in p, the first term in (10.11) is the one
linear in p, with ϕ an odd function of k alone, and the second is O(p2) for |p| ≤ Bλ2. Moreover,
due to (10.8),
Lij(p) = Lij(0) +O(λ2+α) (10.12)
where O(λ2+α) is a bound on the operator norm (Lij(p) has a factor λ2). So, we have
δω2σ1 + Lp = λ2
(
aϕ(k)σ1 + L˜0
)
+O(λ2+α) (10.13)
with L˜0 = L0/λ2, which is λ-independent. Thus if we show that ∃ C(B) such that ∀a, |a| ≤ B,
‖
[
Π
(
aϕ(k)σ1 + L˜0
)
Π
]−1 ‖ ≤ C(B) <∞, (10.14)
we obtain, from (10.13) and a resolvent expansion the bound (10.10) for |p| ≤ Bλ2, provided
that λ is small enough, given B.
To prove (10.14), we observe that the spectrum of the multiplication part of aϕ(k) σ1+ L˜0,
i.e. aϕ(k)σ1 +
M(0,k)
λ2
lies outside a ball of fixed radius around zero. This follows from (10.9),
using the approximations (10.11) and (10.12) for δω2 and M(p, k). Hence, since adding to this
a compact operator does not change the essential spectrum (note that the projection operator
P⊥ adds a rank 2 operator), (10.14) will hold, provided that we show that aσ1 + L˜(0) has no
zero eigenvalue. But solving for f2 the first of the two equations
Π
(
L˜11(0) aϕ(k)
aϕ(k) L˜22(0)
)
Π
(
f1(k)
f2(k)
)
= 0
(we use the fact that, by (10.5), L˜ij(0) = 0, i 6= j), substituting in the second equation, and
taking a scalar product in L2
(
π
N
Z2N × [−π, π]d−1, ω2(k)dk
)
, with f1, we get:(
P⊥f1, L˜11(0)P⊥f1
)
− a2
(
P⊥f1, ϕL˜−122 (0)ϕP⊥f1
)
= 0
which is impossible (for all a’s) because of (10.6) and (10.7). This finishes the proof of (10.14)
and therefore of (10.10) for |p| ≤ Bλ2.
Consider now |p| > Bλ2. Since adding a compact operator does not change the essential
spectrum, which is bounded away from zero by (10.9), it is enough to show that the equation
(δω2σ1 + Lp)f = µf (10.15)
with f =
(
f1(k)
f2(k)
)
, does not have non zero solutions for |µ| ≤ cλ2, and c > 0. Let E =
{k‖ sin k| ≤ b} for some constant b to be specified later. Then, from (10.9), (10.15) and the
fact that Lp = Mp +Kp, we get, for k 6∈ E:
c′Bbλ2|f(k)| ≤ |(δω2σ1 +Mp)f(k)| ≤ ‖Kp‖ ‖f‖∞ + |µ| ‖f‖∞
≤ (Cλ2 + |µ|)‖f‖∞,
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using the fact (see the proof of Proposition 9.3) that Kp maps bounded functions into C
α
ones which, in particular, are bounded, and that ‖Kp‖ ≤ Cλ2. Given β > 0, c > 0, c′ > 0
C < ∞ and b > 0, we can choose B = B(β, c, c′, C, b), independent of λ, so that this implies,
if |µ| ≤ cλ2,
|f(k)| ≤ β‖f‖∞ (10.16)
for k 6∈ E.
Consider now k ∈ E. Then, we get from (10.9), (10.15) :
cλ2|f(k)| ≤ |(δω2σ1 +Mp)f(k)|
≤
∣∣∣∣∫
k′∈E
K(k, k′)f(k′)
∣∣∣∣+ ∣∣∣∣∫
k′ 6∈E
K(k, k′)f(k′)dk′
∣∣∣∣+ |µ|‖f‖∞ (10.17)
We bound, using (10.16), ∣∣∣∣∫
k′ 6∈E
K(k, k′)f(k′)dk′
∣∣∣∣ ≤ Cλ2β‖f‖∞ (10.18)
and since k′ ∈ E means, for b small, that k′ must be close to zero or close to π, we get, using
assumption 5 and Ho¨lder’s inequality∣∣∣∣∫
k′∈E
K(k, k′)f(k′)dk′
∣∣∣∣ ≤ ‖K(k, ·)‖1+η(cb)η/1+η‖f‖∞ ≤ Cλ2bη/1+η‖f‖∞. (10.19)
Inserting (10.18) and (10.19) in (10.17), we get |f(k)| ≤
(
C ′β + |µ|
cλ2
)
‖f‖∞, for k ∈ E, by
choosing b small enough. This, combined with (10.16) implies f = 0, for β small enough, if,
say, |µ| < cλ2
2
. Thus, there is no non-zero solution of (10.15) in that ball and (10.10) holds.
⊓⊔
Let us now check that the operator Lp has the properties (1-5) above.
To do that, we must first write explicitely the operators Lij(0), Lij(π). Let us start with
p = 0. Using (9.23, 9.30), we get, since only terms that are even in s give a non-zero contribution
(see (5.5) and comments afterwards):
L12(0)Q(k) = 2T 20
∑
s
∫ (
ω(k1)ω(k2)
)−2
s3ω(k3)
[
ω(k)−2Q(k3)− ω(k3)−2Q(−k)
]
·P
((∑
siω(ki)
)−1)
δ
(∑
ki
)
δ(k + k4)dk − (k → −k), (10.20)
where the (k → −k) term comes from (5.18); (10.20) vanishes because Q and ω are even in k,
see (5.20).
L11J(k) = 2T 20
∑
s
∫ (
ω(k1)ω(k2)
)−2
s3ω(k3)
[
ω(k)−2
s3J(k3)
ω(k3)
− ω(k3)−2s4J(−k)
ω(k)
]
·δ
(∑
siω(ki)
)
δ
(∑
ki
)
δ(k + k4)dk − (k → −k) (10.21)
which equals twice the first term, since J is odd in k (see (5.21)) and ω even.
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L21(0)J vanishes by symmetry, like (10.20) (there is a + (k → −k) term in (5.12) and J is
odd). This proves property 1, for p = 0.
To prove point 2, write:
(L22Q)(k) = 4T 20
∑
s
∫ (
ω(k1)ω(k2)
)−2
s3ω(k3)s4ω(k4)
[
ω(k4)
−2Q(k3)− ω(k3)−2Q(k)
]
·δ
(∑
siω(ki)
)
δ
(∑
ki
)
δ(k + k4)dk. (10.22)
Taking the scalar product of (10.22) with Q(k) in L2
(
π
N
Z2N × [−π, π]d−1, ω2(k)dk
)
, and
replacing in the second term in [—], s3ω(k3) by
(
1
3
3∑
i=1
siω(ki)
)
, using symmetry, and then by(
−1
3
s4ω(k4
)
, using the delta function, we get:
(Q,L22Q) = 4T 20
∑
s
∫ 4∏
i=1
ω(ki)
−2
[
s3ω
3(k3)s4ω
3(k4)Q(k3)Q¯(k) +
1
3
ω6(k4)
∣∣∣Q(k)∣∣∣2]
·δ
(∑
siω(ki)
)
δ
(∑
ki
)
δ(k + k4)dk. (10.23)
Using k = −k4, the symmetry between the ki’s and the evenness of ω,Q, we can write
(10.23) as:
T 20
3
∑
s
∫ 4∏
i=1
ω(ki)
−2
∣∣∣∑ siω(ki)3Q(ki)∣∣∣2 δ(∑ siω(ki))δ(∑ ki)δ(k + k4)dk. (10.24)
A similar computation, starting with (10.21), leads to
(J,L11J) = −T
2
0
3
∑
s
∫ 4∏
i=1
ω(ki)
−2
∣∣∣∑ω(ki)2J(ki)∣∣∣2 δ(∑ siω(ki))δ(∑ ki)δ(k + k4)dk.(10.25)
To conclude the proof of (10.6), (10.7), we need the following
Lemma 10.2.Let f be a Ho¨lder continuous function from Td into R, with d ≥ 3, satisfying
f(k1) + f(k2) = f(k3) + f(k4)
on the set
{(ki)4i=1| ki ∈ Td, i = 1, ..., 4, k1 + k2 = k3 + k4, ω(k1) + ω(k2) = ω(k3) + ω(k4)},
then,
f(k) = aω(k) + b. (10.26)
Now, consider first (10.24) and (10.25) in the N → ∞ limit, i.e. with the sum in (5.1)
replaced by an integral.
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To apply the Lemma, use the fact that, by (5.21) and relabelling indices, we may assume
that s1 = s2 = 1, s3 = s4 = −1 and change k3 → −k3, k4 → −k4. Then, the Lemma applied
to f = ω(k)3Q(k) or f = ω(k)2J(k) implies that (10.24) and (10.25) cannot equal zero unless
J = 0, since J(k) is odd, or unless Q(k) = aω(k)−2 + bω(k)−3 which, for Q = P⊥Q, i.e.
for Q orthogonal to ω(k)−2 and to ω(k)−3 implies a = b = 0. Since each Lii(0) is the sum
of a multiplication operator which is bounded away from zero (see (10.28), (10.29) below for
p = 0) and a compact operator, either there is a zero eigenvalue or inequalities (10.6)-(10.7)
hold. Since we showed that there cannot be a zero eigenvalue (10.6)-(10.7) hold for p = 0, and
N =∞.
To conclude the proof for N large, but finite, we simply use the convergence results stated
in Proposition 9.3, which imply the convergence of (10.24) and (10.25) to their N =∞ limit.
The statements for p = π follow from (9.23) and the fact that w(π, k − π) = w(p, k).
The bound (10.8) follows from Proposition 9.3, and point 5 follows easily from the bounds
(9.38) on the kernels Kij(p)(k, ·), given by (9.31) .
Finally (10.9) holds because, for given p, k,
(
δω2σ1 +M(p, k)
)
is a 2 × 2 matrix, and the
lower bound (10.9) holds if the eigenvalues of that matrix satisfy
|µi(p, k)| ≥ c(λ2 + | sin p|| sin k|), i = 1, 2.
To prove this lower bound, it is enough to prove it for the square root of the absolute value
of the determinant of the matrix δω2σ1 +M(p, k), which equals
M11(k, p)M22(k, p)−
(
δω2 +M12(k, p)
)(
δω2 +M21(k, p)
)
(10.27)
We can check, from the explicit formulas (10.21), (10.22), in which the multiplication operator
corresponds to the last term in the [—], that, for all p,
M11(k, p) < −cλ2 (10.28)
M22(k, p) > cλ
2 (10.29)
for c > 0. The signs and the factor λ2 are obvious, and to get a non zero contribution, we need
only to check that
∑
siω(ki) vanishes for some k1, k2, k3, k4, with the constraints k4 = p − k,
3∑
i=1
ki = p + k. Choosing s1 = +1, s2 = −2, s3 = +1, s4 = −1 (which can always be obtained
by relabelling indices), and inserting the constraints, this means
ω(k1)− ω(k2) + ω(p+ k − k1 − k2)− ω(p− k)
which vanishes for k1 = k2 = k.
Now, since Mij(k, p) for i 6= j vanishes at p = 0 or π and at k = 0 or π, we get, using
Proposition 9.3,
|Mij(k, p)| ≤ Cλ2
(
| sin k| | sin p|
)α/2
(10.30)
for i 6= j.
Inserting (10.28), (10.29), (10.30) into (10.27), using |δω2| = 4| sin k| | sin p|, we get that
Mij , i 6= j is small compared to |δω2| if | sin k| | sin p| ≥ c′λ2, for c′ small (in which case,
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both terms in (10.27) are negative), and that
(
δω2 +Mij(k, p)
)
is small compared to λ2, i.e.
compared to Mii, otherwise.
We are left with the
Proof of Lemma 10.2. The proof follows closely the one of Proposition 12.1 in [29], which
itself is inspired by [8].
Let us first assume that f is twice continuously differentiable. The hypothesis of the Lemma
imply that f(k)+ f(k′) is constant ∀k, k′ ∈ Td, with k+ k′ constant and ω(k)+ω(k′) constant.
Therefore, there exists g : R× Td → R, of class C2, such that
f(k) + f(k′) = g
(
ω(k) + ω(k′), k + k′
)
.
Writing k = (kα)dα=1, k
α ∈ T, ω = ω(k′), ω′ = ω(k′), we get
∂αf(k) = ∂ωg(ω + ω
′, k + k′)∂αω + ∂αg(ω + ω
′, k + k′),
∂αf(k
′) = ∂ωg(ω + ω
′, k + k′), ∂αω
′ + ∂αg(ω + ω
′, k + k′),
where ∂α =
∂
∂kα
, ∂ω =
∂
∂ω
. Subtracting these two equations, we get(
∂αf(k)− ∂αf(k′)
)
= ∂ωg(ω + ω
′, k + k′)
(
∂αω(k)− ∂αω(k′)
)
(10.31)
Multiplying first (10.31) by
(
∂βω(k) − ∂βω(k′)
)
, then rewriting the resulting equation by
exchanging α and β we get, for all α, β:(
∂αf(k)− ∂αf(k′)
)(
∂βω(k)− ∂βω(k′)
)
=
(
∂βf(k)− ∂βf(k′)
)(
∂αω(k)− ∂αω(k′)
)
.
If we differentiate this identity with respect to kγ, we get:
∂α∂γf(k)
(
∂βω(k)− ∂βω(k′)
)
+
(
∂αf(k)− ∂αf(k′)
)
∂β∂γω(k)
= ∂β∂γf(k)
(
∂αω(k)− ∂αω(k′)
)
+
(
∂βf(k)− ∂βf(k′)
)
∂α∂γω(k).
Differentiating now this with respect to k′δ, we get:
∂α∂γf(k)∂β∂δω(k
′) + ∂α∂δf(k
′)∂β∂γω(k) = ∂β∂γf(k)∂α∂δω(k
′) + ∂β∂δf(k
′)∂α∂γω(k). (10.32)
Now, for ω(k) as in (2.5), we have ∂α∂βω(k) = δαβ cos kα. Using this and choosing in (10.32)
α 6= γ 6= β = δ, we get ∂α∂γf(k) = 0 for α 6= γ. This holds first on a dense set kγ 6= ±π2
(cos kγ 6= 0) and then, by continuity, everywhere on Td. Then, choosing α = γ 6= β = δ, we get
∂2αf(k)∂
2
βω(k
′) = ∂2βf(k
′)∂2αω(k).
which implies that ∂2αf(k) = a∂
2
αω(k) for a constant a. Integrating, we get
f(k) = aω(k) + b+ ck,
for a, b, c ∈ R, and we get c = 0 from the fact that f is a continuous function on Td.
This finishes the proof of f of class C2. For f merely Ho¨lder continuous, we interpret all
the (linear) identities above, and all the derivatives in the sense of distributions, and we obtain
the same conclusion. ⊓⊔
Remark. The Lemma holds by assuming only that f is a distribution, but we do not need
this. It is crucial here that the dimension d ≥ 3 in order to be able to choose α 6= γ 6= β. For
counterexamples in d = 1, see [19].
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11 Proof of the Theorem
In this section we solve equation (6.1). Due to the presence of zero modes in the operator
L22(0) we need to consider separately (6.1) in the complement of these zero modes, at least for
p ∈ E0, where
E0 = [−p0, p0] ∪ [π − p0, π + p0],
with p0 = Bλ
2, was defined in (8.22), and the projection of (6.1) onto the zero modes. The
solution to the complementary equations leads to the Fourier Law, i.e. an expression of the
currents (j, j′) in terms of the temperature T and chemical potential A. The solution to the
projected equation determines finally T and A.
We look for a solution of the form
W = Q0 + w,
where Q0 = Q0(T,A), for some functions T,A, is given by (8.16), and w, also written as a pair
(J, r), is as follows. Let
ws = w χ(p ∈ E0)
Let P be the projection in L2
(
ω(p, k)2dk
)
to the span of
{
ω(p, k)−2, ω(p, k)−3
}
and P⊥ = 1−P .
We demand
P⊥rs(p, ·) = rs(p, ·), p ∈ E0
Given a function f that is Ho¨lder continuous in p on E0, let f˜ denote a linear extension of
f to π
N
Z2N . We have ‖f˜‖α ≤ C‖f‖α. We proceed similarly with elements of S or of E. Now
write
w = w˜s + wℓ
where w˜s is the extension of ws defined above. The function wℓ satisfies wℓ(p) = 0 for p ∈ E0.
Since from (7.10, 10.2) we have PC = C, eq. (6.1) can be written, for p ∈ E0, as a pair of
equations:
Π
((
0 δω2
δω2 0
)(
J
Q
)
+N (Q, J) +NΓ(Q, J)
)
= 0 (11.1)
where
Π =
(
1 0
0 P⊥
)
and
P (δω2J +N2 +NΓ2) = PC. (11.2)
For p /∈ E0, we will solve directly (6.1):(
0 δω2
δω2 0
)(
J
Q
)
+N(Q, J) +NΓ(Q, J) =
(
0
C
)
(11.3)
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We look for solutions where (T,A), defined for p ∈ E0, is such that (T˜ , A˜) ∈ B1, where
B1 ⊂ E × E is the ball ∥∥∥T − T+δ(p)∥∥∥
E
≤ B1τ (11.4)
‖A‖E ≤ B1τ 2 (11.5)
with
T+ =
1
2
(T1 + T2) (11.6)
and B1 will be fixed later to be O(1). For τ small enough, we have B1 ⊂ Bǫ, defined in (9.3),
so that the estimates of section 9 can be used. As for w, we look for ws with w˜s in the ball
B2 ⊂ S ⊕ S, given by
B2 = {(J, r) | ‖(J˜ , r˜)− (J˜0, r˜0)‖S ≤ B2τ} (11.7)
where (J0, r0) is given in (11.36) and bounded in (11.37). Finally, we shall choose wℓ ∈ B3,
where
B3 = {(J, r) | ‖J‖S + ‖r‖S ≤ B3λ−2τ, Jp = rp = 0 for p ∈ E0}. (11.8)
Our Theorem is a consequence of the Proposition below and the Remark following it.
Proposition 11.1. Let λ, τ , N be as in the Theorem.
(a) Given (T,A) defined for p ∈ E0, such that (T˜ , A˜) ∈ B1, and given wℓ ∈ B3, there exists
a unique ws, such that w˜s ∈ B2 and such that Q0(T˜ , A˜) + w˜s + wℓ solves (11.1) for p ∈ E0,
Moreover, w˜s is Lipschitz in (T,A, wℓ) with Lipschitz constant O(λ2).
(b) Given wℓ ∈ B3, there exists a unique (T,A) defined for p ∈ E0, such that (T˜ , A˜) ∈ B1,
and such that Q0(T˜ , A˜) + w˜s + wℓ solves (11.2), for p ∈ E0, where ws(T,A, wℓ) is the solution
obtained in (a). The pair (T,A) is Lipschitz in wℓ with Lipschitz constant O(τ).
(c) There exists a unique wℓ ∈ B3 such that Q0(T˜ , A˜) + w˜s(T,A, wℓ) + wℓ solves (11.3), for
p /∈ E0, where (T,A) = (T,A)(wℓ) is the solution obtained in (b).
Remark. Moreover, the precise bounds stated in the Theorem will be given in the course of
the proof: see (11.81), (11.86), for the statements about t, (11.5) for the ones on A, and, for
the currents, see (11.7) the Remark at the end of subsection 11.1, specially (11.43).
11.1 Fourier’s Law
Let us prove first part (a) of Proposition 11.1. For simplicity of notation, we shall write Q0
for Q0(T˜ , A˜), and drop the tilde on T,A. Recall that Q = Q0 + r. The leading inhomogeneous
term in (11.1) is −δω2Q0. Using (8.16), we write:
δω2Q0 = t(2p)ρ1(p, k) + d(−2p)(T ∗ A)(2p)ρ2(p, k) + ρ3(p, k) (11.9)
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where t(p) = d(−p)T (p),
ρ1(p, k) = d(−2p)−1δω2(p, k)ω(p, k)−2 (11.10)
ρ2(p, k) = d(−2p)−1δω2(p, k)ω(p, k)−3 (11.11)
are smooth functions and
ρ3(p, k) = δω
2(p, k)
∞∑
n=2
T ∗ A∗nω(p, k)−2−n
is in S with
‖ρ3‖S ≤ C‖A‖2E . (11.12)
The nonlinear term N (Q, J) in (11.1, 11.3) was studied in Section 9. It is given by (see eq.
(5.12, 5.18, 5.19))
N (p, k) = 9
8
(2π)3dλ2
(
n1(p, k)− n1(p,−k)
n2(p, k) + n2(p,−k)
)
(11.13)
and n is the sum (9.4). From Proposition 9.2, we infer
‖N (Q0, 0)‖S ≤ Cλ2(‖t‖S + ‖A‖E).
From (9.22), (9.24), the definition of Lp in section 10 and Proposition 9.5, we get
‖DN (Q0, 0)−Lp‖ ≤ Cλ2(‖t‖S + ‖A‖E) (11.14)
where on the LHS the norm is the operator norm in S ⊕ S. Finally, Proposition 9.6 gives
‖N −N (Q0, 0)−DN (Q0, 0)(J, r)T‖S ≤ CN− 12+α(‖J‖S + ‖r‖S)2. (11.15)
So, combining those estimates, we get that , for T , A, J , r, as in the theorem:
‖N (p, k)−Lp(J, r)T‖S ≤ Cλ2τ (11.16)
and is Lipschitz as a function of T , A with constant Cλ2, and as a function of J , r, with a
constant CN−
1
2
+α. Consider next the function NΓ, defined in (6.3):
NΓ = (ΓJ + JΓ,ΓP + PΓ)T . (11.17)
Let us start with ΓJ+JΓ, given by (7.11) with P replaced by J . Recalling the definition (8.11),
using ∫
|d(p)|−1dp ≤ C logN, (11.18)
that follows from |d(p)|−1 ≤ C|p|−1, for p 6= 0 and |p| ≥ cN−1, we get∫
|J(q, q + k − p)|dq ≤ CN−1+α/2‖J‖S , (11.19)
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uniformly in k, p, since the singularities in (8.11) affect only the first variable and logN ≤ Nα/2.
Now, use the fact that, for functions on the π/2N lattice,
‖f‖α ≤ CNα‖f‖∞, (11.20)
and identify ΓJ + JΓ as an element of S of the form ΓJ + JΓ = (0, 0, ⋆, 0), to get:
‖ΓJ + JΓ‖S ≤ CγNαN1−α/2‖
∫
|J(q, q + k − p)|dq‖∞
≤ CγNα‖J‖S ≤ CN−1+5α/4‖J‖S (11.21)
where in the last inequality, we use the definition (8.21) of γ. ΓJ + JΓ is of course Lipschitz,
with constant CN−1+5α/4. For the term ΓP + PΓ, we need to study P , given in (5.17):
P = ω(p, k)2Q+
1
2
(JΓ− ΓJ)− 9
8
(2π)3dλ2
(
n1(p, k) + n1(p,−k)
)
. (11.22)
We have
ω(p, k)2Q = T (2p) + (T ∗ A)(2p)ω(p, k)−1 + p1 + ω(p, k)2r
where p1 collects the n ≥ 2 terms coming from the expansion (8.16). From Proposition 9.2,
the last term in (11.22) at J = r = 0 is given by (9.12). Propositions 9.3, 9.5 and 9.6
control the corrections. The (JΓ − ΓJ) term is bounded as in (11.21). To summarize, let
us call PS the sum of 12 (JΓ − ΓJ) + ω(p, k)2r, of the corrections to the J = r = 0 term in
−9
8
(2π)3dλ2
(
n1(p, k) + n1(p,−k)
)
and of the term corresponding to m in (9.12). Let PE be
the rest, i.e. T (2p) + (T ∗ A)(2p)ω(p, k)−1 + p1, and what corresponds to the sum in (9.12).
Collecting the bounds established for these various terms, we get (remember that inverse powers
of N are small compared to λ2):
Proposition 11.2. P can be written as
P = PE + PS
with
PE(p, k) = T (2p) + (T ∗ A)(2p)ω(p, k)−1 + PE(p, k) (11.23)
where
PE(p, k) =
∞∑
n=1
Fn(2p)hn(p, k) (11.24)
where Fn ∈ E, with ‖Fn‖E ≤ Cn‖A‖nE, for n ≥ 2, ‖F1‖E ≤ Cλ2‖A‖E, and where the functions
hn are smooth with
‖hn‖∞ ≤ Cn, (11.25)
PS ∈ S and
‖PS‖S ≤ C(‖r‖S + λ2(‖J‖S + ‖t‖S + ‖A‖E)). (11.26)
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We may now bound P⊥(PΓ+ ΓP ). The PS term is in S, like J and can be bounded, as in
(11.21), by the RHS of (11.26) times N−1+5α/4. The T (2p) in (11.23) drops out from P⊥, since
it is constant in k and we use (10.2). The other terms in (11.23) are bounded using∫
dq|F (q)| ≤ C‖F‖E, (11.27)
which follows easily from:
|F (p)| ≤
(
δ(p) +
1
N |d|2 +
1
N1−α/2|d| +
1
N3/2|d|5/2
)
‖F‖E, (11.28)
using (11.18) and: ∫
|d(p)|−kdp ≤ CNk−1 k > 1, (11.29)
which is proven like (11.18). Thus P⊥(ΓPE + PEΓ)(p, k) is smooth, since, looking at (7.11) we
see that the dependence on p, k in P⊥(ΓPE + PEΓ)(q, q + k − p) is only through the second
argument of PE, in which PE is smooth, by Proposition 11.2. Moreover, using (11.27) and
(11.23), (11.24),
|
∫
P⊥(ΓPE + PEΓ)(q, q + k − p)| ≤ Cγ‖A‖E. (11.30)
Since P⊥(ΓPE + PEΓ)(p, k) is smooth, let us identify it with an element of S of the form
(0, 0, ⋆, 0). Then, by (8.21), P⊥(ΓPE + PEΓ) ∈ S and
‖P⊥(ΓPE + PEΓ)‖S ≤ CN−1+α/4N1−α/2‖A‖E = CN−α/4‖A‖E. (11.31)
Combining the above bounds, we get:
‖P⊥(ΓP + PΓ)‖S ≤ CN−α/4‖A‖E + CN−1+5α/4(‖r‖S + (‖J‖S + ‖t‖S) (11.32)
and P⊥(ΓPE + PEΓ) is Lipschitz in A, E, J , r, with constants O(N−α/4).
We may summarize this discussion by rewriting equation (11.1); consider T,A given, for
p ∈ E0 and wℓ given for p /∈ E0. Let us denote
s(p) = d(−p)(T ∗ A)(p) ≡ d(−p)S(p). (11.33)
Then
(Js, rs)
T = −D−1p Π
[
(ρ1t(2p) + ρ2s(2p), 0)
T +R
]
(11.34)
for p ∈ E0, using the fact that rs = P⊥rs, and therefore, (Js, rs)T = −Π (Js, rs)T . Here,
R ∈ S includes all the terms in (11.1), apart from the first two in (11.9). Combining (11.12),
(11.16), (11.21), (11.32), ‖R‖S is bounded, for T , A, J , r as in the Theorem (using the fact
that τλ−2 ≤ 1), by:
‖R‖S ≤ Cλ2B1τ (11.35)
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and is Lipschitz J, r with constant O(τ), and in T,A with constant O(λ2). D−1p is the operator
defined by (10.3), and bounded in Proposition 10.1.
Let, for p ∈ E0,
(J0, r0)
T = −D−1p Π(ρ1t(2p) + ρ2s(2p), 0)T (11.36)
Then, by Proposition 10.1 and Lemma 9.1.b,
‖(J˜0, r˜0)‖S ≤ Cλ−2(‖t‖S + ‖s‖S) ≤ Cλ−2(‖t‖S + ‖A‖E). (11.37)
Now, given w˜s ∈ B2 and wℓ ∈ B3 we have from Proposition 10.1. and (11.35)
‖D−1p ΠR‖S ≤ CB1τ, (11.38)
i.e. D−1ΠR ∈ B2 for B2 > CB1. It is Lipschitz in J, r, wℓ with constant O(τ), and in T,A with
constant O(λ2). Thus we get, from the contraction mapping principle,
Proposition 11.3. Given T,A, wℓ as above, equation (11.34) has a unique solution (J˜s, r˜s) ∈
B2, which is Lipschitz in (T,A) with Lipschitz constant O(λ2) and in wℓ with Lipschitz constant
O(τ) .
This proves part (a) of Proposition 11.1. Now assume that we have proven part (b) of that
Proposition. This will be done in the next subsection. We want to prove here part (c), since it
is done in the same spirit as part (a).
Thus, consider equation (11.3), for p /∈ E0. Following the argument that led from (11.1) to
(11.34), we may rewrite it as:
(J, r)T = −D−1p
[
(ρ1t(2p) + ρ2s(2p), 0)
T +R
]
(11.39)
where Dp was defined in (10.4), for p /∈ E0, and is invertible by Proposition 10.1. We can write
(11.39) as:
(Jℓ, rℓ)
T = −(J˜s, r˜s)T −D−1p
[
(ρ1t + ρ2s, 0)
T +R
]
(11.40)
where (J˜s, r˜s) is the Lipschitz function of wℓ, given by Proposition 11.3. The S-norm of the
RHS is bounded by Cλ−2B1τ and so, taking B3 = CB1, (11.40) is in B3, provided we show it
vanishes for p ∈ E0.
By assumption, T,A here is such that (11.2) holds for p ∈ E0 (part (b) of the Proposition,
to be proven below), and, by part (a), we know that (11.1) holds for p ∈ E0. Putting (11.1)
and (11.2) together, we see that the full equation, (11.3), is satisfied by QT,A + w˜s + wℓ for
p ∈ E0. But (11.39) is merely a rewriting of (11.3), whenever Dp is invertible. Since we can
assume, by choosing, if necessary, B in Proposition 10.1 larger than here, that D±p0 and Dπ±p0
are invertible, and since, by assumption,
QT,A + w˜s + wℓ = QT,A + w˜s
for p ∈ E0, we know that QT,A + w˜s solves (11.39) for p = ±p0 or p = π ± p0. But that means
that the RHS of (11.40) vanishes for those values of p. We can define both sides to be zero for
other values of p ∈ E0, if we want, without affecting the fact that Jℓ, rℓ are in S, and thus we
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obtain part (c) of Proposition 11.1, by applying the contraction mapping principle to the fixed
point equation (11.40) to (Jℓ, rℓ) ∈ B3.
Remark. The function J(T,A) is a general form of the Fourier Law, expressing the Eqxpy
correlation function as a function of the local temperature and chemical potential. In particular,
see (11.36) and remember that Π is the identity of the first component,
J0(p, k) = κ1(p, k)t(2p) + κ2(p, k)s(2p) (11.41)
with
κj = −D−1p (ρj , 0)T . (11.42)
Inserting to (7.7) and (7.14) we get(
j0(p), j
′
0(p)
)T
= κ0(p)
(
t(p), s(p)
)T
(11.43)
where κ0(p) is C
α in p. Since Dp is of order λ2, κ0(p) is of order λ−2. The full κ(p) introduced
in the Theorem has corrections O(1) coming from D−1p applied to the parts of R in (11.34) that
are linear in t, s. Since R is or order λ2, the result is O(1), i.e. small compared to κ0, at least if
the latter does not vanish. In the next subsection, we shall need the fact that κ(p) is invertible
for p ∈ E0. To show that, let us first compute κ0(0), which we shall denote for simplicity κ0.
From (10.3) and (6.8), we get
D0 =
( L11(0) 0
0 L22(0)
)
.
Inserting (7.5) to (11.10) and (11.11) we have
ρj(0, k) = 4i sin kω(k)
−j
for j = 1, 2, and so, defining
ψj(k) = 4 sin kω(k)
−i, j = 1, 2,
we have
κj(0, k) = −i
(
L11(0)−1ψj
)
(k).
Inserting to (7.7) we have, for j = 1, 2,
κ01j = −2
∫
dk sin k ω(k)(L11(0)−1ψj)(k). (11.44)
From (7.14) we get
κ02j = −2
∫
dk sin k η(0, k)ω(k)(L11(0)−1ψj)(k). (11.45)
where η(0, k) equals ω(k)−1 − ∫ dkω(k)−1. Now, note that
κ01j = −
1
2
(
ψ1,L−111 (0)ψj
)
(11.46)
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where (·, ·) is the scalar product in H0, and that
κ02j = −
1
2
(
ψ2,L−111 (0)ψj
)
+ β0
1
2
(
ψ1,L−111 (0)ψj
)
, (11.47)
where β0 =
∫
dkω(k)−1. Computing the determinant of the 2 × 2 matrix κ0, we see that it
equals the one with β0 = 0, and the latter does not vanish because L11(0) is a strictly negative
operator (see (10.6)). Now, from Ho¨lder continuity, we get that κ0(p), and therefore κ(p), is
invertible for p small, i.e. for p ∈ E0, for λ small enough.
Finally, observe that, since L11(0) is a strictly negative operator, κ(p), is a positive ma-
trix, for p ∈ E0. To understand the connection with the Fourier law (1.1), note that t(p) =
d(−p)T (p), and, in x-space, d(−p) is −∇.
11.2 Solving the conservation laws
We are left with the proof of part (b) of Proposition 11.1. This reduces to solving the two
conservation laws, equations (7.3) and (7.13), which are equivalent to (11.2). Indeed, (7.3) is
(4.20) for x = y, which is the same as integrating (5.19) with dk, or taking the scalar product
of (5.19) with ω(p, k)−2 in Hp. For (7.13), it amounts to taking the scalar product of (5.19)
with a linear combination of ω(p, k)−2 and ω(p, k)−3 .
Let us introduce a more compact notation. We set J = (j, j′) and write (7.3) and (7.13)
as
d(p)J (p) + F(p)−Θ(p) = 2γ(T1 + eiNpT2, 0)T (11.48)
for p ∈ E0 with E0 given by (8.22), where we can assume that κ(p) is invertible. Equation
(11.48) has the friction term, see (7.15)
F(p) = γ
∫
dkdqP (q/2, k)(1 + ei(q+p)N)(2, ψ(p, k, q))T , (11.49)
where we use eipN = e−ipN , and the projection of N22:
Θ(p) = (0, θ(p))T , (11.50)
where θ is given by (7.9).
J is given by the Fourier law i.e. the solution of (11.39) with leading term (11.43) which
we may write as (see the Remark at the end of subsection 11.1):
J (p) = κ(p)[(t(p), s(p))T + z(p)], (11.51)
where s is given in eq. (11.33). J ,F and Θ are functions of T,A ∈ E, and wℓ ∈ B3 (including,
indirectly, as functions of ws, which is a function of T , A, wℓ, by part a of Proposition 11.1).
So, for wl fixed (11.48) is a nonlinear, nonlocal elliptic equation for T and A. We look for
a solution to (11.48) in the ball B1 ⊂ E × E, defined in (11.4, 11.5). For such T the map
A → T ∗ A ≡ S is invertible (because T in (11.4) is close to a delta function, which is the
identity for the convolution) and
‖S − T+A‖E ≤ Cτ 3.
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Thus we can use T, S as the unknowns, in the ball B1. The following Proposition collects the
properties of the functions z and θ, studied in Propositions 11.3 and 9.7 (since |θ(0)| ≤ CN−1,
we have that d−1(θ − θ(0)) ∈ S) :
Proposition 11.4. z and d−1(Θ−Θ(0)) are Lipschitz functions B1 × B3 → S ⊕ S with
‖z‖S ≤ Cλ2τ,
‖d−1(Θ−Θ(0))‖S ≤ Cλ2τ, (11.52)
|Θ(0)| ≤ CN−1. (11.53)
and Lipschitz constants bounded by Cλ2.
Recall next that f ∈ S is decomposed as (see (8.6))
f(p, k) = f+(p, k)σ+(2p) + f−(p, k)σ−(2p),
with σ±(p) = 1± eiNp, and f± = 12f . Insert
1 + ei(q+p)N =
1
2
(
σ+(p)σ+(q) + σ−(p)σ−(q)
)
(11.54)
into eq. (11.49) and use σ+(q)σ−(q) = 0 for q ∈ πNZ2N to get:
F(p) = F+(p)σ+(p) + F−(p)σ−(p),
with
F±(p) = γ
∫
±
dq
∫
dkP±(q/2, k)(2, ψ(p, k, q))
T (11.55)
where
∫
± dq =
1
2
∫
dqσ±(q) i.e. the q-sum in
∫
± runs over the odd (for −) or even, non zero
(for +), multiples of π
N
. We used here the fact that σ±(q)
2 = 0, 4 to cancel the factors of 1
2
in
(11.54) and in P± =
1
2
P .
Thus, (11.48) becomes two equations, one (+) valid on the even sublattice, and the other
one (−) on the odd sublattice:
dJ± + F± −Θ± = 2γT±(1, 0)T (11.56)
with T+ the average temperature (11.6) and
T− =
1
2
(T1 − T2) (11.57)
It is useful to separate from (11.55) the part which is constant in p:
F±(p) = F±(0) + f±(p), (11.58)
and similarly for Θ±(p):
Θ±(p) = Θ±(0) + Θ
′
±(p), (11.59)
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Since ψ in (7.16) is smooth we may write:
f±(p) = d(p)g±(p). (11.60)
and we may estimate g± as in the derivation of (11.31), and obtain (there is no P
⊥ here, so we
have a term linear in T ):
Proposition 11.5 The functions g± ∈ S are Lipschitz in (T, S) ∈ B1 with ‖g±‖S and the
Lipschitz constants O(N−α/4).
Using (11.51), we may write (11.56) as
d(p)κ(p)
(
(t±(p), s±(p))
T +W±(p)
)
= 2γT±(1, 0)
T − F±(0) + Θ±(0) (11.61)
where W±(p) = z±(p) + κ(p)
−1(g±(p) − d(p)−1Θ′±(p)), is defined for p ∈ E0, where κ(p) is
invertible (see Remark at the end of subsection 11.1). So, combining Propositions 11.4 and
11.5, W˜± ∈ S, with
‖W˜±‖S ≤ Cλ2τ, (11.62)
and the functions W˜± are Lipschitz in (T, S), with constants Cλ
2.
Let us next analyze F±(0). Using Proposition 11.2, S = T ∗ A and (7.8), we write
F±(0)−Θ±(0) = φ± + ψ±
φ± = γ
∫
±
dq
∫
dk
(
T (q) + ρ(q/2, k)S(q)
)
(2, ψ(0, k, q))T (11.63)
ψ± = γ
∫
±
dq
∫
dk
(
PE(q/2, k) + PS(q/2, k)
)
(2, ψ(0, k, q))T −Θ±(0). (11.64)
For ψ±, we proceed as in the proof of (11.31). The contribution coming from PS is small,
see (11.21), while the one coming from PE is to leading order, see (11.24), O(γλ2τ 2). The
contribution of Θ±(0) is O(N−1), by Proposition 9.7. So, ψ± are bounded by
|ψ±| ≤ Cγλ2τ 2 (11.65)
and are Lipschitz in (T, S) with constant Cγλ2.
It is instructive to solve first the simplified equation (11.61) with W± dropped and F±(0)
replaced by φ±. Then, for p 6= 0,
κ(p)
(
t±(p), s±(p)
)
= d(p)−1ξ± (11.66)
with
ξ± = 2γT±(1, 0)
T − φ± (11.67)
and, for p = 0 (where obviously only the equation with index + holds),
2γT+(1, 0)
T = φ+. (11.68)
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Equations (11.67) and (11.68) imply
ξ+ = 0 (11.69)
so, by (11.66),
(t+, s+) = 0
and, from (11.66) for −, we can write(
t−(p), s−(p)
)
= d(p)−1
(
τ(p), ζ(p)
)
(11.70)
with
κ(p)
(
τ(p), ζ(p)
)T
= ξ− (11.71)
constant in p, i.e.: (
τ(p), ζ(p)
)T
= κ(p)−1κ(0)
(
τ(0), ζ(0)
)T
, (11.72)
where (τ(0), ζ(0)
)
is defined by extending (11.71) (which was derived on the odd sublattice) to
p = 0. Hence, since s(p) = d(−p)S(p), t(p) = d(−p)T (p),
U(p) ≡
(
T (p), S(p)
)T
= U0δ(p) + |d(p)|−2
(
τ(p), ζ(p)
)T
σ−(p). (11.73)
The unknowns are U0 = (T0, S0)
T , τ(0) and ζ(0) and they will be determined from (11.67)
and (11.68), where the functions φ±, given by (11.63), are functions of U0, τ(0), ζ(0) via
(11.73):
φ+ = γ
∫
dk
(
T0 + ρ(0, k)S0
) (
2, ψ(0, k, 0)
)T
(11.74)
φ− = 2γ
∫
−
dq
∫
dk|d(q)|−2
(
τ(q) + ρ
(
q/2, k
)
ζ(q)
) (
2, ψ(0, k, q)
)T
, (11.75)
where the prefactor of 2 comes from the fact that, in (11.73), σ−(p) = 0, 2.
Equations (7.8), (7.12) and (7.16) imply ψ(0, k, 0) = 2(ρ(0, k)− ∫ dkρ(0, k)), with ρ(0, k) =
ω(k)−1. So, ∫
ψ(0, k, 0)dk = 0,∫
ρ(0, k)dk ≡ β1 > 0,
1
2
∫
ρ(0, k)ψ(0, k, 0)dk =
∫
ω(k)−2dk −
(∫
ω(k)−1dk
)2 ≡ β2 > 0.
Hence (11.74) gives φ+ = 2γ(T0 + β1S0, β2S0)
T and, from (11.68), we get:
S0 = 0 , T0 = T+ =
1
2
(T1 + T2). (11.76)
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To analyze (11.75), we need the straightforward
Lemma 11.6 Let a be a function on π
N
Z2N . Then
2
∫
±
|d(q)|−2a(q)dq = N
(
I±a(0) +O(N−α)‖a‖α
)
(11.77)
where I+ =
1
12
and I− = 3I+ =
1
4
.
The constants I+, I− follow from the fact that (see (5.1)) 2
∫
± |d(q)|−2dq equals, to leading
order in N , N times the sum over even or odd non-zero integers n (positive and negative) of
1
π2n2
. The even sum equals a quarter of the sum over all integers, and the latter equals 1
3
.
Inserting (11.72) into (11.75), and applying Lemma 11.6 to the result, we obtain
φ− = 2γNI−
[(
1 β1
0 β2
)
+O(N−α)
] (
τ(0)
ζ(0)
)
. (11.78)
Recalling that ξ− = κ(0)
(
τ(0), ζ(0)
)T
= 2γT−(1, 0)
T −φ− (see (11.71), (11.67)), we can write:
2γNI−
[(
1 β1
0 β2
)
+O(N−α)
] (
τ(0)
ζ(0)
)
+ κ(0)
(
τ(0)
ζ(0)
)
= 2γT−
(
1
0
)
. (11.79)
Since γ = N−1+α/4, we get:
τ(0) = (NI−)
−1(T− +O(N−α/4))
ζ(0) = O(N−1−α/4).
So, the simplified problem is solved by
(T 0, S0) ≡ (T+, 0)δ(p) + T−
NI−
|d(p)|−2σ−(p)
[
(1, 0) +O
(
N−α/4
)]
. (11.80)
In x-space, this is a linear profile: use, for p 6= 0 the explicit formula (8.4) with j0 replaced
by T−
NI−
= 2(T1−T2)
N
, and observe that, in (8.3), j(x) = j0
2
for x ∈ [1, N ]; remember also that
t(p) = d(−p)T (p), and, in x-space, d(−p) is −∇. So, we get:
T 0(x) = T1 +
|x|
N
(T2 − T1) (11.81)
plus a O(N−1−α/4) correction to the slope 1/N . The first term comes from integrating (11.80)
over p, using (11.77) for the second term, and T1 = T+ + T−.
Let us now return to the full eq. (11.61) and incorporate the corrections W± in (11.61) and
ψ± given by (11.64). Let
u±(p) =
(
t±(p), s±(p)
)T
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and
U±(p) = U0δ(p) + d(−p)−1u±(p).
Write
u±(p) = κ(p)
−1
(
d(p)−1ξ±
)
+ v±(p). (11.82)
In the absence of W±, ψ±, v± = 0 and ξ± are as above. Consider the equation
v±(p) = −W±(p). (11.83)
Since the functions W± are Lipschitz in U , (11.83) has a unique solution v± ∈ S, with
‖v±‖S ≤ Cλ2τ, (11.84)
and v± is Lipschitz in U0, ξ±. With this v±, (11.61) becomes, as in (11.67) and (11.68) and
(11.69):
ξ+ = 0, 2γT+(1, 0)
T = φ+ + ψ+,
ξ− = 2γT−(1, 0)
T − φ− − ψ− (11.85)
Proceeding as in the simple case,
φ+ = 2γ (T0, β1S0)
T +O(γτλ2)
φ− = 2γNI−
[(
1 β1
0 β2
)
+O(N−α)
]
κ−1(0)ξ− +O(γτλ2)
where the term O(γτλ2) collects the contributions from v± and ψ± that are bounded by (11.65),
(11.84), and is Lipschitz in T0, S0, ξ±. Thus T0, S0, Nξ− have O(τλ2) corrections and
‖(T, S)− (T 0, S0)‖E ≤ Cτλ2 (11.86)
which, combined with (11.80), yields the claim of Proposition 11.1 (b). ⊓⊔
A Ho¨lder regularity.
In this Appendix, we prove some refinements of the Ho¨lder continuity of the kernels proven in
Section 9. We start with a corollary of Proposition 9.3 that will be needed in Appendix B. For
this, let G ∈ C0(T3d) and consider the function
g(p, k) =
∫
G(k)µp,k(dk) (A.1)
on T1+d, where µp,k(dk) is defined by (9.43):
µp,k(dk) =
( 3∑
1
siω(ki) + s4ω(p− k) + iǫ
)−1
δ(
3∑
1
ki − p− k)dk1dk2dk3. (A.2)
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Denote
g = I(G) (A.3)
Then we have
Corollary A.1.
(a) If G is smooth, I(G) is in Cα(T1+d).
(b) Let G(k) = H(k1, k2)h(k3) with H smooth and h ∈ C0(Td). Then I(G) is in Cα(T1+d) and
‖I(G)‖α ≤ C(H)‖h‖∞. (A.4)
(c) I is a bounded map from C0(T3d) to C0(T1+d).
Furthermore, if G depends smoothly on some parameters so does g.
Proof. By comparing (A.2) and (9.31), we see that, if we replace k3 in (A.2) by k3 + p, we
may identify k3 here and k
′ in (9.31). But then, the function G in (a) only changes ρs in (9.31),
and the statement (a) can be proven just as the one on M(p, k) in Proposition 9.3. In (b), the
function H again affects only ρs, and h is the function on which the operator Kp in Proposition
9.3 acts. Hence, (b) follows from the claims made on Kp. Finally (c) follows because we can
bound the integral I(G) by the sum norm of G and the resulting integral is continuous on T1+d,
for the same reason that M(p, k) is continuous. ⊓⊔
We need one more regularity result for the analysis of the θ in (7.9) that will be made in
the Appendix B. For this, define the function
I(p) =
∫
δ(ω(k1) + ω(k2)− ω(k3)− ω(k4))δ
(
p−
4∑
1
ki
)
χ(k)dk. (A.5)
Then
Lemma A.2. Let χ in (A.5) be smooth and let I ′(p) be the discrete derivative on π
2N
Z2N .
Then, for some α > 0,
‖I ′‖α ≤ C (A.6)
uniformly in N .
For the proof we need a further Lemma:
Lemma A.3. Let χ(x) be smooth on T3 and F (x) = sin(x1+x2+x3)−sin x1−sin x2−sin x3.
Then g(p) ≡ ∫ δ(F (x)− p)χ(x)dx is smooth if p 6= 0 and
|g(p)| ≤ C(log p)2,
|g′(p)| ≤ C | log p
p
| .
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Proof of Lemma A.2. In (A.5) write ki =
π
2
+ k′i, i = 1, 2 and k3 = −π2 + k′3 which imply
k4 = p− k′1 − k′2 − k′3 − π2 and the argument of the δ-function equals
3∑
α=2
sin(kα1 + k
α
2 + k
α
3 )− sin kα1 − sin kα2 − sin kα3 + P,
where
P = sin(k1 + k2 + k3 − p)− sin k1 − sin k2 − sin k3. (A.7)
Thus,
I(p) =
∫
dk J
(
P (k, p), k
)
, (A.8)
with
J(λ, k) =
∫
dxdy δ
(
F (x) + F (y) + λ
)
χ(k, x, y)
=
∫
dt
∫
dx g(t, k, x)δ
(
F (x) + t+ λ
)
,
where
g(t, k, x) =
∫
δ
(
F (y)− t
)
χ(k, x, y)dy,
which by Lemma A.3. is smooth in all variables, for t 6= 0, and is bounded by |g| ≤ C(log t)2.
Similarily the x-integral yields
J(λ, k) =
∫
dtds h(t, s, k)δ(t+ s+ λ),
with h smooth if t, s 6= 0 and
|∂th| ≤ C
∣∣∣∣∣ log |t|t (log |s|)2
∣∣∣∣∣ ,
and similarily for ∂sh. Then one gets
|∂λJ | ≤ C(log |λ|)4. (A.9)
Consider first the N →∞ limit of (A.8). Then by (A.9) |I ′(p)| ≤ C ∫ dk| logP |4.
Since P is an analytic function, | logP |4 is integrable. It is easy to do the argument for the
Riemann sum. In the same vein, one can extract a little Ho¨lder continuity for I ′(p). We leave
the details for the reader. ⊓⊔
Proof of Lemma A.3. a) We have
∂αF = cos(x1 + x2 + x3)− cosxα,
so ∇F = 0 ⇐⇒ cosx1 = cosx2 = cos x3 = cos(x1 + x2 + x3) and thus x1 = x2 = −x3 and
permutations thereof. At these points F = 0. Hence F (x) 6= 0 ⇒ ∇F (x) 6= 0. Thus, given
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x ∈ F−1(p) there is a neighbourhood U of x and a smooth diffeomorphism: φp : Bǫ(0) → U
such that (F ◦ φp)(y) = p+ y1 and φp is smooth in p. Given ψ ∈ C∞0 (U),
gψ(p) ≡
∫
δ(F − p)ψdx =
∫
dy2...dyd(ψ ◦ φ−1p )(0, y2, ..., yd) detDφp
is smooth. By a partition of unity, we conclude that g is smooth for p 6= 0.
b) The Hessian of F is
∂α∂βF = δαβ sin xα − sin(x1 + x2 + x3).
At the critical points x1 = x2 = −x3 it equals
H = − sin x1
 0 1 11 0 1
1 1 2
 .
H has eigenvalues 0, sin x1, −3 sin x1. By a partition of unity argument it suffices to study two
cases:
1◦ χ has support in a small ball around a critical point with x1 6= 0, x1 6= π.
2◦ supp χ is a small ball around the origin, around (π, π,−π) or permutations thereof.
Case 1◦ By scaling and rotation, there exists a local coordinate z = (u, v, w) such that
F = uv + f(u, v, w) (A.10)
with f analytic, O(z3) and f(0, 0, w) ≡ 0 ≡ Du,vf(0, 0, w). Indeed, set x1 = x + u + w, x2 =
x+ v + w and x3 = x− w, then
F = sin x(cos(u+ v + w)− cos(u+ w)− cos(v + w) + cosw) +
cosx(sin(u+ v + w)− sin(u+ v)− sin(v + w) + sinw),
which, upon scaling, is of the form (A.10). Writing (u, v) ≡ y, f(u, v, w) = (y, A(z)y) with
A = O(z). Since uv is nondegenerate, there exist an analytic diffeomorphism g close to identity
such that F ◦ g = uv.
Hence
g(p) =
∫
δ(uv − p)χ˜(u, v, w)dudvdw,
with χ˜ ∈ C∞0 (Bǫ(0)). Let φ =
∫
χ˜dw, then,
g(p) = −
∫ ∞
0
du logu∂u(φ(u, p/u) + φ(−u,−p/u))
= − log |p|
∫ ∞
0
du∂u(ψ(pu, 1/u)−
∫ ∞
0
du log u∂u(ψ(pu, 1/u)),
with ψ(u, v) = φ(u, v) + φ(−u,−v). Thus g(p) = a(p) log |p| + b(p) with a and b smooth. The
claim follows.
Case 2◦ We may suppose x = 0, the other points being similar. We have:
F = s1c2c3 + c1s2c3 + c1c2s3 − s1s2s3 − s1 − s2 − s3
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where si = sin xi, ci = cos xi. The diffeomorphism near the origin yi = sin xi leads to
F = (y1 + y2)(y2 + y3)(y1 + y3) +O(y5),
and letting z1 = y1 + y2, z2 = y2 + y3, z3 = y1 + y3, we get:
F = z1z2z3 + f(z),
with f analytic in Bǫ(0), f = O(z5), and symmetric under permutations of coordinates. We
want to bound
h(p) =
∫
δ(F (z)− p)ψ(z)dz, (A.11)
for ψ ∈ C∞0 (Bǫ(0)) and ǫ small enough. By symmetry we may insert into (A.11)
6χ(|z1| ≤ |z2| ≤ |z3|).
Expand
f(z) = f0(z2, z3) + f1(z2, z3)z1 + f2(z)z
2
1
Since f1 = O(z2, z3)4, by a diffeomorphism φ close to identity we have (z2z3 + f1) ◦ φ = z2z3
i.e. may assume f1 = 0 and bound χ from above by χ(|z1| ≤ 2|z2| ≤ 3|z3|):∣∣∣h(p)∣∣∣ ≤ ∫ δ(z1z2z3 + f0(z2, z3) + f2(z)z21 − p)ψ˜(z) · χ(|z1| ≤ 2|z2| ≤ 3|z3|)dz, (A.12)
with ψ˜ ∈ C∞0 (Bǫ(0)). On the support of χ and ψ˜ |f2| ≤ C|z3|3 ≤ Cǫ2|z3| and thus |z2z3+f2z1| ≥
(1 − O(ǫ2)|z2z3|, since |z1| ≤ 2|z2|. So, given z2, z3 and p, the argument of the δ function in
(A.12) either is nonzero for all z1 ∈ Bǫ(0) or vanishes at z1(z2, z3, p) satisfying
1
2
∣∣∣∣∣p− f0z2z3
∣∣∣∣∣ ≤ |z1| ≤ 2
∣∣∣∣∣p− f0z2z3
∣∣∣∣∣ .
Moreover
∣∣∣z2z3 + ∂1(f2z21)∣∣∣ ≥ (1−O(ǫ2))|z2z3|. Thus
∣∣∣h(p)∣∣∣ ≤ C ∫ |z2z3|−1χ(|z2| ≤ 2|z3|)χ
(∣∣∣∣∣p− f0z2z3
∣∣∣∣∣ < Cǫ
)
ψ˜(z1, z2, z3)dz2dz3. (A.13)
Since f0(z2, z3) = f0(0, z3) + z2f3(z2, z3) where |f3| ≤ Cz43 ≤ Cǫ3|z3|, the second factor χ in
(A.13) is bounded by
χ
(∣∣∣∣∣p− f0(0, z3)z2z3
∣∣∣∣∣ < Cǫ
)
.
Now, f0(0, z3) is analytic, so
f0(0, z3) = az
n
3
(
1 +O(z3)
)
,
for some a 6= 0, n <∞ (actually n = 5).
Insert this into (A.13), write χ = χp(z2) +
(
χ− χp(z2)
)
, with
χp(z2) = χ
(
|z2| > C|p|n−1n
)
.
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Then h = h1 + h2 with∣∣∣h1(p)∣∣∣ ≤ ∫ dz2|z2|χ(z2)
∫
dz3
|z3|χ
(
|z3| > 1
2
|z2|
)
χp
(
z ∈ Bǫ(0)
)
≤ C(log p)2.
For |z2| ≤ C|p|n−1n , we note that, since, in the support of χ
(∣∣∣p−f0(0,z3)
z2z3
∣∣∣ < Cǫ)
|p− azn3 | ≤ Cǫ|z2z3|,
we may write z3 = (p/a)
1/n + x, with∣∣∣p
a
∣∣∣n−1n |x| ≤ Cǫ|z2| |p|1/n,
where a is absorbed into C in the RHS, or
|x| ≤ Cǫ|p|−n−2n |z2|.
So, doing the z3 integral, we get:∣∣∣h2(p)∣∣∣ ≤ Cǫ ∫ dz2|z2|χ
(
|z2| < C |p|
n−1
n
)
|p|−1/n|z2| |p|−n−2n
≤ Cǫ.
We conclude that |g(p)| ≤ C(log p)2 i.e. the claim holds for g. The claim for g′ is similar: ∂p
brings an extra |z2z3|−1 and∫
dz2dz3
(z2z3)2
χ
(
|z2z3| > ǫ(p)
)
≤ C
ǫ
∣∣∣∣∣ log pp
∣∣∣∣∣ .
⊓⊔
Remark I(p) is not smooth for p 6= 0. By some algebra one can show
∇kP = 0, P = 0⇐⇒ k1 = k2 = k3, p = 2k1,
and permutations. Thus zeros of P and ∇kP occur for nonzero p too.
B Nonlinear estimates
Here we prove the estimates on the nonlinear terms that were made in Section 10. They are
based mostly on an analysis of convolutions of functions in E or S, whose results were stated
in Lemma 9.1. We start with the proof of this Lemma.
Proof of Lemma 9.1 Recall first that j = j+σ+ + j+σ+ and T similarily. Let T ∗ j = j′.
Then
j′+ = T+ ∗ j+ + T− ∗ j−
j′− = T+ ∗ j− + T− ∗ j+.
57
Consider eg. T+ ∗ j+ and drop the +.
Recall that j is defined through the 4-tuple j in (8.13). We need to define the 4-tuple j′.
We set
j′0 =
1
2
(T ∗ j)(0), (B.1)
where the factor 1
2
follows from our conventions (8.13) and (6.5). Let, for p 6= 0,
j′1 = T ∗ j1 (B.2)
j′2 = T ∗ j2 (B.3)
j′3
(Nd)3/2
= T ∗ j3
(Nd)3/2
+ T ∗ j1
Nd
− 1
Nd
(T ∗ j1). (B.4)
Let us estimate these in turn, using two simple observations:
‖
∫
f(p− p′)g(p′)dp′‖α ≤ ‖f‖α‖g‖L1 (B.5)
where ‖ − ‖L1 is the L1 norm, and
‖
∫
f(p− p′)d(p′)−1dp′‖α ≤ ‖f‖α (B.6)
which holds because the Hilbert transform of a Ho¨lder continuous function is Ho¨lder continuous
(for α < 1, see [30], Theorem 106), and this is true also when p−1 is replaced by d(p)−1, and
when we have discrete sums as here.
Then, using ‖T‖L1 ≤ C‖T‖E, (see (11.27)), and (B.5), we get:
‖j′1‖α ≤ C‖T‖E‖j1‖α (B.7)
‖j′2‖α ≤ C‖T‖E‖j2‖α. (B.8)
For j′3, we use the identity
d(p) = d(p′) + d(p− p′) + d(p′)d(p− p′), (B.9)
to write: (
T ∗ j1
Nd
− 1
Nd
(T ∗ j1)
)
(p) =
1
Nd
(
Nd(T ∗ j1
Nd
)− (T ∗ j1)
)
(p)
=
1
Nd
(∫
j1(p− p′)(d(p− p′)−1d(p′)T (p′)dp′ +
∫
j1(p− p′)d(p′)T (p′)dp′
)
(B.10)
Hence, using (11.28), (B.10) is bounded by
C‖T‖E‖j‖S(N |p|)−1
∫
(
1
N |p′|
+N−1+α/2 +
1
(N |p′|)3/2
)(1 + |p− p′|)−1)dp′ (B.11)
The integral is bounded by
C log |Np|( 1
N |p|
+N−1+α/2).
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Combining with (B.11) we arrive at the bound
|(B.10)| ≤ C‖T‖E‖j‖S 1|Nd(p)|3/2 . (B.12)
Similar calculations give the bound
|T ∗ 1
|Nd|3/2
| ≤ ‖T‖E 1|Nd|3/2 .
Combining with (B.12) we get
‖j′3(p)‖∞ ≤ C‖T‖E‖j‖S. (B.13)
Finally (B.1) is bounded by
1
2
∫
|T (p)j(p)|dp ≤ C‖T‖E‖j‖S (B.14)
using (11.29), e.g. ∫
(N2|p|3)−1dp ≤ C,
Estimates (B.7) , (B.8), (B.13) and (B.14) give the claim (9.5).
Let us next consider part (c). We set
j′0 =
1
2
(j ∗ k)(0) (B.15)
and, for p 6= 0,
j′1 = Nd
(
j1
Nd
∗ k1
Nd
+H1
)
+
1
N
(j0k1 + k0j1) (B.16)
j′2 = j ∗ k2 + k ∗ j2 −N−1+α/2j2 ∗ k2 (B.17)
j′3
(Nd)3/2
=
j3
(Nd)3/2
∗ k3
(Nd)3/2
+H2 +
1
N
(j0k3 + k0j3), (B.18)
where we write j1Nd ∗ k3(Nd)3/2 + k1Nd ∗ j3(Nd)3/2 = H1+H2, and the Hi’s are defined after (B.23) below.
To proceed, we need the following bounds: using (B.5), (B.6), we get that,
h1(p) ≡
∫
f(p− p′)g(p′)d(p′)−1dp′, (B.19)
satisfies
‖h1‖α ≤ C‖f‖α‖g‖α. (B.20)
This holds because we can write in (B.19) g(p′) = g(p′)− g(0) + g(0); since g is in Cα, |g(p′)−
g(0)||d(p′)−1| ≤ ‖g‖α|p′|−1+α, i.e. (g(p′)−g(0))d(p′)−1 is integrable; so (B.20) follows from (B.6)
applied to the g(0) term above and (B.5) to the g(p′)− g(0) term.
Using (B.9), we then get that
h2(p) ≡ d(p)
∫
f(p− p′)d(p− p′)−1g(p′)d(p′)−1dp′ (B.21)
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also satisfies
‖h2‖α ≤ C‖f‖α‖g‖α. (B.22)
Now, consider (B.16). The bound (B.22) applied to the first term implies that its Cα norm is
O(N−1)‖j1‖α‖k1‖α.
Now, use (B.9) to write
Nd(
j1
Nd
∗ k3
(Nd)3/2
) = j1 ∗ k3(Nd)3/2 +
j1
Nd
∗ k3
(Nd)1/2
+
j1
N
∗ k3
(Nd)1/2
. (B.23)
Let the sum of the first and third term in (B.23), plus the corresponding terms inNd( k1Nd ∗ j3(Nd)3/2 )
define NdH1 and let H2 = (Nd)
−1( j1Nd ∗ k3(Nd)1/2 ) plus the corresponding terms in k1Nd ∗ j3(Nd)3/2 .
Since ‖ k3
(Nd)3/2
‖L1 ≤ CN−1‖k3‖∞, we get from (B.5) that
‖j1 ∗ k3(Nd)3/2 ‖α ≤ O(N−1)‖j1‖α‖k3‖∞,
which controls the contribution of the first term in (B.23) to NdH1. This bound holds also for
the last term in (B.23), of course (which is even O(N−3/2)‖j1‖α‖k3‖∞). The terms 1N (j0k1+k0j1)
are trivially bounded, so we get:
‖j′1‖α ≤ CN−1‖j‖S‖k‖S. (B.24)
Using (B.5) and the fact that ‖ j1(Nd) ‖L1 ≤ N−1 logN‖j1‖∞ for all terms in (B.17), we get
‖j′2‖α ≤ CN−1+α/2. (B.25)
Consider now (B.18). Going back to the discrete sum (see (5.1)), it is easy to see that
the first term is bounded by CN−1|Np|−3/2‖j3‖∞‖k3‖∞, i.e. that the contribution of this term
to |j′3(p)| is less than CN−1‖j‖S‖k‖S. Consider now (Nd)−1( j1Nd ∗ k3(Nd)1/2 ), contributing to H2.
Going back to the discrete sum, it easy to bound it by CN−1|Np|−3/2 log |Np|. Finally, the
bound on 1N (j0k3 + k0j3) is trivial and we get:
|j′3(p)| ≤ CN−1 log(N |p|)‖j‖S‖k‖S. (B.26)
Finally, using repeatedly (11.29), we get
|j′0| ≤ CN−1‖j‖S‖k‖S. (B.27)
Combining (B.24), (B.25), (B.26), (B.27), proves part c) of the Lemma, since the bound on
‖j′‖S follows from the previous ones.
Let us finally turn to (9.6). Note that, using (B.9),
d(T ∗ A) = dT ∗ A+ T ∗ dA+ dT ∗ dA
Since dT ∈ S if T ∈ E the claim, for p 6= 0, follows from (a) and (c). For p = 0, we simply
apply (11.29) to all the terms in (T ∗ A)(0). ⊓⊔
Using this Lemma, it is rather easy to give the proof of the main estimate of section 9.
Proof of Proposition 9.4. (a) Apply (a) of Corollary A.1 to (9.41) and (9.42) to get
m(p, k) =
∫
g(p, k, p)
3∏
i=1
Fi(2pi)δ(2p−
3∑
1
2pi)dp (B.28)
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where g is smooth in p and Cα in p, k. m may now be defined as an element of E as in Lemma
9.1.b, the smooth function not affecting the bounds.
(b) If m = u or if m = v and i 6= 3 (in which case i = 1, 2, and, by symmetry, we can choose
i = 1) we have
m(p, k) =
∫ 3∏
i=2
Fi(2pi)(
∫
G f1(p1, k1 − p1)µp,k(dk))δ(2p−
3∑
1
2pi)dp
with G smooth, and f1 in S. Using the representation (8.11) for f1 we write G f1(p1, k1 − p1)
as a sum of terms, with singularities in p1; by Corollary A.1.b, we get that integrating each of
those terms with µp,k(dk) gives rise to a function that is C
α in p, k. Thus,∫
G f1(p1, k1 − p1)µp,k(dk) = f(p1, k; p, p2, p3) (B.29)
where f is in S in the variables p1, k depending smootly on p2, p3 and Cα in p. The convolutions
with the Fj’s can then be estimated as in Lemma 9.1.
If m = v and i = 3 we need to study∫ 2∏
i=1
Fi(2pi)f(p3, p− k − p3)(
∫
Gµp,k(dk))δ(2p−
3∑
1
2pi)dp,
where f ∈ S. Shifting p3 by p, this becomes∫
g(p, k, p)
2∏
i=1
Fi(2pi)δ(
3∑
1
2pi)f3(p+ p3,−k − p3)dp
here g, defined in (A.1) is, by Corollary A.1.a, Cα in p, k and smooth in p. Performing the pi
integrals for i = 1, 2, we get∫
F (p, k, p3)f(p+
1
2
p3,−k − 12p3)dp3 (B.30)
where F is Cα in the first two arguments and belongs to E as a function of the third. We may
proceed now as in Lemma 9.1.(a) to define and estimate the quadruple g in S corresponding
to (B.30). E.g. the component of index 1, see (B.2), is given by
g1(p, k) =
∫
F (p, k, p3)f1(p+
1
2
p3,−k − 12 p3)dp3 (B.31)
where f1 is C
α in both arguments. Again, since F is integrable in the third argument and Cα in
the others the integral is Cα in p, k. The other components of g can be bounded as in Lemma
9.1.a.
(c) We have to specify again the quadruple m ∈ S corresponding to m. We define mi = 0
and m3(p, k) to be the integral (9.41) or (9.42) corresponding to m. We use Corollary A.1.c to
do the ki integrals and estimate the pi integrals by brute force. Since only the singularity at
pi = 0 (or, by periodicity at π) matters, we need the easy bounds (remember that the variable
p is discrete!)
|Nd(p)|−1 ∗ |Nd(p)|−1 ≤ CN− 12 logN |Nd(p)|−3/2
N−1+α/2 ∗ |Nd(p)|−1 ≤ C logNN−2+α/2 ≤ CN− 12+α/2 logN |Nd(p)|−3/2
N−1+α/2 ∗N−1+α/2 ≤ CN− 12+α|Nd(p)|−3/2
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together with |Nd(p)|−3/2 ≤ |Nd(p)|−1 (since N |p| ≥ π), which allows to use the first inequality
here in order to bound the convolutions with the last term in (8.11), to conclude
‖m(p, k)‖∞ ≤ C N− 12+α‖fk‖E
∏
l 6=k
‖fl‖S
which is the claim (9.46) since we defined m = (0, 0, 0, m). ⊓⊔
Finally, we prove the estimates on the function θ defined in (7.9).
Proof of Proposition 9.7
By the (3↔ 4) symmetry in (5.13), we get (leaving out the factor 9
4
(2π)3dλ2),
θ(p) = i
∑
s
∫ 3∏
1
Wsi(pi, ki − pi)s3s4ω(k3)ω(k4)−1[
ρ
(
p
2
,
p
2
− k3
)
− ρ
(
p
2
,
p
2
− k4
)]
ν ′spk(dp dk) (B.32)
and
ν ′spk =
(∑
i
siω(ki) + iǫ
)−1
δ(2p4)δ(p− 2
∑
i
pi)δ(p−
∑
i
ki)dpdk
Then the [ ] in (B.32) equals
2
(
1
ω(k3)
− 1
ω(k4)
)
+ (eip − 1) r(p, k) (B.33)
with r smooth. The integral in (B.32) has singularities when∑
siω(ki) = 0. (B.34)
Recall that (B.34) forces ∑
si = 0 (B.35)
Consider the s such that (B.35) holds in (B.32), and, replace [ ] in (B.32) by the first term of
(B.33). We define
θ1(p) ≡ 2i
∑∑
si=0
∫ 3∏
1
Wsi
(
s3s4
ω(k4)
− s3ω(k3)s4
ω(k4)2
)
· ν ′spk(dp dk). (B.36)
By symmetry, we may replace s3 by
1
3
∑3
i=1 si and, by (B.35) also by −13s4. Again, by symmetry,
s3ω(k3) may be replaced by
1
3
∑3
i=1 siω(ki). So, the parenthesis equals
−s4
3ω(k4)2
∑4
i=1 siω(ki), and
the sum cancels the factor
(∑
i siω(ki) + iǫ
)−1
in ν ′. Hence, (B.36) equals
θ1(p) = −2i
3
∑∑
si=0
∫ 3∏
1
Wsi
s4
ω(k4)2
δ(2p4)δ(p− 2
∑
i
pi)δ(p−
∑
i
ki)dp dk (B.37)
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We decompose θ as
θ(p) = θ1(p) + θ2(p) + pθ3(p) (B.38)
where θ2 has the terms of (B.32) with
∑
si 6= 0 and the first term of (B.33) inserted, while θ3
corresponds to the insertion of the second term of (B.33).
Consider first θ1 given by (B.37). Remember that
Ws(p, k − p) = Q(p, k − p) + isω(k)−1J(p, k − p).
The terms with an odd number of Q factors vanish by the s → −s symmetry. Consider then
the term linear in J . We insert Q = Q0 + r and start with the term with no r. After shifting
the ki variables by 2pi (and using 2p4 = 0), we obtain a sum of terms of the form
∫
T ∗ A∗n1(2p1)T ∗ A∗n2(2p2)J(p3, k3 + p3)
2∏
i=1
(
ω(ki + 2pi) + ω(ki)
)−2−ni ·
ω(k4)
−2ω(k3 + 2p3)
−1δ(2p4)δ
(
p− 2∑ pi) δ (∑ ki) dk dp. (B.39)
Now, use the fact that ω(ki + 2pi)− ω(ki) = (e2ip − 1)O(1), which implies(
ω(ki + 2pi) + ω(ki)
)−2−ni
=
(
2ω(ki)
)−2−ni
+ ni(e
2ipi − 1)O(1). (B.40)
For the second term on the RHS of (B.40), let us choose i = 1, which we can do by symmetry,
and insert it in (B.39), to obtain, after integrating over k1, k2, k4:
I1(p) = n1
∫
(e2ip1 − 1)T ∗ A∗n1(2p1)T ∗ A∗n2(2p2)J(p3, k3 + p3) ·
f(p, k3)δ(2p4)δ
(
p− 2∑ pi) dpdk3, (B.41)
with f smooth. For the first term on the RHS of (B.40), we obtain:
I˜1(p) =
∫
T ∗ A∗n1(2p1)T ∗ A∗n2(2p2)J(p3, k3 + p3) ·
f˜(p, k3)δ(2p4)δ
(
p− 2∑ pi) dpdk3, (B.42)
with f˜ smooth and even in k3. Doing the k3-integral, we get, for (B.41),∫
J(p3, k3 + p3)f(p, k3)dk3 = g(2p3, 2p) (B.43)
where we used the π-periodicity of the result. g is in S as a function of p3, depending smoothly
on p, with ‖g‖S ≤ C‖J‖S. For (B.42), we get, since J is odd in k3 and f˜ even, that the integral
vanishes if J(p3, k3 + p3) is replaced by J(p3, k3), and thus, since f˜ is smooth, the integral can
be written as:∫
J(p3, k3 + p3)f˜(p, k3)dk3 =
∫
J(p3, k3)f˜(p, k3 − p3)dk3 = (e2ip3 − 1)g˜(2p3, 2p), (B.44)
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using again the π-periodicity of the result. g˜ is in S as a function of p3, depending smoothly
on p, with ‖g˜‖S ≤ C‖J‖S. We write, using the constraints δ(2p4), δ (p− 2∑ pi),
e2ip3 − 1 = (eip − 1 + 1)(e−2ip1 − 1 + 1)(e−2ip2 − 1 + 1)− 1. (B.45)
Expanding the product we see that the integral (B.42) equals the sum of terms of the form I1
and of the form:
I2 = d(p)
∫
T ∗ A∗n1(2p1)T ∗ A∗n2(2p2)g˜(2p3, 2p)δ(2p4)δ
(
p− 2∑ pi) dp dk3. (B.46)
The integral in (B.46) is a convolution of two functions in E with one in S, hence, by Lemma
9.1, it is in S. The prefactor d(p) cancels the d−1, so that this contribution satisfies
‖d−1I2‖S ≤ (Cδn1+n2,0‖t‖S + (C‖A‖E)n1+n2)‖J‖S, (B.47)
and also I2(0) = 0.
Going back to I1, see (B.41), (B.43), we obtain:
I1(p) = n1
∫
f(p1)F (p2)g(p3, p)δ(2p4)δ
(
p−∑ pi) dp (B.48)
with f ∈ S and F ∈ E. So, we have a convolution of two elements of S and one of E, i.e. the
convolution of two elements of S. Going back to the definition (8.11), we see that we can write
I1 = I
′
1 + I
′′
1 + I
′′′
1 (B.49)
corresponding to the j′i, i = 1, 2, 3 terms in the convolution of two elements of S that are
bounded in part c) of Lemma 9.1. From that Lemma, we get:
|I ′1(p)| ≤
1
N2|d(p)|(Cδn1+n2,0‖t‖S + (C‖A‖E)
n1+n2)‖J‖S, (B.50)
If we identify d(p)−1I ′1 with an element of S of the form (0, 0, 0, ⋆), we get from (B.50) and
(N |d(p)|)−1/2 ≤ C,
‖d−1I ′1‖S ≤ (Cδn1+n2,0‖t‖S + (C‖A‖E)n1+n2)‖J‖S. (B.51)
Next, we get, also from Lemma 9.1.c, together with the definition (8.11):
‖I ′′1‖α ≤ N−2+α(Cδn1+n2,0‖t‖S + (C‖A‖E)n1+n2)‖J‖S, (B.52)
Now, identify d(p)−1I ′′1 with an element of S of the form (0, ⋆, 0, 0), we get, writing d(p)
−1I ′′1 =
(Nd(p))−1NI ′′1 , that
‖d−1I ′′1‖S ≤ N−1+α(Cδn1+n2,0‖t‖S + (C‖A‖E)n1+n2)‖J‖S. (B.53)
For I ′′′1 , we use (9.10), and identify d(p)
−1I ′′′1 with an element of S of the form (0, 0, 0, ⋆). Since
(N |d(p)|)−1 log(N |p|) ≤ C, we get
‖d−1I ′′′1 ‖S ≤ (Cδn1+n2,0‖t‖S + (C‖A‖E)n1+n2)‖J‖S. (B.54)
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Combining these estimates, we get:
‖d−1I1‖S ≤ (Cδn1+n2,0‖t‖S + (C‖A‖E)n1+n2)‖J‖S. (B.55)
We also get, by (9.7):
|I1(0)| ≤ CN−1. (B.56)
The terms with one J and one r are sums of terms of the form:∫
T ∗ A∗n1(2p1)r(p2, k2 − p2)J(p3, k3 − p3)
(
ω(2p1 − k1) + ω(k1)
)−2−n1
ω(k3)
−1ω(k4)
−2δ(2p4)δ
(
p− 2∑ pi) δ (p−∑ ki) dp dk
Doing the k1 and k4 integrals, and shifting k2, k3, this equals
I3 =
∫
T ∗ A∗n1(2p1)r(p2, k2)J(p3, k3)f(p, k2, k3, p)δ(2p4)δ
(
p−∑ pi) dp dk2 dk3 (B.57)
with f smooth. We have T ∗ A∗n1 ∈ E, r, J ∈ S. Proceeding as with I1, we get
‖d−1I3‖S ≤ (C‖A‖E)n1‖r‖S ‖J‖S. (B.58)
We also have, by (9.7):
|I3(0)| ≤ CN−1. (B.59)
In a similar way, we may analyse θ2 i.e. (B.32) with
∑
si 6= 0 and the first term in (B.33)
inserted. We note that the terms that are odd in Q vanish since, for those terms, because of the
s→ −s symmetry, the measure is proportional to δ
(∑
siω(ki)
)
, which vanishes for
∑
si 6= 0.
Starting again with the term linear in J and with r = 0, it is given by∫
T ∗ A∗n1(2p1)T ∗ A∗n2(2p2)J(p3, k3)h(p3 + k3, k3)δ(2p4)δ
(
p− 2∑ pi) dp dk3 (B.60)
with h(p, k) = h(−p,−k) smooth. By oddness of J in k, we may replace h by h(k3 + p3, k3)−
h(k3 − p3, k3) i.e., near p3 = 0, h is O(p3). Similarily, using J(p + π, k + π) = J(p, k) and the
2π-periodicity of h,∫
J(p3, k3)h(p3 + k3)dk3 =
1
2
∫
J(p3 − π, k3) [h(k3 + p3 − π, k3 + π) −h(k3 − (p3 − π), k3 + π)]
i.e. (B.60) may be written as∫
T ∗ A∗n1(2p1)T ∗ A∗n2(2p2)(e2ip3 − 1)J(p3, k3)h˜(p3, k3)δ(2p4)δ
(
p− 2∑ pi) dp dk3.(B.61)
Writing e2ip3−1 as in (B.45), and expanding the product, we see that the integral (B.61) equals
the sum of terms of the form I1 and of the form I2, i.e.
I˜2 = d(p)
∫
T ∗ A∗n1(2p1)T ∗ A∗n2(2p2)J(p3, k3)h˜(p3, k3)δ(2p4)δ
(
p− 2∑ pi) dp dk3 (B.62)
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with h˜ smooth. The integral in (B.62) is in S and the prefactor d(p) cancels the d−1, so that I˜2
has the same bound as in (B.47). Finally, the term with one J and one r is again of the form
(B.57).
The remaining terms in θ1 and θ2 are of type J
3 and Jr2. These are bounded by brute force
by
logN
N2
‖J‖(‖r‖2 + ‖J‖2), (B.63)
and considered as elements of S of the form (0, 0, 0, ⋆). Since |d|−1 ≤ CN we obtain by
combining eqs. (B.55), (B.58), (B.62) and (B.63)
‖d−1(θ1 + θ2)‖S ≤ C(‖t‖S + ‖A‖E + ‖r‖S + ‖J‖2S)‖J‖S. (B.64)
We still need to estimate pθ3(p) in (B.38), i.e. the contribution to (B.32) of the second term
in (B.33), which we can write as:
ω−1(k3 − p)− ω−1(k3)− (3↔ 4) = pf(k3, k4) +O(p2), (B.65)
with f odd. Consider the terms where Wsi = Q0, ∀i.
We get a sum of terms of the form
∫ 3∏
i=1
Fni(2pi)ω
−2−ni(pi, ki − pi)s3s4ω(k3)ω(k4)−1.[
ω(k3 − p)−1 − ω(k3)−1 + ω(k4 − p)−1 − ω(k4)−1
]
ν ′(dp dk). (B.66)
Write:
ω−2−ni(pi, ki − pi) = ω(ki)−2−ni + (e2ipi − 1)niO(1).
Therefore (B.66) gives rise to two contributions: the one coming from ω(ki)
−2−ni ; after inserting
(B.65) in the [-] in (B.66), and writing p = −id(p) + O(p2), this contribution can be written
as, :
1
2
d(p)(Fn1 ∗ Fn2 ∗ Fn3)(p)(I(p)− I(−p)) +O(p2)(Fn1 ∗ Fn2 ∗ Fn3)(p), (B.67)
with Fn = T ∗ A∗n,
I(p) =
∫
δ(ω(k1) + ω(k2)− ω(k3)− ω(k4))δ
(
p−
4∑
1
ki
)
φ(k)dk, (B.68)
where φ is smooth, and I is odd (since f(k3, k4) above, and hence φ, is odd). By Lemma 9.1,
(Fn1 ∗Fn2 ∗Fn3)(p) is in E, so d(p)(Fn1 ∗Fn2 ∗Fn3)(p) is in S. By Lemma A.2., the first term in
the RHS of (B.67) multiplied by d−1 is in S and so is the last one, since O(p2)(Fn1 ∗Fn2 ∗Fn3)(p)
is N−1 times a Cα function. The second contribution, coming from (e2ipi − 1)niO(1), is of the
form:
d(p)ni
∫ 3∏
i=1
Fni(2pi)(e
2ip1 − 1)ψ(p, k, p)ν ′(dp dk), (B.69)
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where ψ is smooth. The integral in (B.69) is in S with norm bounded by (C‖A‖E)
∑
ni. The
other terms in θ3 are simpler to bound, and we get:
‖d−1θ3‖S ≤ C(‖t‖S + ‖A‖E). (B.70)
Of course, θ3(0) = 0. (B.64) and (B.70) together with (B.46), (B.56), (B.59), yield the claims.⊓⊔
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