Abstract. We consider graded twisted Calabi-Yau algebras of dimension 3 which are derivation-quotient algebras of the form A = kQ/I, where Q is a quiver and I is an ideal of relations coming from taking partial derivatives of a twisted superpotential on Q. We define the type (M, P, d) of such an algebra A, where M is the incidence matrix of the quiver, P is the permutation matrix giving the action of the Nakayama automorphism of A on the vertices of the quiver, and d is the degree of the superpotential. We study the question of what possible types can occur under the additional assumption that A has polynomial growth. In particular, we are able to give a nearly complete answer to this question when Q has at most 3 vertices.
Introduction
Fix an algebraically closed field k of characteristic zero. All algebras in this paper are assumed to be k-algebras. Let A e = A ⊗ k A op be the enveloping algebra of an algebra A. Then left A e -modules are identified with (A, A)-bimodules. Definition 1.
1. An algebra A is said to be twisted Calabi-Yau (CY) of dimension d if (1) the left A e -module A has a finite projective A e -module resolution by finitely generated projective modules; and (2) there exists an invertible (A, A)-bimodule U such that The algebra A is Calabi-Yau if the definition above holds with U = A.
Calabi-Yau algebras were originally defined by Ginzburg [15] and have been the focus of much research since. Of particular interest are (twisted) Calabi-Yau algebras defined by (twisted) superpotentials on quivers, and that is the setting on which we focus in this paper. Let Q = (Q 0 , Q 1 ) be a quiver with finite vertex set Q 0 and finite arrow set Q 1 , with multiple arrows and loops allowed (see [3] for background on quivers). Let kQ be its path algebra. Note that our convention is to compose paths from left to right. Given a path p = a 1 a 2 . . . a n of Q and a ∈ Q 1 , the derivation operator ∂ a is defined on paths as ∂ a (p) = a −1 p = a 2 . . . a n if a 1 = a and 0 otherwise, and extended linearly. Given an automorphism σ of kQ, a σ-twisted superpotential ω is a homogeneous element of kQ of degree d that is invariant under the linear map which acts on paths by a 1 a 2 · · · a d → σ(a d )a 1 · · · a d . We simply call ω a superpotential when σ is the identity. (Note that in [5] the definition requires ω to be (−1)
d -invariant. We are following the sign convention used in [24] instead, which seems more appropriate for non-Koszul algebras). Given a σ-twisted superpotential ω in kQ, the corresponding derivation-quotient algebra is kQ/(∂ a (ω) : a ∈ Q 1 ), that is, the path algebra with relations given by the partial derivatives of the superpotential at all arrows in Q.
In nice cases, such derivation-quotient algebras are twisted Calabi-Yau algebras of dimension 3, and when this happens, we call ω good. Deciding which twisted superpotentials are good is a sensitive problem. For example, Bocklandt proved that for a given quiver and length d, if Q has any good (non-twisted) superpotential of degree d, then all superpotentials outside of a set of measure 0 in the space of degree d superpotentials are good [4, Corollary 4.4] .
In this paper we always consider a path algebra kQ as an N-graded algebra kQ = n≥0 kQ n where kQ n is the k-span of paths of length n. The focus on algebras defined by superpotentials is justified by the following result. . Let A = kQ/I for a connected quiver Q and a homogeneous ideal I. If A is twisted Calabi-Yau of dimension 3, then I is generated by relations all of the same degree r and in fact A is rKoszul. Moreover, A is a derivation-quotient algebra for some twisted superpotential of degree r + 1.
When the quiver Q has only one vertex, a twisted Calabi-Yau derivation-quotient algebra of dimension 3 is the same as an Artin-Schelter regular algebra, as defined in Section 2 below [29, Lemma 1.2]. The classification of such algebras is known with the additional assumption that the algebras have finite GK dimension [1, 2] . Following this program, one would ultimately like to have some kind of classification of twisted Calabi-Yau derivation-quotient algebras of dimension 3 with finite GK dimension. Since some quivers do not have any good twisted superpotentials, or do not lead to an algebra with finite GK dimension, the first question in such a project is which quivers can occur. In this paper, we solve this problem for quivers with two or three vertices (though there remain a few minor gaps in our understanding of the three vertex case).
In fact, we track more information than just the quiver. Suppose that A = kQ/I is a twisted Calabi-Yau derivation-quotient algebra for some twisted superpotential ω of degree d. Fix some labeling of the vertices in Q 0 by 1, 2, . . . , m and let M = M Q be the incidence matrix of Q, where M ij is equal to the number of arrows in Q from i to j. In this setting, the bimodule U in the definition of twisted Calabi-Yau must have the form 1 A µ for some automorphism µ of A, the Nakayama automorphism (see [27, Proposition 5.2] ). In fact, lifting µ to an automorphism of kQ, ω must be µ −1 -twisted (see [24, Theorem 4.4] for the case of one vertex, noting that for Mori and Smith µ −1 is the Nakayama automorphism). The Nakayama automorphism µ of A permutes the idempotent trivial paths e i , and induces a permutation of {1, . . . , m} we also call µ, where µ(e i ) = e µ(i) . We associate a permutation matrix P such that P ij = δ µ(i),j . We call (M, P, d) the type of A. In this paper our main concern is which types can occur when Q has few vertices. We do not attempt to classify the possible twisting automorphisms µ, only their actions on the vertices. Note that if two types differ only by a relabeling of the vertices, we consider them the same.
In the predecessor paper [27] , the authors studied how conditions on the quiver relate to the growth of a derivation-quotient algebra. The primary technique used is the matrix-valued Hilbert series associated to the adjacency matrix of a quiver. For any graded algebra of the form A = kQ/I, with fixed labeling of the vertices of Q, we write the trivial paths in Q as e 1 , . . . , e m , so that A 0 = ke 1 + · · ·+ ke m , where the e i are pairwise orthogonal primitive idempotents. We then define the matrix-valued Hilbert series of A as the formal power series h A (t) = ∞ n=0 H n t n ∈ M m (k) t , where (H n ) ij = dim k e i A n e j . There is a convenient formula for this Hilbert series in terms of the type. . Let Q be a connected quiver, and let A = kQ/I be a graded twisted Calabi-Yau algebra of dimension 3 of type (M, P, d), with GKdim(A) = 3.
(1) The matrices M and P commute, and we have h A (t) = (p(t)) −1 , where
Every zero of det p(t) ∈ k[t] is a root of unity and det p(t) vanishes at t = 1 to order at least 3. We conjecture that any graded twisted Calabi-Yau algebra kQ/I of dimension n with finite GK dimension has GKdim(A) = n, but this is not known in general. So, we will classify certain twisted Calabi-Yau algebras of dimension 3 that also have GKdim(A) = 3, but really this should be the classification of all such algebras with finite GK dimension. For the remainder of the paper we focus on algebras A satisfying the following assumptions. Hypothesis 1.4. Let A ∼ = kQ/(∂ a ω : a ∈ Q 1 ) be a derivation-quotient algebra on the connected quiver Q with σ-twisted superpotential ω of degree d, for some automorphism σ of kQ. Assume that A is twisted Calabi-Yau of dimension 3 with GKdim(A) = 3, that the number m = |Q 0 | of vertices is two or three, and that d = 3 or d = 4.
Note that when the type (M, P, d) of A has a normal matrix M , then by Theorem 1.3 the hypothesis d = 3 or d = 4 is a consequence of the other assumptions in Hypothesis 1.4. We suspect that the hypothesis d = 3 or d = 4 is extraneous in general.
We now describe our strategy in this paper for finding the possible types of algebras satisfying Hypothesis 1.4. First, we classify those types (M, P, d) that satisfy the necessary conditions coming from Theorem 1.3 in order to be the type of such a twisted Calabi-Yau algebra. This is a difficult problem only in the three vertex case where P = I, where we use the software program Maple to help whittle down the possibilities. Second, for the list of such types, we either find an explicit example of a twisted Calabi-Yau algebra with that type, or rule it out for some other reason. Most of the types that occur can be realized by a skew group algebra of an action of a group of order 2 or 3 on a Artin-Schelter regular algebra of dimension 3, where the corresponding quiver is the McKay quiver. However, there is also an infinite family of types on three vertices which we need to realize using the process of quiver mutation. In Section 2 we review these two methods for obtaining twisted Calabi-Yau algebras from known ones, as well as Ore extensions, which we use in a few cases to realize types. Section 3 proves a few other key results we need in the analysis, especially a limitation on the number of loops at a vertex, which we describe below.
In Section 4 we study the two-vertex case, which can be handled by elementary means. 
. Every type can be realized by a skew group algebra of the form B#Z 2 where B is Artin-Schelter regular of dimension 3.
In Section 5 we move on to the three vertex case where the Nakayama automorphism does not act trivially on the vertices. Since the permutation matrix P is nontrivial in this case, and M and P commute by Theorem 1.3, this restricts the form of M enough to again make the possible types satisfying all of the conditions in Theorem 1.3 fairly limited and classifiable more or less by hand. Moreover, each type above, except possibly the last two starred ones, occurs for an algebra satisfying Hypothesis 1.4.
Similarly as for the two-vertex theorem, most of the types arise (up to Morita equivalence) as skew group algebras of the form B#Z 3 or B#S 3 where B is ArtinSchelter regular of dimension 3, though the appropriate B is less obvious in some cases. A few we obtain instead from Ore extensions of twisted Calabi-Yau algebras of dimension 2. All of the necessary conditions coming from Theorem 1.3 hold for the last two starred types; we have been unable to find examples of these types, though we suspect they do occur.
In the two vertex case or three vertex case with P = I, one can show that in an allowable type (M, P, d) the matrix M is normal, and so Theorem 1.3 allows one to restrict the types based on the spectral radius of M . This is no longer necessarily true in the three vertex case with P = I, and so this is most difficult case in the classification. In fact there are types (M, I, d) in this case where the polynomial p(t) from Theorem 1.3 has only roots of unity for zeros and M is not normal. In some cases these quivers support twisted Calabi-Yau algebras, but in other cases they do not.
The first step in the analysis of the remaining case is an appeal to the GolodShaferevich inequality in order to bound the number of loops at each vertex: The limitation on the number of loops gives us a finite number of cases to consider corresponding to the diagonal entries in the matrix M of a possible type (M, I, d). This allows for a computer analysis of the types (M, I, d) such that det p(t) has only roots of unity for zeros, using that there are finitely many products of cyclotomic polynomials that det p(t) can be. The resulting matrices M fall into finitely many families, some of which can be ruled out since they lead to a p(t) −1 with nonpositive coefficients, or happen to have M normal but with the wrong spectral radius. A number of other possibilities are ruled out by showing that any derivation-quotient algebra on that quiver leads to an algebra of the wrong Hilbert series, by considering the beginning of a Gröbner basis. As an example of the type of quiver that looks good at first, let A ∼ = kQ/(∂ a ω : a ∈ Q 1 , deg(ω) = 3) with Q as below.
The roots of det p(t) all lie on the unit circle, and computing the the first few terms of h A (t) = p(t) −1 suggests polynomial growth. However, we can show that Q has no superpotential such that the corresponding derivation-quotient algebra A is twisted Calabi-Yau (see Lemma 6.5 and Corollary 6.6).
For the types (M, I, d) remaining on the list, most are again realized by skew group algebras of actions on Artin Schelter regular algebras, or by other techniques we have already used earlier. However, for the first time we also encounter an infinite family of examples with non-normal M , which can be realized by using quiver mutations.
Our final main result then follows. Moreover, each type, except possibly the final starred type, supports an algebra satisfying Hypothesis 1.4.
One of the methods we employ is a GAP program which takes a random superpotential on the quiver and finds the beginning of a Gröbner basis for the algebra, checking whether the resulting Hilbert series is as expected. Applying this to the final starred type suggests that in degree 6 the Hilbert series becomes wrong, so we are quite certain that this type does not occur. In fact, we are able to show that the starred example cannot have an untwisted superpotential for which the derivation-quotient algebra is twisted Calabi-Yau, which provides further strong evidence.
We view our classification as a test project to better understand how graded twisted Calabi-Yau algebras of finite GK dimension can arise. We use only a few methods to obtain the types in this paper, primarily skew group algebras, Ore extensions, and quiver mutation, and we wonder if there is a short list of techniques like this which can produce all possible types. Before we began this project we did not even think about the possibility of mutations, and in fact wrongly suspected that in any type (M, P, d) of a twisted Calabi-Yau algebra the matrix M would be normal. Perhaps studying quivers with more vertices will produce examples which require new kinds of constructions.
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Methods of constructing twisted Calabi-Yau algebras
In this section, we discuss various methods that can be used to produce twisted Calabi-Yau algebras which occur as factor rings of path algebras of quivers.
Hopf actions on Artin-Schelter regular algebras. Recall that a graded kalgebra R = n≥0 R n which is connected (that is, R 0 = k) is called Artin-Schelter (or AS) regular of dimension d if it has graded global dimension d, and R satisfies the AS Gorenstein condition
Here k = R/R ≥1 is the trivial module. Note that in this version of the definition of AS regular, we do not include the assumption that GKdim(R) < ∞ as in the original papers on the subject. By [29, Lemma 1.2] , an AS regular algebra R is the same as a connected N-graded twisted Calabi-Yau algebra. Thus if R is AS regular of dimension 3 and generated as an algebra by degree 1 elements, it is a derivation quotient algebra kQ/(∂ a ω : a ∈ Q 1 ) for a twisted superpotential ω on a quiver Q with one vertex, by Theorem 1.2.
Now let H be a semisimple, finite-dimensional Hopf algebra with coproduct ∆ and counit ǫ. We use the Sweedler notation ∆(h) = h 1 ⊗ h 2 . Suppose that H acts on the AS regular algebra R of dimension d, so that R is a left H-module algebra (that is, R is a left H-module such that h(rs) = h 1 (r)h 2 (s) and h(1) = ǫ(h) for all h ∈ H, r, s ∈ R). We assume that H preserves the grading on R, in other words if r ∈ R n then h(r) ∈ R n for all h ∈ H. The smash product R#H is defined to be the tensor product R ⊗ k H as a k-vector space, with multiplication (r⊗g) * (s⊗h) = rg 1 (s)⊗g 2 h. By [29, Theorem 4.1] , the smash product A = R#H is again a graded twisted Calabi-Yau algebra of dimension d. Moreover, its Nakayama automorphism µ A is given by the formula
Here, µ R is the Nakayama automorphism of R, and µ H is the Nakayama automorphism of the algebra H. The action of H on R determines an algebra homomorphism hdet : H → k called the homological determinant, which is defined in [20, 21] . Then Ξ l hdet : H → H is the left winding automorphism of H with respect to hdet, which is defined by Ξ l hdet (h) = hdet(h 1 )h 2 . Smash products of the type described above are presumably quite useful to construct more general twisted Calabi-Yau algebras, but finding suitable Hopf actions and calculating hdet can be difficult. In this paper we will only need the construction in the special case that H = kG is a group algebra for a finite group G, where kG is a Hopf algebra as usual with ∆(g) = g ⊗ g and ǫ(g) = 1 for all g ∈ G.
In this case R#kG is a skew group algebra and the constructions above simplify considerably, as the left kG-module algebra structure is simply an action of G on R by graded automorphisms. Recall our standing assumption that k is algebraically closed of characteristic 0. Then kG is semisimple and its Nakayama automorphism µ G is the identity. The winding automorphism Ξ l hdet (g) = hdet(g)g simply scales group elements by their homological determinants.
Assume now that R is generated as an algebra by R 1 . The algebra A = R#kG is also graded twisted Calabi-Yau of dimension d and generated as an algebra by its elements of degree 0 and 1, and its degree 0 piece A 0 = kG is semisimple. As is well-known, we can choose a full idempotent e ∈ A 0 such that B = eAe is a graded elementary algebra with B 0 = k m for some m, and where B is still twisted CalabiYau since it is Morita equivalent to A [27, Theorem 4.3, Lemma 6.2]. Now it is standard that B ∼ = kQ/I for some uniquely determined quiver Q and homogeneous ideal I ⊆ kQ ≥2 [27, Lemma 3.4] . In fact the quiver Q is the McKay quiver of the action of G on R (see the discussion following [5, Theorem 3.2] ). Namely, let V = R 1 , which is a finite-dimensional representation of G. If W 1 , . . . , W m are the distinct finite-dimensional irreducible representations of G, then Q has m vertices, labeled by the W i , and the number of arrows from vertex i to vertex j is the number of copies of W i in the direct sum decomposition of V ⊗ W j (note that our definition gives the opposite of the McKay quiver defined in [5] , which is necessary since we compose paths in the quiver from left to right).
The action of the Nakayama automorphism µ A on A 0 ∼ = kG is given, by the earlier formula, by the winding automorphism Ξ l hdet (g) = hdet(g)g. Assume now that R is a derivation-quotient algebra, which is automatic if dim R = 3 by Theorem 1.2, or more generally as long as R is m-Koszul for some m. Write R = k x 1 , . . . , x r /(∂ xi ω : 1 ≤ i ≤ r) for a twisted superpotential ω of some degree s. Given any graded automorphism σ of R, since R is generated in degree 1, we can lift σ uniquely to an automorphism σ of k x 1 , . . . , x r , and then σ(ω) = hdet(σ)ω by [24, Theorem 3.3] . This gives a way to explicitly calculate hdet, by checking how automorphisms scale the superpotential.
One can then determine the permutation the Nakayama automorphism µ B gives on the vertices of Q. To do this, decompose 1 ∈ kG as a sum of central idempotents 1 = e 1 + · · · + e m , one for each irreducible representation of G. If the representation W i has character χ i , recall the explicit formula
Assuming that one has calculated hdet, it is easy to see how Ξ l hdet permutes these idempotents, and this determines a permutation of the vertices of Q via the correspondence W i ↔ e i .
In particular, in the special case that dim R = 3, the results above show how to find the type (M, P, s) of the twisted Calabi-Yau algebra B ∼ = kQ/I which is Morita equivalent to R#kG.
2.1.
Normal incidence matrices of McKay quivers. Note that the incidence matrix M of a McKay quiver of a group action is always a normal matrix [6, Proposition 2] . In the more general situation of a smash product R#H for a semisimple Hopf algebra H, the underlying quiver can also be described by the same McKay quiver construction [8, Section 7] . We briefly discuss this more general situation, though it is not needed in our later classification. In some cases the incidence matrix of this kind of quiver must again be normal.
Proposition 2.1. If H is a finite-dimensional semisimple triangular Hopf algebra, then the McKay quiver associated to H has incidence matrix M which is normal.
Proof. Because H is triangular, H-MOD is a symmetric monoidal category [23] . Following [6] , let {γ 1 , · · · , γ ℓ } be the set of equivalence classes of irreducible Hrepresentations and γ the natural representation. Let χ i be the character of γ i and χ the character of γ. Define the adjacency matrix M by
Similarly, define N by
Then,
Computing each we find,
Triangular Hopf algebras as above were classified by Gelaki [14] . In particular, they are all obtained from a group algebra kG of a finite group G with a (potentially) twisted comultiplication. More generally, it may be enough for the proof to go through if there is an isomorphism between V ⊗ W and W ⊗ V in H-MOD. That is, if H-MOD is a braided monoidal category, implying that H is a quasi-triangular Hopf algebra. However, the classification of such algebras is still open.
We are not sure if the incidence matrices of the quivers one gets for the smash products R#H for arbitrary finite-dimensional Hopf algebras H are always normal, but in any case the results above suggest that to find twisted Calabi-Yau algebras of types (M, P, d) where M is not normal, one is likely to need constructions other than smash products. One of these is the process of mutation, as we describe later in this section.
An example. Let G be a finite group acting by graded automorphisms on the Artin-Schelter regular algebra R, and let A = R#kG be the skew group algebra. As we saw above, A is Morita equivalent to a twisted Calabi-Yau algebra A ′ = kQ/I, where Q is McKay quiver of the action. In some cases Q is disconnected. In this case, A ′ decomposes as a product of algebras 
Let ζ be a fixed primitive 6th root of 1 and let G act by graded automorphisms on a graded algebra R = k x, y /I, where I is homogeneous with I ⊆ k x, y ≥2 . Assume that V = kx + ky is the 2-dimensional representation of G given by
Moreover, one may check that W i and W 5−i are isomorphic representations via the coordinate switch, but that W 0 , W 1 , W 2 are distinct up to isomorphism. Now since λ is central in G of order 6, any finite-dimensional representation X of G breaks up as X = X 0 ⊕ · · · ⊕ X 5 , where X i is a representation of G on which λ acts by scalar multiplication by ζ i . Since λ acts trivially in the representation V , it follows from this that the McKay quiver Q of the action breaks up as a disjoint union of quivers Q i , where the vertices in Q i are the irreducible representations where λ acts by ζ i . Now one may check that W 0 , W 1 , W 2 are the only irreducible representations of G up to isomorphism where λ acts by ζ. Moreover, it is straightforward to calculate that V ⊗W i ∼ = W i−1 ⊕W i+1 , with indices modulo 6. Given the isomorphisms among the W i , this implies that the component Q 1 of Q is the quiver Q ′ given by
For example, suppose that R = k x, y /I is Artin-Schelter regular of dimension n, acted on by G such that the action of G on R 1 is given by the representation V . In this way, we get that R#kG is Morita equivalent to an algebra that is a product of algebras, one of which is of the form kQ ′ /I ′ . Thus we obtain a twisted Calabi-Yau algebra of dimension n on the quiver Q ′ . On the other hand, it is easy to see that there is no skew group algebra itself R#kG which is Morita equivalent to kQ ′ /J; this would require Q ′ to be a full McKay quiver of an action; since there are three vertices, the group G acting would have three irreducible representations and thus would require G ∼ = Z 3 or G ∼ = S 3 . But Q ′ does not occur from an action of those groups on a two-dimensional representation (see the appendix).
In the special case that R = k[x, y], then R is AS regular of dimension 2. Although we only discussed derivation-quotient algebras above in the context of dimension 3, more generally given a twisted superpotential ω, taking all mixed partial derivatives of ω of order n − 2 gives relations for a more general derivation-quotient algebra that may be twisted Calabi-Yau of dimension n. In particular, when n = 2, the potential itself is the relation; so yx − xy is the superpotential that gives R. Now the method of calculating hdet described earlier in this section applies to this superpotential. The action of G described above leaves yx − xy invariant, so hdet is trivial. Hence the action of the Nakayama automorphism of R#kG on the vertices of the quiver Q is trivial. So the same is true of the Nakayama automorphism of B ∼ = kQ ′ /I ′ which is Morita equivalent to a component of the product. For reference in Proposition 5.2 below, we note that kG has an automorphism ρ given by σ → −σ, τ → τ , λ → λ. Then R#kG has an automorphism 1#ρ which acts on the McKay quiver and fixes the components Q i ; on Q 1 this automorphism is easily seen to interchange the irreducible representations W 0 , W 2 and to fix W 1 . Thus we get an induced order 2 automorphism of B which acts on the vertices of Q ′ by switching the two vertices with loops.
Ore extensions of twisted Calabi-Yau algebras. Assume that R is a twisted Calabi-Yau algebra of dimension d with Nakayama automorphism µ R . Let A = R[t; σ, δ] be an Ore extension of R, with σ ∈ Aut k (R) an algebra automorphism of R and δ a σ-derivation of R. By [22, Theorem 3.3] , A is again twisted Calabi-Yau (of dimension d + 1) with Nakayama automorphism µ A given by
Now suppose that R ∼ = kQ/I as graded algebras, for some connected quiver Q and homogeneous ideal I ⊆ kQ ≥2 . Thus R 0 = k m where m is number of vertices in Q, and we write R 0 = ke 1 + · · · + ke m where the e i are the trivial paths. Then the Nakayama automorphism µ R is a graded automorphism [27, Proposition 5.2(5)] and so permutes the idempotents e i ; as usual we write µ for the corresponding permutation of {1, . . . , n} so that µ(e i ) = e µ(i) . Let M be the incidence matrix of Q and P the permutation matrix of µ R on the idempotents, where P ij = δ µ(i),j . Assume also that δ is homogeneous of degree 1, so that δ(r) ∈ R n+1 for r ∈ R n . Since A is defined by relations of the form tr = σ(r)t + δ(r) for r ∈ R, we see that A is again N-graded with deg(t) = 1.
The graded automorphism σ also permutes the idempotents, say corresponding to a matrix P ′ , with the same conventions, so we write σ(e i ) = e σ(i) and P
given by a basis of R 1 together with t 1 , . . . , t m , we can write A as a factor of a path algebra A ∼ = kQ ′ /J, where the t i give new arrows from σ(i) → i for each i [27, Lemma 3.4]. So Q ′ has incidence matrix M + (P ′ ) −1 . The ideal J is generated by the relations generating I together with degree 2 relations of the form t i r = σ(r)t j + δ(r) for all i, j and arrows r ∈ e i R 1 e j . The Nakayama automorphism of A is given by the formula above. In particular, µ A (e i ) = σ −1 (µ R (e i )) = e σ −1 (µ(i)) and so the permutation matrix corresponding to the action of µ A on the idempotents is P (P ′ ) −1 . Now suppose that R ∼ = kQ/I is graded and twisted Calabi-Yau of dimension 2, so A is graded twisted Calabi-Yau of dimension 3. Then I is generated by degree 2 relations [27, Proposition 7.1]. Thus J is also generated by degree 2 relations. It follows that A is a derivation-quotient algebra corresponding to a degree 3 superpotential, by Theorem 1.2. By the calculations in the previous paragraph, A has type (M + (
Quiver mutations. One method for producing quivers supporting twisted CalabiYau algebras on quivers whose adjacency matrices are not normal is via quiver mutation, introduced originally in the context of cluster algebras by Fomin and Zelevinsky [12, 13] . We have adapted these definitions to our convention of composing paths from left to right. Let Q be a quiver without loops or oriented 2-cycles and fix a vertex v. For an arrow a ∈ Q 1 denote by s(a) the source and by t(a) the target of a. Consider the following process:
Step 1 For every pair of arrows a, b ∈ Q 1 with t(a) = v and
Step 2 Reverse each arrow a with source or target at v and rename it a * .
Step 3 Remove any maximal disjoint collection of oriented 2-cycles.
The resulting quiver Q is called a mutation of Q.
Derksen, Weyman, and Zelevinsky [10, Section 5] gave a method of mutating a superpotential ω on a quiver Q to produce a superpotential ω on Q, defined as follows. For each pair a, b as in Step 1, replace every occurrence of the product ab in ω by the single arrow [ab] , and add the term [ab]b * a * to the potential. Then when performing the reduction of Step 3, the new potential also reduces in a standard way (we omit the details). In the examples in the next proposition, where ω always has degree 3, this last step will simply remove the 2-cycles from the new potential, leaving another homogeneous potential of degree 3. It is worth noting, however, that in general the mutation process does not lead to a homogeneous potential, and so the corresponding derivation-quotient algebra may no longer be graded. Proposition 2.4. Let Q be a quiver of the form
where a, b, c represent the number of arrows between each pair of vertices. Then there is a superpotential ω of degree 3 on Q such that A ∼ = kQ/(∂ a ω : a ∈ Q 1 ) is Calabi-Yau with GKdim(A) = 3 (and so A satisfies Hypothesis 1.4) if and only if a, b, c satisfy Markov's equation
Proof. Suppose first that there is a (non-twisted) superpotential ω of degree such
be the incidence matrix of Q, and let p(t) = I − M t + M T t 2 + It 3 be the associated matrix polynomial. By Theorem 1.3 (see also the expanded version in Theorem 3.1 below), the matrix Hilbert series of A is h A (t) = p(t), where all zeroes of det p(t) are roots of unity, with 1 occurring as a zero with multiplicity at least 3. An easy calculation gives
Now one checks that since
Conversely, Iyama and Reiten showed that for every triple (a, b, c) satisfying Markov's equation, there is a superpotential ω on Q such that A ∼ = kQ/(∂ a ω : a ∈ Q 1 ) is Calabi-Yau of dimension 3 (see the discussion following [19, Proposition 7.2] ). It then easily follows from Theorem 3.1(2) below that GKdim(A) = 3, by noting that det p(t) = 1 − 3t 3 + 3t 6 − t 9 = (1 − t 3 ) 3 vanishes precisely three times at t = 1, while the entries of adj p(t) do not vanish at t = 1.
More explicitly, Iyama and Reiten show that if one begins with the quiver Q with (a, b, c) = (3, 3, 3), then there is a Calabi-Yau algebra A on Q obtained as a skew group algebra k[x, y, z]#kZ 3 , where Z 3 = σ and σ scales all three variables by ζ, and so Q is the McKay quiver of this action. The algebra A must be a derivationquotient algebra kQ/(∂ a ω : a ∈ Q 1 ) for some superpotential ω by Theorem 1.2, but in any case it is easy to write down ω. Performing a mutation on Q and ω, the derivation quotient algebra kQ/(∂ a ω : a ∈ Q 1 ) gets mutated to another one k Q/(∂ a ω : a ∈ Q 1 ). Now beginning with the example A above and performing all possible mutations, one gets Calabi-Yau algebras on all quivers Q with (a, b, c) a solution to Markov's equation. The fact that all possible triples is obtained comes from the well-known fact that all solutions to Markov's equation can be obtained by starting with (3, 3, 3) and performing all iterations of the operation (a, b, c) → (a, b, ab − c), together with the analogous operations in the a or b coordinate. One can easily check that mutating the quiver Q corresponding to (a, b, c) at the vertex 2 leads to the quiver Q corresponding to (a, b, ab − c). In fact, Iyama and Reiten prove that the mutated algebra is still Calabi-Yau by describing it in an alternate way as the endomorphism ring of a tilting module [19, Theorem 7.1] .
For further illustration, consider the quiver Q corresponding to (a, b, c). Label the a arrows from 1 to 2 by x 1 , . . . , x a , and similarly label the arrows from 2 to 3 by y i and the arrows from 3 to 1 by z i . Without loss of generality, assume we mutate at vertex 2. We note that in any solution to Markov's equation, ab > c. Thus in mutating at vertex 2, for example, the ab new arrows created of the form [x i y j ] from 1 to 3 form c 2-cycles with the c arrows from vertex 3 to vertex 1. Thus
Step 3 of the mutation process removes c 2-cycles and all of the original c arrrows from 3 to 1, leaving ab − c new arrows from 1 to 3. The mutated potential only contains terms of the form [x i y j ]y * j x * i .
Key results
In this section, we describe some results that we will use to limit the type of a twisted Calabi-Yau algebra of finite GK dimension. First, we give a more detailed statement of Theorem 1.3, which follows from results in [27] . . Let A = kQ/(∂ a ω : a ∈ Q 1 ) be a derivation-quotient algebra on the connected quiver Q with twisted superpotential ω of degree d. Suppose that A is twisted Calabi-Yau of type (M, P, d).
In particular, writing (p(t)) −1 = n≥0 H n t n then each H n has nonnegative entries.
(2) Every zero of det p(t) ∈ k[t] is a root of unity if and only if GKdim(A) < ∞. In this case, writing (p(t))
is the multiplicity of vanishing of det(p(t)) at t = 1, and m a is the maximal multiplicity of vanishing of the matrix entries of adj p(t) at t = 1, then
, and the spectral radius
Given a twisted Calabi-Yau derivation-quotient algebra of type (M, P, d), the more complicated P is, the more it restricts M since M and P commute. This will make the case P = I the hardest to deal with below. Recall that an m × m matrix M is circulant if M ij = M i+1,j+1 for all i, j, where indices are taken modulo m. The following proposition follows from direct calculation and is left to the reader. In the remainder of this section we show how to use the standard ideas of GolodShafarevich to give some rough restrictions on what types (M, P, d) can be associated to a twisted Calabi-Yau algebra A of dimension 3 with finite GK dimension. In this case the Hilbert series of A will have the form given in Theorem 3.1. For some choices of type, just because of the degrees of the generators and relations, an algebra with that Hilbert series would be forced to have exponential growth.
We will use this method primarily to limit the number of loops at a vertex in a quiver supporting an twisted Calabi-Yau algebra of finite GK dimension. We also note that the method can be used to rule out larger subquivers, which may be useful in the future.
We first recall the idea of the Golod-Shafarevich bound for factor rings of a free associative algebra, as in [16] . Given two power series f (t) = a n t n and g(t) = b n t n with a n , b n ∈ Q, we write f (t) ≤ g(t) if a n ≤ b n for all n ≥ 0. If A = n≥0 A n is a graded algebra with m (degree 1) generators and r i relations of degree i, then the Hilbert series h
Here, the absolute value of a power series is obtained by replacing the first negative coefficient and all subsequent coefficients by zero.
In the next result, we give an analog of the Golod-Shafarevich bound (3.
Proposition 3.5. Let Q be a finite quiver with m vertices and let A = kQ/I, where I is generated by a set X where each x ∈ X satisfies x ∈ e i kQ n e j for some i, j and n ≥ 2. Let M be the incidence matrix of Q, and let R = R(t) be the matrix polynomial R = n≥0 H n t n with (H n ) i,j equal to the number of elements in X ∩ e i (kQ) n e j . Then
Proof. This is similar to [11, Theorem 2.3.4] . As in the proof of that result, considering the projective resolution of S = A/A ≥1 ∼ = k m as a graded A-module leads to the inequality h A (t)(I − M t + R) ≥ I. See also [27, Lemma 3.4] .
We then argue the absolute values as in [25, Proposition 2.3] . Let F (t), G(t) be matrix-valued power series, where F (t) ≥ 0, G(t) is invertible in M r (Q t ), and
has a negative entry in some coefficient at t k (if no such k exists put k = ∞). Then
, where E(t) ∈ (t k ) (and if k = ∞, E(t) = 0). So F (t)(I + E(t)) ≥ |G(t) −1 |, and we are done if k = ∞. Otherwise, we have F (t) + F (t)E(t) ≥ |G(t) −1 |; since F (t)E(t) ∈ (t k ), this gives F (t) ≥ |G(t) −1 | in degrees less than k, and since |G(t) −1 | is 0 in degrees ≥ k and F (t) ≥ 0 the equation F (t) ≥ |G(t) −1 | holds trivially in degrees ≥ k. This proves the claim.
Applying the claim with F (t) = h A (t) and G(t) = (I − M t + R) gives the desired result.
Applying the previous proposition to the special case of algebras defined by a superpotential yields the following corollary. We first set up some notation. Suppose Q is a finite quiver with m vertices, and suppose that Q ′ is a full subquiver of Q. In other words, Q ′ consists of some subset of vertices of Q and all arrows in Q which have both head and tail in that subset. Assume by renumbering if necessary that the vertices in Q ′ are the ones labeled 1, . . . , m ′ , where m ′ ≤ m. Given an m × m matrix N , let N be the m ′ × m ′ submatrix given by taking the first m ′ rows and columns. We have an identification kQ ′ = kQ/J, where J is the ideal spanned by all paths (including trivial ones) involving a vertex in Q \ Q ′ . Now given a graded algebra A = kQ/I, its restriction to Q ′ is the algebra
Corollary 3.6. Let Q be a finite quiver with incidence matrix M , and let A = kQ/(∂ a ω : a ∈ Q 1 ) be a derivation-quotient algebra for some twisted superpotential ω of degree d. Let µ be the corresponding permutation of the vertices of Q, so that each path in ω goes from a vertex i to the vertex µ(i). Let P be the corresponding permutation matrix, where P ij = δ µ(i)j . Let Q ′ be a full subquiver of Q, and let A ′ = kQ ′ /I ′ be the restriction as defined above. Then we have the inequality of m ′ × m ′ matrix valued Hilbert series:
Proof. First, M is clearly the incidence matrix of the full subquiver Q
i). The ideal I
′ is generated by those relations ∂ a ω that do not become 0 in kQ ′ ; in particular, any such relation must start and end at vertices in
, then the number of relations of the form ∂ a ω from k to ℓ is the same as the number of arrows in
,k since P M = M P by Theorem 3.1. Thus I ′ is generated by a set R ′ of relations with corresponding weighted incidence matrix
The result now follows from Proposition 3.5.
In our applications of the results above we will need the following simple analytic lemma. 
proving that u < r n . Then assuming r i ≤ r i−1 ≤ m for i ≤ n − 1 we have
completing the induction step.
The main application in this paper of the Hilbert series bounds above will be to limit the number of loops that can occur at a vertex in a twisted Calabi-Yau algebra with polynomial growth. Proposition 3.8. Let A = kQ/(∂ a ω : a ∈ Q 1 ) be a twisted Calabi-Yau derivationquotient algebra for a twisted superpotential ω of degree d. Suppose that GKdim(A) (1) applies and shows in particular that r n > 0 for all n ≥ 1; thus a n > 0 for all n ≥ 1 and
Finally, the roots of (1−mt+mt s ) are the reciprocals of the roots of (x s − mx s−1 + m), and we saw in Lemma 3.7 that this polynomial has a real root u with , the coefficients a n of (1 − mt + mt s ) −1 = n≥0 a n t n grow exponentially with n. Hence the coefficients of the series h A ′ (t) grow exponentially and the algebra A ′ has exponential growth. Finally, since A ′ is by definition a homomorphic image of A, this implies that A has exponential growth, contradicting the hypothesis. We conclude that m ≤ ℓ(d) as required.
The same idea as in the proof above can also be used to rule out full subquivers on more than one vertex, and some examples are provided in the next proposition. This is sensitive in general, and the most difficult part of applying the bound is to prove that the resulting series has positive coefficients. We do not use this result in our classification, and so we omit the proof. Proposition 3.9. Let A = kQ/(∂ a ω : a ∈ Q 1 ) be a derivation-quotient algebra for a µ-twisted superpotential ω of degree 3, where µ fixes the vertices v, w of Q. Suppose that A is µ-twisted Calabi-Yau of finite GK dimension. Let Q ′ be the full subquiver on the vertices v, w. Then the incidence matrix N of Q ′ cannot be of either of the following types: 2 y y 2 (y ≥ 2) or 3 z z 3 (z ≥ 3).
The two-vertex case
In this section we completely classify two-vertex quivers which support algebras satisfying Hypothesis 1.4. In this case, there are only two possibilities for the permutation matrix P in the type, and we handle each separately. Theorem 1.5 follows from Lemmas 4.1 and 4.2 below. Moreover, every such M occurs for an algebra A of the form R#kZ 2 , where R is an Artin-Schelter regular algebra of dimension 3. 
, where U = 1 1 1 −1 . Note that 1+2t+2t 3 +t 4 does not have all of its zeros on the unit circle, since it has a real root between −1 and 1 by the intermediate value theorem. Thus det U −1 p(t)U = det p(t) has a zero which is not a root of unity, contradicting Theorem 3.1. Again this leaves precisely the one possibility above.
The superpotentials ω corresponding to the regular algebras R = T (V )/(∂ a ω), and the actions of Z 2 on R such that A = R#kZ 2 has each of the listed types, are given in Table 4 .1. We explain this table in detail here, and leave most of the similar verfications of the later tables to the reader.
It should be clear from ω whether V has basis {x, y, z} or {x, y}. First, one should check that each of the twisted potentials ω is good, that is, that the corresponding derivation-quotient algebra A = kQ/(∂ a ω : a ∈ Q 1 ) is AS regular. For the first three lines in the table, the corresponding algebra is of the form A = k x, y, z /(yx − pxy, xz − qzx, zy − ryz), where either p = q = r = 1 or p = q = r = −1, and such skew polynomial rings are well known to be regular of dimension 3 for any nonzero p, q, r. In the last line of the table, ω(H) is of type H in Artin and Schelter's classification of families of twisted superpotentials in [2, Table 3 .9]. The corresponding algebra A(H) = kQ/(∂ a ω : a ∈ Q 1 ) must be regular by [2, Theorem 3.10], since this potential is already generic in its family.
Next, one verifies that the given action of σ on V gives an automorphism of A. For this it suffices to show that the automorphism σ induces on the tensor algebra T (V ) satisfies σ(ω) = aω for some nonzero scalar a. Once this is done, recall that in fact a = hdet(σ) by [24, Theorem 3.3] . Then the Nakayama automorphism of A in degree 0 is given by the winding automorphism of kG where g → hdet(g)g for 
, where ζ is a primitive 8th root of 1.
each group element. Finally, one calculates the corresponding permutation of the vertices of the McKay quiver Q by writing 1 ∈ kG as a sum of central idempotents (which correspond to the irreducible representations of G, and hence the vertices of the quiver). For each entry of Table 4 .1, one has hdet(σ) = −1, so that the winding automorphism does indeed switch the idempotents e 1 = (e + σ)/2 and e 2 = (e − σ)/2, leading to the claimed permutation matrix P . Note that since the other tables below are sorted by the intended P , in each table the hdet of G should be the same for all entries. Finally, the incidence matrix M of the McKay quiver Q is easily found from the definition of the McKay quiver, by first decomposing V as a direct sum of irreducible representations of G. For the reader's convenience we have listed all of these McKay quivers in an appendix. For example, in the first entry of Table 4 .1, diagonalizing the action of σ we see that in the notation of the appendix the character of σ is the sum of the three characters χ 1 + χ 2 + χ 2 , and so M can be read off of the (1, 2, 2) entry in the corresponding table there. 
Again, every such M occurs for an algebra A of the form R#kZ 2 , where R is an Artin-Schelter regular algebra of dimension 3.
From this it is easy to calculate that
. By Theorem 3.1(2), det(p(t)) vanishes at t = 1 to order at least 3. Thus b = c and so M is symmetric. The eigenvalues of M are now
It is clear that e + ≥ |e − | and so e + = ρ(M ) is the spectral radius. Suppose that s = 3. Since M is symmetric and hence normal we know that it has spectral radius ρ(M ) = 3 by 
and rearranging we get ( The skew group algebras R#kZ 2 that achieve these types can be found in Table 4.2. Note that a potential ω of the form ω = x 2 y 2 + axy 2 x + a 2 y 2 x 2 + a 2 byx 2 y with a 2 b 2 = 1 is of type S 2 in the Artin-Schelter classification [2, Table 3 .6]. The corresponding derivation-quotient algebra
is in fact AS regular for all such choices of a and b, as can be checked, for example, by a Gröbner basis calculation. This is relevant also for Table 5 .2 below.
The Three-vertex twisted case
In this section we completely classify three-vertex quivers supporting algebras satisfying Hypothesis 1.4, where P = I, in other words where the Nakayama automorphism gives a nontrivial permutation of the vertices of the quiver Q. The incidence matrices M appearing in this section will not necessarily be symmetric, but they all turn out to be normal. As in the two-vertex case, we split our analysis into cases depending on P . Since we classify types only up to relabeling the vertices, it is enough to consider matrices P corresponding to a particular 3-cycle and a particular 2-cycle. Suppose that s = 3, so a + b + c = 3. The matrices M and P are commuting normal matrices and so are simultaneously diagonalizable. Let U =
2 ), with δ = a + bζ + cζ 2 . We also have U −1 M T U = diag(3, δ, δ) since transposing M switches the roles of b and c. Thus
By Theorem 3.1(2), det p(t) = det U −1 p(t)U must have only roots of unity for zeros. Thus the three polynomials in the diagonal of U −1 p(t)U must have only roots of unity for zeros. This is automatic for 1 − 3t + 3t
The other two polynomials are conjugate and so it is necessary and sufficient that r a,b,c (t) = 1 − δt + ζδt In this case, with the same U and δ as above we have
Again, 1 − 2t + 2t 3 − t 4 = (1 − t) 3 (1 + t) has all roots of unity for zeros, and the other two polynomials are s a,b,c (t) = 1 − δt + ζδt 3 − ζt 4 and its conjugate, so we just need to investigate s a,b,c (t). In this case, setting t = ζu, then s a , deg(ω) . Let ζ be a primitive 3rd root of unity. Let θ be a primitive 9th root of unity and let ω(E) = xzx + θ 8 x 2 z + θzx
When (a, b, c) = (2, 0, 0), then one may check that s 2,0,0 = 1−2t+2ζt 3 −ζt 4 does not have roots of unity for roots. Thus (0, 0, 2) is also bad. Again, the remaining four possibilities are the ones listed.
We have narrowed the list down to four possible incidence matrices for s = 3 and four also for s = 4. The examples in Table 5 .1 show that they all occur as skew group algebras of Z 3 -actions on Artin-Schelter regular algebras, as claimed. Note that the vertices of the McKay quiver are labeled by the irreducible characters χ 1 , χ 2 , χ 3 as given in the appendix, in that order. The superpotential ω(E) is of type E in the Artin Schelter classification in [2, Table 3 .11], and the corresponding derivation-quotient algebra is regular by [2, Theorem 3.10] , since this potential is already generic in its family. Similarly, ω ′ (E) is of type E in [2, Table 3 .9] and the corresponding algebra is regular for the same reason. Proof. The commutation M P = P M forces M to have the form
By Theorem 3.1(2), since GKdim(A) = 3 by hypothesis, 1 is a root of det p(t) of multiplicity at least 3. We have det(
, then the second summand in the formula for det p(t) already vanishes to order at least 3 at t = 1, so the first summand
must also. Since s = 3 or s = 4, we have
So in any case we have b = b ′ . Since M is the incidence matrix of a connected quiver Q, b = 0. The matrix M is now symmetric with eigenvalues
In particular, M is normal, and so by Theorem 3.1(3) its spectral radius must be ρ(M ) = 6 − s. Obviously e + ≥ |e − | so either e + or e 0 is the spectral radius. Suppose first that s = 3, so the spectral radius of M is 3. If e 0 is the spectral radius, then c − d (xyz + zxy + yzx) + (−xzy − yxz − zyx)
This time only some of the types-the first two for s = 3 and the first one for s = 4-can be realized directly as the types of algebras Morita equivalent to skew group algebras of the form R#kG for Artin-Schelter regular algebras R. When this works, G = S 3 is the symmetric group. See Table 5 .2.
We find examples of the other types with s = 3 using Ore extensions, as follows. Recall that P = is the permutation matrix of the action of the Nakayama automorphism on the vertices that we are looking for. Let ζ be a primitive third root of unity.
In Example 2.2, we gave a group G acting on a 2-dimensional vector space such that the McKay quiver breaks up into connected components, one of which has the incidence matrix M ′ = 0 1 1 1 1 0 1 0 1
. As seen in that example, k[x, y]#kG is twisted Calabi-Yau and breaks up as a product of algebras, one of which is Morita equivalent to a twisted Calabi-Yau algebra B of dimension 2, where B ∼ = kQ/I with Q of incidence matrix M ′ , and where the Nakayama automorphism of B acts trivially on the vertices of Q. We also noted there that B has an automorphism σ that permutes the two vertices with loops, so σ acts on vertices via the matrix P . By the discussion of Ore extensions in Section 2, the algebra A = B[t; σ] is twisted Calabi-Yau of dimension 3 of type (M = M ′ + P, P = P I, 3), where here
Similarly, there is a twisted Calabi-Yau algebra B = kQ/I of dimension 2, where
acts via σ(x) = ζx, σ(y) = ζ 2 y for a primitive third root of unity ζ. Again this action has trivial hdet and so the Nakayama automorphism of B acts trivially on the vertices of Q. Now B has an automorphism σ that acts on the vertices via P , which is induced from the automorphism of kZ 3 that interchanges σ and σ 2 . So A = B[t; σ] is twisted Calabi-Yau of dimension 3 of type (M = M ′ + P, P = P I, 3)
where M = . Now all the listed types except the final two starred ones have been attained.
It seems likely that similar methods as those used in this section can be used to classify the types of twisted Calabi-Yau algebras on more than three vertices, when the matrix P is a large cycle or a product of large cycles, but we do not attempt to analyze more than three vertices in this paper.
The three-vertex case with P = I
We are now ready to attack the case of twisted Calabi-Yau algebras satisfying Hypothesis 1.4 for which the quiver has three vertices and the type has P = I. As already mentioned, this is the most difficult case, and we rely on computer programs to help at several key points.
The first step is to identify matrices M ∈ M 3 (Z ≥0 ) that satisfy the restriction given by Theorem 3.1 that det p(t) has only roots of unity for zeroes, where p(t) = I − M t + M T t s−1 − It s for s = 3 or s = 4. One can also check that det p(t) has a root of at least multiplicity 3 at t = 1, as also proscribed by Theorem 3.1. This is a difficult but doable task, once we also implement the restrictions on the number of loops from Proposition 3.8. This will leave us with a long list, including some infinite families. In the previous section where we assumed P = I, all matrices M we found satisfying the already discussed restrictions on p(t) turned out to occur as part of a valid type (except possibly the starred matrices in Proposition 5.2 for which we are unsure). This will not be the case when P = I. Hence, our second task will be to eliminate in some way those matrices M that cannot be part of a type of a twisted Calabi-Yau algebra for some other reason. Some of them are normal, but do not have the correct spectral radius forced by Theorem 3.1 in the normal case. Some others lead to a putative matrix Hilbert series p(t) −1 in which not all coefficients are nonnegative, so cannot be the actual Hilbert series of an algebra. We prove a general result (Lemma 6.5) which shows that there cannot be a good superpotential of degree s when the arrows in the quiver can be partitioned into two nonempty sets such at every s-cycle in the quiver involves only arrows in one or the other set. This lemma eliminates several more families. Finally, we eliminate a few others by some more ad-hoc Gröbner basis methods, leaving a short list of matrices M that we can actually show occur as part of a type.
6.1. Finding the long list. We turn now to the first step. Let M ∈ M 3 (Z ≥0 ) where (M, I, s) is the type of a twisted Calabi-Yau algebra satisfying Hypothesis 1.4. Consider det p(t) for p(t) = (I − M t + M T t s−1 − It s ), where s = 3 or s = 4. This is a polynomial of degree 3s in Z [t] , and all of its zeros must be roots of unity, with 1 as a root of multiplicity at least 3, by Theorem 3.1 (2) . In particular, det p(t) must be a product of cyclotomic polynomials. The matrix polynomial p(t) also satisfies the equation −t s p(t −1 ) T = p(t) by direct calculation, and so det p(t) = −t 3s det p(t −1 ), which says that det p(t) is antipalindromic. When s = 4, then det p(t) is antipalindromic of even degree and thus has t = −1 as a root. Combining these facts we have
where r(t) is a product of cyclotomic polynomials with deg(r(t)) = 2s. Moreover, the cyclotomic polynomials Φ n (t) are palindromic when n > 1, while Φ 1 (t) = t − 1 is antipalindromic. Thus 1 occurs as a root of r(t) with even multiplicity. The roots of r(t) other than 1 and −1 must appear in inverse pairs (α, 1/α). Thus −1 also occurs as a root of r(t) with even multiplicity. Now we see that
This follows since for a root α = ±1 of r(t) we have (t − α)(t − α) = t 2 − 2 Re(α) + 1 where | Re(α)| ≤ 1 because α is a root of unity; while 1 and −1 occur with even multiplicity and (t − 1) 2 = (t 2 − 2t + 1) and (t + 1) 2 = t 2 + 2t + 1 also have the correct form. Now suppose that M has diagonal entries (u, v, w). Proposition 3.8 limits the number of loops of a vertex of the quiver with incidence matrix M to 6 − s in the cases s = 3, 4 at hand. Thus we can assume that 0 ≤ u, v, w ≤ 6 − s. Since we are classifying types only up to permutation of the vertices, we can assume that u ≥ v ≥ w. Moreover, if A has type (M, I, s) then its opposite algebra A op is also twisted Calabi-Yau (see the remark after [28, Definition 4.1]). Since (kQ)
op ∼ = kQ op , where Q op is the opposite quiver formed by reversing the direction of all of the arrows, we see that A op has type (M T , I, s). Thus we can also classify the matrices M up to transpose.
For each of the finitely many possibilities for (u, v, w), we can use Maple to look for possible products of cyclotomic polynomials whose t 3s−1 coefficient is u + v + w. However, this leaves six unknown parameters in M Q , which is still computationally difficult to solve for. Therefore, we seek a way to limit these parameters.
Write
The coefficient of t 3s−1 in det(p(t)) is λ. If s = 3, then the coefficient of t 3s−2 in det(p(t)) is γ − β − λ and if s = 4 then it is γ − β.
Comparing to (6.1) and (6.2) gives the following equations:
Now the idea is that for a fixed choice of (u, v, w), we know λ and β, and the second equation gives γ in terms of the k i . Since |k i | ≤ 2 for all i we can maximize the value of γ on a compact set, given the constraint from the first equation. This is a simple Lagrange multipliers problem, and used Mathematica to determine the maximum value of gamma corresponding to each set of diagonal entries. This maximum value of γ is recorded in Table 6 .1 and Table 6 .2.
Knowing the maximum value of γ limits the off-diagonal entries of M Q . For example, if γ = 2 then M Q may only have the following forms up to transposition and permutation of the vertices: Of course the number of forms grows as γ does but it is finite and computationally easy to manage. We now run the following algorithm in Maple 1 .
• Fix s = 3 or s = 4 and choose a set of diagonal entries (u, v, w) with 0 ≤ u, v, w ≤ 6 − s.
• Choose γ such that γ ≤ γ max from Table 6 .1 or 6.2.
• Choose a form M corresponding to the γ value.
• Choose a product of cyclotomic polynomials q(t) whose t 3d−1 -coefficient is equal to u + v + w.
• Compute the matrix polynomial p(t) of M and check whether there are values of the unknown parameters such that det p(t) = q(t).
Here is the result of this calculation. . Next, we show that quivers of a certain shape cannot possibly have a superpotential whose associated derivation-quotient algebra satisfies Hypothesis 1.4, even without requiring polynomial growth.
Lemma 6.5. Let Q be a connected quiver with a σ-twisted superpotential of degree s ≥ 3, where σ acts trivially on the vertices of Q, and where Q has incidence matrix M . Let A = kQ/(∂ a ω : a ∈ Q 1 ) be the corresponding derivation-quotient algebra.
Suppose that the set Q 1 of arrows in Q can be partitioned into two nonempty disjoint subsets S 1 and S 2 , such that every s-cycle in Q has all of its arrows in either S 1 or in S 2 . Then the matrix Hilbert series of h A (t) disagrees with the Hilbert series (I − M t + M t s−1 − It s ) −1 in some degree ≤ s and so A cannot be twisted Calabi-Yau of dimension 3. in degrees up to s. An easy calculation of the first terms of this series up to degree s gives
A relation ∂ a ω which goes from i to j must come from an arrow a from j to i. = dim k e i kQ s−1 e j , as a runs over the arrows from j to i the obtained relations ∂ a ω must be linearly independent. Thus the k-span R of the relations ∂ a ω satisfies dim k e i R s−1 e j = (M T ) ij . Let V be the k-span of the arrows in kQ. To get the degree s relations we multiply on either side by arrows; thus if I = (∂ a ω : a ∈ Q 1 ) is the ideal of relations then I s = V R + RV . From this we see that
Comparing with h A (t) above, observing that dim k (M s ) ij is the number of paths in kQ of length s from i to j, we see that dim k e i (RV ∩ V R)e j = δ ij . In particular, for each i there is exactly one relation up to scalar which is in both RV and V R and goes from vertex i to itself. Now since ω is a linear combination of s-cycles, by the hypothesis we may uniquely write ω = ω 1 + ω 2 , where ω 1 is a linear combination of cycles involving only arrows in S 1 and ω 2 is a linear combination of cycles only involving arrows in S 2 . But then ω 1 = a∈S1 a(∂ a ω) and ω 2 = a∈S2 a(∂ a ω), and so ω 1 , ω 2 ∈ V R. Now for each arrow a we can also define a right sided operator, ∂ a , which sends a path a 1 a 2 . . . a n to a 1 a 2 . . . a n−1 if a n = a and to 0 otherwise. It follows easily from the definition of twisted superpotential that the k-span of { ∂ a (ω)|a ∈ Q 1 } is the same space of relations R. Thus a similar argument as above on the right shows that ω 1 , ω 2 ∈ RV as well.
Finally, since Q is connected, there is some vertex v incident to both an edge in S 1 and an edge in S 2 . Now note that every arrow a in Q must occur in the superpotential ω: otherwise, the relation ∂ a ω is 0, contradicting the independence proved above. In particular, since there is an arrow in S 1 whose head or tail is the vertex v, that arrow occurs in an s-cycle through v consisting of arrows in S 1 , which appears in ω with nonzero coefficient. Similarly, there is an s-cycle through v consisting of arrows in S 2 , which appears in ω with nonzero coefficient. Finally, assume that v is the vertex labeled 1. Then e 1 ω 1 e 1 and e 1 ω 2 e 1 are linearly independent elements in e 1 (V R ∩RV )e 1 , contradicting the earlier part of the proof.
Thus h A (t) and (I − M t + M t s−1 − It s ) −1 disagree in some degree less than or equal to s, as claimed. Then A cannot by twisted Calabi-Yau of dimension 3 and type (M, I, s) by Theorem 3.1. Proof. In each case the quiver Q with incidence matrix M has a vertex v with incident loops a 1 , . . . , a m such that every 3-cycle in Q is either a composition of loops at v or else does not involve any loops at v. Thus, in the terminology of Lemma 6.5, one can take S 1 = {a 1 , . . . , a m } and S 2 = Q 1 − {a 1 , . . . , a m }.
The following example can be eliminated by a method similar to Lemma 6.5, except examining relations of degree equal to the superpotential that go from a vertex to a different vertex. Proof. Label the quiver as follows:
The same argument as in Lemma 6.5 shows that if there is such a derivationquotient algebra A = kQ/(∂ a ω : a ∈ Q 1 ) for a twisted superpotential ω, then if V is the span of the arrows in Q and R is the span of the relations, we must have e 3 (RV ∩ V R)e 2 = 0 in degree 3.
Write ω = c 1 x 4 x 8 x 1 + c 2 x 4 x 9 x 1 + c 3 x 5 x 1 x 2 + c 4 x 5 x 1 x 3 + . . . , where only the four displayed terms will be relevant. Since the displayed terms contain all 3-cycles beginning with x 4 , δ x4 ω = c 1 x 8 x 1 + c 2 x 9 x 1 . Similarly, δ x5 ω = c 3 x 1 x 2 + c 4 x 1 x 3 . Now W 1 = (δ x4 ω)(kx 2 + kx 3 ) ⊆ e 3 RV e 2 and W 2 = (kx 8 + kx 9 )(δ x5 ω) ⊆ e 3 V Re 2 . Note that either W 1 is 2-dimensional or else W 1 = 0, but the latter happens only if δ x4 ω = 0, which as we saw in the proof of Lemma 6.5, cannot happen. So dim k W 1 = 2 and similarly, dim k W 2 = 2. If W 1 ∩ W 2 = 0 we will get W 1 + W 2 = kx 8 x 1 x 2 +kx 8 x 1 x 3 +kx 9 x 1 x 2 +kx 9 x 1 x 3 , but clearly both W 1 and W 2 are contained in U = {ax 8 x 1 x 2 + bx 8 x 1 x 3 + cx 9 x 1 x 2 + dx 9 x 1 x 3 : ad − bc = 0}, so this is also a contradiction. Thus W 1 ∩W 2 = 0, contradicting e 3 (RV ∩V R)e 2 = 0 in degree 3.
The next quiver is eliminated by a more ad-hoc method, by examining the Gröbner basis of a restriction to a subquiver and seeing that we get a Hilbert series that is too large.
Lemma 6.8. The following quiver Q does not support an algebra satisfying Hypothesis 1.4 of type (M, I, 3), where M is the incidence matrix of Q:
is such a twisted Calabi-Yau algebra, where ω is a σ-twisted superpotential such that σ does not permute the vertices, then we know that h A (t) = I − M t + M T t 2 − It 3 . A calculation of this predictive Hilbert series shows that there should be 11 paths of length 4 from vertex 1 to itself modulo relations, in other words dim k e 1 A 4 e 1 = 11. We will show by contrast that this space is at least 12-dimensional.
Since the twist σ does not permute the vertices, we must have σ(x 1 ) = ρ −1 x 1 and σ(x 6 ) = θx 6 for some nonzero constants ρ, θ. Thus ω = ω ′ + ω ′′ , where ω ′′ is a sum of cycles which go through vertex 3, and
Now consider the full subquiver Q ′ on the vertices 1 and 2: 
Note that all of the relations above given by ∂x j ω, j = 2, . . . , 5, are in fact the same because they differ only by a scalar, and similarly we can remove the θ from the last relation.
There are several cases depending on whether any of the c i 's are 0. We do the following calculation assuming all c i are nonzero. The calculation of cases where some c i 's may be 0 is similar and we leave it to the reader. Place an ordering on the generators x 2 > x 3 > x 4 > x 5 > x 6 > x 1 so that the leading terms are x 2 x 6 , x 6 x 1 , x 1 x 2 . The overlap x 6 x 1 x 2 resolves. On the other hand, examining the overlap x 2 x 6 x 1 we get
The following example is the most complicated one, and our analysis has been unable to conclusively eliminate the possibility of a good twisted superpotential on it. We can, however, prove that there is no good untwisted superpotential using a computational method, as follows. By [4, Corollary 4.4] , if there is any good superpotential on a quiver Q, a generic superpotential is good (where generic means outside of a set of measure zero). We employed the GAP [17] packages QPA [26] and GBNP [9] to compute the Hilbert series of a derivation-quotient algebra on Q assuming a random superpotential. When a quiver Q has no good superpotentials, this usually showed up in a consistent way, by the Hilbert series h A (t) being consistently wrong for paths from i to j in the same degree, for a series of random choices. For the quivers in several of the previous results, the results of this computer analysis then suggested those quivers were bad, and we later found the more formal reasons we presented above. For the following quiver Q, however, the discrepancy in the Hilbert series doesn't show up until degree 6. We used the NCAlgebra package in Macaulay2, which was able to compute a Gröbner basis for a generic superpotential, to show again that the Hilbert series is wrong. Given that a twisted superpotential has quite a bit of extra freedom in its coefficients, this computationally intensive method does not easily apply to the twisted case. Moreover, we do not have available a twisted version of Bocklandt's theorem which would allow us to claim that a generic twisted superpotential is good if any are (though such a theorem may well be true). for some c i ∈ k, which we can assume are algebraically independent. Taking cyclic derivatives gives seven degree 3 relations with one inclusion ambiguity to resolve. There is one degree 4 overlap ambiguity that does not resolve and six degree 5 overlap ambiguities that do not resolve. This leaves two degree 6 overlap ambiguities from vertex 3 to vertex 1. Both of these resolve and this leaves 14 paths of length 6 from vertex 3 to vertex 1. So a generic superpotential on Q is not good. By [4, Corollary 4.4] , this means that no superpotential on Q is good.
Finally, we have the following isolated example which we can eliminate because it predicts the wrong growth. where s(t) is the sum of the entries in adj(p(t)). Thus the (non-matrix) Hilbert series of A is s(t)/(det p(t)). Thus, if m d (resp. m s ) denotes the multiplicity of vanishing of det(p(t)) (resp. s(t)) at t = 1, then by [27, Lemma 2.7] we have GKdim(A) = m d − m s = 5.
Remark 6.11. Theoretically, one should be able to rule out the quiver in Lemma 6.10 again by using Gröbner basis methods. The Hilbert series computed using a random superpotential consistently fails to match that of the predictive Hilbert series. However, the quiver is too large for Macaulay2 to handle. Moreover, every matrix above, except possibly the final starred one, does occur in the type for some such algebra A. The starred one does not occur if ω is an untwisted superpotential, so there is no Calabi-Yau algebra on that quiver.
Proof. The matrices listed are precisely the ones remaining from the long list given in Lemma 6.3 after removing the ones that cannot occur for one of the reasons given in the preceding results. We proved that the final starred example cannot occur if ω is untwisted, by Lemma 6.9. So it remains only to prove that the other examples all occur. A number of them occur as (algebras Morita equivalent to) skew group algebras R#kG where R is Artin-Schelter regular of dimension 3 and G = Z 3 or G = S 3 . See Tables 6.3 in Example 2.2. Namely, let the group G of Example 2.2 act on a cubic Artin-Schelter regular algebra R of dimension 3, and take an algebra A Morita equivalent to a component of R#kG. For example, if one takes R = k x, y /(yx 2 + x 2 y, y 2 x + xy 2 ), then the action of G on kx + ky given in Example 2.2 respects the relations and thus gives an action of G on R. Since R comes from the superpotential x 2 y 2 + xy 2 x + y 2 x 2 + yx 2 y, it is easy to see that the action of G has trivial homological determinant and hence µ A acts trivially on the vertices as desired.
As was also noted in the proof of Proposition 5.2, the same group acting on k[x, y] produces a Calabi-Yau algebra B of dimension 2 on the same quiver Q we obtain this type as a McKay quiver in Table 6 .3. By Proposition 2.4, we get Calabi-Yau algebras of type (M, I, 3) for all of the other M by applying a series of quiver mutations.
Appendix A. McKay Quivers
We list all McKay quivers Q with at most three vertices for groups G acting on the polynomial ring with two or three variables, where the degree one elements give a representation V of G. Recall that by our convention in this paper, if we label the vertices of the quiver by the the irreducible characters χ i of G, then if V has character ρ, and we write ρχ j = i a ij χ i , then M = M Q = (a ij ) is the incidence matrix of Q.
Since we want at most three vertices, the McKay quiver must be derived from a group with at most three irreducible representations. Hence, in this case the possible groups are Z 2 , Z 3 and S 3 . Moreover, the defining representation V must be either two-or three-dimensional, respectively. For reference, we include the
