Swarm intelligence method is an effective way to improve the particle degradation and sample depletion of the traditional particle filter. This paper proposes a particle filer based on the gravitation field algorithm (GF-PF), and the gravitation field algorithm is introduced into the resampling process to improve particle degradation and sample depletion. The gravitation field algorithm simulates the solar nebular disk model, and introduces the virtual central attractive force and virtual rotation repulsion force between particles. The particles are moves rapidly to the high-likelihood region under action of the virtual central attractive force. The virtual rotation repulsion force makes the particles keep a certain distance from each other. These operations improve estimation performance, avoid overlapping of particles and maintain the diversity of particles. The proposed method is applied into INS/gravity gradient aided navigation, by combining the sea experimental data of an inertial navigation system. Compared with the particle swarm optimization particle filter(PSO-PF) and artificial physics optimized particle filter (APO-PF), the GF-PF has higher position estimate accuracy and faster convergence speed with the same experimental conditions.
Introduction
The inertial navigation system (INS) is the mainly navigation system of underwater vehicle. The positioning error of the INS is accumulated and diverged over time, and other positioning methods are needed to correct systematic positioning errors periodically [1] [2] [3] [4] [5] [6] . When GPS, radio location and terrain aided navigation are used to correct the positioning error of INS on underwater vehicle, there are disadvantages that require underwater vehicle needs to transmit or receive signals, which destroy the concealment of the underwater vehicle. Gravity gradient aided navigation has the ability to correct INS positioning error [7] . While gravity gradiometer obtaining the gravity gradient data, the underwater vehicle need not transmit or receive signals. The underwater vehicle can be autonomous positioning even in the special case of GPS or radio location failure.
The principle of INS/gravity gradient aided navigation is to use matching method to achieve the optimal approximation from the INS indicated position to the real position of the underwater vehicle [8, 9] . Matching algorithm is one of the core technologies of gravity/gravity gradient aided navigation system. Numerous scholars have applied TERCOM algorithm [10] , ICCP algorithm [11, 12] and SITAN algorithm [13] to gravity/gravity gradient aided navigation, and achieved well results. However, these algorithms have some shortcomings and need to be strengthened for higher positioning accuracy. If the initial positioning error exceeds the allowable range, the matching of ICCP algorithm will fail [14] . It is difficult to establish an accurate model for SITAN algorithm [15] . And the real-time performance and computational complexity of TERCOM algorithm need to be further improved [16] . Particle filter is commonly used in non-linear and non-Gaussian systems such as location tracking and fault diagnosis [17] [18] [19] . Traditional particle filter methods have defects such as particle degradation and sample depletion. In recent years, some scholars have combined swarm intelligence method with particle filter to improve these problems. For example, artificial physical optimization particle filter [20] , chicken swarm optimization particle filter [21] , firefly algorithm optimization particle filter [22] , bat algorithm optimization particle fil-ter [23] , etc. Swarm intelligence method regards particles as individuals in a biological population. It makes the distribution of particles more reasonable by simulating the movement of biological clusters. It does not involve the direct abandonment of low-weight particles, which can effectively solve the problems of particle degradation and simple exhaustion. Some scholars applied particle filter algorithm to gravity/gravity gradient aided navigation, and obtain good positioning results. LIU [20, 24] proposes an artificial optimization particle filter algorithm, and applied it to gravity / gravity gradient aided navigation system. It gets a positioning accuracy of 133.6m. WANG [25] proposes a PF-based matching algorithm with gravity sample vector, and the CEP is 0.42 ′ . LIU [26] proposes a self-adaptive artificial physics optimized particle filter, and the positioning accuracy is 86.9m.
In this paper, a gravitation field particle filter algorithm (GF-PF) is proposed. Through the interactive virtual force between particles, particles aggregate into the highlikelihood region, the posterior distribution of state is optimized, the sample dilution problem is solved, and the accuracy of the particle filter is improved. The method is applied to INS/gravity gradient aided navigation system. Compared with particle swarm optimization particle filter(PSO-PF) [27] and artificial physics optimized particle filter (APO-PF), the simulation results show that the method proposed in this paper can obtain higher positioning accuracy and faster convergence speed under different test conditions. It can be used to correct the position error of the INS.
The rest of the paper is organized as follow: In Section 2, the principle of INS/gravity gradient aided navigation is explained; in Section 3, the particle filter based on gravitation field algorithm is described; in Section 4, the particle filter based on gravitation field algorithm model is applied to INS/gravity gradient aided navigation and compared with PSO-PF and APO-PF to verify the performance of the method proposed in this paper under different test conditions. Finally, the Section 5 is a summary of the full paper.
INS/Gravity gradient aided navigation 2.1 Principle of INS/gravity gradient aided navigation
The gravity gradient is the full spatial derivative of gravity acceleration. Due to the gravity gradient symmetry and the Poisson equation, there are total five independent tensors of gravity gradient components in different directions, which provide accurate and reliable reference maps for gravity gradient aided navigation [28] . INS/gravity gradient aided navigation is a navigation method that matches the real-time measured gravity gradient data with the prestored high-precision gravity gradient maps which can get underwater vehicle position information real-time. The system structure is shown in Figure 1 .
During the underwater vehicle navigation, the matching algorithm searches the gravity gradient data from the gravity gradient maps according to the INS indicated position, and matches with the data from gravity gradiometer to get the accurate position of the underwater vehicle. The position is used to revise the positioning error of the INS. 
INS error equation
Where, δφ and δλ are latitude error and longitude error, respectively. R M and R N are meridian curvature radius and unitary circle curvature radius.
The velocity error is shown in Eq. (2) . δVx and δVy are east velocity error and north velocity error, respectively. Ω is the earth rotation rate, ∆Ax and ∆Ay are the accelerometer constant bias.
α, β and are the angles between the platform system p and the geographic n. The attitude angle error equations are as follows.
εx, εy and εz are gyro constant drifts. The gyro errors and accelerometer errors after calibration are approximately random constants and Gaussian white noises. The gyro drift error is as follow.
w gi (i = x, y, z) is Gaussian white noise with zero mean. The gyro random constant drift error is as follow.
The accelerometer bias error is as follow.
w ai (i = x, y) is Gaussian white noise with zero mean. The accelerometer random constant error is as follow.
INS/gravity gradient aided navigation filter model 2.3.1 State equation
According to the INS error equations, taking the East-North-Up coordinate as navigation coordinate. The position errors, velocity errors, platform attitude errors, accelerometer bias errors and gyro drift errors are selected as the state vectors of the INS/gravity gradient aided navigation filter model.
The state equation of the INS/gravity gradient aided navigation is as follow.
The system state transition matrix A can be derived from Eq. (1)~ (7) .
Where, I is unit matrix, 0 2×2 is zero matrix. A 11 , A 12 , A 21 , A 22 , A 23 , A 24 are as shown below.
The system noise w(t) is as follows.
wgz 0 0 0 0 0]. T Where, wax, way, wgx, wgy, wgz are Gaussian white noise with zero mean, respectively. Corresponding to accelerometer bias errors and gyro random drift errors. System noise matrix is B = I 12×12 .
Suppose the filter period is T, and the discrete state equations as follows.
Where,
Observe equation
Taking the gravity gradient data as system observation, and the gravity gradient measurement data has a corresponding relationship with the underwater vehicle position, the observation equation of INS/gravity gradient aided navigation system is as follow.
Where, y jk is gravity gradient measurement data, which are 5 × 1 dimensions, and the subscript y, k = x, y, z represents the spatial direction; (φ, λ) represents the real position of the underwater vehicle; Γ jk (φ, λ) represents the gravity gradient data at the real position; v is the obserbing Gaussian white noise.
Eq. (15) is difficult to express with a precise analytic function, which lead to the inability of the observation equation to be modeled. Since the particle filter estimates the probability distribution of the states by discrete randomly sampled particles and their weights, it is not necessary to obtain the specific form of the observation equation, and the processing can be processed by obtaining the correspondence between them. During the navigation of the underwater vehicle, the real position (φ, λ) is not available, and it can be replaced by the INS indicated position (φ,λ) and the position errors (δφ, δλ). The observation equation can be expressed as follow.
3 Particle filter based on gravitation field algorithm
Particle filter
Particle filter is an approximate Bayesian filter method based on sequential Monte Carlo. The method approximates the current probability distribution by using a random sequence composed of finite particles and their weight, and continuously updates and recurs according to the particle filter algorithm. The state equation and the observation equation of the nonlinear system are as follow.
{︃
x k = f (x k−1 , w k ).
Where, x k is the state vector; y k is the observation vector; w k is the process noise; v k is the observation noise. At the k time, particle filter obtains a new particle set by predictive sampling.
Using the Eq. (19) to approximate the posterior probability density at k time.
Where, N is the numbers of particles, δ(·) is the Dirichlet function, x i k and ω i k are the ith particle and its normalized weight,respectively. y 1:k is all observations before the k time.According to the principle of sequential importance sampling, the update importance weight equation is as follow.
State estimation equation.
At the k = 0 time, particle filter initializes the sample set, and determines the prior probability of the particle state and initial value. At the next moment, particles update the state according to the system state transition equation, and calculate the weight of all particles according to the observations. Then, the output of posterior probability is obtained.
Gravitation field algorithm
The gravitation field algorithm(GFA) proposed in this paper is a new heuristic search algorithm which simulates the solar system nebula model [29] [30] [31] . The GFA mainly includes three steps, calculation the attractive force from the central dust, calculation the rotation repulsive force and position update. The virtual force model used in the GFA does not have fixed form. The GFA is described as follows.
The attractive force of central dust
In order to move the dust to the high-likelihood region, it is prescribed that all the dust is attracted by the central dust x best , and the rest dust do not generate attractive force at the k time. The virtual mechanical model is as follow
Where, P represents the virtual attractive force of x best on x i ; Ka is the attractive force coefficient used to adjust the attractive force strength; d i is the Euclidean distance between x i and x best .
The rotation repulsive force
While all the dust is attracted by the central dust, all the dust generates rotation repulsive force to the dust within the perceived range, so that the optimized objects are sparse and avoid excessive concentration. The virtual mechanical model is as follows [32] .
Where, F ij is the virtual rotation repulsive force of x j on x i , d t h is the perceived radius, Kr is the rotation repulsive force coefficient used to adjust the rotation repulsive force strength, and d ij is the Euclidean distance between x i and x j .
Position update
The resultant force of the individual x i is defined as the vector sum of all the virtual forces.
Where, n is the amount of dust. x i complete one iteration and update position by Eq. (25) .
Where, x ′ i is the updated position. Its value is limited by the minimum displacement and maximum displacement, namely x ′ i ∈ [L min , L min ]. The GFA terminates after the optimization condition or maximum iterations is satisfied.
Particle filter based on gravitation field algorithm
Traditional particle filter resampling method avoids particles impoverishment by duplicating large weight particles and deleting smaller weight particles. After iterations, it brings the problem of particle diversity dilution. To alleviate the above problems, the gravitation field algorithm is introduced into the resampling process of particle filter. The virtual attractive force makes the particles rapidly concentrate to the optimal particle. At the same time, the virtual rotation repulsive force makes the optimization particles avoid overlapping or crowding, guarantees the diversity of particles and the distribution of the posterior probability density. Therefore, the GFA has strong global optimization ability and faster convergence speed. After prediction, GF-PF treats candidate particle set as dust in the nebula model. Through the virtual force between the dust, a new suggested distribution is generated, and then the weight of the new particle set is updated and resampled. The computational steps of the GFA are as follows, and the flow chart is shown in Figure 2 .
Step 1. Initialization. Sampling x i 
Track and gravity gradient maps used in the test
The INS output period is 1s, data recording is 7 hours, gyro constant drift errors are εx = εy = εz = 0.01 ∘ /h, accelerometer bias errors are ∆Ax = ∆Ay = 100µg, platform initial error angles are α = 0.1 ∘ , β = 0.1 ∘ and = 0.5 ∘ , respectively. Due to the errors of gyros and accelerometers, the position errors of INS increases with time, as showed in Figure 3 . GPS and INS tracks are shown in Figure 4 . The Pentagram is the starting position of GPS record. The underwater vehicle first sails southeast. After 2 hours, the underwater vehicle turns to the northwest.
Gravity gradient maps are obtained by forward modeling of free air gravity anomaly data. The resolution is 30 ′′ ×30 ′′ , including five independent tensors, such as Γxx, Γxy, Γxz, Γyy and Γyz. Data characteristics of gravity gradient maps are shown in Table 1 .
During the simulation, the real-time gravity gradient data is simulated by superimposing Gaussian white noise on the gravity gradient data at the actual position of the underwater vehicle (provided by GPS). Data that is not on the grid is obtained by bilinear interpolation. 
Application and analysis of GF-PF in INS/gravity gradient aided navigation
The GF-PF is applied to INS/gravity gradient aided navigation and compared with particle swarm optimization particle filter and artificial physics optimized particle filter [20] to verify the performance. Simulation conditions: INS running alone for 2 hours, and then introduce INS/gravity gradient aided navigation. The initial position errors of GF-PF, PSO-PF and APO-PF is 2000m, the population of particles is 100, the maximum number of iterations is 20, and the filter period is 10s. The gyro constant drift errors and accelerometer bias errors are taken as the system noises and the observation noise is σ 2 v = 1E. GF-PF parameters setting as: perceived radius is dth = 20m, attractive force coefficient is Ka = 10, rotation repulsive force coefficient is Kr = 1, maximum displacement is Lmax = 30m, minimum displacement is L min = Lmax. The initial parameters of the PSO-PF are set as follows [33] : inertial weight is 0.99, acceleration constant is c 1 = c 2 = 0.1. The initial parameters of the APO-PF are set as follows [20] : attractive force coefficients are K a1 = 10, K a2 = 1,repulsive force coefficient is K b = 0.9, perceived radius is rs = 150m, threshold value is D th = 10m.
10 independent simulation experiments of gravity gradient aided navigation are carried out using PSO-PF, APO-PF and GF-PF respectively. Figure 5 shows the tracks of the real track (GPS), INS track, PSO-PF matching track, GF-PF matching track and APO-PF matching track after INS running alone for 2 hours.
The matching tracks of GF-PF, PSO-PF and APO-PF all track the real track well. PSO-PF and GF-PF have faster convergence speed, and APO-PF has the slowest convergence speed.
The root mean square error (RMSE) of latitude error and longitude error at time is as follow.
Where, (φ,λ) GFPF,(m) t is the underwater vehicle longitude error and latitude error of the GF-PF at the t time obtained in the mth experiment, and (φ, λ) GPS,(m) t is the real latitude and longitude of the underwater visual at the t time.
After 10 independent simulations using GF-PF, PSO-PF and APO-PF respectively, the RMSE of the longitude and latitude errors is shown in Figure 6 .
When the INS/gravity gradient aided navigation start working, the INS longitude error is about 414m, and the latitude error is about 1318m. At about 4th hour, the latitude error of the APO-PF has a large error. The latitude and longitude errors of PSO-PF are relatively large. Between the 3rd hour and the 7th hour, the RMSE of the PSO-PF algorithm is 214.23m, the RMSE of the APO-PF is 128.56m, and the RMSE of the GF-PF is 48.15m. The convergence speed of GF-PF and PSO-PF is almost same, which is better than APO-PF. Compared with the PSO-PF and APO-PF, the performance of GF-PF is more stable, and the positioning accuracy is higher.
Compare the effects of observation noise on the performance of each algorithm
Increase the observation noise to σ 2 v = 5E, and other conditions and track remain same. The performance of each algorithm is compared. After 10 independent simulations using GF-PF, PSO-PF and APO-PF respectively, the RMSE of the longitude and latitude errors is shown in Figure 7 .
At about 4th hour, the latitude error of the APO-PF has a large error. PSO-PF has the largest latitude error fluctuation. Between the 6th hour and the 7th hour, the longitude error and latitude error of the PSO-PF and APO-PF shows a large error. The latitude error of the GF-PF has a greatly fluctuates, but the longitude error maintains a high positioning accuracy. Between the 4th hour and the 7th hour, the latitude error of GF-PF is higher than APO-PF in part time. Between the 3rd hour and the 7th hour, the RMSE of the PSO-PF algorithm is 1303.01m, the RMSE of the APO-PF is 482.66m, and the RMSE of the GF-PF is 376.13m. Compared with the PSO-PF and APO-PF, the performance of GF-PF is more stable, and the positioning accuracy is higher. After increasing the observation noise to σ 2 v = 5E, the convergence speed of GF-PF is slower than that of PSO-OF, but faster than APO-PF.
Compare the effects of gravity gradient maps resolution on the performance of each algorithm
Gravity gradient maps with resolution 1 ′ × 1 ′ are obtained by interval point extraction, and other conditions and track remain same. The performance of each algorithm is compared. After 10 independent simulations using GF-PF, PSO-PF and APO-PF respectively, the RMSE of the longitude and latitude errors is shown in Figure 8 .
Between the 6th hour and the 7th hour, the latitude error of the PSO-PF and APO-PF shows a large error. The latitude error of the APO-PF maintains a stable effect, but the positioning error is higher than the GF-PF algorithm. Between the 4th hour and the 5th hour, the longitude error of the PSO-PF and GF-PF shows a large error. At about 6th hour, the longitude error of APO-PF has a large error. At about 7th hour, the longitude error of PSO-PF has a large error. Between the 3rd hour and the 7th hour, the RMSE of the PSO-PF algorithm is 462.27m, the RMSE of the APO-PF is 325.08m, and the RMSE of the GF-PF is 140.70m. Compared with the PSO-PF and APO-PF, the performance of GF-PF is more stable, the convergence speed is faster, and the positioning accuracy is higher.
Conclusion
Particle filter can avoid the linearization problem in INS / gravity gradient aided navigation. The intelligent optimization algorithm can effectively solve the particle degradation and sample depletion problems of the traditional particle filter algorithm. In this paper, the gravitation field algorithm is introduced into the resampling of the particle filter. The virtual forces are used to optimize the particle distribution, maintain the particle diversity, and form a uniform coverage capability for the posterior probability density. Applied the GF-PF to INS/gravity gradient aided navigation and compares it with PSO-PF and APO-PF. The results show that the positioning accuracy of GF-PF is higher than that of PSO-PF and APO-PF. The convergence speed of GF-PF and PSO-PF is almost same, which is better than APO-PF. Under different test conditions of observation noise and gravity gradient map resolutions, compared with PSO-PF and APO-PF, GF-PF still maintains the highest positioning accuracy and faster convergence speed. The performance of GF-PF is less affected by observation noise and gravity gradient map resolutions than that of PSO-PF and APO-PF.
