Equidistribution of primitive rational points on expanding horospheres by Einsiedler, Manfred et al.
ar
X
iv
:1
30
5.
26
78
v2
  [
ma
th.
DS
]  
15
 M
ay
 20
15
EQUIDISTRIBUTION OF PRIMITIVE RATIONAL
POINTS ON EXPANDING HOROSPHERES
MANFRED EINSIEDLER, SHAHAR MOZES, NIMISH SHAH,
AND URI SHAPIRA
Abstract. We confirm a conjecture of J. Marklof regarding the
limiting distribution of certain sparse collections of points on ex-
panding horospheres. These collections are obtained by intersect-
ing the expanded horosphere with a certain manifold of comple-
mentary dimension and turns out to be of arithmetic nature. This
result is then used along the lines suggested by J. Marklof to give
an analogue of a result of W. Schmidt regarding the distribution
of shapes of lattices orthogonal to integer vectors.
1. Main results
1.1. The main theorem. Given integers m ≥ n ≥ 1, let d
def
= n +m
and consider the space Xd
def
= SLd(R)/ SLd(Z) on which G
def
= SLd(R)
and its subgroups act. Unless otherwise stated, when we write an
element g ∈ G as a matrix g = ( A BC D ), we shall mean that A,B,C,D
represent matrices of dimensions m × m,m × n, n × m, and n × n
respectively. We refer to these as the block components of g. We
shall denote the identity matrix in dimension k by Ik and often write
just I = Ik if the dimension is clear from the context. Similarly, 0 will
denote the zero matrix in various dimensions.
Consider the following subgroups of G:
U
def
= {( I 0
u I ) : u ∈ Matn×m(R)} ,
V
def
= {( I v0 I ) : v ∈ Matm×n(R)} , and
H
def
= {( h v0 I ) : h ∈ SLm(R),v ∈ Matm×n(R)} .
M. E. acknowledges support of the SNF grant 200021-127145. S. M. acknowl-
edges the support of ISF grant 1003/11, BSF grant 2010295, and the University of
Zurich. N. S. acknowledges the support of NSF grant 1001654. U. S. Chaya Fellow,
acknowledges the partial support of the Advanced research Grant 228304 from the
European Research Council and ISF grant 357/13.
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Also define the diagonal matrices
a(y)
def
=
(
y−
n
m Im 0
0 yIn
)
for y ∈ R>0.
We denote by x0 ∈ Xd the identity coset SLd(Z) and set for u ∈
Matn×m(R)
xu
def
= ( I 0
u I ) x0.
Definition 1.1. Given a subgroup L < G and a point x ∈ Xd we say
that the orbit Lx is periodic if it supports an L-invariant probability
measure. In this case we denote by mLx the unique L-invariant prob-
ability measure supported on Lx and refer to it as the Haar measure
on the orbit.
The orbits Ux0, V x0 and Hx0 are periodic and their respective Haar
measures will play a prominent role in our discussion. In our discussion
the cases m > n and m = n will exhibit different phenomena and in
order to be able to have unified statements we use the following notation
throughout:
θ
def
=
{
mV x0 if m = n
mHx0 if m > n.
Definition 1.2. We say that a matrix u ∈ Matn×m(Z) is k-primitive,
where k is a positive integer, if the reduction modulo k of its columns
span (Z/kZ)n.
Consider the finite1 set
P˜k
def
= {(xk−1u, xk−1u) : u is k-primitive} ⊂ Ux0 × Ux0, (1.1)
and let µ˜k denote the normalized counting measure on P˜k; i.e.
µ˜k
def
=
1
|P˜k|
∑
(x,x)∈P˜k
δ(x,x). (1.2)
Finally, let us denote a˜(k) = (e, a(k)) ∈ G ×G. With these notations
we can state our main result.
Theorem 1.3. As k →∞, a˜(k)∗µ˜k
w∗
→mUx0 × θ.
We remark that our main tool is [Sha98] which extends the fun-
damental work of Ratner [Ra91a]. We also note that some of our
arguments are similar to [MS95].
1Note that for two integer matrices, if u1 = u2 mod k then xk−1u1 = xk−1u2 .
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1.2. An application. Theorem 1.3 is a generalization of a result by
Marklof [Mar10, Theorem 6]. Marklof’s result has various applica-
tions, most notably to the distribution of Frobenius numbers, circu-
lant graphs and the shapes of co-dimension 1 primitive subgroups of
Zd (see [Mar10], [MS13]). Naturally, in each of these discussions an
application of Theorem 1.3 gives new results. We give one such ap-
plication which is an analogue of a certain equidistribution result of
Schmidt [Sch98]. We follow closely the viewpoint of [Mar10].
Assume that n = 1, m ≥ 2 so that d = m + 1 ≥ 3. The quotient
Zm
def
= SOm(R)\Xm will be referred to as the space of shapes of m-
dimensional lattices. We equip Zm with the probability measure mZm
which is by definition the image of mXm under the natural projection.
For any integer vector v ∈ Zd let us denote by Λv
def
= Zd ∩ {v}⊥;
that is Λv is the lattice of integer points in the m-dimensional ortho-
complement of v in Rd. We may choose a matrix kv ∈ SOd(R) so that
kvΛv ⊂ R
m×{0} ⊂ Rd, and so that kvv lies on the positive half of the
d-th coordinate axis. After normalizing the covolume of kvΛv to be 1,
we obtain a point in Xm. As the choice of kv is only well defined up
to the action of SOm(R) we obtain a well defined point in Zm which
we denote hereafter by [Λv]. There is a certain redundancy in consid-
ering Λv if v ∈ Z
d is non-primitive (that is if it is an integer multiple
of another integer vector). We therefore denote by Ẑd the subset of
primitive integer vectors. Note that a vector (u1, . . . , um, k) ∈ Z
d is
primitive if and only if the vector (u1, . . . , um) ∈ Z
m is k-primitive as
in Definition 1.2. Finally, let B∞
def
=
{
x ∈ Rd : ‖x‖∞ ≤ 1
}
and ∂B∞
denote its boundary. As an application of Theorem 1.3 we prove the
following result in §8.
Theorem 1.4. Let F ⊂ ∂B∞ be a measurable set of positive mea-
sure having a boundary in ∂B∞ of measure 0 with respect to the m-
dimensional Lebesgue measure on ∂B∞. For any positive integer k let
ηk
def
=
1
|Ẑd ∩ kF|
∑
v∈Ẑd∩kF
δ[Λv].
Then, ηk
w∗
→mZm as k →∞.
Note that the choice of the ℓ2-norm yields a much more elegant
statement as we have the following relation{
Λv : v ∈ Ẑ
d, ‖v‖2 = k
}
=
{
Primitive m-dimensional subgroups
of Zd of covolume = k
}
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We suggest the following.2
Conjecture 1.5. Let d ≥ 3 and let B2(r) denote the Euclidean ball
of radius r > 0 in Rd. Then if rn →∞ is a sequence of radii such that
|∂B2(rn) ∩ Ẑ
d| → ∞, then the collections
{
[Λv] : v ∈ ∂B2(rn) ∩ Ẑ
d
}
equidistribute in Zm.
2. Outline and initial steps
2.1. A motivating low dimensional example. We now prove
Theorem 1.3 in the case n = m = 1 to which the techniques of the
later parts of this paper do not apply. We learned the argument we
give here from Jens Marklof and to the best of our understanding this
result was his reason to anticipate the validity of Theorem 1.3.
We identify both of the two orbits Ux0 = {( 1 0s 1 ) x0 : s ∈ R} and
V x0 = {( 1 t0 1 )x0 : t ∈ R} with R/Z and use the parameters s, t to de-
scribe them respectively. We wish to analyze for which values of y
a(y)Ux0 ∩ V x0 6= ∅ (2.1)
and in case this happens, we wish to understand the asymptotics of
the joint distribution of the set{
(s, t) ∈ (R/Z)2 : a(y) ( 1 0s 1 ) x0 = (
1 t
0 1 )x0
}
. (2.2)
Following the definitions one sees that (s, t) is in the set in (2.2) if and
only if there exists ( k ℓm n ) ∈ SL2(Z) which solves the equation(
y−1 0
ys y
)
( k ℓm n ) = (
1 t
0 1 ) . (2.3)
Equation (2.3) has a solution if and only if the following three con-
ditions on the variables y, s, t are satisfied (note that we may assume
that s, t ∈ (0, 1]): (i) y = k is a positive integer, (ii) t = ℓ
k
for some
1 ≤ ℓ ≤ k with gcd(ℓ, k) = 1, and (iii) s = ℓ
∗
k
, where ℓ∗ is the number
1 ≤ ℓ∗ ≤ k satisfying ℓ · ℓ∗ = 1mod k.
To summarize, if (2.1) holds then y = k for some positive integer k
and the set in (2.2) equals{
(ℓ/k, ℓ∗/k) ∈ (R/Z)2 : 1 ≤ ℓ ≤ k, gcd(ℓ, k) = 1
}
. (2.4)
Taking into account both descriptions (2.2), (2.4) and our identification
(R/Z)2 ∼= Ux0 × V x0 we see that this set is exactly a˜(k)P˜k which
appears as the support of the measure in Theorem 1.3. If we denote
the normalized counting measure on (2.4) by θk then the statement of
Theorem 1.3 is interpreted as saying that θk equidistributes in (R/Z)
2
2Significant progress towards the suggested conjecture was obtained recently
in [AESa], [AESb].
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as k → ∞. This equidistribution statement translates to estimating
Kloosterman sums
K(a, b, k) =
∑
1≤x≤k
gcd(x,k)=1
e2πi(ax+bx
∗) = φ(k)
∫
(R/Z)2
e2πi(at+bs)dθk, (2.5)
where φ(k) is the Euler function. The known estimates for Kloosterman
sums (see for example [Iwa02, p. 48 eq. (2.25)]), imply that for any
choice of (a, b) ∈ Z2 not both 0, φ(k)−1K(a, b, k)→ 0 as k →∞ which
establishes the desired equidistribution of the θk’s.
This establishes the case m = n = 1 in Theorem 1.3. The main
objective of this paper is to establish the case m ≥ 2 using techniques
from homogeneous dynamics.
2.2. A basic observation and the structure of the proof. Let us
define similarly to (1.1), (1.2),
Pk
def
= {xk−1u : u is k-primitive} ⊂ Ux0 ⊂ Xd, (2.6)
µk
def
=
1
|Pk|
∑
x∈Pk
δx. (2.7)
Using the fact that the a(y)-action is mixing on Xd one can show
that that the pushed periodic orbit a(y)Ux0 equidistributes in Xd when
y →∞, as U is the expanding horospherical subgroup of a(y) (see e.g.
[Mar04]). On the other hand, the collection Pk ⊂ Ux0 is composed
of rational points x for which the trajectories {a(y)x}y>1 are divergent
in Xd. It is therefore natural to investigate the tension between these
two facts and to analyze the distribution of a(yk)Pk in Xd for various
choices of sequences yk → ∞. Setting yk = k as in Theorem 1.3 is
natural because of the following lemma (which is in some sense the
starting point of our discussion).3
Lemma 2.1 (Basic Lemma). For any positive integer k, a(k)Pk ⊂
Hx0.
We prove Lemma 2.1 towards the end of this section. It shows that
we cannot expect the sequence a˜(k)∗µ˜k to equidistribute in Ux0 ×Xd
as any limit point of this sequence is clearly a measure4 supported in
Ux0 ×Hx0.
The space Xm = SLm(R)/ SLm(Z) is naturally embedded in Hx0 ⊂
Xd, simply by identifying SLm(R) as a subgroup of H in the obvious
way. Throughout we alternate between thinking of Xm as a subset of
3See Remark 2.6 for other natural choices of yk’s.
4Apriori the limit measures is not even known to be a probability measure.
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Xd and as the space ofm-dimensional unimodular lattices in R
m. When
thinking of Xm as the space of m-dimensional lattices, the identity
coset x0 corresponds to the lattice Z
m. There is a natural projection
π3 : Hx0 → Xm defined as follows:
For x = ( h v0 I )x0 ∈ Hx0, π3(x)
def
= ( h 00 I ) SLd(Z)
which corresponds to the m-dimensional unimodular lattice hZm. Let
νk
def
= (π3)∗a(k)∗µk, (2.8)
and consider the diagram with natural projection maps
(Ux0 ×Hx0, a˜(k)∗µ˜k)
π1
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦ π2
**❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
(Ux0,µk) (Hx0, a(k)∗µk)
π3

(Xm,νk)
(2.9)
We describe the structure of the proof of Theorem 1.3 using the dia-
gram (2.9):
Step 1. Establish the convergence µk
w∗
→ mUx0, which takes place on
the left side of diagram (2.9).
Step 2. Show the convergence νk
w∗
→ (π3)∗θ, which equals mXm in case
m > n, and the dirac measure δx0 in case m = n. This con-
vergence takes place on the right side at the bottom of dia-
gram (2.9).
Step 3. Use the second step to establish the convergence a(k)∗µk
w∗
→ θ
taking place on the right side of diagram (2.9). Many of the
ideas appearing in the argument of Step 3 already appear in
simplified versions in the proof of Step 1.
Step 4. Combine Step 1 and Step 3 and use a disjointness argument to
prove the convergence a˜(k)∗µ˜k
w∗
→mUx0 × θ taking place at the
top of diagram (2.9).
We comment here that one could prove Step 1 quite easily using Fourier
transform arguments. We choose a different approach that is more
compatible with the proofs of the other steps (see the footnote following
Lemma 4.8).
2.3. The method of proof. From this point and on we will assume
that m ≥ 2. As described above in the course of the proof of Theo-
rem 1.3 we will frequently need to establish a convergence ηn
w∗
→ η of
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probability measures. It will turn out that all the measures involved
are Λ-invariant under natural actions of the group5
Λ
def
=
{(
δ1 0
0 δ2
)
: δ1 ∈ SLm(Z), δ2 ∈ SLn(Z)
}
.
The following is the strategy we will use for proving such a claim: One
starts by classifying the Λ-ergodic measures and shows that there are
only countably many such. Say {σi}
∞
i=0, with η = σ0. Then, given an
accumulation point η′ of ηn, the ergodic decomposition of η
′ is given
by η′ =
∑∞
i=0 ciσi with ci ≥ 0 and
∑
ci = 1. One then appeals to a
non-accumulation result to show that the only possibility of ci being
positive is that supp(ηn) ⊂ supp(σi) for infinitely many n’s. One then
verifies that the only i for which such an inclusion is possible is i = 0.
The above strategy is built out of (i) a non-accumulation result and
(ii) a measure classification result. In §3 we prove the non-accumulation
result. In §4 we prove various measure classification results. In §6 we
use the above strategy to prove Theorem 1.3 through Steps 1– 4 which
are described after (2.9).
2.4. Elementary divisors. In this subsection we collect some further
preliminaries that will be needed throughout the paper. We shall use
the following theorem, the proof of which can be found in [SD01, Ap-
pendix Lemma A2, Theorem A1].
Theorem 2.2 (Elementary divisors). Let Σ 6= {0} be a subgroup of
Zm. Then, there is an integer 1 ≤ r ≤ m and positive integers ℓ1 . . . ℓr
such that ℓi|ℓi+1 and such that one can find a basis v1 . . . vm of Z
m for
which ℓ1v1, . . . , ℓrvr form a basis for Σ. Furthermore, the numbers r, ℓi
with this property are unique and are called the rank and the elementary
divisors of Σ with respect to Zm respectively.
The following restatement of Theorem 2.2 will be more convenient
to us.
Lemma 2.3. Consider the action of
(
δ1 0
0 δ2
)
∈ Λ on u ∈ Matn×m(Z)
given by
(
δ1 0
0 δ2
)
u = δ2uδ
−1
1 . Each Λ-orbit in Matn×m(Z) contains an
element of the form
u =

ℓ1 0 . . . 00 . . . 0 . . . 0
0 ℓn . . . 0

 (2.10)
such that the ℓi’s are integers satisfying ℓ1|ℓ2| . . . |ℓn. Moreover, the
integers ℓi are unique up to sign.
5 Note that the assumption that m ≥ 2 is equivalent to Λ being non-trivial.
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Proof. The lemma follows from an application of Theorem 2.2 to the
group Σ generated by the rows of u in Zm. Note that if rank(Σ) = r < n
then the tuple (ℓ1 . . . ℓn) ends with n− r zeros. Note also that the only
case where we cannot require that ℓi ≥ 0 is when n = m and u is an
invertible matrix with negative determinant. 
Let us refer to the tuple (ℓ1, . . . , ℓn) attached to the Λ-orbit of u as
its elementary divisors tuple.
As Definition 1.2 of k-primitivity is invariant under the Λ-action, it
is clear that u is k-primitive if and only if ℓn is coprime to k. For
the proof of Lemma 2.1 we will use the following characterization of
k-primitivity.
Lemma 2.4. The matrix u ∈ Matn×m(Z) is k-primitive if and only if
there exists a matrix γ ∈ SLd(Z) whose bottom n rows coincide with
the n× d matrix
(
u kIn
)
.
Proof. It is straightforward to show that the property described in the
statement of the lemma is also invariant under the action of Λ. It
follows that it is enough to verify the validity of the statement for
matrices u in the form (2.10). Clearly if the elementary divisor ℓn is
not coprime to k, i.e. if u is not k-primitive, then the bottom row of(
u kIn
)
is not a primitive vector in Zd and so the existence of γ as in
the statement is ruled out. If on the other hand u is k-primitive then
the elementary divisors ℓi are all coprime to k. It follows that there
are integers ei, fi so that det
(
ei fi
ℓi k
)
= 1. The determinant of the d× d
matrix
γ
def
=

diag (e1 . . . en) 0 diag (f1 . . . fn)0 In−m 0
diag (ℓ1 . . . ℓn) 0 diag (k . . . k)

 (2.11)
equals
∏n
1 det
(
ei fi
ℓi k
)
= 1 (because after conjugating by a suitable per-
mutation matrix, the matrix γ transforms into a block-diagonal matrix
with diagonal blocks being equal to the
(
ei fi
ℓi k
)
complemented by m−n
1’s). 
2.5. Proof of the Basic Lemma.
Proof of Lemma 2.1. Note that in order to show that a point x = gx0 ∈
Xd lies in Hx0, one needs to show that there exists γ ∈ Γ such that
gγ ∈ H . Let u ∈ Matn×m(Z) be k-primitive and a(k)xk−1u ∈ a(k)Pk
be the corresponding point. By Lemma 2.4 u is k-primitive if and only
if there exists a matrix γ−1 ∈ Γ whose bottom n rows are given by
the rows of the n × d matrix (u kIn). It follows that if we denote by
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Aγ, Bγ, Cγ, Dγ the block components of γ, then
a(k)
(
I 0
k−1u I
)
γ =
(
k−
n
m I 0
u kI
) ( Aγ Bγ
Cγ Dγ
)
=
(
k−
n
mAγ k
−
n
mBγ
0 I
)
. (2.12)
The above equation shows that the point a(k)xk−1u belongs to Hx0 as
desired. 
Remark 2.5. Equation (2.12) (which is an analogous to (2.3)), is
fundamental for our discussion and deserves some attention. We note
two things:
(1) Let u be k-primitive and suppose γ solves (2.12). By consider-
ing determinants we see that Aγ ∈ Matm(Z) must have determi-
nant kn. This means that when considered as a lattice in Rm,
π3(a(k)xk−1u) equals k
− n
mAγZ
m, and up to homothety equals
AγZ
m which is a subgroup of index kn of Zm. In Lemma 6.1
we show that the collection {π3(a(k)xk−1u) : u is k-primitive}
consists of all such lattices of a given Hecke-type (see Definition
5.1 for terminology).
(2) Assume again that u is k-primitive and that γ solves (2.12).
The first m columns of γ form a basis for the discrete group of
rank m which we denote by Λ(u,k), consisting of integer vectors
in the orthocomplement of the linear space spanned by the rows
of the n× d matrix
(
u kI
)
. It follows that π3(a(k)xk−1u), as a
lattice in Rm, is (up to homothety) the projection of Λ(u,k) onto
the copy of Rm given by the first m-coordinates. This is what
furnishes the link with Schmidt’s theorem and its strengthening
given in Theorem 1.4.
Remark 2.6. Let yk → ∞ be given. By Lemma 2.1 a(yk)Pk =
a(yk/k)a(k)Pk ⊂ a(yk/k)Hx0. Thus, if we set yk = k
α for some positive
α, then we obtain that a(kα)Pk ⊂ a(k
α−1)Hx0. In the case α > 1, the
collection a(kα)Pk is therefore contained in the uniformly divergent
periodic orbit a(kα−1)Hx0, and in particular, the sequence of mea-
sures a(kα)∗µk converges to the zero measure on Xd. In case α < 1,
the collection a(kα)Pk is therefore contained in the equidistributing
periodic orbit a(kα−1)Hx0. It turns out that one can prove an ana-
logue of Theorem 1.3 in this context and show that for 0 < α < 1,
a˜(kα)∗µ˜k
w∗
→ mUx0 × mXd (for any m ≥ n ≥ 1 including the case
n = m = 1). This analysis is non-trivial and we plan on elaborating
on this in a future manuscript.
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3. Non-accumulation
Our goal in this section is to prove a certain non-accumulation result
– Theorem 3.1 – that will be used in various steps in the proof of
Theorem 1.3. Although we do not aim at greatest generality, we still
choose to state and prove the results in a somewhat abstract setting
(if only to isolate the necessary features that are needed for the result
to hold). To this end, in this section (and in it only) we abandon the
notation presented so far and assume the following: Let G be a real
Lie group, let Γ < G be a lattice, and let Λ, L < G be closed subgroups
with Λ being discrete and generated by finitely many Ad-unipotent
elements. Assume furthermore that there is a decomposition
Lie(G) = Lie(L)⊕W (3.1)
such that W is invariant under the action of Λ via the adjoint repre-
sentation. Let X = G/Γ and z ∈ X be a point such that the orbit Lz
is periodic and Λ-invariant.
Theorem 3.1 (Non-accumulation). Let G,Γ,Λ, L, z,W and X be as
above and assume that the Λ-representation on W does not contain any
fixed vectors. Let Pk ⊂ X be a sequence of finite Λ-invariant sets and
µk the normalized counting measure on Pk. If Pk ∩ Lz = ∅ for all k
then any weak∗ accumulation point σ of {µk}
∞
k=1 satisfies σ(Lz) = 0.
Below we use the absolute value symbol | · | to denote the usual ab-
solute value of a real number as well as the Lebesgue measure of a set
and the cardinality of a finite set. This should not cause any confu-
sion. In the proof of Theorem 3.1 we will need to use some elementary
properties of polynomials which we now recall. The following lemma
may be found at [KSS02, Proposition 3.2.2].
Lemma 3.2. For any degree d there exist a constant cd > 0 such that
for any polynomial p : R→ R of degree bounded by d, for any interval
I ⊂ R we have that if ρ = max {|p(x)| : x ∈ I} then for any 0 < ǫ ≤ ρ
| {x ∈ I : |p(x)| ≤ ǫ} |
|I|
≤ cd
(
ǫ
ρ
) 1
d
. (3.2)
We deduce the following integer value version of this lemma.
Lemma 3.3. For any degree d there exist a constant cd > 0 such that
for any polynomial p : N→ R of degree bounded by d, for any interval
J ⊂ N we have that if ρ = max {|p(n)| : n ∈ J} then for any 0 < ǫ ≤ ρ
| {n ∈ J : |p(n)| ≤ ǫ} |
|J |
≤ cd
(
ǫ
ρ
) 1
d
+
d
|J |
. (3.3)
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Proof. Let I ⊂ R denote the real interval defined as the convex hull of
J . For ǫ > 0 let Iǫ
def
= {x ∈ I : |p(x)| ≤ ǫ} and Jǫ
def
= {n ∈ J : |p(n)| ≤ ǫ}.
The set Iǫ is a disjoint union of finitely many closed intervals Iǫ,ℓ for
ℓ = 1...k. We have that
|Jǫ| =|Iǫ ∩ Z| =
∑
ℓ
|Iǫ,ℓ ∩ Z|
=
∑
ℓ:|Iǫ,ℓ∩Z|=1
1 +
∑
ℓ:|Iǫ,ℓ∩Z|>1
|Iǫ,ℓ ∩ Z|
≤d+
∑
ℓ:|Iǫ,ℓ∩Z|>1
2|Iǫ,ℓ| ≤ d+ 2Iǫ,
where we used that if Iǫ,ℓ contains more than one integer then
|Iǫ,ℓ ∩ Z| ≤ 2|Iǫ,ℓ|,
and also, the number of ℓ’s for which Iǫ,ℓ contains a single integer is
bounded by the degree d of the polynomial because between each such
two intervals there must be a zero of the derivative.
The inequality (3.3) now follows from (3.2) (with a slightly bigger
constant cd). 
Proof of Theorem 3.1. Let σ be a weak∗ accumulation point as in the
statement. Let Ω1 ⊂ X be a compact set. We will show that for K1
def
=
Ω1 ∩Lz one has σ(K1) = 0. This is enough as Lz is a countable union
of such sets. Choose some norm on Lie(G) and denote by BWǫ the ball
of radius ǫ around 0 inW . Choose an open set Ω˜1 and a compact set Ω2
such that (i) Ω1 ⊂ Ω˜1 ⊂ Ω2, (ii) Ω˜1∩
(
expBW1 · (X r Ω2)
)
= ∅; in other
words, Ω2 is big enough so that one cannot reach Ω˜1 by acting on points
outside of Ω2 by elements of the form expw, where w ∈ W is of norm
≤ 1. Let K˜1
def
= Ω˜1∩Lz and K2
def
= Ω2∩Lz and for any ǫ > 0 any subset
F ⊂ Lz denote T (ǫ, F )
def
= {exp(w)x : x ∈ F,w ∈ W , and ‖w‖ ≤ ǫ}
the ǫ-tube around F .
There exist 0 < ǫ0 < 1/2 small enough so that the map (w, x) 7→
exp(w)x from BWǫ0 × K2 → T (ǫ0, K2) is a homeomorphism onto its
image. This gives a natural coordinate system on the ǫ0-tube around
K2; we denote for y ∈ T (ǫ0, K2) by wy ∈ B
W
ǫ0
the W -coordinate and by
xy ∈ Lz the orbit-coordinate so that the identity y = exp(wy)xy holds
for y ∈ T (ǫ0, K2).
Let u1, . . . , ur ∈ Λ be Ad-unipotent elements that generate Λ. Let
0 ≤ ǫ < ǫ0 and set
Sj(ǫ, K˜1)
def
=
{
y ∈ T (ǫ, K˜1) : Aduj (wy) 6= wy
}
,
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j = 1 . . . r, so that T (ǫ, K˜1) r K˜1 = ∪
r
1Sj(ǫ, K˜1). The inclusion ⊃ is
clear. The other inclusion holds because Λ is generated by the uj’s
and W contains no Λ-fixed non-zero vectors. We will find a function
ψ(ǫ)→ǫ→0 0 such that for any j
|Pk ∩ Sj(ǫ, K˜1)|
|Pk|
≤ ψ(ǫ) for any k . (3.4)
Since Pk ∩ Lz = ∅ this implies that
|Pk ∩ T (ǫ, K˜1)|
|Pk|
≤
r∑
1
|Pk ∩ Sj(ǫ, K˜1)|
|Pk|
≤ rψ(ǫ)→ǫ→0 0.
In turn, this implies that σ(K1) = 0 as desired because T (ǫ, K˜1) is an
open set containing the compact set K1.
To this end, fix 1 ≤ j ≤ r and denote for each y ∈ Sj(ǫ, K˜1),
py(n)
def
=
∥∥∥Adnuj (wy)∥∥∥2 .
Note that as uj is Ad-unipotent it follows that (for an appropriate
choice of a norm ‖·‖), py(n) is a non-constant polynomial in n of de-
gree ≤ d for some integer d depending on dimG only. Let us use the
following notation
• ny
def
= max {n ≥ 0 : py(k) ≤ ǫ
2
0 for 0 ≤ k ≤ n}.
• Jy
def
= [0, ny] ∩ Z.
• Vy
def
=
{
unj y : n ∈ Jy
}
.
• M
def
= maxj=1...r
∥∥∥Ad±1uj ∥∥∥.
Observe that ny is finite as py(n) is non-constant. We will shortly show
that the following properties hold for y, y1, y2 ∈ Sj(ǫ, K˜1).
(1) Vy1 ∩ Vy2 6= ∅ =⇒ Vy1 ⊂ Vy2 or Vy2 ⊂ Vy1.
(2) Vy ∩ Sj(ǫ, K˜1) ⊂
{
unj y : py(n) ≤ ǫ
2
}
.
(3) py(ny) ≥ (
ǫ0
M
)2.
(4) |Jy| ≥ log(
ǫ0
ǫ
)/ logM.
We now conclude the proof using properties (1)-(4). Given any k, we
choose a finite collection {yi} ⊂ Pk ∩ Sj(ǫ, K˜1) so that the Vyi’s are
maximal with respect to inclusion among
{
Vy : y ∈ Pk ∩ Sj(ǫ, K˜1)
}
,
and such that Pk ∩Sj(ǫ, K˜1) ⊂
⋃
i Vyi . By property (1) we deduce that
the Vyi’s are disjoint. Since Vyi ⊂ Pk, we deduce that
∑
i
|Jyi |
|Pk|
≤ 1. It
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follows that
|Pk ∩ Sj(ǫ, K˜1)|
|Pk|
=
| ∪i Vyi ∩ Sj(ǫ, K˜1)|
|Pk|
≤
∑
i
|Jyi|
|Pk|
·
|Vyi ∩ Sj(ǫ, K˜1)|
|Jyi|
by (2)
≤
∑
i
|Jyi|
|Pk|
·
| {n ∈ Jyi : pyi(n) ≤ ǫ
2} |
|Jyi|
by (3),(4) and (3.3)
≤ cd
(
ǫ
ǫ0/M
)2/d
+
d
log( ǫ0
ǫ
)/ logM
.
As this last expression goes to 0 as ǫ → 0 we conclude that (3.4)
holds with this last expression as ψ(ǫ). It remains to verify the validity
of (1)-(4).
(1). Assume y1, y2 ∈ Sj(ǫ,K1) are such that Vy1 ∩ Vy2 6= ∅; that is,
there exists ni ∈ Jyi such that u
n1
j y1 = u
n2
j y2. Assume without loss
of generality that n2 ≤ n1 and so u
n1−n2
j y1 = y2 and n1 − n2 ∈ Jy1.
Following the definitions we see that Vy2 ⊂ Vy1 as desired.
(2). Let y ∈ Sj(ǫ, K˜1) and assume n ∈ Jy is such that py(n) > ǫ
2
so that we know that ǫ <
∥∥∥Adnuj (wy)∥∥∥ ≤ ǫ0. We need to show that
unj y /∈ Sj(ǫ, K˜1). We have that
unj y = u
n
j exp(wy)u
−n
j u
n
j xy = exp
(
Adnuj(wy)
)
unj xy. (3.5)
If unj xy /∈ Ω2 then (3.5) implies that u
n
j y ∈ expB
W
ǫ0
(X r Ω2) which
is disjoint from T (ǫ0, K˜1) by choice of Ω2. So in particular, u
n
j y /∈
Sj(ǫ, K˜1). If on the other hand u
n
j xy ∈ Ω2, then as u
n
j xy ∈ Lz (because
Lz is Λ-invariant), we deduce that unj xy ∈ K2 which in turn implies
by (3.5) that unj y ∈ T (ǫ0, K2) and the orbit and W coordinates of u
n
j y
are given by Adnuj (wy) and u
n
j xy respectively. By the lower bound on
the W -coordinate we deduce that unj y /∈ T (ǫ,K2) and in particular,
unj y /∈ Sj(ǫ, K˜1).
(3). We have that ǫ0 ≤
∥∥∥Adny+1uj (wy)∥∥∥ ≤M√py(ny).
(4). Similarly ǫ0 ≤
∥∥∥Adny+1uj (wy)∥∥∥ ≤Mny+1ǫ.

Corollary 3.4. The conclusion of Theorem 3.1 remains valid if the
assumption Pk ∩ Lz = ∅ is relaxed to
|Pk∩Lz|
|Pk|
→ 0 as k →∞.
Proof. We split µk = (1−αk)µ
1
k+αkµ
2
k with µ
i
k, i = 1, 2 being the nor-
malized counting measures on PkrLz and Pk∩Lz respectively. In this
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case αk =
|Pk∩Lz|
|Pk|
→ 0 as k → ∞ by assumption and so the accumu-
lation points of µk are the same as those of µ
1
k for which Theorem 3.1
applies. 
4. Λ-invariance and measure classifications
In this section we will show that all the measures appearing in our
discussions are invariant under a certain group Λ. We will then classify
all the Λ-invariant and ergodic probability measures in certain situa-
tions. This will serve us in the proof of Theorem 1.3 along the lines
described in §2.3.
4.1. Invariance. We return to use the notation introduced in §1, §2.
In particular, recall that the subgroup Λ ≃ SLm(Z)×SLn(Z) < SLd(Z)
is defined by
Λ
def
=
{(
δ1 0
0 δ2
)
: δ1 ∈ SLm(Z), δ2 ∈ SLn(Z)
}
. (4.1)
Further, let Λ∆ < G×G denote the diagonal embedding of Λ in G×G.
Lemma 4.1. The following periodic orbits in either Xd or Xd × Xd
and probability measures supported on them are Λ-invariant or Λ∆-
invariant respectively.
(1) The periodic orbit Ux0 and the measures mUx0 , {µk : k ∈ Z>0}.
(2) The periodic orbit Hx0 and the measuresmHx0, {a(k)∗µk : k ∈ Z>0}.
(3) The periodic orbit V x0 and the measure mV x0.
(4) The periodic orbit Xm and the measures mXm,{νk : k ∈ Z>0} .
(5) The periodic orbit Ux0 ×Hx0 and the measures mUx0 ×mHx0,
{a˜(k)∗µ˜k : k ∈ Z>0}.
(6) The periodic orbit Ux0 × V x0 and the measure mUx0 ×mV x0.
Proof. The Λ-action on Ux0, Hx0 and Xm are given by(
δ1 0
0 δ2
)
( I 0
u I ) x0 =
(
I 0
δ2uδ
−1
1 I
)
x0. (4.2)(
δ1 0
0 δ2
)
( h v0 I ) x0 =
(
δ1h δ1vδ
−1
2
0 I
)
x0. (4.3)(
δ1 0
0 δ2
)
( h 00 I )x0 =
(
δ1h 0
0 I
)
x0.
The Λ-action on V x0 is given by a similar formula. This shows that
the corresponding periodic orbits are indeed Λ-invariant. Also, as con-
jugation by Λ fixes the volume form on the groups giving rise to these
periodic orbits, the Haar measures on these periodic orbits are pre-
served.
The measures µ˜k are Λ∆-invariant because it follows from (4.2) and
Definition 1.2 that P˜k is Λ∆-invariant. In turn, because the Λ∆-action
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on Xd ×Xd commutes with that of a˜(k), we conclude that a˜(k)∗µ˜k is
Λ∆-invariant. Similarly a(k)∗µk is Λ-invariant. The invariance of the
measure νk now follows from that of µk as the projection π3 in (2.9)
intertwines the Λ-actions on Hx0 and Xm. 
4.2. Rationality issues. We will need the following lemmas in order
to establish various rationality statements when classifying measures.
These rationality statements are important to us because they imply
the countability of the measures we classify in each discussion. This
countability is used later along the lines described in §2.3.
Lemma 4.2. Let N be an integer and let λ ∈ SLN(Z) be matrix acting
naturally on the torus TN = RN/ZN . Assume that all the eigenvalues
of λ are not roots of unity. Then, if w ∈ TN has a finite λ-orbit then
w is a rational point (that is, any vector representing it is rational).
Proof. Assume that λjw = w. If w ∈ RN projects to w then this
means that there is an integer vector e such that λjw = w + e or said
otherwise (λj − I)w = e. By assumption λj − I is invertible and its
inverse is a rational matrix so w = (λj − I)−1e is rational as well. 
We recall the definition of the commensurator group: Let G′ be a
topological group and Γ′ < G′ a closed subgroup. Let commG′(Γ
′)
def
=
{g ∈ G′ : gΓ′g−1,Γ′ are commensurable} .
Lemma 4.3. Let G′ be a topological group and Γ′,Λ′ closed subgroups.
(1) Let g ∈ G′ and q ∈ commG′(Γ
′). Then, if the orbit ΛgΓ′ ⊂
G′/Γ′ is finite, then so is ΛgqΓ′.
(2) If Γ′ < G′ is a lattice then q ∈ commG′(Γ
′) if and only the orbit
of Γ′gΓ′ ⊂ G′/Γ′ is finite.
Proof. (1). Note that Λ′gΓ′ ⊂ G′/Γ′ is finite if and only if StabΛ′ gΓ
′ =
Λ′ ∩ gΓ′g−1 < Λ′ is of finite index. As q ∈ commG′(Γ
′) we deduce that
the intersection gqΓ′q−1g−1 ∩ gΓ′g−1 is of finite index in both groups.
In particular, Λ′∩gqΓ′q−1g−1 < Λ′ is of finite index. Arguing in reverse
this implies now that Λ′gqΓ′ ⊂ G′/Γ′ is finite.
(2). One direction of implication follows by applying part (1) to
Λ′ = Γ′. In the other direction, if the orbit Γ′qΓ′ is finite then as
before, this implies that the group StabΓ′ qΓ
′ = Γ′ ∩ qΓ′q−1 is of finite
index in Γ′. In particular, it is a lattice in G′, which forces its index in
qΓ′q−1 to be finite as well; i.e. q ∈ commG′(Γ
′). 
Lemma 4.4. If ( g v0 I )x0 has a finite Λ-orbit then
g ∈ commSLm(R)(SLm(Z)) and v is rational.
A similar statement holds for
(
g 0
u I
)
x0.
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Proof. We prove the first statement. The second statement follows
by applying the involution on Xd induced by the transpose inverse
operation. Assume that Λ ( g v0 I )x0 is finite. Projecting to Xm
∼=
SLm(R)/ SLm(Z) we deduce by Lemma 4.3(2) that
g ∈ CommSLm(R)(SLm(Z)).
In turn, this implies that q =
(
g 0
0 I
)
∈ commG(SLd(Z)). It now follows
from Lemma 4.3(1) that Λ ( g v0 I ) q
−1x0 = Λ ( I v0 I )x0 is finite as well.
Thus we have reduced the discussion to the situation where g = I.
We now identify V x0 with the torus R
N/ZN withN = m·n and apply
Lemma 4.2 to conclude that v is rational. Indeed it is straightforward
to verify the existence of λ ∈ Λ that acts on RN without roots of unity
as eigenvalues. 
4.3. Measure classifications in general.
Theorem 4.5. Let µ be a Λ-invariant and ergodic probability measure
on Xd. Then there exists an intermediate subgroup Λ < L < G and
a periodic L-orbit Lx ⊂ Xd, such that µ is the L-invariant probability
measure mLx.
This theorem is a particular case of a more general measure clas-
sification by Shah [Sha98] which uses and generalizes Ratner’s mea-
sure classification theorem [Ra91a], [Ra91b]. It is applicable since
Λ = SLm(Z) × SLn(Z) is generated by unipotent elements. In fact,
because Λ is a lattice in a semisimple Lie subgroup of G with no com-
pact factors, using the suspension technique [Wit94, Corollary 5.8] it
is straightforward to deduce Theorem 4.5 directly from Ratner’s mea-
sure classification theorem for the actions of semisimple groups without
compact factors (for a simplified proof for this case see [Ein06]).
For a closed subgroup L < G we denote by L◦ the connected com-
ponent of the identity of L. We have the following corollary which will
be more convenient for us.
Corollary 4.6. Let µ be a Λ-invariant and ergodic probability measure
on Xd and let L, x be the group and the point that arise by applying
Theorem 4.5 so that µ = mLx. Then there exist x1 . . . xN ∈ Lx such
that Lx =
⊔N
i=1 L
◦xi, each orbit L
◦xi is periodic, Λ acts transitively by
permuting the collection of orbits {L◦xi}, and µ =
1
N
∑N
1 mL◦xi.
Proof. As L◦ E L is open and closed, the orbit Lx decomposes into
a union of (relatively) open and closed L◦-orbits. As µ is finite, this
decomposition is finite Lx =
⊔N
i=1 L
◦xi. As L
◦ is a normal subgroup of
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L, Λ acts on the L◦-orbits by permuting them. Moreover, the ergod-
icity assumption implies that this action is transitive. It follows that
µ(L◦xi) = N
−1 and the formula µ = 1
N
∑N
1 mL◦xi follows. 
For convenience of reference we also state the following elementary
lemma whose proof we omit.
Lemma 4.7. Let F1, F2 be closed subgroups of G and x ∈ Xd. If
F1x ⊂ F2x then F
◦
1 ⊂ F2.
The rest of this section is devoted to classifying Λ-invariant and
ergodic measures in various situations that will be encountered in the
course of the proof of Theorem 1.3.
4.4. Measures supported in Ux0. Let us define
Tork(Ux0)
def
= {xk−1u ∈ Ux0 : u ∈ Matn×m(Z)} . (4.4)
Lemma 4.8. The ergodic Λ-invariant probability measures on Ux0 are
exactly the normalized counting measures on finite Λ-orbits and mUx0.
Moreover, any finite Λ-orbit is contained in Tork(Ux0) for some posi-
tive integer k.
Proof. Let6 µ be an ergodic Λ-invariant measure supported in the orbit
Ux0. Applying Theorem 4.5 we conclude the existence of a closed
subgroup Λ < L < G such that µ is the L-invariant probability measure
supported on a periodic L-orbit. Applying Lemma 4.7 we conclude that
L◦ < U . Viewing L◦ as a subspace of Matn×m(R) ∼= U , the fact that
Λ normalizes L◦ translates into this subspace being invariant under
the linear representation of Λ on Matn×m(R) (here ( A 00 D ) ∈ SLm(R)×
SLn(R) acts on u ∈ Matn×m(R) by DuA
−1). As this representation of
SLm(R) × SLn(R) is irreducible and Λ is Zariski dense in the former
group, we deduce that L◦ is either the trivial group or U .
If L◦ = U then clearly µ = mUx0 . If L
◦ is trivial, an application
of Corollary 4.6 gives that µ is the normalized counting measure on a
finite Λ-orbit Λxu ⊂ Ux0. Lemma 4.4 implies now that u is in fact
a rational matrix. If k is a common denominator for its entries then
xu ∈ Tork(Ux0) as desired. 
6Lemma 4.8 could be proved using Fourier arguments but we choose to appeal
to Theorem 4.5 as this is more compatible with the later arguments. Furthermore,
this is by no means a new result and the proof is included for expository reasons.
For a similar argument see for example [Wit94, Example 5.9].
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4.5. Measures supported in Hx0. Our next objective is to classify
the Λ-invariant ergodic probability measures supported in Hx0. By
Theorem 4.5 and Corollary 4.6 such a measure is always of the form
1
N
∑
mLxi , where L < G is a closed connected subgroup normalized
by Λ. As Lxi ⊂ Hx0 and L is connected we conclude from Lemma 4.7
that L < H . We have the following classification of groups.
Lemma 4.9. Let L < H be a closed connected subgroup normalized by
Λ. Then there are four possibilities
(1) L = {e},
(2) L = V = {( I v0 I ) : v ∈ Matm×n(R)} ,
(3) L = SLm(R) = {( h 00 I ) : h ∈ SLm(R)} ,
(4) L = H.
Proof. Consider the projection of L in the simple group SLm(R) =
H/V . As L is normalized by Λ, this projection is a connected subgroup
normalized by SLm(Z) and by Zariski density we deduce that it is a
connected normal subgroup. It therefore follows that this projection
is either trivial or SLm(R). In the first case, L < V . As the adjoint
action of Λ on the Lie algebra of V (which is isomorphic to V itself) is
irreducible, it follows that either L = V or L is the trivial group.
Assume then that the projection of L is onto and consider the sub-
group V ′ = L∩V which is normalized by Λ. The same irreducibility ar-
gument as before implies that either V ′ = V or V ′ is trivial. In the first
case L = H . In the second case the projection of L onto H/V must also
be injective so there exists a map ψ : SLm(R)→ Matm×n(R) such that
L =
{(
g ψ(g)
0 I
)
: g ∈ SLm(R)
}
. If λ = ( δ 00 I ) ∈ Λ then λ
(
δ ψ(δ)
0 I
)
λ−1 =(
δ δψ(δ)
0 I
)
∈ L so that δψ(δ) = ψ(δ). By Zariski density we deduce that
this formula holds for any δ ∈ SLm(R). In turn, if 1 is not an eigenvalue
of δ, this implies that the columns of ψ(δ) must be zero. Continuity
now gives that ψ vanishes and so L is the standard copy of SLm(R) in
H . 
In light of Lemma 4.9 it makes sense to make (for the sake of the
current discussion), the following
Definition 4.10. We say that a Λ-invariant and ergodic measure on
Hx0 is of type (1)–(4) according to which one of the four groups that
appear in Lemma 4.9 is attached to it.
Corollary 4.11. The following is a classification of the Λ-invariant
and ergodic probability measures on Hx0.
(1) Measures of type (1) are simply normalized counting measures
on a (necessarily finite) Λ-orbit of a point of the form ( h v0 I ) x0,
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where h ∈ commSLm(R)(SLm(Z)) and v is rational. If such a
measure projects to δx0 under (π3)∗ then we can choose h = I.
(2) Measures of type (2) are of the form 1
N
∑N
i=1mV xi, where {xi}
is the Λ-orbit of x1 = ( h 00 I ) x0, where h ∈ commSLm(R)(SLm(Z)).
There is only one such measure that projects to δx0 and that is
mV x0.
(3) Measures of type (3) are of the form 1
N
∑N
1 mSLm(R)xi, where
xi =
(
I vi
0 I
)
x0 and the vi’s are rational. All such measures
project under (π3)∗ to mXm .
(4) There is only one measure of type (4), namely mHx0 and it
projects under (π3)∗ to mXm .
Proof. Let µ denote a Λ-invariant and ergodic probability measure on
Hx0 and present it as µ =
1
N
∑N
1 mLxi with L connected and deter-
mining the type as explained above. We prove statements (1)–(3) as
(4) is clear.
(1). If µ is of type (1) we deduce from the ergodicity that {xi}
N
1
forms a finite Λ-orbit and Lemma 4.4 gives the commensurability and
rationality statements. The statement regarding the projection is clear.
(2). Suppose µ is of type (2) and write xi =
(
hi vi
0 I
)
x0. Using the
V -invariance we may assume without loss of generality that vi = 0
and so π3(xi) = xi. Then (π3)∗µ =
1
N
∑N
1 δxi is a finitely supported Λ-
invariant and ergodic measure and so the xi’s form an orbit. Lemma 4.4
gives now that h1 ∈ commSLm(R)(SLm(Z)) as required.
(3). Assume µ is of type (3). As the periodic orbits SLm(R)xi are closed
and the SLm(R) orbits are transverse to the V -orbits (all of which are
periodic in Hx0), we deduce that the intersection supp(µ)∩V x0, which
is Λ-invariant and closed, is finite. Lemma 4.4 now implies that the
points xi which without loss of generality might be assumed to belong
to supp(µ) ∩ V x0, have rational representatives. 
4.6. Measures supported in Ux0 ×Hx0.
Theorem 4.12. The only Λ∆-invariant probability measure on Ux0 ×
Hx0 which projects under π1 and π2 to mUx0, mHx0 respectively, is the
product measure mUx0 ×mHx0.
Proof. Let u ∈ Λ be a unipotent element that belongs to the subgroup
SLm(Z) < Λ (such an element always exists as m ≥ 2). Note the
following two facts
(1) The action of u on (Hx0,mHx0) is mixing by the Howe-Moore
theorem applied to the action of SLm(R).
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(2) The action of u on the torus Tn×m ∼= Ux0 is by a unipotent
automorphism and so the ergodic components of mUx0 with
respect to the action of u are minimal rotation on compact
abelian groups.
The theorem now follows from the following two lemmas. 
Lemma 4.13 (cf. [Gla03, Theorem 6.27]). Let (X, µ, u), (Y, ν, u) be
two dynamical systems. If (X, µ, u) is a minimal rotation on a compact
abelian group and (Y, ν, u) is mixing, then the two systems are disjoint.
Lemma 4.14. Let (X, µ, u), (Y, ν, u) be two dynamical systems such
that ν is ergodic and let µ =
∫
µxdµ(x), be the ergodic decomposition
of µ . Then, if for µ-a.e x the systems (X, µx, u), (Y, ν, u) are disjoint,
then (X, µ, u), (Y, ν, u) are disjoint as well.
We give both proofs for the sake of completeness.
Proof of Lemma 4.13. Let η be a joining of µ, ν. As η is a joining,
the projections pX : (X × Y, η) → (X, µ), pY : (X × Y, η) → (Y, ν)
induce injections of the L2-spaces; that is, the Hilbert spaces HX
def
=
L2(X, µ),HY
def
= L2(Y, ν) are isometrically embedded in H
def
= L2(X ×
Y, η). We denote by H0,H0X ,H
0
Y the subspaces orthogonal to the con-
stant functions in each of the spaces. Showing that η is the product
measure is the same as showing that the two subspaces H0X ,H
0
Y of
H0 are orthogonal. For this, note that the mixing assumption for the
u-action on (Y, ν) is equivalent to saying that for each v ∈ H0Y the
sequence T nu v converges weakly to 0, where we write Tu for the unitary
operator on H induced by the u-action. If the two subspaces are not
orthogonal, then there exists a vector 0 6= v ∈ H0Y that has a non-trivial
projection to H0X . Let us denote this projection of v by w ∈ H
0
X . We
claim that T nuw must converge weakly to 0 as well. This simply follows
from the fact that the projection commutes with Tu as the subspace
we project on is Tu-invariant and Tu is unitary. However, as (X, µ, u)
is isomorphic to a minimal rotation on a compact group there exists
an integer sequence nk → ∞ such that T
nk
u w → w as k → ∞. This
contradiction implies the lemma. 
Proof of Lemma 4.14. Let η be a joining of µ, ν and let
η =
∫
η(x,y)dη(x, y)
be the ergodic decomposition of η. Let pX , pY denote the projec-
tions from X × Y to X, Y respectively. For η-a.e (x, y) we have that
(pY )∗η(x,y) is an ergodic u-invariant probability measure on Y and as
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η projects to ν we deduce that ν =
∫
(pY )∗η(x,y)dη(x, y). Since ν is
ergodic we conclude that ν = (pY )∗η(x,y) for η-almost any (x, y). By a
similar reasoning one can argue that for η-a.e (x, y) (pX)∗η(x,y) = µx.
It follows that for η-almost any (x, y) the ergodic component η(x,y) is
a joining of µx and ν and therefore by our disjointness assumption we
have η(x,y) = µx × ν for η-almost any pair (x, y). This implies the
lemma.

4.7. Measures supported in Ux0 × V x0. We will use the following
notation in the special case wherem = n = 2. Let us denote by u 7→ u#
the linear isomorphism of Mat2(R) given by ( a bc d )
#
=
(
d −c
−b a
)
. For co-
prime integers p, q we denote
Lp,q
def
=
{((
I 0
pu I
)
,
(
I qu#
0 I
))
: u ∈ Mat2(R)
}
< U × V. (4.5)
Theorem 4.15. Assume n = m. Let η be a Λ∆-invariant and ergodic
probability measure supported on Ux0×V x0 and suppose that (π1)∗η =
mUx0, (π2)∗η = mV x0. Then η = mUx0 ×mV x0, or n = 2 and η =
1
N
∑N
1 mLp,q(xi,yi), where p, q are co-prime integers and the points xi, yi
may be chosen to have rational matrix representatives.
Proof. We abuse notation and write Λ for Λ∆. We identify Ux0 × V x0
with the product torus Tn
2
× Tn
2
and recall that the Λ = SLn(Z) ×
SLn(Z)-action on it is induced by the Λ-representation on Matn(R)×
Matn(R) given by (see (4.2), (4.3)),
(δ1, δ2)(u,v) = (δ2uδ
−1
1 , δ1vδ
−1
2 ). (4.6)
As Λ is generated by unipotents, a suitable application of Theo-
rem 4.5 implies that there exists a Λ-invariant subspaceW ⊂ Matn(R)×
Matn(R) and finitely many periodic orbits {W (ui,vi)}
N
1 ⊂ T
n2 × Tn
2
such that η = 1
N
∑N
1 mW (ui,vi). From our assumption that η is a joining
of mUx0 and mV x0 we conclude that W projects onto Matn(R) under
both left and right projections.
We will need the following general representation theoretic lemma.
Its proof is straightforward and left to the reader.
Lemma 4.16. Let ρi for i = 1, 2 be two irreducible representations
of a group Λ on the vector spaces Vi and let ρ = ρ1 ⊕ ρ2. If {0}  
W  V1 ⊕ V2 is a Λ-invariant subspace, then either W = V1 × {0}, or
W = {0} × V2, or there is an isomorphism ϕ : (V1, ρ1) → (V2, ρ2) of
Λ-representations such that W = {(v, ϕ(v)) : v ∈ V1}.
We apply this Lemma with V1 = V2 = Matn(R), with the representa-
tions ρi of Λ which are given by restricting to left and right coordinates
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of the formula (4.6), and with W being the subspace identified above
which is attached to η. If W is the whole space then η =mUx0×mV x0.
Otherwise, we deduce from the lemma (and the fact that W projects
onto each factor), the existence of the isomorphism ϕ. Then, apply-
ing (4.6) to the diagonal copy of SLn(Z) in Λ, we deduce that the
image of the line {sI : s ∈ R} ⊂ V1 must be stable under conjuga-
tion by every element of SLn(Z), which implies that this line must
be mapped to itself. Therefore, there exists a scalar ρϕ such that
ϕ(I) = ρϕI. It then follows from (4.6) that the restriction of ϕ to the
set {sδ : s ∈ R, δ ∈ SLn(Z)} is given by the formula
ϕ(sδ) = ρϕsδ
−1. (4.7)
For n > 2 this is not a linear map and so the existence of ϕ is ruled
out and so indeed η =mUx0 ×mV x0 as claimed.
In the case n = 2 on the other hand, formula (4.7) is given by
u = ( a bc d )
ϕ
−→ ρϕ
(
d −b
−c a
)
= ρϕu
#, (4.8)
which is linear, and by Zariski density, this must be the formula for ϕ
on V1 = Mat2(R). By the above lemma we have that
W =
{(
u, ρϕu
#
)
: u ∈ Matn(R)
}
and since it has periodic orbits in Tn
2
× Tn
2
, ρϕ must be rational, say
ρϕ = p/q for some co-prime integers p, q. Under our identifications W
corresponds to to the subgroup Lp,q from (4.5).
Finally, we need to justify the rationality of the points (ui,vi). Con-
sider the action of Λ on the quotient torus Tn
2
× Tn
2
/W which we
identify with the standard torus TN for a suitable N . The measure
η projects there to a finitely supported Λ-invariant measure. It is
straightforward to show the existence of λ ∈ Λ which acts on RN ∼=
Matn×Matn /W without roots of unity as eigenvalues and therefore
by Lemma 4.2 we conclude the rationality of the images of (ui,vi) in
TN and in turn the desired rationality before projecting (because W is
a rational space). 
5. Hecke friends
5.1. Hecke friends. For any positive integer ℓ and an m-dimensional
lattice x ∈ Xm we define the set of ℓ-Hecke friends of x to be the
collection of lattices{
ℓ−
1
m∆ : ∆ is a subgroup of index ℓ of x
}
⊂ Xm.
Clearly, it is enough to understand the collection of ℓ-Hecke friends of
Zm, for if x = hZm for some h ∈ SLm(R), then the collection of ℓ-Hecke
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friends of x is simply the image under h of the corresponding collection
for Zm.
Given a subgroup ∆ < Zm of index ℓ, we choose u ∈ Matm(Z) whose
columns form a basis for ∆ and with detu > 0. By Lemma 2.3 (and its
proof) there is a unique positive elementary divisors tuple (ℓ1 . . . ℓm)
attached to it. Consequently, ℓ =
∏m
1 ℓi. It is straightforward to show
that the tuple does not depend on the choice of u and so we make the
following.
Definition 5.1. Given an ℓ-Hecke friend of Zm, we define its Hecke-
type to be the corresponding m-tuple of elementary divisors.
The above discussion could be restated as follows.
Lemma 5.2. The collection of ℓ-Hecke friends of Zm is partitioned
into SLm(Z)-orbits in the following way
{ℓ-Hecke friends of Zm} =
⊔
(ℓ1...ℓm)
SLm(Z) diag (ℓ1, . . . , ℓm)Z
m,
where the union is taken over the ℓ-Hecke-types; that is, all positive
tuples (ℓ1 . . . ℓm) such that ℓi|ℓi+1 and
∏m
1 ℓi = ℓ.
The following equidistribution result will be needed in the proof of
Theorem 1.3.
Theorem 5.3. Let {(ℓi1 . . . ℓim)}
∞
i=1 be a sequence of types of ℓi-Hecke
friends of Zm, where ℓi
def
=
∏m
j=1 ℓij, and let νi denote the normalized
counting measure supported on the collection of ℓi-Hecke friends of Z
m
of type (ℓi1 . . . ℓim). Then νi
w∗
→mXm if and only if
ℓim
ℓi1
−→∞.
Proof. This theorem follows from [COU01]. More conveniently, it is
a special case of [EO06, Theorem 1.2]. This result states that for
qi ∈ GLm(Q), the normalized counting measure on the (finite) orbit
1
(det qi)1/m
SLm(Z)qZ
m equidistribute to mXm once deg qi → ∞ where
deg qi is the size of the corresponding orbit. We apply this for qi =
diag (ℓi1, . . . , ℓim). We need to explain why the condition deg(diag (ℓi1 . . . ℓim))→
∞ is equivalent to the requirement ℓim
ℓi1
−→∞.
Without loss of generality we may assume on scaling by 1/ℓi1 that
ℓi1 = 1. If ℓim is bounded along some subsequence of i’s then clearly
the degrees do not diverge to ∞. On the other hand, if (1, . . . , ℓm) is
a Hecke type and ℓm > M , then there exists some 1 ≤ r < m such
that ℓr+1
ℓr
> M1/m. Then the orbit SLm(Z) diag (1, . . . , ℓm)Z
m contains
an embedded copy of the orbit SL2(Z)
(
1 0
0 ℓr+1/ℓr
)
Z2 which contains at
least pe−1(p + 1) points where pe is the largest prime power dividing
ℓr+1/ℓr. As this prime power goes to ∞ with M , we are done. 
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6. Proof of Theorem 1.3
We follow the scheme presented after (2.9), divide the proof into
Steps 1-4.
6.1. Step 1. In this step we establish the convergence µk
w∗
→ mUx0.
Let σ be a weak∗ limit of the sequence {µk}. By Lemma 4.1(1) σ
is a Λ-invariant probability measure. By Lemma 4.8 there are only
countably many Λ-invariant ergodic probability measures on Ux0. We
let σ0
def
= mUx0 and let {σi}
∞
i=1 be any enumeration of the measures
supported on finite Λ-orbits. By the ergodic decomposition we may
write σ =
∑∞
i=0 ciσi where ci ≥ 0 and
∑
i ci = 1. The proof of Step 1
will be concluded once we show that c0 = 1. By Lemma 4.8 each σi,
i > 0 is supported in the torsion points Torki(Ux0) for some integer
ki. It is straightforward to show that for k > ki we have that Pk ∩
Torki(Ux0) = ∅, and so for all large enough k the support of µk is
disjoint from the orbit on which σi is supported. We now apply the
Non-accumulation Theorem 3.1 and deduce that ci = 0 for i > 0 as
desired. The application of Theorem 3.1 is done with the following
choices: G = Λ ⋉ U , Γ = Λ ⋉Matn×m(Z), L = Λ, z being one of the
points in the support of σi. The space W , being a linear complement
of Lie(L) = {0}, equals Lie(U) = Matn×m(R) and indeed there are no
Λ-fixed vectors in W other than zero.
6.2. Step 2. In this step we establish the convergence νk
w∗
→ (π3)∗θ.
This follows from the following lemma.
Lemma 6.1. The measure νk
def
= (π3)∗a(k)∗µk is the normalized count-
ing measure on the collection of kn-Hecke friends of Zm of type (1 . . . 1︸ ︷︷ ︸
m−n
k . . . k︸ ︷︷ ︸
n
). In particular, if m > n, νk equidistribute to mXm and if m = n
then νk is the Dirac measure supported on x0.
Proof. The last sentence in the statement simply follows from Theo-
rem 5.3 (and the observation that Zm is the only kn-Hecke friend of
type (k . . . k) of itself). We are thus left to verify the first sentence of
the statement.
The set Pk decomposes into Λ-orbits and each such orbit is mapped
by π3◦ak to a single Λ-orbit in Xm. Let Ω ⊂ Pk be such an orbit.
By Lemma 2.3 there exists xk−1u ∈ Ω with u of the form (2.10). By
Lemma 5.2, if we will show that π3(akxk−1u) is a Hecke friend of Z
m of
the type prescribed in the statement, it would follow that the normal-
ized counting measure on Ω is pushed by (π3)∗(ak)∗ to the normalized
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counting measure on the set of Hecke friends on Zm of this type7. This
implies the same statement regarding νk.
To this end, let xk−1u ∈ Pk with u k-primitive of the form (2.10).
We now calculate π3(a(k)xk−1u). Let γ =
(
Aγ Bγ
Cγ Dγ
)
be a matrix solv-
ing (2.12) so that
π3(a(k)xk−1u) = k
− n
mAγZ
m. (6.1)
It follows from the proofs of Lemmas 2.1, 2.4 that a possible choice for γ
is the inverse of the matrix δ appearing in (2.11). A short computation
shows that (using the formula for the inverse of a 2 × 2 matrix) this
inverse is
δ−1 =

 diag (k . . . k) 0 − diag (f1 . . . fn)0 In−m 0
− diag (ℓ1 . . . ℓn) 0 diag (e1 . . . en)

 . (6.2)
In other words π3(a(k)xk−1u) is the m-dimensional unimodular lattice
k−
n
m diag

k, . . . , k︸ ︷︷ ︸
n
, 1, . . . , 1︸ ︷︷ ︸
m−n

Zm
which is a Hecke-friend of Zm of the desired type. 
6.3. Step 3. In this step we establish the convergence a(k)∗µk
w∗
→ θ.
Before turning to the proof we need notation and a lemma. The orbit
Hx0 breaks into periodic V -orbits which are the π3-fibers. In order to
state the next lemma we need to define the notions of k-torsion and
k-primitive points in such a fiber. For x ∈ Hx0, we write x = (
g v
0 I ) x0
and set
Tork(V x)
def
=
{(
g 0
0 I
) (
I k−1v
0 I
)
x0 ∈ V x : v ∈ Matm×n(Z)
}
. (6.3)
Torprimk (V x)
def
=
{(
g 0
0 I
) (
I k−1v
0 I
)
x0 ∈ V x : v
t is k-primitive
}
. (6.4)
Note that although g is not well defined, the coset g SLm(Z) is well
defined and therefore Tork(V x),Tor
prim
k (V x) are well defined as well.
Lemma 6.2. For any positive integer k,
akPk ⊂
⋃
x∈Xm
Torprimk (π
−1
3 (x)). (6.5)
7Note that from here follows a stronger statement than the one sought in Step 2
which is the reason for the strengthening of Theorem 1.3 discussed in §7.
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Proof. We first observe that the sets on both sides of (6.5) are Λ-
invariant. Regarding akPk this follows from Lemma 4.1(2). Regarding
the set on the right, given λ =
(
δ1 0
0 δ2
)
∈ Λ and a point
(
g 0
0 I
) (
I k−1v
0 I
)
x0 ∈
Torprimk (π
−1
3 (x)), where x =
(
g 0
0 I
)
x0 and v
t k-primitive, then
λ
(
g 0
0 I
) (
I k−1v
0 I
)
x0 =
(
δ1gδ
−1
1 0
0 I
)(
I k−1δ1vδ
−1
2
0 I
)
x0,
which belongs to Torprimk (π
−1
3 (λx)) because (δ1vδ
−1
2 )
t is k-primitive.
It now follows from Lemma 2.3 that it is enough to show that akxk−1u
is in the right hand side of (6.5) for u as in (2.10). For such a choice of
u we have seen in the course of the proof of Lemma 6.1 that the matrix
γ solving equation (2.12) may be chosen to be as in (6.2). Thus (2.12)
now becomes
akxk−1u =
(
k−m/nAγ k−m/nBγ
0 I
)
x0 =
(
k−m/nAγ 0
0 I
)(
I A−1γ Bγ
0 I
)
x0, (6.6)
and indeed the concrete form of γ (6.2) gives by a straightforward
calculation that
kA−1γ Bγ =
(
− diag(f1...fn)
0m−n×m−n
)
, (6.7)
so indeed (kA−1γ Bγ)
t is k-primitive. 
In particular, we record the following corollary for future reference.
Corollary 6.3. For any k > k0 and any x ∈ Xm, supp (a(k)∗µk) ∩
Tork0(π
−1
3 (x)) = ∅.
We now turn to the proof of Step 3. Let σ be a weak∗ accumula-
tion point of {a(k)∗µk}
∞
k=1. By Lemmas 2.1, 4.1, σ is a Λ-invariant
measure supported in Hx0. By Step 2 we conclude that σ is a proba-
bility measure that projects under π3 to eithermXm or δx0 according to
whether m > n, m = n respectively. By Corollary 4.11, there are only
countably many ergodic Λ-invariant probability measures supported in
Hx0 and so let {σi}
∞
i=0 be an enumeration of them. By the ergodic
decomposition we may represent σ =
∑∞
i=0 ciσi, where ci ≥ 0 and∑∞
i=0 ci = 1.
Assume m = n. Let us denote σ0 = mV x0 . With this notation we
will conclude this case once we show that ci = 0 for i > 0. Fixing i > 0
and using the terminology of Definition 4.10, σi is of type (1)–(4).
According to the type we will show that ci = 0.
It is impossible that σi is of type (2) because since by Step 2 (π3)∗σ =
δx0, it would follow from Corollary 4.11(2) that σi = mV x0 = σ0. Simi-
larly, Corollary 4.11 implies that if σi is of type (3) or (4) then ci = 0.
Finally, if i is such that σi is of type (1) then by Corollary 6.3 we have
that the finite Λ-orbit on which σi is supported on is disjoint, for large
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values of k, from the support of a(k)∗µk. By the non-accumulation
Theorem 3.1 we deduce that ci = 0. Note that, similarly to the dis-
cussion at the end of §6.1, the application of Theorem 3.1 was done
with the following choices: G = Λ ⋉ V,Γ = Λ ⋉Matm×n(Z), L = Λ,
z being a point in the support of σi and W = Lie(V ) = Matm×n(R)
which indeed has no nonzero Λ-fixed vectors. This concludes the proof
of Step 3 for the case n = m.
Assume m > n. Let us denote σ0 = mHx0 – the only measure of
type (4). With this notation we will conclude this case once we show
that ci = 0 for all i > 0. We do this by considering the possible types.
By Step 2 (π3)∗σ = mXm so we conclude from Corollary 4.11 that
for any i such that σi is of type (1) or (2) we have that ci = 0. Let
i > 0 be such that σi is of type (3). Note that by Corollary 4.11, the
intersection of the support of a measure of type (3) with any π3-fiber
π−13 (x) is contained in Tork0(π
−1
3 (x)) for a fixed k0 that does not depend
on the choice of x ∈ Xm. By Corollary 6.3 we conclude that for k > k0
the support of a(k)∗µk is disjoint from the periodic Λ · SLm(R)-orbit
on which σi is supported. It now follows from the Non-accumulation
Theorem 3.1 that ci = 0. The application of Theorem 3.1 is done with
the following choices: G = Λ ·H , Γ = Λ⋉Matm×n(Z), L = Λ ·SLm(R),
z any point in the support of σi, and W = Lie(V ) = Matm×n(R). This
concludes the proof of Step 3.
6.4. Step 4. In this step we conclude the proof of Theorem 1.3; that
is, we establish the convergence a˜(k)∗µ˜k
w∗
→ mUx0 × θ. At some point
close to the end of the proof we will need the following lemma8.
Lemma 6.4. In the case9 m = n,
a˜kP˜k =
{((
I 0
k−1u I
)
x0,
(
I k−1u∗
0 I
)
x0
)
: u is k-primitive
}
,
where u∗ ∈ Matn(Z) is an inverse of u modulo k.
Proof. The proof is a further inspection of the arguments in Lem-
mas 6.1, 6.2 so we keep it terse. We need to show that akxk−1u =(
I k−1u∗
0 I
)
x0 and by acting with Λ we see that it is enough to show this
for u as in (2.10). For such u this follows from (6.6), (6.7), taking into
account the concrete form of γ given by (6.2). 
We now turn to the proof of Step 4. Let σ˜ be a weak∗ accumulation
point of the sequence {a˜(k)∗µ˜k}. By Steps 1 and 3 we know that
(π1)∗a˜(k)∗µ˜k
w∗
→ mUx0, (π2)∗a˜(k)∗µ˜k
w∗
→ θ. As π2 is proper we deduce
8This lemma is needed only in the case m = n = 2.
9Compare this with (2.4).
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from the fact that θ is a probability measure, that σ˜ is a probability
measure. This in turn implies that (π1)∗σ˜ = mUx0 , (π2)∗σ˜ = θ. Also,
by Lemma 4.1(5), σ˜ is Λ∆-invariant. Hence, the dynamical system
(Ux0 × Hx0, σ˜,Λ∆) is a joining of (Ux0,mUx0 ,Λ), (Hx0, θ,Λ). By
Theorems 4.12, 4.15, we deduce that if (m,n) 6= (2, 2) then σ˜ =mUx0×
θ and the proof is concluded. We are thus left to deal with the case
n = m = 2.
6.4.1. The case n = m = 2. As the projections mUx0 ,mV x0 are Λ-
ergodic we conclude that (almost) any ergodic component of σ˜ is a
joining of mUx0,mV x0 as well. By Theorem 4.15 there are only count-
ably many such ergodic components and we will be done once we prove
the following lemma in which we use the notation of (4.5).
Lemma 6.5. Let p, q be co-prime integers and let (x, y) ∈ Ux0× V x0.
Then, σ˜(Lp,q(x, y)) = 0.
Proof. By Corollary 3.4 we deduce that it is enough to prove that
|a˜kP˜k ∩ Lp,q(x, y)|
|P˜k|
−→ 0 as k →∞. (6.8)
Here the application of Corollary 3.4 is done with the following choices:
G = Λ∆⋉ (U ×V ), Γ = Λ∆⋉ (U(Z)× V (Z)). L = Lp,q and z = (x, y).
The existence of the Λ∆-invariant linear complement of Lie(Lp,q) follows
from the semi-simplicity of the group SL2(R) × SL2(R) and the fact
that Lie(Lp,q) is an invariant subspace of Mat2(R) × Mat2(R) under
the representation (4.6).
Let us denote for v ∈ Mat2(R), yv
def
= ( I v0 I )x0 ∈ V x0, and for
u ∈ GL2(Z/kZ) we write (using the notation of Lemma 6.4),
Φ(u)
def
= (xk−1u, yk−1u∗). (6.9)
Lemma 6.4 gives that Φ is a bijection between GL2(Z/kZ) and
a˜kP˜k = {Φ(u) : u ∈ GL2(Z/kZ)} . (6.10)
The left and right actions of GL2(Z/kZ) on itself induce (via Φ) actions
of it on P˜k. Fixing u = ( a bc d ) ∈ GL2(Z/kZ) we will establish (6.8) by
analyzing the orbit Φ ({gℓu : ℓ ∈ (Z/kZ)
×}), where gℓ
def
= ( ℓ 00 1 ), which
is of size φ(k) (here φ is the Euler function), and proving that
| {ℓ : Φ(gℓu) is in the same Lp,q-orbit of Φ(u)} |
φ(k)
k→∞
−→ 0. (6.11)
Following the definition we see that Φ(u),Φ(gℓu) are in the same Lp,q-
orbit if and only if the difference (gℓu,u
∗g∗ℓ )− (u,u
∗) (thought of as an
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element of Mat2(R)×Mat2(R)) is in Lie(Lp,q)+Mat2(kZ)×Mat2(kZ).
In other words, if we let j = detu and recall that u∗ = j∗
(
d −b
−c a
)
, g∗ℓ =
ℓ∗ ( 1 00 ℓ ), and the definition of Lp,q in (4.5), we see that Φ(u),Φ(gℓu) are
in the same Lp,q-orbit if and only if
p
(
0 (1−ℓ)b
0 (ℓ−1)a
)
= q
(
(ℓ∗−1)j∗d 0
(1−ℓ∗)j∗c 0
)
mod kZ. (6.12)
We claim that (6.12) implies ℓ = 1mod kZ. For that purpose we split
k = k1k2 with k1 coprime to p and k2 coprime to q. Using the second
column in (6.12) we get (ℓ − 1)b ∈ k1Z and (ℓ − 1)a ∈ k1Z. However,
since a, b form the first row of an invertible matrix modulo k we see
that the greatest common divisor of a, b, k1 is one and we conclude
ℓ = 1mod k1Z. Using the first column of (6.12) and invertibility of
j∗ modulo k2 in the same way we get ℓ
∗ = 1mod k2Z. Together this
shows ℓ = 1mod kZ and so (6.11) (since φ(k) → ∞). This concludes
the proof the lemma and by that the proof of Theorem 1.3. 
7. A strengthening of Theorem 1.3
Before we turn to the closing section of this paper we observe that the
proof presented above of Theorem 1.3 actually establishes more than
stated. So far we looked at (various images of) the counting measure
on P˜k and used its Λ∆-invariance but P˜k splits into Λ∆-orbits and we
could restrict our attention to single orbits. Let
Ik
def
=
{
~ℓ = (ℓ1, . . . , ℓn) ∈ Z
n : ℓi|ℓi+1, gcd(ℓi, k) = 1
}
, (7.1)
and denote by [Ik] the image of Ik in (Z/kZ)
n. We refer to the elements
of [Ik] as k-primitive elementary divisors tuples and sometimes abuse
notation and do not distinguish between elements in [Ik] and their
integer representatives. It follows from Lemma 2.3 that a Λ∆-orbit in
P˜k is a set of the form
Pk,~ℓ
def
= {(xk−1u, xk−1u) : the elementary divisors tuple of u equals ~ℓmod k}.
Let µ˜k,~ℓ be the normalized counting measure on P˜k,~ℓ so that µ˜k is an
average of the µ˜k,~ℓ’s.
Theorem 7.1. If (m,n) 6= (2, 2), (1, 1). Then, for any choice of a
sequence of k-primitive elementary divisor tuples ~ℓk ∈ [Ik] (as k →∞)
we have that a˜(k)∗µ˜k,~ℓk
w∗
→ mUx0 × θ.
Proof. We use the Λ∆-invariance of µ˜k,~ℓk and follow Steps 1–4 as pre-
sented in §2.2. The proof of Theorem 1.3 presented above carries over
verbatim replacing µ˜k with µ˜k,~ℓk. 
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It is interesting to note that the statement of Theorem 7.1 is false
in the cases (m,n) = (1, 1), (2, 2). Indeed, for (n,m) = (1, 1) the
measures µ˜k,~ℓk are dirac masses. For (n,m) = (2, 2) we note that the
argument presented above establishing Theorem 1.3 in this case used
in §6.4.1, in addition to the Λ∆-invariance, also the invariance of µ˜k
under a GL2(Z/kZ)-action which is no longer present when considering
the µ˜k,~ℓ’s. In fact, if n = m = 2 and we choose for any k the k-primitive
elementary divisors tuple to be ~ℓ = (1, 1) then the set supp(a˜(k)∗µ˜k,~ℓ) =
a˜(k)P˜k,~ℓ, which is the Λ∆-orbit of Φ ((
1 0
0 1 )) (Φ as in (6.9)), is contained
in the fixed orbit L1,1(x0, x0) ⊂ Ux0×V x0 (notation being as in (4.5)).
In particular, a˜(k)∗µ˜k,~ℓ cannot be expected to converge tomUx0×mV x0.
This shows that the statement of Theorem 7.1 is simply false in this
case.
8. Proof of a strengthening of Theorem 1.4
Below we state and prove a generalization of Theorem 1.4. Recall
the notation of §1.2 and in particular, that n = 1 and so d = m + 1.
Theorem 7.1 obtains a rather concrete meaning: The set [Ik] from (7.1)
is simply (Z/kZ)× and the elementary divisor tuple of a vector u is
simply gcd(u) so that for ck ∈ (Z/kZ)
×, the measure µ˜k,ck is simply
the normalized counting measure on the diagonal embedding of the
collection {xk−1u : gcd(u) = ck} in Ux0 × Ux0. Theorem 7.1 states
that a˜(k)∗µ˜k,ck
w∗
→mUx0 ×mHx0 for any choice of ck < k coprime to k.
In particular, it follows that if µk,ck
def
= (π2)∗µ˜k,ck , then a(k)∗µk,ck →
mHx0 . We shall need the following corollary of Theorem 7.1.
Corollary 8.1. Let F ⊂ Ux0 be a subset satisfying (i) mUx0(F ) >
0, (ii) mUx0(∂F ) = 0 (where ∂F denote the boundary of F in Ux0),
and let f
def
= 1
mUx0
(F )
χF . For any sequence ck with 1 ≤ ck ≤ k and
gcd(k, ck) = 1, we have a(k)∗fdµk,ck
w∗
→mHx0.
Proof. Given a test function ϕ ∈ Cc(Xd) we consider the function (f ×
ϕ) on Ux0×Xd given by (f×ϕ)(x, y) = f(x)ϕ(y). Although (f×ϕ) is
not continuous, assumption (ii) implies that the points of discontinuity
are of mUx0 ×mHx0-measure zero. Using this the weak
∗ convergence
a˜(k)∗µ˜k,ck → mUx0 ×mHx0 from Theorem 7.1 implies the convergence
∫
Xd×Xd
(f × ϕ)da˜(k)∗µ˜k,ck → ∫
Xd×Xd
(f × ϕ)d (mUx0 ×mHx0)
= ∫
Xd
ϕdmHx0.
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We conclude that indeed a(k)∗fdµk,ck
w∗
→mHx0 as desired. 
In the course of proving Theorem 1.4 it is clearly harmless to assume
that the set F is contained in the face{
(u1, . . . , um, 1) ∈ R
d : |ui| < 1
}
⊂ ∂B∞.
Recall that ηk is the normalized counting measure on the set
{[Λv] : v ∈ kF , v = (u, k), gcd(u, k) = 1} .
We split this set (and ηk) according to the Λ-orbit of the various u’s:
We denote for 1 ≤ c ≤ k with gcd(c, k) = 1 by ηk,c the normalized
counting measure on {[Λv] : v ∈ kF , v = (u, k), gcd(u) = c} , then ηk
is a convex combination of the ηk,c’s. We conclude that Theorem 1.4
is implied by the following.
Theorem 8.2. For any positive integer k choose 1 ≤ ck ≤ k with
gcd(k, ck) = 1. Let F ⊂
{
(u1, . . . , um, 1) ∈ R
d : |ui| < 1
}
be a mea-
surable set of positive measure with boundary in ∂B∞ of measure 0
with respect to the m-dimensional Lebesgue measure on ∂B∞. Then,
ηk,ck
w∗
→ mZm as k →∞.
Proof. Given co-prime integers c, k we will use the abbreviation Ẑdk,c
def
={
(u, k) ∈ Zd : gcd(u) = c
}
. We need to show that for any f ∈ Cc(Zm),
we have that
1
|Ẑdk,ck ∩ kF|
∑
v∈Ẑdk,ck
∩kF
f([Λv])→
∫
Zm
fdmZm as k →∞. (8.1)
Here and below we use the notation [Λ] to denote the projection of
a lattice Λ ∈ Xm to Zm. Fix a function f ∈ Cc(Zm), ǫ > 0, and a
subset F ⊂ F as in Corollary 8.1. Below we think of Xm (resp. Zm) as
the space of lattices (resp. SOm(R)-orbits of such) up to homothety in
the hyperplane Rm spanned by the first m coordinate axis in Rd.
We identify
{
(u1, . . . um, 1) ∈ R
d : 0 ≤ ui < 1
}
with Ux0 ⊂ Xd in
the obvious manner; that is (u, 1) corresponds to xu. This way we
may think of F as a subset of Xd or R
d at our convenience. It fol-
lows from the discussion in Remark 2.5(2) that if we denote by p :
Rd → Rm the projection onto the first m coordinates, then the mea-
sure (π3)∗a(k)∗ (χFdµk,ck) on Xm (when normalized to be a probability
measure), is the normalized counting measure supported on the collec-
tion {
p(Λv) ∈ Xm : v ∈ Ẑ
d
k,ck
∩ kF
}
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(here we think of F as a subset of ∂B∞ and of kF as a subset of R
d).
Since we assume F has positive measure, Corollary 8.1 tells us that
these measures converge to mXm as k →∞, i.e.
1
|Ẑdk,ck ∩ kF |
∑
v∈Ẑdk,ck
∩kF
δp(Λv)
w∗
→mXm as k →∞. (8.2)
The convergence in (8.2) is not too far from implying (8.1); we only
need to deal with the distortion that the orthogonal projection p brings
into the picture. We will see that this distortion is controllable by split-
ting F into finitely many sets F ⊂ F whose diameters are sufficiently
small, say smaller than δ > 0.
Choose a finite partition F = ⊔ℓi=1Fi, where the sets Fi are measur-
able, have boundary of Lebesgue measure zero (relative to ∂B∞), and
have diameter ≤ δ. In order to conclude the proof we will use (8.2) to
show that once δ is chosen small enough, for any large enough k and
for any 1 ≤ i ≤ ℓ, we have∣∣∣∣∣∣∣
∫
Zm
fdmZm −
1
|Ẑdk,ck ∩ kFi|
∑
v∈Ẑdk,ck
∩kFi
f([Λv])
∣∣∣∣∣∣∣ ≤ ǫ. (8.3)
Since ǫ is arbitrary, this implies (8.1).
To this end, fix 1 ≤ i ≤ ℓ and denote F = Fi. Choose a reference
point v0 ∈ F and let S be the inverse of the restriction of the projection
p to the m-dimensional linear space {v0}
⊥. Let kv0 ∈ SOd(R) be chosen
as described in §1.2 (i.e. such that kv0 {v0}
⊥ = Rm), and consider the
function ϕ ∈ Cc(Xm) defined by ϕ(Λ)
def
= f([kv0S(Λ)]). Note that this
definition depends on the choice of v0 but is independent of the choice
of kv0, and also that
∫
Xm
ϕdmXm =
∫
Zm
fdmZm. Applying (8.2) to the
function ϕ we conclude that
lim
k
∣∣∣∣∣∣∣
1
|Ẑdk,ck ∩ kF |
∑
v∈Ẑdk,ck
∩kF
f([kv0S(p(Λv))]−
∫
Zm
fdmZm
∣∣∣∣∣∣∣ = 0. (8.4)
Let Cone(F )
def
= {tF : t > 0}. Let dZm(·, ·) denote a distance function
on Zm and assume for the moment that it satisfies
sup
v∈Zd∩Cone(F )
dZm
(
[Λv] , [kv0S(p(Λv))]
)
→ 0 as diam(F )→ 0. (8.5)
EQUIDISTRIBUTION OF PRIMITIVE RATIONAL POINTS 33
Using (8.5) and the uniform continuity of f we see that once δ > 0 is
chosen small enough, |f([kv0S(p(Λv))]) − f([Λv])| ≤ ǫ. Plugging this
into (8.4) gives (8.3) as desired.
We are left to explain the validity of (8.5). We let dSLm(R)(·, ·) denote
a right SLm(R)-invariant metric on SLm(R). With it we induce metrics
dXm , dZm on Xm, Zm respectively by the formulas
dXm(g SLm(Z), h SLm(Z)) = inf
γ∈SLm(Z)
dSLm(R)(gγ, h),
dZm([x] , [y]) = inf
k1,k2∈SOm(R)
dXm(k1x, k2y)
for g, h ∈ SLm(Z) and x, y ∈ Xm. The validity of (8.5) now follows as
dZm([Λv] , [kv0S(p(Λv))]) ≤ dXm(kvΛv, kv0Spk
−1
v kvΛv)
≤ dSLd(R)(e, kv0Spk
−1
v )
and as diam(F )→ 0, if the matrix kv is chosen correctly,
kv0Spk
−1
v |Rm : R
m → Rm
approaches the identity. 
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