The dynamics of liquids in moving containers: Numerical models for viscous unsteady free surface flows by Kassinos, Adonis C.
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1997
The dynamics of liquids in moving containers:




Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Aerospace Engineering Commons, and the Applied Mechanics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Kassinos, Adonis C., "The dynamics of liquids in moving containers: Numerical models for viscous unsteady free surface flows "
(1997). Retrospective Theses and Dissertations. 12261.
https://lib.dr.iastate.edu/rtd/12261
INFORMATION TO USERS 
This manuscript has been reproduced from the microfilm master. UMI 
fihns the text directly from the original or copy submitted. Thus, some 
thesis and dissertation copies are in typewriter &ce, while others may be 
from ai^ type of computer printer. 
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely affect reproduction. 
In the unlikely event that the author did not send UMI a complete 
manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 
the deletion. 
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and 
continuing from Idt to right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in reduced 
form at the back of the book. 
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly to 
order. 
UMI 
A Bell & Ibwell Information ConqaiQr 
300 Notth Zeeb Road, Ann Aibor MI 48106-1346 USA 
313/761-4700 800/521-0600 

The dynamics of liquids in moving containers: 
Numerical models for viscous unsteady free surface flows 
by 
Adonis C. Kassinos 
A dissertation submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
DOCTOR OF PHILOSOPHY 
Major: Mechanical Engineering 
Major Professor: Joseph M. Prusa 
Iowa State University 
Ames, Iowa 
1997 
Copyright © Adonis C. Kassinos, 1997. All rights reserved. 
UMI Number: 9737774 
Copyright 1997 by 
Kassinos, Adonis C. 
All rights reserved. 
UMI Microform 9737774 
Copyright 1997, by UMI Company. All rights reserved. 
This microform edition is protected against unauthorized 
copying under Title 17, United States Code. 
UMI 
300 North Zeeb Road 
Ann Arbor, MI 48103 
ii 
Graduate College 
Iowa State University 
This is to certify that the Doctoral dissertation of 
Adonis C. Kassinos 







For the Major Program 
For the Graduate College 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
iii 
DEDICATION 
To my heart's twin ... Msiry. 
iv 
TABLE OF CONTENTS 
LIST OF TABLES viii 
LIST OF FIGURES xi 
1. OVERVIEW OF THE SLOSHING PROBLEM 1 
1.1 The Theoretical Background 2 
1.1.1 The Liquid-Vapor Interface 3 
1.1.2 The Linearized Theory of Gravity Waves 8 
1.1.3 Aspects of Rotating Flows II 
1.2 The Numerical Approach to Liquid Sloshing 15 
1.2.1 Numerical Works on Free Surface Flows 19 
1.3 Overview of the Present Study 23 
1.4 Outline of the Thesis 24 
PART I. SLOSHING IN 2-D MOVING CONTAINERS 26 
2. LIQUID SLOSHING IN A 2-D TRANSLATING CONTAINER . 27 
3. MATHEMATICAL FORMULATION 29 
3.1 Dimensioned Governing Equations 31 
3.1.1 Pressure Poisson Equation 32 
3.1.2 Free Surface Kinematic Condition 33 
3.1.3 Boundary Conditions 34 
3.2 Initial Conditions 37 
3.2.1 Characteristic Scales 38 
3.3 Dimensionless Formulation 42 
3.3.1 Dimensionless Governing Equations 44 
3.3.2 Dimensionless Boimdary Conditions 45 
3.4 Dimensionless Initial Conditions 46 
3.5 Inviscid Irrotational Model 49 
V 
3.6 Streamfunction-Vorticity Formulation 53 
3.7 Steady State Condition 55 
3.8 First Law Analysis 56 
3.9 Coupling of Fluid and Vehicular Dynamics 61 
4. NUMERICAL METHOD 71 
4.1 Grid Generation 72 
4.2 Transformation of EJquations onto (^, t)) Space 73 
4.2.1 Discretization of the Momentum Equations 76 
4.2.2 Setup of the Pressure Correction Scheme 80 
4.2.3 Discretization of the Pressure Poisson Equation 84 
4.2.4 Discretization of the Kinematic Condition 86 
4.2.5 Discretization of the Boundary and Initial Conditions 87 
4.3 Computational Procedure 88 
4.3.1 Relaxation Parameters 89 
4.3.2 Convergence Criteria 90 
4.3.3 Outline of Solution Algorithm 91 
4.4 Evaluation of the Method 95 
4.4.1 Spatial Truncation Error Behavior 95 
4.4.2 Time Differencing 99 
4.4.3 Integration of the Kinematic Equation 103 
4.4.4 Free Surface Position at the Contact Point 106 
4.4.5 Pressure Solution 109 
5. RESULTS 112 
5.1 Kinematic Description of the Liquid Sloshing 114 
5.1.1 Case 1: Liquid Flow in an Accelerating Container 115 
5.1.2 Case 2: Liqtud Flow in an Impulsively Started Container .... 128 
5.1.3 Case 3: Liquid Flow at Higher Galileo Numbers 141 
5.1.4 Case 4; Effects of Surface Tension 153 
5.1.5 Case 5: Effects of Liquid Depth 166 
5.2 Parametric Effects on Sloshing 170 
5.2.1 Effects of Initial Liquid Depth 173 
5.2.2 Effects of Forcing Conditions 178 
5.2.3 Effects of Liqmd Viscosity 182 
5.2.4 Effects of Surface Tension 187 
vi 
5.3 Liquid Interaction with the Moving Container 205 
PART II. SLOSHING IN 3-D MOVING CONTAINERS 214 
6. A GENERAL THREE DIMENSIONAL SLOSHING MODEL . . 215 
7. FORMULATION OF THE 3D MODEL 217 
7.1 Mathematical Model 217 
7.1.1 Linearly Accelerating Coordinate System 218 
7.1.2 Spinning Nutating Coordinate System 219 
7.1.3 Body Centered Coordinate System 222 
7.1.4 Body Fixed Coordinate System 223 
7.1.5 Self Adjusting Body Fixed Coordinates 225 
7.1.6 Poisson Equation for Pressure 227 
7.1.7 Free Surface Kinematic Condition 227 
7.1.8 Boundary Conditions 228 
7.1.9 Initial Conditions 229 
7.1.10 Nondimensionalization 231 
7.2 Numerical Method 232 
7.2.1 Generalized Grid Coordinates 233 
7.2.2 Metric Term Evaluation and Singularities 235 
7.2.3 Governing Equations 238 
7.2.4 Boundary Conditions 239 
7.2.5 Finite Difference Method 241 
7.3 Computational Procedure 242 
7.3.1 Adjustment of Surface Tracking Angles 243 
7.3.2 Grid Generation Procedure 244 
7.3.3 Pressure Solution Algorithm 249 
8. RESULTS AND DISCUSSION 251 
8.1 Liquid Flows in Trajislating Rectangular Containers 251 
8.1.1 Use of the Numerical Model for Rectangular Geometries .... 252 
8.1.2 Liquid Flow in an Impulsively Started Container 253 
8.1.3 Parametric Effects of the Container Depth 259 
8.2 Axisymmetric Spin-up in a Cylinder 264 
8.2.1 Use of the Numerical Model for the Cylindrical Spinup 264 
vii 
8.2.2 Development of the Flowfield 267 
8.2.3 Comparison with Experimental Results 283 
8.3 Three Dimensional Flow in a Rotating Spherical Container 286 
9. CONCLUDING REMARKS 303 
9.1 Formulation Summary 303 
9.2 Nimierical Method Summary 305 
9.3 Summary of Results 306 
APPENDIX A: FREE SURFACE DYNAMIC CONDITIONS 307 
APPENDIX B: BOUNDARY LAYER SOLUTION 309 
APPENDIX C: TRANSFORMATION METRICS 314 
BIBLIOGRAPHY 315 
viii 
LIST OF TABLES 
Table 5.1: Representative Values of Ga for Various Fluids 113 
Table 5.2: Cases Considered for Kinematic Analysis 114 
Table 5.3: Average Period of Oscillation, f, at Several Ga Values ..... 183 
Table 8.1: Effect of Container Depth, A, on the Period of Oscillation, T, 
and Modulus of Decay, r 259 
ix 
LIST OF FIGURES 
Figure 3.1: TVanslating Rectangular Container 30 
Figure 3.2: Free Surface Curvilinear Coordinates 36 
Figure 3.3: Initial Conditions Solution 50 
Figure 3.4: Initial Liquid Kinetic Energy 62 
Figure 3.5: Forces on an Accelerating Vehicle 63 
Figure 3.6: Apparent Liquid Mass at i = 0"^ 70 
Figure 4.1: Grid Generation 74 
Figure 4.2: Grid Star Definition 78 
Figure 4.3: Iterative Solution Cycle 92 
Figure 4.4: Iterative Convergence History 94 
Figure 4.5: Effect of Grid Stretching 97 
Figure 4.6: Grid Refinement and Spatial Tnmcation Error 98 
Figure 4.7: Effect of At on the Tnmcation Error 101 
Figure 4.8: Long Term Accuracy of the Solution 102 
Figure 4.9: Required Computation Time vs At 104 
Figure 4.10: Integration of the Kinematic Condition 105 
Figure 4.11: Contact Point Movement 108 
Figure 4.12: A Comparison of ACM and PPM Methods Ill 
Figure 5.1: Velocity Field for Q = 0.2, Fo = 0.5, Ga = 10®, and Bo ~ oo . 116 
Figure 5.2: Pressure Field for Q = 0.2, Fo = 0.5, Ga = 10®, and Bo = oo . 121 
Figure 5.3: Vorticity Field for Q = 0.2, Fo = 0.5, Ga = 10®, and Bo = oo . 124 
Figure 5.4: Velocity Field for Uo = 0.15, Fo = 0.3, Ga = 10®, and Bo = oo 129 
Figure 5.5: Pressure Field for Uo = 0.15, Fo = 0.3, Ga = 10®, and Bo = oo 133 
Figure 5.6: Hydrodynamic Pressure for Uo = 0.15, Fo = 0.3, Ga = 10®, and 
Bo = oo 137 
Figure 5.7: Velocity Field for Q = 0.2, Fo = 0.5, Ga = 10^°, and Bo = oo . 142 
X 
Figure 5.8: Pressure Field for Q = 0.2, Fo = 0.5, Ga = 10^°, and Bo = oo . 145 
Figure 5.9: Free Surface Evolution for Cases 1 and 3 150 
Figure 5.10: Free Surface Elevation Maps for Cases 1 and 3 151 
Figure 5.11: First Three Modes of Sloshing for Case 3 152 
Figure 5.12: Velocity Field for Q = 0.2, Fg = 0.5, Ga = 10®, and Bo = 20 . 155 
Figure 5.13: Pressure Field for Q = 0.2, Fo = 0.5, Ga = 10®, and Bo = 20 . 158 
Figure 5.14: Hydrodynamic Pressure for Q = 0.2, Fo = 0.5, Ga = 10®, ajid 
Bo =20 161 
Figure 5.15: First Three Modes of Sloshing for Case 4 165 
Figxire 5.16: Free Surface Evolution for Case 4 167 
Figure 5.17: Free Surface Elevation Maps for Case 4 168 
Figure 5.18: Centerline Velocity Profiles for Case 5 169 
Figure 5.19: Effect of Initial Liquid Depth, Fo, on the Period, T 175 
Figure 5.20: Effect of Initial Liquid depth, Fo, on the Dissipation Rate, r . 176 
Figure 5.21: Effect of Apparent Acceleration, Q, on the Period, T 179 
Figure 5.22: Effect of Apparent Acceleration, Q, on the Viscous Dissipation 
Rate 181 
Figure 5.23: Effect of the Galileo Number, Ga, on the Period of Oscillation, ri85 
Figure 5.24: Effect of Galileo Number, Ga, on the Modulus of Decay, r . . . 186 
Figure 5.25: Effect of Bond Number on Surface Elevation 189 
Figure 5.26: Energy Balance for So = 20 and Ga = 10® 191 
Figure 5.27: Energy Balance for Bo = 20 and Ga = oo 194 
Figure 5.28: Trajectories of the Liquid System in {Ep, Ek) Space 195 
Figure 5.29: Liquid Oscillations in {Ep,Ek) Space at 5o = 20 197 
Figure 5.30: Liquid Oscillations in {Ep, Ek) Space at 5 o = 50 198 
Figure 5.31: Maximum Surface Tension Energy Storage 199 
Figure 5.32: Free Surface Profiles at Static Equilibrium 202 
Figure 5.33: Residual System Energy at Static EJquilibrium 203 
Figure 5.34: Effect of Bond Number on Viscous Dissipation 204 
Figure 5.35: Effect of Bond Number on Period of Oscillation 206 
Figure 5.36: Effects of a Finite Vehicle Mass, M, on the Sloshing Dynamics 210 
Figure 5.37: Effect of Vehicle Payload, A, on the Period of Oscillation, T . . 213 
Figure 7.1: Linearly Accelerating Coordinate System, xq 219 
Figxire 7.2: Spinning Nutating Coordinate System, xi 221 
xi 
Figure 7.3: Body Centered Coordinate System, X2 223 
Figure 7.4: Surface Tracking Coordinates, X4 226 
Figure 7.5: Generalized Grid Coordinates, ^ 234 
Figure 7.6: Local Grid Molecules on the X41 Axis 237 
Figure 7.7: Adjustment of the Grid at the Free Siirface 246 
Figure 7.8: Algebraic Grid Generation Scheme 248 
Figure 8.1: Problem Geometry for 3D Rectangular Containers 252 
Figure 8.2: Velocity Field for an Impiilsively Translated Rectangulax Con­
tainer 255 
Figure 8.3: Free Surface Position for an Impulsively Translated Rectangu­
lar Container 260 
Figure 8.4: Computational Domain for Cylindrical Spin-up 266 
Figure 8.5: Developing Flowfield in a Spinning Cylinder 269 
Figure 8.6: Flowfield in the Comer Region of the Cylinder 280 
Figure 8.7: Angular Momentum of Liquid in a Spinning Cylinder 282 
Figure 8.8: Comparison of Numerical and Experimental Free Surface Position285 
Figure 8.9: Simplified Geometry for Asymmetric Spherical Spinup 287 
Figure 8.10: Initial Pressure Impulse, 11, in a Rotating Sphere 289 
Figure 8.11: Initial Velocity Field, u^, in a Rotating Sphere 290 
Figure 8.12: Liquid Motion in a Rotating Spherical Container 292 
Figure 8.13: Trajectory of the Liquid Center of Gravity for Spherical Spinup. 298 
Figure 8.14: Viscous Decay for Spherical Spinup 300 
Figure 8.15: Liquid Volume Error for Spherical Spinup 302 
1 
1. OVERVIEW OF THE SLOSHING PROBLEM 
The dynamic behavior of liquids in moving containers poses a problem of immense 
analytical and practical interest. The understanding of this complex dynamic behav­
ior has far reaching implications encompassing a wide field of technologies. Sloshing 
occurs in moving vehicles with contained liquid masses, such as trucks, raikoad cars, 
oil tankers, aircraft, and spacecraft (see [1], [2], [3], and [4]). The dynamic forcing of 
the liquid due to the vehicle motion can generate substantial periodic forces capable 
of threatening the functional as well as the structural integrity of the vehicle. This be­
comes a factor of primary concern in spacecraft design where long term vehicle control 
is critical [5]. If the sloshing frequency is sufficiently close to the natural frequency 
of the vehicle's structure, resonance can result in instabilities with catastrophic con­
sequences. This has been demonstrated by past failures to successfully control the 
launching of a number of spin-stabilized satellites. The failure of the spacecraft's con­
trol system has been attributed to the destabilizing effects caused by sloshing within 
liquid stores carried aboard the spacecraft. 
Applications of the sloshing problem are by no means limited to the design of 
moving vehicles. Forces generated by the seismic excitation of contained liquid masses 
in storage tanks and dams must be carefully considered in the design and construction 
of such facilities (see [6], [7]). Successful designs of Tuned Sloshing Dampers (TSD) 
have been implemented to counteract the unpredictable forcing of tall structures due 
to earthquakes as well as to reduce their pitching motions due to everyday wind forcing 
(see [8], [9], and [10]). Furthermore, valuable knowledge pertaining to the modeling 
of large amplitude waves along a liquid-gas interface can be gained in this study. The 
prediction of tides and bores, the reduction of wave induced drag on floating bodies, and 
the development of interactive ocean-atmosphere models, are all possible applications 
[4]. 
The sloshing problem falls into the category of moving boimdary problems. Their 
solution is complicated by the fact that the position of at least some part of the 
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problem domain, represented here by the free surface, is not known a priori, but is 
instead foimd as part of the solution. In addition, the shape of the moving boundary 
is generally irregular which further complicates the problem. The study of liquid 
sloshing in moving containers suffers from an additional degree of complexity. The 
easiest and physically most meaningful way to describe the liquid motion is in terms 
of a coordinate frame that moves along with the container. However, the motion of 
the container can be quite complex, composed of several superimposed translational 
and rotational components. Modifying the conservation principles needed to describe 
the problem, for this noninertial coordinate frame can result in a very complicated set 
of governing equations. 
1,1 The Theoretical Background 
Liquid sloshing, in its broader sense, deals with the description of the dynamics 
of incompressible liquids in moving containers. The differential equations governing 
the motion of such a liquid suggest that two kinds of natural oscillations are possible 
[11|. These are, sloshing waves, aJid inertial waves. Sloshing waves are characterized 
by oscillations of the free surface and center of mass of the liquid. They represent a 
dynamic interaction between the effective gravity forces and inertial forces. Inertial 
waves are internal liquid oscillations. They can be excited in completely filled, or 
partially filled containers. If the free surface oscillates, the oscillations are small, thus 
resulting in neghgible center of mass oscillations. 
The development of a successful model to describe the motion of a viscous in­
compressible fluid within a moving container hinges upon the successful modeUng of 
the free surface. The accurate prediction of the free surface position and the use of 
appropriate dynaLmic conditions are critical factors that influence the accuracy of the 
model. Thus some of the underlining theory behind the free surface model will be 
touched upon here. 
The theoretical study of wave dynamics and free surface flows in general is rapidly 
approaching its two hundred year mark. Numerous analytical works have been accumu­
lated over this period building on a considerable body of knowledge and understanding 
of the basic liquid wave behavior. The majority of these early studies deal with ideal 
flow situations. Even present day analytical techniques are still far from being capable 
to capture the full extent of the underlining physics of wave dynamics. Wave dynamics 
is a very rich topic, filled with non-linearities, and in its fullest extent can even lead to 
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possible chaotic behavior [12], [13]. Thus, the scope of these works in terms of present 
day applications is somewhat limited. However, since they represent the foixndation 
upon which oiir basic imderstanding of wave phenomena relies, a brief review of gravity 
waves is included. 
Liquid sloshing problems are generally separated into one of three major categories 
based on the nature of the container motion. In lateral sloshing, the liquid excitation 
is brought about by the translational or pitching motion of the container in a direc­
tion parallel to the equilibrium free surface position. The motion of the container 
is transmitted into the fluid through immediate changes that occur in the pressure 
field in response to the container motion. The ensuing dynamic balance, governing 
the motion of the liquid, is primarily between the pressure and body forces, with the 
viscous forces playing a secondary role in acting to bring the liquid back to an equi­
librium state. The situation is similar for the case of vertical sloshing, with occurs 
in response to the translational motion of the container in a direction normal to the 
equilibrium free surface position. The only notable difference here, is the possibility of 
surface spray occurring in response to a very high frequency vertical excitation of the 
liquid. The third category is that of rotational sloshing, which occurs in response to a 
rotational or rolling motion of the container. The transmission of this motion into the 
fluid could occur either through pressure or viscous effects. If the container is rotated 
about its axis of symmetry then viscous diffusion becomes the sole mechanism respon­
sible for initiating the liquid motion. However, this is a slow process, and is easily 
dominated by pressure effects even for a slightly asymmetric rotation of the container. 
The resulting flow in the case of axisymmetric rotation, or spinup, is very intricate, 
with numerous applications in the field of geophysical fluid dynamics. In view of this 
special attention is paid to the physics underlining this case. 
1.1.1 The Liquid-Vapor Interface 
Physical scientists have long recognized that when at least two homogeneous 
phases of a substance come in contact, a region of small but flnite thickness forms 
in between them, called the interfacial region, where matter in this region exhibits a 
rheological behavior that is distinct from that of either bulk phase. The interfacial 
region is a dynamic one, where physical properties change continuously either through 
molecular diffusion of one phase into the other or through the absorption and accumu­
lation of impurities. The interfacial region is very thin, usually only a few molecular 
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diameters wide, thus we tend to think of and treat interfaces as two dimensional sur­
faces. 
According to [14], the concept that the interfacial viscosity differs from that of 
the adjoining phases was first suggested by Hagen in 1845, while. Plateau in 1869, was 
the first to conduct a series of simple experiments aimed at describing the behavior 
of interfacial viscosity. Boussinesg, in 1913, postulated for the first time that a linear 
relationship exists between the interfacial stress tensor and the interfacial rate of de­
formation. This relation involves three parameters, the interfacial surface tension, <r, 
the interfacial shear viscosity e, and the interfacial dilatational viscosity, k. Scriven 
[15], using a tensorial approach, formally formulated the dynamics of the interfacial 
region in terms of a set of differential equations (see also Aris [16]). These equations 
represent the analog of the Navier-Stokes equations for the interfacial region, ajid can 
be used a^ boundary or "connecting" conditions to determine the flow in the adjoining 
bulk phases. Slattery [17], arrived at a similar result following an integro-differential 
approach. 
The description of interfacial d)aiamics is indeed a complicated subject which 
continues to receive extensive attention from physical scientists. Recently, several 
studies ([14], [18], [19], and [20]), reported experimentally measured values of interfacial 
viscosities, some of them even suggesting the troubling possibility of Newtonian fluids 
exhibiting non-Newtonian behavior in the interfacial region. However, there are some 
good news for the fluid dynamicist interested primarily in the description of the flow 
in the bulk phases. Wasen et. al. [21], reported that the interface between two pure 
liquids, or a pure liquid and its vapor or a gas, exhibits no viscosity other than bulk 
viscosity. This was also verified by the experiments of Jiang et. al. [20]. Thus, for an 
interface free of any impurities, imposing the conditions that the velocity and stress 
tensor be continuous across the interface is sufllcient for the complete description of 
the flow. 
For a liquid-vapor interface, assuming that knowledge of the flow in the vapor 
phase is not of primary importance, the stress conditions at the interface can be further 
simplified. This is done by ignoring the viscous contribution of the vapor phase to the 
stress balance equation which yields the traditional free surface conditions of zero 
liquid tangential stress components and a normal stress condition which accounts for 
a possible pressure jump across the interface due to stirface tension. The free surface 
conditions are valid in the limit as the ratio of the vapor to liquid viscosity approaches 
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zero. 
A vast number of practical applications that involve fluid interfaces occur in 
bounded domains such as containers. This requires additional knowledge pertain­
ing to the dynamic behavior of contact lines. Here, a contact line is defined as the 
intersection of the fluid interface with a solid boundary such as the container walls. 
Unfortunately, the level of knowledge on the physics governing the motion of contact 
lines can be at best described as minimal. The lack of attention paid to this problem is 
partly due to the success of ad-hoc procedures that are commonly used to circumvent 
it, but mainly due to the enormous complexity involved in modeling its underlining 
physics. 
The most common approach used in studying the contact line behavior involves 
the use of the contact angle, 0, which represents the angle formed between the fluid 
interface and the solid boundary due to surface tension effects. The origin of surface 
tension can be traced to differences in the intermoleculax structure and the cohesive 
forces present in each of the bulk phases. As a result of these differences, the fluid 
interface is endowed with an excess free energy per unit axea. Surface tension, a, is 
used to represent the cumulative effects of this Helmholtz free energy, and is generally 
treated as a property of the interface. The value of the surface tension for a particular 
interface generally decreases with temperature and with increasing concentration of 
contaminants. The dependence of the surface tension on temperature has been stud­
ied, leading to the identiflcation of Maragoni effects, where variations in the surface 
tension are seen to drive the flow. The effects of surface tension due to variations in 
the molecular structxire of the interface, either due to impurities or variations in the 
concentrations of the bulk phases, are usually ignored. 
The difficulty in understanding the contact line behavior extends even to cases 
of static equilibrium. A system that involves a fluid interface is said to be in state of 
thermostatic equiUbrium if its is in a conflguration of minimal free energy. Under these 
conditions Young's equation is used to provide a relation between the free energies of 
each of the components of the system and the contact angle. Assuming a liquid-gas 
interface, without loss of generality. Young's equation requires; 
7egdes = Igs - lis (1-1) 
Here, each phase has been modeled as having constant energy per unit area, with 
the quantities 7^, 7^5, and 7/5 denoting its value on the gas-liquid, gas-solid, and 
liquid-solid interface respectively. The contact angle is denoted by dtg and is measured 
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between the liquid and solid phases. Unfortunately, Young's equation can not be used 
to predict the value of the contact angle due to the inabiUty to measure or otherwise 
determine values for 7^5 and 7^5. Furthermore, equation (1.1) implies the existence of 
a unique value of the contact line. This is contradicted by many experimental obser­
vations, where the contact angle is seen to exhibit a multivalued behavior, bounded by 
two angles referred to as the advancing, 9a., and the receding, contact angles. Thus, 
as long as the value of the static contact angle falls within this range, e [OR, ^ ,4], the 
contact line will not move. This behavior is referred to as the contact angle hysteresis, 
and its origins are not yet very well understood. However, this behavior raises the 
possibility that contact lines move in a discrete rather than a continuous fashion. 
The analytical study of the motion of contact lines is also complicated by the 
classical boundary conditions used in describing the behavior of real (viscous) fluids. 
Imposing the no-slip condition at the contact line, in the strict sense of requiring 
fluid particles to adhere to the wall, will inevitably lead to multivalued velocity fields. 
This implies the existence of unboimded stresses exerting unboimded forces on the solid 
surface, as it was demonstrated in a model developed by Huh and Scriven, [22]. Clearly, 
the no-slip condition can not be used in the strict sense of adherence, as in [22], with the 
implication that a fluid particle once in contact with a given solid particle will retain 
this contact indefinitely. This will preclude the existence of a physical mechanism 
through which two immiscible fluids can displace each another along a solid surface. 
Based on its historical development, see [23], the no-slip condition provides an excellent 
approximation on a macroscopic scale, to the molecular kinematic behavior of viscous 
fluids in the vicinity of a solid surface. However, one should not lose sight of the fact 
that the no-slip condition is after all just an approximation. Other conditions have 
been successfully used, such as Navier's slip condition where the slip velocity depends 
linearly on the local shear. 
Models for the qualitative description of the contact line motion usually resort 
to a mechanism that involves some type of a rolling motion for the fluid interface. 
The concept of the rolling motion mechanism was formalized by the work of Dussaji 
and Davis [24]. Through a series of qualitative simple experimental observations, 
they studied the motion of food dye marks placed on honey and glycerin drops as 
well as on the interface of glycerin with silicon oil in a rectangular container. An 
interesting observation that they made, pertaining to the above discussion on the no-
slip condition, involved dye that was placed near the bottom surface of the container 
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wall. The glycerin-silicon oil contact line was made to sweep the bottom wall surface 
by slowly tilting the container. The dyed glycerin appeared to remain adhered to wall 
imtil it was reached by the receding contact line, at which time it began to be lifted off 
the wall, eventually becoming part of the glycerin-silicon oil interface. Based on these 
observations, in an effort to explain the multivalueness of the velocity at the contact 
line, Dussan and Davis went on to postulate the existence of material surfaces that are 
emitted (or injected) from a moving contact line into (or from) the interior of at least 
one of the bulk fluids. The fluid that constitutes these material surfaces is believed to 
originate on the soUd-fluid boimdary of the fluid-fluid interface. 
Dussan's and Davis's model is an interesting conception. However it is based solely 
on kinematic observations of the contact line and does not address any of the dynamic 
requirements needed in developing a model. Fbrthermore, it is not yet clear whether the 
fluid interface in the immediate vicinity of the contact line can be accurately modeled 
as a two dimensional surface or as a surface of constant free energy. The interface in the 
vicinity of the contact line can not be modeled as a material sxirface. Fluid particles of 
each of the bulk phases get absorbed into or ejected from the interface at the contact 
line. On a molecular level, this could lead into non equilibrium variations in the 
concentration of bulk phases within the interfacial region adjacent to the solid surface, 
with the resulting surface tension gradients giving rise to significant Maragoni type 
effects. The resulting tangential stresses could act to balance the unbounded stresses 
encountered in Huh's analytical model [22]. Furthermore, experimental observations 
pertaining to the appearance of a primary film, or a "foot", ahead of an advancing 
contact line, seem to suggest that the interface itself could become multivalued at the 
contact line through some bifurcation mechanism. 
The singularity in the velocity field at the common line can be removed by the 
inclusion of effective or apparent slip on the solid-fluid surface. Any type of a slip model 
will relieve the force singularity at the contact line. However, in practice generally only 
two types of models have been used. These are models based on Navier's slip condition, 
or the so called "fixed interval" models where the velocity at the wall is set equal to the 
contact line velocity only in a prescribed fixed interval surrounding the contact line. 
The sensitivity of the velocity field away from the contact line, based on the particular 
type of slip model used, was studied in [25]. The results of this study seem to suggest 
that different slip models could not be distinguished through observations based solely 
upon the dynamics of the fluids away from the contact line. 
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Most models that involve the use of a slip condition give rise to fluid motions 
characterized by two length scales. The smaller scale characterizes the size of the region 
neighboring the contact line within which the velocity of the fluid differs substantially 
from that of the solid. Within this region, often referred to as the inner region^ the 
dynamics of the fluids are very sensitive to the form of the slip boundary condition 
used. The other length scale characterizes the size of the entire fluid body In this 
outer region, the dynamics of the flmds are generally insensitive to the t3rpe of boimdary 
condition used at the contact angle. The extent to which approximations made in the 
contact line modelling within the inner region will aflfect the viscous solution in the 
outer region can be also be determined in terms of the dimensionless capillary number, 
Ca. The capillary number is defined as: 
Here, u represents a characteristic velocity scale near the contact line, fi is the fluid 
viscosity, and y is the coefficient of surface tension. The dimensionless capillary num­
ber represents the ratio of the viscous to the surface tension effects. For the present 
study it does not emerge as an independent parameter as it can be represented as the 
ratio of the Bond number, Bo, to the square root of the Galileo number, Ga, two of 
the parameters used in this study. For large values of the capillary number, Ca » 1, 
viscous deformation dominates. Surface tension and contact line effects are confined 
to a thin boundary layer near the contact line. As the value of the capillary number 
decreases the surface tension and contact angle effects become more important, and 
for small values of Ca, Ca •C 1, the interface behaves nearly like a static meniscus 
whose shape could be globally affected by the conditions at the contact angle. 
1.1.2 The Linearized Theory of Gravity Waves 
The theory on gravity waves is based on potential flow to describe the motion 
of waves in a horizontally imbounded liquid with a free surface. The free surface is 
assumed to be at a uniform constant pressure. As the free surface is displaced from its 
equilibrium position by a wave disturbance, gravity causes a higher pressure to build 
under the crests than tinder the troughs. The flow that results in response to these 
pressure variations is assumed to be unsteady, irrotationai, and incompressible. 
The formulation is carried out in terms of the velocity potential with an unsteady 
form of the Bernoulli equation serving as the boundeiry condition at the free surface. 
(1.2) 
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The general kinematic condition, originally proved by Lord Kelvin [4], is used to cal-
ciilate the free surface position. The kinematic condition requires that the material 
derivative of the function used to describe the free surface position be equal to zero. 
Physically, this condition implies that a fluid particle initially lying on the free sur­
face must remain there. The kinematic condition introduces a nonlinearity into the 
problem even when the shape of the wave disturbance is assumed. At this point, in 
order to remove this nonhnearity from the problem one of two simplifying assumptions, 
pertaining to the shape of the wave, is usually made. 
In the first and more general approach, introduced by Stokes in 1847 [26], the 
amplitude of the waves. A, is assumed to be small compared to their wavelength, A. 
The equations are linearized based on a Taylor series expansion with Ak serving as the 
small parameter. Here, k represents the wave number and is defined in terms of the 
wavelength by A:=27r/A. This leads to what is known as the linearized theory of gravity 
waves. In the second approach, introduced independently by Boussinesq in 1871, [27], 
and Lord Rayleigh in 1876, [28], the simplifying assumption is that the wavelength of 
the disturbance is large compared to the liquid depth, h. This implies that the vertical 
acceleration of fluid particles is negligible compared to gravity resulting in a pressure 
field that is purely hydrostatic. 
The central result coming out of the linearized theory of gravity waves can be 
expressed in terms of the following eigenvalue relation that determines the velocity of 
propagation c, celerity, according to: 
where g is the acceleration due to gravity. Thus, the speed of a gravity wave is fixed by 
the wave number and the fiuid depth. The motion of fiuid particles is along elliptical 
pathHnes with the strongest motion occurring along the free surface. Since in general 
a wave disturbance will be composed of several Fourier components the shape of the 
wave will continuously change. For this reason equation (1.3) is called the dispersion 
relation. The speed of propagation, or group velocity, of a wave packet is equal to half 
the dominant phase speed, Cfc, [4]. 
The above dispersion relation for the celerity can be further simplified by exam­
ining its limiting behavior. In the limit of kh—Kx, that is the depth of the liquid is 
large compared to the wavelength, the expression for the celerity reduces to: 
Cfc = tanh(A:/i) (1.3) 
as kh -* (1.4) 
10 
Note that the velocity of propagation is determined by the wavenumber, k. This 
limiting case is known as the deep water wave theory. In deep water wave theory 
waves have a speed of propagation that depends only upon the wavelength. 
In the opposite limit, under Boussinesq's and Rayleigh's approximation of large 
wavelength compared to liquid depth, kh—*Q, equation (1.3) reduces to: 
This simplified case is known as the shallow water wave theory. The speed of propa­
gation as kh-* 0 is independent of fc. In a horizontally unbounded liquid the speed 
of propagation of any wavelength disturbance depends only on the hquid depth below 
the free surface. Waves of infinitesimad amplitude propagate without any changes in 
their shape while waves of finite but small amplitude undergo a change in shape as 
the crests travel faster them the troughs. The energy of a smaJl amplitude wave train 
is half potential and half kinetic [4]. 
Within the framework of either shallow or deep water wave theory, a number of 
additional aspects of wave motion have been examined. These include the effects of 
variable depth, forced oscillations, small but finite amplitude waves, waves in circular 
basins and spherical sheets, rotation, and traveling pressure disturbances, to list a few 
[4]. More recently, two and three dimensional sloshing in horizontal cylindrical and 
spherical containers has been investigated, ([29],[30]). An interesting result has been 
the observation that the dependence of frequency on depth is also mode dependent. 
For the lowest modes of oscillation, frequency simply increases with the depth of fluid 
in the container. For higher mode oscillations, however, the frequency first decreases 
and then increases with depth. 
The potential flow theory has also been used to examine some of the nonlinear 
aspects of waves, such as waves whose amplitude are not small. In the theory developed 
by Penney and Price [31], a perturbation method is used to examine finite amplitude 
standing waves in an infinitely deep rectangular container. They worked out the wave 
shape to the fifth power term in the predominant amplitude. The main conclusion 
of their work is that the wave frequency decreases with increasing wave amplitude. 
Furthermore, the angle enclosed by the crest in the limiting wave form for the standing 
wave is 90° in contrast to 120° for the progressive wave. Another wave which seems to 
defy the results of the shallow wave theory is the soliton. A soliton propagates through 
a liquid of depth comparable to the wave amplitude without the wave changing its 
shape. The key requirement for this behavior is that the wavelength of the soliton not 
(1.5) 
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be so great compared to the depth that vertical acceletations are negligible. Thus the 
basic assumption of shallow wave theory is untenable in this case [4|. With decreasing 
amplitude, and thus decreasing vertical acceleration, the wavelength of the soliton 
increases, and it approaches that of a shallow wave of infinitesimal ampUtude. 
The effects of surface tension and viscosity have been investigated theoretically us­
ing deep wave theory. If surface tension dominates gravitational effects, then the celer­
ity increases with surface tension and decreases with disturbance wavelength. With 
both surface tension and gravitational effects taken into account, the frequency of 
oscillation is fotind to increase with increases in gravity, surface tension, and/or dis­
turbance wave number, k. The celerity first decreases, but then it reaches a minimum 
value and finally increases with k. For a free surface at which the gas (or vapor) density 
is negligible compared to the liquid density p, the critical wavelength corresponding to 
the minimum value of celerity is given by. 
where y is the coefficient of surface tension. If A/A^ >3, then gravitational effects 
dominate the wave dynamics, while for A/Ac < 1/3, surface tension effects dominate 
[4]. A more recent work employing a regular perturbation in terms of wave amplitude 
shows that surface tension acts to decrease wave amplitude and to increase the potential 
energy of the wave to values well beyond the level of kinetic energy. These increases 
in potential energy are due to surface tension [32]. The effect of viscosity is to cause a 
damping of the wave such that its amplitude decays exponentially in time Uke 
where i/ is the kinematic viscosity of the liquid. For the case of infinitesimal deep 
waves, viscosity has no effect on wavelength, frequency, or wavespeed [4]. 
1.1.3 Aspects of Rotating Flows 
The iznderstanding of the underlining physics which govern flows that involve 
rotating fluid systems finds numerous practical applications in every day life. These, 
include among others, the modeling of flows in centrifuges, spin-stabilized projectiles 
and spacecraft, as well as most geophysical flows. Within the scope of the present 
study, the use of an inertial coordinate frame to describe liquid sloshing in a moving 
container does not always represent the most suitable choice. That is, the nature of 
the forcing (and thus the ensuing container motion) dictates the use of coordinate 
frames that must remain attached to the container. The use of body fixed coordinates 
(1.6) 
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simplifies the application of boundary conditions but it also results is an overall more 
qualitatively descriptive model. Thus, the inclusion of cases which involve container 
rotation leads to the use of rotating coordinate frames. 
The most profound changes which occur when considering the physics of a rotating 
fluid system become evident when the Lagrangian acceleration of a fluid particle in 
the inertial frame, a,, is expressed in terms of its components in the rotating frame. 
For a coordinate frame that undergoes a pure rotation fi with respect to the inertial 
frame, the acceleration of a fluid particle at position R is given by: 
St = dr + Cl X X + 2Qx Vr •{- Q X R (1.7) 
In addition to the Lagrangian acceleration component in the rotating frame, a^, 
three new fictitious acceleration components appear to be present to an observer in the 
rotat ing frame.  The second term on the r ight  hand side of  equat ion (1.7) ,  Qx(ClxR^,  
is the centripetal acceleration. It points in a direction radially outwards from the axis of 
rotation. The next term in equation (1.7), 2QxVr, represents the Coriolis acceleration, 
while the last term, QxR, represents the angular acceleration. The angular acceleration 
is brought about by changes in the angular velocity of the system and it points in the 
circumferential direction. 
Prom the three new acceleration terms that appear in the rotating frame, the 
Coriolis acceleration is the only new term which explicitly involves the fluid velocity, 
V, and it is responsible for the only structural change in the momentum equations for 
the case of uniform rotation. It is directed at right angles to both the axis of rotation 
and the velocity vector and as such it acts as a deflecting force which does no work on 
a fluid particle. The Coriolis force tends to deflect the direction of motion of a fluid 
element to its right. It is linear in velocity and for uniform rotation it is independent 
of the position of the axis of rotation. 
The net effect of the Coriolis force on the flowfleld is to oppose displacements of 
fluid elements which lead to changes in the angular momentum of the fluid [33]. If a 
flmd element that moves along an orbit in the lateral plane, a plame that is normal to 
the direction of rotation, becomes displaced outwards, then the effect of the CorioUs 
force is to decrease its angular momentimi. This leads to a lower centrifugal force 
and the fluid element tends to move back to its original orbit. The extent to which 
this restoring effect of the Coriolis force restricts the displacement of fluid elements 
depends on its magnitude relative to other forces acting on the fluid. 
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The significance of the Coriolis effects are measured in terms of the Rossby nrunber 
6, defined as e=y/Ln, where L represents a characteristic spatial dimension of the flow. 
The Rossby number represents the ratio of inertia to Coriolis effects. For geostrophic 
flow, steady inviscid flow with e 1, the Coriolis effects dominate. The ensuing 
balance in the momentimi equations is between the Coriolis force and an augmented 
pressure gradient to Jiccount for the centripetal force. The resulting flow does not vary 
in the direction of fi. That is all steady slow motions in a rotating inviscid fluid are 
necessarily two-dimensional. This case and its implications were first pointed out by 
Proudman [34] and subsequently demonstrated by a series of experiments conducted 
by Taylor [35] and have come to be known as the Taylor-Proudman theorem. 
Another interesting case where the Coriolis effects play a predominant role was 
demonstrated by Ekman for wind-driven ocean currents (see [36]). For steady flow 
with negligible pressure gradients and the horizontal velocity components varying only 
in the vertical direction the momentum equations reduce to a balance between the 
Coriolis and viscous terms. The resulting analytical solution, which has come to be 
known as the Ekman Spiral, has some fascinating impHcations. The direction of the 
ocean current changes with depth with the surface current directed at a 45° angle to 
the right of the wind (laminar flow result for the Northern Hemisphere) [37]. 
The resistance offered by the Coriolis force to changes in the angular momentum 
of the fluid acts as a mechanism which allows the propagation of inertial waves in a 
rotating fluid. That is, in the presence of forces that are derivable from a potential, the 
equations of motion governing a viscous incompressible fluid allow periodic solutions 
representing the propagation of waves. Two types of inertial waves can be sustained in 
a rotating fluid. These are plane and axisymmetric waves. Plane waves are transverse, 
circularly polarized, and for a viscous fluid damped. The solutions representing these 
waves are not limited to infinitesimal amplitudes. Axisymmetric waves can be either 
standing or progressive but are generally limited to small amplitudes. The relation 
describing the natural modes and frequencies of axisymmetric waves in rotating column 
of liquid was first given by Lord Kelvin in 1880 [38]. More recently, in a series of 
experiments Fultz [39] has shown how these waves can be excited and maintained. 
Other investigators performed similar experiments for different container geometries 
[40]. 
The problem of the stability of an inviscid rotating column of fluid was first treated 
by Lord Rayleigh in 1920. Rayleigh's criterion states that: a stratification of angular 
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momenttun about an axis is stable if and only if it increases monotonically outward [41]. 
Taylor [42] treated the corresponding problem, both theoretically and experimentally, 
for viscous flow arriving at the general criterion for the stability of Couette flow which 
is expressed in terms of a critical value of the dimensionless Taylor number (see [41]). 
More recently, several studies focused on the analysis of developing rotating flows. 
The most fundamental of these works is by Greenspan and Howard [43]. They exam­
ined the spinup of a homogeneous fluid occurring between two infinite rotating disks 
for an impulsive and small change to the rotation rate of the disks. The rotation vec­
tor, f2, was taken as normal to the disks. Their work, which was carried out within the 
context of geophysical fluid dynamics, identified the major contribution to the spinup 
process by the secondary circulation driven by the Ekman layers at the endwalls. They 
demonstrated that the fiuid attains solid body rotation in a "convective" time scale 
of order, Tc ~ H/y/v^, rather than a diffusive scale of order, Ty ~ R^/u. Here, i/ 
represents the fluid viscosity, and H the depth of fluid between the disks. 
The basic analytical model for impulsive spinup in a cylinder is due to Wede-
meyer [44]. His solution divides the interior flow into two distinct regions separated 
by a moving front that propagates from the cylinder sidewall towards the central axis. 
The fluid ahead of the front remains non-rotating while the fluid behind the front is 
spun up. The flow in the interior is assumed to be independent of the axial direction, 
which along with additional approximations leads to the formulation of single partial 
differential equation for the description of the azimuthal flow in the interior. Approx­
imate compatibility relations are used to connect the interior flow to the flow in the 
Ekman layers in terms of the secondary circulation. This secondary circulation, also 
called Ekman pumping, is modeled in terms of an Ekman suction velocity ahead of the 
front, and an Ekman blowing velocity behind the front. The suction velocity is used to 
represent fluid form the interior, which is low in angular momentum, that enters the 
Ekman layers ahead for the front. As this fluid passes through the boundary layer it 
gains additional angular momentum. Its return to the interior flow behind the front 
as high angular momentum fluid is represented by the blowing velocity. 
Wedemeyer's model provides a qualitatively correct picture of the spinup process. 
However, inherent in his model are the assvimptions that the boundary layer flow 
is quasi-steady, the finite geometry of the cylinder does not influence the boundary 
layer flux, and also that the interior flow can be approximated throughout the spinup 
by a solid-body rotation. Experimental observations and analysis of spinup identify 
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significant departures of the flow from these assumptions [36]. The spinup process 
appears to go through three distinct phases. Immediately after startup it is dominated 
by viscous diffusion. Then, radial advection takes over, with Coriolis effects dominating 
the later stages of the process. Furthermore, the flow behind the front shows strong 
departures from solid body rotation, and in the vicinity of the front significant axial 
velocity gradients exist. 
Several additional contributions have been offered to the original Wedemeyer 
model. These include better compatibility conditions, [45], as well as attempts to 
model the moving front as a region of finite thickness, [46]. A very recent analytical 
study, which focused on the spin-down of axisymmetric vortices, has also jdelded some 
interesting results [47]. A dynamically active surface was found to increase the spin-
down time for a vortex by offsetting the compression of vortex columns. Furthermore, 
this study raised the possibility of the azimuthal velocity profile becoming multivalued 
and breaking down when the Rossby number is not small. 
1.2 The Numerical Approach to Liquid Sloshing 
A vast and rich collection of analytical works has been accumulated over the last 
two hundred years on wave phenomena. Nevertheless, the analytical approach, at least 
within present day limitations, is only capable of providing glimpses to the fuU scope 
of wave phenomena encompeissed by the solution to the full nonlinear set of equations. 
Thus, numerical methods provide the only available alternative for exploring these 
phenomena. Several questions pertaining to modeling choices will be encountered 
during the development of a numerical sloshing model. The most fundamental ones 
are: 
• How should the free surface be modeled? 
• What type of formulation should be utilized? 
• What type of numerical algorithm should be used? 
• How should the algebraic equations be solved? 
Liquid sloshing problems represent a special case of moving boundary problems. 
By far the most complicating factor in the solution of these problems is brought about 
by the lack of prior knowledge of the entire problem domain. For a free surface problem, 
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the position of the free surface represents a major component of the sought solution. 
Numerical models for free surface problems generally employ one of two techniques in 
dealing with the determination of the free surface position. These are, surface fitting 
ajid surface capturing techniques [48]. 
In surface fitting methods the position of the free surface is described by an aux­
iliary function in terms of the independent problem variables. A coordinate transfor­
mation can then be used to immobilize the position of the free surface in transformed 
space. The evolution of the free surface can then be determined by the general kine­
matic condition [4]. This is essentially an Eulerial type method. The major advemtage 
of surface fitting is the accuracy with which boundary conditions at the free surface 
can be implemented. In addition, the air or vapor phase solution is not coupled to the 
liquid side and thus can often be omitted. However, the resulting form of the governing 
equations becomes more complicated by the coordinate transformation. Furthermore, 
modeling of more complex wave dynamics, such as breaking, becomes more diBBcult 
as the problem domain needs to be divided in such a way as to ensure that the trans­
formation used for the free surface remains one-to-one. 
In contrast, surface capturing methods rely on Lagrangian techniques to determine 
the position of the free surface while leaving the problem domain unaltered. The 
equations are solved in both the liquid and vapor phases and the position of the free 
STirface is determined by either following fictitious tracking particles that move with 
the fluid or by locating the steep density gradients that occur across the interface. 
However, neither of these procedures yield the precise position of the surface. The 
application of boundajy conditions becomes somewhat of an ad-hoc procedure, thus 
limiting the overall accuracy of capturing methods. The major advantage of surface 
capturing methods is that they can easily handle complex wave dynamics. Since no 
coordinate transformation is employed, no restrictions on the free surface shape are 
imposed. The equations for simple problems could be solved on a fixed grid. In most 
cases grid refinement around the free surface is necessary, thus dictating the need for 
continuous grid adjustment. In certain cases the physics of the problem will dictate 
the choice of method used for the free sxirface. However, if the choice exists then a 
surface fitting method is preferable. 
Another choice confronting the development of the numerical model is whether 
the formulation should be carried out in terms of primitive or derived veiriables. The 
primitive variable approach, in terms of the velocity components and the pressure, can 
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be extended to three dimensions without any major difficulties. On the other hand, 
the derived variable approach in terms of the streamfunction and the vorticity requires 
a minimum of six equations when applied to three dimensional flows. That's two 
more equations than in the primitive variable formulation. When the streamfunction 
vorticity method is applied to sloshing problems another difficulty, which is inherent 
in the very nature of the equations, arises. In the derivation of the equations all forces 
derivable from a potential drop from the governing equations themselves. But this is 
precisely the type of forcing most common to sloshing problems. As a result, these 
terms have to enter into the problem through the boimdary conditions, and more 
specifically through the free surface conditions. The familiar zero-stress conditions 
associated with free surfaces can not be applied in their traditional forms. New forms 
of boundary conditions need to be derived to enforce the required conditions at free 
siirface. The derivation and application of these conditions are not trivial. Extensive 
care must be undertalcen as these conditions axe easily susceptible to both numerical 
error and instability. As a result of these shortcomings, and in contrast with the case 
of primitive variables, literature on the application of the streamfunction vorticity 
method to sloshing problems is virtually non-existent. 
The equations governing liquid sloshing in moving containers are the incompress­
ible Navier-Stokes equations. The final form of these equations could be quite com­
plex due to numerous new terms that appear as a result of coordinate transformations 
needed to capture the physics of the problem. The solution to these equations in terms 
of a streamfunction vorticity formulation is necessarily divergence free. However, that 
is not the case for a primitive variable approach (the likely choice). The set of govern­
ing equations in terms of the primitive variables consists of one momentum equation 
for each of the velocity components and the continuity equation. For the closiire of 
the problem an equation for the remaining depended variable of the problem, namely 
the pressure, is required. The goal is to determine the pressure field which yields a 
divergence free velocity field that also satisfies the momentum equations. Most com­
monly, some variation of the popular SIMPLE algorithm by Patankar and Spalding [49] 
is used. These methods rely on a Pressure Poisson equation derived from the momen­
tum equations to iteratively obtain corrections to the pressure field until the solution 
is reached. An alternative scheme is the artificial (or pseudo) compressibility method 
introduced by Chorin [50]. In this method a fictitious unsteady compressibility term is 
added to the continuity equation and the equations are marched in pseudo-time until 
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steady-state is reached. The fictitious terms vanish from the equations at steady state. 
The artificial compressibiUty method is not as strongly elhptic eis a pressure Poisson 
method. As a result, quite often smoothing has to used to avoid pressiire oscillations. 
It should be noted that pending on the details of their actual implementation these 
two methods can be nearly equivalent. 
To obtain a numerical solution the continuous problem is converted into a dis­
crete one. That is, the governing equations are replaced by a set of approximate 
algebraic equations. The solution of the problem is found by solving this set of alge­
braic equations. Several methods are available, and more continue to become available, 
for accomplishing this task. These include both direct and iterative methods. Direct 
methods involve some type of Gaussian elimination and in general they require a 
formidable amount of storage when applied to three dimensional flows. Furthermore, 
for the incompressible equations, some form of iterative procedure to deal with lin­
earization errors is usually needed. Thus, indirect methods appear to be better suited 
for the solution of the incompressible Navier-Stokes equations. The most simple of 
the iterative methods is the Gauss-Siedel method. It is extremely easy to implement 
and requires the minimum resources. However, it converges very slow. A variation 
of the Gauss-Siedel method is the successive over-relaxation method (SOR). Here, an 
over-relaxation parameter is used to accelerate convergence. Both of these methods are 
point-iterative. A faster convergence rate can be achieved with block-iterative meth­
ods. In these methods, a subgroup of the unknowns is singled out, and some form of a 
direct elimination method is used to obtain the solution of the resulting group of simul­
taneous algebraic equations. The most simple block-iterative methods are the SLOR 
method (soR by Unes) and the ADI method (alternative direction implicit). Block-
iterative methods are very popular because they usually lead to tridiagonal or block 
tridiagonal systems of equations. Fast tridiagonal matrix solvers are readily available. 
Strongly implicit methods, such as the SIP (strongly implicit procedure) method by 
Stone [51] and the MSIP (modified SIP) by Schneider and Zedan [52] have been gaining 
in popularity as more computer resources become available. These methods provide 
stronger coupling by treating the unknowns implicitly in a plane (or in a cube for three 
dimensional flows). These methods restdt in even faster convergence rates, but they to 
so at the expense of higher resoiirce requirements. Another method oflfering the fastest 
convergence rate theoretically possible is the mtdtigrid method. Multigrid methods 
owe their fast convergence rates to the use of successively coarser grids to address low 
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wave niunber errors. However, they are generally more diflBcult to implement and often 
require problem specific tuning [53]. 
The methods for solving the algebraic equations, in the order discussed above, 
offer increasing rates of convergence, but also increasing requirements in both hard­
ware and time resources needed for their implementation. These are important factors 
that should be considered in selecting one of these methods. Another factor, equally 
important, is the type of problem at hand. Solutions to sloshing problems generally 
exhibit some degree of periodicity. Usually, long term solutions are sought, thus lim­
iting the size of the time step used in marching the equations. This is done to prevent 
error accumulation. Based on this limitation, the number of iterations required to 
advance the solution to the next time step are fairly low. Thus, the savings in the 
required time for the solution of the problem, which will be anticipated with one of the 
"faster" methods, could fail to be realized as a result of increased overhead. Perhaps 
for sloshing problems, a method like SOR or SLOR offer the safest starting point. 
1.2.1 Numerical Works on Free Surface Flows 
Perhaps the first numerical method to deal successfully with arbitrary wave prob­
lems was the Particle in Cell (Pic) method [54]. In the Pic method a continuum model 
was not used. Instead, the motion of a finite number of fluid particles was followed 
using a Lagrangian description of the dynamics. In certain cases, momentary crowding 
or depletion of particles occurred in a computational region resulting in high frequency 
oscillations of fluid properties. First order upwind differencing was also used adding 
significant numerical viscosity to the method. 
A similar idea of using fluid particles to track down the position of the free surface 
was used in the Marker and Cell (MAC) method [55]. The MAC method, is finite differ­
ence method which solves the equations in terms of primitive variable on a staggered 
mesh. A Poisson equation is used to enforce the continuity. Although the position 
of the free surface is deduced from the position of the marker particles, imlike the 
PIC method, these particles are not involved in any other dynamical calculation. The 
marker particles are used solely for determining the location of the free surface. Some 
interesting results were obtained with the MAC method. They indicate that for slosh­
ing in moving containers the period of sloshing increases with viscosity. Furthermore 
they demonstrated the lack of perfect periodicity in the sloshing, and that the free 
surface is never flat except at the initial and final stages of the problem. Although the 
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MAC method generally can be used to make successful predictions of wave phenomena 
it suffers from two major drawbacks. First, the marker particles do not always remain 
evenly distributed. This in conjunction with the bilinear interpolation on the velocity 
field, used to determine the marker particle velocities, leads to a free sxirface and a 
pressure field which are not smooth. The second difficulty arises in the application of 
the boundary conditions at the siirface. Since in general the free surface will lie in the 
interior of a computational cell, rather than on the edge, the application of boundary 
conditions is of ad hoc nature. In the original MAC method [55], zero normal stress 
at the surface was approximated by setting the pressure in the cell containing the free 
surface equal to zero. This is only correct in the double limit of vanishing viscosity and 
surface tension. The tangential stress approximation was even cruder. It was approxi­
mated by setting the gradient of the velocity in a direction normal to the surface equal 
to zero. This approach is only correct in the double limit of vanishing surface curvature 
and negligible tangential velocity gradient. A more general formulation for the free 
surface conditions which significantly improved the accuracy of the MAC method was 
given in [56]. The inclusion of the more general normal stress condition was found 
to increase the accuracy of the bore calculation by a factor of 2 to 3. Despite these 
improvements, the lack of knowledge on the precise location of the free surface ajid 
the omission of higher order curvature terms from the formulation limits the accuracy 
of the MAC method. 
Another general purpose algorithm for free surface flows, which is a by-product of 
the MAC method is the SOLA-SURF method [57]. This algorithm relied upon the kine­
matic condition rather than marker particles in determining the free surface position. 
As a result, the free surface location was determined much more accurately than in the 
typical MAC method. The pressure at the free surface was chosen by linear interpola­
tion between the cell containing the free surface and the cell immediately below it such 
that it would yield zero pressure at the surface. The vertical velocity at the top of the 
surface cell was set so that the surface cell will be divergence free. This is a limitation 
of staggered grid formulations for free surface flow and results in a velocity filed that 
is not accurately aligned with the free surface. Like the MAC method, the SOLA-SURF 
method is fully explicit in time. However, whereas the MAC method uses only centered 
differences, this method uses a hybrid differencing for the convective terms. Although 
this differencing helps keep solutions smoother, it does so at the expense of increased 
artificial viscosity. Solutions for several wave problems were illustrated in [56]. Al­
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though these appear qualitatively correct, no definitive information on numerical error 
is given. 
The SOLA-SURF method represents a considerable advance over the MAC method 
in terms of being able to predict the free surface position more accurately. However, 
the use of the kinematic condition requires that the surface position has to remain a 
singly valued function of all but one of the independent variables of the problem. This 
implies that the surface may not fold over upon itself. Based on the implementation 
of the SO LA-SURF algorithm this restriction requires that the free surface could not be 
inclined more than the diagonal of the surface cell. This restriction was not present in 
the MAC method which is quite capable of handling multiply connected fluid regions 
separated by free sxirfaces of arbitrary orientation. 
The development of the SOLA-VOF algorithm [58], where VOF stands for Volume 
of Fluid, represents an attempt to retain the fluid region tracking ability of the MAC 
method while at the same time improving the accuracy with which the free surface 
position is determined. The key is to introduce an auxiliary function F, whose average 
value in a surface cell gives the volume of fluid in that cell. Since F moves with the 
fluid, the substantial derivative can be used to detennine a simple partial differential 
equation for F. The differencing for F is of an extremely ad hoc nature, and reflects 
the fact that F is a step function. The free surface is approximated by a straight line 
segment in the surface cell. Its slope aind height can be determined form the volume 
of fluid function F. Solutions to several interesting problem are given in [58]. They 
all look qualitatively correct, and show reasonable agreement with analytical results 
where available. 
The main diflaculty in the application of any of the capturing algorithms in the 
MAC family to three dimensional sloshing problems was demonstrated in [59]. The goal 
of this study was to evaluate the applicability of the SOLA-VOF method to sloshing 
problems. The voF method, perhaps the most accurate of these methods, was used 
to model liquid sloshing in a horizontal cyUnder. The results of [59] appear quahta-
tively correct with the exception of fictitious bubbles and droplets that develop in the 
flowfield in the vicinity of the free surface. The authors of [59] attribute these errors 
to deficiencies in the method, and more specifically to the fact that the kinematics of 
boimdary surfaces are not defined and computed exactly in the voF method. They 
conclude that the VOF method is suited for sloshing problems based on the justification 
that only global features of the flowfield, such as resulting forces and moments, are 
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essential in a sloshing problem calculation. 
The basic model by Wedemeyer for the qualitative description of the spin-up of 
a viscous fluid in rotating cylinder, [44], has served as the basis for several numerical 
works on the subject. The full Navier-Stokes equations for spin-up in a liquid filled 
cylinder were solved by Kitchens [60] using a streamfunction-vorticity formulation. 
Grid stretching transformations were used to resolve the boimdary layers. His results 
point to some of the inadequacies of the Wedemeyer model, such as the use of a 
simple Ekman suction formula to parameterize the entire endwall boundary layer. 
Inertia! oscillations and regions of reversed flow occurred early in the spinup process. 
Another solution to the same problem was presented by Hyim et al. [61]. Their results 
demonstrate strong departures from solid-body rotation in the azimuthal flow behind 
the propagating front. 
The extension of the Wedemeyer model to a partially filled container was at­
tempted by Goller and Ranov [62]. Their model uses approximate equations in the 
boundary layers, which are based on Wedemeyer's assumptions, while in the core the 
equations are simplified by assuming that the tangential velocity component is indepen­
dent of the axial position. The free surface position is calculated form aji approximate 
equation derived from a force balance at the surface. Based on the assumption that 
spin-up is a slow process, only the centrifugal and gravitational forces are retained 
in this equation. Thus, this equation imposes the requirement that the inward unit 
normal vector at the free surface be aligned with force vector defined by the local grav­
itational and centrifugal accelerations. The exact position of the free surface is then 
calculated from a global mass balance based on the above slope requirements. The 
velocities at the free surface are determined by the displacement of the free surface. 
The results of this model are in very good agreement with the Wedemeyer model. This 
is however obvious since it is based on almost the identical assumptions. Reasonable 
agreement with experimental data for the free surface position is also demonstrated. 
Unfortunately, the model by Goller and Ranov been adopted by several other studies 
such as [63] and [64]. Due to the severe restrictions placed on the fiowfleld by the as­
sumptions made in this model, no useful information can be extracted by its continued 
use other than a reaffirmation of the qualitative validity of the Wedemeyer result. 
A recent study by Dommermuth uses Helmholtz's decomposition to separate the 
irrotational and solenoidal components of the fiowfield into separate nonlinearly cou­
pled equations [65]. This model is applied to the laminar interaction of a pair of vortex 
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tubes with a free surface. Based on the decomposition of the flow field used in [65], 
the extension of this model to sloshing problems seems unlikely. The solution of the 
resulting Poisson equation for the rotational component of the pressure field becomes 
more complicated by a forth Neimiann boundary condition at the free surface. The 
results of this paper make for a good reading and the treatment of the free surface 
conditions is precise and detailed, thus, the reason for this work being cited here. 
1.3 Overview of the Present Study 
The goal of the present study has been the development of a numerical model for 
the description of wave dynamics in moving containers. Special attention has been 
devoted to the description of liquid sloshing under forcing conditions characteristic of 
those present in spin stabiUzed spacecraft. 
Several nvunerical codes have been developed in the course of this study. The only 
design Hmitation imposed early on their development stems from the decision to focus 
solely on surface fitting techniques for the free surface model. Capturing methods, 
when applied to three dimensional flows or complex geometries, are more difficult to 
implement and are more easily susceptible to errors. For greater accuracy, the position 
of the free surface is calculated from the kinematic condition. A general formulation 
for the dynamic conditions at the free surface is developed. The consequences arising 
from the specific numerical implementation of these conditions are carefully examined. 
Both the physics and the numerics of liquid sloshing are examined in detail. This 
is accomphshed by utilizing both two, and, tree dimensional finite difierence models. 
Some of these models are based on a primitive vaxiable formulation, whereas others are 
based on a streamfunction vorticity formulation. For primitive variable formulations, 
a Poisson equation is used to calculate the pressure. This approach, which preserves 
the elliptic character of the pressure field, results in velocity fields that satisfy globally 
the divergence free condition more accurately. 
For three dimensional flows in spherical containers, several innovative techniques 
are developed and implemented which improve the accuracy and extend the range of 
the model. A transformation is utilized prior to the grid generation, which allows for 
the continuous interactive transformation of the governing equations to a coordinate 
system that is best suited for the solution of the equations. Thus, by following the 
bulk of the moving liquid, a more nearly orthogonal grid can be generated with less 
effort, using a combination of algebraic and elliptic schemes. But more important, this 
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allows for the adaptation of the governing equations in a manner that either alleviates 
or eases the limitations imposed on shape of the free surface by the use of the kinematic 
condition. 
A careful parametric study of the various conditions affecting the dynamics of 
sloshing in moving containers has been conducted. The effects of the physical prop­
erties of the liquid, the tj^je of forcing conditions, and the container geometry are 
analyzed. Furthermore, sample resiilts from several interesting cases are given. These 
include, 
• Lateral sloshing in accelerating rectangular containers. 
• Lateral sloshing in impxilsively started rectangular containers. 
• Axisymmetric spinup in a cylindrical container. 
• Asymmetric spinup in a spherical container. 
The evolution of the free surface and the associated velocity and pressure fields are 
analyzed for each of these cases. The sloshing dynamics axe also analyzed in terms of 
the First Law, and the dynamic interaction of the sloshing liquid with the enclosing 
solid structure is considered. 
1.4 Outline of the Thesis 
The motivation behind this work has been the development of a numerical model 
capable of predicting liquid sloshing flows under a fairly broad range of forcing condi­
tions. Some of the basic physics, as well as anal3rtical and numerical works contributing 
to the success of this study have been presented in this chapter. In the course of meet­
ing the stated goal of this work several two dimensional models have been developed. 
These models dealt with sloshing in a rectangular containers. The relative simplicity 
in geometry and the moderate computational requirements, permitted the use of these 
models for the exploration and \mderstanding of the various aspects that enter into 
the development of sloshing models. In an effort to preserve the clarity of this work, 
and to avoid confusing the reader with continuous references to different models, the 
main body of the thesis is divided into two parts. 
In Part I of the thesis the focus is on the two dimensional rectangulax geometry 
models. A brief outline of Part I is given in Chapter 2. The mathematical formula­
tion for the problem is presented in Chapter 3. It includes the development of the 
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governing equations, the initial and boundary conditions, as well as the &ee surface 
conditions. The numerical method is presented in Chapter 4. It includes all the details 
pertaining to the discretization and solution of the governing equations. Alternative 
approaches for the numerical solution of the problem are evaluated, and information 
on the tnmcation errors associated with the model is given. In Chapter 5 results from 
several characteristic cases solved with these models are presented. The solutions are 
analyzed from a kinematic as well as a First Law point of view. A parametric study 
on the influence of various nondimensional parameters aflEecting the dynamics of the 
problem is presented. Comparisons with analytical and experimental results, where 
available, are also included here. 
In Part II of the thesis, the main focus is on the development of a more general, 
three dimensional model. A brief outline of Part II is given in Chapter 6. In Chapter 7 
the mathematical formulation for the model is laid out. The equations governing the 
d3rnamics of the flow are developed through a series of coordinate transformations. 
Boundary and initial conditions are specifled and the free surface model is presented. 
All the information pertaining to the numerical method adopted for the model is also 
discussed in Chapter 7. The grid generation scheme along with various techniques that 
were developed and implemented to improve the accuracy and extend the range of the 
model are presented here. Results from sample cases used in evaluating the model 
are discussed in Chapter 8. These include solutions for lateral sloshing in a three 
dimensional impulsively translated container, axis3Tnmetric spinup in a cylindrical 
container, and a solution for a fully 3D asymmetric spinup in a spherical container. 
A brief overall summary of this study is given in Chapter 9. The strengths and 
limitations of these models are identified and discussed here. Appendices A, B, and 
C, provide supplemented information and detailed derivations omitted from the main 
body of the thesis for clarity. 
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PART I. 
SLOSHING IN 2-D MOVING CONTAINERS 
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2. LIQUID SLOSHING IN A 2-D TRANSLATING CONTAINER 
The goal of this study has been the development of a numerical model capable of 
predicting the sloshing of a liquid within a moving container under fairly general forcing 
conditions. Some of the basic fundamentals as well as previous works pertaining to this 
subject have been reviewed in Chapter 1. Several difficulties encountered in developing 
a model have been identified. The free surface of the Uquid represents a moving 
boundary' of vmknown shape and position. Consequently, the problem domain needs 
to be determined as part of the solution. The forcing of the liquid, which is brought 
about by the motion of the container, further complicates the problem. The motion of 
the container will in general be described by the superposition of several translational 
and rotational components. For three dimensional flows the resulting form of the 
governing equations is formidable. Their solution can be extremely straining on the 
available computational resources. Furthermore, it becomes increasingly difficult to 
isolate and investigate the physical, mathematical, and numerical parameters, which 
influence the accuracy of the model. 
In view of these difficulties, a relatively more simple model is developed here. It 
deals with the sloshing of an incompressible viscous liquid within a two dimensional 
rectangular container. The forcing of the liquid is limited to translational (rectilinear) 
motions of the container. Sudden changes in both the acceleration and the velocity of 
the container axe considered. In the presence of surface tension, the response of the 
liquid in each of these cases is decisively different. 
The mathematical formulation for the 2D problem is presented in Chapter 3. De­
tailed information on the development of the governing equations, initial, and boundary 
conditions is given. The focus of the presentation is in terms of a primitive variable 
formulation. A brief description of a streamfunction vorticity formulation is included, 
which details the basic differences between the two models. The formulation for the 
corresponding inviscid problem, based on potential theory, is also presented. The First 
Law of Thermodjaiaxnics is used to analyze the problem in terms of an energy balance. 
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Finally, some of the difficulties encoiintered in coupling the dynamics of the fluid with 
those of the enclosing solid structure are also considered. A computationally efficient 
method, for the study of the solid-Uquid interaction, is developed based on a simple 
extension of the problem. 
The numerical formulation for the 2D model is presented in Chapter 4. The dis­
cretization of the governing equations, initial, and boundary conditions is presented in 
detail. A pressure correction scheme is developed which retains the elliptic character 
of the pressure field, and yet, allows for the efficient solution of the equations. Alter­
native approaches are considered, and the truncation error behavior of the method is 
carefully examined. 
The presentation of results in Chapter 5 is separated into three parts. In the first 
part, the liquid flow is analyzed from a kinematic prospective, with detailed informa­
tion on the evolution of the velocity, pressure, and vorticity fields being included. The 
sloshing of the liquid is also examined from the prospective of a second order dynamic 
system. This is presented in the second part of Chapter 5, in terms of a detailed para­
metric study of the effects of the various similarity parameters on dynamic behavior of 
the system. Finally, in the third part, sample results for the interaction of the liquid 
with the enclosing solid structure are given. 
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3. MATHEMATICAL FORMULATION 
The basic geometry for the model is depicted in Figure 3.1. A viscous incom­
pressible liquid, initially at rest, fills a rectangular container of width L to a depth FQ. 
Let (x, y) represent a coordinate frame attached to the lower left comer of container. 
The container is free to translate along the horizontal direction of an inertial frame of 
horizontal coordinate Xo, and time, to. The gravitational field g, is pointed vertically 
down along the negative y axis. 
The container is initially at rest with respect to coordinate frame Xo- At time, 
f = 0, it suddenly begins to translate to the right such that its position is described by, 
where here, q represents the constant horizontal acceleration experienced by the con­
tainer for time f > 0, and Uo the initial horizontal impulsive velocity that the container 
expe r i ences  a t  t ime  t=0 .  
The fluid is initially in a state of hydrostatic equilibrium with respect to the 
constant gravitational field. The sudden translation of the container to the right, 
when viewed with respect to the noninertial frame of reference (x, y), results in an 
apparent uniform body acceleration of magnitude q, directed to the left (the principle 
of equivalence). 
A primitive variable formulation was initially chosen to model the problem pri­
marily because it was felt that it was more readily generalizable to 3D and because 
information on the pressure field was one of the major types of information to be ob­
tained from the study. A formvilation based on the streamfunction-vorticity approach 
was later developed and tested. However, it did not fare a^ weU as the primitive vari­
able model. The motion of the liquid is primarily driven by a balance between pressure 
and body forces. In the streamfunction-vorticity formulation these forces have to enter 
reference (xg, Vo)- The position of the free surface, depicted by F, is a function of the 
(3.1) 
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translating frame ^ u L . q  
vapor 
inertial frame 
Figure 3.1; Translating Rectangular Container 
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into the model through the boundary conditions. The cross-differentiation of the mo­
mentum equations used in deriving the vorticity transport equation eliminates both 
pressure and conservative body force terms from the governing equations themselves. 
These terms can be incorporated into the model through the use of a free-surface 
boundary condition based on the tangential momentum equation. Although this ap­
proach eliminates the need for a pressure field calculation its implementation is very 
tricky and highly susceptible to truncation errors. 
Three separate variable transformations are used in this formulation. The first 
one is used to change the frame of reference so that the coordinate system stays 
fixed with respect to the container. The second transformation maps the free surface, 
whatever its shape, into a straight horizontal line. The third transformation regtdarizes 
the formulation at the moment translation of the container begins. This enables the 
calculation of the correct pressure and velocity fields especially for impulsive start 
{Uo ^ 0) cases. 
The motion of the incompressible Newtonian liquid within the moving container 
can be fully described by the Navier-Stokes equations. These equations are suitable for 
the description of the fluid motion in an inertial frame of reference {xo, Vo)- However 
the solution of the problem in this frame is complicated by the motion of the container. 
Application of boxmdary conditions is more difficult and the ability to gain physical 
insight to the solution is reduced. A more suitable reference frame for the solution of 
the problem is frame (x, y), see Figure 3.1, which is fixed with respect to the container. 
Under the assumption of constant horizontal acceleration, q, to the right, and constant 
in i t i a l  ho r i zon ta l  ve loc i ty ,  [ /< , ,  t he  coord ina t e  t r ans fo rma t ion  fo rm (xo ,  yo ,  t o )  t o  ( x ,  y ,  t )  
space is given by; 
Substitution of equation (3.2) into the standard form of the Navier-Stokes equa­
tions, written for the inertial frame of reference (x©, yo, to), results in: 
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where p is the liquid density, u is the kinematic viscosity. The del operator and the 
total, also known as material or substantial, derivative operator are given by: 
^ _ 
dx^  dy^  
d d _ d d 
d t  d i  ^  ^ d x  ^  dy  
The dependent variables p, tZ, and v, in equation (3.3) represent respectively the 
pressure, the horizontal component, and the vertical component of the velocity. They 
are related to their respective values in the inertial coordinate frame by: 
V 
\p J 
^  Uo  UQ q t f ,  
Vo 
(3.4) 
3.1.1 Pressure Poisson Equation 
The necessary physics reqmred to describe the liquid flow within the container are 
included in equations (3.3a-c). When coupled with an appropriate set of initial and 
boimdary conditions these equations can fiilly describe the solution to the problem. 
However, at the present time no general analj^ical solution to these equations is known. 
Therefore, to obtain a solution some form of a numerical approximation method needs 
to be implemented. Since the pressure does not appear explicitly, that is in the form 
of a pressure equation, in equations (3.3a-c), the numerical solution of these equations 
in their present form is made more diflBcult to obtain an accurate solution. 
Two types of methods have traditionally been used in deriving a pressure equation. 
The first involves the use of some pseudo-equation of state to couple the pressure and 
density, which when substituted into a simplified form of the unsteady compressible 
continuity equation yields an equation for the pressure. This is known as the artificial 
compressibility method and has been first introduced by Chorin, [50]. The second ap­
proach is based on using the momentum equations rather then the continuity equation 
in deriving an equation for the pressure. This is accomplished by taking the gradient 
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of the momentum equations which yields a Poisson equation for the pressure. The use 
of a Poisson equation for the calculation of the pressure field was first introduced by-
Welch and Hjirlow, [55]. The main advantage of this method is that it brings out the 





-V^p  =  2J{u , v ) -  l ^  + D^-  uV '^D ) (3.5) 
and, 
du dv D =  —  - ¥ —  ( 3 . 6 )  
ox ay 
r f -  - s  / O  ' 7 \  
Note that although the dilatation, D, is identically zero by continuity (3.3c), 
the dilatation terms axe retained in the pressure Poisson equation at this point in 
the formulation. Their significance depends on the numerical method used to solve 
equation (3.5). For explicit marching schemes they provide stability to the numerical 
method. The precise implementation of equation (3.5) wiU be discussed in detail when 
the numerical method used in this study is presented. 
3.1.2 Free Surface Kinematic Condition 
A final governing equation is needed to determine the position of the free surface. 
The generad kinematic condition, which was originally proved by Lord Kelvin, is used. 
This condition states that the total derivative of the function used to describe the 
position of the free stirface be equal to zero, dF/di = 0. Physically, this condition 
means that if a fluid particle is on the free surface at any time, then it must remain 
there for all time. This is to be expected, provided that the motion is continuous, 
because the free surface is a material surface. That is, no fluid particles can cross the 
free surface as its position is determined by the motion of particles on it. Substitution 
of F(x, t) into the general kinematic condition, followed by coordinate transformation 
into noninertial space as deflned by equation (3.2), leads to: 
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It can be easily shown that kinematic equation remains invariant in form under 
successive coordinate transformations provided that the transformed velocity compo­
nents are referenced with respect to the moving frames such that under a no-slip 
condition at the wall they vanish. 
3.1.3 Boundary Conditions 
The solution of the governing equations requires the specification of boundary 
conditions for the dependent variables u, v, and p. The container walls are treated as 
impermeable no-slip boundaries. Consequently, the normal and tangential components 
of the velocity are set equal to zero along the walls. The pressure values along the walls 
are calculated from a reduced form of the corresponding normal momentum equation. 
This leads to the following set of conditions: 
u = v = 0 along x = 0 and x = L (3.9a) 
u = v = 0 along y = 0 (3.9b) 
—— = -g - j -  along X =  0  and x  =  L  (3.9c) 
pox  ox^  
= -5 + along y = 0 (3.9d) 
p oy ay' 
The free surface can be viewed as a fluid interface separating the liquid and the 
vapor enclosed within the container. The term vapor is used here to refer to the gas 
existing within the container, be it atmospheric air, the vapor phase of the liquid, or 
a mixture of the two. On a microscale, a fluid interface is a thin region, extending 
several intennolecular distances, where the liquid and vapor phases coexist. Within 
this interfacial region, fluid properties are a combination of the properties of the liquid 
and vapor phases. However, on a macroscale, a scale appropriate for the adequate 
resolution of the liquid flow, the interface is approximated as a region of zero thickness. 
To ensure continuity in the velocity field, the condition that needs to be enforced is 
that fluid particles on either side of the interface experience the same total acceleration. 
This can be accomplished by requiring that the stress tensor be continuous across the 
interface. Separating the stress tensor into normal and tangential components yields 
two equations. These equations are then simplified based on the assumption that the 
viscosity of the vapor is several orders of magnitude smaller than that of the liquid. 
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Thus, ignoring terms that involve the vapor viscosity yields the following free surface 
dynamic conditions: 
SUr - dUn _ fQ f^\\ 
— - + — = 0 (3.10) 
P - P, = 2ii^-+ Ky (3.11) 
where Un and Ur represent the normal ajid tangential velocity components at the free 
surface and they are defined in terms of the normal, in, and tangential, ir, unit vectors 
at the free surface, see Figtire 3.2, by: 
= (3.12) 
\/i+^ 
- -Fx i+ j  J « t  +  h f  
with Cn = —/ and Cr = 
y/T+Ii " v/ l + F 2  
F dp  -  d^F  
and « , F. = — and = -^ 
( l + F | ) ^  S I  S I '  
Here n  is the absolute viscosity of the liquid, { f i  =  p v ) ,  y  is the coefficient of surface 
tension for the liquid-vapor interface, and po is the equilibrium vapor phase pressure. 
The local free svirface curvature is K which is defined in terms of the local slope. Fx, 
and Fxx-
The dynamic free surface conditions are expressed in terms of local orthogonal 
curvilinear coordinates, (r, n). The zero tangential stress condition, equation (3.10), 
implies that the stress exerted by the vapor-phase on the liquid-phase in a direction 
tangential to the free surface is negligible. This is a reasonable assumption provided 
that the forces driving the flow in the two phases are of the same order of magnitude. 
That is, the vapor flow is not driving the liquid flow. The normal stress condition, 
equation (3.11), implies that no unbalanced stresses should exist normal to the free 
surface. That is, any discontinuity in the pressure across the free surface should be 
balanced by the viscous component of the stress. Equations (3.10) and (3.11) can 
be made more useful when transformed into (x, y) coordinates. The details of this 





Figure 3.2: Free Surface Curvilinear Coordinates 
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V - P o  =  1 + F2 ^dy  ' d x j  ' ' {dy  ""dx )  (3.13b) 
The horizontal velocity component, TZ, is determined from equation (3.13a), while 
equation (3.13b) is used to calculate the pressure at the free surface. The vertical 







thus providing boundary conditions at the free surface for all of the dependent vari­
ables. 
3.2 Initial Conditions 
At t = 0, the container experiences an abrupt change in either its horizontal 
velocity ,  Uq ,  o r  i t s  acce l e ra t ion ,  ? ,  w i th  r e spec t  t o  t he  ine r t i a l  coo rd ina t e  f r ame ,  {xo ,  yo ) -
In order to derive the correct set of initial condition equations for the problem, the 
state of the Uquid within the container at 4 = 0, must be carefully examined. The 
fo l lowing  no ta t ion  wi l l  be  imp lemen ted  i n  de r iv ing  t h i s  s e t  o f  equa t ions .  Le t  t  =  0~ ,  
denote the Umit from below, or left limit, as t—»0. The Uquid within the container is 
assumed to remain in a state of hydrostatic equilibrixmi up to this point. Thus, the 
initial conditions of the problem at this time are: 
[ il" , iJ" , p" , F" ] = [ -i/o , 0 , pg(^Fo-y) , Fo at t = 0~ (3.14) 
Note that the horizontal velocity component is equal to u~ = —0^ because it is 
measured with respect to the moving container. 
Let 4 = 0"'", denote the limit from above, or right limit, as f —> 0. This represents 
the time immediately following the start of the container motion. The state of the 
liquid within the container at this time, 4=0"^, is different from that which existed at 
f=0~. That is. 
[ ^ [ u , u , p , F ] 
and the initial conditions as given in equation (3.14) are incorrect in describing the 
state of the liquid at time t = 0"*". To demonstrate this, consider a case for which 
Uo = 0, and 9 > 0. The speed of the container, which is equal to qi, is still zero at 
38 
time, 4 = 0"^. Consequently, one would expect the velocity field to be zero everjnvhere, 
(it+ = 0, tf"*" = 0) for aU (x, y). This implies that the momentum equations (3.3a,b) 
reduce to the following forms, 
, 1 9 ^  / O  ,  . X  
—— = -q and, = -g (3.15) 
p ox p ay 
which are inconsistent with a hydrostatic pressm-e field, " f  =  pg(Fo  — y ) -  Therefore, 
the pressure field at time, t = O"*", has to differ firom the hydrostatic field that existed 
immediately before, at time f= 0~. In fact, the pressure field at t=0 is discontinuous for 
q 0, and it is singular for Uo 0. This is consistent with the liq'oid incompressibility 
assumption which impUes an instantaneous adjustment of the pressure to imposed 
external forces. 
3.2.1 Characteristic Scales 
The sudden changes in the acceleration and velocity of the container at time f=0 
lead to discontinuities in the pressiire and velocity fields of the liquid. To determine 
the proper, non-singular, initial conditions for the problem the immediate response of 
the liquid to the sudden changes in the forcing conditions must be examined. The 
acceleration of the container with respect to the inertial coordinate frame x© can be 
expressed as, 
d^x — 
•jp- = 5H(i)(3.16) 
where q and Uo represent the step changes in the container acceleration ajid velocity re­
spectively. Here, H(J) denotes the Heavyside function, and 5(i) denotes it's derivative, 
the Dirac function. They are defined by, 
H ( f - t . )  =  ( °  ( 3 . 1 7 a )  
^ ^ I 1 if f > f+ 
and 
6{i — t.) = hm (3.17b) 
The first term on the right hand side of equation (3.16) represents the step change 
in the acceleration of the container from a zero value at time t = 0~ to a value of q at 
time f = 0"^. The second term in equation (3.16) represents the impulse or "spike" in 
the container acceleration necessary in order to produce a step change in the container 
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velocity from a zero value to a value of Uo- The initial conditions for the problem need 
to be specified at time f=0"^ in order to avoid singularities caused by the discontinuities 
in the container velocity and acceleration. Careful examination of the characteristic 
scales of the dependent and independent variables at time f = 0 leads to a simplified 
set of equations for the initial conditions. 
The horizontal speed of the container is given by {Uo + qi)- Thus the change in 
the horizontal velocity of the fluid from f =0" to can be expected to be of the 
same order, Au ~ + qi. By continuity, Au ~ Au, provided that the aspect ratio of" 
the container is of order one. The balance of terms in the momentum equations then 
takes the following form, 
du  du  du  1  dp  ,  d^u  d ' ^u  |f, + (318) 
~ 0 ( - ^ )  ^ o ( — )  ~ o ( ^ )  
where L is the width of the container and is assumed to be of order one. Here, only the 
horizontal component of the momentum equation is shown since the same scaling holds 
for the vertical component. If q ^ 0 and Uo = 0, then the dominant terms in the are of 
order, ~ 0(g). The momentum equations reduce to a balance between the acceleration, 
pressiure gradient, and body force terms. The fluid experiences a non zero acceleration 
but in the limit as t —» O"*" the change in the velocity field is negligible, (u, C) ~ gt —+ 0. 
Thus, a step change in the container acceleration results in the immediate adjustment 
of the pressure field with no change in the velocity field. In the absence of curvature 
and viscous effects the free surface can not sustain a tangential pressure gradient. This 
leads to a pressure field at time f= 0"*", which is not in equihbrium with the body forces, 
and thus drives the Uquid motion for i> 0"^. The solution for the dependent variables 
for 5 7^ 0 and Uo=0 can then be obtained from, 
[ i 2 + , i ; + , F + ]  =  [ o . O . F o ]  ( 3 . 1 9 a )  
VV = 0 (3.19b) 
subject to boundary conditions, 
^ = 0 at y = Fo (3.19c) 




at X =  0 ,L  (3.19e) 
For a step increase in the velocity of the container the dominant terms in the mo­
mentum equations are of order ~ 0(Uo/At). The pressure gradient becomes the only 
term capable of balancing the acceleration term. The horizontal acceleration spike 
experienced by the fluid particles can be written in terms the Dirac function as, 
du 
di t=o 
= X, y) - tZ {t ,x,y)] (5(f) at f=0 (3.20) 
with a similar expression used for the vertical acceleration. With u  (0 , x , y )  =  —Uoy  





Integration of these equations in a small neighborhood of t = 0, and introducing a 
pressure impulse function fl, such that p(i) =n(i)S(t) as t—*0, leads to the following 
solution for the dependent variables at time 4=0"'", 




V^n = 0 







n = 0 at y = Fo 
— = 0 at y = 0 
ay 
dtl . 






where, 5, is the pressure impulse function. The behavior of the pressure variable, p, 
in the neighborhood of the initial singularity at f = 0 can be described in terms of fl 
by the following relation, 
where the three terms on the right haad side of equation (3.22h represent respectively, 
the hydrostatic pressure field existing prior the movement of the container, the pressure 
impulse experienced by the liquid at f = 0 as a result of the impulsive start of motion, 
and the pressiure field immediately following the start of motion. 
Thus, as a result of a step increase in the velocity of the container, the liquid 
experiences a pressure impulse of order ~ 0{pLUo/t) as t —»0, which resxilts in an irro-
tational velocity field at f=0'''. The momentum equations at time f = 0"^, immediately 
after the impulsive start, indicate a prevailing balance of order, 0{UllL). Thus, 
the liquid motion is initially driven by advection. 
It should be noted that due to the loss of the viscous terms from the initial 
condition equations at f=0, the no-slip boundary conditions along the container walls 
can not be fully satisfied. This implies the existence of boundary layers of thickness 
b along the container walls, where the viscous effects become of the same order of 
magnitude as the liquid acceleration. Based on the above scaling it can be shown 
that 5 ~ V^. Similarly, the zero tangential stress condition at the free surface is not 
satisfied by the solution to equations (3.21) which are inviscid in nature. A viscous 
boundary layer, of the same thickness 5, is needed along the free surface to allow for 
the boundary conditions to be satisfied at time, 4 = 0"'". Similarity solutions for the flow 
in these boundary layers are given in Appendix B. However, for the numerical solution 
of the problem the initial irrotational velocity field, corrected for no-slip at the walls, 
provides an adequate initial condition for the velocity. The pressure field at f = 0"^ 
can also be approximately determined from the irrotational core flow. The pressure 
change across the boundary layers is small compared to the hydrostatic pressure scale, 
VUQ 
pLg  L^g  
and can be neglected. Thus, for Ug ^ 0, the pressure field at f= 0"^ can be approximated 
by the solution of the following Poisson equation, 
(3.22h) 
= 2 j (u , v )  (3.22i) 
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subject to boundary conditions, 
p+ = 0 at y = Fo (3.22j) 
= —P9 at y = 0 (3.22k) 
oy 
dv^  
—— =  —pq at ar = 0, L (3.221) 
ox 
3.3 Dimensionless Formulation 
A more general set of governing equations is obtained by casting the developed 
equations in dimensionless form. The dimensionless variables are selected such that the 
domain of analysis is normalized and the resulting number of dimensionless parameters 
influencing the solution is minimized. 
The liquid density, p, a characteristic length of the container, L, and the accel­
eration due to gravity, g, are used to define the following primary Mass-Length-Time 
scales: 
• mass M ~ pL^ (3.23a) 
• length L (3.23b) 
• time r ~ \/L/g (3.23c) 
Derived from these are the following characteristic scales used in formulating dimen­
sionless dependent variables: 
velocity U (3.23d) 
• pressure V ~  pLg  (3.23e) 
The characteristic velocity scale, U, is equivalent to the wave speed, celerity, deter­
mined from shallow water wave theory, while r represents the time interval for a wave 
disturbance to travel across the container, and V an Euler pressure scale based on 
U. 
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The dimensionless independent variables of the problem are formulated to define 
a coordinate transformation that produces a natural coordinate system for the domain 
of analysis. This simple algebraic stretching is defined by: 
where F{x,t) = F(x,i)/L, called the dimensionless gap function, is simply the dimen­
sionless free surface position. 
The motion of the liqiiid is determined by five similarity parameters that emerge 
from the nondimensionalization. The first two of these parameters, are the dimension­
less horizontal acceleration, Q, and the dimensionless initial horizontal velocity, Uo, 
which pertiiin information on the motion of the container relative to the inertial firame 
of reference. They are defined as, 
Q = — dimensionless horizontal acceleration (3.25a) 
9 
Uo = -^= dimensionless initial velocity (3.25b) 
VLg 
The next two parameters are related to the physical properties of the liquid. These 
are the Galileo number, Ga, and the Bond number, Bo, defined as, 
Ga = Galileo number (3.25c) 
Bo ^ Bond nimiber (3.25d) 
The Galileo number represents a ratio of body to viscous forces. The dimensionless 
Galileo number can also be viewed as being analogous to the square of a Reynolds 
nximber based on the characteristic velocity scale, U. The Bond number represents a 
ratio of body to surface tension forces. It can also be expressed as the ratio of Weber to 
Froude nixmbers, the two dimensionless groups commonly associated with free surface 
flows. However, with the characteristic velocity and time scales used here, the Froude 
number does not emerge as an independent similarity parameter. 
The final similarity parameter pertains information on the geometry of the liquid 
region. It is the initial aspect ratio of the Uquid, and is simply defined as, 
Fo = Fo/L initial Uquid aspect ratio (3.25e) 
44 
3.3.1 Dimensionless Governing Equations 
Based on the scales defined in equation (3.23) the following dimensionless depen­
dent variables are formulated: 
(u, V.  p ,  D )  ^  (3.26) 
Using the above variable definitions and based on the coordinate transformation 
defined by equation (3.24), the dimensionless governing equations become: 
x-momentum equation: 
du du I / _ •\ du 
• - ( l - f D - ' - j s c - " ) -  ' • - • " I  
y-momentum equation: 
dv dv I / „ -N dv 
=  - 4 ^  -  1 +  - r =  P - 2 7 b )  F dy v/^ y J 
pressure Poisson equation: 
F ~' dt ~ dx 
/ _ 2  . A  2  dD dD 
( v  -  P  =  " 5 7 - " s T  
continuity equation (dilatation): 
= D (3.27d) 
dx F dy F dy ^ ^ 
kinematic condition: 
F = V — FxU along y = I (3.27e) 
where 
V 2  =  —  J _ i  
^ 91/2 
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 ^ _!L _ 
\ F J dxdy F J ^dy \ F J aj/2 
. _ dudv dudv 
^ 5a; dy dx 
with 





Equation (3.27d) defines the dimensionless dilatation, D = D/yJgjL. Continuity re­
quires D = 0. Equation (3.27e) is the kinematic condition for the position of the free 
surface. It provides the governing equation for the gap function, F{x, t). 
Note that a number of new terms appear in the governing equations as these are 
transformed into dimensionless form. In the transformed (x,y) space, the free surface is 
both immobilized and normalized. Thus, all the information pertaining to the motion 
and shape of the free surface in the physical space, (x, y), has been passed onto the 
normalized (x,y) space in the form of these new terms. The substantial derivative in 
(x, y) space taJces the form: 
L 
dt 
d d V d 
— -f- n • • -f" dt dx F dy 
( y F  yFxu\ 
[F F ) dy (3.28) 
The second bracketed term on the right hand side of the above equation contains two 
new convective terms. The yF JF term represents a convective effect due to the actual 
movement of the free surface, while the yFxu/F term represents a convective effect 
due to the irregular shape of the free surface. The irregular shape of the free surface 
also contributes to diffusive effects which are grouped in the second order TV operator. 
Note that F, Fx, and Fxx must be singly valued and well defined (one-to-one) for the 
coordinate transformation (3.24) and its inverse to be well behaved. 
3.3.2 Dimensionless Boundary Conditions 
Substitution of the dimensionless variables scales defined in (3.26) and the trans­
formation defined by (3.24) into equations (3.9) (3.13) yields the following dimension­
less boundary conditions: 
along x=0 and x — \: 
ii = u = 0 (3.29a) 
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2i. =  - 0 - 4 -  ^  
dx F dy y/Ga dx^ 
along y = 0: 
u = u = 0 
I dp _ 1 d^v 
F dy ^ y/^ dy^ 
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K (3.29g) + —K
Bo 
Equation (3.29e) is the zero tangential stress condition and is used to determine u along 
the free surface. The continuity equation is rearranged into form (3.29f) and is used 
to determine the vertical component of the velocity along the free surface. Pressure 
values along the free surface are set according to equation (3.29g), which restilts from 
the normal stress condition. 
3.4 Dimensionless Initial Conditions 
The present model, which is based on the incompressible Navier-Stokes equations, 
is parabolic in terms of the velocity and purely elliptic in terms of the pressure. This 
implies that for the successful marching of the governing equations only information 
on the velocity field is needed from previous time levels. Thus, based on the scaling 
of the governing equations, the minimum requirement for the initial conditions is the 
correct determination of the velocity field at time, t = 0'^, to order ~ 0{-\/Lg). 
The two types of forcing conditions considered here stem from sudden changes 
in the container acceleration and velocity at time t = 0. For the case of a sudden 
container acceleration, Q > 0, the pressure field instantaneously adjusts to the new 
apparent accelerations experienced by the liquid without any change occurring in the 
velocity field. Thus, the liquid is still motionless at time t = O"*" if = 0- For an 
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impulsive container start, Uo > 0, the liquid experiences a pressure impulse EI at time 
f = 0, which results in a non-zero velocity field at time 4 = 0"^. This initial velocity field 
can be determined firom the solution of a simplified form of the governing equations, 
F { Q ^ , x ) = F o  ( 3 . 3 0 a )  
K+ = -C/o - ^  (3.30b) 
ox 
v"- = (3.30c) 
Fo dy 
where, the pressure impulse is determined by the solution of the following LaPlace 
equation, 
d^U 1 d^U „ 
subject to boundary conditions, 
911 
—- = —Uo along X = 0 and x = \ (3.30e) 
ox 
^ = 0 along y = 0 (3.30f) 
Fo dy 
n = 0 at y = 1 (3.30g) 
For U o > 0 ,  the pressure field at time £ = 0"^ must be determined from the solution of 
the full pressure Poisson equation, 
dx^ F^ dy^ Fo \ dx dy dy dx ) 
subject to the following boundary conditions, 
dv"^ 
—— = ~Q along X = 0 and x = 1 (3.31b) 
dx 
1 dv"^ 
— = 0 along y = 0 (3.31c) 
Fo dy 
p"^ = 0 along y = 1 (3.31d) 
Using separation of variables equation (3.30d) can be solved analytically for the 
pressure impulse to obtain, 
n = C/o - a:) - ^  bm cosXm coshy„i (3.32a) 
/ m=0 
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which can be substituted into equations (3.30b,c) to yield the initial velocity field in 
terms of, 
OO 
brn. (2m -f-1) TT sinXm cosh Ym (3.32b) 
m=0 
00 




7r2(2Tn +1)2 cosh [{2m + l)7rFo] ^ 
Xm. = {2m + 1)-Kx and Ym = Fo{2m + l)ty (3.32e) 
For cases involving only a sudden container acceleration, i7o = 0, equation (3.31) 
reduces to a simple LaPlace equation. An anal3^ical solution for the pressure field can 
then be determined using separation of variables to obtain, 
p"^ = Fo(l -y) + Q ri - x) - 53 cosXni coshr„i (3.33a) 
v-' / m=0 
with Xm and Ym as previously defined and, 
^ 40 
7r2(2m + 1)2 cosh [{2m + l)7rFo] 
As indicated in the preceding analysis, the above inviscid solution for the pressure 
and velocity fields when Uo ^0 is correct only in the core of the flow. The no-slip 
condition at the walls is not fully satisfied as only the normal velocity components 
vanish at the wall. For a complete description of the flow at time, 4 = 0"'", the flow 
within botmdary layers that emerge along the walls and the free surface should be 
determined (see Appendix B). The boundary layer thickness, 6, initially grows as 
the square root of time, S ~ t^Ga*. The boundary layer flow at t = O"*" is driven 
by the irrotational core flow. It is uncoupled from the core flow, and based on the 
scaling used for the dependent and independent variables in the governing equations 
its explicit determination becomes unnecessary. The inviscid solution, described in 
terms of (3.30a), (3.32b,c), and the solution of equation (3.31), with the tangential 
velocity components set equal to zero at the walls, provides the correct set of initial 
conditions for the full governing equations. 
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The nature of the state of the liquid at t = 0"^ can be better understood by 
examining sample solutions shown for a half filled container, Fo = 0.5, in Figure 3.3. 
The pressure field for a case with Q = 0.2 and Uo = 0 is shown in Figure 3.3(a). As 
a result of the sudden acceleration experienced by the fluid, the pressure rises at the 
lower left comer and falls at the right comer of the container. This causes the fluid 
to rise on left side and fall on the right side of the container for t > O"''. The pressure 
impulse, 11, for a case with Uo = 0.2 is shown in Figure 3.3(b). Note that 11 > 0 in the 
left half of the container and 11 < 0 in the right half of the container. The horizontal 
gradients are symmetric about the mid plane,while the vertical gradients are negative 
in the left half and positive in the right half of the fluid. The velocity field produced 
by the action of this pressure impulse is shown in Figure 3.3(c). The motion of the 
fluid is in a clockwise direction everywhere. It is distinctly different from the condition 
(u = —Uo,v = Q) which is valid only at t = 0~. The magnitude of Uo is drawn to scale at 
the top right comer. Note that the magnitude of the resulting velocity at the two ends 
of the free surface is roughly three times that of the container velocity. The resulting 
pressxire field, with Q =0,is shown in Figure 3.3(d). Note that the pressure field reveals 
the subsequent asymmetry of the velocity for t > 0"^. The horizontal pressure gradients 
are negative in the left, and positive in the right half of the fluid. The vertical pressure 
gradients are negative everywhere. Their combined effect is to tum the flow more 
towards the vertical direction in the left half, while tuming the flow more towards the 
horizontal direction in the right half of the container. Thus the free surface will tend 
to rise more along the left wall than it would drop along the right waJl. 
3.5 Inviscid Irrotational Model 
A model based on potential flow is also developed to describe the liquid flow 
within the moving container. The governing equations can be significantly simplified 
by assuming the resxilting flow to be both inviscid and irrotational. This potential 
model, which is valid in the limit of vanishing liquid viscosity, will be used for the 
study of some of the problem parajneters, and as a comparison tool for the full model. 
Based on potential theory, the velocity is defined in terms of the gradient of the 
velocity potential, 0. In dimensionless form, using the same dependent and indepen-
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velocity components are defined as: 
d<(> yFa: d4> 
u = ;r-"r~ (3.34a) dx F dy ^ ' 
1 D<F> OAU\ V = -— (3.34b) 
Substitution of the above definitions into the continuity equation yields the following 
elliptic equation for the velocity potential: 
(V^ - jVr) 0 = 0 (3.34c) 
Equation (3.34b) is subject to impermeability boundary conditions along the solid 
walls: 
u = 0 along a: = 0 axid x = 1 (3.34d) 
u = 0 along y = 0 (3.34e) 
Using the definition of the potential, along with the assumption of irrotationality, 
the momenttun equations axe simphfied and integrated along the free surface to yield 
the following Bernoulli equation, which provides the needed firee surface boundary 
condition: 
The first term on the right hand side of equation (3.34f) represents a convective effect 
resulting from the coordinate transformation. The remaining terms represent contri­
butions to the velocity potential in the form of, kinetic energy, potential energy due to 
the apparent acceleration Q, gravitational potential energy, and surface tension effects. 
The initial condition for the potential model is found by taking the limit of equa­
tions (3.34a-f) as time, Using separation of variables to solve the resulting set 
of equations yields the following initial condition for <^: 
00 
(t> = cosXm coshy„i (3.34g) 
m=0 
where, bm, Xm, and Ym, have been previously defined in equations (3.32d,e). 
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3.6 Streamfunction-Vorticity Formulation 
One of the drawbacks of a primitive variable formulation for the incompressible 
Navier-Stokes equations is that the zero divergence condition of the velocity field is 
enforced in an implicit rather than an explicit manner. By contrast, a streamfunc­
tion vortidty formulation leads to solutions that are necessarily divergence free. This 
was the primary reason for considering a streamfunction vortidty formulation for the 
present problem. However, the development of a model based on a streamfunction-
vorticity formulation turned out to be more challenging than anticipated. A brief 
description of the formulation is included here, primarily because it provides an alter­
native way to examine the free surface model. 
The basic difficulty encoxmtered in developing the model stems from the very 
nature of the vorticity transport equation. The cross-differentiation of the momentum 
equations, used in deriving the vorticity equation, eliminates all the conservative, or 
potential, terms from the governing equations. However, for the present problem the 
flow is driven by a balance between the convective and the potential terms. The 
governing equations in terms of the streamfunction, /, and the vorticity, Q, are given 
below in dimensionless form, 
vorticity transport equation: 
^ = ^ (3.35a) 
streamfunction equation: 
kinematic condition: 
A , F  = — along y = 1 
dx (3.35c) 
with boimdary conditions along the container walls, 
(3.35d) 
1 d^f 
ui = 3iid / = 0 along i/ = 0 




The same scales have been utilized in the nondimensionahzation of these equations. 
The dimensionless streamfunction and vorticity are defined hy f = f/L2g2, and u = 
The remaining conditions that need to be specified are the boimdary conditions 
at the free surface. In addition to enforcing the zero stress conditions at the free 
surface, these boundary conditions must also introduce into the governing equations 
the forcing experienced by the liquid. Note that the apparent acceleration Q is absent 
from the governing equations. Furthermore, for Uo 7^ 0, the initial velocity field is 
mostly irrotational. Although this uiitial velocity field can be described in terms of 
the streamfunction at time 4 = 0'*", no information is passed to the governing equations 
for t > 0 since the governing equations are only parabolic in terms of the vorticity. 
Thus, the free surface boundary conditions must also introduce into the governing 
equations any irrotational component of the fiowfield. 
To accomplish all of these objectives, a boundary condition for the streamfunction 
in terms of the momentum equations must be used. Note that if the velocity field and 
the free surface position are known, then the pressure along the free surface can be 
determined by the normal stress condition, (3.29g). Thus, formulating an equation for 
the conservation of momentum in the tangential direction eliminates the need for the 
explicit calculation of the entire pressure field. Eliminating the pressure gradient in 
the vertical direction from the two momentum equations, equations (3.27a,b), leads to 
the following equation, 
/ du 5x;\ (du - dv\ 
=  - I  -  « + +  7 k  
The above equation can be further manipulated into a form more appropriate for 
solution by noting that along the free surface v = F + FxU. This leads to, 
du du F. 
— +u— -j-
dt dx Y f p  ( F  + 2 F . U  + = 
__l_£p _ Q + F x  1  ( _  F x  du}\ 
~  l + F ^ d x  l  +  F ^ ' ^ V ^ [ F d y  l + F ^ d x )  
This equation provides a boundary condition for the streamfunction in terms of the 
horizontal velocity component along the free surface. It enforces the normal stress 
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condition but in its present form it does not enforce the zero tangential stress condition. 
This must be incorporated into the vorticity boundary condition. The tangential stress 
and the vorticity along the free surface can be written in terms of the orthogonal 
curvilinear coordinate system introduced in equation (3.12) as, 
— KUT-\- = 0 (tangential stress) 
on OT 
4- «Z7r — = w (free surface vorticity) 
on OT 
These two equations can be combined to yield the following boundary condition for 
the vorticity at the free surface, 
5ZY Q = ~2-^ + 2/cZ?r along y = F (3.37a) 
OT 
Noting that along the free surface Un=F jyjl 4- F^, the above equation can be written 
in dimensionless form as, 
u = {f, + {3.37b) 
Thus, the free surface of a viscous fluid can not undergo a change in shape. Fx i=- 0, 
without generating vorticity. This raises the question as to why formulations which are 
based on the velocity potential, and thus assume an irrotational flow, have generally 
been proven to yield a reasonable description of wave dynamics. Recall that the 
position of the free surface is determined by the motion of the fluid particles that lie 
on it. Thus, no convection of fluid properties can occur across the free surface. Note 
that the convective terms in the y-direction do not appear in the tangential momentum 
equation, (3.36). As a result, viscous diffusion becomes the sole mechanism through 
which free surface vorticity can enter the interior flow. In the limit of vanishing liquid 
viscosity, i/ —• 0, vorticity generated at the free surface remains on the free surface. 
3.7 Steady State Condition 
The ultimate steady state of the system may be considered a hydrostatic state 
with respect to the combined body force acceleration, (91+pj). It may be easily found 
in closed form by direct integration of the momentum equations. In dimensionless 
form, the result is; 





The final conditions have been written as limits rather than as equalities because the 
system approaches them asymptotically, through the mechanism of viscous damping. 
A model based on the Navier Stokes equations has been established, which is ca­
pable of capturing in detail the liquid flow within the moving container. The modeling 
equations are non-linear and quite complicated. A total of five dimensionless similarity 
parameters, capable of influencing the flow, have been identified. Inevitably, solutions 
to the problem will also be complicated and difficult to analyze. However, despite the 
complexity of the fluid motions, viewed from a global perspective in terms of an energy 
balance the sloshing liquid behaves much like a damped second order system. 
Based on the first law of thermodynamics, the energy conservation principle can 
be stated as: the change in stored energy of a closed system during a process is fixed 
by the end states of the system and is independent of the details of the process. The 
application of this principle to the liquid system will be based on the assumption that 
the sloshing process is adiabatic. Thus, any change in the total energy of the system, 
E, must be interpreted to be the result of a work interaction, W, between the liquid 
system and its surroundings. Furthermore, the internal energy of the liquid is assumed 
to change only as a result of viscous dissipation, and, that this change occurs from 
an initial reference state at f = 0 which is taken to be equal to zero. Based on these 
assximptions the first law can be expressed as: 
the total energy of the system at some time, i. The initial energy of the system is 
3.8 First Law Analysis 
E{i) - Eo = W(i) (3.39a) 
where W { t )  represents the net work done by the liquid on its surroundings, and E(i) 
represented by Eo, where Eo = E(0). The total energy of the system is determined by 
the sum of the contributions from the following four components, 
E{i) = Ek{i) + Ep{t) -I- EdiF) + Es{i) (3.39b) 
where Ek represents the kinetic, and Ep the potential energy of the system. The change 
in the internal energy of the system due to viscous dissipation is represented by Ed-
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The last term, Es, is a surface energy term, and it represents the contribution to the 
total energy of the system by the moving boundary. 
The first law analysis of the Uquid up to this point focused on general principles. 
The liquid system has been defined very loosely, and as result, the two terms, Es 
and W, which appear in equation (3.39b) have not yet been clearly defined. However, 
before proceeding with the analysis, it may be helpful to reiterate the following two 
points: 
1. The free surface of the liquid represents a modeling approximation for the inter-
facial region separating the liquid and gas phases. Based on this approximation, 
the interfacial region is treated as a material surface of zero thickness and mass. 
The requirement that the normal stress must remain continuous across the in­
terface, leads to a pressure jump across the free surface of the liquid. A uniform 
pressure, equal to Po, exists on the gas side of the free surface. The pressure 
difference on the liquid side, p—Po, is given by equation (3.10b). It is the siim of 
a viscous stress component and the contribution from surface tension effects. 
2. The origin of surface tension can be traced to differences in the intermolecular 
structure and the cohesive forces present in each of the two bulk phases that are 
separated by a fluid interface. Liquid molecules that lie in the proximity of a 
boundary with a gaseous phase experience an vinbalanced cohesive force directed 
away from the interface. Thus, for a given liquid volume, the tendency of the 
interface is to contract. Surface tension effects make a contribution to the total 
free Helmholtz energy associated with the interface. If the deformation of the 
interface occurs at a slow rate compared to the random motions of molecules in 
the bulk phases, the interfacial region can be assimied to be in a quasi-equilibrium 
state. It then follows that the contribution of surface tension to the Helmholtz 
energy depends only on the shape of the interfacial region. 
The existence of a net pressure difference across the free surface of the liquid 
implies that the liquid must do some expansion work in deforming this boundary. The 
rate at which work is done in displacing an incremental section of the free surface, of 
area dA, is given by the dot product of the net pressure force acting on the liquid, 
dF = (p — Po)dA, and the local velocity vector at the surface, (tti + vj). This leads 
to the following integral expression for the total expansion work done by the liquid in 
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deforming the free boundary, 
W  =  J J ( p  —  p o ) F d x d t  (3.40) 
If the interfacial region is considered to be a part of the surroundings, rather than the 
liquid system, then the liquid interacts with the surroundings, and this interaction is 
in the form of expansion work needed in displacing the free surface. In this case, the 
surface energy component is equal to zero, Es = 0. However, if the interfaciad region 
is considered to be a part of the liquid system, then, the work required in displacing 
the free surface against a constant pressure force, PodA, is equal to zero, W In 
this case, the liquid becomes an isolated system. Furthermore, the surface energy 
component can not be equal to zero, Es^O-
These two different and equally valid approaches suggest that the two terms, 
W and Es, are physically related. This can be made more clear by considering an 
alternative system consisting solely of the interfacial region. The expansion work done 
by the liquid in displacing its free surface, W, represents the net work input into the 
interfacial region. Since the interfacial region is treated as a material surface of zero 
mass, its kinetic and potential energy components are also equal to zero. Thus, any 
change in the total energy of this region must be due to changes in either its internal 
or its surface energy. The total expansion work W can be separated into a component 
which represents the work done against the viscous contribution to the net pressure 
force, denoted by and a component which represents the work done against the 
surface tension contribution, denoted by Wg. As a result of the work done on the 
interfacial region, its internal energy changes by an amoimt, Ev — W„, due to viscous 
dissipation. The remaining fraction of the work input, leads to an increase in the free 
Helmholtz energy of the interface, Es = Wg, due to the surface tension effects. 
Thus, the first law analysis of the Uquid system leads to the following two alter­
native expressions for the energy conservation principle, 
E k (i) + E p ( t )  +  + E ^ i t )  + E s ( t )  -  E o ^  0  (3.41a) 
or, 
£ f c (f) +  E p ( t )  +  E d i t )  -  E o  =  -  W v i i )  -  W s { i )  (3.41b) 
depending on whether the free surface is treated as part of the liquid system as in 
equation (3.41a), or, as part of the surroundings as in equation (3.41b). Regardless of 
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the approach, the process of deforming the free bomidary of the liquid is accompanied 
by an energy loss due to viscous dissipation, Ev, and by a change in the &ee Helmholtz 
energy of the surface, Es, due to surface tension effects. The later term, Es, can be 
viewed as a conservative mechanism through which energy can be stored and released 
from the interfacial region. 
Integral expressions for each of the components that enter into the energy balance 
have been derived in terms of moving coordinates, (5,y). These expressions axe given 
in dimensionless from below, where {pL^g) has been used as the per tmit depth energy 
scale, and each of the components has been normalized with respect to the dimension-
less initial energy of the system, Eo-
kinetic energy: 
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Note that in the absence of numerical error, the calculated value of V should remain 
numerically equal to Fg- The dimensionless coordinates of the center of gravity of the 
liquid are given by: 




" L F .  (3.43c) 
The quajitity $ is the dissipation function. It represents the heat equivalent of the 
rate at which mechanical energy is lost in the process of deformation of the liquid by 
viscosity. In dimensionless form it is given by: 
2  / - „ \ 2  / , _  „  r. \ 2  
I F dy 
\ f 1 dv\ f 1 du dv yFxdv\ 
Finally, the quantity Un,n represents the dimensionless normal velocity gradient at the 
free surface, and is given by: 
" J (% " '''a;) ~ {h ~ '''^) 
The steady state condition is used as the reference state for the potential energy 
calculation of the system. The three terms appearing inside the brackets on the right 
hand side of equation (3.42b), represent, form left to right, the initial potential energy 
of the system, the contribution due to the apparent horizontal acceleration Q, and 
the contribution due to the gravitational acceleration. The sum of equations (3.42d) 
and (3.42e) is the net change in the energy of the interfacial region due to viscous and 
stuface tension effects. 
The initial horizontal free surface position is taken as a reference state for the 
surface tension component, such that Es(0) = 0. The initial energy available to the 
system. Eg, is the sum of the potential energy due to the sudden horizontal acceleration, 
Q, and the kinetic energy due to the impulsive velocity of the container, Ug- Using 
the analytical solution for the velocity field at time, and the initial value of the 
gap function, F = Fo, the initial energy can be calculated to be: 
= 73- E (3.43f) 
The amount of energy available to the liquid at f = 0"^, in the form of potential 
energy, is equal to Q^/24. This result is independent of the amount of Uquid within the 
container, provided that for a given value of Q, there is sufficient fluid in the container 
to keep the bottom wall covered at steady state. However, the initial amount of energy 
available to the liquid in the form of kinetic energy, shows a strong dependence on the 
liquid aspect ratio, Fg. 
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The effect of the liquid aspect ratio, Fg, on the initial energy of the system, Eg, 
is depicted in Figure 3.4, in terms of two curves. Both of these curves correspond to 
cases with values of Q = 0, such that initially only kinetic energy is present in the 
system. 
In order to isolate the effects of FQ on EQ, Eg is normalized by dividing it by the 
square of the container velocity, Uo- This is shown in the figiire by the dashed line. For 
a given value of C/o, EQ behaves much like the hyperbolic tangent of F<,. It increases 
from a zero value at F<, = 0, to reach asymptotically an upper limit of approximately 
0.1356. For aspect ratios greater than approximately one, the effect of Fo on EQ is 
virtually negligible. This implies that for a given container velocity, the initial hquid 
kinetic energy becomes constant and independent of the volume of fluid within the 
container. 
The solid Une in the figure depicts the variation of EoJE* with respect to Fo- Here, 
the scale used to normalize EQ is equal to El = FoU^/2. It represents the maximum 
kinetic energy that the hquid can have if it were to move as a rigid body. Note the 
limiting behavior of Eo/E*. In the limit as Fo -+ 0, EojE  ^ 1, and as Fo oo, 
Eo/E* 0. Since the energy balance was carried out with respect to the moving 
coordinate frame, a kinetic energy value of zero implies that the Uquid moves along 
with the container as a rigid body. Thus, in the upper Umit as Fo—*oo, the container 
appears as two moving semi infinite parallel plates, whereas, in the lower limit as 
Fo—*0, the container appears as an impulsively started flat plate. 
All of the components appearing in the energy balance can be determined ex­
plicitly. This provides means to analyze the sloshing motion based on the first law, 
but also to monitor the accuracy of the numerical solution. To accomplish this, a 
dimensionless error component is introduced, Er, and is defined by the first law as: 
Er = {Ek -f- Ep -f- Ed Ey Es) — 1 (3.43g) 
3.9 Coupling of Fluid and Vehicular Dynamics 
Sloshing problems deal with the motion of Uquids within some form of a containing 
structure such as vehicle. The forcing of the liquid is generally brought about by the 
motion of the vehicle. Therefore, it becomes a matter of practical concern to explore 
the dynamic interaction of the sloshing liquid with the vehicle. 
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Figure 3.4: Initial Liquid Kinetic Energy 
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equations that govern the motion of the liquid are strongly coupled to the equations 
that govern the motion of the vehicle. The solution of the combined set of Uquid 
and solid equations becomes more diflScxilt as a result of this strong coupling. To 
obtain an accurate numerical solution it generally requires the use of an algorithm that 
provides for the implicit coupling of the solid and liquid equations. This represents 
an expensive approach, considering that the solution of the liquid equations is already 
computationally intensive, even in the absence of any interaction with the enclosing 
structure. The purpose of the following analysis is to examine the dynamic interaction 
between the Uquid and the enclosing solid structure, and to develop an alternative 
approach to the straight forward implicit solution of the combined set of equations. 
To accomplish this task, consider a very simple extension to the standard model 
that was presented earlier in this chapter. Let the rectangular container be considered 
to be a part of a moving vehicle, such as a truck. Assuming that this truck travels 
along a straight path, Newton's second law requires, 
— — — 
= Ti+T2 (3.44)  
where, M denotes the mass of the vehicle without the liquid. The net force exerted 
by the liquid on the truck is denoted by 72, while all other forces acting on the vehicle 
are represented in terms of a net external thrust T\, as shown in Figure 3.5. 
M - Vehicle soUd mass 
Ti - Net vehicle thrust 
- Net liquid force acting on vehicle 
Figure 3.5: Forces on an Accelerating Vehicle 
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The net horizontal force exerted by the liquid on the container can be determined 
by considering the pressure forces along the container side walls and the shear force 
along the bottom container wall. These forces can be calculated in dimensionless form 
by, 
T t  =  =  -  F ( t , 0 )  p { t ,  0, y) dy left wall (3.45a) 
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T r  =  =  F { t ,  1 )  j T  p ( f ,  1 ,  y )  d y  right wall (3.45b) 
^ /•! J_Su 
pL'^g Jo F dy 
dx bottom wall (3.45c) 
y=Q 
where the net liquid force is given by, T2 = Ti-]-Tr •¥ Tb-
In order to remain consistent with the notation used earlier in this study, let the 
instantaneous dimensionless horizontal acceleration of the vehicle to be denoted by Q, 
(3.46) 
g g  d t ^  
As a result of the acceleration of the container with respect to the inertial coordinate 
frame, the liquid experiences an apparent body force equal to —Q{t). Equation (3.44) 
can be rewritten in terms of Q as, 
M Q { t )  = Ti( t )  + T2{t) (3.47) 
For the simple model considered here, equation (3.47) provides the necessary coupling 
between the dynamics of the liquid and those of the vehicle. It can be solved for the 
acceleration, Q(t), and along with the governing equations for the liquid it provides the 
necessary closure to the problem. However, the numerical solution of equation (3.47) 
requires the use of an implicit algorithm. If this equation is coupled explicitly to the 
liquid equations, then the solution exhibits oscillations, and for cases that the solid 
mass of the vehicle is small compared to that of the liquid, M < Fo, the solution 
diverges. 
An alternative form of equation (3.47) can be developed by examining the inter­
action between the liquid and the vehicle more closely. The magnitude of the hori­
zontal liquid force, T2, is a function of all of the dependent variables of the problem, 
{u,v,p,F), as well as the horizontal vehicle acceleration, Q. Consider how the liquid 
responds to a sudden chjuige in the motion of the vehicle. Let the external thrust acting 
on the vehicle undergo a sudden change at some time, t, such that Ti(f^) = Ti{t~}+-ATi. 
Also let the solution of the problem be known at time t~, just prior to the sudden 
change in the external thrust, and let it be denoted by (u~, v~, p~, F~) and Q~. Let 
denote the unknown acceleration of the vehicle at immediately following the 
sudden change in Ti. Given that the change in the external thrust of the vehicle occurs 
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suddenly, (f^—t ) —>0, neither the velocity field, (u"*", v"*"), or the position of the free 
surface, F"'", change by t'*'. Thus, 
v^, F+) = (k", U", F") (3.48) 
However, since the acceleration of the vehicle, Q"*", is different than Q~, and hence 
the liquid experiences a different apparent horizontal body force at the pressure 
field will also be different at The new pressure field, p"^, can be evaluated using 
superposition. The pressure variable can be separated into two components, with one 
component, p, accoimting solely for the pressure contribution due to the apparent body 
force, Q{i), and another component, p, accovinting for all remaining contributions from 
inertia!, viscous, gravitational, and surface tension effects. The pressure component, 
p, can be determined firom the solution of the following elliptic equation, 
(V^ - jV) P = 0 (3.49a) 
subject to boundary conditions, 
d V  y F ^ d P  
dx F dy 
= —1 along z = 0 and a: = 1 (3.49b) 
dV 0 along y = 0 and, P = 0 along y = 1 (3.49c) 
ay 
where, 
p = ^  (3.49d) 
Note that equation (3.49) in terms of the redefined variable P becomes independent 
of Q. The pressure field p is simply proportional to the magnitude of the apparent 
body force, Q. The pressure field within the container at any time t, is given by the 
superposition of, 
p ( t , x , y )  =  Q ( t ) P ( t , x , y )  + p ( t , x , y )  (3.50) 
An equation for p can be developed such that its superposition with equation (3.49) 
will lead to the full pressTire Poisson equation (3.27c), subject to boundary condi­
tions (3.29b, d, g), which is used for the solution of the pressure variable, p. However, 
this is unnecessary since both p and P will generally be calculated as part of the 
solution, and equation (3.50) can then be solved for p. 
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The net horizontal force exerted by the liquid on the vehicle, T2, can also be 
separated into two corresponding components, 
T2 = 72 + 72 (3.51a) 
where, 
fi = + Tr{V)] Q (3.51b) 
f2 = Ttip) + Trip) + Tb{u) (3.51c) 
Here, Tt, Tr, and Tb represent the integral expressions defined in equation (3.45). The 
shear force along the bottom wall is taJcen to be part of T2. Equation (3.51b) can be 
rewritten in the following form, 
f 2 = - M a Q  ( 3 . 5 2 )  
The apparent mass of the liquid, M-a, is a function of only F(t,x). Therefore, M.a 
represents a geometrical factor which depends solely on the configuration of the liquid 
within the container. 
The pressure field, p"*", immediately following the sudden change in Ti can be 
determined from equation (3.50) according to, 
p-^ = V^Q^ + p^ (3.53a) 
However, since V  depends solely on F ,  and p on (u, v ,  F ) ,  then based on equa­
tion (3.48) they do not change by The pressure field at can be rewritten 
as, 
p+ = p-Q+ + p- (3.53b) 
It also follows from equation (3.50) that p~ ='P~Q~+p~. Solving for p~ and substi­
tuting into equation (3.53b) leads to, 
p+ = p- -t- V- (Q+ - Q-) (3.53c) 
Thus, a sudden change in the apparent body force, (Q"^ — Q~), causes an equally 
sudden change in the pressure field. The corresponding change in the liquid force, Ts 
can also be determined in terms of the apparent mass. Ma- The horizontal liquid force 
T2 can be written based on equation (3.51) as, 
-  M + Q +  ( 3 . 5 4 a )  
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It follows from equation (3.48), and with p'^=p , that "^2 —^2 • 
Furthermore, = T2 +M~Q~, which leads to, 
= 7-2" - M : (q+ - Q - )  (3.54b) 
The acceleration of the vehicle, <5"^, inamediately following the sudden change in 
Ti, can be written in terms of equation (3.47) as, 
M Q +  =  
Substituting the expression for T2 given in equation (3.54), and rearranging leads to 
the following expression for Q"*", 
( m  +  M - )  =  r +  - h  7 7  +  M : Q -  ( 3 . 5 5 )  
Equation (3.55) been developed by considering how the liquid reacts to a sudden 
change in the acceleration of the vehicle, Q. Assuming that the dimensionless variables 
(u, V, p, F, Q) ^ C?(l), it can be shown using order of magnitude analysis that a change 
of 0(AQ) in the vehicle acceleration at time, t, causes an immediate pressure change 
of Ap'^0{^) due to the elliptic readjustment of the pressure field. It is followed by 
a more gradual adjustment of Ap~C?(^-2^) as inertial, gravitational, viscous, and 
surface tension effects contribute more slowly to the pressure field. 
Equation (3.55) represents an alternative to the description of Newton's second 
law as given in equation (3.47). A numerical algorithm for the solution of the problem 
can be constructed based on either one of these two equations. During the course of a 
numerical solution, Newton's law will be used to provided an updated value for 
based on set of input, or known, parameters at level k. This can be done according to 
either equation (3.47), 
= (^)' (3.56, 
or equation (3.55), 
where, for an implicitly coupled scheme, k represents the iteration level at a given 
(constant) time level, and for an explicitly coupled scheme, k represents a discrete 
time level. 
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The mteraction between the liquid and the vehicle is partly built into equa­
tion (3.57) in terms of the apparent mass, Ma- It gives it with the ability to anticipate 
the inevitable and instantaneous change in the magnitude of the liquid force compo­
nent, Tz, which occurs in response to any change in the acceleration of the vehicle, Q. 
The lack of this property from equation (3.56) causes it to underestimate the Uquid 
force at level k, and thus, to overestimate the value of With an overestimated 
gfc+i, j-fc+i becomes unreahsticaUy high, leading to an overcorrection at the next level 
for Numerical solutions based on equation (3.56) exhibit oscillations in the cal­
culated values of Q. When the equations are solved implicitly, this behavior can be 
eliminated by imderelaxing the value of Q predicted by equation (3.56). However, if 
the equations are solved explicitly, this behavior can not be corrected and leads to the 
accumulation of error in the solution. The magnitude of these oscillations increases as 
the solid mass of the vehicle becomes smaller compared to that of the liquid, and as 
M/Fo—*Q the explicit solution based on equation (3.56) diverges. 
A numerical algorithm based on equation (3.57) does not suffer from this behavior. 
For an implicit scheme, the algorithm based on M. a provides for much faster conver­
gence rates. Note that as the iterations converge, and equation (3.57) 
reduces to the same form as equation (3.56). But more important, an explicit algo­
rithm can be constructed in terms of equation (3.57) which is not only stable but also 
significantly faster than the implicit one. Changes in the vehicle acceleration cause 
immediate changes in the liquid force component T2 as a result of the liquid incom-
pressibility assumption. The change in T2 is incorporated into the calculation of Q at 
the same time level. Eflfects of order C?(^), arising from the subsequent adjustment 
of the flowfield, in terms of T2, are incorporated into the calculation of Q at the next 
time level. 
The initial horizontal force exerted by the liquid on the container at time t = 0"*", 
for a case with UQ = 0, can be determined from the initial condition for pressure, p"'", 
given by equation (3.33). Since at f = O"*", the liquid is still in a motionless state, 
(it"'', «•*") = 0, and the free surface is still at its initial horizontal position, = Fo, 
the pressure p"*", differs from p""" only by a hydrostatic contribution due to gravity, 
^•^ = (1 — y)Fo. Substituting p"*" into equations (3.45) the force component T2 can be 
calculated and used to obtain the following result for the initial value of the apparent 
69 
mass of the liquid, 
Mt = M.(0*) = Fo - 3 E Tf 1 
8 '^tanh[(2m + l)7rFol 
3 (2m + 1)^ (3.58) 
The dependence of the apparent liquid mass, on the initial liquid aspect ratio, 
Fo, is shown, in Figure 3.6. Using residue theory to evaluate the summation in equa­
tion (3.58), the limiting behavior of with respect to Fo can be shown to be equal 
Thus, as Fo—•O, the container approaches the flat plate approximation, with the liquid 
offering no resistance. The resulting acceleration is determined solely by the mass of 
the container, M. In the opposite limit, Fo—>-oo, the fluid behaves as a rigid body. The 
apparent mass at steady state is determined by the final position of the free surface. 
If a constajit force Ti is applied to the vehicle, such that it wotdd resxilt in a 
constant vehicle acceleration equal to Qoo a-t steady state, where the liquid moves as a 
rigid body of mass Fo, then the magnitude of this force is given by Ti = (M +Fo)Qco-
The initial acceleration of the vehicle can be determined from equation (3.55), by 
noting that Q~ and T-f, which correspond to the hydrostatic equilibrium state of the 
liquid at f = 0~, are equal to zero. This leads to the following result for the initial 
acceleration of the vehicle. 
Note that if the mass of the vehicle is much greater than that of the liquid, M » Fo, 
then the effect of the Uquid is negligible, and <5(0"^) « Qoo- On the other hand, if 
M ^Fo, the initial vehicle acceleration is greater than Qooi and QiO'^)^Qoo/-^a- For 










Figure 3.6: Apparent Liquid Mass at t = O""" 
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4. NUMERICAL METHOD 
The equations governing the niotion of an incompressible viscous fluid within 
a moving rectangular container have been formulated in the previous chapter. Equa­
tions (3.27a-e), boundary conditions (3.29a-g), and initial conditions (3.30a-g, 3.31a-d) 
provide a complete description of the motion of the liquid from the moment the con­
tainer begins to move. However, at the present time, the determination of a general 
analytical solution for this problem is an intractable task. Consequently, a numerical 
method based on finite differences is used to solve the problem. In this numerical 
approach, each of the derivatives in the governing equations is replaced by an approx­
imate finite difference expression at selected points in the physical problem domain. 
Collectively, these points define the computational grid. Thus, the solution of the prob­
lem is obtained by solving the resulting system of simultaneous non-linear algebraic 
equations. 
In this primitive variable approach, the governing equations are discretized on a 
variable increment, non-staggered grid using second order accurate implicit differenc­
ing. The momentum and kinematic condition equations are solved for the dependent 
variables, u, v, and F. A Poisson equation is solved for the pressure variable, p, 
using an iterative pressure updating scheme which impUcitly satisfies the continuity 
equation. One of the advantages of the physical model developed here is its relative 
geometrical simplicity. This allows for an in depth investigation of the physics of liquid 
sloshing in moving containers, as well as the study of the mmierical techniques that 
are used to approximate them. First, the accuracy of the time discretization is inves­
tigated through the use of both a first and a second order accurate time differencing. 
Due to the periodic nature of the liquid flow, the time truncation error needs to be 
carefully monitored for accurate long term solutions. Second, the effects of an explicit 
rather than implicit calcidation for the free surface position are also investigated. As 
more complex geometries are considered, the use of an adaptive grid requiring the 
solution of extra grid equations becomes likely. In such a case, the explicit solution 
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of the kinematic equation significantly reduces the overall computationaJ effort as the 
grid equations are solved only once per time st^. Third, the approximation of the 
free surface position at the contact line is investigated. The lack of a physical model 
for the description of the flow in the vicinity of a contact points necessitates the use 
of approximations. The effectiveness of these approximations and their overall effect 
on the dynamics of the problem will be considered. Finally, several variations in the 
algorithm used for the solution of the equations will also be considered. 
4.1 Grid Generation 
The finite difference expressions used to approximate the derivative terms in the 
governing equations are derived from Taylor series expansions about the grid points. 
The accuracy of these finite difference approximations depends on the spacing between 
the grid points. When large gradients are present, it is essential that this spacing is 
kept sufficiently small to ensure a good approximation. However, the total number of 
grid points that can be used is limited by the computational effort that is required to 
solve the resulting system of equations. Consequently, the use of a variable increment 
grid provides means for minimizing the total nvimber of grid points used, and yet 
maintaining a desired degree of accuracy by clustering grid points where large gradients 
are expected to exist. 
An algebraic stretching transformation, based on a family of grid stretching trans­
formations proposed by Roberts (see [67]), is used to determine the grid point distri­
bution. This transformation, which maps the normalized (x, y) space onto a uniform, 
unit spaced (^,r/) space, is given by; 
(/?i + 1) - (A - 1) 
a:(e) = 
= 
(/32 + 1) - (J^z - 1) 
2 1^1 + (1^2)^ -1 
0 < ^  <  N X - 1  




/?r = ^1+1 and j32 = /?2 +1 
^1-1  ^  /32 -1  
Here, the parameters JVX and JVV represent the total number of grid points in the 
X and y directions respectively. The parameters /5i and P2 control the clustering of 
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the grid points. For very large values of P, —»oo, the grid becomes uniformly 
spaced in (a:, y) space. As the value of decreases towards unity the grid lines become 
increasingly clustered about x=0 and x = l. 
A t5^ical grid, with pi = \.\ and /J2 = ^ised for the solution of the problem 
is  shown in Figure 4.1. The distribution of the grid points in the physical, {x,y), and 
normalized (a:, y), spaces are shown in Figures 4.1(a) and 4.1(b) respectively. With 
decreasing liquid viscosity (Ga increasing), Actional effects become more distinctly 
confined in boundary layers that form along the container walls. To resolve the large 
velocity gradients associated with these layers the grid lines are clustered near the walls. 
The grid is also clustered near the free surface. This is done to resolve frictional effects 
associated with the formation of a viscous layer along the free surface. Furthermore, 
the strongest fluid motion typically occurs near the free surface. 
The grid is also shown in Figiure 4.1(c) in terms of (^, 7/) coordinates. In order to 
simplify the resulting finite difference equations, the transformation defined by equa­
tion (4.1) has been set up to map the grid onto (f,r/) space, such that the spacing 
between adjacent grid points is not only uniform but also equal to unity. Thus, the 
resulting computational domain is a rectangle, the size of which is determined by the 
number of grid points used in the ^ and rj directions. 
The governing equations are transformed from (x, y)  space onto (^, r j )  space using 
the chain-rule. This involves replacing the derivative terms in these equations with 
the following expressions in terms of the (^,»?) coordinates: 
4.2 Transformation of Equations onto (^, rj) Space 
(4.2a) 
dy  dn  
(4.2b) 
£L -  2£l_  (4.2c) 
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Figure 4.1 (Continued) 
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where the rjy, and rjyy, represent the transformation metrics and are defined 
by, 
9^ ^ i ,  o\ 
The transformation metrics can be evaluated ajialytically by inverting the trans­
formation defined in equation (4.1) to obtain expressions for ^(x) and 77(3/) which are 
then differentiated to yield; 
f  =  2f t  (^^-1)  (44a)  
^  4(ar - l fe  
_  2fe( jvr - i )  
[?l - (2y - 1)'] In Wi) 
A{2y - 1)^, 
0i-(2y-\f ' ' 
Alternatively, the metrics can be evaluated numerically in a matter that is consis­
tent with the differencing used in the governing equations. However, based on numer­
ical experimentation, it was determined that the axialytic evaluation of the metrics, 
using equations (4.4a-d), yields the most accurate results when used in conjimction 
with centered differences in the governing equations. Thus, in transforming the equa­
tions, only derivatives that were subsequently approximated by centered difference 
equations were converted onto (^,17) space. Along the domain boundaries, it was de­
termined that the best representation of normal derivatives was obtained by using 
variable increment one-sided differences in terms of (x, y) coordinates. 
4.2.1 Discretization of the Momentum Equations 
Using the chain-rule expressions defined in (4.2), the two momentum equations, 
(3.27a, 6), are transformed onto (^, r?) space and arranged in the following non conser­
vative form, suitable for discretization: 
du du du d^u d^u d^u 
AJ- = Cj- + C,— + + Cs,— + S. (4.5a) 
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dv  ^  dv  ^  dv  d% d \  d^v  
^ = Cs— + C,— + Ca^ + + C«,— + 5„ {4.5b) 
where 
C^= -u  + (4.5c)  
V GO 
C« = J; (4.5e) 
C„ = :;;;=^[l+ (»?.?•«)'] (4-5f) 
and 
» - - - < - ( s - T S) -«  »••» '  
M) 
The momentum equations are discretized using second order accurate centered 
differences to approximate the spatial derivatives. The temporal derivatives are ap­
proximated using either a first or a second order accurate one sided differences. Thus, 
based on the time differencing, two algorithms emerge which will be subsequently re­
ferred to as the first order and the second order methods. Southwell's notation is used 
for the immediate neighborhood of a typical node (see Figure 4.2). The horizontal 
increments in front and behind the typical note are denoted by /i/ and /15 respectively. 
The vertical increments in front (top) and behind (below) the typical node are de­
noted by kf and kb respectively. Note that these increments are measured in terms of 
the (x, y) coordinates. In (^, rj) space increments between adjacent nodes are equal to 
imily. Thus, the traditional centered differences, and the temporal differencing used 
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"={! first order method 
second order method 
Here, superscript n is used to denote the time level, and At the time increment such 
that, t=nAt. Similar expressions for centered differences in the rj direction are used. 
To enhance the stability of the method by improving the diagonal dominance of the 
coefl5.cient matrix, the convective terms axe split into a first order upwind difference 
term plus a second order correction term [66]. Thus, a typical convective term is 
differenced according to: 
n+ljTTH-l du Ti+1, m^-l 
= (ui — uo) + (its — uo)] 
— — (c^ + [^1 — 
where 
ct = 
|Cd + Q 
and. Cf = |Cd - Q 
(4.7a) 
(4.7b) 
2 ' 2 
Here, superscript m is used to denote the iteration level for the SOR or SLOR method. 
The upwind term is evaluated using current information at the m + 1 level, while the 
second order correction term is evaluated using information from the previous iteration 
level, m. 
Using the finite difference equations defined in (4.6a-c) and the convective term 
differencing described in (4.7) the momentum equations (4.5a,b) take the following 
form for $= (u,u): 
co*r' = (^) *5 - (jf^) 
in+l n+l,m ?n+X,m (4.8a) 
80 
where 
Co = (1^) + c* + Cf + C* + C-  + 2Cf i  +  2C„ {4.8b) 
Ci=C^-hC^(  (4 .8c)  
C2 = CJ- + C^ (4.8d) 
Cs = Cf + (4.8e) 
C4 =  C-+C^ (4.8f )  
= - jC^v (^5 + - $6 - (4.8g) 
^n+i,m ^ _ 1 + Cf) [$1 - 2$o + 
-  i (CJ + C-)  [$2 - 2$o + $4]""'''" (4.8h) 
^n+l. fc+1 ^ _ k (p^ _ P3)«+i. *+i + (P2 -  P4)"+^' -  Q (4.8i) 
2 2/^ 
5n+l,A:+l ^ ^ (P2 _ _ 1 (4.8j) 
Here, superscript k  is used to denote the update level of the presstire solution. A 
pressure update level k indicates that the pressure field has been corrected (updated) 
k times for the given time step. The pressure gradients appearing in the source terms, 
5$, are evaluated using the most currently available pressure values at update level 
A: 4- 1. In addition to the second order correction terms, 5$, the cross derivative term, 
X^,  i s  a l so  evalua ted  a t  the  previous  i te ra t ion  leve l  m. 
4.2.2 Setup of the Pressure Correction Scheme 
The solution of the incompressible Navier-Stokes equations in terms of primitive 
variables is hindered by the absence of an equation for the direct calculation of one 
the dependent variables of the problem, namely the pressure, p. Using information 
on the velocity field, which is overspecified in terms of both the momentum and the 
continuity equations, an equation that can be used for the calculation of the pressure 
must be derived. 
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Generally, one of two approaches is used in developing a pressure equation. In 
the Artificial Compressibility Method (ACM), a pressure equation is obtained by in­
troducing a pseudo equation of state for the fluid. When used in conjunction with 
an unsteady form of the continuity equation this approach leads to a simple parabolic 
equation for the pressure of the form, 
where c represents constant parameters arising from the specific form of the utilized 
equation of state. This equation can be used as the starting point for the develop­
ment of a numerical scheme for the solution of the governing equations. However, in 
its present form this equation is physically implausible because it suggests a parabolic 
behavior for the pressure field which is inconsistent with the incompressibility assumpn 
tion. 
The alternative approach is the use of a Pressure Poisson Method (PPM). The 
PPM, as its name implies, reUes an a Pressure Poisson Equation (PPB) for the calcula­
tion of the pressure field. The pressure equation which is derived from the momentum 
equations utilizes principles already embodied in the governing equations. Thus, it 
provides a more fundamental starting point in the development of a numerical algo­
rithm for the solution of the incompressible equations. A Poisson equation for the 
pressure has been derived in the previous chapter (see equation 3.27c) and is rewritten 
here in the following form: 
The left hand side of the above equation represents the elliptic operator transformed 
in {x,y) space. The right hand side of the equation consists of three terms which 
collectively represent the source term for the Poisson equation, 5p. Note that the 
Jacobian term is the only term that does not vanish for D = 0. Given a velocity field 
that satisfies the divergence free condition Sp reduces to the Jacobian term, and the 
pressxire field can then be readily determined by the solution of the Poisson equation. 
The remaining terms in the pressure source term contain derivatives of the dilatation, 





does not enforce mass conservation directly, at least some of these dilatation terms 
must be retained in the equation. These terms are needed in bviilding a numerical 
eJgorithm which will correct the pressure field for non zero dilatation values. 
The precise use of the dilatation terms to correct the pressure field for non-zero 
dilatation depends on the numerical method used for the solution of the governing 
equations. One of the earliest applications of the PPM method was demonstrated by 
Harlow and Welch, [70], in conjvmction with their Marker and Cell method (MAC). In 
the MAC method, an algebraic form of the pressure Poisson equation was used which 
was derived directly from the finite difference representation of the momentum equa­
tions. The explicit time differencing, which was used with the momentum equations, 
enabled the Poisson equation to be treated as a parabolic equation in terms of the 
dilatation. The time derivative of the dilatation was differenced according to: 
dD - D" , , 
~ At 
A Poisson equation was then formed by solving for and setting it equal to zero. 
Thus, in marching the governing equations from time level n to time level n + 1, 
a Poisson equation was solved for the pressure which provided for the correction of 
the pressure field based on non-zero dilatation values at the previous time level, n. 
Based on this parabolic differencing scheme, the pressure and velocity fields remain 
continuously out of phase. As a result, the time accuracy of the method suffers. This 
could lead to significant error accumxjiation if the MAC method is applied to problems 
where the forcing conditions dictate abrupt pressure changes. 
The purely elliptic pressure equation makes the solution of the incompressible 
equations more difficult. Due to the lack of any parabolic pressure terms, an attempt 
to solve the equations directly leads to a slow but continuous drifting of the solution 
without ever reaching a converged, divergence free, solution. A popular algorithm, 
which deals with this problem, is the SIMPLE method introduced by Patankar, [49]. 
In the SIMPLE method, as well as in most of its derivatives, the pressure Poisson 
equation is solved for a pressure correction rather than the pressure variable itself. 
This pressure correction is either added to the pressure field directly, or alternatively is 
used to calculate inviscid velocity corrections. The use of this form of the superposition 
principle in obtaining the solution complicates the method by making the application 
of boundary conditions more cumbersome and prone to errors. 
In the present study a somewhat different approach is used in building an algo­
rithm for the solution of the incompressible equations. As a first step, the right hand 
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side of equation (4.10a) is simplified. Consider the physical relation between the pres­
sure, p, and the dilatation, D. If the dilatation is evaluated at a given point in the 
flowfield and yields a positive value, D > 0, then this would imply the existence of a 
net outflow from an infinitesimal control surface surrounding that point. In contrast, 
negative dilatation values, I? < 0, imply a net inflow into the control volume. Thus, to 
correct the flow field at that point the pressure must be lowered for Z? > 0 and raised 
for values of i? < 0. The time derivative of the dilatation, I), is the only term on the 
right hand side of equation (4.10a) which can be easily rearranged into a form that will 
provide a correction to the pressure for non-zero dilatation values. The Jacobian term 
does not appear to provide a positive contribution to the pressure correction process, 
while the effect of the spatial dilatation terms, denoted by T,, is very insignificant. 
Consequently, both terms are dropped from the equation in favor of simplicity. This 
leads to a simplified pressure Poisson equation of the form: 
(v ' -y)p  = - ^  (4.12)  
Note that the iterative correction of the pressure field can be built directly into the 
Poisson equation by forming the difference of the elliptic operator between two con­
secutive pressure update levels. This leads to the following equation, 
[ (V^ - jV) p - [ (V^ - .at) (4.13) 
where as previously noted, superscript k is used to denote the pressure update level, 
and superscript n the time level. The evaluation of the time derivatives of the dilata­
tion must be consistent with the incompressibility assumption. Thus, values of the 
dilatation at time levels other than n + 1 are eliminated from the pressure Poisson 
equation. Solving the equation for and setting it equal to zero yields, 
^ (4.14) 
Note that this equation can be rearranged into the following form which is both more 
understandable and more suitable for its numerical solution, 
[ (V2 - jV) p ] (4.15a) 
where the pressure source term is now given by, 
nn-hl,k 
^ ^n+l,k ^ (4.15b) 
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Thus, in the approach developed here for the solution of the incompressible equa­
tions, the pressure correction scheme described in terms of equation (4.15) seeks to 
iteratively build the pressure source term, Sp, in order to achieve a solution that sat­
isfies the divergence free condition. 
Note that when the ACM method is used for the solution of the rmsteady equations 
the time derivative of the pressure which appears in equation (4.9) must be replaced by 
a derivative in terms of a pseudo-time. This becomcs necessary due to the incompress-
ibility assumption which precludes the parabolic behavior of the pressure. Under these 
circumstances, the finite difiierence representation of equation (4.9) takes the form. 
where AT may be taken to represent the marching step in terms of the pseudo-time. 
The residting pressure equation used by the ACM method is similar in form with equa­
tion (4.14), the pressure Poisson equation developed in this study. The two equations 
can be made identical if the pressure variable in the above equation is replaced by 
the elliptic pressure operator. The only apparent advantage of equation (4.16) is its 
simplicity. Equation (4.14) can be easily rearranged into a form that is suitable for its 
direct solution and it offers the reassurance of preserving the elliptic character of the 
pressure field. 
4.2.3 Discretization of the Pressure Poisson Equation 
The discretization of the pressure equation is carried out following the same pro­
cedure that was used for the momentum equations. The pressure Poisson equation, 
(4.15), is transformed onto («^, rj) space and rearranged into the following form suitable 
for discretization: 
pn+l,l:-hl _ pn+l,k _ ^ jQn+l,k (4.16) 
(4.17a) 
where 






cf, = (4.17f) 
The pressure equation is finite differenced using the centered difference equations de­
fined in (4.6) and the convective term differencing which was outlined in (4.7). The 
finite difference representation of the pressure Poisson equation takes the following 
form: 
where 
(TJ = + c;~ + + c;- + + 20;^ (4.18b) 
= + (4.18c) 
-h c;, (4.i8d) 
= C|- + (4.18e) 
cx = c;- + c;, (4.i8f) 
^k+l,m _ _ (pg ^ _ pg _ pg)*'"^^''" (4.18g) 
= - 5 (c|* + C'r) bi - 2po 
- 5 (cT + CJ") [P2 - 2po +P4|'^'''" (4.18h) 
Note that the finite difference coefficients for the pressure equation depend only 
on the free surface position and the grid metrics. Consequently, they remain constant 
if the pressure and kinematic equation are solved uncoupled. 
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4.2.4 Discretization of the Kinematic Condition 
The position of the free siirface, F ,  at time level n 1, is determined by the finite 
difference approximation of the kinematic condition. The kinematic condition, which 
was given in the previous chapter as equation (3.27e), is differenced as follows: 
dF 
dt 
n-M , , d F  
= V — u 
'  * dx  
n+1 
(4.19) 
where u' and v' will be defined shortly. The time derivative of F at time level n + 1 
and grid position t is approximated by, 
n+1 dF 
dt At (l + f) Fr' - (1 + a) F," + IF."-'' (4.20) 
using a differencing scheme which is identical with the one used in the momentum 
equations ( see equation 4.5). The convective term is upwind differenced according to, 
u dx 
n-fl 
It + H 
t 2 
T > A F , )  +  u — |u| (4.21) 
where here, V f  and V i ,  denote the standard three point, second order accurate forward 
and backward finite difference approximations. 
Physically, the position of the free surface is determined by the interaction of 
various waveforms that become excited within the container as a result of the applied 
forcing. The upwind differencing of the convective term in the kinematic equation 
yields results that are physically more realistic than those obtained from a centered 
differenced scheme. In particular, upwind differencing seems to prevent the smearing 
of short wavelength components in the interior of the surface, while providing a better 
model for the reflection of all waves from the container walls. 
The final consideration entering into the integration of the kinematic condition 
deals with the selection of appropriate values for the velocity components. Thus, based 





u" (4.22) explicit method 
predictive method 
where similar expressions are implied for Note that the free surface represents a 
moving boundary and as such it defines the computational domain. Thus, the compu­
tational grid needs to be adjusted whenever the position of the free surface changes. 
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The implicit solution of the kinematic equation will generally require multiple grid 
adjustments per time step. If the grid generation scheme requires the solution of ad­
ditional equations this can lead to a significant expenditure in terms of computational 
resources. The explicit integration of the kinematic equation alleviates this problem 
since it requires a single grid adjustment per time step. However, this is done at the 
expense of the long term accuracy of the method. The predictive method is investi­
gated as means of improving the accuracy of the explicit integration. The free surface 
velocities at time level n +1 are predicted from previous values using second order ac­
curate extrapolation. The kinematic equation is then solved explicitly based on these 
predicted values. This approach may also be used as an acceleration technique for an 
implicit scheme. 
It should be noted that the current model is used to investigate only the relative 
accuracy of these three schemes. Comparisons in terms of computational requirements 
are meaningless. This is due to the fact that the normalized coordinate transformation, 
used in conjunction with an algebraic grid generation, render the grid and its associated 
metrics invariant throughout the solution of the problem. As a result, for the model 
presented here, the difference between the explicit and implicit methods in terms of 
computational time requirements for the solution of a problem are very small. The 
explicit method is approximately one percent faster then the implicit method. 
4.2.5 Discretization of the Boundary and Initial Conditions 
As a general rule, the boundary conditions are discretized using centered differ­
ences for derivatives tangential to the boundaries and second order accurate, 3-point, 
one-sided differences for derivatives normal to the boundaries. 
Along the container walls, the velocity components are set equal to zero based on 
the no-sUp condition. The viscous terms entering the pressure boundary conditions 
are approximated using second order accurate finite difference representations, derived 
form Taylor series expansions. Along the left container wall, (x= or t = l), this results 
in the following finite difference approximation, 
where here hi and /12 represent respectively the first and second grid increments from 
the wall. Similar expressions are used for the viscous terms along the remaining solid 
boundaries. 
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The discretization of the botmdary conditions along the free surface is straight 
forward with the exception of the contact points at the walls. In particular, the 
no-slip condition that the tangential velocity component vanish at the wall appears 
inconsistent with the kinematic condition that fluid particles on the free surface remain 
on the free surface. The precise physics that govern the motion of the contact points 
are far from been clearly understood. The description of this flow represents an entire 
new area of study all in itself. 
Several approximation techniques dealing with the motion of the contact points' 
have been investigated in the course of this study. The results of this investigation 
suggest that the precise form of approximation used at the contact point does not have 
a significant effect on the solution away from the wall. Based on these conclusions, 
the free surface position at the contact points is determined by requiring that the free 
surface slope at wall be equal to zero. 
The velocity components associated with the contact points must also be pre­
scribed since they enter into the finite difference representation of the governing equa­
tions and the free surface conditions. It may be easily seen that the horizontal velocity 
component, being normal to the wall, must vanish at the contact points. The vertical 
velocity component, which is tangential to the wall, and should also vanish based on 
the no-slip condition, can not do so from a kinematic standpoint if the contact point is 
allowed to move up and down the wall. Thus the contact point is treated numerically 
as follows. In the momentum equations, where the contact point velocities are needed 
for the evaluation of cross-derivatives in the viscous diffusion terms, the contact point 
is assumed to satisfy the no-slip condition (tt = 0, t; = 0). In the finite difference rep­
resentation of the free surface conditions, velocity values at the contact points are set 
based on the kinematic assumption that the point moves along with the free surface. 
This leads to the condition (u = 0, v = F). This approach, which leads to dual values 
for the vertical velocity component at the contact points, appears to work well. 
4.3 Computational Procedure 
The discretization process, whereby each of the derivatives that appear in the 
governing equations and boundary conditions is replaced by a finite difference ap­
proximation, converts the continuous problem which is described in terms of partial 
differential equations into a discrete one described by a set of non-linear simultaneous 
algebraic equations. An approximation to the exact solution of the problem can be 
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obtained by the solution of this set of algebraic equations. 
Several iterative methods are available for the solution of the algebraic equations. 
Algorithms based on Gauss-Siedel, SOR (Successive Overelaxation), SLOR (Successive 
Line Overelaxation), and ADI (Alternative Direction Implicit) methods were developed 
and tested. A simple soR method, based on Gauss-Siedel iterations, proved to be the 
most smtable choice for the solution of the momentxim and kinematic equations. For 
the solution of the pressure equation both the soR and SLOR methods proved to be 
consistently more efficient than the ADI method. A comparison between the soR and 
SLOR methods yielded similar performance results. Algorithms based on both methods 
have been used during the course of this study but the majority of the results were 
calculated using the SOR method for the solution of the pressure equation. 
4.3.1 Relaxation Parameters 
The use of relaxation techniques is a common tool used in speeding up the con­
vergence of the numerical solution. For the present model, the pressure equation is 
solved uncoupled from the momentum equations. This allows for the optimization of 
the overelaxation used for the solution of the Poisson equation. Relaxation parameters 
in the range 1.75 — 1.85 proved to yield the fastest convergence rates. For the solution 
of the momentum equations and kinematic condition a slight underelaxation proved 
beneficial at higher Galileo values. Relaxation parameters in the range 0.80 — 1.00 
have been utilized. 
An additional relaxation parameter was used in the updating of the pressure 
source term. To accommodate this relaxation, equation (4.15b) has been rewritten in 
the form, 
=  Sp +  ( l -u)  (4 .24)  
where values of the relaxation parameter u in the range 0.6 < uj < 0.8 were used. 
Overall the underelaxation of the pressure source term did not appear to alter sig­
nificantly the number of required pressure iterations. However, it wa.s found helpful 
in ensuring the monotonic decrease of the maximum residual dilatation value towards 
zero. 
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4.3.2 Convergence Criteria 
The governing equations are solved numerically using an iterative algorithm. Two 
different types of conditions are used to establish the convergence of the solution. The 
convergence of each of the governing equations, that is the momentum equations, 
the pressure Poisson equation, and the kinematic condition, is based on the following 
criterion: 
7^1+1,m+l _ ^ n+l.m 
f.n+i,m+u < for <f> = {u,v,p,F} (4.25) 
where, £i = 10~^ was a t3^ical value used during the calculations. 
In addition to the convergence of each of the individual governing equations the 
solution must also satisfy, to within some acceptable limits, the divergence free con­
dition, Z) = 0. It is important to note that the magnitude of the dilatation does not 
provide a physically meaningful measure as to how weU mass conservation is enforced. 
The magnitude of the dilatation is proportional to the strength of the flow. Thus, a 
criterion based on the requirement that the maximum value of the dilatation remains 
smaller than a prescribed value is dangerous because it does not ensure the uniform 
convergence of the solution throughout the spatial and time domains of the problem. 
The strength of the flow varies spatially, with flow along the bottom container wall 
being much wealcer than the free surface flow. Furthermore, the strength of the flow 
will generally exhibit a damped sinusoidal time behavior. To address these consider­
ations, the convergence criterion used in enforcing the divergence free condition must 
be based on velocities local to each grid cell. 
Note that a non zero value of the dilatation represents an imbalance between the 
various gradients present in the expression for the divergence of the velocity. If Az 
is used to represent a characteristic dimension of a given grid cell, then a velocity 
correction of order Aw ~ Z?Az is necessary to achieve mass conservation. Taking Az 
to be the geometric mean of the two cell dimensions, Az = y/AxAy, the ratio of this 
velocity correction Aw and the local fluid speed is used to formulate a Normalized 
Dilatation, denoted by V, and defined in terms of (^, rj) coordinates by: 
F 
7^ T (4.26) 
The normalized dilatation, 25, represents the fraction by which the local speed 
must be altered to enforce mass conservation. Thus, a physically meaningful conver­
gence criterion for enforcing the divergence free condition of the velocity field, can be 
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constructed in terms of V. The convergence of the solution was based on the following 
condition, 
max{VtJ) < 62 (4-27) 
where 62 = 10"^ was a typical value used during the computations. 
4.3.3 Outline of Solution Algorithm 
The marching of the solution from time level n to time level n -f-1, where = 
t" -h At, is carried out based on the algorithm outlined in Figure 4.3. The converged 
solution at the previous time level, n, is used to initialize all of the dependent variables 
at the begiiming of the iterative cycle. The pressure update level, k, is set equal to 
zero, and the pressure field at the previous time level is used for the solution of the 
momentum equations d\mng the first pass, fc = 0. 
The position of the free surface is calculated as part of the momentum solution. 
The momentum equations and kinematic condition are iterated using an SOR algorithm 
until convergence condition (4.25) is satisfied. With a converged momentum solution 
the value of the dilatation, D, is evaluated, and used to calculate the normalized 
dilatation, V. If the maximvim value of V is too large such that condition (4.27) is 
not satisfied, then a pressure correction or update becomes necessary. Note that the 
algorithm is set up to perform at least one pressure correction at each time step. K a 
pressure correction is required, the pressiire source term, 5p, is updated according to 
equation (4.24), ajid the pressure Poisson equation is solved iteratively using either an 
SOR or SLOR algorithm. The new pressure field serves as the basis for a new momentum 
solution, and the cycle is repeated until the solution converges. 
The main advantage of this method for the specific problem under consideration 
here, is that the momentum and pressiire equations are solved separately. This allows 
for the optimization of both the pressxire and momentum solutions. The solution of 
the problem exhibits a periodic time behavior. To preserve the long term accuracy 
of the solution the size of the time step used in marching the equations must be kept 
small. As a result, the velocity field does not change significantly between successive 
time steps and thus the effort required in solving the momentiim equations is relatively 
small. This is illustrated in Figure 4.4 for the solution of a case with Fo = 0.5, Q =0.2, 
C/o = 0, Ga = 10^, and Bo = 00, which was carried out on a 31 x 31 grid with the time 










Is > e or fc = 0? 
Pressure Source Term 
k = k + 1 
Sp *— equation (4.24) 
Initialization 
jn+l = ^ 
Jb = 0 
(F ,  u ,  <— {F,  u ,  v )  
pn-M,fc ^ pTi 
Figure 4.3: Iterative Solution Cycle 
using the SOR method. The convergence history of the method is depicted in terms of 
the total number of iterations per time step required for the solution of the momentum 
equations, denoted by NITM and shown in part (a), and the pressure equation, denoted 
by NITP and shown in part (b). Both NITM and NITP are shown on a per five time 
step average in order to reduce oscillations in their values and thus make the figure 
more legible. These oscillations are the result of the method requiring a different 
number of pressure updates or corrections, NPU, between successive time steps. This 
in t\im causes significant variations in the number of pressure and momentum iterations 
between successive time steps which appear as oscillations in the figure. In general, one 
or two pressure corrections are sufficient in reducing the residual dilatation values to 
within acceptable limits. The number of required pressure corrections, NPU, increases 
to as high as fifteen in certain intervals of the flow, but the average remains small, at 
NPU = 1.73. An average of NITM = 19.2 iterations are needed for the solution of the 
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momentum equations while the solution of the pressure equation requires an average 
of NITP=321 iterations. 
The variations in the ntmiber of iterations required for the solution of the equations 
can be linked to changes that occur in the flowfield. The fluid, which initially is 
motionless, is set into a periodic motion in response to the applied acceleration Q. As 
the fluid begins to rise along the left container wall a viscous flowfield starts to develop. 
By time t« 0.3, the flowfield has been well defined and is characterized by a pattern of 
strong free surface flow that pushes the liquid up the left wall. Initially, NITP increases 
as the flowfield develops, and then it begins to decrease when the well defined flow 
pattern has been estabUshed. At approximately t«1.0, a secondary flowfield appears 
in the vicinity of the lower comers of the container. This secondary flowfield consists of 
small regions of weak reversed flow. The sudden jtmip in the value of NITP at this time 
is caused by the difference in the strengths of the primary and secondary flow. Before 
the weak secondary flow can be resolved, the primary flowfield near the free surface 
has to become sufficiently divergence free. As a result, extra pressure updates become 
necessary to converge the solution. It should be noted that if the convergence criterion 
is based on the maximum value of the dilatation rather than the normalized dilatation 
the secondary flow does not get resolved and the value of NITP continues to decrease 
in this region. Beyond t« 1.0, the strength of the primary flow begins to decrease 
as the fluid continues to approach the point of maximum elevation. The difference in 
the strength of the primary and secondary flows becomes smaller, and it is reflected 
in the figure by the decrease in the value of NITP. At T W 1.9 the liquid has reached 
the point of maximum elevation, and from a global prospective it comes to rest before 
it starts descending along the left wall. The fiowfield at this time is extremely weak 
and a consistent flow pattern can not be identified. This causes a significant increase 
in the number of pressure updates required for the convergence of the solution. It is 
reflected in the figure by the increase in the value of NITP, and even more clearly by 
the jump in the value of NITM. 
The same case as shown in Figure 4.4 has also been solved using the SLOR method 
for the pressure Poisson equation. By time t = 1.0, the SLOR method required a total of 
26.05% fewer iterations than the SOR method. However, the corresponding reduction 
in the required computation time was only 0.66%. The same comparison at time, 
t = 2.0, revealed a 23.87% reduction in the nimiber of iterations which resulted in a 
1.60% increase in the computation time. Thus, despite a significant reduction in the 
Pressure Iterations, NITP Momentum Iterations, NITM 
ro Q 
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niimber of required pressure iterations the performance of the SOR and SLOR methods 
in terms of required computation time remains indistinguishable. Note that when 
the momentTim and pressure equations are solved uncoupled, during the course of a 
given pressure update the value of the pressure along the free surface as well as the 
value of the pressure gradients along the walls remain constant. In addition, the finite 
difference coefficients depend only on the grid metrics and the jfree surface position and 
thus they can be evaluated beforehand and stored. As result, an soR iteration at any 
given grid point can be accomplished in terms of single code statement. For the SLOR 
method approximately the same effort is reqxiired in setting up the constant vector of 
the tridiagonal solver. 
An attempt to solve the momentum ajid pressure equations iteratively coupled, 
rather than in separate steps, results in a significantly slower algorithm. Although the 
number of iterations required by the coupled scheme is considerably less than NITP, 
it is also sufficiently higher that NITM such that the increase in momentum iterations 
nearly doubles the required computation time. It shoiild be noted that a pressure 
iteration for the uncoupled solution of the equations is nearly 5.2 times faster than a 
corresponding momentum iteration. 
4.4 Evaluation of the Method 
Some of the aspects that enter into the numerical model for the sloshing liquid 
problem are investigated here. The tnmcation error of the method due to the spatial 
discretization is investigated. The accuracy of methods based on first and second 
order time differencing are considered. The kinematic equation is integrated using 
both explicit and impUcit schemes. The effects of the approximations used at the 
contact points are evaluated. Results from a comparison between the pressure Poisson 
method and the artificial compressibility method are also presented. 
4.4.1 Spatial Truncation Error Behavior 
For a consistently differenced scheme, the accuracy of the numerical solution in­
creases with increasing grid resolution. However, the degree of feasible grid refinement 
that can be provided for the solution of the problem is limited by the amount of 
available computational and time resources. 
Given a linaited number of grid points that can be used for the solution of the 
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problem, grid stretching transformation techniques provide means for optimizing the 
placement of grid points in the physical (x, y) problem domain. For the present model, 
the transformation defined in terms of equation (4.1) clusters the grid points along 
the domain boundaries. This improves the accuracy of the momentum solution by 
providing a better resolution of the viscous and free surface effects. At the same time, 
the spacing of grid points in the computational domain remains uniform, thus 
preserving the second order truncation error behavior of the method. 
The effect of grid stretching on the truncation error of the method are investigated 
in Figure 4.5. The vfilue of the pressure at the left lower comer of the container at time 
t = 0'*' can be determined exactly from the analytical solution given by equation (3.33). 
This value, Pmaxj which also happens to represent the maximum pressure value at time 
f = 0''', is compared to a corresponding value obtained from the numerical solution of 
the pressure equation for the conditions indicated on Figure 4.5, (Q =0.2, C/o=0, Fo = 
0.5). The percent error in Pmax is plotted against the dimensionless grid stretching 
parameter, p, for five different grids, ranging in size form 11x11 to 51x51. Here, the 
same grid distribution is used in both the x and y directions, = Recall that 
based on the grid transformation defined in equation (4.1), the grid point distribution in 
the (z, y) space is controlled by this parameter 0. As p—*oo the resulting grid becomes 
uniformly spaced, while as 0—^1 the grid points become increasingly clustered at the 
boundaries of the domain (see Figure 4.1). 
Note that the same order of magnitude pressure gradients exist throughout the 
liquid at time t = 0. As a result, the solution of the pressure equation does not 
benefit from any degree of grid stretching. If excessive grid stretching is used with a 
coarse grid then the solution can be easily compromised by a large error. The second 
order truncation error behavior of the method can be easily verified by examining the 
solution at any given value of p. For a value of /? = 1.10, the error associated with the 
11X 11 grid is 3.93%. The error decreases to 0.95% for the 21 x21 grid and to 0.22% 
for the 41 x 41 grid. This is consistent with the behavior of a second order method 
where a fourfold decrease in the error can be expected by doubling the grid resolution. 
It shotild be noted that all of the results presented in this study were calculated using 
values for the stretching parameters that were P > 1.1. 
The second order truncation error behavior of the method under successive grid 
refinement is also depicted in Figure 4.6. Here, the value of the kinetic energy of the 
liquid, Ek, at time t = 0.901 is plotted as a function of the number of horizontal grid 
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Figure 4.6: Grid Refinement and Spatial Truncation Error 
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points, N X ,  used in the calculation. The same number of grid points was also used 
in the vertical direction, NY = NX. The calculated values of Ek are indicated in the 
figure by the solid bullets. Note that as NX increases the value of Ek approaches 
a constant value as3anptoticaUy. The hollow bullets shown in Figure 4.6 represent 
predictions of the exact value of Ek based upon Richardson extrapolation. Assuming 
that the method is second order accurate, then a parabolic behavior can be postulated 
for the error associated with any calculated quantity, $, of the form, 
^Icalculated ~ ^lexact + C* ^ 
where C  represents a constant and h  some measure of the average grid resolution. 
Based on this assumed error behavior, the exact value of $ can be predicted given any 
two values and $2 from the formula, 
^ — (Richardson extrapolation) (4.28) 
^2 — 1 
Using the average grid spacing for hi and hi the above formula was used to calculate 
the predicted values of the kinetic energy shown in the figture. Each of these predicted 
values corresponds to the calculated value at the same value of NX, which is also 
connected to it with the dashed line, and the value immediately to the left of it. The 
values predicted by this formula provide a fairly good estimate of the exact value of 
Ek at any given grid resolution. Consequently, this formula can be used to obtain at 
least an order of magnitude estimate of the spatial truncation error associated with 
coarse grid solutions. 
4.4.2 Time Differencing 
The aaialysis of the periodic beha\dor of the Uquid motion which occurs in re­
sponse to the imposed forcing conditions requires that the nmnerical solution must 
remain accurate for intervals extending to large values of time. Based on the setup of 
the numerical method the two factors which influence the long term accuracy of the 
solution are the truncation error order of the method and the actual size of the time 
step. At, used in integrating the equations. Recall that based on the finite difference 
approximation introduced in equation (4.6), the order of the time differencing is deter­
mined by the value of the parameter a. A value of a = 0 results in the approximation 
of all time derivatives by a first order difference, while for value of a = 1 the time 
differencing becomes second order. 
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The truncation error behavior under time step refinement for the two methods 
i s  depicted in Figure 4.7 for a case with dimensionless parameters Fo = 0.5, Q = 0.2, 
Uo = 0, Ga = 10^, and Bo = oo. The applied acceleration Q causes the liquid which is 
initially stationary to be set into a periodic motion about the new equilibrium position. 
As it begins to rise along the left container wall its kinetic energy begins to increase 
and it experiences a local maximum, Ek-max, at an approximate time of t = 0.9. The 
truncation error of the method is examined in Figure 4.7 by comparing the percent 
error in the magnitude of this first kinetic energy maximum for different values of At. 
The result from the second order method with At=0.0001 is used as the basis for the 
calculation of the error. It becomes evident from the figure that the first order method 
results in significant error even at reasonably small values of At. A value of At = 0.002, 
which implies that each period of oscillation will be resolved into approximately 1900 
time steps, yields an error of 0.5% after only 1/4 of a period. In contrast, the error 
associated with the second order method is much smaller, and it remains small for all 
reasonable time step sizes, 0.001 < At < 0.01. 
The long term truncation error of the first and second order methods is examined 
in Figure 4.8. For the case under consideration here, the value of the Galileo number 
has been increased to Ga = 10® while the rest of the dimensionless parameters remain 
the same. The percent error in the magnitude of the local maxima of the kinetic 
energy distribution is plotted as a function of time. The solution from the second 
order accurate method with At = 0.001 serves as the basis for the calculation of the 
error. The behavior of the first order method is shown in part (a) for three different 
time step sizes. Note the almost linear accximulation of truncation error with time. 
Even with a small time step size of At = 0.001, the error associated with the first 
order method increases by approximately a full percentage point for every period of 
oscillation. The behavior of the second order method is shown in part (b). The error 
ax:cumulation for the second order method occurs at a much slower rate. Based on this 
initial rate, the error of the second order method with At = 0.005 will remain less than 
1% for values of t < 480. 
Based on the above comparisons the need for at least a second order accurate 
time differencing is unquestionable. The last consideration with respect to the time 
accuracy of the calculations concerns the size of the time step. Although smaller values 
of At are preferable, the resulting number of steps required in marching the solution 
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Figure 4.8: Long Term Acciiracy of the Solution 
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the time step on the required computation time is depicted in Figure 4.9. Here, the 
time required for the solution of the problem has been normalized with respect to the 
result obtained with = 0.003. Note that the required time remains fairly constant 
for time steps as small as At = 0.002. Consequently, the size of the time step can 
be made sufficiently small to address accuracy considerations without experiencing a 
significant penalty in terms of computation time requirements. 
4.4.3 Integration of the Kinematic Equation 
The position of the free surface, F { x ,  t ) ,  is determined by the solution of the 
kinematic condition. The free surface represents a moving boimdary, and as such its 
position must be known in order to define the problem domain. The implicit integration 
of the kinematic condition would generally require multiple grid adjustments as the 
position of the free surface changes continually during the solution process. An explicit 
integration allows the determination of the free surface position prior to the solution 
of the remaining governing equations, and thus the grid need only be adjusted once. 
The finite difierence representation of the kinematic condition was set up in equa­
tion (4.19) to allow the investigation of three different methods that can be used for 
its solution. In addition to standard implicit and explicit representations, a modified 
explicit method, termed the predictive method, which is based on extrapolated values 
of the velocity components at the free surface is also considered. The performance 
of these three methods is examined in Figure 4.10 for a case with FQ = 0.5, Q = 0.2, 
Uo = 0. Ga = 10^, and Bo = oo, which was solved on 21x21 grid using a time step equal 
to At = 0.01. 
In part (a) of the figure the comparison is in terms of a global mass conservation. 
The percent error in the calculation of the dimensionless liquid volume, V, is shown 
as a function of time. Note that in the absence of numerical error, the value of the 
dimensionless liquid volume should remain constant and equal to the initial liquid 
depth, V{t) =Fo- The error associated with the explicit method, shown in terms of the 
solid line, grows to approximately 0.8% after the elapse of five periods of oscillation. 
The error of the predictive method, shown in terms of the dashed line, is four times 
smaller. The error associated with the implicit method is not shown directly on the 
figure. It is nearly identical to the error of the predictive method and based on the 
scale used for the figure, if drawn it will coincide with the dashed line. The excellent 
improvement provided by the predictive method is also illustrated in part (b) of the 
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figure. Here, the comparison is terms of the potential energy of liquid, Ep. The 
result obtained by the implicit method is used as the basis for the calculation of 
the error. The error of the predictive method, is negligible, which implies that the 
variation of the free surface velocity components is sufficiently smooth that they can 
be predicted to within a high degree of accura.cy by second order extrapolation. The 
error accumulation demonstrated by the explicit method is significantly high to render 
the method unreUable for long term calculations. 
The implicit method has been used for the calculation of all of the results that 
will be presented in this study. The analytic coordinate transformation, which was 
used to map the {x, y) space onto the (x, y) space, results in a computational domain 
that remains invariant with respect to the free surface position. The transformation 
metrics in the (^,7?) space need only be calculated once, while the computational effort 
required for updating the metrics in (x,y) space represents a very small fraction of 
the total effort. As a result the use of the predictive or explicit methods results in 
negligible savings in terms of computation time. 
The performance of the predictive method when applied to three dimensional 
problems is not quite as impressive. However, it continues to offer a significant im­
provement over the explicit method. It has been successfully implemented as the 
predictive step of a two-step, predictive-corrective algorithm which will be presented 
in conjunction with the tree dimensional model. 
4.4.4 Free Surface Position at the Contact Point 
The position of the free surface is determined by the motion of fluid particles that 
lie on it. At the contact points, which are defined, by the intersection of the free surface 
with the container walls, the velocity of the fluid is assumed to be equal to zero in 
accordance with the no-slip condition. As a result of the no-sUp boundary condition 
the free surface becomes pinned at the walls. This leads to the formation of thin film 
like regions along the walls which tend to cause resolution problems for the numerical 
method. 
Although this film formation may be a realistic effect contributing to the mechan­
ics of motion for the contact line it also very difficult to describe. Once these regions 
develop, a local embedded grid is usually required for the solution of the equations in 
these regions. Furthermore, the precise physics which governs the motion of a contact 
line is not yet well understood. It is more than Ukely that the motion of a contact 
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line can not even be fully described in terms of continuum mechanics. An asymptotic 
boundary layer rescaling of the equations in this region does not alleviate the problem 
since a physical model for the slipping of the contact line woiild still be needed. Due 
to the lack of such a physical model for the description of the flow in this region it 
becomes necessary to use some form of an approximation technique in determining the 
position of the free smface at the wall. 
Several techniques have been investigated for the approximation of the free sur­
face position at the contact points. The purpose of this investigation was to identify 
suitable methods that can be used for the approximation, and more important, to 
ascertain the overall effect of these approximations on the dynamics of the problem. 
Based on a control volume approach, approximations for the free surface position have 
been derived and tested using mass, momentum, and energy conservation principles. 
Extrapolation techniques have been used to approximate the wall position of the free 
surface from interior values. Methods that enforce a specific behavior for the free sur­
face profile at the wall, such as a zero slope approximation, have also been considered. 
Each of these types of methods provided approximations which exhibited varying 
degrees of success. Methods that were derived from a control volume approach tended 
to reinforce the viscous velocity profile near the wall, and thus lead to the formation of 
film like regions. Approximations based on extrapolation methods appeared to work 
somewhat better. A second order extrapolation worked reasonably for a rising surface, 
but failed to work as well for a falling surface which appeared to be more prone to 
film formation. Extrapolations of higher order lead to the formation of more profound 
film regions. The formation of film like regions can be effectively eliminated by the 
use of methods that prescribe the surface profile at the wall. Methods based on zero 
slope and zero curvature were examined, and the zero slope method appeared to yield a 
physically better approximation throughout the calculations. It should also be pointed 
out that approximations based on methods which are prone to the formation of film 
regions tend to become worse under grid refinement. 
There is a significant variation in the predictions for the free surface position at 
wall as obtained by each of these methods. However, the precise wall position of the 
free surface does not appear to have a strong influence on the overall dynamics of the 
problem. This is illustrated by the free surface profiles shown in Figure 4.11 for a case 
with Fo = 0.5, Q = 0.2, Uo = 0, Ga = 10~®, and Bo = oo. The four profiles shown in 
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Figure 4.11: Contact Point Movement 
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second order extrapolation, zero curvature at the wall, and zero slope at the wall. 
Despite a 5.0% vajriation in the value of F at the left wall, and a 6.3% variation at 
the right wall, the variation is significantly smaller at interior points. At the left wall, 
where the free surface is rising at f = 1.1, the variation at the grid point adjacent to 
the wall is only 0.38%. At the right wall, where the free surface is falling, the film like 
formation is more profoimd which causes a somewhat greater variation in the interior 
values of F. However, this variation remains confined to the immediate vicinity of the 
wall and it does not appear to have a strong influence on the value of F away from the 
wall. If the grid is refined at the walls, the effects of the approximation remain confined 
to the same number of grid points. As a result, under grid refinement, control volvime 
and extrapolation type methods lead to increasingly steeper free surface profiles. In 
contrast, the zero slope approximation yields increasingly smoother profiles under grid 
refinement. 
Methods that capture the film formation are significantly slower and more difficult 
to implement than methods which prescribe the shape of the free surface at the wall. 
Since the effect of these approximations on the d3aiamics of the liquid away from the 
wall is small, the zero slope approximation has been implemented for the determination 
of the free surface position at the contact points. This choice is based on the overall 
robustness and computational efficiency of the zero slope approximation. 
4.4.5 Pressure Solution 
A comparison between the Artificial Compressibility Method (ACM) and the Pres­
sure Poisson Method (PPM) has been carried out as part of an investigation to ascertain 
the efficiency of schemes that are based on the coupled solution of the momentum and 
pressxire equations. The pressure correction scheme developed in this study, was com­
pared with an ACM algorithm which was based on the coupled iterative solution of the 
kinematic equation, the momentum equations, and the parabolic pressure equation 
as outlined in (4.15). The value of the constant parameter, c, in equation (4.16) was 
adjusted to obtain the fastest convergence rates for the algorithm. The results of this 
comparison are summarized in terms of Figure 4.12. In part (a) of the figure the com­
parison is in terms of the root mean square value of the residual dilatation, Drms- The 
solution of the equations was based on a convergence criterion which required that 
the maximum value of dilatation, Dmax, remain smaller than 10"^. This was done 
to facilitate the comparison in terms of Drms, since the usual convergence criterion 
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in terms of the normalized dilatation, V, results in values of Dmaxi aJid consequently 
-Drrrw) that Vary significantly throughout the calculation. 
The loss of the elliptic operator from equation (4.16), which is used to calculate the 
pressure in the ACM method, results in average residual dilatation values for the ACM 
method that are larger than those obtained by the PPM method by a factor of three to 
four. An inspection of the spatial distribution of the dilatation, D{x,y), reveals that 
in the core of the flow, the PPM method results in dilatation values which are smaller 
than the convergence constraint by nearly two orders of magnitude. The ACM method 
results in a more even distribution for D{x,y), with core values that axe only an order 
of magnitude smaller that the convergence constraint. 
It should also be noted, that as the liquid becomes less viscous, Ga oo, the 
ACM method requires the use of some form of elliptic smoothing in order to prevent 
the appearance of wiggles, or spatial oscillations, in the pressure field. The elliptic 
character of the pressure field is not enforced directly by the equation that is used to 
calculate it. Instead, the method relies upon the momentum equations for the implicit 
enforcement of the elliptic property of the pressure field. As a resxilt, this approach 
begins to fail as viscous difltusion effects become weaker. 
A comparison in terms of the time required for the solution of the problem is 
shown in part (b) of the figure. If an iterative method is used for the solution of the 
problem, then the ACM method appears to be slower than the PPM method by a factor 
of two. When the momentum and pressure equations are solved iteratively coupled, 
then local transient iterative errors get spread through pressure effects on to larger 
regions of the fiowfield. This causes a significant increase in the number of required 
momentum iterations, and despite a decrease in the number of pressure iterations the 
method becomes significantly slower. That is the primary reason for the ACM being 
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Figure 4.12: A Compaxison of ACM and PPM Methods 
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5. RESULTS 
A numerical model has been developed to investigate the effects of liquid viscosity, 
surface tension, forcing conditions, ajid the initial liquid geometry on the dynamics of 
the sloshing liqmd. Based on the scales used for the nondimensionalization of the 
dependent and independent variables, five similarity parameters have been identified: 
• Liquid geometry effects Fo (equation 3.25e) 
• Surface tension effects Bo (equation 3.25d) 
The dimensionless liquid aspect ratio, or initial liquid depth, Fo, represents the 
geometry of the problem domain. It has a strong effect on the period of oscillation 
and a secondary effect on the rate of viscous dissipation. The motion of the container 
with respect to the inertia! frame of reference, and the subsequent forcing of the liquid, 
are described in terms of the dimensionless horizontal acceleration, Q, and the initial 
velocity step change, Uo- The forcing conditions have only a minor effect on the period 
of oscillation. 
The remaining two parameters relate the physical properties of the liquid to the 
forcing conditions. The dimensionless Galileo number. Go, hais a dominating effect 
on the viscous dissipation rate and a minor effect on the period of oscillation. It is 
inversely proportional to the square of the kinematic viscosity, u, and thus its value 
decreases with increasing liquid viscosity. In order to gain a feel for the value of Ga, 
Table 5.1 lists representative values of it for various fluids assuming a container size of 
The dimensionless Bond number, Bo, has a strong effect on the period of oscilla­
tion and a weaker effect on the rate of viscous dissipation. It is inversely proportional 
to the coefficient of surface tension, T, and thus its value decreases with an increas­
ing coefficient of surface tension. However, the coefficient of surface tension for most 
• Viscous effects 
• Forcing condition effects ( Q (equation 3.25a) Uo (equation 3.25b) 
Ga (equation 3.25c) 
L =0.1 m. 
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Table 5.1: Representative Values of Ga for Various Fluids" with L = 0.1 m 
Fluid Liquid Hg Water Air SAE lOW Oil Glycerin 
C f d  10^2 lOio 10® 10® 10'^ 
"Kinematic viscosities at 20° C and 1 atm. 
common liquids in contact with air is generally of the same order of magnitude, with 
T ~ 10~^N/m. Consequently, the significance of surface tension effects is dictated by 
factors other than the physical properties of the liquid. If the either the characteristic 
container dimension, L, or the effective gravitational acceleration acting on the liquid, 
g, are sufficiently small then surface tension effects could become significant. Thus, it 
is important to consider the changes in the dynamic response of the liquid in a surface 
tension dominated regime. For example, the characteristic value of the Bond number, 
for an experiment carried out on the surface of the earth using water as the fluid and 
a container size of L =0.1 m, is equal to Bo = 1350. If the same experiment was per­
formed at middeck of the orbiting space shuttle, where acceleration jitters are small 
and the effective acceleration is of order 10"^^, then the value of the Bond number 
wiU be of order 5o ~ 0.1, which is characteristic of container size of L = 1 mm on the 
earth surface. 
In an effort to carefully assess the effect of all of the similarity parameters on the 
dynamics of the sloshing Uquid numerous cases were considered. These solutions were 
calculated using combinations of the similarity parameters in the range; 
Liquid depth: 0.001 < Fo < 1.00 
Horizontal acceleration: 0.001 < Q < 0.40 
Initial velocity: 0.001 < U o <  0.20 
Galileo number: 10^ < G a <  10^° and Ga = oo (inviscid limit) 
Bond number: 10"^ < Bo < oo 
The remainder of this chapter is dedicated to the presentation of sample resvdts from 
these calculations. This presentation is divided into two parts. In the first part, the 
liquid flow is analyzed from a kinematic point of view. Detailed analysis of the velocity 
and pressure fields for characteristic cases will be given. In the second part, the sloshing 
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Table 5.2: Cases Considered for Kinematic Analysis 
Case # Fo Q Uo Ga Bo 
1 0.50 0.20 0.00 10® oo 
2 0.30 0.00 0.15 10® oo 
3 0.50 0.20 0.00 10^° oo 
4a 0.50 0.20 0.00 10® 20 
4b 0.50 0.20 0.00 10® oc 
5a 0.30 0.20 0.00 10" oo 
5b 0.50 0.20 0.00 10" oo 
5c 0.80 0.20 0.00 10" oo 
liquid is analyzed as a dynamical system. The response of this system to the various 
parameters will be carefully examined, and the results of a parametric study, focusing 
on the period of oscillation and the viscous dissipation rate, will be presented. 
5.1 Kinematic Description of the Liquid Sloshing 
The motion of the sloshing liquid within the moving container is considered here. 
Using a combination of velocity, pressure, and vorticity plots the flowfield is carefully 
analyzed from a kinematic prospective. Information on the transient free surface posi­
tion will also be provided. To ascertain the effects of the various similarity parameters 
on the kinematic response of the sloshing Uquid a total of eight cases will be considered. 
All of these cases are identified and summarized in Table 5.2. 
The first case shown in Table 5.2, Case 1, is used to analyze the flow which occurs 
in response to a sudden container acceleration. Furthermore, based on the value of the 
Gahleo number used in this case, Ga = 10® , significant viscous effects are present. The 
transient decay of the flow towards a steady state condition is examined. The response 
of the liquid to an impulsive container start is examined in Case 2. Changes which 
occur in the flowfield as the liquid becomes less viscous are examined by comparing 
Case 3, for which Ga = 10^°, with Case 1. The effects of surface tension on the flowfield 
are analyzed by comparing the solutions of Cases 4a and b. The effect of the initial 
liquid depth on the fiowfield is analyzed by comparing the velocity profiles obtained 
using different values of Fo as indicated in Cases 5a, b, and c. 
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5.1.1 Case 1: Liquid Flow in an Accelerating Container 
The case under consideration here, Case 1, is used to examine the kinematic re­
sponse of the liquid to a sudden container acceleration. The dimensionless parameters 
which describe Case 1 are listed in Table 5.2. Based on this set of similarity param­
eters, this case is representative of the sloshing of a viscous liquid, such as SAE lOW 
oil, in a container of characteristic dimension L w 0.1 m. 
The step change in the acceleration of the container at t = 0, causes an instanta­
neous adjustment in the hydrostatic pressure field which existed for t < 0. As a result, 
the liquid is set into motion by the action of unbalanced surface and body forces. The 
transient evolution of the flowfield for this case is depicted in Figure 5.1. Here, the 
velocity vector is plotted in terms of its components, y = uf + vj, at selected time in­
tervals. At time t = 0, the fluid is still motionless. This is shown in Figure 5.1(a) where 
the velocity vectors have been reduced to points. Note that Figure 5.1(a) also pro­
vides some information on the distribution of the grid used for the solution of Case 1. 
Approximately one forth of the total grid points are visible since the velocity vectors 
are shown only at odd rows and even columns of the grid. For t > 0, the magnitude of 
the velocity increases and a distinct flow pattern begins to emerge. The fluid moves 
from the right to the left side of the container with the strongest flow occurring along 
the free sTirface. The nearly horizontal flow which exists near the centerline of the 
container, x « 0.5, turns into nearly vertical flow along the two container side walls. 
The free surface begins to rise along the left wall and to fall along the right wall. By 
t = 0.40, this pattern has been well established. Viscous shear layers have developed 
along each of the container walls. As a result, the motion of the free surface along the 
side walls is being retarded. 
At time t = 0.90, the liquid is approximately in a state of maximum kinetic 
energy. Nearly 11% of the available energy of the system, EA (see equation 5.4b), has 
already been dissipated by this time. The free surface, which is close to its equiUbrium 
position, given by a line of slope —Q, continuous to rise toward a position of maximum 
elevation. However, as the surface rises above this eqxiilibrium position the hydrostatic 
contribution to the pressure increases along the left side and decreases along the right 
side of the container. As a result of stronger presstire gradients opposing the clockwise 
motion of the liquid, the flow begins to decelerate. The motion of the liquid near 
the comers of the container, which is generally weak, becomes easily reversed. This 
leads to the formation of very weak regions of recirculating flow at each of the two 
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container comers shortly after twO.9. The flow in the core of the liquid continues to 
decelerate and by t = 1.60, the recirculating flow regions, although they are still weak, 
they have grown in size and merged along the bottom container wall. In Figure 5.1(f), 
t = 1.90, the free sxirface is very close to a position of maximum elevation. The pattern 
of clockwise flow which existed earlier has now been significantly altered. The flow in 
the core of the liquid is fairly weak. The strongest flow occxirs at the right contact 
point. Here, the free surface whose fall along the wall has been slowed down by viscous 
drag, is now in the process of catching up. The reversed, counterclockwise flow, has 
gained more strength and it now extends along the entire solid boundary. 
The first half cycle of the sloshing process, where the liquid rises from its initial 
horizontal position to a position of maximum elevation, has been depicted in Fig­
ures 5.1(a-f). Figures 5.1(g-l) depict the preceding sequence of events in reverse order 
as the liquid descents back toward its initial position. By time f = 2.20, a well defined 
counterclockwise flow pattern has emerged as the liquid continuous to fall toward its 
equilibrium position. At i w 2.80, the flow is once again near a state of maximum 
kinetic energy. The available energy of the liquid has been further reduced by viscous 
dissipation to approximately 71% of its original value. Once again, recirculating flow 
regions develop at the two comers, they grow in size and merge along the bottom wall 
by iw3.60. In Figure 5.1(1) the liquid has just completed its first period of oscillation. 
The strongest flow occurs once again along the boundaries. The effect of viscous drag 
can now be seen at the left contact point. A clockwise flow pattern gets reestablished 
by t = 4.20, and as the liquid reaches the next state of maximum kinetic energy at 
tw4.70, nearly 46% of its available energy has been dissipated. 
Figures 5.1(o-p) depict the flowfleld at later times. In each of these figures the 
liquid is a state of maximum kinetic energy. At 10.40, the liquid is in the process 
of falling towards a position of minimum elevation which will mark the completion of 
three cycles. Viscous dissipation has increased to nearly 75%. Having completed four 
full cycles, the Hquid is once again rising at t = 16.0 with approximately 12.5% of its 
original energy left. The available energy is reduced to about 4.8% by t w 23.60, with 
the fluid rising after the completion of six full cycles. At t = 36.80, the liquid is in 
the process of falling toward a low elevation position for the tenth time. After nearly 
ten periods of oscillation less than 0.1% of the original energy remains in the system. 
The global clockwise-counterclockwise pattem which existed earlier is no longer clearly 
evident. The flowfleld is now dominated by local regions of weak free surface flow as 
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minor adjustments in the free surface position take place. 
The pressure field associated with Case 1 is depicted in Figure 5.2 in terms of a 
series of contour plots. The spacing between adjacent isobairs is Ap = 0.02. The initial 
pressure distribution at f = 0, inmiediately following the application of the horizontal 
acceleration, Q, is shown in Figure 5.2(a). Note that the horizontal hydrostatic isobars 
which existed prior to the application of the forcing have instantaneously adjusted 
to the apparent acceleration. This initial pressure distribution is dictated by the 
geometrical configuration of the liquid. A flat stationary free surface can not support 
any pressure gradients along it. Thus, the free surface remains at zero pressure which 
in turn causes the bending of the isobars, especially those closest to the surface. With 
the pressure rising at the left half and dropping at the right half of the container the 
liquid is set into motion. Note the effects of viscous drag on the free surface profile 
next to the container walls. They become especially profoimd for a falling free surface. 
As viscous drag acts to retard the motion of the free surface in the vicinity of the 
wall, a small triangular region of slight negative pressure appears next to the receding 
contact point. These regions of negative pressxire, seen in Figures 5.2(b-f) for the right 
wall and Figures 5.2(g-j) for the left wall, are caused by the very shape of the free 
surface profile at the wall. Note that the negative pressure levels encountered here 
are very small and they remain well above the critical cavitation pressure. Although 
their overall effect on the interior flowfield is negligible, they play an importajit role 
in the local dsmamics of the contact point. A receding free surface is generally curved 
upwards at the wall primarily due to viscous effects. Note for example the free siirface 
profile at the right wall in Figure 5.2(c). The formation of a negative pressure region 
inmiediately beneath it exerts a normal suction force on the free surface. As a result 
of this negative pressure force, the free surface tends to become increasingly curved at 
the wall. This leads to the formation of a thin film region along the wall. Although 
this sequence of events appears to be physically meaningful, and possibly a viable 
mechanism leading to film formation, it also leads to the various numerical difficulties 
which have been discussed in section 4.4.4. 
Once the sloshing of the liquid begins, t > 0, the pressure field remains for the most 
part qualitatively imchanged. The liquid experiences a leftward body force due to the 
apparent acceleration, Q. The pressure field exerts surface forces which are generally 
directed to the right. The magnitude of the surface forces increases as the liqmd rises 
along the left wall. Figure 5.2(c) depicts the pressure field at i = 0.90. Here, the Uquid 
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is in the vicinity of the equilibrium position for the first time. Note the similarity of 
this field with the field depicted in Figure 5.2(h) at t = 2.80, when the liquid is once 
again in the vicinily of the equilibrium position. Minor differences which exist between 
these two fields are confined to the vicinity of the free siirface. Both of these fields 
look very much the like the final steady state field, depicted in Figure 5.2(1). 
The sloshing of the viscous hquid of Case 1 is also depicted in terms of the series 
of vorticity contour plots shown in Figure 5.3. The increment between adjacent lines of 
constant vorticily is given by Aw=0.2. Lines that correspond to values of zero vorticity 
are drawn as heavier (thicker) lines in the figure. The direction of rotation for some 
of the interior points is also indicated on the figure. The vorticity field is determined 
according to the definition given in equation (3.35b). Based on this definition, positive 
values of oj are indicative of a counterclockwise (CCW) rotation while negative values 
of u} are indicative of a clockwise (CW) rotation. 
InitiaUy, the liquid is free of any vorticity and in a state of hydrostatic equilibrium. 
The application of the horizontal acceleration, <5, disturbs this hydrostatic equiUbrium 
and causes the liquid to begin to accelerate under the action of unbalanced body and 
surface forces. As the liquid begins to move, vorticity is being generated at each of 
the container walls due to viscous shear. Vorticity is also being generated along the 
free surface. Recall that the free surface of a viscous fluid must generate vorticity 
if it \mdergoes a change in either its shape or its orientation. The effective normal 
convection velocity along each of the domain boundaries, including the free surface, is 
zero. Thus, viscous diffusion becomes the sole mechanism though which vorticity from 
the boundaries can enter the interior of the flowfield. The diffusion of vorticity from 
the boundaries into the adjacent liquid leads to the formation of viscous boundary 
layers, which are characterized by a high concentration of vorticity. The core of the 
flowfield remains for the most part irrotational until vorticity from the boundary layers 
gets further diffused or convected into the interior of the flowfield. 
Figures 5.3(a-f) depict the flowfield for approximately the first half cycle of slosh­
ing. The free surface, starting from its initial horizontal position at t = Q, rises along 
the left wall toward a position of maximum elevation which it reaches shortly after 
t = 1.80. The CW motion of the liquid adjacent to the walls early in the sloshing pro­
cess results in the formation of regions of positive circulation each of container walls. 
A much weaker region of negative circulation also forms along the free surface. The 
viscous boundary layers and the nearly irrotational core of the flowfield are clearly 
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shown in Figure 5.3(b) for t=0.40. 
The secondary recirculating flow and its interaction with the primary flowfield 
are edso very nicely illustrated in the figure. By t = 1.20, small regions of negative 
vorticity are clearly visible at each of the container comers. These recirculating flow 
regions form as the net horizontal acceleration experienced by the liquid changes from 
a negative to a positive value at t wO.9. Note that as the secondary negative circulation 
at the comers continues to increase in size and strength, the strength of the primary 
positive circiilation decreases. By t = 1.60, the regions of secondary circulation have 
nearly merged along the bottom wall, and they have greatly extended upwards along 
the side walls. The negative circulation along the free surface has also decreased 
in strength, with secondary regions of positive circulation starting to develop near 
the two surface ends. By t = 1.80, the secondary circulation along the walls has 
gained further strength and grew in size covering the entire wall area. The initial 
regions of positive circulation have been dislodged from the walls ajid move further 
into the interior. The left region of secondary free stirface circulation grows in strength 
and size and by f = 2.60 has completely dislodged the primary region of negative 
circulation. This sequence of events is repeated as the free surface of the Uqtiid returns 
back toward its original horizontal position. Two new regions of positive circulation 
grow out of the two container comers and by t = 3.60 they displace the regions of 
negative circulation from container walls. Similarly, a region of negative circulation 
grows out of the right side of the free surface, dislodging the primary region of positive 
circulation shortly after t w 4.0. Thus, with each cycle of sloshing, two regions of 
opposite circxilation are shed from each of the boimdaries. They propagate into the 
interior of the flowfield where they get dissipated. Note that shortly after t = 4.80, the 
first region of positive circulation which was shed from the free surface merges with 
the second region shed from the walls, such that by t=5.00 in Figure 5.3(r) these two 
regions become indistinguishable. 
The effects of convection on the thickness of the boxmdary layers is also evident 
from this figure. For example, note that by t = 1.20 the boundeiry layer along the right 
wall of Figure 5.3(d) has grown somewhat thicker than the botmdary layer on the left 
wall. Where along the right wall the diffusion process has been aided by the convection 
of vorticity away from the wall and into the interior of the flowfield, along the left wall 
the diffusion process has been opposed by the convection of vorticity into the waU. 
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5.1.2 Case 2: Liquid Flow in an Impulsively Started Container 
The response of the liquid to an impulsive container start is examined in Case 2. 
For the case under consideration here, the container is filled to a dimensionless depth 
of Fo=0.30, and at t = 0 it experiences a step change in its velocity to C/o = 0.15. The 
remaining dimensionless parameters for Case 2 are listed in Table 5.2. Note that the 
values of the Galileo and Bond niunbers used here match those used for Case 1. The 
magnitude of the initial sloshing energy, Eg, which is available to the liquid for this 
case is approximately 38% larger than the corresponding value of Eg for Case 1. 
The velocity field for Case 2 is shown in Figrire 5.4. Here, velocity vectors are 
plotted at every third row and third column of the 81 x 51 grid which was used for 
the solution of the problem. The scaling used for the plotting of the velocity vectors 
here is identical with the scaHng used in Figure 5.1. The velocity field shown in 
Figure 5.4(a) was determined by the solution of the initial condition equations. The 
initial conditions for an impulsively started container have already been extensively 
discussed (section 3.2.1). As a result of the step change in the velocity of the container, 
the liquid experiences a pressure impulse, 11, which leads to the establishment of the 
non-zero velocity field shown in Figure 5.4(a) for t = 0"'". Note the very large initial 
velocities which exist at the two free surface ends near the walls. In response to these 
large velocities the free surface rises along the left wall and falls along the right wall at 
a rather rapid rate. By f=0.40, the free surface position along the walls is already very 
close to its maximum and minimimi elevation values. Boundary layers have formed 
along each wall and are clearly visible in the figure. 
The rapid rise of the free surface along the left wall results in the build up of 
hydrostatic pressure beneath it. As a result,the leftward liquid flow is pushed away 
from the wall and further into the interior of the container. At t = 0.80, the surface 
of the hquid is shown near a position of maximum elevation along the left wall and 
has actually just started to drop. A fairly strong leftward flow still remains in the 
interior of the container. The liquid reaches a state of maximum potential energy very 
shortly after t = 1.00. Even though the kinetic energy of the liquid is at a minimum 
state during this time the flowfield does not come to a complete halt. The very last 
remains of the original leftward flow pattern still exist in the interior of the container. 
Along the container waJls recirculating flow regions have merged to form an extended 
region with positive circulation. Cells of localized free surface flow have also developed 
at the two surface ends. At the right wall the free surface position, which has been 
129 
Fo=0.3 Q=0.0 Ga= At=0.001 NX=81 
NY=51 
(b) t=0.40 a) t=0.00 
UO=0.15 BO=OO 
(d) t=1.00 (c t=0.80 
^ rTTFItw 
_  *  •  .  >  -  .  »  '  r  t  
0.4 
0.2-




( \  N ^  ^  -V V \  N ^  ^  -\  V N ^  ~  ~  I V \ ^ % V N ^ 
i l l l lHl  
^  ^  ^  ^  r  /  1 1  
^  ^  ^  ^  *  t  t  !  ^  • «  ^  ^  *  f  !  t  
(f) t=1.60 
(h) t=2.40 (g) t=2.00 
0.4 0.6 0.8 1.0 0.0 0.4 0.6 0.8 1.0 
Figure 5.4: Velocity Field for Uo = 0.15, Fo = 0.3, Ga = 10®, and Bo = oo 
130 
(i) t=2.80 0) t=3.10 
• V \ S ^ ^ 
(k) t=3.20 (I) t=3.60 
t * \ N V V < \ \ N V ^ 
(m) t=4.00 (n) t=4.20 
(0) t=4.40 
0.0 0.2 0.6 0.8 1.0 0.0 0.2 
Figure 5.4 (Continued) 
131 
(r) t=9.40 (q) t=8.30 
t t=13.60 (s) t=12.50 
I\\\\ 












0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 
Figure 5.4 (Continued) 
132 
trailing due to viscous drag, is now in the process of catching up. Close to the left 
wall, where the free surface is in a position of maximum elevation, a cell of rightward 
flow has started to develop. As the free surface of the liquid starts to fall back toward 
its equilibrium position a rightward flow pattern begins to get established throughout 
the flowfield. 
The liquid, having nearly completed the first half of a full cycle of sloshing, is 
shown in Figure 5.4(g) once again approaching a state of maximum kinetic energy. 
About 72% of the initial sloshing energy is still available at t = 2.00. A similar sequence 
of events is depicted in Figures 5.4(i-n) as the liquid rises and falls along the right wall 
to complete the second half of the cycle. The liquid reaches a state of minimum kinetic 
energy very shortly after t = 3.10. By f = 4.20, the first full cycle of sloshing has just 
been completed and the liquid starts to rise along the left wall with approximately 
50% of its original energy left. 
The effects of viscous dissipation on the flowfield are also depicted in the sequence 
of Figures5.4(q-x). Note the decrease in the strength of the flowfield as well as in the 
elevation reached by the free surface a^ the available energy of the liquid continues to 
get dissipated. At t = 8.30, the flowfield is shown very near a state of maximum kinetic 
energy as the second cycle of sloshing is about to be completed. With approximately 
26% of the initial energy remaining, the liquid rises along the left wall to reach the 
next position of maximum potential energy at tss9.40. After the completion of three 
full cycles of sloshing at f w 12.5, the sloshing energy has dropped to imder 14% of 
its original value and the corresponding state of maximum potential energy is reached 
at t« 13.6. The energy of the liquid continues to decreeise, dropping to about 7.6% 
after the completion the fourth cycle of sloshing at t « 16.70, and to 4.1% after the 
completion of the fifth cycle at 20.90. 
The transient pressure field for Case 2 is depicted in terms of a series of contour 
plots which are shown in Figure 5.5. The spacing between adjacent isobars is equal 
to Ap = 0.02. The initial pressure distribution at t = O"*", which has been determined 
from the solution of the initial condition equations (3.31), is shown in Figure 5.5(a). 
Note that the initial flowfield in the interior of the container is irrotational. Thus, 
variations which occur across the pressure field at this time could also be determined 
from Bernoulli's equation. 
The pressure adjacent to the left container wall increases as the liquid starts to 
rise above its equilibrium position. The vertical spacing between isobars that lie close 
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to the free surface also increases, indicating a decrease in the magnitude of the vertical 
pressure gradients which are acting on the liquid close to the free surface. As gravity 
acts to decelerate the upward motion of the liquid, the free surface reaches a position 
of maximum elevation on the left wall at t w 0.80, and then it starts to fall. Further 
away from the wall, the free surface continues to rise as the leftward Uquid flow is 
redirected upwards by the pressure field. 
The small regions of negative pressure which were encountered in Case 1 are also 
present here. These regions of slight negative pressure form underneath a receding 
contact point as result of the viscous drag which inhibits the fall of the free surface. 
They can be seen in Figures 5.5(b-c) and Figures 5.5(I-p) for the right contact point, 
and in Figures 5.5(f-j) for the left contact point. 
Note that the pressure field of Figtire 5.5 is dominated by hydrostatic contribu­
tions. This limits the amount of quantitative as well as qualitative information that 
can be extracted form this figure. The interaction between the pressure and velocity 
fields for this case can be ascertained more clearly and effectively by examining the 
hydrodynamic pressrire distribution, Pd=p—Ps, where p the static pressure, and is 
the hydrostatic component. The hydrostatic component represents the apparent weight 
of the liquid as a result of the body forces that are acting on it. The hydrodynamic 
pressure component is: 
PD = P + {FY-FO) + Q(X-I) (5.1) 
Note that constant terms have been added to equation (5.1) such that in the limit 
as t —» 00, Pd —• 0. Pressure gradients in terms of P^ represent the net acceleration 
experienced by the liquid as a result of both surface and body forces. 
The sloshing of the liquid which occurs in response to the initial impulse experi­
enced by the container is driven by a djoieimic balance between the inertial and the 
hydrodynamic pressure forces, with the liquid reaching its ultimate steady state con­
dition under the action of the viscous forces. This dynamic interaction is very nicely 
depicted in terms of the hydrodynamic pressure field shown in Figure 5.6. The spacing 
between adjacent lines of constant hydrodynamic pressure is equal to AP^=0.002. A 
heavier (thicker) line is used to denote lines of zero pressure. In addition, regions of 
high (positive) and low (negative) hydrodynamic pressure are identified by the symbols 
located just above the free surface. 
The initial hydrodynamic pressure field which exists within the container imme­
diately after the application of the impulse is shown in Figure 5.6(a). Recall that 
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the initial flowfield in the interior of the container is irrotational. Consequently, any 
variations which occur across the pressure field reflect a simple balance between the 
pressure and the kinetic energy of the liquid and can be described by Bernoulli's equa­
tion. With Q = 0, the hydrodynamic pressure across the free surface of the liquid is 
uniform and equal to = 0.^ The pressure field is symmetric about the container 
mid-plane at x = 0.5, with the highest pressure values occurring at the lower comers 
of the container where the liquid is stagnant. The strongest pressure gradients occur 
near the two free surface ends in response to the rapid decrease in the kinetic energy 
of the liquid with depth. 
The pattern of the hydrodynamic pressure lines of Figure 5.6(a) changes as the 
liquid surface moves away from initial horizontal position. A new pattern gets estab­
lished which is depicted in Figures 5.6(b-f). It is characterized by pressure lines that 
are nearly vertically oriented in the center of the container while becoming more hori­
zontally oriented near the two free surface ends. The hydrodynamic pressure increases 
along the left side of the container and decreases along the right side as the liquid 
moves further away from its equilibrium position. The resulting adverse pressure gra­
dients reverse the direction of the liquid flow at f w 1.00. As the liquid approaches the 
horizontal position at f = 2.00 and regains some of its inertia the pressure lines become 
once again sparsely spaced. 
A similar sequence of events is depicted in Figures 5.6(h-o). Here, the liquid is 
carried by its inertia past the equilibrium horizontal position and begins to rise along 
the right container wall. The hydrodynamic pressure increases along the right side 
and decreases along the left side of the container resulting in pressure gradients which 
resist this departure of the liquid from its equilibrium position. The action of these 
adverse gradients slow down and reverse the flow with the liquid returning back toward 
the equilibriimi position by t=4.20. 
The effects of viscous dissipation on the hydrodynamic pressure field are illustrated 
in the sequence of Figures 5.6(q-x). At t=8.30, the Uquid is approaching its equilibrium 
position from the right as is about to complete the second full cycle of sloshing. The 
spacing of the pressure lines is sparse since the liqiiid is in a state of maximum inertia. 
It continues past the equilibrium position reaching a position of maximimi elevation 
along the left wall by f w9.40. Here, with the liquid being near a position of maximum 
departure from the equilibrixun, the pressure gradients are at their maximxim strength. 
^Based on the definition of Pd given in equation (5.1). 
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5.1.3 Case 3: Liquid Flow at Higher Galileo Numbers. 
The sloshing of the liquid due to a step change in the horizontal acceleration 
experienced by the container has been presented in detail in Case 1. The case xinder 
consideration here, Case 3, deals with changes which occur in the flowfield as a resvdt 
of a lower liquid viscosity. The dimensionless parameters which define both of these 
cases are Usted in Table 5.2. Note that, with the exception of the Galileo number, the 
remaining similarity parameters for this case axe identical with those of Case 1. Where 
the value of the Galileo number used in Case 1, Ga = 10®, is representative of a viscous 
liqmd such as SAEJ-lOW oil, the value of the GaJileo number used here, Ga = 10^°, is 
more representative of a less viscous liquid such as water.^ 
A series of velocity ajid pressure field plots are used to depict the development of 
the flowfield for this case. In Figure 5.7, the velocity vector is plotted at alternating 
rows and columns of the 81 x 81 computational grid which was used for the solution 
of the problem. The pressure distribution within the liquid is shown in Figtire 5.8. 
Isobars that correspond to a zero pressure value are drawn using a heavier weight 
line. Tiny regions of slight negative pressure may be seen along the free surface of 
the liquid throughout Figure 5.8. The negative pressure is the result of the normal 
stress condition, see equation (3.29g), and its magnitude in the interior of the surface 
remains of order \/y/Ga. The scaling factor used in plotting the velocity vector in 
Figvire 5.7, and the spacing between adjacent isobars in Figure 5.8, axe identical with 
those used in Figures 5.1 & 5.2, the two corresponding figures depicting the flowfield 
of Case 1. 
The flowfield for the first period of oscillation is depicted in parts (a-k) of the two 
figures. Although the general structure of the flowfield remains very similar to that 
of Case 1, some changes are evident as a result of the lower liquid viscosity. Viscous 
effects are now confined to much thinner boundary layers along the container walls. 
The boundary layer along the bottom wall is very nicely depicted in Figure 5.7(d). The 
lower liquid viscosity also alters the shape of the free surface. The extend to which 
viscous drag retards the motion of the surface along the walls has been significantly 
reduced compared to that of Case 1. 
As a result of the lower drag, the liquid rises more rapidly near the left wall. 
By time t = 0.5, a small crest has formed in the immediate vicinity of the left wall. 
Viscous effects act to flatten the free surface profile at the wall. The formation of this 
^Assuming a characteristic container dimension L ~ O.lm. 
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small crest next to the left wall contributes to a mechanism through which secondary 
waveforms get generated at the surface. The pressure rise beneath this peak, due to 
hydrostatic contributions, causes the slight upward bending of the isobaxs that lie close 
to the surface. This gives rise to locally stronger horizontal pressure gradients at a 
small distance from the left wall, and on the downhill side of this crest. The effect 
of this local pressure rise on the flowfield is clearly depicted in Figures 5.7(b-e). Part 
of the upward flow along the left wall, experiencing surface forces that are directed 
to the right, turns away from the wall and toward the interior of the container. This 
leads to the formation of a secondary waveform near the top of the free surface. This 
waveform, which at time i = 0.90 is located at arssO.OS, begins to slide down the free 
surface driven by a balance between body and surface forces. Viscous effects act to 
reduce its ampUtude and to broaden its breadth as its moves along the surface. 
By time t = 1.90, the liquid has reached its maximum elevation along the left 
container wall and it is in a state of minimum kinetic energy. The most prevaihng 
feature of the flowfield at this time, which is shown in Figure 5.7(f), is the surface 
flow associated with the motion of the secondary waveform. The waveform, which is 
now located at x w 0.22, continues to slide down the free surface. The corresponding 
pressure field at i = 1.90 is shown in Figure 5.8(f). The pressxire at the sxirface is positive 
on the leading side and negative on the trailing side of the secondary waveform. With 
the free sxirface returning back near its equihbrium position at t = 2.80, the flowfield 
is in a state of maximum kinetic energy. The secondary waveform has moved past the 
container mid-plane and is now located at x w 0.55. It continues to lose strength as 
it moves further toward the right container wall, and as the first cycle of sloshing is 
completed at tw3.80, it becomes absorbed by the fiow reflected off the right container 
wall. 
The long term effects of the liquid viscosity on the fiowfield are illustrated in 
parts (m-r) of the two figures. In each of the velocity fields depicted in Figures 5.7(m-
r) the hquid is approximately in a state of maximum kinetic energy as it rises past its 
equilibrium position having completed 7, 12, 17, 20, 23, and 26 full cycles of sloshing. 
Compared to the results of Case 1 for Go = 10®, where approximately 38% of the total 
energy of the hquid was dissipated within the first cycle, and 99% after ten cycles, the 
damping rate experienced by the fiowfield here, for Ga = 10^°, is significantly lower. 
Less than 2% of the sloshing energy is dissipated within the first cycle, and after 
somewhat more than 26 cycles the fiowfield of Figure 5.7(r) still possesses about 55% 
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of its initial energy. 
Each of the pressure fields shown in Figures 5.8(m-r) depicts the liquid near a 
position of maximum potential energy. The free surface has risen to approximately its 
highest elevation along the left wall having already completed 6, 11, 17, 19, 22, and 25 
full cycles of sloshing. The maximum elevation reached by the surface during each of 
these cycles is marked on the left wall, while the corresponding value of time that this 
occurs is also indicated. The slow rate at which the amplitude of the sloshing motion 
decreases is clearly evident from this sequence of figures. This slow damping rate, 
coupled with the fact that the free surface profile does not remain similar from cycle 
to cycle, leads to a non-monotonic decrease in the amplitude of sloshing. For example, 
the maximum elevation reached by the surface during the 26^^ cycle of Figure 5.8(r) 
is slightly higher than the elevation reached during the 12^^ cycle of Figure 5.8(n). 
Thus, even though the available energy of the fiowfield at t = 95.60 is about 20% less 
than that at t = 43.20, a flatter free surface profile causes the liquid to rise to a slightly 
higher elevation. 
More detailed information on the free siirface profile is given in the next two fig­
ures. Figure 5.9 is a three dimensional plot of F{x, t), the function used to describe the 
free sxirface position. This figure provides a nice qualitative and quantitative picture 
of the sloshing process for both the Ga = 10® and the Ga = 10^° results. Figure 5.10, 
which is a two dimensional projection of lines of constant elevation, provides additional 
information on the surface position. The reference elevation, which is drawn in terms 
of a heavier weight line, corresponds to the initial surface elevation of F<, = 0.5. The 
dramatic difference in the dissipation rate between the two cases is clearly demon­
strated by these two figures. It also evident that once the sloshing process begins, the 
free surface does not return to the exact same position twice. The liquid flow, which 
exhibits a quasi-periodic behavior, yields non-similar free surface profiles. Note for 
example the solution for Ga = 10^° in Figure 5.9(b). The elevation reached by the free 
surface during cycles 6 and 12 is noticeably less than that reached during the adjacent 
cycles. 
The quasi-periodic characteristics of the flow are determined for the most part 
by the first sloshing mode. In the context used here, the n^^ mode, refers to the 
coefficient of the n^^ harmonic term in a Fourier series expansion of F(x,t) based on 
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Figure 5.9: Free Surface Evolution for Cases 1 and 3 
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Figure 5.11: First Three Modes of Sloshing for Case 3 
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the following relation: 
OO 
F(x , i )  = ^ Fn{t) cos(n7rz) (5.2) 
n=0 
The first three modes of sloshing for Case 3 are shown in Figure 5.11. A dashed 
line is used to denote the limiting value for each mode, Fn(oo). The amplitude of the 
first mode, Fi, is about an order of magnitude larger than that of the remaining modes. 
Consequently, the general shape of the firee surface as well as the fundamental frequency 
associated with the flow axe dominated by the first mode. The structure of the second 
and third modes are less well defined. The second mode, Fz, exhibits a quasi-periodic 
pattern which extends over two-cycle time intervals, while the quasi-periodic pattern 
exhibited by the third mode, F3, encompasses nearly a six cycle interval. 
5.1.4 Case 4: Effects of Surface Tension 
The primary focus of the discussion here is Case 4a which is listed in Table 5.2. 
It involves the flow in an accelerating container, Q=0.2, in the presence of significant 
surface tension effects, Bo = 20. Comparisons will be drawn with Case 4b, which 
involves a flow under similar conditions but in the absence of any surface tension 
effects, Bo=oo. 
The equilibrium position of the liquid with respect to the body forces changes 
at t = 0 as a consequence of the horizontal acceleration component, Q. As a result, 
the liquid experiences a restoring force which tends to move it away from its initial 
horizontal position and toward an equilibrium position with respect to the new net 
body force. Along the free surface, surface tension leads to a variable force which is 
determined by the local curvature (see equation 3.29g). This force acts as an additional 
restoring force which tends to prevent the hquid from departing its initial horizontal 
position which minimizes the free sTirface energy. For a Bond number value of Bo = 
20, the magnitude of the surface tension force is comparable to that of the body 
forces acting on the liquid. As a result of these dual and competing restoring forces 
experienced by the liquid, the flow becomes more intriguing and considerably less 
predictable. 
The development of the flowfield for Case 4a is depicted in the next three figures 
in terms of a series of velocity, pressure and hydrodynamic pressure field plots. The 
velocity vector is plotted in Figure 5.12 at alternating rows and columns of the 51x51 
grid which was used for the solution of the problem. The pressure field is shown in 
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Figure 5.13, where a heavier weight line is used to indicate the zero value isobars. The 
hydrcdynamic pressure, Pd, defined by equation (5.1), is shown in Figure 5.14. In 
addition to the use of a heavier weight line to indicate the zero value contours, regions 
of negative and positive hydrodynamic pressure are also identified by the symbols 
located just above the free surface. 
Parts (a-h) in each of these three figures span the development of the flowfield 
over the first cycle of sloshing. Initially, at f = 0, the liquid is still motionless. All of its 
available energy, is in the form of potential energy with respect to the body forces. 
The initial acceleration experienced by the liqmd is given in terms of the gradients 
of the hydrodynamic pressure, which combines the effects due to body and surface 
forces. As the liquid begins to move part of its available energy is used in moving 
the free surface. The flowfield undergoes through a state of maximum kinetic energy 
shortly before t = 0.80, and begins to slow down as the magnitude of the restoring 
force due to surface tension exceeds that of the restoring force due to the body forces. 
The free surface rises slightly above the equilibrium position as the liquid comes to a 
near halt at f« 1.60. At this time, the available energy of the liquid has decreased 
by approximately 2.3% due to viscous dissipation in the interior of the flowfield, Ed, 
and viscous dissipation at the free surface, E^^. Approximately 84% of the initial 
energy of the liquid has been used in moving the free surface to this position against 
the surface tension forces, £?s«0.84. The hydrodynamic pressure field at this time is 
dominated by surface tension forces since the liquid is nearly at rest and fairly close to 
its equiUbrium position with respect to the body forces. The flow is reversed, and the 
liquid begins to move back toward its initial position. During the second half of the 
cycle, the pressure forces along the free surface now do work on the liquid. The liquid 
returns close to its initial position, maxking the completion of the first cycle, shortly 
after f = 3.10. Nearly all of the stored surface tension energy is transferred back into 
the flowfield, Eg w 0.09. Note that, once the sloshing process begins, the free surface 
is never again precisely in a horizontal flat position, and thus the term Es does not 
completely vanish. 
During the first cycle, the maximum elevation reached by the free surface was 
only, Fmax = 0.610. This is considerably lower than Fmax = 0.687, the maximum 
elevation reached by the surface in the absence of surface tension effects of Case 4b. 
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Figure 5.14: Hydrodynamic Pressure for Q = 0.2, Fo = 0.5, Ga = 10®, and Bo = 20 
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The period has also been substantially shortened to T=3.1035, as compared to a value 
of r = 3.7695 for Case 4b. Nevertheless, the motion of the liquid during the first cycle 
has remained qualitatively similar to that which was encountered in Cases 1 ajid 3. 
Sloshing was still dominated by the first mode^ with the surface rising on one side of 
the container while falling on the other side. 
The remainder of each of Figures 5.12, 5.13, and 5.14, parts (i-r), cover the devel­
opment of the flowfield over the fifth cycle of sloshing. The liquid at i = 12.10 is in the 
process of returning toward the initial position to complete the fourth cycle. At the end 
of the fourth cycle, t w 12.50, the free surface actually overshoots its initial position, 
forming a sweU, which is centered somewhat to the left off the center of the surface. 
This leads to a region of high surface pressure in the interior and two regions of low 
pressure located next to the walls. This pressure field, coupled with the body forces 
experienced by the liquid in this configuration, lead to the hydro dynamic pressure 
field shown in Figure 5.14(j). Note the clustering of the hydrodynamic pressure lines 
beneath the free surface in the vicinity of the left wall. The stronger forces experienced 
by the Uquid in this region lead to the formation of a local cell of strong surface flow. 
The surface starts to rise rapidly next to the left wall, while at the same time a large 
section of the surface next to the right wall remains comparatively stationary. As the 
surface rises on the left side, its cxirvature causes the surface pressure to increase, thus 
causing the flow cell to start moving toward the right side of the container. The liquid 
approaches the equilibriimi position with respect to the body forces and comes to a 
near halt shortly after t = 14.00. In this configuration, the surface curvatvure causes a 
strong pressure drop next the right wall. A cell of locally strong flow now forms next 
to the right wall and travels to the left along the surface during the second half of 
the cycle. At the end of the cycle, tw 15.50, the flowfield appears to be quaUtatively 
similax to that which existed at the beginning of the cycle, 12.50. 
The fiowfield of Case 4a, undergoes a gradual and continuous transition between 
the two flow patterns observed dxiring the first and the fifth cycles. This behavior is 
illustrated in Figure 5.15, which depicts the variation in the amplitude of the first three 
modes of oscillation, Fx, Fa, and Fz (see equation 5.2). The solid lines depict the result 
for Case 4a with So = 20, while the resiolt of Case 4b for Bo = oo is depicted by the 
dashed lines. The amplitude of the second mode, F2, increases when the free surface 
exhibits some degree of even symmetry with respect to the container mid-plane. For 
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Figure 5.15: First Three Modes of Sloshing for Case 4 
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of the fifth cycle, correspond to local minima of F2. The maxima of F2 occur when 
the free surface is close to the equilibrium position with respect to the body forces. 
The even symmetry of the surface leads to pressure forces along the surface which also 
exhibit even symmetry, and play aji important role in driving the flow pattern of the 
fifth cycle. The transition of the fiowfield from a regime dominated by the first mode, 
to one with significant second mode contributions, and back to a first mode regime, 
spans a ten cycle interval. 
The evolution of the free surface position for Cases 4a and b is shown in the 
next two figures. Figure 5.16 is a three dimensional plot of F(x,t), the function 
describing the free surface position. It provides a qualitative picture of the increase 
in the frequency, and decrease in the amplitude of sloshing which occur as a result of 
surface tension effects. Figure 5.17 is a two dimensional projection of Unes of constant 
surface elevation. A reference elevation corresponding to the initial depth of F = 0.5 
is drawn in terms of a heavier weight line. This figure provides more quantitative 
information on the position of the free surface. Note the effect of the changing flow 
pattern and increase in frequency on the motion of the free surface. The velocity of the 
surface, which can be derived by the spacing of the lines, indicates that as the second 
mode becomes excited at least some portion of the free surface is always in motion, 
such that the free surface does not come to a uniform halt. 
5.1.5 Case 5: Effects of Liquid Depth 
These effects are ascertained by comparing the horizontal velocity profile, u, at 
the container mid-plane, a; = 0.5, for three different values of the initial liquid depth, 
Fo = 0.2, 0.5, and 0.8. These values correspond to Cases 5a, b, and c from Table 5.2. 
In each case, the forcing of the liquid is given by Q = 0.1, and the same set of values 
are used for the remaining similarity parameters. 
The horizontal velocity profiles for these three cases are shown in Figure 5.18(a-c). 
In each case, the liquid is in a state of maximum kinetic energy as the free surface 
passes through its equilibriima position for the first time. For an initial liquid depth of 
Fo = 0.8, this state occurs at t = 0.890. However, with the period, T, increasing with 
decreasing liquid depth, it takes substantially longer for the flow with Fo=0.2 to reach 
this state at f = 1.194. 
For a horizontally accelerating container, the slope of the eqxiilibrium position 
of the free surface is independent of the initial depth, Fg, and equal to — Q. This 
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Figure 5.16: Free Surface Evolution for Case 4 
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Figure 5.18: Centerline Velocity Profiles for Case 5 
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implies that the liquid volume which must be displaced from the right to the left side 
of the container as the free surface moves from its initial to its equilibrium position is 
the same for all three cases. Consequently, the magnitude of the average horizontal 
velocity, Uave> niust increase as the liquid becomes more shallow. The average velocity 
must also increase as the period of oscillation, T, becomes shorter. NxmiericaJ values 
for the product of UavcFoT, calculated for the three profiles shown in Figure 5.18, 
exhibit only a 0.4% variation. 
Where at Fo = 0.8, the bottom half of the profile accounts for approximately 
11.5% of the kinetic energy fiowing through the a; = 0.5 plane, this fraction increases 
to 27.8% at Fo = 0.5, and to 41.6% at Fo = 0.2. As the liquid becomes more shallow, 
the interior of the horizontal velocity profile becomes increasingly more imiform, thus 
moving the flow closer to the bottom boundary. This leads to a significant increase in 
the magnitude of the local shear stress at the bottom wail. Compared to the magnitude 
of the shear stress for Fo = 0.8, the shear stress is larger by a factor of 2.6 at Fo = 0.5, 
and by a factor of 6.9 at Fo=0.2. 
In Figure 5.18(d) the shape of each of these three profiles is compared to the shape 
suggested by the analytical result of the linearized gravity wave theory. The analytical 
result for the horizontal velocity profile, see [4], is rearranged into the following form 
by eliminating its dependence on time, t, and on wave position, x, to yield, 
/ , ^ cosh(7RFoy) 
sinh(rf,) 
where (7 is a constant which depends on several parameters such as the amplitude, 
wavelength, and phase speed of the wave. For the analytical profiles of Ua, which 
are drawn in the figure in terms of the dashed fines, the value of C was selected by 
matching the analytical and numerical profiles at their mid-point, j/=0.5. Despite the 
fact that the analytical profiles are valid for inviscid irrotational fiow of waves with 
a vanishingly small amplitude compared to their wavelength, the agreement with the 
shape of the numerical profiles away from the top and bottom boundaries is excellent. 
5.2 Parametric Effects on Sloshing 
Despite the complexity of the fiowfield the response of the sloshing liquid to the 
forcing conditions can be approximated from a global prospective as that of a simple 
dynamical system. Several models, based on equivalent mechanical systems, have 
been used in the course of study of sloshing problems. These include models ranging 
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in complexity from simple pendulum approximations to more elaborate composite 
systems using multiple equivalent masses and torsional springs. 
In the absence of viscous effects, Ga —* 0, and surface tension effects, Bo ^  oo, 
the liquid behaves like an undamped second order system. An equivalent mechanical 
model based on a simple pendulum provides a reasonable approximation. The two 
forcing conditions tmder consideration here, described in terms of Q and Uo, lead to 
different initial conditions for the system. 
The sudden acceleration of the container results in an apparent horizontal acceler­
ation, Q, acting on the liquid mass. This causes a shift in the hydrostatic equiUbrium 
position of the liquid which is now determined by the net acceleration acting on the 
fluid, given by a = —Qt — j. The initial condition for the liquid at time t = 0, described 
by a zero velocity and a horizontal free surface position, represents a displacement 
of the hquid mass from this equilibrium position. The liquid is set into motion un­
der the action of a restoring force which consists of a vertical component in terms of 
the acceleration due to gravity, and a horizontal component in terms of the apparent 
acceleration, Q. 
A step change in the velocity of the container at time, f = 0, results in a non zero 
initial velocity field for the liquid. This causes the liquid mass to be displaced from 
its equilibrium position, which for Q = 0 is determined only by the acceleration due to 
gravity. 
Where viscous effects introduce damping into the system, surface tension effects 
can significantly alter the djoiamic behavior of the system. The local curvature of the 
free surface leads to non-zero pressure forces acting along it. As a result of these surface 
forces the liquid must use some of its available energy in deforming its free surface. 
This energy is stored in the interfacial region as free energy. In the absence of losses due 
to contact angle hysteresis effects, it is returned to the flowfield when the Uquid surface 
returns back to its original position. The rate at which the interfacial energy changes 
is determined locally by the free surface curvature and velocity. Consequently, this 
potential energy storage can not be accurately determined from a global prospective 
such as the position of the center of mass of the liquid. Thus, the use of equivalent 
mechanical systems to model surface tension effects, such as a torsional spring, are not 
very accurate. 
Surface tension effects lead to an additional, non-linear, restoring force acting on 
the system. This force tends to return the liquid back to an equilibrium position which 
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minimizes the free surface energy. Thus the equilibrium position for the surface tension 
energy is represented by the initial horizontal position of the free surface. For cases 
with (3 = 0, the restoring force due to surface tension reinforces the restoring body force 
in terms of gravity. However, for cases with Qi^O, the restoring force due to surface 
tension acts along a direction that is different from that of the restoring force due to 
net the body force. In this case the dynamic response of the system becomes more 
unpredictable. The equilibrium position of the free surface, which is reached through 
the action of viscous dissipation as time i —• oo, is different from that determined by a 
hydrostatic force balance based solely on the body forces. The steady state free surface 
position is not flat, and cannot be determined in advance. 
The analysis of the sloshing liquid as a dynamic system will be carried out using 
energy conservation principles. A detailed, first law ajialysis of the system was pre­
sented in section 3.8. It lead to the derivation of a set of equations which can used for 
the calculation of each of the following energy components: 
Ek: kinetic energy 
Ep: potential energy (due to body forces only) 
Eg: surface tension energy storage 
Ed '• viscous dissipation energy component 
Ey: viscous surface dissipation component 
The total energy of the system is given by the sum of each of the above energy 
components according to, 
E{ t )  = EA{ t )  + Eoi t )  = 1 (5.4a) 
where EA represents the amount of available energy of the system, ajid is given by, 
EA(.t) = Ek{t) + Epit) + Esit) (5.4b) 
and ED represents the total amount of viscous energy dissipation given by the sum 
of viscous dissipation in the interior of the fiowfield and the viscous dissipation at the 
free surface, 
Eoit) = Edit) + E^it) (5.4c) 
Under the action of viscous dissipation the system reaches an equilibrium, steady state, 
condition in the Umit as t —+ oo. The limiting values of the available and dissipated 
energy components of the system axe given by, 
lim EA — Ep{oo) + Es{oo) = Er (5.5a) t—too 
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and 
lim ED =  E d { ° ° )  + EV( o o )  =  1 - Er  
t'^OO (5.5b) 
where ER represents the residual amount of available energy which is left in the system. 
As a final note on the first law analysis, the following two points axe reiterated here in 
order to clarify the presentation and discussion of results which will follow: 
1. The energy balance of the system was carried out with respect to the moving 
frame, (x, y). Consequently, a state of zero kinetic energy, Ek = 0, implies that 
the liquid is moving along with the container as a rigid body. 
2. The potential energy of the system was formulated with respect to an equilibrium 
position determined solely by the net body force. Consequently, a state of zero 
potential energy, Ep = 0, implies that the center of mass of the liquid lies in a 
position for which the net body force torque is equal to zero. In the presence of 
surface tension effects this position does not necessarily represent an equilibrium 
position for the system. 
The parametric study on the effects of the various similarity parameters on the 
dynamics of the sloshing liquid will focus for the most part on the period of oscillation, 
T, and the rate of viscous damping. The period of the system will be determined by 
examining the transient behavior of the kinetic energy of the liquid. For a second order 
system, the rate of viscous damping can be expected to obey a simple exponential 
relation of the form, 
where, r, is used to denote the modulus of decay. Note that the continuous rate of 
viscous dissipation does not remain constant through any given period of oscillation. 
Regression analysis will be used to determine the modulus of decay, r, based on the 
above relation, where E^ is used to denote a set of discrete values of the available 
energy of the system, taken at points corresponding to states of maximum kinetic 
energy. 
5.2.1 Effects of Initial Liquid Depth 
The initial liquid depth, Fo, is the sole dimensionless parameter that the defines 
the geometry of the problem. Some of the effects attributed to Fo have already been 
EA= (I - ER )  lO-" + BR  (5.6) 
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identified and discussed. Recall for example that the apparent mass of the liquid, Ma, 
which represents the resistance offered by the liquid to the appUed forcing, depends 
strongly and non-lineaxly on the value of Fo (see Figure 3.6). 
For a sudden container acceleration, # 0, the initial energy available to the 
liquid, Eo, is in the form of potential energy and is generally^ independent of the 
liquid depth. However, for a step change in the velocity of the container, Uo ^ 0, the 
initial energy of the system. Eg, is in the form of kinetic energy and it was shown to 
depend non-linearly on the magnitude of Fo (see Figure 3.4). 
The effect of the initial liquid depth, Fo, on the period of oscillation, T, is shown 
in Figure 5.19. Numerical results for the magnitude of T were calculated at several 
values of Fo, and are shown in the figure in terms of the solid bullets. The remaining 
similarity parameters were held constant at Q =0.05, Uo = 0, Ga = 10®, ajid Bo = oo. 
The present result is compared to an analytical solution which is drawn in the figure 
as a solid line. This analytical result is derived firom the solution of the Unearized 
potential flow equations. It is valid for irrotational flow, Ga —* oo, with no surface 
tension effects taken into consideration, 5o —»• oo, and for an infinitesimal amplitude 
of sloshing, (Q, C/q) —>0. Under these conditions the period of oscillation predicted by 
the analytical result, Ta, is given by. 
Note that the functional dependence of the period on the liquid depth, as depicted 
by the numerical result, is in excellent agreement with the behavior described by 
the analytical solution. In the limit as Fo oo, the period of oscillation becomes 
independent of the depth, Ta —*• 2y/Tt, while as Fo —»• 0 the period increases with 
in the figure correspond to a solution for which significant viscous effects are present. 
Viscous effects appear to cause the shifting of the analytical curve both to the right 
and upwards. Thus for a Galileo value of Ga = 10®, this leads to periods which axe 
longer by 1.1% at Fo = 1.00, and by as much as 6.2% at Fo = 0.15. The increased 
deviation of the numerical result from the predicted analytical value, which occurs at 
lower liqmd depths, is due the strengthening of viscous effects as Fo-^0. 
The effect of the liquid depth on the rate of viscous dissipation is shown in Fig­
ure 5.20. Using the same set of similarity parameters as above, the modulus of decay, 
^Provided the bottom wall remains covered as t—*oo. 
tanh itF, 
for limC?a—foo and lim(Q, C/o)0 (5.7) 
decreasing liquid depth according to Ta—*2ls/F^. Note that numerical results shown 
analytical result 
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Figure 5.20: Effect of Initial Liquid depth, Ff,, on the Dissipation Rate, r 
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r, is determined according to equation (5.6), and plotted against the liquid depth, 
Fo- Note that the minimum value of r occurs at approximately Fo « 0.5. The rate 
of viscous dissipation increases very rapidly at smaller values of F®, but it also in­
creases, albeit at a very slow rate, at larger values of Fg. An aspect ratio of Fo = 0.5, 
corresponds to the geometrical configuration which offers the least resistance to the 
liquid flow. Note that for smaller values of Fo, the free surface position moves closer 
to the bottom boundary, which forces the streamlines to become more densely spaced 
and squeezed against the lower container wall. This leads to an increased dissipation 
due to boimdary layer effects along the bottom boundary. For large values of Fg, the 
streamlines along the centerline of the container have room to expand to increasing 
depths which lowers the dissipation from the bottom boxmdary. However, with the 
increasing expansion of the flow to higher depths the streamhnes become increasingly 
squeezed against the container side walls. Thus, even though the dissipation from the 
lower wall decreases with an increasing liquid depth, the dissipation from the side wall 
increases sufficiently to cause a small increase in the overall rate of viscous dissipation. 
From a global perspective, the center of mass of the liquid is undergoing a rotation 
about a point located approximately at center of the free surface, (s«L/2, y^Fo/2). 
An aspect ratio of Fo = 0.5, places each of the container walls at an equal distance 
from this point of rotation, and it appears to minimize the overall dissipative effects. 
It is interesting to note, that Fo=0.5 also corresponds to the geometrical configuration 
which minimizes the wall surface for any given amotmt of liquid volume (dimensional 
volume, V = LFo). 
The rate of viscous dissipation from each of the container walls can be evaluated 
on a per unit area basis by the integral of the viscous dissipation function, which 
was defined in equation (3.43d). In general, the highest local dissipation rates occur in 
the vicinity of the contact points. For Fo=0.8, the dissipation from the two side walls 
accounts for nearly 98% of the total dissipation from all three walls. The contribution 
from the bottom wall increases to about 13% for Fo = 0.5, and it becomes dominant 
for Fo=0.2, accounting for nearly 74% of the overall dissipation rate from the walls. 
5.2.1.1 Truncation Error Estimate The results presented in this section 
were calculated using computational grids ranging in size from a 41 x 41 grid for small 
values of Fo to a 41 x 61 grid for large values of Fg. The size of the time step used during 
the calculation was equal to At=0.001. The results for T represent a 10 cycle average 
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while the modulus of decay was calculated by regression analysis from approximately 
20 points over the same time interval. Grid refinement studies have been carried out 
to assess the truncation error of the results. It is estimated that the maximum error 
for the period of oscillation in Figure 5.19 is less than 0.1%, while the error for the 
modulus of decay in Figure 5.20 is on the order of 2.4%. 
5.2.2 Effects of Forcing Conditions 
The two forcing conditions under consideration in the present study are described 
in terms of the two similarity parameters, Q and UQ. A sudden container acceleration 
results in an apparent horizontal acceleration of magnitude Q which is acting on the 
liquid. A step change of magnitude {/<, in the velocity of the container results in a non­
ze ro  in i t i a l  ve loc i ty  fo r  t he  l iqu id .  In  t he  absence  o f  su r f ace  t ens ion  e f f ec t s ,  Bo—^oo ,  
which wiU examined later, the dynamic response of the liquid to the two types of 
forcing conditions is quite similar. 
The effect of the magnitude of forcing on the period of oscillation is shown in 
Figure 5.21. Here, calculated results for the period, T, are plotted as a function of 
the apparent acceleration, Q. Note that in addition to a set of data points which was 
obtained with Go = 10®, and is represented in the figure by the solid bullets, a similar 
set of results was obtained using the potential code for Ga = oo, and is represented 
by the white bullets. The values of the remaining similarity parameters were held 
constant during these calculations with Fo=0.5, Uo = 0, and Bo = oo. These results are 
also compared to the Unearized (small ampHtude) analj^tical solution of equation (5.7) 
which is drawn in the figure as a solid horizontal line. The analytical result for the 
period of oscillation is valid in the double limit of Ga —• oo and Q—*0 and is equal to 
Ta=3.7016. At small values of Q, both the viscous and inviscid results for the period 
of oscillation are independent of the value of Q. Results obtained from the potential 
flow model for inviscid flow differ from the anal3rtical solution by only 0.044% at small 
values of Q. The period of the viscous solution, which also remains constant at small 
values of Q, is longer by approximately 1.10%. Liquid viscosity causes the period of 
oscillation to increase. Its effects on T will be presented in the following section. For 
larger values of Q non-linear effects are significant and the period of oscillation becomes 
longer than the value predicted by the linearized analytical solution. Note that non­
linear effects, caused by a finite amplitude of sloshing begin to manifest themselves 
















Figxire 5.21: Effect of Apparent Acceleration, Q, on the Period, T 
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the inviscid solutions becomes longer as the magnitude of the apparent acceleration 
increases above Q > 0.02. 
A similar behavior was demonstrated by the period of oscillation for cases with 
Uo ^ 0. Numerical values for T, calculated using small values of C/o, were for all 
practical purposes identical with those obtained at corresponding values of Q. For 
cases with Uo ^ 0, the increase in the value of T due to finite amplitude of sloshing 
effects can be very closely correlated to the corresponding increase obtained for cases 
with (? 7^ 0, if this correlation is carried out in terms of the total energy of the system. 
The total energy of the system determines the extent of non-linear effects, and is 
generally different for equal vjJues of Q and Uo- For an aspect ratio of Fo = 0.5, the 
magnitude of Uo which will jaeld the same energy as a case calculated with Q 7^ 0, is 
given by Uo = '\/5Q/3. 
Unlike the effect on the period of oscillation the magnitude of the apparent accel­
eration, Q, appears to have an insignificant effect on the rate of viscous dissipation. 
The dissipation of the available energy of the system, EA, which for So^00 is given 
by the sxmi of the kinetic and potential energy components, is shown in Figure 5.22 
for some of the cases which were considered above. All of the data points shown on 
the figure correspond to those states for which the kinetic energy of the system is at 
a maximum. This is done in order to isolate the exponential decay of EA from pe­
riodic variations. In general, the rate at which the available energy of the system is 
dissipated is determined by an exponential factor in terms of the modulus of decay 
and a periodic factor which accounts for variations which occur at different stages of 
any given cycle. For example, the rate of dissipation is approximately maximum when 
the kinetic energy of the system is at a maximum and drops to nearly zero when the 
kinetic energy of the system is at a minimum. 
Note that solid line drawn on the figure represents well all sets of data points 
calculated with different values of Q. Furthermore, it does not appear that the small 
deviations which exist in the rate of viscous dissipation at different values of Q foUow 
a clear pattern. That is, the highest rate of dissipation appears to occur for Q =0.3, 
the highest value of Q considered, while the second fastest rate occurs for Q = 0.01, 
the smallest of the values considered. A similar behavior was also observed for forcing 
conditions in terms of Uo- The effect of the magnitude of the forcing conditions on the 
rate of viscous dissipation appears to be negligible. 
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Figure 5.22: Effect of Apparent Acceleration, Q, on the Viscous Dissipation Rate 
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5.2.2.1 Truncation Error Estimate Results presented in this section were 
calculated using a 41 x 41 grid with a time step of At = 0.001. Based on a truncation 
error study which was carried out for a value of Q = 0.2, the truncation error of the 
results for the period of oscillation is estimated to be less than 0.10% for the viscous 
results and somewhat smaller for the irrotational results. The periods of oscillation, 
T, shown on Figure 5.21, were based on a 10 cycle average. 
5.2.3 Effects of Liquid Viscosity 
The viscosity of the liquid, and hence the Galileo number, have a profound effect 
on the dynamics of the sloshing liquid system. For the range of cases considered 
here, 10^ <Ga< 10^°, the rate of viscous dissipation changes by about two orders of 
magnitude. The period of oscillation for the liquid, T, is also affected by the value of 
the Galileo number, but to a much lesser degree. 
To ascertain the effects of the Galileo number, Ga, on the period of oscillation, T ,  
and the modulus of decay, T, several cases were considered at selected values of Ga. For 
each of these cases, the remaining similarity parameters were held constant at (5 = 0.2, 
Uo = 0, Fo = 0.5, and Bo = oo. Furthermore, at each Ga value, the solutions from at 
least three different size meshes were considered in order to establish the truncation 
error of the results. 
The results for the period of oscillation, T, are summarized in Table 5.3. The 
value of the period for the first cycle is shown in the second column of the table. The 
length of the first cycle increases with as the flow becomes more viscous. Compared 
to the potential result for the period, Tp = 3.7523, which represents the inviscid limit 
with finite amplitude of sloshing effects present, the length of the first cycle increases 
by less than 0.2% at Ga = 10^°, and by as much as 2.4% at Ga = 10^. In addition 
to the increase in T as Ga decreases, the period also changes with respect to time, t. 
Although this change is not necessarily monotonic from one cycle to the next, the trend 
of the average period, f, is to decrease as the fiow progresses. This trend is clearly 
depicted by the average period, f, calculated over five cycle intervals, and shown in 
the remaining columns of Table 5.3. The decrease in f occurs at a faster rate for more 
viscous cases. For cases with larger Ga values, the length of the average period, f, 
eventually drops below that of the potential result, Tp. 
Viscous effects manifest themselves in two distinct ways to cause the behavior 
exhibited by the period in Table 5.3. First, the decrease in the length of the period 
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Table 5.3: Average Period of Oscillation, T, at Several Ga Values 
Galileo Nxmiber 
Ga 
Average Period over Cycles n to m, T[n, m] 
f[l : 1] f [1 : 5] f [6 :10] f [11 : 15] f [16 : 20] 
10^ 3.8457 3.8075 
10® 3.8122 3.7902 3.7805 
10® 3.7909 3.7792 3.7718 
10^ 3.7771 3.7701 3.7625 
10® 3.7695 3.7618 3.7560 3.7533 
10® 3.7635 3.7570 3.7529 3.7505 3.7476 
10^° 3.7592 3.7548 3.7525 3.7517 3.7492 
with respect to time, is the result of a reduction in the effective amplitude of sloshing 
with time due to damping. Second, the increase in the length of the period with 
decreasing Ga values is the result of a reduction in the effective depth of the liquid due 
to boimdary layer effects. Consider as an example the case with Ga = 10^°. The initial 
cycle of the viscous result is longer than the potential result of Tp = 3.7523 by about 
0.18%. Both of these results have been calculated with a value of ^ = 0.20 and based 
on Figure 5.21 some finite amplitude of sloshing effects are present. The amplitude of 
sloshing is directly proportional to the horizontal acceleration Q. Unlike the potential 
case, for which the amplitude of sloshing remains of the same order throughout the 
flow, for the case with Ga = 10^° the effective value of Q decreases with time due to 
damping. Thus, finite amplitude of sloshing effects also decrease, causing the period 
of the viscous case to eventually become shorter than that of the inviscid case. 
Figure 5.23 helps illustrate both of these two effects. The numerical result for the 
first period, T, is depicted in the figure in terms of the solid bullets, connected by the 
dashed line. The solid line represents the potential residt, Tp. The potential result 
of Tp = 3.7523 is adjusted at each Ga value to account for changes in the effective 
amplitude of sloshing and the effective liqmd depth. The solid square symbols shown 
in Figure 5.23, represent an adjustment to the potential result for a reduction in the 
amplitude of sloshing due to dfimping. The amplitude of sloshing is proportional to the 
square root of the available energy of the liquid, EA- In the presence of damping, this 
amplitude can be expressed in terms of an effective acceleration, Q, which is calctdated 
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according to the relation: 
Q = Q \JWa (5.8) 
Based on this relation, and using the value of EA at the mid-point of the first cycle, 
a representative value for Q is determined at each Ga value. The potential result is 
then adjusted using Figure 5.21 to determine the appropriate value of the period at 
the calculated value of Q. Note that this adjustment becomes more significant as the 
damping rate increases. 
The length of the period of oscillation is most sensitive to the depth of the liquid, 
Fo- The displacement thickness associated with the viscous layer along the bottom 
wall, causes a reduction in the efiective depth of the Uquid, Fo- The thickness of 
the viscous layer, 5, is proportional to y/v, where v denotes the liquid viscosity. In 
dimensionless form this requires, 8 ~ Thus, a value for the effective liquid 
depth can be approximated by, 
Fo = Fo-CGa-i (5.9) 
where C represents a constant, which here is set equal to C = 1. Using the above 
relation, a value of Fo is calculated at each Ga value. It is then used to determine the 
factor by which the period increases as a result of the depth reduction, based on the 
analytical result for Ta, which is given in equation (5.7). The white square symbols in 
Figure 5.23 represent the potential result for the period, Tp, having been adjusted for 
both the reduction in the effective amplitude and effective depth of the liqmd motion. 
In the presence of liquid viscosity, the period of oscillation increases due to a reduction 
in the effective depth of the liquid, and if finite ampHtude of sloshing effects are present 
the period decreases with time. 
The effect of liquid viscosity on the damping rate of the system is shown in Fig­
ure 5.24. Here, the modulus of decay, T,is calcxilated by regression analysis beised on 
equation (5.6), and is plotted as a function of the Gahleo nimiber, Ga. Multiple so­
lutions, providing an increasing degree of grid resolution, were considered at each Ga 
value. This was done in order to establish an estimate for the order of the truncation 
error in the results. Grid sizes in the range of 21 x 21 to 81 x 81 nodes were used, and 
they axe identified in Figure 5.24 by the various symbols. In addition to the numerical 
results, extrapolated values for r, which are based on equation (4.28) are also included 
in the figure. These values represent a best estimate for the magnitude of r at each 






















: : : i 
_T 
1x10^ 1x10® 1x10® 1x10^ 1x10® 1x10® 1xl0^° 
Ga 





• -(21.21 ) 
• -(31.31) 
o -(41.41 ) 
• -(51.51 ) 
A -(61.61 ) 






3 TJ O 






1 X10 1 xlO^ 1 XI0 1x10'  
Ga 
1 xio'  1 xlO^ 1 x io  10 
Figure 5.24: Effect of Galileo Number, Ga,  on the Modtilus of Decay, r 
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minimimi value of 0.5% at (?a = 10^ to a maximuin of 6.0% at Ga = 10®. As the value 
of the Galileo number increases, and the liquid becomes less viscous, the character of 
the flowfield changes. Cells of local secondaxy flow develop along the free surface. As 
a result, grid refinement becomes essential in adequately resolving the flow along the 
free surface. It is strongly suspected, that the development of these secondary flow 
patterns along the surface of the liquid, also contributes to the behavior exhibited by 
r in the figure. The numerical data for the modulus of decay, r, can be represented 
with less than 2% deviation by the following relation: 
_ J 6.823 for 10'^ < Ga < 10'' 
^ ~ \ 3.639 < Ga < 10^° 
It is beUeved that the decrease in the rate at which r decreases with the value 
of the Galileo number, for Ga > 10^, is the resTilt of the secondary flow along the 
surface, which moves some of the available energy of the liquid away from the walls, 
thus leading to a decrease in the rate of dissipation. 
An analytical solution for viscous, inflnitesimal amplitude, deep water waves was 
given in [4]. This solution predicts an exponential damping in time for the displacement 
of the free surface from its equilibrium position, which leads to a modulus of decay 
for the displax:ement that is proportional to the liquid viscosity, u. Since the energy 
of the system is proportional to the square of the displacement, this implies that the 
modulus of decay for the energy of the system should also be proportional to i/. In 
dimensionless form, this implies that T 
5.2.4 Effects of Surface Tension 
Some of the effects due to surface tension on the liquid flowfleld and the position 
of the free stirface have already being in section 5.1.4. The focus in this section is on 
the changes which occur in the dynamic behavior of the liquid system as a result of 
surface tension effects. 
Based on the two forcing conditions under consideration in this study, the liquid 
is set into motion either from an initial state of maximum potential energy for Q > 0, 
or, from an initial state of maximum kinetic energy for Uo > 0. The value of the 
dimensionless Bond number. Bo, determines the strength of the surface tension forces 
relative to that of the body forces that are acting on the liquid system. For Bo"^ I, 
the dynamic behavior of the system is dominated by body forces, while for Bo 1, 
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surface tension forces become dominant. The magnitude of the surface tension force 
is determined by the local curvature of the free surface. The resulting restoring force 
acts to minimize the free surface energy. 
For cases with Uo> 0 and Q = 0, the restoring force due to surface tension acts in 
the same direction as the restoring force due to gravity. The effect of surface tension is 
to reduce the amplitude and the period of the liquid oscillations as Bo—+0. However, 
the qualitative motion of the liquid for large and small Bo number cases remains 
similar. 
For cases with Q > 0, the two restoring forces tend to work in different directions. 
The liquid is in equilibrium with respect to the net body force when the slope of its 
surface is equal to — Q. On the other hand, the liquid is in equilibrium with respect 
to the surface tension force if its surface remains horizontal. As a result of these 
two competing forces the dynamic response of the system becomes more complex and 
unpredictable. Since the force due to surface tension is determined by the local liquid 
surface curvature it is not imiform along this surface. As a result, additional modes 
and frequencies of oscillation become excited, thus making the liquid oscillations to 
appear to be more aperiodic. Ast—^oo, viscous damping brings the liqmd in a position 
of static eqxiilibrium. In this position, the liquid mass is in equilibrium with respect 
to both the body and the surface tension forces. However, this position of static 
equilibrium cannot be determined in advance since the force due to surface tension 
depends on the shape of the free surface. 
In its initial horizontal position, the liquid is in a state of maximum potential 
energy, Ep = 1.0, experiencing only a net torque due to the body forces. The maximum 
elevation, FMAX^ reached by the free surface during a given case depends on the relative 
strength of the body and surface tension effects. This variation in FMAX with respect 
to the Bond number, Bo, is depicted in Figure 5.25 for a set of cases calculated with 
Q = 0.2, Uo = 0.0, Fo = 0.5, and Ga = oo. If surface tension effects are dominant 
the magnitude of the restoring force due to surface tension increases very rapidly as 
the liquid departs from the horizontal position and its surface becomes curved. As a 
result, the direction of motion is reversed well before the liquid reaches any appreciable 
height. If surface tension effects are negligible the liquid oscillates between positions 
of maximimi kinetic and potential energy. In each of these two extreme regimes, the 
oscillations of the hquid mass remain quasi-periodic in nature, and very similar to 










Figure 5.25: Effect of Bond Number on Surface Elevation 
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the maximum elevation reached by the liquid depends strongly on the value oi Bo. 
This behavior was previously examined in section 5.1.4, where the flowfield for 
Case 4 was analyzed from a kinematic prospective. The solution for Case 4 is examined 
here based on the First Law analysis of section 3.8. In Figure 5.26, the motion of the 
liquid is depicted in terms of an energy balance. The total energy of the system, 
Et, is separated into five distinct components. These are, the kinetic energy Ek, the 
potential energy with respect to the net body force Ep, the viscous dissipation term 
Ed, and the two surface components E„ and Eg. The last two terms represent the total 
energy of the free surface of the liquid. The term E^ represents the increase in the 
internal energy of the free surface due to viscous dissipation, while Eg represents the 
free surface energy storage due to surface tension. 
The motion of the liquid for this case is determined primarily by a pattern of inter­
action between the first two modes of oscillation. This pattern spans a ten cycle time 
interval, with the amplitude of the second mode gradually increasing to a maximum 
value and then decreasing back to a minimum. Furthermore, the frequency associated 
with the second mode is twice the fundamental frequency. As a result, the motion of 
the liquid in Figure 5.26 appears to be continually changing. The first cycle of slosh­
ing is dominated by the first mode of oscillation. The liquid mass begins to accelerate 
away from its initial position of maximum potential energy, with Ek increasing to a 
maximum value of about 0.65 shortly before the liquid reaches the equilibrium position 
with respect to the body forces. During the first cycle, the surface tension component, 
Es, varies approximately sinusoidal in time, increasing smoothly as the liquid moves 
away from the initial horizontal position, and decreasing in a similar fashion as the 
liquid returns back toward a horizontal position. The type of variation exhibited by 
Es during the first cycle, can be reasonably approximated by an equivalent mechani­
cal system which provides for energy storage and release based on the position of the 
liquid mass. However, finding a reasonable approximation in terms of an equivalent 
mechanical system becomes an increasingly diflScult task as the amplitude of the sec­
ond mode of oscillation increases. In the presence of second mode effects the variation 
of Es becomes more complicated. Superimposed on the simple variation of the first 
mode, second mode effects cause the storage and release of additional energy at dif­
ferent stages of the cycle. As a result, the motion of the liquid becomes more abrupt, 
with the liquid accelerating and decelerating at faster rates. 
As t—*oo, viscous damping brings the system into a static equilibrium position. 
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Figure 5.26 (Continued) 
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In this final position, the liquid mass is in equilibrium with both the body and surface 
tension forces. With Bo = 20, as the liquid reaches this position, nearly 71% of its 
initial energy would have been dissipated. The remaining 29% is left into the system 
as residual energy in the form of potential energy, Ep, and surface tension storage, Eg. 
Note that, the free surface dissipation term, E^, remains approximately an order of 
magnitude smaller than Ed- This is typical of all cases considered in this study, where 
regjirdless of the values of Ga and Bo, viscous dissipation at the free surface accounts 
for 8 — 10% of the total dissipation. 
The sum of these five components is equal to the total energy of the system, 
which in the absence of any error should remain constant, and equal to Et = l. With 
the governing equations having been differenced in their non-conservative from, the 
calculated value for Et provides another measure of the truncation error present in 
the solution. A calculated value of the total energy of the system, Et, is shown at the 
upper right comer of each time strip. Although, the rate at which the truncation error 
accumulates varies from cycle to cycle, as well as through the different stages of any 
given cycle, on average the total energy of the system decreases with time. Where the 
error in the value of Et a.t t = 10 is only about 0.2%, by t=50, it has increased to 2.1%. 
In an effort to ascertain if liquid viscosity alters the basic structure of the liquid 
flow, the inviscid limit for Case 4 was also considered. This calculation was carried out 
based on the potential formulation of section 3.5. The solution is shown in terms of 
aji energy balance in Figure 5.27. With the exception of dissipative effects, the motion 
of the liquid here, with Ga = oo, remains qualitatively as well as quantitatively similar 
to that depicted in Figure 5.26 for Ga = l(f. 
In the absence of viscous effects, Ga —* oo, the total energy of the system, Et, is 
given by the sum of only three components. These components are the kinetic, Ek, 
potential, Ep, and surface tension. Eg. Since the total energy of the system must also 
remain constant, then only two of these three components are mutually independent. 
Thus, any two of these components can be used in defining an energy space. The 
motion of the liquid can then be represented in such a space by the path traced by the 
various energy states that the liquid system passes through during the course of the 
flow. 
Figure 5.28 provides a summary of results obtained at several values of the Bond 
number. These results are shown here in terms of a series of paths, or trajectories, 
traced by the liquid in {Ep, Ek) space. In the absence of any surface tension effects. 
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Figure 5.28: Trajectories of the Liquid System in {Ep, Ek) Space 
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Bo—^oo, and thus jBs—»0, all possible energy states that can be assumed by the system 
must fall on the line, Ep+Ek= L The initial position of the liquid is represented by 
the state (1,0). With Bo = oo, the liquid also approaches this state when is in the 
position of maximum elevation. Thus, the liquid moves along this linear path from 
point (1,0) toward point (0,1) and back to point (1,0) twice every cycle, as it rises to 
a position of maximum elevation and falls back toward its initial position. For finite 
values of the Bond number, Eg generally continues to increase as the liquid moves 
further and further away from the horizontal position. As a result, the trajectories 
separate at the state of maximum kinetic energy, with the liquid following a unique 
path all the way to the position of maximum elevation. For Bo < 10 the liquid remains 
below the equihbrium position with respect to the body forces. As surface tension 
effects increase the trajectories traced by the liquid become more symmetric. In the 
limit, £18 Bo —»0, the liquid surface becomes more and more rigid, and with Ek-^0, 
the trajectories collapse toward the point (1, 0). 
The trajectories drawn in Figure 5.28 in terms of a heavier weight line, for Bo = 1, 
2, 5, andBo=oo, are for all cycles of oscillation. In the remaining cases, 10<Bo<200, 
only characteristic trajectories based upon the first mode oscillations of the liquid show 
this form. Within this range of Bond values, the excitation of additional modes and 
frequencies of oscillation leads to trajectories that continually change from one cycle to 
the next. The highest degree of variation in the paths traced by the liquid oscillations 
was observed in the range, 20 < Bo < 100, with the trajectories for Bo = 10 and 
Bo = 200 almost being identical to the characteristic trajectories. Two examples of the 
actual trajectories traced by the liquid in this transition range, are shown in Figure 5.29 
for Bo=20, and in Figure 5.30 for Bo=50. 
As the liquid departs from its initial horizontal position, and its surface becomes 
curved, the energy of the liquid surface increases. This increase or storage of free 
surface energy is represented by the component E^. In Figure 5.31, the maximum 
value of Eg, Eg^rnaxi is plotted as a function of the Bond number. Four sets of data 
points are included in this figure. Two of these sets deal with a sudden container 
acceleration, Q = 0.1 and Q = 0.2, while the other two with an impulsive container 
start, Ug = Q.l and C/(, = 0.2. The variation in Eg^^n^x differs based on the type of the 
forcing condition, but it appears to be indifferent to the magnitude of the forcing. 
For the two cases with Uo> 0, Eg-max increases continuously with a decreasing 








Figure 5.29: Liquid Oscillations in (Ep,  Ek)  Space at Bo = 20 
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Figure 5.30: Liquid Oscillations in {Ep,  Ek)  Space at Bo = 50 
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kinetic energy, and caxried by its initial inertia it moves away from the horizontal 
position. It reaches a position of maximum elevation before the combined force due 
to surface tension and body forces reverses its direction of motion. The maximum 
value of Es occurs when the liquid is near this position of maximum elevation. In this 
position, the kinetic energy of the system is very small, and most of energy of the 
system is distributed between the potential, Ep, and surface tension, Es, components. 
At Bo = 1000, Es-rnax accoimts for only about 1.4% of the initial energy, with most of 
the system energy being in the form of potential energy. This increases to nearly 48% 
at Bo = 10, and to just over 90% at Bo = l. 
The variation of Es-max is different for the two cases with Q > 0. Here, the liquid 
is driven away from its initial position by the net body force that is acting on it. The 
maximum elevation reached by the liquid depends on the relative strength of the body 
and surface tension forces. At large values of the Bond number, Es-max increases with 
a decreasing Bond number. However, it reaches a maximum value of about 0.985 at 
So = 10, and then it begins to decrease as Bo decreases further. At Bo = 10, the liquid 
comes to a momentary rest in a position of maximum elevation which is very near the 
equilibrium position with respect to the body forces. Thus, most of the initial energy 
of the system which was in the form of potential energy, becomes stored as surface 
tension energy. For Bo < 10, the Uquid does not reach the equilibrium position with 
respect to the body forces. As it reaches a position of maximum elevation, some of its 
initial energy remains in form of potential energy. As Bo—••0, the maximum elevation 
reached the liquid continues to decrease, and with an increasing fraction of the system 
energy left in the form of potential energy, Es-max decreases. 
For cases with Q > 0, surface tension causes the static equilibrium position of 
the liquid to change. This position, which is reached by the liquid as t —+ oo as a 
resxilt of damping, is determined by both the body and surface tension forces that are 
acting on the liquid. In this equilibriimi position, the surface of the liquid is curved, 
and located in between the initial horizontal position and the equilibrium position 
determined solely by the net body force. The static equilibrium position can not be 
uniquely determined in advance by a force balance, since the final shape of the free 
surface is unknown. Note for example, that the equilibrium position with respect to 
the body forces, given by a flat surface of slope equal to —Q, places the liquid in a 
position where it is in equilibriiim with the body forces as well as with a zero surface 
tension force. However, this position represents an energy state which is inaccessible 
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to the liquid flow. Three profiles, depicting the position of the free surface at steady-
state, F(x, oo), are shown in Figure 5.32. These correspond to values of the Bond 
number given by Bo = 1, 10, and 100. The equilibrium position with respect to the 
body forces is also shown in terms of the dashed line. These profiles were calculated 
with Ga = l0®, and steady state was assumed when the available energy of the system 
was reduced to below 0.001% of its initial value. Note that ais surface tension effects 
become stronger, the liquid surface behaves more and more like a rigid surface. It 
tends to become more flat and to approach the initial horizontal position. 
As a result of this shift in the equilibrium position of the liquid, the system reaches 
steady-state with some of its available energy, EA, still left in it. This residual energy, 
ER, is given by the sum of the final values of potential, Ep{oo), and the surface tension, 
Esioo), components. It is shown in Figure 5.33 as a function of the Bond number. As 
the equilibrium position of the liqmd surface moves closer and closer to the horizontal 
position with a decreasing value of the Bond number, the residual energy, ER, increases. 
In the limit, as BO—*OO, ER —»1. An infinitesimal displacement of the free surface, 
generates surface tension forces that are comparable in magnitude to the body forces. 
Thus, the liquid remains in its initial position, with all of its initial energy representing 
residual energy. 
The changes which occur in the damping rate of the system, in the presence of 
surface tension effects, are illustrated in Figure 5.34. Here, the modulus of decay, r, 
is calculated by regression analysis based on equation (5.6). It is further normalized 
by the value of r obtained in the absence of surface tension effects with Bo = oo, and 
plotted as a function of the Bond number. The modulus of decay increases as surface 
tension effects become stronger. And although this increase remains fairly small, less 
than 0.9%, for Bo> 100, it increases at a much faster rate for Bo< 10. As the surface 
of the liquid starts to behave more like a rigid surface, its movement causes relatively 
stronger flow to penetrate further into the liquid and closer to the container walls. As 
a result, the rate of viscous dissipation increases. 
The effect of surface tension on the period of oscillation, T, is examined in Fig­
ure 5.35. Two sets of nixmerical results for T are included in the figure. They corre­
spond to calculations carried out at Ga = 10® and Ga = oo. The numerical results are 
compared to an analytical solution which is drawn in Figure 5.35 as a solid line. This 
analytical result is derived from the solution of the linearized potential flow equations. 








Figure 5.32: Free Surface Profiles at Static Equilibrium 
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Figure 5.33: Residual System Energy at Static Equilibrium 
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Figure 5.34: Effect of Bond Number on Viscous Dissipation 
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( Q ,  U o )  — *  0. The analytical solution, which is given in [4], is recast here into a slightly 
different form. This form is obtained by factoring out Ta{oo), the result predicted by 
the linearized theory in the absence of surface tension {Bo=oo), and which is given in 
terms of equation (5.7). The period of oscillation at a given value of the Bond number, 
Ta(Bo), can then be determined by: 
Recall (sections 5.2.2 & 5.2.3) that both viscous and finite amplitude sloshing 
effects cause an increase in the magnitude of the period, T, as compared to the analyt­
ical prediction, Ta- Thus, in an effort to isolate the effects due to svirface tension, the 
results in Figure 5.34 axe plotted as the ratio of T{Bo) to T{oo). Note that the numer­
ical results, both viscous and inviscid, are in excellent agreement with the analytical 
solution. The decrease in T is less than 5% for Bo> 100. 
The dynamic interaction of the sloshing liquid with the enclosing solid structure is 
considered here. This analysis is based on results that were obtained using the model 
which was presented in section 3.9. A quick overview of this model will be given here 
but the reader is encouraged to refer to Figure 3.5 and the accompanying discussion 
for the details. 
The container enclosing the liquid is considered to be an integral part of a moving 
vehicle of total soUd mass M. The motion of the vehicle is brought about by a specified 
external force (thrust) Ti, which acts on the vehicle for f > 0. Inclusion of the net liquid 
force, T2, in the resulting equation of motion couples the dsmamics of the Uquid with 
those of the moving vehicle. 
The liquid force, Tj, depends upon the dependent variables (u,u, p, F), as well 
as the net vehicle acceleration, Q{t). The liquid experiences an equivalent apparent 
body force due to the instantaneous acceleration of the vehicle. Any change in the 
acceleration of the vehicle results in a corresponding change in the liquid body force Q. 
A change in the net force acting on the vehicle, T=Ti-\-T2, leads to a change, AQ, 
in the horizontal body force acting on the liquid. The subsequent adjustment of the net 
horizontal liquid force, Tjj, occurs on two different time scales. The component of the 
liquid force, T2, which is determined solely by the elliptic adjustment of the pressure 
Ta{Bo) 
r.(oo) 
I for limGo—»oo and lim(Q, {/<,) —»• 0 (5-11) 
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field to the new body force, changes immediately and according to AT2 = — 
The component of the liquid force, T2, which depends on the paxaboUc adjustment 
of the velocity field, changes linearly with time according to AT2 ~ — At AQ. Using 
the apparent liquid mass. Ma, the change in the liquid force component T2 can be 
determined independently of the fiowfield. Based on Ma, equation (3.57) has been de­
veloped in section 3.9 as an alternative to equation (3.56), the standard representation 
of the equation of motion for the vehicle. The immediate change in the Uquid force 
component T2 which occurs as a result of a change in the value of Q is already built 
into equation (3.57). The main advantage offered by this approach is that a numerical 
algorithm which is based on the explicit coupUng of equation (3.57) with the liquid 
equations is stable. It is also significantly faster than an implicit algorithm which 
becomes necessary if the solution of the problem is based on equation (3.56). For the 
cases discussed below, the maximum increase in the amoimt of required computational 
time for the solution of the problem based on equation (3.57) was only about 11% when 
compared to the standard case of constant Q forcing. 
The apparent mass. Ma, is a function of F ( t ,  x )  only. It represents a geometrical 
shape factor which measures the instantaneous resistance offered by the liquid to a 
change in the acceleration of the vehicle. The overall inertia of the liquid to the 
forcing imposed upon it by the motion of the vehicle can be measured in terms of the 
effective mass of the liquid, which is defined by the ratio of the net liquid force and 
the instantaneous vehicle acceleration: 
T2 Me = —— (effective liquid mass) (5.12) 
Q 
Several cases were considered in evaluating the effects of coupling the dynamics 
of the liquid with those of the vehicle. For each of these cases, Fo — 0.5, Ga = 10^, 
and Bo = 00. The magnitude of the driving force, Ti, was selected such that it would 
yield a final acceleration at steady state equal to (500 = limt_+oo (3(t) = 0.2. As a result, 
the driving force becomes a function of the vehicle mass, M, with its magnitude given 
by Ti = (M -h Fo)Qoo- Numerical solutions for several cases, ranging form M = 0 to 
M = 00, were generated using a 41 x 41 computational grid and a time-step of size 
At = 0.002. The case represented here as corresponding to M = 00, was actually 
calcidated by setting the vehicle mass equal to 10^. Due to the excessively large solid 
mass, the solution for this case was practically identical with the solution calculated 
using the standard model (constant Q model) which was presented in the first part 
of this chapter. The very small difference in the computational time requirements for 
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these two calculations suggests that the overhead associated simply with the solution 
of equation (3.49) and the calculation of Ma is only about 0.9% of the total effort. The 
cases M = 0.0 and M — 0.5 were also solved using an implicit marching scheme with 
equation (3.56) providing the coupling with the vehicle djTiamics. The computational 
time requirements for these calculations, when compared to those obtained by the 
explicit algorithm based on M.a, were larger by a factor of 2.1 for the M =0.5 and by a 
factor of 6.2 for the M = 0.0 calculations. Furthermore, an imderelaxation parameter 
of 0.4 at M =0.5, and of 0.05 at Af = 0.0 were necessary for stability. 
The effects of the vehicle mass, M, on the dsoiamics of the system are summarized 
in Figure 5.36. The transient behavior of the apparent mass, Ma, is shown in part (a) 
of the figure. Here, is normalized by the total, or rest, mass of the liquid, which 
in dimensionless form is numerically equal to Fo- A similar plot for the effective liquid 
mass, Me, is shown in part (b) of Figure 5.36. The horizontal force exerted by the 
liquid on the container, T2, is shown in part (c) of the figure, while part (d) depicts 
the transient vehicle acceleration, Q{t), normalized by its steady state value, Q{oo). 
Recall (section 3.9) that the apparent mass. Ma, is a geometrical factor which is 
determined solely by the configuration of the liquid within the container. The following 
generalizations can be made about the effect of the firee surface shape on the magnitude 
of Ma- For a flat free surface, one that its position can be described by a straight 
line, jWa is minimum at a zero slope with its magnitude increasing evenly for positive 
ajid negative slopes as the surface departs from the horizontal position. For a curved 
surface, a crest formation in the interior of the container leads to a decrease in the value 
of Ma as some of the liquid gets displaced away from the container walls. Reversely, 
an interior surface trough leads to an increase in the value ol Ma- For each of the three 
cases shown in Figure 5.36(a), Ma/Foi starting from an initial value of 0.5, increases 
as the liquid rises along the left side of the container. It reaches a maximum value 
of approximately 0.557 for the M =0.0 case during the first cycle of sloshing. As the 
liquid surface begins to fall back toward its initial position, the value of A^a decreases. 
The behavior of Ma is fairly similar for all three cases during that part of the cycle 
for which the liquid surface is sufficiently away from the horizontal position. When 
the liquid surface is near a position of minimum elevation, the behavior of Ma shows 
significantly more variation, not only with respect to the value of Af, but also from 
cycle to cycle. In this position, Mo is largely determined by the curvature of the liquid 
surface. As a result, its magnitude is affected even by the small variations which occur 
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in the curvatiire of the free surface. At steady state, t » oo, the apparent mass differs 
from its initial value by less than 1.7%, as M-afFo —» 0.5083. 
Although the apparent mass of the liquid is very helpful in determining the dy­
namics of the system, it provides very limited information on the actual interaction 
between the liquid and the vehicle. To ascertain this interaction, the effective liquid 
mass, the net horizontal liquid force acting on the vehicle, T2, and the accelera­
tion of the vehicle, Q, are examined for three distinct values of the vehicle mass, M, in 
Figure 5.36(b-d). In two of these cases the behavior of the system is examined at the 
two hmits of zero and infinite vehicle mass (M =0.0 and M = 00), while in the third 
case, M = 0.5, the mass of the vehicle is equal to that of the liquid. 
The case with Af = 00 in Figure 5.36 represents the limit of a vehicle mass that is 
so overwhelmingly larger than the mass of the liquid, such that, any forces generated 
by the liquid have no impact in determining the motion of the vehicle. The acceleration 
of the vehicle, Q, is determined by the constant magnitude driving force, Ti, and thus 
it remains constant throughout the sloshing process. The liquid force, T2, which acts 
in the negative direction, exhibits a quasi-periodic behavior. Its magnitude increases 
as the liquid rises and decreases as the liquid falls along the left container wall. As 
a result of the constant acceleration Q, the transient behavior of the effective mass 
is determined solely by the Uquid force, Viscous dissipation brings the 
system to a static equilibrium as t —>• 00. With the liquid moving as a rigid body 
at steady state, Me/Fo —* 1, the magnitude of the liquid force is determined by the 
final value of the vehicle acceleration, T-i, —> —FoQ{oo). For each of the cases under 
consideration here which were calcrdated with Fo = 0.5 and Q(00) = 0.2 this corresponds 
to r2(oo) = —0.1. 
The second case under consideration in Figure 5.36, deals with the opposite ex­
treme scenario. Here, for M = 0.0, the mass of the vehicle is so small compared to 
that of the liquid, such that the motion of the vehicle is determined solely by the 
dynamic behavior of the Uquid. The initial value of the effective liquid mass, which 
is determined by the initial liquid geometry, is equal to A<e(0''") = 0.5Fo. The liquid 
appears to be only half as massive at t = 0, than it does as t-* 00. Consequently, the 
initial value of the acceleration is twice the steady state value, Q(0''") = 2Q(oo). Note 
in Figure 5.36(c), that the variation in the magnitude of the liquid force T2 decreases 
as the vehicle mass becomes smaller. For ilf =0.0, the magnitude of the net horizontal 
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Figure 5.36 (Continued) 
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glance, this may appear to be a surprising result, it should not be an unexpected one. 
For the acceleration of the vehicle, Q, to remain bounded as Af —> 0, the net force 
acting on the vehicle must also vanish, (Ti + Tz) —*• 0. In this case, the liquid exerts 
a horizontal force on the container equal to T2 = —0.1, which is equal in magnitude 
and opposite in direction to the driving force Ti. With T2 being constant, the effective 
mass of the liquid, Me, becomes inversely proportional to the acceleration, Q. As the 
liquid surface rises along the left wall, Q decreases well below its steady state value, 
reaching a minimum of about 0.075 diiring the first cycle of sloshing. Based on the 
corresponding value of the effective mass, .Me« 2.67, at this point the liquid appears 
to be more than two and half times heavier than it does at steady state. 
The third case considered in Figure 5.36, M = 0.5, deals with the interaction 
between the vehicle and the liquid when the mass of the vehicle is equal to the rest 
mass of the liquid. As the liquid force, T2, increases in magnitude, the magnitude of the 
net force acting on the vehicle is reduced, thus, causing a decrease in the acceleration. 
The acceleration of the vehicle, Q, exhibits a quasi-periodic behavior, and it varies by 
as much as 33% from its steady state value of 0.2. With the vehicle absorbing some of 
the inertia of the liquid, by adjusting its acceleration to changes in the magnitude of 
the liquid force, the variation in the effective mass of the liquid is considerably reduced 
compared to those for case with Af = 0.0. 
The period of oscillation, T, is also affected by the interaction between the vehicle 
and the liqmd. Although some of these effects can be deduced from Figure 5.36, they 
are also depicted in a more comprehensive way in Figure 5.37. In this figure, the period 
is plotted as a function of the vehicle payload, A. The payload is simply defined as the 
ratio of the rest ma^s of the liquid and the solid mass of the vehicle, A = Fg/M. Note 
that in Figure 5.37, the period is normeilized by the value obtained for with A = 0. 
This value corresponds to the result of the standard case considered in this study, for 
which the apparent acceleration experienced by the liquid is constant. As the liquid 
payload increases, and the liquid begins to play a more active role in determining the 
dynamics of the system, the period of oscillation decreases. For A = 1, the period is 
shorter by about 11.2%, compared to the corresponding value of T obtained for the 
standard case for negligible liquid effects, A = 0. In the limit, as A —» 00, where the 
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Figure 5.37: Effect of Vehicle Payload, A, on the Period of Oscillation, T 
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PART II. 
SLOSHING IN 3-D MOVING CONTAINERS 
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6. A GENERAL THREE DIMENSIONAL SLOSHING MODEL 
A more general model is developed here, which may be used to study sloshing 
problems under a broader variety of forcing conditions. It deals with the sloshing of a 
viscous, incompressible liquid within three dimensional partially filled containers. The 
forcing of the liquid is induced by the motion of the container. This motion can be 
qxiite arbitrary, as the model allows for the superposition of multiple linear and angular 
time varying accelerations. The Navier Stokes equations are cast into a frame that is 
best suited for the description of the liquid motion. This is accomplished through a 
series of coordinate transformations which translate and rotate the frame of reference 
so as to match the accelerated frame of the container. The governing equations are 
finite differenced on a body fitted grid and solved using an implicit, iterative, second 
order acciirate numerical method. 
The initial motivation behind this work has been the need to describe the com­
plex motion which occurs within liquid stores that are carried aboard spin-stabiUzed 
spacecraft. Certain configurations of spin-stabilized satellites, have in the past consis­
tently demonstrated a nutational instability during the perigee phase of their bum. It 
has been suspected that this instability is initiated and sustained by the sloshing that 
occurs within the liquid stores, in response to the sudden axial thrust that is applied to 
the vehicle at the onset of the perigee bum. As a result of the initial scope of this work 
the development of the mathematical model is heavily influenced by forcing conditions 
that axe characteristic of those experienced by spin-stabilized vehicles. 
The general formulation of the model is presented in Chapter 7. The sequence 
of coordinate transformations, used in introducing the various aspects of the vehicle 
motion into the liquid equations, is presented. An additional transformation used 
in regularizing the physical domain of the problem prior to grid generation is also 
discussed. The numerical method used for the solution of the problem is also developed 
here. 
Sample results from three representative cases are given in Chapter 8. A case 
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of sloshing in an impulsively translated rectangular container is presented. This case 
is a simple extension of the type of liquid flows that have been considered in the 
first part of this study. A case of axisymmetric spinup in a cylindrical container is 
presented next. This case was primarily selected because it allows for a comparison of 
the numerical result with experimental measurements. Finally, a full three dimensional 
spinup problem in a spherical container is considered. 
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7. FORMULATION OP THE 3D MODEL 
A 3D numerical model for the description of the motion of a viscous liquid within 
a partially filled moving container is considered here. The container is assumed to 
be attached to a moving vehicle. The motion of the vehicle may be quite arbitrary, 
including both linear and angular time varying accelerations. The motion of the Hquid 
within the container is the result of forcing imposed upon it by the motion of the 
vehicle. 
A series of coordinate transformations is used to formulate the mathematical 
model for the problem. Each of these transformations introduces into the governing 
equations some aspect of the motion of the vehicle. A free surface tracking coordinate 
transformation is also utiUzed, which allows the free surface to be modeled under a 
variety of sloshing conditions without any modifications to the model. The resulting 
set of governing equations are finite-difierenced on a body fitted grid, and solved using 
an implicit, iterative, second order accurate numerical method. 
Some of the mathematical concepts, and most all of the numerical and computa­
tional techniques incorporated into the model, have been developed and tested using 
the two dimensional model. With the two dimensional model having been presented 
in considerable detail, here the presentation of the three dimensional model is fairly 
brief. The discussion that follows focuses mostly on issues that are unique to the three 
dimensional formulation. A more concise description of the 3D model can also be 
foimd in Kassinos and Prusa, 1990 (see [71]). 
7.1 Mathematical Model 
The sloshing of a viscous liquid inside a moving container is modeled using first 
principles. Equations describing the conservation of mass and linear momentum are 
formulated in a coordinate system that is moving along with the container. The selec­
tion of a body fixed coordinate system to describe the hquid motion was based on the 
simplicity of the resulting form of the boundary conditions and by the straightforward 
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interpretation of the numerical solution. 
The motion of a fluid particle in a.n inertial frame of reference can be described 
by the Navier-Stokes equations. The incompressible three dimensional form of these 
equations can be written using index notation as: 
dUn , dUn I dp .J. d^Un. ^ , 
"sT an ~ p ai„ ® dxsxi ' ' 
g = 0 (7.1b) 
where Ui is the absolute velocity of a fluid particle, 
Qi is the acceleration due to gravity, 
p is the static pressure, 
p is the fluid density, 
and u is the kinematic viscosity of the fluid. 
In a body fixed coordinate system, information pertaining to the motion of the 
container is transferred from the boundary conditions to the governing equations as 
extra terms. These terms are to be determined by considering the motion of the 
container with respect to the inertia! coordinate frame x. The container is assumed to 
be an integral part of the solid structure of a moving vehicle. 
7.1.1 Linearly Accelerating Coordinate System 
The eflects of the rectilinear component of the vehicle acceleration on the liquid 
within the container are introduced into the governing equations by considering the 
following transformation. Let XQ denote a coordinate system that is moving along with 
the vehicle. Its position with respect to the inertial frame x is denoted by £ as depicted 
in FigTire 7.1. The dependent and independent variables in the new coordinate system 
can then be related to those of inertial system x, according to: 
xoi = Xi-\- £i and to = t (7.2a) 
dxQi 
uoi = Uj—— = Ui + £i (contravaiiajit velocity) (7.2b) 
Based on the notation used here, dotted and double dotted quantities represent re­
spectively first and second time derivatives. The velocity vector, UCK, is defined to 
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Figure 7.1: Lineaxly Accelerating Coordinate System, XQ 
be contravariant with respect to the moving coordinate system, aro,-. Thus, the veloc­
ity of a given surface such as the container wall, which remains fixed relative to the 
moving coordinate frame becomes equal to zero. Substitution of equations (7.2) into 
equations (7.1) leads to the set of governing equations in coordinate frame XQ: 
duon , duon I dp d^Qn . 
dt dxoi p dxQn ^ dxoidxoj 
^ = 0 {7.3b) 
OXQi 
where the body force term in the translating coordinate system is given by, 
90i = 9i + h (7.4) 
Therefore, with the velocity defined with respect to the non-inertial frame, the 
effect of linear acceleration is to introduce extra terms into the governing equations. 
These apparent acceleration terms act to modify the body force terms such that goi now 
represents the net body force as a result of the vehicle acceleration and the acceleration 
due to gravity. 
7.1.2 Spinning Nutating Coordinate System. 
The rotation of the vehicle with respect to the inertial coordinate frame is con­
sidered here. Consider a coordinate system x\ that is fixed on the vehicle, and thus, 
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its angulax orientation with respect to coordinate system XQ can change as a result 
of vehicle rotation. The instantaneous angular orientation of coordinate system zi, 
with respect to coordinate system XQJ can be described by the superposition of three 
successive rotations. The three angles of rotation, tpi, i = 1,2,3, which define the 
angular orientation of the coordinate system, are known as the Euler angles. In a 
right-hand coordinate system, there are a total of twelve possible sequences of rota­
tions that can used to define a given angular orientation. The zyx convention used 
here defines the following sequence, which is also illustrated graphically in Figure 7.2. 
The XQ coordinate system is rotated counterclockwise by an angle I)Z about the xo3 
axis. The resulting intermediate coordinate system fi is then rotated counterclock­
wise by an angle ip2 about the xi2 axis to yield the coordinate system labelled Xi. A 
third counterclockwise rotation by an angle tpi about the xn axis yields the desired xi 
system. 
The coordinates of any point in xi can then be related to its respective coordinates 
in xo by, 
x^i Oiji XQj and iQ i ^7.5a^ 
where aij represents the transformation tensor containing the metrics and is given in 
the Appendix C. The metrics are obtained from the geometry of Figure 7.2, aJid axe 
generally products of simple trigonometric functions in terms of the Euler angles i)i. 
Introducing a new contravariant velocity relative to the rotated coordinate system 
xu 
Wit = OCji '^Qj + <^ji <^jk Xik (7.5b) 
into the governing equations (7.3) yields, 
duin duin 
at dXii 
~ 7^ + 5ij (7.6a) P OXiiOXij 
= 0 (7.6b) 
axii 
where j3rij = dkion^ , 
Ptij = (ik-iOikj, 
Pfij ~ ^ki^kj dki^nm^kinfi^nj i 
3<nd Qii = OCijQQj. 
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about 
Figure 7.2: Spinning Nutating Coordinate System, xi 
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Consequently, the rotation of the coordinate system xi with respect to XQ results 
in the appearance of three new types of terms in the governing equations. The term 
PrniUii represents the Coriolis acceleration effects experienced by fluid particles as a 
result of the rotation of the axis. The term Pfni^u represents centrifugal accelerations 
effects induced by the axial rotation. The term Ptnt^u can be separated into tangential 
acceleration terms and additional centrifugal acceleration terms. 
The transformation introduced here is particularly useful in capturing the effects 
due to spin stabilization and the possible nutation of a flight vehicle such as a satellite. 
The Euler angles, ipi, can be directly related to gyroscopic telemetry data in terms 
of the roll, pitch, ajid yaw angles of the vehicle. However, where it may be an ad­
vantage to describe the motion of the vehicle in terms of its Euler angles for complex 
cases involving impredictable rotations, it becomes a disadvantage for cases involving 
a simple, constant angular velocity, rotation of the vehicle. Since the metrics of the 
transformation, aij, depend on the position rather the angular velocity of the vehicle, 
they must be re-evaluated whenever the angulax position of the vehicle changes. 
7.1.3 Body Centered Coordinate System 
The first two coordinate transformations, x —* XQ xi, dealt with the motion of 
the vehicle itself relative to the inertia! coordinate frame, x. The next two transfor­
mations relate the position of the container enclosing the liquid, relative to the center 
of rotation of the vehicle, which is represented by the origin of coordinate system Xi. 
The container is assumed to be an integral part of the solid structure of the 
vehicle. Let hi denote the position of a coordinate system X2, with respect to the 
rotating coordinate system Xi. The origin of the xz coordinate system coincides with 
the center of the container as depicted in Figvire 7.3. As a result of possible elastic 
deformations of the vehicle frame, this position will in general be time dependent. 
The governing equations in the body centered coordinate system X2, which is free to 
undergo pure translation with respect to system xi, are obtained by replacing Xi and 
ui by, 
X2i = xii — hi and t2 = ti = t (7.7a) 
and, 
U2i = Uii — hi (7.7b) 
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container 
vehicle rotation center 
Figure 7.3: Body Centered Coordinate System, X2 
in equations (7.6) to yield, 
9ll2n no of i u \ 
—77 1" "2t "7 ^Prn^'Zi ~ Ptni{,^2i + hi) etc 
— Pfni(x2i + hi) = ^ -h g2n + Sij -—(7.8a) 
p OXZn OX2iOX2j 
= 0 (7.8b) 
OX2i 
where g2i = gu - hi. 
As a result of this transformation, the body force term g^i is modified to reflect 
the linear acceleration experienced by a fluid particle within the container as a result 
of the motion induced by the elastic vehicle frame. 
7.1.4 Body Fixed Coordinate System 
The flexible frame of the vehicle will experience bending, torsional, and elonga-
tional deformations in response to forces exerted on its members as a result of the 
time dependent motion. Consequently, a coordinate system fixed on the container will 
undergo rotational as well as linear motion with respect to the nutating coordinate 
system xi. The effects of the linear component of the motion caused by the elastic 
deformation have been already captured by the transformation to the body centered 
coordinate system, x^. To capture the effects of rotation caused by deformation, co­
ordinate system xz is introduced which is fixed on the container and thus experiences 
rotation with respect to X2. The orientation of the body fixed coordinate system X3 
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with respect to coordinate system xi is described by the three Euler angles defined 
based on the same zyx convention as in section 7.1.2. The coordinates of any point in 
xz can then be related to its respective coordinates in xz by, 
^3t = X2j and tz=t2 = t (7.9a) 
where ajy represents the transformation tensor containing the metrics and is given in 
the Appendix C. Introducing a new contravariant velocity relative to the body fixed 
coordinate system xz, 
«3i = OL*ji U2j + xzk (7.9b) 
into the governing equations (7.8) yields, 
n A f K I A ^ 
Ot 
— {Rtni + Rfni)hi = ^ ^  + 9Zn +  ^ ( 7 . 1 0 a )  p dxzn dxzidxzj 
pi = 0 (7.10b) 
OXzi 
where Arij = + O^niO^mjPmm, 
^tij ^tij 
^ f i j  P f i j  ^^k i^nmPrmjPr  
Rtij — ^XiPtkji 
Rfij — ^%iPfkji 
9Zi ^ij92jt 
with 0;ij = aliOc% , 
PUj = . 
Pfij ^ki^kj ^ki^nm^kmP^nj' 
Consequently, the rotation of the coordinate firame xz with respect to x^ due to 
the elastic deformation of the vehicle frame results in the appearance of additional 
Coriolis, centrifugal, and tangential acceleration terms in the governing equations. 
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7.1.5 Self Adjusting Body Fixed Coordinates 
All the physical principles needed to describe the motion of a fluid particle within 
the container are embodied in equations (7.10). However, the presence of a free liquid 
surface introduces a nonlinearity into the model since it represents a boundary of 
unknown shape and position that has to be determined as part of the solution. In order 
to describe the motion of the free surface by a kinematic condition, its position F needs 
to be expressed as a function of time, t, as well as two of the three independent spatial 
coordinates xa. The choice of such a pair of spatial coordinates must be carefuUy 
considered to ensure that F remains single valued everywhere. 
Since the initial value of Euler angle i^z is arbitrary, the initial value of /12 can 
be taken to be equal to zero without any loss in generality. This would imply that 
the center of the container lies initially in the xn —113 plane. For a container that 
is rotating about the X13 axis, and with generally small deformation angles -di, the 
direction of the motion of the bulk of the liquid will be along the 2:31—X33 plane due 
to centrifugal acceleration effects. However, if the angular velocity of the container is 
sufficiently large, then neither of the two likely choices, F(t, X31, X32) or F(t, X32, X33), 
can ensure that F wiU remain single valued. Furthermore, if the rotation of the 
container is started abruptly, then significant flow may be induced in the X32 —2:33 
plane as a result of tangential acceleration effects. 
To help ensure that the free surface remains single valued, and thus extend the 
range of the model, a self adjusting body fixed coordinate system, X4, is introduced. 
The coordinate system X4 is defined by a rotation by an angle <^2 about the X32 axis, 
followed by a rotation by an angle 03 about the intermediate X43 axis. The self adjusting 
body fixed coordinates are illustrated graphically in Figure 7.4. With the position of 
the free surface described by F(t, X42, X43), the values of 02 and <^3 can be adjusted to 
ensure that if possible F remains single valued. Furthermore, with the plane X42—X43 
rotated as to follow the free surface of the Uquid, the geometry of the domain of the 
problem becomes more simple in terms of the 2:4 coordinate system. As a result, a more 
nearly orthogonal computational grid can be generated with less effort, thus improving 
both the speed and accuracy of the model. 
The coordinates of a point with respect to the self adjusting frame X4 can be 
determined from its coordinates with respect to frame X3 from. 
X^i — SjiX^j (7.11a) 
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(|).-about X43 axis 
())--about X32 axis 
Figure 7.4: Surface Tracking Coordinates, X4 
where Sy is the transformation tensor given in Appendix C. 
Replacing 2:3 in the governing equations ajid introducing a new velocity, 
U4i = SjiUzj (7.11b) 
yields the following set of governing equations in the self adjusting frame, 
1~ (W4i 4" fik^ik) (2A^jii -j- /nt) ^4i 
ot ax^i 
X ^ 1 . . c 





where fxj = Sj^Snj, 
^ l i j  — (A/nm "I" ^tnm) ^ ni^mj i 
^2ij — {.Rf nj Rtnj^Sni , 
and Qii = 
The new terms appearing in the governing equations aje due to the rotation of 
the axis. The X4 coordinate system is rotating with respect to the X3 system but the 
velocity U4 is still measured with respect to 13. Thus, the Coriolis and the convection 
terms are modified to reflect this. 
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7.1.6 Poisson Equation for Pressure 
The pressure distribution within the fluid can be determined by the solution of 
a Poisson equation which is derived from the momentum equations. Diflferentiating 
equation (7.12a) with respect to X4n and contracting on n yields, 
p dxiidx^j 2Arnf ^ ^ + Sni^ini uX4fi 
+ 2 [^"12(^41,^^42) + «/l3(w41) W43) + •/23(ti42i'i43) ] 
D H- (U4t + fikX4k) "7 ^ij d^D dt dx4i dx^idx^j 
where D represents the dilatation and is defined by 






and the two dimensional Jacobians Jij(A, B) are defined by 
. ,. r,s ( dA dB dB dA\ Jy (A, B) = -— —-— 
^ ox^i ox^ dx^i ox/^ J 
The dilatation terms in equation (7.13), which are ideally zero for an incompress­
ible fluid, are retained in the above derivation because they are subsequently used by 
the numerical method in obtaining a pressure solution which satisfies the divergence 
free condition. 
7.1.7 Free Surface Kinematic Condition 
The motion of the free surface is determined by the kinematic condition, which 
requires that DFfDt = 0. This condition is based on the assumption that fluid 
particles that lie on the free surface must remain there [4]. For the geometry of the 
present problem the position of the free surface F (t, x^, X43) can be calculated from, 
dF dF dF , , 
— = C/41 + + ^43^ (7.15) 
at ox^ ox^ 
where Uij = Utj + fjkXik-
The kinematic condition as formulated above is inappropriate in the viscous region 
adjacent to the container walls. Fluid particles on the free surface where it adjoins the 
walls can not simultaneously stay on the free surface and satisfy the no-sUp constraint. 
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Thus, along the container wall the motion of the free surface is determined by requiring 
that the slope of the surface be equal to zero. This leads to a more robust boundary 
condition for F, and alleviates the type of the nimierical problems which have been 
previously discussed (see section 4.4.4). 
7.1.8 Boundary Conditions 
The dynamic conditions at the free surface axe obtained by requiring that the nor­
mal and tangential stress components be continuous across the liquid-vapor interface. 
The viscous stress components in the vapor (or gas) phase are very small. Conse­
quently, these remaining liquid terms are set equal to zero, and the resulting djrnamic 
conditions at the free stirface are expressed in terms of a local curvilinear coordinate 
system as, 
normal stress: 
P - P o  =  + («2 + «3)3^ (7.16a) 
tangential stresses: 
11 r\ fT ic\.\ 
— + — K2Ur^ = 0 (7.16b) 
5T2 wTl 
7/ n fT tc \ 5^ ~ (7.16c) 
where denotes the velocity component normal to the free surface and and UT^ 
the two velocity components tangent to the surface. The coefficient of surface tension 
is denoted by y, while Po denotes the pressure of the vapor phase. The normal, n, 
and tangential coordinates, TZ and TZ along the free surface are based on the following 
set of \mit vectors, which axe defined in terms of the unit vectors of the x^i coordinate 
system, ei, as, 
= + f2e-32 + ^ 3^ 33  ^
^ l+F i  +  F i  
T2 = —, = T^iSi (7.17b) 
\/l + Fi 
FsSzi - FzFzezz + (1 + ^ 2)e33 ^ /-, it \ T3 = , ^ -r / — = (7.17cj 
yjl + F2 Fz F2 
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The Ki represent the local cxirvatures of the free surface which are defined by 
The dynamic free surface conditions and the continuity equation axe used to pro­
vide boundary conditions for the pressure and the three velocity components along the 
free surface. 
One of the advantages of the body fixed coordinate system is that the appropriate 
boundary conditions can be easily determined. Because the contravariant velocity, U4, 
is been used the no-slip condition for a viscous fluid along a wall retains its familiar 
form, 
U4i = 0 (along the container wall) (7-19) 
The pressure boundary conditions along the container wall are obtained by forming an 
expression for the normal gradient along the wall from the momentum equations (see 
equation 7.31a). 
7.1.9 Initial Conditions 
The forcing experienced by the liquid is determined by the motion of the vehicle 
relative to the inertia! coordinate system, x. The liquid is assumed to be in a state of 
static equilibrium for t < 0. At t=0, the static equilibrium of the liquid is disturbed by 
a sudden change in the motion of the vehicle. If the vehicle experiences a step change 
in at least one of either its rectilinear acceleration components, or its angular 
acceleration components, ^i, then the pressure field instantaneously adjusts to the 
corresponding apparent accelerations experienced by the liquid. However, the liquid 
remains motionless at 4 = 0"*". The pressure distribution can be determined from a 
simplified form of the governing equations, which is obtained by setting u^i = 0 in 
equations (7.12, 7.13). 
Thus, for a step change in an acceleration component of the vehicle, the initial 
conditions at t = 0"^ are given by. 
Fu (7.18) (H.jr2)3/2 
with. 
u^i = 0 (7.20a) 
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subject to the following boundary conditions along the container walls, 
X di) 
—  T  =  — ^ 3 n  + +  A 2 n t ^ t  ( 7 . 2 0 c )  
P ^^4ti 
and a pressure distribution along the free surface given by, 
V - P o  = («2 + i^z)y (7.20d) 
If the vehicle experiences a step change in at least one of its velocity components, 
either the rectilinear velocities ii or the angular velocities tpi, then in order to deter­
mine the correct set of initial conditions the governing equations must be rescaled in 
terms of the pressure impulse, 11. Here, the rescaling of the equations is carried out 
following the procedure which has been previously presented in Chapter 3. Please 
refer to equation (3.22h) for the definition of 11, axid to the accompanying discussion 
for the details. For a step change in the velocity of the vehicle, and assuming that the 
deformation angles •di = 0, the resulting set of equations for the initial conditions of 
the problem is given by, 
1 511 
U^i — SjiOc-mjiffi + SjiOifnj^mnip'An "f" ^n) (7.2la) 
P CX4i 
where equation (7.21a) is used to determine U4i in the interior of the flowfield, and also 
serves as a boundary condition at the wall, with u^i set equal to zero. Along the free 
surface, 11 = 0. With the above set of equations providing a solution for a divergence 
free velocity field within the container aX t = O"'", the pressure distribution, p, at time 
4 = 0"^, can be determined from the solution of the pressure Poisson equation, by setting 
the dilatation terms equal to zero in equation (7.13). 
A case which involves an impulsively started rotation of a half filled spherical 
container will be presented in the next chapter. For this particular case, the container 
is spun about the ^13 axis at a constant angular velocity, ^3, with its center located 
at a distance hi from the axis of rotation. With the exception of hi, ipz, and ^3, 
the remaining parameters which control the forcing of the liquid are set equal to zero 
throughout the calculation. For t < 0, the liquid is assumed to be in a state of 
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hydrostatic equilibriiun, with its free surface lying in a horizontal position. The initial 
angles for the self adjusting coordinates are set equal to <f>2 = —7r/2, and = 0. For 
this specific case, equation (7.21a) simplifies to the following component from, 
1 911 . U41 — (7.22a) 
p 0x41 
U42 = —^3(2^43 + ^1) -X— (7.22b) 
p dx/a. 
1 dU. . W43 = T— (7.22c) 
p 0x43 
The above simplified form of the momentum equations are used in conjunction with 
equation (7.21b) to obtain the initial velocity distribution at t = O"*". With a known 
velocity field, the pressure at 4 = 0"^ is determined from the solution of equation (7.13). 
7.1.10 Nondimensionalization 
The liquid density, p, a characteristic length of the container, L, and a character­
istic acceleration experienced by the liquid due to external body forces or the motion 
of the container, g, are used to define the following primary Mass-Length-Time scales: 
• mass M PL^ 
• length L 
time T ~ 
Derived from these are the following characteristic scales used in nondimensionaJizing 
the dependent variables: 
• velocity U v/z; 
• pressure V ~ pLg 
The characteristic velocity scale, W, is equivalent to the wave speed determined from 
shaJlow water wave theory, while r represents the time interval for a wave disturbance 
to travel across the container and V an Euler pressure scale based on U. 
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The motion of the fluid is determined by a number of similarity parameters that 
emerge from the nondimensionalization. These parameters are separated into two 
distinct groups. The first group contains the parameters, 
hi Qi hi ti • 7 ^2 
J. ) 1 ) I — "t 1 
^ g g S 
= Ui , ^iT^ = uji 
which pertain information on the motion of the container relative to the inertial co­
ordinate frame. These parameters determine the net acceleration experienced by the 
fluid as a result of this motion. 
The second group contains two similarity parameters related to the physical prop­
erties of the fluid. These are the Galileo niunber, Ga , and the Bond number. Bo , 
defined as, 
Ga = —=- and Bo = ——— I/-' y 
The GaJileo number represents a ratio of body to viscous forces. The dimensionless 
Galileo number can also be viewed as being analogous to the square of a Reynolds 
number based on the characteristic velocity scale, U. The Bond number represents a 
ratio of body to surface tension forces. It can also be expressed as the ratio of Weber to 
Froude numbers, the two dimensionless groups commonly associated with free surface 
flows. However, with the characteristic velocity and time scales used here, the Froude 
number does not emerge as an independent similarity parameter. 
One of the advantages of the present model is that the equations of motion are 
derived based on the position of the container with respect to the inertial frame rather 
than on its relative motion. Consequently, the use of scales based on linear acceler­
ations or angular velocities was avoided since under some sloshing conditions these 
can be zero or variable. Instead, the acceleration scale used here, g, is treated as a 
constant whose value can be suitably chosen to match the magnitude of the prevailing 
acceleration experienced by the liquid under a given forcing condition. 
7.2 Numerical Method 
The three dimensional equations of motion developed in the previous section are 
solved using a numerical method to determine the motion of the liquid within the 
233 
container. A body fitted grid is used that conforms to the irregular, time dependent 
shape of the liquid region. The governing equations are expressed in terms of the 
generalized grid coordinates and solved using a second order accurate finite difiference 
method. An outline of the numerical method used for the discretization and solution 
of the governing equations is given. 
7.2.1 Generalized Grid Coordinates 
The accuracy of a numerical solution is strongly dependent on the selection of the 
computational grid. This is particularly critical for moving boundary problems where 
the shape and position of the free boundary are generally unknown and are determined 
as part of the solution. 
A body fitted grid, in terms of generalized grid coordinates <f, is used for the 
solution of the governing equations. The mapping of the physical region of the problem 
onto the computational domain is depicted in Figure 7.5. In terms of the coordinate 
system, the physical domain of the problem is defined by the position of the free 
stirface, F{t, X42, X43), and the geometry of the spherical container. The geometry of 
the physical region in Figure 7.5(a) is represented as a simple hemisphere. This is done 
to simplify the presentation of the mapping. In general, the shape of the free surface 
will be more irregular for t > 0. 
The liquid region is mapped onto a cuboid, the dimensions of which, ^imax , 
^2 max > and ^zmax i are selected so that the distance between any two adjacent grid 
points in the computational domain is equal to unity. This is done to simplify the 
finite difference representations. 
The point defined by the intersection of the X41 axis with the free surface is 
mapped onto the face of the cuboid defined by the = 0 plane. The boundary along 
the container wall is mapped onto the opposite face of the cuboid at =^imaa:- The 
2:41 aods is mapped onto the ^2 = 0 plane while the free surface onto the ^2 = ^2 max 
plane. Finally, a cut is taken along the plane defined by the X41 and the positive X42 
axis and this section is mapped onto the ^3 = 0 and the ^3=^3 max faces of the cuboid. 
The preceding transformation places the coordinate predominantly in the radial 
direction, while the ^2 and ^3 coordinates run predominantly along the azimuthal and 
circumferential directions of the liquid region. 
The grid point distribution is determined by a combination of elliptic and algebraic 
schemes. The elliptic system of equations used here is similar in form to that proposed 
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^ - Space: Computational Domain 
' l i i  
Figure 7.5; Generalized Grid Coordinates, ^ 
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in [72] and [73], 
= QiKi, {2, fa) IVfip for i=l,2,3 (7.23) 
where the control functions Qi are adjusted to obtain the desired grid point distribu­
tion. 
The procedure followed in solving these equations is similax to the one described in 
[73]. Equations (7.23) are transformed into the computational domain by interchanging 
the role of dependent and independent coordinates and solved using a finite difference 
method. The only significant deviation firom the procedure described in [73] is that 
an algebraic equation is first used to approximate the grid to the desired degree of 
orthogonality along the botmdaries. The control functions Qi are then determined 
explicitly from the approximated grid values. This is done to save computational 
efibrt by taking advantage of the known geometrical features of the physical region. 
The grid generation procedure used in this study will be discussed in more detail in 
the sections that follow. 
7.2.2 Metric Term Evaluation and Singularities 
The evaluation of the metric terms which appear in the governing equations as a 
result of the transformation to the ^ coordinate space is carried out using the same dif­
ferencing scheme as that used for the governing equations. Since the non-conservative 
form of the governing equations is used here, no special geometry differencing require­
ments mtist be satisfied. Nevertheless, the benefits of utilizing a consistent difference 
scheme have been clearly dLemonstrated in [74]. 
The finite differencing of the grid transformation metric terms, which are given 
is carried out using the difference representations defined in equations (7.32). Centered 
differences are used for all first and second order spatial derivatives in evaluating 
the metric terms rjij and ijijk in the interior of the computational domain. Along 
the container wall and the free surface normal derivatives are evaluated using three 
point one sided differences. The grid speed terms, 'qi,axe evaluated using second order 




The Jacobian of the generalized grid transformation vanishes along the X41 axis. 
This corresponds to singularities in the governing equations and it requires the special 
treatment of the equations along the X41 axis. These singularities are caused by the 
collapse of the ^ 2 =0 plane onto the 3:41 axis, and by the collapse of the =0 plane onto 
a single point defined by the intersection of the X41 axis with the free surface. Two 
different procedures have been considered for obtaining the values of the depended 
variables along the X41 axis. These involve the use of a locally defined system of 
coordinates, or matching. The matching procedure is more simple to implement than 
the use of local coordinates. It is based on the requirement that a variable and its first 
derivative remain continuous across the X41 axis. This can be accomplished by the use 
of the following pseudo-boundary conditions, 
where A denotes any of the dependent variables, U41, U42,1143, p, or F . The subscripts 
denote the grid position along the (^1,^21^3) coordinates respectively. The 
circumferential angle corresponding to the grid section identified by k, along which ^3 
is constant, is denoted by 9. Note that k^ is used to denote the grid section which is 
displaced by 180° in the circimiferential direction from the section denoted by k. 
The matching procedure has been successfully used in the solution of several flows. 
However, despite an increase in complexity, the use of a local rectangular coordinate 
system appears to be a better suited choice for obtaining the values of the dependent 
variables along the X41 axis. The calculation of the dependent variables directly from 
first principles appears to have a noticeable impact on the solution of the problem, 
especially at lower grid resolutions. Furthermore, the use of a local coordinate system 
leads to the faster convergence of the pressure correction scheme that is used for the 
solution of the flow equations. 
Two different local coordinates systems are necessary for the treatment of the 
singularities along the axis. The coordinate system used for the solution of the 
dynamic free surface conditions involves an 11-point molecule which is shown in Fig­
ure 7.6(a). The ^1 coordinate line remains along the 0:41 axis. The redeflned ^2 coordi­
nate line is located along the 0:42 = 0 plane, while the ^3 Hne is located along the X43 = 0 
plane. The four additional grid points needed for the evaluation of cross derivatives in 
terms of the (^2) ^3) coordinates at the free surface are shown in the figure. 
for 0 < ^ < TT (7.25a) 
dA QJ^ n+l,m 
for -K <6 <2-k (7.25b) 
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Figure 7.6: Local Grid Molecules on the S41 Axis 
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In the interior of the 0:41 axis, the 19-point grid molecule shown in Figure 7.6(b) 
is used for the solution of the equations. The coordinate is directed in the radial 
direction along the 0:41 axis. The locally redefined ^2 coordinate runs in the azimuthal 
direction along the ^43 = 0 plauie, ajid the locally redefined ^3 coordinate runs in the 
azimuthal direction along the 0:42=0 plane. With the exception of the three grid points 
located on the axis, the remaining grid points are located on the surface of the 
conical grid section which is formed by grid points with a constant ^2 = 1 coordinate 
value. 
With the metric terms, ^i, rjij, and riijk, evaluated along the x^i axis based on 
these locally redefined grid coordinates, the final form governing equations remains the 
same everywhere within the liquid region. 
7.2.3 Governing Equations 
The governing equations (7.12) are transformed in terms of the generalized coor­
dinates to take the following form: 
momentum equations: 
, f • , , f \ 





(^41i ^^42) VkjiVriJ ^ij 
2^7n,l^m,3«Aim (^41) ^4$) "I" (^42) ^^43) 
(7.26c) 
where. 
'yij — ^nm Vi,n Vj,Tn j Ti — ^nm Vi,nm i 
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and the pressure equation dilatation source term, Sp , is given by, 
9D ^  . a i >  
S p  —  [ - • £ ? +  ( f l i  " 1 "  V i j f j k ^ i k )  
1 ( d^D 
with the dilatation, D, given by, 
D = (7.28) 
the two dimensional Jacobians in terms of defined by, 
?  / .  O N  ( d A d B  d B d A \  
The kinematic condition (7.15) at the free surface, ^2 = ^ 2max i caJi be written in 
terms of the generalized coordinates ais, 
rr r -  r r  r r  
= U/^i - [771 + 771,2^/42 + ^7l,3^^431 ^  
dF 
- [^73 + nzfiU/a. + »73,3t^43] (7.29) 
7.2.4 Boundary Conditions 
The three dynamic stress conditions at the free surface were defined by equa­
tions (7.16) in terms of a local curvilinear coordinate system, (n, T2, TZ). Before these 
equations can be niunerically implemented they must be fibrst expressed in terms of 
the dependent and independent variables of the X4 coordinate system and then trans­
formed in terms of the generalized coordinates, f. The normal and tangential velocities 
along the free surface can be decomposed in terms of the u\i velocity components based 
on the following relations, 
Un = V - n = TliU4i 
Ur2 = V -72 = T2iU4i 
=  V  - f z  =  T z i U ^ i  
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while the normal and tangential derivatives along the free surface can be expressed in 
terms of, 
— = V • n = n,—— 
dn dx^i 
d ^ d 
dT2 ~ ~ ^^*dX4i 
•5— = V • T3 = Tsi-
OTz dX4i 
The above relations are substituted into equations (7.16), which are transformed in 
tenns of the ^ coordinates to take the following form, 




P = niajVik-^ + in2Tj2k -f- nzmk) dUj 
W.' •Jai 
tangential stresses at ^2 = ^2 max 
, , V 5ti4i ^ {TiiTij + Tejni) Vik-^ + 
{Tt2ll2k + TizTJzk) + (»l2»?2Jfc + O^k O^k 
+ — (k2 + K3) Ij 0 (7.30a) 
U4,i - KiTiiU^i = 0 (7.30b) 
Equation (7.30b) represents both of the tangential stress conditions which may be 
obtained by setting the free index, £, equal to either £ = 2 or i = 3. The normal stress 
condition provides a boundary condition for the pressure along the liquid surface. 
The two tangential stress conditions are solved for the ^2 derivatives of the 1x42 and 
U43 velocity components. The ^2 derivative of the velocity at the free surface is 
obtained from continuity, equation (7.26b). 
Along the container wall, =^inuii, the pressure boundary condition is obtained 
by using the chain-rule to form an expression for the ^i-gradient from the momentum 
equations. Thus, 
~ ^ 1 max' 
dp 
Wl 
^Xni^ii "I" ^2ni^i "I" 94n fik^ikVlti 
dU4n 








1 Ti du^n dX4n d^i 
(7.31a) 
The velocities along the wall are set equal to zero in accordaince with the no-slip 
boundary condition. Thus, 
U/^i — 0 at ^1 — ^Imax (T.31b) 
7.2.5 Finite Difference Method 
The governing equations are approximated using an implicit second order accurate 
finite difference scheme. Sample difference approximations are given below for some 
of the terms in the governing equations. The time level is denoted by superscript n 
while superscript m is used to denote the iteration level. Subscripts t, j, and fc, are 
used to denote the position of a grid point in the ^2> aJid ^3 directions respectively, 
with /, J, and K, denoting the total number grid points in each of these directions. 
In the interior of the liquid region, all of the spatial terms are finite differenced 




= ~ 2Utj,ifc -t- Utj,k-1 
(7.32a) 
(7.32b) 





To enhance the stability of the method by improving the diagonal dominajice of 
the coefficient matrix, the convective terms are differenced according to equation (4.7). 
They are split into a first order upwind difference term, evaluated using information 
from the current iteration level m + 1, plus a second order correction term which is 
evaluated at the previous iteration level, m. 
Second order, three point backward differences are used to approximate the ^1-
gradients along the container wall, and the ^2-gradients along the free surface. Thus, 
the pressure gradient at the wall, ^1=^1 max, is differenced according to. 
dp 
Wi Ij,k 
= 2 i ^ V i j , k  -  4p/_ij,fc + P/-2j^) (7.32d) 
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where t = I denotes the position of grid points located on the wall. The convective 
terms of the form, 
dF U 
which appear in the kinematic equation (7.29), are upwind differenced using one-sided 
second order differences, following the same procedure that was previously outlined in 
section 4.2.4. 
7.3 ComputationEd Procedure 
The resulting set of finite difference equations is solved iteratively using the Gauss-
Siedel procedure. With the solution converged at time t, identified as time level n, 
the following sequence of steps is taken to advance the solution to the next time level, 
n-M, where — + At: 
1. Update of the free surface position: Using the converged solution at time 
level n, the kinematic condition equation (7.29) is solved explicitly to obtain the 
new free surface position, 
2. Adjustment of forcing parameters: The values of the various dimensionless 
parameters describing the position of the container, rpi, , and hi, are 
updated. Coefficients Pr, Pt, , P*, Pt ^ ^r, At, A/, RT, RF, and gz , axe 
then also updated. 
3. Adjustment of the surface tracking angles: Based on the new position of 
the free surface, the values of the two surface tracking angles, <^2 and ^3, 
are adjusted such that the coordinate system X4 rotates to follow the center of 
gravity of the liquid. Coefficients /, , Aj, A2, and that depend on are 
updated. 
4. Calculation of a new grid: A new computational grid that conforms to the 
shape of the liquid region defined is determined. The generalized coordinate 
metrics, 77, are updated. 
5. Solution of the flow equations: The three momentum equations (7.26a) 
aJid the pressure Poisson equation (7.26c) are solved using an iterative pressure 
correction scheme to obtain a divergence free velocity field ,and 
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The above procedure, in terms of these five basic steps, is used to march the 
solution of the governing equations from t = 0 towaxd some steady state condition as 
t —* oo. More detailed information on the procedures used for adjusting the surface 
tracking angles, generating the computational grid, and solving the flow equations is 
given in the following sections. 
7.3.1 Adjustment of Surface Tracking Angles 
The surface tracking angles, <f>2 and ^3, are adjusted at each time step so that 
the X4 coordinate system rotates to follow the bulk of the liquid motion. The initial 
values of are selected such that the X41 axis passes through the center of gravity 
of the liquid. Thus, if the free surface is initially horizontal, then ^2(0) = —7r/2 and 
<^3(0) = 0. The position of the center of gravity of the liquid with respect to the rotating 
coordinate system, X4, is denoted by X^i. These coordinates, X^i, can be evaluated 
from the following expressions, 
^ 3 max 2 max 3 max " / \ 
X4i = -— / / / (7.33) 
iltV 7^1=0 J^2=0 J^=Q 
where denotes the Jacobian associated with the transformation to 
generalized grid coordinates, The dimensionless Uquid volume is denoted by V, and 
can be determined from, 
3 /* l^ max max /•& max  ^
V = — / / / ^123(2:41. a:42) 2:43) <^^3 (7.34) 47r 7?i=o 7^2=0 ^€3=0 
Note that, the numerical value for V, as calculated by equation (7.34), is normalized by 
the total dimensionless volmne of the spherical container, 47r/3. Since theoretically V 
should remain constant, equation (7.34) can also be used in monitoring the truncation 
error of the numerical solution. 
The coordinates of the center of gravity of the liquid, can be used to calculate 
the incremental changes needed in adjusting the angles ^2 such that the X4 
coordinates will keep up with the rotation of the center of gravity. These are given by, 
(vn+l \ / ^ **+1 \ and, = arctan (7-35) 
However, if the center of gravity is followed by the Z4 coordinate system too closely, 
then any variations which occur in its motion will be fed back into the governing equa­
tions through the transformation metrics, s^. Small changes in the shape of the free 
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surface, which occur from one time step to the next, can lead to very small amplitude 
but high frequency oscillations superimposed on the otherwise smooth motion exhib­
ited by the center of gravity. The introduction of these oscillations into the governing 
equations can be effectively eliminated by adjusting the two angles, <i>2 and <t>z, based 
on a time averaged rates of rotation. 
The surface tracking angles are adjusted according to the following relations, 
05+1 = (^5 + At $2 and, 4)^"^ = + Ai li (7.36) 
where $2 and represent time averaged angular velocities describing the rotation of 
the center of gravity relative to the non-rotating, body-fixed coordinate system X3. The 
position of the center of gravity relative to coordinate system xz can be determined 
from. 
= Sij 
and its rotation can be described in terms of the two angles, 
$1 = arctan ^2 = arctan (7.37) 
where $1 represents the angle defined by the projection of the center of gravity onto 
the X32—2:33 plane and the 2:32 axis, and $2 the angle defined by the projection onto 
the 0:31—X33 plane and the xsi axis. 
7.3.2 Grid Generation Procedure 
The physical domain of the problem is defined as the region bounded by the free 
surface, F(t, X42,2:43) and the container wall surface. In advancing the solution of 
the problem from time level n to level n + 1, a new free surface position, is 
determined by the solution of the kinematic equation. As the physical region of the 
problem changes, a new grid which conforms to the shape of must be recalculated. 
A three part procedure is followed in generating the computational grid for cases 
which involve flows within spherical containers. First, the positions of grid points along 
the free surface axe adjusted based on the solution for Second, an algebraic 
equation is used to generate a provisional grid at each two-dimensional A:-section of 
the grid, where each fc-section is defined by a constant ^3 coordinate value. Finally, in 
the third step, the analytically generated grid is used to initialize the source functions, 
Qi, used in the solution of the elliptic grid equations (7.23). 
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The function used in describing the position of the free surface, F{t, x^, X43), is 
expressed in terms of rectilinear coordinates, with F representing the height of the free 
surface with respect to the x^i = 0 plane. Consequently, values for determined by 
the solution of the kinematic equation could force surface grid points along the contact 
line, defined by the intersection of the free surface with the container wall, to move 
either inside or outside the computational domain at time level n+l. This necessitates 
the adjustment of grid points along the free surface to ensure that the physical 
coordinates corresponding to grid point (/, J, k) are located on the container wall. 
The procedure used in adjiisting the grid along the free surface is outlined in 
Figure 7.7. Using calculated values for Fj^^ from the three grid points located closest 
to the wall, at i = I, / — I, and 1—2, the free surface profile is curve fitted in terms of 
a second order polynomial of the from, 
F(r) = Co + Cir + C2r^ 
where r represents the radial position in terms of the X4 coordinate system at the 
given k grid section. The secant method is then used to solve the following constradnt 
equation, 
F\r) + = 1 
which represents the necessary condition for F^^ to be located on the container wall. 
The solution jdelds which can be used to determine the X4 coordinates of the 
grid point at the wall according to, 
X41 = F(rinax) , 3J42 = fmax COS (©Jfc) » and X43 = Tmax sin (0A:) 
where 0fc denotes the circumferential angle corresponding to the given k grid section. 
Once the position of the grid point at the wall has been determined, second order 
interpolation based on the values is used to readjust the interior grid points 
along the free surface, for z = 2, I —I. The spacing of the grid points along the free 
surface, as well as along the 2:41 axis and the container wjdl, is determined by functions 
similar to that given in equation (4.1). The position of grid points along the Z41 axis 
must also be adjusted due to changes in the value of F^jk. 
With the grid adjusted along the free surface and the x^x axis to account for 
changes in the position of the free surface, the following algebraic expression is used 
to generate the ^2 grid lines; 








Figure 7.7: Adjustment of the Grid at the Free Surface 
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The notation used in equation (7.38) is illustrated in Figure 7.8(a). The position of 
the ^2 grid line is described in terms of polar coordinates {R, $) with respect to point-
O, which is defined by the intersection of the x^i with the free surface. Here, R(^), 
represents the radial distance of the ^2 coordinate as a function of the azimuthal angle 
measxired counterclockwise from the X41 axis. Using this equation, a ^2 grid line 
can be constructed between point Pi, located on the ^41 axis with R = R\ and $ = 0, 
ajid point P2, located on the free surface with R=R2 and $ = $2-
The first bracketed term on the right hand side of equation (7.38) provides for the 
smooth transition in the value of R, from Ri at the X41 axis to R2 at the free surface. 
The second bracketed term is used to control the orthogonality of the grid lines at the 
free surface. The two imknown parameters, C and C, which appear in this term are 
given by. 
The parameter C is determined by requiring that the ^2 Ihies to be orthogonal with the 
grid lines that coincide with the free surface. The remaining parameter, controls 
the depth to which the correction for orthogonality extends. It is a free parameter 
which can be set to any value C > 1- The value listed for C in equation (7.39b) was 
determined by ntimerical experimentation to work well for aU the ca^es considered in 
this study. 
The coordinates of grid points along each ^2 line is determined by using numerical 
integration to determine the length of the line, from $ = 0 to $ = $2) a^id then 
sectioning the line based on the desired pre-specified point distribution at the container 
wall. To improve the orthogonality of the resulting lines at the wall, the positions of 
the grid points along the three ^2 lines closest to the wall, /, I—I, 1—2, are iteratively 
adjusted within some bounds specified in terms of a maximum allowable adjustment 
angles A(^. A sample grid generated using this procedure is shown in Figure 7.8(b). 
Equation (7.38) is used to generate a provisional grid at each two dimensional 
k grid section, for 0 < 0 < 27r. The provisional grid coordinates are then used to 
initialize the Qi source function for equation (7.23), and the elliptic equations are 
solved. The computational effort required in solving these equations is minimal once 
(7.39a) 
and 
C = 6 + 10|C| (7.39b) 
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Figure 7.8: Algebraic Grid Generation Scheme 
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the function Qi have been set. Overall, the grid generation procedure accoxints for 
only 6—8% of the total computational time requirements. 
7.3.3 Pressure Solution Algorithm 
The solution of the momentum and pressure equations is carried out using a 
pressure correction scheme that is fundamentally the same with that used for the two 
dimensional model. The pressure correction scheme for the two dimensional model 
has been presented in considerable detail starting in section 4.2.2. The momentum 
aind pressure equations axe solved in separate steps, with the pressure field corrected 
at each step in order to obtain a solution that satisfies the divergence free condition. 
The pressure correction scheme is briefly srunmarized below based on the following 
notation. In addition to the superscript n, which is used to denote the time level in 
the integration of the equations, superscript m is used to denote the iteration level for 
the Gauss-Siedel iterations, and superscript i is used to denote the pressure correction, 
or pressure update, level. 
The momentum equations (7.26a) are solved by the Gauss-Siedel procedure sub­
ject to the no-slip condition (7.31b) at the wall. Along the free surface, the two tan­
gential stress conditions (7.30b) are used to set the values of the U42 and U43 velocity 
components, while the continuity equation (7.26b) is used to set the value of the u^i 
component. The pressure gradients are evaluated using the most current, or updated 
pressure field, The following criterion is used in assuming the convergence of 
the Gauss-Siedel iterations for 
/im+l _ A,M. 
for 4 = {.«,p.F} (7.40) 
where ei = 10"^ represents a typical value used during the computations. The same 
convergence condition has also been used in the solution of the pressure equation and 
the free surface kinematic condition. 
The calculated velocity field, is then checked to ascertain if it satisfies the 
divergence free condition. Values for the dilatation, obtained by equation (7.28), are 
used to calculate a normalized dilatation^ V, according to, 
^il23 (2?41. ;C42) 2:43) ^ £>2 
«41 + "42 + 
(7.41) 
xj,k 
where ^123(2:41,3^42,2^43) is the Jacobian of the transformation. The normalized 
dilatation, 2?, represents the fraction by which the local speed must be altered to 
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enforce mass conservation. The convergence of the solution to a divergence free state 
is based on the condition, 
maxCDtj^k) < £2 (7-42) 
where €2 = 10"^ was a t)^ical value used during the computations. 
If the solution, does not meet the divergence free criterion in terms 
of V ,  then the pressure field is updated to and the momentum equations are 
solved again for The pressure field is updated by adjusting the pressure 
dilatation source term, 5p, according to the following relation, 
^ + (1 - C'-'] (7.43) 
where u) represents a relaxation parameter, typically set equal to a value within the 
range 0.6 < CJ < 0.8. The pressure dilatation source at the previous update level, Sp, 
is given by: 
n-hl/ (q2 \' r]k,irinj Sij + Vn,ij Sij-^ j 
"I" [27/7^177^1,2•Aim (''^ 41)''^ 42) "i~ 27/n,l'7m,3«^nm (^41) 1^43) j 
dU4., n+l,/ / \ 
"t" ^277yi^2'7m,3«^nm (''^42i ^^43)1 "1" I ^Vj,n^rni q J ("^-44) 
The pressure Poisson equation (7.26c) is then solved by the SOR method for 
pTi+iyi-i-i^ subject to the normal stress condition (7.30a) at the free surface. Pressure 
values along the container wall are set according to boundary condition (7.31a). 
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8. RESULTS AND DISCUSSION 
The three dimensional model which has been developed in the previous chapter 
was used to generate solutions for several cases. These cases involved flows in containers 
of rectajigular, cylindrical, and spherical geometry. Sample results from three of these 
computations are presented in the remainder of this chapter. Two additional cases of 
spinup in spherical containers are given in [71]. 
Section 8.1 deals with liquid flows in translating containers of rectangular geom­
etry. These calculations represent a straight forward extension of the type of cases 
considered in the first part of this study. The flowfield and free surface position are ex­
amined for a case which involves a sudden step change in the velocity of the container. 
Furthermore, the efiects due to a finite container depth on the period of oscillation 
and the rate of viscous dissipation are investigated. 
The axisynmietric spin-up of a viscous liquid within a cylindrical container is 
examined in section 8.2. Here, the container is impulsively rotated about its vertical 
axis of symmetry. Viscous shear at the walls initiates the motion of the liquid, with the 
ensuing flow being two dimensional. In addition to the interesting physical features 
of this flow, this calcixlation allows for the comparison of the numerical solution with 
experimental data. 
A three dimensional liquid flow within a spherical container is considered in sec­
tion 8.3. The container is impulsively rotated about a vertical axis which is located 
some distance hi away from its center. Information on the flowfield and the free surface 
position are given. 
8.1 Liquid Flows in Translating Rectangular Containers 
Several cases involving the rectilinear motion of a rectangular container with re­
spect to the inertia! coordinate system, x, were considered. These calculations served 
a dual purpose. First, they were examined to ensure that the three dimensional model 






Figure 8.1: Problem Geometry for 3D Rectangular Containers 
ter 5. And second, to ascertain the effects due to a finite container width on the period 
of oscillation and the rate of viscous dissipation for the liquid flow. 
8.1.1 Use of the Numerical Model for Rectangular Geometries 
The effects due to the rectilinear component of the vehicle acceleration on the 
l iquid  wi thin  the  conta iner  are  captured by the  coordinate  t ransformat ion,  x  X Q .  
This transformation was given in equation (7.2). The coordinate system XQ moves 
along with the container. Its motion with respect to the inertial coordinate system, 
x, is described in terms of the position vector ii. For the cases considered here, the 
motion of the container is restricted along the x\ coordinate axis, such that £2(0 =0, 
ajid iz{t) =0. The forcing experienced by the liquid as a result of the container motion, 
was also restricted to cases which involved either a step change in the velocity, or 
the acceleration, £1, of the vehicle at time t = 0. These conditions are analogous to 
forcing conditions used for the two dimensional model, where: 
Q = h and Uo = (8.1) 
The liquid is initially assumed to be in a state of hydrostatic equilibrium with its 
free surface lying in the horizontal position. A schematic of the initial geometry of the 
liquid region is shown in Figure 8.1. The liquid region is described by the container 
length, Zx) along the xoi direction, the container width, L2, along the zo2 direction, 
and the initial height of the liquid, Fo, along the a;o3 direction. To remain consistent 
with the 2D model of chapter 3, the container length is used as the characteristic 
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container dimension, L=Li, and used to define the dimensionless container depth, A, 
and the initial liquid depth, Fo, according to: 
A = and (8.2) 
Li Li 
The solution of the governing equations is carried out based on the procedure 
outlined in the Chapter 7. With the forcing here detennined either by a 0 or 
a £i 7^ 0 condition, the remaining parameters used in describing the motion of the 
container with respect to the inertia! coordinate frame are all set equal to zero. Thus, 
{hit), 4(i), •0i(O. = 0 (8-3) 
To minimize the modifications needed in the numerical model, the two tracking angles, 
^2 set equal to, 
^2(0 = and i)z{t) = 0 (8.4) 
and a body fitted computational grid is generated in terms of generahzed grid coordi­
nates with the coordinate hnes extending along the S43 axis, the ^2 lines along 
the X41 axis, and the ^3 lines along the axis. The distribution of the grids points 
in each direction is detennined using the elementary stretching functions defined in 
equation (4.1). The transformation metrics j/t, rjij, and T]ijk are evaluated numerically. 
8.1.2 Liquid Flow in an Impulsively Started Container 
The flow of a viscous liquid in a rectangular container of dimensionless width 
A = 0.5 is considered here. The container is filled with liquid to an initial depth of 
Fo = 0.3. The physical properties of the liquid are described by Ga = 10® and Bo = 10®. 
For a characteristic container dimension of L ~ 0.1 m these values are representative 
of a liquid such as SAE lOW oil. 
At time f = 0, the container experiences a step change in its velocity, from a zero 
value for t < 0 to a value of Uo = ii = 0.l for t>0. The sudden change in the velocity 
of the container at i = 0 sets the liquid in motion, which begins to oscillate about the 
equilibrium horizontal firee surface position. Viscous dissipation brings the liquid back 
to a state of hydrostatic equilibrium as f —»oo. 
The velocity field for this case is shown in Figure 8.2. Each horizontal strip, 
consisting of three plots, depicts the velocity field for the same time level which is 
shown in the center plot. The velocity field, (UQI, UOS), along the container mid-plane 
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at xo2 = 0.25 is shown in the center plot. Note that xqi = 1-0 represents the leading 
side of the container, while xoi =0 the trailing side of the container. The left and right 
plots depict the velocity field, («o2i "os)? at the cross sections defined by xoi = 0.12 
and xoi = 0.88, near the trailing and leading ends of the container respectively. 
In the absence of liquid viscosity, the forcing experienced by the liquid for this case 
will lead to a two-dimensional fiowfield with uq2 = 0. This is reflected by the inviscid 
initial condition at f = 0, which is shown in Figure 8.2(a). This initial flowfield is 
calculated based on the procedure outlined in section 7.1.9 by rescaling the governing 
equations in terms of the pressure impulse function, 11. 
For t > 0, viscous effects cause the flowfield to become three dimensional. As the 
free surface moves away from its imtial horizontal position, viscous drag along the two 
containers walls, at 102=0 and xo2 = A, retards its motion. As a result, the free surface 
becomes curved, thus leading to non-zero pressure gradients in 102 direction. This sets 
up a secondary flow pattern in the xo2 — 2:03 plane for which uo2 ¥" 0. This secondary 
flow pattern can be seen in Figures 8.2(b-l) which cover the evolution of the flowfield 
for the first cycle of sloshing. If the free stirface rises in the interior of the container 
to a somewhat higher elevation than its does near the walls, then the secondary flow 
in along the 3:02—XQS plane is directed toward the walls. If the free surface falls to a 
lower elevation in the interior than it does near the walls, then the secondary flow is 
directed away from the walls and toward the center of the container. The flow remains 
symmetric with respect to the container mid plane at xo2 = 0-25. This was reflected 
by the calculated values for the dependent variables of the problem which generally 
agreed to five significant figures. 
The effiects of viscous dissipation on the flowfield are demonstrated by the se­
quence of Figures 8.2 (p-s). Each of these figures depicts the flowfield as the liquid 
passes through the equilibrium horizontal position. In this position most of the avail­
able energy of the flow is in the form of kinetic energy. After the completion of 
approximately three full cycles of sloshing, the flowfield shown in Figure 8.2(s) posses 
only about 9.2% of the initial energy of the flow. 
The free surface position for this case, F{t, XQZ, XQS), is shown at selected time 
intervals in Figure 8.3. Lines of constant pressure are also shown on the two container 
walls which are visible in the figure, at X02 = 0 and XQI = 1- The spacing between 
adjacent isobars is equal to Ap = 0.02. The free surface remains predominantly two 
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Table 8.1: Effect of Container Depth®, A, on the Period of Oscillation, T, 
and the Modulus of Decay, r 
Container Depth 
A 
Period of Oscillation Modulus of Decay 
T r(A)/r(oo) r r(A)/r(oo) 
0.50 3.9209 1.035 0.0789 1.435 
1.00 3.8470 1.015 0.0689 1.253 
2.00 3.8169 1.007 0.0620 1.127 
5.00 3.8061 1.004 0.0582 1.057 
oo 3.7912 1.000 0.0550 1.000 
®For cases with Fo=0.5, (5=0-2, (?a = 10®, and Bo = co. 
is to further flatten the shape of the free surface in the xo2 direction. Note that the 
limited curvature of the free surface which exists at i = 0.50, Figure 8.3(b), decreases 
as the liquid approaches a position of maximum elevation on the trailing side of the 
container at tRsl.OO, Figure 8.3(c). 
The reduction in the amplitude of sloshing as a result of viscous dissipation is 
evident from Figures 8.3(c, g, andh). In each of the these three figures the free surface 
is depicted near a position of maximum elevation at the trailing side of the container, 
during the first, second, and forth cycles of sloshing. Where the liquid reaches a 
maximum elevation of Fmax = 0.3581 during the first cycle, the maximtim elevation 
reached during the second cycle drops to Fmoi = 0.3339, and to F„mix = 0-3083 during 
the forth cycle. 
8.1.3 Paraxaetric Effects of the Container Depth 
The effects due to a finite container depth, A, on the period of oscillation, T, 
and the rate of viscous dissipation, r, are summarized in Table 8.1. These results 
are derived from the solution of a set of cases calculated with F<, = 0.5, Q =£i = 0.2, 
Ga = 10®, and Bo = oo. A 41x41x41 computational grid and a time step of At =0.002 
were used for the solution of these cases. 
Numerical values for the period of oscillation, T, and the modulus of decay, r, are 
listed in Table 8.1 as a function of the dimensionless container depth, A. These results 
are also compared with to a two dimensional result which corresponds to A = oo. 
Viscous drag along the container walls slows down the oscillations of the liquid 
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Where for A = 5.0 the period, T, is only about 0.4% longer than the two dimensional 
result, at A = 0.5 the increase in the value of T is about 3.5%. The increase in the rate 
of viscous dissipation is more profoimd. Even at A = 5.0 the modulus of decay, r, is 
nearly 6% larger than the two dimensional result. At A = 0.5, the increased dissipation 
from the two container side walls causes r to increase by more than 40% compared to 
the two dimensional result. 
8.2 Axisymmetric Spin-up in a Cylinder 
The spin-up of a viscous liquid within a partially filled cylindrical container is 
considered here. Initially, for f < 0, the cyhnder is stationary and the liquid is in a 
state of hydrostatic equilibrium. The container experiences a step change in its ajigulax 
velocity at t = 0, as it impulsively begins to rotate about its vertical axis of symmetry. 
The motion of the liquid is initiated by viscous shear along the container walls, with 
the resulting liquid flow being axisymmetric. 
The specific details pertaining to the application of the numerical model to ax­
isymmetric flows in containers of cylindrical geometry will be discussed. The numerical 
simulation of a specific case, which allows for a comparison between the numerical solu­
tion and the experimental results of [62], will be presented in detail. This case involves 
the spinup of a liquid with kinematic viscosity i/ = 1.16 x 10~® m^/sec, within a con­
tainer of radius i2 = 0.120 m, filled to an initial height of Fo = 0.508 m, and rotated at 
an angular speed of 118.93 rpm. 
8.2.1 Use of the Numerical Model for the Cylindrical Spinup 
The effects due to the rotational component of the vehicle acceleration on the 
liquid within the container are captured by the coordinate transformation, xo —*• xi-
This transformation was defined in equation (7.5). The coordinate system xi is rotating 
along with the container. Its angular orientation with respect to the inertial coordinate 
system, x, is described in terms of the three Euler angles The rotation of the 
container about its vertical axis of symmetry can be fully described in terms of Vs 
alone. 
The governing equations for this case are nondimensionalized based on the scales 
defined for the dependent and independent variables in section 7.1.10. The character­
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istic length, L, and acceleration, g, used in deriving these scales are given by, 
L = R and g = RCf (8.5) 
where R is the container radius and Q is the dimensional angular velocity of the 
container. In this case, the use of the centrifugal acceleration as the charjicteristic 
acceleration, g, leads to a more physically meaningful velocity scale, U ~ ^/Lg ~ RCI. 
Based on this choice for g, the dimensionless rotational Froude Number, Fr, defined 
by, 
RTl^  Fr = Proude Number (8.6) 
9 
appears in the governing equations. The body force terms in the momentum equa­
tions (7.26a) are nondimensionalized according to 5i/g. Thus, in dimensionless form, 
the acceleration due to gravity becomes equal to the inverse of the rotational Froude 
number, 
9 ^ 1 
g ~ *  F r  
The forcing of the liquid for the this case is determined solely by the rotation of 
the Euler angle, tpz- The angular position of the container can be simply described by, 
= t (8.7) 
The remaining parameters used in describing the motion of the container with respect 
to the inertial coordinate frame are all set equal to zero. Thus: 
{^t(0. ^2(0. hiit), = 0 (8.8) 
Based on the formulation of the model, the position of the free surface must be 
described by a function of the form F{t, x^, 142). To satisfy this requirement the 141 
axis is placed in the vertical direction by setting the two tracking angles, (^2 a-nd (^3, 
equal to, 
4>2(t) = ^ and <^3(4) = 0 (8.9) 
In order to reduce the computational effort required for the solution of this case the 
circumferential sjonmetry of the flow was explicitly enforced. The three dimensional 
equations were solved on a computational grid consisting of 61 nodes in the radial 
direction, 201 nodes in the axial direction, and only 3 nodes in the circumferential 
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k+1 section 
— k-1 section 
(a) Axial k-sectionat 6=0 (b) Cross Section 
Figure 8.4: Computational Domain for Cylindrical Spin-up 
direction. A schematic of the simplified computational domain used for the solution 
of this case is shown in Figiire 8.4. A two dimensional grid section, denoted as k-
section in the figure, was generated in the 0:43 = 0 plane in terms of generalized grid 
coordinates and ^2- The grid was fitted to the shape of the liquid region. The 
distribution of the grid points along the and ^2 coordinate directions was determined 
by stretching functions of the from given in equation (4.1). Values for the dependent 
and independent variables of the problem at grid sections A:-Hi and fc —1, which are 
needed for the evaluation of derivatives in terms of the ^3 coordinate, can be obtained 
from the circumferential symmetry of the problem. The solution of the problem in 
grid section fc, in terms of the Caxtesian coordinate system X4, can be related to the 
natural cylindrical coordinates (r, 5, z) according to, 
[r, 0, z] = 1X42, X43, ^4iLj,A: a^d [Ur, U0, Uj] = [U42, U43, U4l],j,;fc (8-40) 
provided that ^ = 0 (fc-section only). The following symmetry relations can then be 
used to project the solution onto the A: —1 and fc+1 grid sections, 
[141, U41, p, = [X41, ^^41, P, (8.41a) 
Mzj,k±i = cos(5ifc±i) and [1431,^^1 = sin(^A:±i) (8.41b) 
[U42]»j,fcfcl = COs(5fc±i) - [«43],j,jfc sin(5fc±i) (8.41c) 
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["43],j,ifc±l = sin(5fc±i) + [lt43]tj^ cos(0fctl) (8.41d) 
where 9k+i and 9k-i denote the circumferential position of grid sections k-\-\ and k—l 
with respect to grid section k. These two angles were set equal to ±0.02 radians during 
the computations. 
The flowfield in an axial cross section of the container, in terms of velocity com­
ponents (ur, Uz) can also be described in terms of the of streamfunction, /. Here, the 
streamfunction is defined such that: 
For this case, the streamfunction appears to be a better choice for the description of 
the flowfield. It provides a more detailed and less cluttered picture of the flowfield 
than the velocity vector. 
8.2.2 Development of the Flowfield 
The liquid within the cylindrical container is initially assumed to be in a state 
of hydrostatic equilibrium. At t = 0, the container begins to rotate about its vertical 
axis of synmietry. Viscous diflrusion at the container walls initiates the motion of 
the liquid by imparting angular momentum to the liquid adjacent to the walls. The 
subsequent spinup of the liquid can be described in terms of three distinct phases. A 
boundary layer phase of very short duration, during which viscous diffusion plays an 
important role in establishing the boundary layer flow along the container walls. It is 
followed by the spinup phase, where radial advection of angular momentum from the 
boTindary layer region into the core of the flowfield brings the liquid near a state of 
solid body rotation. The characteristic time scale associated with the spinup phase 
was identified in [43]. For a completely filled cylinder experiencing an impulsive but 
small change in its rotation rate, the convective time scale associated with the spinup 
phase is of order Tc ~ D / Here, v is the liquid viscosity, while D represents the 
liquid depth between the two container endwalls. Viscous decay of residual oscillations 
occurs during the final phase of the spinup process where the Uquid attains a state of 
solid body rotation. The equilibrium position reached by the free surface of the Uquid 
at solid body rotation, t—*oo, is given by. 






where r represents the dimensionless radial position (0 < r < 1). 
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The convective time scale given in [43], Tc, can provide an approximate time scale 
for the spinup of partially filled cylindrical containers. Note that this result has been 
derived for cases of completely filled cylinders, where a boundary layer along the top 
wall contributes equadly with the boimdary layer along the bottom wall to the spinup 
of the liquid. To use this result for partially filled cylinders an effective liquid depth 
of D = 2Fo must be used. Based on the parameters used in this study, Tc is given in 
dimensionless form by, 
Tc ~ 2FoGa* (8.44) 
The numerical solution for a case which was considered experimentally by Goller 
and Ranov, [62], is presented next. This case can be described in terms of the following 
set of dimensionless parameters: 
Initial Liquid Depth: Fo = 4.233 
GaUleo Number: Ga = 2.3979 x 10® 
Froude Number: Fr = 1.898 
Bond Number: Bo = oo 
The transient development of the fiowfield within the cylinder is depicted in Fig­
ure 8.5. In each of these plots the fiowfield is shown at an axial cross section of the 
cylinder. The inward propagation of the boundary layer along the container sidewall 
is depicted on the left half side of this cross section by a set of lines that correspond to 
constant values of the circumferential velocity component, ug. Note that ug is measured 
with respect to an inertial, non rotating frame of reference. The secondary circulation 
driven by the boundary layer at the bottom wall is illustrated on the right half of the 
cross section in terms of Unes defined by constant values of the streamfunction, /. 
Immediately following the onset of rotation at t =0, the liquid is set into motion by 
viscous shear along the container walls. During these early stages of the spinup, the 
inward propagation of the boundary layer from the container sidewall is dominated 
by viscous dififusion. Along the bottom wall, as the liquid adjacent to wall gains 
angular momentum, centrifugal forces cause it to move outwards. The radial flow that 
develops leads to the formation of a bovmdary layer along the bottom wall. This occurs 
within the first full revolution of the container, f < 27r. Note that based on the scales 
used for the nondimensionalization of the equations, a dimensionless time interval of 
At = 2ir corresponds to one full revolution of the container. The number of completed 
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velocity component, reaches a maximum value of 0.208 at t w 4.7, Nr « 3/4, and 
subsequently decreases at a slow rate for the duration of the spinup process. The 
streamfunction reaches a maximum value of fmax ~ 0.00456 at t w 4.5 and it also 
decreases for the remainder of the flow. The angular velocity of the liquid next to the 
bottom wall increases at a very slow rate. The diflFusion of angular momentum jfrom 
the wall is balanced by radial advection and Coriolis forces. This keeps the thickness 
of the boundary layer approximately constant for a large portion of the spinup. 
The effect of the secondary circulation on the inward propagation of the boundary 
layer along the container sidewall is very nicely depicted in Figure 8.5. Note the local 
increase in the speed of propagation as the secondary flow pattern grows in size and 
extends to higher and higher elevations. At t = 2.0, the thickness of the boundary layer 
is uniform with the exception of a small region in the lower comer of the container. 
The growth of the boundary layer at this time is still determined by diffusion. By 
t = 8.0, the inward convection of angular momentum by the secondary flow leads to 
an increased boundary layer growth the lower quarter section of the liqtiid region. 
Convective effects reach a height of z«2.5 by t = 16.0, and by t=40.0 (iVr«6.4) they 
reach the free surface of the hquid. The boundary layer thickness becomes once again 
uniform with the ug lines being nearly vertical away from the bottom boundary. The 
boundary layer thickness remains uniform for the remainder of the spinup process. 
This is the result of a dynamic interaction between the convective, centrifugal, and 
Coriolis forces. This interaction also served as the leading mechanism in extending the 
secondajy circulation upwards toward the free surface of the liquid. In Figure 8.5(b) for 
example, at t = S.O, the strongest inward radial flow occurs at 2:w0.8. Convection and 
Coriolis effects cause an increase in the thickness of the boundary layer at that location. 
However, as ug increases locally, the resistance offered by a stronger centrifugal force 
causes some of the radial flow to be redirected upwards, thus, extending the secondary 
circidation to a higher elevation. 
During the initial stages of the spinup the flowfield near the lower comer of the 
container exhibits a strong transient behavior. The radial jet like flow along the bottom 
wall has sufficient kinetic energy to penetrate into the adverse pressure gradient of the 
stagnation region which exists in the comer of the container. As the flow approaches 
the container sidewall it is first tumed inwards, at an angle of about 45° with respect 
to the container walls, as a result of the high pressure in the stagnation region. The 
flow is tumed again outwards at a somewhat higher elevation as the local centrifugal 
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force increases by the inward convection of angular momentum and overcomes the local 
pressure gradient. This flow pattern is evident in Figure 8.5 by the "S" like bending 
exhibited by both the streamlines and the constant angular velocity lines near the 
comer of the container for t < 100. A close-up view of the comer region, at f = 16.0, 
is also shown in Figure 8.6. Here, lines of constant angular velocity are plotted in 
part (a) of the figure. The velocity vector, {ur, Uz), is drawn in part (b). The shape 
of the Ufl-lines in the comer region indicates that the angulax momentum of the liquid 
does not increase monotonically with radial position. This represents an unstable 
stratification of angular momentum, leading to oscillations in the value of the angular 
velocity component, ug, at the forward edge of the boundary layer. An example of this 
behavior will be given shortly in the discussion that accompanies Figure 8.7. 
The oscillations in the value ug predicted by the numerical solution here are con­
sistent with previous numerical and experimental observations for liquid spinup in 
completely filled cylinders. The present result for the flow pattem in the comer re­
gion is qualitatively similar, both in form and duration, to numerical results given in 
[60]. The presence of these oscillations has also been verified experimentally by Wam-
Vamas et all., [75]. Their conclusions, which are based on laser doppler measurements 
(LDM) of the velocity field, indicate that these oscillations are excited by the sudden 
increase in the rotation rate of the cylinder. For cases of spinup from an initial state of 
solid body rotation they detected inertia! oscillations extending ahead of the bound­
ary layer. For cases of spinup from rest these oscillations remained confined in the 
comer region since they are not be supported by the irrotational liquid outside of the 
boundary layer. 
The deformation of the free surface occurs at a very slow rate. The portion of the 
free surface that lies within the boundary layer rises monotonically. As the thickness 
of the boimdary layer along the sidewall increases, and the viscous flow penetrates 
further into the interior of the flowfield, small amplitude disturbances are generated at 
the edge of the boundary layer. These disturbances appear to travel inward along the 
irrotational portion of the liquid surface. As a result, the fall of the free surface ahead 
in the interior core of the cylinder does not occur monotonically. Note for example 
in Figures 8.5(c,e, f, andh) the existence of small regions of positive streamfunction 
values on the portion of the free surface that lies outside the boimdary layer. The free 
surface is actually in the process of rising in at least some part of these regions. To 
an observer focusing on the portion of the free surface that lies outside the boundary 
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Figure 8.6: Flowfield in the Comer Region of the Cylinder 
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layer, it would appear as if the sxirface vibrates as it falls. 
The flow induced by the deformation of the free surface is very weak. For a large 
paxt of the spinup process it does not affect the flowfield except in the immediate 
vicinity of the free surface. However, ais the spinup progresses and the strength of 
the secondary circulation decreases, free surface effects extend somewhat deeper into 
the flowfield. The influence of these effects is limited to altering the structure of the 
secondary circulation in the top portion of the liquid region, with no apparent effect 
on the circumferential velocity profile. This can be seen in Figure 8.5(i). Note that 
the spacing between adjacent streamlines in part (i) of the figure has been decreased 
by a factor of ten compared to that used in parts (a-h). To gain a feeling for the 
reduction in the relative strength of the fiowfield at t = 750.0 (iVrWl20), streamlines 
that correspond to the standard spacing of A/= 0.0001 are drawn using thicker lines. 
The rate at which the liquid attains its angular momentum is depicted in pjg. 
ure 8.7. The angular momentum of a differential liquid element of mass, dm, about 
the spinning axis is given by, dH=ugr dm. The total angular momentum of the liquid 
H, can be evaluated by integration over the entire Hquid region. In dimensionless form, 
H(t), is given by the following expression. 
where p represents the density of the hquid. As the liquid reaches the state of solid 
body rotation, its angular velocity ug —* r, while the position of the free surface, 
F{oo, r), is given by the parabolic profile of equation (8.43). The angular momentum 
of the hquid at steady state is given by: 
In Figure 8.7(a) the ratio of, H{t ) /H (oo), is plotted as a function of time. The angular 
momentiim of the liquid increases asymptotically with time. By i« 133.0 (Nr ss 21), 
the liqaiid has already acquired half of its final angular momentum. The numerical 
solution was computed to a dimensionless time value of t = 750.0 (Nr^ 120). At this 
time, the momentum of the liqmd is within 6% of its final value. 
The variation in the angular momentum of the liquid with respect to time can be 
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Figtire 8.7: Angular Momentum of Liquid in a Spinning Cylinder 
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where Tc represents the convective time scale as given in equation (8.44). Baised on 
the values of Ga and Fo which apply to this case, the convective time scale is equal to, 
T c= 1053 .5 .  For  t  >  30 .0 ,  equa t ion  (8 .47)  can  be  used  to  approx imate  the  va lue  o f  H( t )  
to within one percent of the numerical result. However, during the initial boundary 
layer phase of the flow, t < 30, the angular momentimi of the liquid increases as H 
As a result, the error of the approximation based on equation (8.47) increases as t—*0. 
The significance of the secondary circulation, which is driven by the boundary 
layer along the bottom container wall, is illustrated in Figure 8.7(b). Here, the flowrate 
of angular momentvim into the boundary layer, Hi, and the flowrate of angtilar mo­
mentum out of the boundary layer, Ho, are shown as functions of time. The inflow 
and outflow of angular momenttim from the boundary layer are determined from the 
following expressions, 
/ • I I  -
Hi{ t )  = 27r / 7r(|wz| —liz) ug r^d r  (Inflow) (8.48a) 
Jo 2 
Ho{ t )  =  2i r  f  ^  { \ u z \ - i - U g )  ug r^  d r  (Outflow) (8.48b) 
Jo 2 
with the integration being carried out at a constant value of the axial coordinate, equal 
to 2 = 0.02, which hes outside the boimdary layer of the duration of the flow. 
The inviscid core of the liquid, which lies outside the boundary layer, remains 
irrotational. Liquid of low angular momentixm from the core enters the boundary 
along the bottom wall. It travels along a spiral path outwards, and exits the boundary 
layer along the bottom wall with its angrilar momentum having been significantly 
increased. By t = 750.0, the net outflow of angular momentum from the bottom wall 
boimdary layer reaches about 57% of the steady state value, H(oo). 
The effect of the oscillations which become excited in the comer region of the flow-
field by the impulsive start of the container rotation are also visible in Figure 8.7(b). 
These oscillations last for approximately the first twelve revolutions of the cylinder, 
0 < t < 75.0. The dimensionless frequency associated with these oscillations is apn 
proximately equal to 0.120. The oscillations in the values of Hi and Ho appear to be 
out of phase by 180°. 
8.2.3 Comparison with Experimental Results 
The numerical result for the free surface position is compared with the experimen­
tal measurements of GoUer and Ranov [62]. This comparison is shown in Figure 8.8. 
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The change in the position of the free surface from its initial value, F{ t ,  r ) —Fo ,  is com­
pared after 30 and 60 second time intervals have elapsed from the onset of rotation. 
These time intervals correspond to dimensionless time values of t = 373.63 {Nr w 55) 
and t = 747.26 (iV^wllO). 
The numerical resiilt for the position of the free surface position at times, t = 373.63 
and t = 747.26, are drawn in Figure 8.8 as solid lines. The experimental data are 
represented by the rectangular symbols. They have been reproduced here by scanning 
and digitizing results which appeared in the original publication. The error associated" 
with the reproduction of these data is believed to be less than 0.05%. No quantitative 
information on the error associated with the experimental procedure was given in [62]. 
The two experimental free surface profiles overestimate the total volume of liquid 
within the cylinder. The height of the rectangular symbols represents a correction 
to the experimental data for this lack of mass conservation. The top side of each 
of these symbols coincides with the position of the free surface as determined by the 
reproduction procedure. The bottom side defines the position to which the free surface 
must be moved, by a uniform increment AF, such that the total liquid volume equals 
its initial value. The experimental profiles were shifted downward by an increment of 
AF = 0.0115 at t = 373.63, and by AF = 0.0154 at i = 747.26. These two increments 
are approximately equal to 2.5% and 2.0% of the maximum change in elevation across 
the free surface at times t = 363.63 and t = 747.26 respectively. By contrast, the 
corresponding error in terms of mass conservation for the nimierical result is only 
0.14% at « = 373.63 and 0.22% at i = 747.26. 
The experimental procedure that was used in recording the free surface elevation 
involved the sweeping of the surface along the radial direction by a wire probe. As 
reported in [62], the process of completing a single sweep of the free surface by the 
probe required a time interval of nearly three seconds. However, during the transient 
phase of the spinup process, the position of the free surface changes significantly over a 
three second time interval. For example, at t = 373.63, the numerical solution predicts 
that the position of the free surface at the center of the container will change by an 
amount AF w 0.010 over a three second interval. Given that the experimental profiles 
overestimate the total liqmd volume, it is likely that the sweep of the surface by the 
wire probe was carried out starting from the center and moving toward the sidewall of 
the cylinder. Thus, it also likely that the experimental free surface profiles overestimate 
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Figure 8.8: Comparison of Numerical and Experimental Free Surface Position 
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overall error associated, with the experimental procedure is not provided, and further, 
the error in terms of mass conservation alone for the experimental data is nearly of 
the same order of magnitude as the difference between the numerical and experimental 
results, the agreement between the numerical and experimental free surface profiles is 
excellent. 
8.3 Three Dimensional Flow in a Rotating Spherical Container 
The three dimensional liquid flow which develops within an impulsively rotated 
spherical container is considered here. A schematic diagram illustrating the geometry 
of this case is shown in Figure 8.9. This numerical simulation involves a spherical 
container of radius i2 = 0.1 m, half-filled with SAE-lOW oil, and impulsively rotated 
at 20 rpm about a vertical axis located at a distance =0.2 m away from its center. 
This case can be represented in terms of the following set of dimensionless parameters, 
Initial Surface Position: Fo = 0.0 
Rotation Ann: /ii = 2.0 
Angular Velocity: Q3=^3 = 0.21146 
Galileo Nximber: Go = 1.240 x 10® 
Bond Number: 5o = 2434 
These paxameters have been derived based on the scales defined for the dependent and 
independent variables of the problem in section 7.1.10. The container radius is used as 
the characteristic dimension, L = R, while the chaxacteristic acceleration scale is based 
on gravity, g = g. Based on these scales, the dimensionless angular velocity of the 
container is equal to the square root of the Froude number, fis = \/Fr. The initial free 
surface position, FQ, is measured with respect to the container horizontal mid-plane 
at 2:33 = 0. A computational grid consisting of thirteen nodes in the radial (/ = 13) 
and azimuthal (J = 13) directions, and forty-one nodes in the circumferential (K =41) 
direction was used for the solution of the problem. The solution was marched using a 
dimensionless time step of At = 0.001. The position of the container with respect to 
the inertia! coordinate frame, XQ, can be fully described in terms of the Euler angle 
1/13, and the rotation arm, hi. The remaining parameters that relate the position of 
the container to the inertial coordinate frame are all set equai to zero, 




^ leading side 
Figure 8.9; Simplified Geometry for Asymmetric Spherical Spinup. 
The two surface tracking angles are initialized to <^2(0) = ""'''/2 and ^3(0) = 0, and for 
t>0, they axe adjusted according to the procedure described in section 7.3.1. 
Initially, for t < 0, the container is stationaxy and the liquid within it is in a state of 
hydrostatic equilibrium. A step change in the angular velocity of the container at f = 0, 
sets the liqiiid in motion. The flowfield within the container at time 4 = 0"^, immediately 
following the onset of the impulsive rotation, is determined from the solution of the 
initial condition equations. These equations are rescaled in terms of the pressure 
impulse function, 11, and solved based on the procedure outUned in section 7.1.9. 
The solution for the initial conditions of the problem is depicted in the following 
two figures. The pressure impulse function, H, is shown m Figure 8.10. The actual 
pressure within the liquid at the onset of the sudden rotation, t = 0, behaves Uke ~n/t. 
Figure 8.10(a) shows the pressure impulse field along the container wall surface. Here, 
the hemispherical shape of the wetted container wall surface has been stretched into 
a circle. The position of a given point on the container wall surface is described 
in terms of two surface coordinates (angles), 9 and ip. The angle 6 describes the 
circimiferential position meeisured relative to the positive a;3x axis. The leading side of 
the container corresponds to 5=90°, while the side of the container closest to the spin 
axis corresponds to 0 = 180°. The angle y?, describes the azimuthal position of a point 
on the container wall surface. It is measured relative to the bottom container pole, 
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located at 2:33 =—1. Based on this convention, the position defined by the intersection 
of the initial fi'ee surface and the container wail, the equator of the sphere, is located 
at (p = 90°. Note that the azimuthal angle (p as shown in the figure increases radially 
outwards. In Figure 8.10(b) the pressure impulse function, 11, is shown along a cross 
section defined by the X31 = 0 plane. In Figure 8.11(a), the velocity vector U3 is 
projected onto the plane defined by the initial position of the free surface (133 = 0). 
The projection of the velocity vector onto the 2:31 = 0 plane is shown in FigureS. 11(b). 
The direction of the container motion and the location of the spin axis are indicated 
by the arrows in each of these figures. 
The sudden onset of motion results in a velocity, Uo, relative to the inertial, non-
rotating, coordinate frame, XQ: 
Uo = (^1 +• r) X Q3 
=  h i x Q z  +  r x Q z  ( 8 . 5 0 )  
where, hi, represents the position vector in terms of the rotation arm which relates 
the position of the center of the container relative to the spin axis, xo3- The position 
vector, f, relates the coordinates of a given point relative to container center. The 
initial motion of the container can be represented by the superposition of a linear 
translation of the container along the X32 direction with a velocity Uz2 = hiQ.z, and a 
rotation about the 2:33 axis with an angular velocity equal to Qz-
The singularity in the pressure field is the result of the sudden linear push experi­
enced by the liquid due to motion of the container wall. The rotational component of 
the container velocity does not affect the initial flowfield. In fact, the initial motion of 
the liquid, viewed in terms of an inertial frame of reference is identical to that which 
would have resulted from a simple translation of the container in terms of Uz2 = hi^z-
This is reflected by the solution of the initial conditions. The impulse function, 11, 
shown in Figure 8.10 is symmetric about the X3i =0 plane. The velocity field shown 
in Figure 8.11 has a rotational component superimposed on it because it is measured 
relative to the rotating coordinate system, xz- At t = 0"^, the flowfield has not yet 
experienced any rotational effects. 
The subsequent motion of the liquid within the spinning spherical container caxi be 
visualized with the aid of Figure 8.12. This figure represents a series of plots, depicting 
the geometry of the liquid region as would have been seen by an observer whose position 
remains fixed relative to the moving container. This hypothetical observer is located far 
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Figure 8.11: Initial Velocity Field, itj, in a Rotating Sphere. 
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horizontal container mid-plane with 2:33 = 0. Note that the direction of observation in 
this figure leads to a prospective which is identical to that of Figtire 8.9. The direction 
of the container motion and the location of the spin axis are also indicated in each of 
these plots. The number of completed revolutions about the spin axis, denoted by Nr, 
is also given in the figure. 
The initial velocity imparted to the liquid by the sudden onset of the container 
rotation causes the liquid mass to undergo in part a lateral sloshing motion. The liquid 
initially rushes back toward the trailing side of the container. It reaches a position" 
of maximimi wall elevation on that side of the container, and then it begins to move 
in the opposite direction, toward a position of maximum elevation on the leading side 
of the container. The liquid is also imdergoing a simultaneous clockwise rotation. 
This rotation is initially about the 233 axis, but for t > 0'*' centrifugal acceleration 
effects cause a gradual shift in the orientation of the rotation axis. The combination of 
these two types of motion make the liquid appear to be sloshing back and forth while 
undergoing a clockwise rotation, with the bulk of the liquid slowly moving away from 
the spin axis. 
The shape of the liquid region, as defined by the position of the free surface, 
is shown at constant time intervals equal to 0.60 dimensionless time imits in Fig­
ures 8.12(a-p). The initial position of the liquid is shown in part (a) of the figure. 
Part (c) depicts the liquid near the first position of maximum elevation. The rota­
tional component of the motion causes this maximum elevation position to occur more 
than 6° clodcwise past the negative 2:32 axis, at a circumferential position of 9 = —96.3°. 
The second position of maximum elevation is reached at tw 3.96 and it corresponds to 
an angle, 0»5 34.5°, while the third occurs at t«6.46 and 152.8°. 
The remaining plots. Figures 8.12(q-x), are intended to give a the reader a feeling 
about the long term effects of viscous damping. The lateral sloshing component of the 
liquid motion, with the liqvdd moving back and forth between position of maximum 
wall elevation, makes the flow to appear to be quasi-periodic. In parts (q-t) of the 
figure the Uquid is shown near such positions of maximum elevation during the third, 
forth, fifth, and sixth, sloshing cycles. The positions of maximimi elevation shown in 
parts (u-x) correspond to two-cycle intervals starting from the eighth cycle. 
The motion of the liquid within the rotating container is also illustrated in terms 
of Figure 8.13. This figure provides information on the motion of the center of gravity 
of the liquid. The coordinates of the center of gravity are calculated according to 
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Figure 8.13; Trajectory of the Liqmd Center of Gravity for Spherical Spinup. 
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equation (7.33). The complete trajectory traced by the center of gravity during the flow 
is projected onto a constant X33 plane in Figiire 8.13(a). Positions that correspond to 
a maximum departure from the equilibriimi position of the center of gravity are shown 
in Figure 8.13(b). These positions are consecutively numbered, and the corresponding 
time values at which they are reached are indicated in the figure. Based on this 
numbering, they are also labelled as odd ajid even extremes, since the elapsed time 
interval between any two consecutive odd (or even) extrema can be used in defining a 
period, T, for the lateral sloshing component of the liquid motion. 
Figure 8.13(b) provides a very nice picture of the slow decay of the liquid flow to­
ward the position of static equilibrium with respect to both gravity and the centrifugal 
force. The equilibrimn position of the center of gravity is indicated in the figure. It 
is determined from the final parabolic position reached by the free surface as t—* oo. 
The final position of the free surface is given by, 
where Co represents a constant that is determined from a global mass balance. For a 
given rotation rate, 0, it is a fimction of the amount liquid volume within the container. 
Based of the values of Fo and ^3 used for this case, Co = —0.01125. It should also be 
noted that the equilibrium position of the free surface, as given in equation (8.51), is 
only approximately correct because it ignores surface tension effects. 
The spiral like motion of the center of gravity toward its equilibrium position 
is also depicted in Figure 8.14. The rate at which the rotational component of the 
liquid motion decays as a result of viscous dissipation is shown in Figure 8.14(a). 
Here, OJ denotes the angular velocity of the center of gravity of the liquid about its 
equilibrium position. Plotted in the figure is the ratio of w/fi3, with the values of oj 
having been averaged over a full cycle time interval. Note that the damping of the 
rotational component occurs rather slowly. After more than 14 full cycles, the liquid 
is still rotating at an angular speed which is about 60% of the initial rate. 
The numerical result for damping of the lateral sloshing component of the liquid 
flow is depicted in Figure 8.14(b) in terms of the open circle symbols. Here, S represents 
the distance of the projected position of the center of gravity from its equilibrium 
position. It is calculated from the following relation, equation, 















Figure 8.14: Viscous Decay for Spherical Spinup. 
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where, Xa represents the coordinates of the center of gravity of the liquid. The solid 
line in Figure 8.14(b) is a representation of previous experimental measurements of 
the damping rate associated with first mode lateral sloshing in spherical containers. 
A correlation for a logarithmic form of the damping rate, 5R, is given in [1] as equa­
tion (4.11b). This correlation, which predicts the value of as a function of the Galileo 
number, Ga, is based on several experimental works. The logarithmic damping rate is 
defined in [1] as, 
(8.53) 
•^max 
where Fmax represents the maximimi elevation reached by the liquid during a given 
cycle, and n denotes the cycle number. Assuming that the maximum elevation of the 
free surface is proportional to maximum departure of the center of gravity from its 
equilibrium position. 
Fn  c n  max ^ '^max 
Ftn+l max '^max 
then, the result given in [1] can be expressed in terms of a modulus of decay, r, the 
parameter used in this study for describing the rate of dissipation. Let the exponential 
variation in S(t) be denoted by, 
5(t) = Soe-^ (8.54) 
where So denotes its initial value, and r is the modulus of decay. Substituting in 
equation (8.53) leads to, 
where, T denotes the period of oscillation. Thus the value of 5r = 0.14884 given in 
[1] is divided by the period, Te = 5.15 (experimental result), to yield r = 0.0289. This 
value for r is used to determine the slope of the solid line in Figure 8.14(b) with the 
value of So chosen for a best fit of the numerical data. Note that with exception of the 
first numerical data point, the comparison of the present result with the experimental 
data is excellent. 
An excellent agreement was also obtained by comparing the present numerical 
result for the period of oscillation, T, with previous experimental measurements given 
in [1] (see Table 2.3). The solution of the spherical spinup case was calculated for 
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Figure 8.15: Liquid Volume Error for Spherical Spinup. 
displayed some variation, generally decreasing with time. A value of T = 5.25 was 
obtained for the first cycle, and a value of T = 5.04 for the fourteenth cycle. The average 
period over these fourteen cycles was equal to f = 5.09. Experimental measurements 
for the period associated with first mode sloshing in spherical containers indicate a 
value of rc=5.15, which is only 1.15% larger than the numerical result for the average 
period, f. 
The truncation error of the solution is not precisely known since no grid resolu­
tion studies were conducted. This is in part due to the fairly extensive computational 
requirements of this case. One measure of the tnmcation error is provided by the be­
havior of the calculated dimensionless liquid volume, V. The calculation of V is based 
on equation (7.34). The variation in V'(f)/V(0) is shown in Figure 8.15. The calculated 
value for V decreased throughout the calculation. This error reached approximately 
4.37% after the first ten cycles of sloshing. 
The solution for this case was computed to a dimensionless time of t = 75.0, using 
a marching time step of At = 0.001. It required a total of approximately 190 hours of 
CPU time on an ffP 700 series machine, with a computational speed of ~ 30 Mfiops. 
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9. CONCLUDING REMARKS 
The numerical simulation of liquid sloshing in moving containers has been con­
sidered. Numerical models have been developed and applied to both two atnd three 
dimensional flows. These models are based on the Navier-Stokes equations, recast in 
a non-inertial coordinate frame which follows the motion of the container. Singulari­
ties produced by the onset of sudden motions have been removed from the formulation 
using an asymptotic analysis to renormalize the governing equations. A primitive vari­
able formulation is used, and the pressure solution is based on a Poisson equation. The 
position of the free surface is determined from a kinematic condition. The governing 
equations are approximated by finite differences which are second order accurate both 
in time and space. An iterative SOR method is used for the solution of the problem. 
Restilts for several cases involving sloshing in simply translating two and three 
dimensional rectangular containers have been presented. These include forcing con­
ditions based on sudden changes in the container acceleration, ajid in the container 
velocity. The effect of the forcing conditions and the physical properties of the liquid 
on the sloshing problem have been examined in terms of a parametric study. A forcing 
condition baised on a constant driving external force was also considered. The solution 
of an axisymmetric spinup problem in a cylindrical container was given. A full three 
dimensional spinup problem of spherical geometry was also presented. 
A brief summary that highlights some of the contributions and conclusions drawn 
from the study follows. 
9.1 Formulation Summary 
Sloshing liquid flow is induced as a result of the container motion. A sudden 
change in the acceleration of the container causes a discontinuous jump in the pressure 
field. A sudden change in the velocity of the container leads to a discontinuous jvimp 
in the velocity field and a momentary singular pressure field. The formulation has 
been regularized beised on an extensive investigation of the asymptotic behavior of the 
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liquid following these abrupt changes in the motion of the container. The correct set 
of initial conditions has been determined for both simply translating and rotational 
sloshing problems. For cases involving a rectangular geometry analytical solutions for 
the initial conditions were given. 
The small but finite interfacial region existing between a liquid and a gas is ap­
proximated by a material surface, the free surface of the liquid. The requirement that 
the stress vector be continuous across the interface leads to a zero tangential stress 
condition, and a normal stress condition which accoimts for the pressure difference 
across the interface. This modeling approximation has the following implications: The 
free surface of a viscous fluid can not undergo a change in shape without generating 
vorticity. Since it is also a material surface, viscous diffusion becomes the sole mech­
anism through which free surface vorticity can enter the interior flow. In the limit of 
vanishing hquid viscosity, vorticity generated at the free surface remains on the free 
surface. First law analysis of the interfacial region suggests that the deformation of 
the free srirface is accompanied by a change in its free Helmholtz energy due to surface 
tension. Furthermore, the displacement of the free surface leads to an increase in the 
internal energy of the interfacial region due to viscous dissipation. Numerical calcu­
lations suggest that the loss of available energy from the system due to dissipation at 
the free surface of the liquid represents nearly one tenth of the total dissipation loss. 
The foundations for a method that simpUfles the coupling of the dynamics of 
the liquid with those of the moving vehicle have been laid out. This method, which is 
applicable to rigid (non-breathing) containers, utilizes the concept of an apparent mass 
for the liquid, which is formulated in a manner that measures the resistance offered by 
the liquid to sudden changes in the acceleration experienced by the vehicle. It enables 
the solution of the solid and liquid equations based on a simple explicit coupling 
scheme, which offers significant savings over the implicit coupling of the equations. 
Results obtained by this method indicate that the fundamental frequency of sloshing 
increases with an increasing liquid payload. 
For three dimensional flows in spherical containers an adaptive transformation 
technique has been developed and implemented which improves the accuracy and ex­
tends the range of the model. A transformation is utilized prior to grid generation, 
which allows for the continuous and interactive transformation of the governing equa­
tions to a coordinate system that is best suited for their solution. By following the 
bulk of the moving liquid, a more nearly orthogonal grid can be generated with less 
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effort, using a combination of aJgebraic and elliptic schemes. This either alleviates or 
eases the one-to-one limitation imposed on the shape of the free surface by the use of 
a kinematic condition. 
9.2 Numerical Method Summary 
The following conclusions are drawn from specific experience gained through ex­
perimentation with the two dimensional model that was presented in the first part of 
this study. This experience has been limited to iterative solution methods, and hquid 
flows that are in essence quasi-periodic in nature. Thus, the extent to which the fol­
lowing conclusions can be generalized to other types of flows or methods of solution is 
uncertain. 
A primitive variable formulation of the incompressible equations requires the use 
of some form of a pressure correction scheme due to the lack of a specific equation for 
the pressure variable. The two most popular methods for accomplishing this task, the 
Artificial Compressibility Method (ACM), and the Pressxire Poisson Method (PPM), 
have been examined in this study (see section 4.4.5). Solutions based on the PPM 
method satisfied globally the divergence free condition of the flowfleld better. The 
magnitude of the average dilatation for a PPM solution tended to be an order of mag­
nitude smaller than the corresponding value based on an ACM solution. Algorithms 
based on the ACM method, which solved the momentum and pressiure equations si­
multaneously, tended to be slower than PPM algorithms which solved these equations 
separately. 
Compared to first order, second order time differencing wjis found to greatly im­
prove the long term accuracy of the numerical solution. For the quasi-periodic t3Tpe of 
flows considered in this study, where long term accuracy is desirable, the use of first 
order time differencing is not recommended. 
The explicit integration of the free surface kinematic condition was also found to 
have a negative impact on the long term accuracy of the solution. If the available 
computational resources prohibit the use of an implicit integration scheme, then it is 
worth while considering alternatives to the straight forward explicit integration of the 
kinematic equation. For example, rather than basing the integration on calculated 
velocity values from the previous time level, using extrapolated velocity values at 
the current time level vras fo\md to significantly improve the accuracy of the explicit 
method. 
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9.3 Summary of Results 
Detailed information on the free surface position, the velocity field, and the pres­
sure field has been given for several representative cases. Information on the funda­
mental sloshing frequency and the rate of viscous dissipation was also provided. The 
numerical result demonstrated excellent agreement with analytical and experimental 
results, when such comparisons were possible. 
The flow of the sloshing liquid is intricate and complex. Noteworthy is that while 
the forcing of the liquid results in the excitation of a wide spectrum of frequencies, 
the flow appears for the most part to be almost periodic because the amplitude of 
oscillations associated with the fundamental frequency tends to dominant over other 
frequencies. The fundamental frequency is affected by several factors. Its magnitude 
increases with increasing liquid depth and decreases with increasing liquid viscosity 
or amplitude of forcing. It also increases with increasing surface tension effects. The 
r a t e  o f  v i s c o u s  d i s s i p a t i o n  i n c r e a s e s  w i t h  i n c r e a s i n g  l i q u i d  v i s c o s i t y  ( d e c r e a s i n g  G a ) ,  
and also with increasing surface tension effects (decreasing Bo). It also increases with 
decreasing liquid depth, but appears to be insensitive to the type of forcing. 
In a regime dominated by surface tension effects, the amplitude of the liquid 
oscillations is small, while their frequency is high. The liquid oscillations appear to be 
more like free surface vibrations. The static equilibrium position of the liquid may also 
be undeterminable in advance, if the net body force acting on the liquid is not normal 
to the initial position of the free surface. In a regime where surface tension forces are 
of comparable strength to inertial, body, and surface forces, the forcing of the liquid 
may lead to its sub-harmonic excitation, thus making the liquid oscillations to appear 
to be more non-periodic. 
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APPENDIX A: FREE SURFACE DYNAMIC CONDITIONS 
The dynamic free surface conditions have been defined in Chapter (3) in terms of 
local curvilinear coordinates by the following equations, 
dUr dUn r • y \ f A \ 
— KUT + —— = 0 (tangential stress) (A.la) 
on OT 
dV( 
p — po = (normal stress) (A. lb) 
on 
where the normal, e^, and tangential, eV, unit vectors at the free surface (see Figure 3.2) 
are defined by: 
-Fxt+J J  -  t  + ArJ / A  
en = , r- and er = , (A.2) 
+n \ / i+Pi 
with, 
- dF ~ d^F , F^ Fx = ^ , Fxx = , and, K = ^ 
Bx { \+ny  
The normal, Un, and tangential, WT, velocity components along the free surface are 
given by, 
T-> - -FxU + v J _ T-> - u-\-FxV Un = V - n = —, and Ur = V - t = = . (A.3) 
v i+^ \/ l  + FJ 
The derivatives in terms of the curvilinear coordinates (n, r) which appear in equa­
tions (A.l) can be decomposed into rectilinear derivatives in terms of the (x,y) coor­
dinate system according to the following relations: 
= V • e- = -jl== + |r) (A.4a) 
y/l + Fi \ J 
^ V • e; = -jl== (|r + Fxfr) (A.4b) 
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Using equations (A.3, and A.4), the dynamic free surface conditions as given by equa­
tions (A.l) can be transformed into the following forms, 
g~ ^5ij"  "si j  P - P o  =  
dv 
dy l+F^ 





APPENDIX B: BOUNDARY LAYER SOLUTION 
An asymptotic analysis of the governing equations at f = 0 was presented in 
section 3.2.1. For cases that involve a sudden change in the velocity of the container 
the pressure at f = 0 is singular. Based on the scales identified in equation (3.18), 
the governing equations were reduced into a simplified form, Jind solve to obtain the 
analytical solution given in tenns of equations (3.32). This solution is valid in the 
core of the liquid, away from the immediate vicinity of the container walls and the 
free surface. Here, similarity solutions will be developed by reconsidering the balance 
of terms in the governing equations within thin boundary layers along each of these 
boimdaries. Since the form of the resulting equation for the bovmdary layers along each 
of the container walls is identical, the focus of the analysis will be on the boimdary 
layer along the bottom wall, and similarity solutions for the two side walls will be 
simply given. The botmdary layer along the free surface will be considered separately. 
The characteristic scales of equation (3.18) suggest that within a small region 
of thickness 6 ~ s/vAt, next to the bottom botindary at y = 0, the viscous term 
becomes of order, ~ 0{Uo/At), the same order as the remaining dominant terms in 
the equation (3.18). Within this region, continuity suggests that Au~ SAv/L. The 
balance of terms in the vertical component of the momentum equation indicates that 
the change in pressure across the boundary layer is of order, Ap~ p Au6^/At. The 
dependent and independent variables of the problem are nondimensionalized according 
to scales appropriate for the boxmdary layer, according to: 
t 
t 




Using the above expressions, the governing equations are nondimensionalized and in­
tegrated in a small neighborhood of t = 0 to obtain the following set of initial condition 
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equations for the bottom wall boundary layer: 
^ = 0 (B.2b) 
dvi^ du^ 
li = -It 
The solution of the above set of equations can be obtained as follows: Based on 
equation (B.2b), 11* remains constant across the boundary layer and can be matched 
to n for the core flow, evaluated at the edge of the boundary layer, 
= n(a;,2/)lj^o (B-3) 
Since 11* is independent of y*, the right hand side of equation (B.2a) also becomes 
independent of y*, and according to equation (3.30b) is in fact equal to the core value 
of u^, evaluated at y = 0. Thus, the right hand side of equation (B.2a) can be 
replaced by the negative of uj,, which is defined as follows: 
u* = t.+(i,s)| =  ^ (B.4) 
y=0 
Equation (B.2a) can be rearranged into a form that facilitates its analytical solution 
by redefining new variables. 
W = ut and ^ ^ (3.5) 
which when introduced into equation (B.2a) lead to the following form: 
d^W dW 
_ + 2 . - - W  =  0  ( B . 6 )  
This equation can be solved subject to boundary conditions that the require to 
vanish at the wall, and to match the core velocity as y*—»oo. Based on these conditions, 
the corresponding boundary condition in terms of z and W are given by, 
W =  — a t  z  =  0  ( u ^  =  0  a t  y *  =  0 )  ( B . 7 a )  
lim W = 0 ( lim (B.7b) 2—•oo \y*-^oo * ^ * 
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An analytical solution for equation (B.6) can be determined in terms of the error 
function, erf(a:). A definition for the error function and further information on the 
solution of this equation can be found in [76]. The resulting velocity profile for the 
horizontal velocity component with the bottom boundary layer is given by, 
(B-8a) 
where Q is defined by, 
g{x)  = (1  + 2)  ^ "^(2)  ~  Y  
An analytical expression for the vertical velocity component within the boundary layer, 
v^, can be found by integration of equation (B.2c) based on the above profile for u^. 
The result is, 
vT = 
dx Hy*)  (B.9a) V=0; 
where T is defined by, 
^ (3^+^) (^+t) (^+1) 
The boundary layer flow along the bottom wall has been defined by a similarity 
solution in terms of equations (B.3), (B.8), and (B.9). The same velocity profiles exist 
within boundaxy layer along the container side walls. The flow within these layers can 
be described by the following similarity solutions: 
Left wall at a: = 0: 
vtM = 
- iF, ay 
2/*) 1x^=00 ^(^i!/)lx=0 
where, 
X y 
V7i ' "''LF, 
Right wall at x = 1: 







u:M = (jr^ (B.llb) 
n*(a:*,y.) 1^=00 = n(ar,2/)l^i (B.llc) 
where, 
and represents the matching value of the vertical velocity component of the core 
flow, 
= •u'^(rc,y)|^^ (LeftB.L.) or (Right B.L.) 
The inviscid solution for the core flow at f = 0''", given by equations (3.32), fails 
to satisfy the tangential stress condition (3.10) at the free surface. An asymptotic 
analysis of the governing equations in a small region next to the free surface, where 
the inviscid solution suggests that u « {/<,, and 11« 0, indicates that the depended and 
independent variables must be rescaled within a boundary layer of thickness 6 ~ Vv At 
according to: 
t X FQ — y 
u = , , = T y* = —7=^  (B.12a) 
Jwi ^ 
4+= yEj j  (B.12b) 
V^ = {pgL)pt (B.12c) 
where represents the value of the normal velocity component of the core flow. 
Note that and uj" represent corrections to the inviscid solution, and that for within 
an order ~ 0{y/L^ they are both negligible. 
The liquid flow within a boundary layer along the free surface at time i = O"*" is 
given by the solution of the following set of equations, 
1 du^ 1 4- _ /r> -,0 N 





subject to boundary conditions, 
lim = 0 , lim = 0 , and lim pi = 0 
y*-»oo * y*-*oo * y*-»oo 
and along the free surface, at y*=0, the tangential stress condition, 
dut 
y.=0 dx 





P* = 0 
d^v 









The flowfield within the free surface boundary layer is then determined by the super­
position of the inviscid core solution and these viscous corrections according to. 
= uj- - Uo ,+ and 4- v'^ (B.15) 
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APPENDIX C: TRANSFORMATION METRICS 
The position of a given point in the nutating coordinate system xu can be related 
to its respective coordinates in the arot coordinate system by, 
X\i = Clji Xoj 
where the metrics of the transformation in terms of the three Euler angles rpi axe given 
where for equation (C.l), Si=siD.(ipi) and Ci = cos{ipi). 
The transformation from body centered to the body fixed coordinate system is 
given by, 
= oct jXzj  
where the transformation metrics in terms of the deformation angles, •di, are given by, 
where for equation (C.2), Si=sin(i9i) and Ci=cos(T9i). 
The transformation from the X3 to the X4 coordinate system is described by, 
X^i  — Sj iXzj  




^ cos(02) cos{<f>z) - cos(02) sin(03) —sin{(f>2) ^ 
sin (03) cos (03) 0 
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