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7Resumen en Castellano
Maltparser es un generador de analizadores de dependencias contempora´neo
basado en aprendizaje automa´tico mediante el que se obtiene una gran pre-
cisio´n. Actualmente los resultados rondan el 80 % de precisio´n (Labelled
Attachment Score–LAS) para el castellano y parece que estos resultados son
un l´ımite que no se puede superar. En este trabajo se han realizado una serie
de estudios sobre generadores de analizadores de dependencias en bu´squeda
de te´cnicas para mejorar este l´ımite de facto de la precisio´n. En primer lu-
gar, se muestran una serie de ideas y experimentos basados en el taman˜o del
corpus de entrenamiento y/o longitud de las frases, y en segundo lugar se
aborda la idea fundamental de este trabajo: el Analizador de N-Versiones,
que consiste en combinar la accio´n de diferentes analizadores entrenados es-
pec´ıficamente para diversas tareas y conseguir de esta manera mejorar la
calidad overall en el ana´lisis de dependencias sinta´ctico.
Abstract in English
Maltparser is a contemporary dependency parsing machine learning-based
system that shows a great accuracy. Nowadays the results are around 80 %
(Labelled Attachment Score–LAS) for Spanish parsing and it seems that is
not posible to beat these results. In this work we did a few studies about
dependency parsers to find some techniques to improve this de facto limit
of the accuracy. Firstly, we show some ideas and experiments based on the
corpus size and/or sentences length, and finally we show the main idea of
this work: the N-Version dependency parser, that is the idea to mix the ac-
tion of some specific trained parsers, each parser is trained to achieve better
accuracy in a specific task, and finally obtain better results in global depen-
dency accuracy.
8Palabras clave en Castellano
1. Procesamiento de Lenguaje Natural (PLN).
2. Aprendizaje Automa´tico.
3. Ana´lisis sinta´ctico de dependencias.
4. Entrenamiento basado en corpus.
5. Maltparser.
6. Ana´lisis Sinta´ctico del Castellano.
Keywords in English
1. Natural Language Processing (NLP).
2. Machine learning.
3. Dependency parsing.
4. Corpus-based training.
5. Maltparser.
6. Spanish parsing.
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Cap´ıtulo 1
Introduccio´n y objetivos
En este Cap´ıtulo se presenta una introduccio´n del trabajo. Se describe
en l´ıneas generales lo que se aborda, y se define el ana´lisis de dependencias
y el entrenamiento basado en corpus. Proporcionando de esta manera, los
conceptos generales para entender el resto del trabajo.
1.1. Descripcio´n y objetivos del trabajo
En este trabajo se presenta un estudio elaborado para la mejora de la
precisio´n del ana´lisis de dependencias sinta´cticas.
Partiendo de unos resultados actuales muy buenos en el ana´lisis de de-
pendencias que se describen en el Cap´ıtulo 2, se pretenden mejorar, no so´lo
los resultados globales, sino obtener una precisio´n local ma´s elevada. De es-
ta manera el usuario final de un analizador de dependencias recibira´ una
solucio´n ma´s satisfactoria.
Para ello, se trata de buscar respuesta a las siguientes preguntas:
¿Que´ factores del corpus de entrenamiento pueden afectar a la pre-
cisio´n en el ana´lisis?
¿Es viable una mejora de la precisio´n mediante la manipulacio´n del
corpus de entrenamiento?
¿Es viable una mejora de la precisio´n mediante modificaciones del flujo
de ana´lisis?
¿Que´ acciones para la mejora de la precisio´n son automatizables?
Se ha utilizado un generador de analizadores de dependencias automa´tico,
basado en aprendizaje automa´tico mediante corpora de entrenamiento que
contienen frases etiquetadas con ana´lisis de dependencias.
Se han desarrollado una serie de te´cnicas de bajo y alto nivel, para cono-
cer en profundidad el funcionamiento y los detalles de los analizadores de
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dependencias, mediante las que, tras el proceso de investigacio´n, se pudieron
desarrollar algunas te´cnicas que promovieron una mejor calidad en el ana´lisis
de dependencias.
El material, tanto corpus utilizado como generador de analizadores de
dependencias se describen en las Secciones 2.3.1 y 2.2.2, respectivamente y
contenidos en el Cap´ıtulo 2. Y todos los experimentos y mejoras, se describen
en el Cap´ıtulo 3.
En primer lugar, se estudiaron te´cnicas de alto nivel basadas en la homo-
geneidad de la precisio´n partiendo de un analizador no modificable. Para ello,
se realizaron una serie de experimentos generando corpora de entrenamiento
y ana´lisis de diferentes taman˜os y caracter´ısticas, para luego realizar experi-
mentos similares centra´ndose en las caracter´ısticas de las frases contenidas
en los corpora.
En segundo lugar, se estudio´ la viabilidad de un analizador N–Versio-
nes, que consiste en la combinacio´n de diferentes analizadores cada uno
entrenado para analizar una parte de la frase diferente y obtener de esa
manera un ana´lisis de mejor calidad.
Finalmente, se muestra una aproximacio´n a un algoritmo que env´ıa las
diferentes palabras de una frase al analizador ma´s adecuado, convirtiendo
dicho algoritmo en un analizador N–Versiones.
Las ideas que se plantean en este trabajo surgieron inspiradas por (Mc-
Donald y Nivre, 2007), combinando lo que se presenta en ese cap´ıtulo con
el hecho de que una estrategia comu´n en tolerancia a fallos es la imple-
mentacio´n de sistemas N–Versiones. Habitualmente los sistemas N–Versiones
realizan el mismo co´mputo simultaneamente y luego se elige una de las n
salidas. En este trabajo se presenta una alternativa, donde se elige a priori,
cuales de los n sistemas van a computar cada parte y en cada instante, para
posteriormente combinar las salidas de los mismos para obtener la salida
final.
Por lo tanto, queda de manifiesto, la originalidad de la propuesta. Aunque
existen trabajos en los que subyace la idea de la combinacio´n de distintos
sistemas, pero en el caso de etiquetadores de categor´ıas gramaticales como
(Sjo¨bergh, 2003) y (Gamba¨ck et al., 2009). No as´ı, en el caso de analizadores
sinta´cticos de dependencias, donde el presente trabajo se puede considerar
pionero en la materia.
A continuacio´n se expone de manera general los dos conceptos fundamen-
tales sobre los que versa este trabajo: el ana´lisis sinta´ctico de dependencias
y el aprendizaje automa´tico basado en un corpus de entrenamiento.
1.2. Ana´lisis Sinta´ctico de Dependencias
En esta seccio´n se presenta el tema fundamental de estudio que se ha
usado para el desarrollo de este trabajo: El ana´lisis de dependencias. De
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esta manera, se presenta una definicio´n formal del concepto de dependen-
cia, or´ıgenes sobre grama´ticas de dependencia y una serie de medidas de
evaluacio´n actuales que se usan para medir la precisio´n en el ana´lisis de
dependencias automa´tico.
1.2.1. Descripcio´n
La idea fundamental de dependencia esta´ basada en que la estructura
sinta´ctica de una frase consiste en relaciones binarias asime´tricas entre las
palabras de esa frase (Ku¨bler, McDonald, y Nivre, 2009). Por tanto han
de establecerse criterios para definir que´ relaciones de dependencia existen,
para distinguir de que´ forma esta´n relacionadas dos palabras en una frase y
si esas relaciones esta´n etiquetadas o no.
Por tanto, a partir de las relaciones asime´tricas y los diferentes criterios.
Dada una frase, en cualquier lenguaje, se puede establecer un a´rbol sinta´ctico
de dependencias etiquetado como el del ejemplo que se muestra en la Figura
1.1. En este ejemplo se observa el ana´lisis de dependencias de la frase en
castellano: “Le dijo a Auri que se iba al fu´tbol, ella le miro´ con los ojos
fuera de las o´rbitas”. Se puede razonar que dada esa frase y conociendo
cierta informacio´n sinta´ctica de cada uno de los elementos que aparecen en
la misma, se pueden establecer distintas relaciones de dependencia, donde
la ra´ız de todas ellas es la accio´n principal de la frase.
Con la informacio´n contenida en un a´rbol de dependencias se pueden
realizar mu´ltiples tareas, como simplificacio´n de textos (Caseli et al., 2009),
reconocimiento de la implicacio´n textual (Herrera, Pen˜as, y Verdejo, 2005),
deteccio´n de conceptos negados en una frase (Ballesteros, Mart´ın, y Agudo,
2010) o (Morante, Liekens, y Daelemans, 2008), etc. Pero eso no es lo que
ocupa el desarrollo de este trabajo. Este trabajo se centra en la mejora de la
precisio´n en el ana´lisis de dependencias automa´tico, basado en aprendizaje
automa´tico y orientado hacia un corpus concreto: AnCora (Mariona Taule´ y
Recasens, 2008), y un generador de analizador de dependencias basado en
aprendizaje automa´tico a partir de corpus concreto: Maltparser (Nivre et
al., 2007).
1.2.2. Medidas de Evaluacio´n
A la hora de medir la calidad en el ana´lisis de dependencias, mediante
un corpus de test, existen tres medidas de evaluacio´n para indicar cuanta
precisio´n hay entre el corpus de test manualmente etiquetado que se compara
con el etiquetado automa´tico de analizador. Para ello se han utilizado las
siguientes 3 medidas, que son un esta´ndar de facto en el ana´lisis.
LAS: Labelled Attachment Score (Nivre, Hall, y Nilsson, 2004),
es el porcentaje de elementos presentes en el corpus de test, para los
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Figura 1.1: Ejemplo de una frase analizada segu´n el paradigma de depen-
dencias en formato de a´rbol de dependencias.
que el sistema ha predicho correctamente la etiqueta de dependencia
y de que otro elemento depende.
UAS: Unlabelled Attachment Score (Eisner, 1996), es el por-
centaje de elementos presentes en el corpus de test, para los que el
sistema ha predicho correctamente de que otro elemento depende.
LA: Label Accuracy (Yamada y Matsumoto, 2003), es el porcentaje
de elementos presentes en el corpus de test, para los que el sistema ha
predicho correctamente la etiqueta de dependencia.
Por tanto si disponemos de un corpus de test que esta´ compuesto de
4.991 palabras, o elementos, y despue´s de analizarlo con nuestro analizador
de dependencias hemos obtenido que hay 4.505 etiquetas bien puestas, 4.255
decisiones correctas donde se indica que una palabra depende de otra, y
adema´s sabemos que hay 4086 casos en los que se ha acertado en ambas
cosas, los resultados ser´ıan los siguientes.
LAS: (4086 / 4991) * 100 = 81,87 %
UAS: (4255 / 4991) * 100 = 85,25 %
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LA: (4505 / 4991) * 100 = 90,26 %
Como se puede deducir de las definiciones de cada una de las medidas,
la medida que tiene un cara´cter ma´s general: Labelled Attachment Score
(LAS) es, a la vez, la ma´s importante, ya que engloba toda la evaluacio´n
posible en una sola medida. A lo largo de este trabajo, se muestran las tres
medidas de evaluacio´n pero en muchos casos se obviaran las medidas ma´s
secundarias y se ofrecera´n resultados u´nicamente en LAS, ya que adema´s
esta medida ma´s general, engloba los resultados de las otras dos.
1.2.3. Ana´lisis Sinta´ctico de Constituyentes
El ana´lisis de constituyentes es una alternativa diferente a la hora de
analizar las caracter´ısticas sinta´cticas de una frase, en este caso los elemen-
tos de la frase solo se encuentran en los nodos hoja del a´rbol, siendo el resto
de nodos relaciones. El ana´lisis de constituyentes es ma´s natural para el
tratamiento del ana´lisis mediante grama´ticas ya que se puede generar una
grama´tica que reconozca los elementos presentes en una frase, donde el ele-
mento principal sera´ la frase, S como se puede ver en la Figura 1.2 y en el
extracto de grama´tica (no esta´ completa) de la misma figura.
Figura 1.2: Frase analizada mediante ana´lisis de constituyentes.
Como se ve en la figura, una frase tiene predicado y sujeto, que a su vez
se dividen en otras ramas, hasta alcanzar los nodos hoja que son las propias
palabras de la frase.
1.2.4. Ana´lisis de Dependencias vs Ana´lisis de Constituyentes
El ana´lisis de constituyentes es un ana´lisis sinta´ctico de oraciones que
puede parecer ma´s natural para un usuario que tenga conocimientos de
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ana´lisis sinta´ctico por eso es interesante exponer una breve comparativa
entre ambos me´todos para as´ı poner de manifiesto un mayor entendimiento
del concepto de ana´lisis de dependencias. Es importante decir que existe un
me´todo automa´tico (Gelbukh, Torres, y Calvo, 2005) para transformar un
a´rbol de constituyentes en un a´rbol de dependencias. Por lo tanto, se puede
afirmar que a´mbos tipos de ana´lisis son equivalentes.
Figura 1.3: Frase analizada mediante ana´lisis de constituyentes.
Figura 1.4: Frase analizada mediante ana´lisis de dependencias.
Las figuras 1.3 y 1.4 muestran el mismo ana´lisis, una en formato de
ana´lisis de constituyentes y la otra en formato de ana´lisis de dependencias.
En la Figura 1.4 se observa un a´rbol de dependencias en formato lineal. Se
puede extender la informacio´n contenida en las flechas, dejando un nodo
por palabra y el resultado final ser´ıa un a´rbol como el de la Figura 1.1 de la
pa´gina 14.
La principal diferencia que se puede observar es que los a´rboles de consti-
tuyentes so´lo contienen palabras en los nodos hoja del a´rbol, sin embargo,
los a´rboles sinta´cticos de dependencias contienen palabras en cualquier parte
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del a´rbol. Esta caracter´ıstica aporta mayor complejidad al ana´lisis de depen-
dencias y permite el ana´lisis de lenguajes que tienen ma´s libertad en el orden
de las palabras, como el checo que aporta mucha libertad, o el castellano
que es menos libre, pero no es tan restrictivo como el ingle´s.
Como se demuestra en (Ku¨bler, Prokic´, y Groningen, 2006) el ana´lisis
de ciertas lenguas es ma´s factible mediante ana´lisis de dependencias ya que
tienen mayor libertad a la hora de colocar las palabras en una misma frase.
Se observa que para el caso del alema´n el ana´lisis de dependencias permite
relaciones con mayor distancia entre palabras y una mejor coordinacio´n entre
las mismas.
1.3. Aprendizaje Automa´tico–Entrenamiento basa-
do en corpus
En esta seccio´n se hace un resumen del funcionamiento de los sistemas
basados en aprendizaje automa´tico y ma´s concretamente aquellos que uti-
lizan un corpus continente de una bater´ıa de ejemplos para aprender y ser
capaz, despue´s del aprendizaje de clasificar, etiquetar, etc. En este trabajo,
se ha utilizado un sistema basado en aprendizaje automa´tico, Maltparser
que se describe en profundidad en la Seccio´n 2.2.2 y un corpus de frases
etiquetadas para el castellano, AnCora que se describe en la Seccio´n 2.3.1.
El sistema basado en aprendizaje, dadas unas directrices de aprendizaje
y un corpus de entrenamiento etiquetado, entrena analizadores espec´ıficos
que son capaces de etiquetar y construir a´rboles de dependencia a partir
de un corpus de test que tan so´lo contiene informacio´n morfolo´gica pero no
informacio´n sinta´ctica.
Posteriormente, con el corpus de test ya analizado, se puede obtener la
precisio´n en el ana´lisis (las medidas de precisio´n se describen en la Seccio´n
1.2.2) y de esta manera conocer, co´mo se ha comportado el analizador de
dependencias entrenado. Todo el proceso que se sigue, se puede observar en
la Figura 1.5. Se expone, como el generador de analizadores de dependencias
Maltparser recibe como entrada un modelo de caracter´ısticas y un corpus de
entrenamiento y devuelve un modelo entrenado capaz de analizar frases que
se encuentra en el corpus de test. El modelo entrenado devuelve un corpus
de test analizado y posteriormente, con un script de evaluacio´n, se puede
medir la calidad en el ana´lisis.
1.4. Recapitulacio´n
En este Cap´ıtulo 1 se han explicado de manera general los objetivos y se
ha descrito a modo de introduccio´n el trabajo que a continuacio´n se expone.
Para ello, adema´s, se describen algunos conceptos generales que marcan las
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Figura 1.5: Proceso seguido para entrenar analizadores de dependencias y
obtener resultados.
l´ıneas base en el desarrollo de este trabajo, como es el Ana´lisis de Depen-
dencias, los sistemas basados en aprendizaje automa´tico y el entrenamiento
basado en un corpus de ejemplos.
Cap´ıtulo 2
Ana´lisis Sinta´ctico de
Dependencias
En este cap´ıtulo de la memoria se expone en que´ estado se encuentra en la
comunidad internacional el ana´lisis sinta´ctico de dependencias automa´tico,
realizando en primer lugar un recorrido por los analizadores existentes ma´s
significativos, continuando con los corpora para el ana´lisis de dependencias
y finalmente sobre las CoNLL–X Shared Tasks, que son dos conferencias
cuyo objetivo era ampliar el grado de avance en el ana´lisis sinta´ctico de
dependencias.
2.1. Introduccio´n
Aproximadamente desde 2005 se ha experimentado en la comunidad
dedicada al PLN (Procesamiento del Lenguaje Natural) un intere´s muy cre-
ciente en el ana´lisis sinta´ctico de dependencias automa´tico como herramienta
auxiliar, muy probablemente por influencia de la eficiencia de Minipar (Lin,
1998), as´ı como por la facilidad y conveniencia del procesamiento de las de-
pendencias para su uso por programas de PLN. De este modo, en 2006 ya se
estaba celebrando un evento internacional espec´ıfico sobre ana´lisis sinta´cti-
co de dependencias automa´tico: la CoNLL X Shared Task on Multi-Lingual
Dependency Parsing. Principalmente se organizo´ porque se desarrollo´ Malt-
Parser (Nivre et al., 2007) y de algu´n modo quer´ıan ponerlo en comparacio´n
con otros trabajos. Antes de que se conociese que la Shared Task iba a tener
lugar, pero sabiendo que exist´ıa MaltParser y algu´n analizador similar, fue
cuando se inicio´ el desarrollo de JBeaver (Herrera et al., 2007b) utilizando
MaltParser como base. Tanto la Shared Task como JBeaver ten´ıan comu´n
uno de sus objetivos: el desarrollo de analizadores sinta´cticos de dependen-
cias para idiomas distintos del ingle´s (puesto que antes ba´sicamente so´lo
exist´ıa Minipar). Actualmente existen para muchos idiomas distintos, como
MSTParser (McDonald, Lerman, y Pereira, 2006), WCDG Parser(Foth,
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Daum, y Menzel, 2004) o CaBoCha (Kudo y Matsumoto, 2002).
2.2. Analizadores Automa´ticos de Dependencias y
Generadores de Analizadores de Dependen-
cias
En esta seccio´n se exponen los principales analizadores de dependen-
cias disponibles en la actualidad, haciendo mencio´n a Minipar ya que es
un ejemplo significativo por ser precursor y por utilizar te´cnicas innovado-
ras y diferentes. Maltparser no es realmente un analizador de dependencias
sino un generador de analizadores de dependencias basado en aprendizaje
automa´tico. Se hace especial mencio´n a JBeaver, ya que una de sus funciona-
lidades es un analizador entrenado y libre para el ana´lisis de dependencias
del castellano.
2.2.1. Minipar como Ejemplo Significativo
Minipar (Lin, 1998) es un analizador de dependencias desarrollado por
Dekang Lin. Como se ha dicho en la introduccio´n, no es un analizador basado
en aprendizaje automa´tico y es exclusivo para el ingle´s. Au´n as´ı merece la
pena estudiarlo, dada la enorme relevancia que ha tenido posteriormente, ya
que aporta un buen resultado y una serie de ideas interesantes.
Minipar es un analizador de dependencias, al que se le proporciona un
texto y genera el arbol de dependencias indica´ndonos para cada palabra
la informacio´n necesaria para construir este arbol (identificador del nodo e
identificador del nodo padre) as´ı como alguna informacio´n adicional.
Con la aparicio´n de los analizadores de amplia cobertura y, adema´s, cada
vez un nu´mero mayor de ellos, la evaluacio´n de los analizadores es siempre
muy importante. Para realizar la evaluacio´n, se debe comparar los a´rboles
etiquetados (answers) con los a´rboles marcados manualmente (keys). Lo
que a lo largo del desarrollo de esta memoria entenderememos como corpus
de entrenamiento y corpus de evaluacio´n respectivamente. Como veremos,
es objeto de debate co´mo debe hacerse esta comparacio´n. En Minipar se
propone una evaluacio´n basada en dependencias, donde las relaciones de de-
pendencia, en lugar de otras alternativas sera´n las usadas en la comparacio´n
entre answers y keys.
Existe una versio´n web de Minipar1 y existen distribuciones gratuitas
para cualquier sistema operativo, aunque es recomendable su uso en un
sistema libre como Linux ya que para este sistema operativo el co´digo se
encuentra compilado y para versiones bajo MS Windows requiere mayor
esfuerzo. La versio´n web permite obtener el ana´lisis de dependencias de una
frase individual de manera simple y ra´pida.
1http://ai.stanford.edu
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Figura 2.1: Una frase ejemplo analizada en ingle´s mediante la versio´n web
de Minipar.
Como se puede observar en la Figura 2.1, la frase “I love dependency
parsing” se analiza y se obtiene un a´rbol de dependencias completo y bien
analizado (Minipar devuelve la parte codificada).
Los resultados de Minipar, a pesar de ser un analizador algor´ıtmico no
basado en aprendizaje, son bastante competitivos. Minipar cubre el 79 % de
las relaciones de dependencia en el corpus SUSANNE (Sampson, 2002) con
un 89 % de precisio´n para el ana´lisis del ingle´s (Lin, 1998).
2.2.2. Maltparser
MaltParser (Nivre et al., 2007) es un sistema de ana´lisis sinta´ctico de
dependencias que pretende ser independiente del idioma. Esta´ dirigido por
el profesor Joakim Nivre de la Universidad de Va¨xjo¨, en Suecia . Realmente
es un generador de analizadores de dependencias y no un analizador en s´ı.
Su creacio´n estuvo motivada porque los analizadores sinta´cticos sol´ıan estar
demasiado ajustados a un cierto idioma y como consecuencia funcionan mal
para otros. Tambie´n busca una solucio´n para el indeterminismo de los anali-
zadores de dependencias.
Maltparser, a diferencia de Minipar, esta´ basado en aprendizaje. Adema´s es
aplicable a cualquier idioma; por tanto podemos crear tantos analizadores
como entrenamientos hagamos. Maltparser genera modelos entrenados para
el corpus que le indiquemos pudiendo utilizarlo posteriormente.
El grupo de Nivre y su Maltparser se han convertido en una referencia
internacional en ana´lisis de dependencias, estando presentes en las reuniones
y conferencias ma´s importantes como la CoNLL–X Shared Task; podemos
tomar los datos obtenidos en la CoNLL–X Shared Task por el grupo de la
Universidad de Va¨xjo¨ de Suecia (aparte de otros grupos) que obtuvo los
siguientes resultados que se muestran en la Tabla 2.1, en los idiomas que se
usaron para la evaluacio´n:
Como se puede observar en la Tabla 2.1 los resultados globales obtenidos
por Maltparser son muy destacables, por ejemplo los resultados obtenidos
tras el ana´lisis del checo que tiene una mayor dificultad que otras lenguas
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ya que tiene ma´s libertad en el orden de las palabras.
Tabla 2.1: Resultados del Sistema Maltparser en la CoNLL–X Shared Task
Idioma Resultados
Alema´n 85,82 %
Bu´lgaro 87,41 %
Checo 78,42 %
Chino 86,92 %
Dane´s 84,77 %
Esloveno 70,30 %
Espan˜ol 81,29 %
Holande´s 78,59 %
Japone´s 91,65 %
Portugue´s 87,60 %
Sueco 84,58 %
Turco 65,68 %
Media 80,74 %
Funcionamiento de Maltparser
En esta subseccio´n se exponen en primer lugar los pasos a seguir para
entrenar un modelo y poder analizar un corpus de test mediante Maltpar-
ser. En primer lugar, se necesita un sistema operativo tipo Unix que tenga
librer´ıas esta´ndar de C instaladas. El acceso simple a Maltparser, aunque
existe alguna versio´n con interfaz gra´fica, se hace desde el terminal.
Maltparser debe tener 2 archivos de opciones, uno para entrenamiento y
otro para ana´lisis, donde se indica que´ corpus se utiliza, algoritmo, archivo
de salida, versio´n del algoritmo, etc.
Para ejecutar Maltparser en modo entrenamiento, haciendo que Malt-
parser genere un modelo entrenado (que consiste en un conjunto de archivos
que modifican la configuracio´n por defecto, ajustados a los para´metros del
corpus y del mo´delo de caracter´ısticas), se ejecuta un comando mediante
la consola Unix y de esa manera obtenemos el resultado deseado, o bien el
analizador entrenado, o bien el ana´lisis generado.
Algoritmo de Nivre
El algoritmo implementado en Maltparser es una versio´n para ana´lisis de
dependencias de un analizador “shift-reduce”. Es similar a algoritmos para
grama´ticas libres de contexto, es decir, se utiliza una pila como estructura
de datos y se procede como sigue: el elemento ma´s a la izquierda se apila en
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la pila, que se usa a lo largo de todo el proceso. Tambie´n hay una reduccio´n
que es basicamente sacar un elemento de la pila. Adema´s hay dos formas de
introducir relaciones de dependencia etiquetadas. Por un lado puede ser: la
dependencia esta´ en la cabeza de la pila y el elemento del que depende es el
siguiente token de entrada. O bien puede ser: la dependencia es el siguiente
token de entrada y el elemento del que depende esta´ en la cabeza de la pila.
Otros grupos, aparte del grupo de Nivre, usaron su algoritmo en la CoNLL
X Shared Task, al menos una versio´n ba´sica del mismo, como pueden ser
el grupo de Johansson y Nugues (Johansson y Nugues, 2006) o el grupo de
Yu-Chieh Wu, Wu, Yue-Shi Lee y Jie-Chi Yang(Wu, Lee, y Yang, 2006).
Figura 2.2: Formato de decisiones del me´todo de Nivre.
El algoritmo de Nivre tiene un coste lineal O(n) sobre el nu´mero de
nodos, ya que recorre cada nodo tan so´lo una vez recorriendo el a´rbol en
profundidad. Pero quiza´ esto puede ser un punto negativo de este algoritmo
ya que no puede rehacer el trabajo ni revisarlo, es decir, no aplica te´cnicas
de vuelta atra´s sino que recorre el a´rbol completo tomando las decisiones
rapidamente, y una so´la vez por elemento, segu´n lo aprendido. En la Figura
2.2 se observa el formato de decisiones del me´todo de Nivre, donde se expone
precisamente lo mencionado anteriormente, las decisiones en el algoritmo se
toman una so´la vez para cada palabra y sin contar con una etapa de revisio´n.
Es sin duda, una aproximacio´n muy interesante y, conocidos los resulta-
dos que obtiene, se demuestra que no es necesario realizar ca´lculos excesiva-
mente complejos. Cabe decir que analizar un corpus de considerable taman˜o
lleva mucho tiempo, por tanto es interesante tener aproximaciones capaces
de simplificar el proceso.
Modos de entrenamiento
Maltparser utiliza modelos de caracter´ısticas basados en historia (history-
based feature models2) para predecir la siguiente accio´n a realizar en la
derivacio´n determinista para generar el a´rbol de dependencias, lo que sig-
nifica que Maltparser utiliza caracter´ısticas del a´rbol de dependencias que se
esta´ construyendo, y adema´s usa caracter´ısticas del etiquetado previo nece-
sario para construirlo. Por tanto, las caracter´ısticas se definen en te´rminos
2http://w3.msi.vxu.se/nivre/research/MaltParser.html
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del lexema (LEX), categor´ıa gramatical (POS) o relacio´n de dependencia
(DEP) entre ese elemento y su cabecera, entre otros.
Para ello se usan tres estructuras de datos diferentes: una pila (STACK),
la cadena de entrada (INPUT) y el contexto (CONTEXT), y una serie
de funciones auxiliares para definir de que´ modo debe generarse: HEAD
(cabecera), LC (elemento ma´s a la izquierda que depende del nodo que
se esta´ tratando), RC (elemento ma´s a la derecha que depende del nodo
que se esta´ tratando), RS (desplazamiento derecha), LS (desplazamiento
izquierda). Un modelo de caracter´ısticas se define en un archivo y en el
archivo de opciones debe indicarse a Maltparser que modelo concreto es el
que debe seguir para realizar el aprendizaje y construir el producto final: el
analizador de dependencias.
El archivo que contiene el modelo es realmente una matriz que contiene
un nu´mero indefinido previamente de filas y un nu´mero fijo de columnas, 7.
A continuacio´n se expone el significado de cada una de las columnas y se
muestra un ejemplo sencillo para su comprensio´n, en la la Figura 2.3.
Figura 2.3: Ejemplo sencillo de un modelo de caracter´ısticas almacenado en
un fichero con extensio´n .par.
La primera columna indica sobre que´ etiqueta del corpus debe fijarse
el sistema.
La segunda columna indica que´ estructura de datos se utiliza.
La tercera columna define el desplazamiento i, que so´lo puede ser posi-
tivo e identifica la posicio´n de la estructura de datos identificada en la
segunda columna (STACK[i], INPUT[i] o CONTEXT[i]).
La cuarta columna define un desplazamiento lineal i, que puede ser
positivo o negativo y se refiere a las posiciones de los elementos en la
cadena de entrada.
La quinta columna define un desplazamiento i en te´rminos de la cabecera
del token concreto, debe ser positivo e identifica i aplicaciones de la
funcio´n de cabecera (HEAD function) al elemento identificado por los
desplazamientos anteriores.
La sexta columna define el nu´mero de veces, i, que deben aplicarse las
funciones LC o RC. Se toma el valor absoluto.
2.2 Analizadores Automa´ticos de Dependencias y Generadores
de Analizadores de Dependencias 25
La se´ptima columna define el nu´mero de aplicaciones, i, que debe apli-
carse las funciones LS o RS. Se toma el valor absoluto.
Una tarea importante a la hora de desarrollar los experimentos realiza-
dos en esta Tesis de Fin de Ma´ster, que se describen en el Cap´ıtulo 3, ha
sido la bu´squeda de diferentes modelos de caracter´ısticas para los distintos
analizadores de dependencias que se han entrenado y usado para analizar
corpora de test. Au´n as´ı el modelo de entrenamiento que ma´s se ha utilizado
es el propuesto por (Nivre et al., 2006), en la CoNLL–X Shared Task, y que
se muestra en la Figura 2.4. El grupo de (Nivre et al., 2006) participo´ con un
modelo para cada uno de los lenguajes propuestos en la CoNLL–X Shared
Task y se puede observar la complejidad del modelo propuesto para el caste-
llano.
Figura 2.4: Modelo propuesto para el ana´lisis del castellano, contenido en el
fichero spa.par
Adema´s de las instrucciones y modelos espec´ıficos para algunas lenguas,
existen una serie de modelos ba´sicos que suelen comportarse bien con la
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mayor´ıa de los corpora. Estos modelos se llaman m2.par, m3.par y m4.par
y pueden encontrarse junto con la documentacio´n de Maltparser3
Justificacio´n del uso de Maltparser
Maltparser ha sido elegido en nuestro trabajo para realizar los experi-
mentos con el fin de generar los distintos analizadores de dependencias para
poder medir la calidad del ana´lisis. Es decir, se ha utilizado como herramien-
ta principal en los desarrollos y experimentos que se exponen en el Cap´ıtulo
3.
Maltparser aporta soluciones de gran calidad a la hora de entrenar
analizadores de dependencias y los resultados obtenidos por analizadores
globales, entrenados por Maltparser, son muy buenos. Maltparser ha sido
utilizado no so´lo por grupos de investigacio´n relacionado con los desarrolla-
dores de Maltparser sino tambie´n por otros. En las dos Shared Task donde se
compitio´ para obtener el mejor ana´lisis de dependencias, el grupo de Nivre
(desarrolladores de Maltparser) estuvo siempre en las primeras posiciones
para cada lengua. Por tanto, en definitiva, se puede afirmar, que Maltparser
es de los mejores sistemas basados en aprendizaje para generar analizadores
de dependencias. Su cara´cter libre y las numerosas opciones que aporta co-
mo modos de aprendizaje han sido otros factores importantes a tener en
cuenta.
2.2.3. JBeaver
JBeaver (Herrera et al., 2007b) es un sistema de ana´lisis y generacio´n de
analizadores de dependencias, realizado como proyecto de fin de carrera por
alumnos de la Universidad Complutense en el curso acade´mico 2006/07, y
dirigido por miembros del grupo NIL4 de la misma universidad, alguno de los
cuales ha colaborado en la direccio´n de este mismo proyecto de investigacio´n.
En el momento del inicio del desarrollo de JBeaver, la existencia de Minipar
y MaltParser supon´ıan un incentivo importante para querer desarrollar un
analizador de dependencias para el castellano. Gracias a MaltParser era
viable la realizacio´n de un generador de analizadores de dependencias para
el castellano, con pocos recursos.
JBeaver es un sistema programado en Java, lo que lo convierte en un
sistema portable, adema´s de auto´nomo, y fa´cil de usar. Con JBeaver pode-
mos crear corpora de entrenamiento, entrenar un sistema automa´tico de
aprendizaje y por u´ltimo realizar ana´lisis y evaluarlos tanto gra´fica como
estad´ısticamente, lo cual aporta una potencia y visibilidad muy elevadas.
JBeaver incluye un modelo entrenado por defecto, mediante un corpus
de entrenamiento obtenido a partir de Cast3LB (Navarro et al., 2003), lo que
3http://w3.msi.vxu.se/nivre/research/MaltParser.html
4Natural Interaction Language–http://nil.fdi.ucm.es
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lo convierte en un analizador posible de utilizar sin necesidad de disponer
de corpora de entrenamiento.
JBeaver se divide en tres mo´dulos funcionales:
Mo´dulo de entrenamiento .
JBeaver, en su versio´n inicial, utiliza Maltparser 0.4. Este mo´dulo se
encarga del entrenamiento de la herramienta Maltparser y de propor-
cionar toda la configuracio´n necesaria para ello. En el momento del ini-
cio de este proyecto JBeaver contaba con un corpus de entrenamiento
basado en ana´lisis de constituyentes (Cast3LB), el cual se transforma
mediante el algoritmo de Gelbukh (Gelbukh, Torres, y Calvo, 2005)
a un corpus basado en ana´lisis de dependencias. Lo cual permite el
entrenamiento de la herramienta Maltparser 0.4. Como se ha dicho
en el primer cap´ıtulo de esta memoria, se desea entrenar JBeaver con
un corpus mejorado con respecto a los actualmente disponibles para
obtener una mayor calidad en el ana´lisis generado.
Mo´dulo de ana´lisis .
Este mo´dulo realiza las siguientes funciones: etiqueta cada token de un
texto con sus part-of-speech (categor´ıas gramaticales), analiza el texto
de entrada, ya etiquetado, gracias al modelo creado en el entrenamien-
to, y, por u´ltimo, evalu´a la calidad del ana´lisis, usando las me´tricas:
Label Attachment score (LAS), Unlabel Attachment score (UAS) y
Label Accuracy (LA).
Mo´dulo gra´fico .
JBeaver proporciona la posibilidad de mostrar los a´rboles de depen-
dencias de forma gra´fica y legible para el usuario. Lo que convierte
este mo´dulo en un complemento del anterior. En la Figura 2.5 se ob-
Figura 2.5: Salida del mo´dulo gra´fico de JBeaver.
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serva la salida del mo´dulo gra´fico para un a´rbol de dependencias de la
frase: “Cuando no se piensa lo que se dice es cuando se dice lo que se
piensa”.
2.3. Corpora para el Ana´lisis Automa´tico de De-
pendencias
En esta seccio´n se expone los corpora disponibles para el entrenamiento
y ana´lisis de analizadores de dependencias. Se describe en primer lugar el
corpus AnCora, que esta´ disponible en castellano y catala´n y es actualmente
un completo corpus orientado a sistemas basados en aprendizaje automa´tico.
A continuacio´n se exponen diferentes corpora existentes para el ana´lisis de
dependencias para algunos idiomas, pero en este caso de manera ma´s breve.
Actualmente, los corpora para el ana´lisis automa´tico de dependencias se
pueden agrupar en 2 grandes grupos. Corpora que son de origen basados en
ana´lisis de dependencias, o corpora que en sus inicios estaba basado en otro
tipo de formato, como ana´lisis de constituyentes, y que se ha transformado
de manera automa´tica (algunos incorporan una revisio´n manual posterior).
AnCora pertenece al segundo grupo, por lo que puede ser una interesante
sugerencia de trabajo futuro el obtener un corpus genuinamente construido
para ana´lisis de dependencias en castellano.
Algunos corpora existentes actualmente y que fueron etiquetados en su
origen con ana´lisis de dependencias fueron:
Prague Dependency Treebank (Bo¨hmova´ et al., 2001). Este corpus
esta´ etiquetado en 3 niveles: morfolo´gico, sinta´ctico y gramatical.
Prague Arabic Dependency Treebank (Hajicˇ y Zema´nek, 2004).
Consiste en un corpus anotado con ana´lisis de dependencias para el
a´rabe moderno.
Danish Dependency Treebank (Kromann, 2003). El etiquetado de
este corpus esta´ basado en Grama´ticas Discontinuas (Buch-Kromann,
2005).
Floresta Sinta´(c)tica (Afonso et al., 2002). Corpus anotado para el
portugue´s.
2.3.1. AnCora
AnCora (Mariona Taule´ y Recasens, 2008) es un corpus, que cuenta con
alrededor de 500.000 palabras en espan˜ol (tambie´n disponible en Catala´n).
Esta´ construido incrementalmente desde el Corpus 3LB. El corpus se encuen-
tra etiquetado automa´ticamente y el ana´lisis de dependencias que muestra
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se ha comprobado manualmente.
AnCora es el resultado de enriquecer el corpus 3LB lleva´ndolo hasta
500.000 palabras y an˜adie´ndole informacio´n sema´ntica en diferentes nive-
les: estructuras argumentales, roles tema´ticos, clases sema´nticas, entidades
nombradas y otro tipo de caracter´ısticas sinta´cticas y sema´nticas.
AnCora esta´ en formato CoNLL5 (en la seccio´n 2.4.1 se explica con mayor
detalle en que consiste) y en la Figura 2.6 se observa como ejemplo la frase:
Le dijo a Auri que se iba al fu´tbol, ella le miro con los ojos fuera de las
o´rbitas en formato CoNLL presente en el corpus AnCora.
Figura 2.6: Una frase etiquetada del corpus AnCora.
Metodolog´ıa para el desarrollo de AnCora
Los desarrolladores de AnCora, realizaron un proceso complejo para
obtener el resultado final. Todas las etapas en el proceso de desarrollo tu-
vieron una etapa de verificacio´n manual, mediante un grupo de lingu¨istas
lo que asegura la calidad del etiquetado final. Cabe destacar que la base de
AnCora era un corpus anotado con ana´lisis de constituyentes y la mayor
labor fue la programacio´n de un algoritmo de paso de ana´lisis de consti-
tuyentes a ana´lisis de dependencias. Cabe destacar que los desarrolladores
de JBeaver generaron un corpus de dependencias (Herrera et al., 2007a)
partiendo del mismo corpus de constituyentes que los desarrolladores de
AnCora utilizaron, utilizando para ello el algoritmo de Gelbukh (Gelbukh,
Torres, y Calvo, 2005).
5http://nextens.uvt.nl/ conll/
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Formatos de etiquetado en AnCora
Para indicar que´ tipo de relaciones de dependencia existen entre dos pala-
bras cualesquiera en una frase, se hace uso de las etiquetas de dependencia.
Por ejemplo, la etiqueta Complemento Directo de un verbo. AnCora por tan-
to, dispone de un conjunto de etiquetas de dependencia, donde la frecuencia
de las mismas no es igual, ya que hay ciertas relaciones de dependencia que
son muy importantes y otras cuyo papel es meramente circunstancial.
Como se puede ver en la Tabla 2.2, donde se muestra cada etiqueta con
su nombre, hay muchas relaciones de dependencia diferentes que aportan
gran cantidad de opciones a la hora de analizar una frase mediante ana´lisis
sinta´ctico de dependencias.
Tabla 2.2: Etiquetas de AnCora.
Etiqueta Funcio´n
ATR Atributo
CAG Complemento Agente
CC Complemento Circunstancial
CD Complemento Directo
CD.Q Complemento Directo Cuantitativo
CI Complemento Indirecto
CPRED.SUJ Complemento Predicativo Sujeto
CPRED.CD Complemento directo predicativo
CREG Complemento Preposicional
ET Elemento textual
IMPERS Marca impersonal
MOD Modificador de la accio´n
NEG Elemento negativo
PASS Marca pasiva
PUNC Signo de puntuacio´n
ROOT Cabecera de la frase
SUJ Sujeto
VOC Vocativo
A continuacio´n se muestra un ejemplo para cada una de las etiquetas,
para que de esa manera se entienda mejor el comportamiento de cada una,
y se aprecie la riqueza expresiva con la que se cuenta a la hora de disen˜ar
un a´rbol de dependencias sinta´cticas.
ATR: Estamos preparados y no tenemos miedo. Preparados es el atributo
(ATR) de Estamos.
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CAG: Los retos fijados por el Gobierno. Por y todo lo que depende de
Por : (el Gobierno) es el Complemento Agente de Los retos fijados.
CC: Traslado´ el material a Madrid. La preposicio´n a y todo lo que depende
de la misma, en este caso Madrid, son el complemento circunstancial
(CC) de la accio´n principal Traslado´.
CD: No espero´ su respuesta. Respuesta es el Complemento Directo de la
accio´n principal, espero´.
CD.Q: El Banco ten´ıa una plantilla de 14000 empleados. La plantilla
es el Complemento Directo Cuantitativo de El Banco.
CI: Una de las llamadas fue dirigida al entrenador del equipo. El en-
trenador es el Complemento Indirecto de Una de las llamadas.
CPRED.SUJ: Se considera importante que el euro no vuelva a bajar.
Importante es el Complemento Predicativo Sujeto de la accio´n princi-
pal: (considera).
CPRED.CD: Se considera anticonstitucional. Anticonstitucional es el
Complemento Directo Predicativo de la accio´n principal: considera.
CREG: El senado sometera´ a votacio´n a primeros de este mes. La preposi-
cio´n a y todo lo que depende de la misma (primeros de este mes) es
el Complemento Preposicional de la accio´n principal.
ET: Pero Germa´n es un hombre apasionado. Pero es el Elemento Textual
que depende de la accio´n principal: es.
IMPERS: Se trata de un hombre sin escru´pulos. Se es la marca impersonal
y depende de la accio´n principal: trata.
MOD: No hablar´ıamos ya de la renta per ca´pita. Ya modifica la accio´n
principal.
NEG: No espero´ su respuesta. No niega la accio´n principal: espero´.
PASS:La verdadera heroicidad se construye calladamente. Se es una marca
pasiva.
PUNC: Cualquier signo de puntuacio´n como puntos, comas, etc.
ROOT: La accio´n principal de toda frase, en su defecto, la primera palabra.
En la frase Mar´ıa habla Ingle´s, el verbo habla es la accio´n principal de
la frase.
SUJ: Como hizo Mar´ıa. Mar´ıa es el sujeto de la accio´n principal: hizo.
VOC: Sen˜or Caballero, ded´ıquese a lo suyo. Sen˜or es el vocativo de Ca-
ballero.
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Justificacio´n del uso de AnCora
AnCora es un corpus muy extenso cuyo resultado final ha sido manual-
mente corregido por un grupo de lingu¨istas, lo que aporta seguridad en la
calidad del ana´lisis. Las frases son de diferentes dominios, lo que no con-
vierte al trabajo en el ana´lisis de un dominio propio sino general. Adema´s
se ha utilizado en numerosas ocasiones como corpus para entrenamiento y
evaluacio´n de analizadores de dependencias y existe una versio´n en un for-
mato que Maltparser, el generador de analizadores de dependencias que se
uso´ para la realizacio´n de este proyecto, acepta que se ha descrito al inicio
de esta seccio´n.
2.4. CoNLL Shared Tasks
Los organizadores de la Conferencia de Lenguaje Natural basada en
Aprendizaje Automa´tico (Conference on Computational Natural Language
Learning: CoNLL) seleccionan una tarea cada an˜o y los participantes com-
piten y prueban sus diferentes sistemas de aprendizaje usando los mismos
corpora de entrenamiento y ana´lisis. De esta manera, puede establecerse el
grado de avance con datos reales y experimentales. Adema´s de generar una
serie de repositorios continentes de sistemas, corpora y diferentes elementos
generados por los grupos presentes.
En 2006 y 2007, se decidio´ tratar el tema del ana´lisis automa´tico de
dependencias. En 2006, se centro´ en el ana´lisis multilingu¨e y en 2007 se
crearon dos tareas diferentes, una fue ana´lisis multilingu¨e, de nuevo y otra
la adaptacio´n al dominio. Para este trabajo interesa en mayor medida la
conferencia de 2006, ya que se utilizo´ el castellano como uno de los idiomas
que se analizaron y en la misma se presento´ el corpus AnCora y el sistema
Maltparser 0.4. Ambos productos se han utilizado para el desarrollo de los
experimentos que se describen en este trabajo.
A continuacio´n se describen las dos conferencias, 2006 y 2007, centrando
los esfuerzos en la reunio´n de 2006.
2.4.1. CoNLL–X Shared Task (2006)
La CoNLL X Shared Task es el de´cimo de una serie de eventos organi-
zados por SIGNLL, que cada an˜o se selecciona una tema´tica sobre la que
presentar informacio´n lo que convirtio´ a la CoNLL X Shared Task en un
evento internacional espec´ıfico sobre ana´lisis de dependencias, que se cele-
bro´ en la ciudad de Nueva York, en junio de 2006. Ten´ıa como objetivo
principal establecer, y definir, el estado del arte sobre ana´lisis de depen-
dencias. Se presentaron un total de 52 art´ıculos de los cuales solo 18 se
aceptaron, lo que sen˜ala la elevada exigencia del evento.
2.4 CoNLL Shared Tasks 33
La CoNLL X Shared Task solicitaba que los analizadores fueran facilmente
parametrizables, esperaba que fueran multilingu¨es, proporcionaba un mar-
co de evaluacio´n para poder evaluar los analizadores en diferentes lenguas,
as´ı como un formato de archivos de entrada para los analizadores. Su obje-
tivo principal fue medir la calidad en el ana´lisis sinta´ctico de dependencias.
Cada an˜o la Conferencia de Aprendizaje Automa´tico sobre Lenguaje
Natural (CoNLL) versa sobre un tema, la de´cima CoNLL Shared Task el
tema fue el ana´lisis de dependencias multilinge¨ (Buchholz y Marsi, 2006). El
objetivo de esta reunio´n fue aumentar el grado de avance disponible en ana´li-
sis de dependencias. La CoNLL Shared Task propuso un marco de evaluacio´n
de medida para evaluar los distintos analizadores presentados capaces de
analizar 13 lenguajes diferentes, incluido el castellano. Los sistemas se pun-
tuaban computando su capacidad de etiquetar correctamente las dependen-
cias (Label Attachment Score) LAS , es decir, que el sistema haya predicho
correctamente tanto de que palabra depende como la relacio´n de dependen-
cia con ella.(Nivre, Hall, y Nilsson, 2004). Tambie´n se tuvieron en cuenta
UAS(Unlabelled Attachment Score), donde so´lo se toma en consideracio´n la
decisio´n de que palabre depende otra palabra (Eisner, 1996) y, finalmente
LA(Label Accuracy) que es el porcentaje de relaciones de dependencias bien
etiquetadas (Yamada y Matsumoto, 2003).
El lenguaje sobre el que se investiga y trata en este trabajo es el Caste-
llano. Para este lenguaje los resultados obtenidos por los 19 participantes
variaron entre un 47.0 % y un 82.3 % LAS, con un valor medio de 73.5 %.
El corpus de entrenamiento utilizado para el espan˜ol fue AnCora (Mari-
ona Taule´ y Recasens, 2008). Los resultados de la evaluacio´n para el caste-
llano se encontraban en la media. Los dos grupos participantes con un mejor
resultado para el castellano fueron: el grupo de McDonald (McDonald, Ler-
man, y Pereira, 2006) (82.3 % LAS) y el grupo de Nivre (Nivre et al., 2006)
(81.3 % LAS). En este trabajo centramos gran parte de la investigacio´n
en trabajos realizados por el grupo de Nivre, empezando por el sistema
de entrenamiento que usamos para realizar los experimentos (Maltparser).
Otros participantes que usaron el algoritmo de Nivre en la CoNLL–X Shared
Task fueron el grupo de Johansson (Johansson y Nugues, 2006) y el grupo
de Wu (Wu, Lee, y Yang, 2006). Sus resultados para el castellano fueron
78.2 % (se´ptima plaza) y 73.2 % (decimotercera plaza), respectivamente. La
evaluacio´n muestra que la aproximacio´n dada por Nivre aporta un ana´lisis
competitivo para los lenguajes estudiados.
Aproximaciones destacadas antes de la CoNLL–X Shared Task
Collins y colaboradores (Collins, 1996) .
El analizador de Collins funciona con corpora etiquetados mediante el
paradigma de estructura de frase. Para entrenar este analizador para
el checo,que tiene un orden libre de las palabras, Collins et al. transfor-
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maron la estructura de dependencias en una estructura de frase crean-
do no terminales y etiqueta´ndolos basa´ndose en la categor´ıa gramatical
de la cabecera. Por ejemplo, si la cabeza es un nombre, la etiqueta del
no terminal sera´ NP, si la cabeza es un adjetivo, la etiqueta sera´ AP.
Eisner (Eisner, 1996) .
Los modelos presentado por Eisner en 1996 sienta las bases de muchas
de las aproximaciones presentadas en la CoNLL–X Shared Task. Eis-
ner presento´ tres modelos basados en algoritmos probabilistas cuyo
coste era cu´bico O(n3). Estos modelos estaban basados en algoritmos
de dependencias que no etiquetaban las aristas, aunque posteriores
aproximaciones incluyen el etiquetado de aristas, es decir, las depen-
dencias.
El primer modelo presentado por Eisner se basa en la afinidad le´xi-
ca entre los elementos de una frase segu´n las palabras modificado-
ras de una frase. El segundo modelo consiste en colocar las palabras
aleatoriamente para posteriormente seleccionar de forma probabil´ısti-
ca la situacio´n ma´s adecuada. El tercer modelo de Eisner es similar al
modelo usado por Collins; es un modelo de generacio´n recursiva dando
prioridad a la estructura sinta´ctica de la frase. Este modelo fue el que
obtuvo mejores resultados de los tres empleando un corpus en ingle´s.
Diferentes aproximaciones presentadas a la CoNLL–X Shared Task
En este apartado se exponen las distintas aproximaciones que se presen-
taron a la CoNLL X Shared Task, describiendo los algoritmos implementa-
dos de forma breve. En el Ape´ndice A.2, se observan los resultados generales
para cada uno de los grupos presentes en la CoNLL X Shared Task.
Nivre y otros (Nivre et al., 2006) .
El algoritmo es una versio´n para ana´lisis de dependencias de un ana-
lizador “shift-reduce”. Es similar a algoritmos para grama´ticas libres
de contexto; el elemento ma´s a la izquierda se apila en una pila, que
se usa a lo largo de todo el proceso. Tambie´n hay una reduccio´n que
es basicamente sacar un elemento de la pila. Hay dos formas de intro-
ducir relaciones de dependencia etiquetadas. Por un lado puede ser: la
dependencia esta´ en la cabeza de la pila y el elemento del que depende
es el siguiente token de entrada. O bien puede ser: la dependencia es
el siguiente token de entrada y el elemento del que depende esta´ en la
cabeza de la pila.
El algoritmo que se describe aqu´ı esta´ implementado en MaltParser.
Matsumoto y otros (Cheng, Asahara, y Matsumoto, 2006) .
En esta aproximacio´n las estructuras de dependencias se construyen
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recorriendo la frase de izquierda a derecha, decidiendo repetidamente
para cada par de palabras adyacentes cua´l de esas palabras depende
de la otra; si la comprobacio´n tiene e´xito entonces se eliminan de la en-
trada. El algoritmo original produce dependencias sin etiquetar, pero
podr´ıa ser facilmente modificado prediciendo que´ etiqueta le corres-
ponde, sabiendo la decisio´n que se tomo´ sobre su dependencia. En la
Figura 2.7 se observa el me´todo de decisiones del algoritmo de Mat-
sumoto, que incluye una etapa de revisio´n.
Figura 2.7: Formato de decisiones del me´todo de Matsumoto.
El algoritmo utilizado realiza un recorrido primero en anchura por lo
que su coste es cuadra´tico O(n2) en el peor de los casos, aunque eso
le asegura una elevada precisio´n.
McDonald y otros (McDonald, Lerman, y Pereira, 2006) .
En el algoritmo de McDonald y colaboradores6 (McDonald, Lerman,
y Pereira, 2006), cuyos resultados en la CoNLL–X Shared Task fueron
muy destacables, para cada par de palabras X e Y en la frase se com-
prueba como de probable es que X dependa de Y. Se trata de un
algoritmo de programacio´n dina´mica y se selecciona el etiquetado ma´s
probable de los posibles. Por tanto es un algoritmo probabilista Para
cada palabra se asigna una funcio´n etiquetadora que asigna en cada
paso la etiqueta ma´s probable. Este algoritmo esta´ implementado en
MSTParser.
El algoritmo funciona en dos etapas, que pueden observarse en la Figu-
ra 2.8, siendo la primera una etapa de dependencias sin etiquetar y la
segunda de dependencias etiquetadas.
Etapa 1: La primera etapa del sistema crea un ana´lisis sin eti-
quetar y dada una frase de entrada x, usando MIRA (Crammer
y Singer, 2001), un algoritmo basado en aprendizaje que es ca-
paz de definir un rico conjunto de caracter´ısticas sobre decisiones
para el ana´lisis.
Etapa 2: Consiste en una etapa de etiquetado sobre la salida de
la etapa 1, es decir, dado el ana´lisis y de la frase x, se clasifica
6http://www.seas.upenn.edu/ strctlrn/MSTParser/MSTParser.html
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cada rama (i,j) de y con una etiqueta particular l, que consiste en
la etapa de caracter ma´s probabil´ıstico y que resulta una aproxi-
macio´n sin duda muy interesante.
Figura 2.8: Proceso del algoritmo de McDonald et al. Las dos etapas
Esta aproximacio´n basada en dos tipos de algoritmos y en definiti-
va dos etapas, obtuvo los mejores resultados. Pero dada la apertura
de Maltparser para su uso y los posteriores avances que se hicieron
(despue´s de la CoNLL–X Shared Task), se extendio´ ma´s el uso de
Maltparser.
Formato de Archivo CoNLL (CoNLL Data Format)
El formato de archivo CoNLL Data Format surgio´ en la CoNLL–X
Shared Task como una alternativa a otros formatos esta´ndares como XML.
Consiste en texto plano que tiene formato de matriz y en cada columna se
aporta siempre el mismo tipo de informacio´n y cada fila es una palabra o
token de la frase.
Como se puede observar en la Figura 2.9 y en la tabla 2.3 de la pa´gina
37 se aprecia el formato de matriz, por tanto el ana´lisis de la frase Inespera-
damente, los l´ımites de su vida se hab´ıan reducido a la mı´nima expresio´n
se muestra en la Figura 2.9 y la Tabla 2.3, en columna. Se observan 10
columnas cuyo objetivo se describe a continuacio´n. Hay 2 tipos de formato
CoNLL, uno que contiene 10 columnas que contienen toda la informacio´n
relativa al a´rbol de dependencias y un formato ciego que so´lo contiene 6
columnas y es el que se utiliza para los corpora de test, ya que no se dispone
de la informacio´n relativa al a´rbol de dependencias.
Un archivo en formato CoNLL Data Format puede contener un nu´mero
indefinido de frases separadas por una l´ınea (fila) en blanco. Es interesante
an˜adir que esta´ codificado en formato UTF-8 (Unicode). Todas las palabras
esta´n etiquetadas con los siguientes 10 campos: ID, FORM, CPOSTAG,
POSTAG, HEAD, DEPREL, PHEAD, PDEPREL. Si no es posible colocar
ningu´n contenido en alguna etiqueta se usa un guio´n.
Este formato de archivo aporta ma´s claridad que complejos ficheros XML
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Figura 2.9: Frase ejemplo en formato CoNLL Data Format del corpus An-
Cora.
Tabla 2.3: Frase ejemplo en formato CoNLL Data Format, usando el mismo
ejemplo de la Figura 2.9 pero en este caso se muestra en forma de matriz,
para favorecer la comprensio´n del lector.
ID FORM LEMMA CPOSTAG POSTAG FEATS HEAD DEPREL PHEAD PDEPREL
1 Inesperadamente Inesperadamente r rg – 10 CC 10 CC
2 , , F Fc – 1 PUNC 1 PUNC
3 los el d da gen=m 4 – 4 –
num=p
4 l´ımites l´ımite n nc gen=m 10 SUJ 10 SUJ
num=p
5 de de s sp for=s 4 – 4 –
6 su su d dp num=s 5 – 5 –
gen=f
7 vida vida n nc num=s 5 – 5 –
gen=f
8 se el p p0 per=3 10 – 10 –
9 hab´ıan haber v va num=p 10 – 10 –
per=3
mod=i
tmp=i
10 reducido reducir v vm gen=m 0 ROOT 0 ROOT
num=s
mod=p
11 a la s sp for=s 10 CREG 10 CREG
12 la el d da num=s 13 – 13 –
gen=f
13 mı´nima mı´nimo a aq num=s 11 – 11 –
gen=f
14 expresio´n expresio´n n nc num=s 13 – 13 –
gen=f
15 . . F Fp – 10 PUNC 10 PUNC
ya que las etiquetas son siempre las mismas y para el procesado mediante
scripts es mucho ma´s sencillo el tratamiento. A continuacio´n se explica el
contenido de cada campo.
ID: Identificador de elemento, empieza en 1, para cada frase.
FORM: Palabra o signo de puntuacio´n.
LEMMA: Lema de la palabra. Si no hay se usa un guio´n.
CPOSTAG: Tipo de palabra general (nombre, verbo, etc).
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POSTAG: Tipo de palabra con ma´s informacio´n (nombre comu´n, nom-
bre propio, etc).
FEATS: Conjunto de caracter´ısticas sinta´cas de la frase separadas por
barras verticales (genero, nu´mero, etc).
HEAD: Cabecera de la palabra, es decir, de que´ palabra depende.
DEPREL: Relacio´n de dependencia con la cabecera.
PHEAD: Cabecera proyectiva. En el caso de AnCora es irrelevante
porque contiene la misma informacio´n que la etiqueta HEAD.
PDEPREL: Relacio´n de dependencia proyectiva. En el caso de AnCora
es irrelevante porque contiene la misma informacio´n que la etiqueta
DEPREL.
2.4.2. CoNLL XI Shared Task (2007)
Como en 2006, la CoNLL Shared Task, esta vez en su unde´cima versio´n
(Nivre et al., 2007) tuvo como tema central el ana´lisis de dependencias au-
toma´tico, pero an˜adiendo el problema de la adaptacio´n al dominio.
Se hizo de la siguiente manera: por un lado se mantuvo el mismo esque-
ma que en la anterior Shared Task an˜adiendo algunas lenguas nuevas. Y por
el otro lado, una tarea de adaptacio´n al dominio, donde la tarea fue usar
una ma´quina de aprendizaje para adaptar un analizador desde un lenguaje
simple, a un nuevo dominio. Hubo veintitre´s sistemas para la primera tarea
y diez para la segunda. Hubo un total de veintiu´n art´ıculos admitidos, al-
gunos de los cuales describia ma´s de un sistema o solamente uno.
Para el proyecto que nos ocupa nos interesa la primera tarea de investi-
gacio´n, que fue la misma que se propuso en la CoNLL X Shared Task de
2006. Al igual que en 2006, el objetivo era medir la calidad en el ana´lisis. Una
de las ventajas del ana´lisis de dependencias en contraposicio´n al ana´lisis de
constituyentes es que se adapta automa´ticamente a las lenguas con un orden
libre de las palabras (free-word order languages). Una de las conclusiones
ma´s importantes obtenidas en la ConLL X Shared Task de 2006 fue que la
calidad en el ana´lisis difer´ıa profundamente dependiendo de que idioma se
estuviese analizando y se marco´ como algo importante para la investigacio´n
futura; por tanto en esta nueva reunio´n se decidio´ an˜adir nuevas lenguas y
mantener tambie´n las anteriores para observar si se siguio´ la tendencia de
2006. Los corpus de entrenamiento ofrecidos ten´ıan, en la medida de lo posi-
ble, el mismo formato que los originales. Se establecio´ un taman˜o ma´ximo
para los corpora para que no faltase tiempo para el entrenamiento.
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Las lenguas que formaron parte finalmente fueron:a´rabe, catala´n, chino,
checo, ingle´s, griego, hu´ngaro, italiano, turco y vasco. Como puede verse
en esta convocatoria no se tuvo en cuenta el castellano, por lo que el estudio
de este tipo de sistemas se centra en la convocatoria de 2006, la CoNLL–X
Shared Task.
2.5. Recapitulacio´n
En este Cap´ıtulo se ha presentado el Ana´lisis Sinta´ctico de Dependen-
cias, las diferentes aproximaciones existentes actualmente para el ana´lisis y
generacio´n de analizadores, as´ı como corpora de entrenamiento y prueba. Se
justifica la eleccio´n del generador de analizadores de dependencias (Malt-
parser) y el corpus utilizado en este trabajo (AnCora). Adema´s se presentan
las CoNLL Shared Tasks de 2006 y 2007, que fijaron y centraron la inves-
tigacio´n del momento en el ana´lisis sinta´ctico automa´tico y multilingu¨e de
dependencias.
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Cap´ıtulo 3
Hacia una Mejor Precisio´n
en el Ana´lisis Sinta´ctico de
Dependencias para el
Castellano
En este apartado de la memoria, se presentan los distintos experimentos
de investigacio´n realizados durante el desarrollo del trabajo. En primer lugar
se exponen una serie de te´cnicas de bajo nivel para evaluar la variacio´n de la
calidad en el ana´lisis, variando el taman˜o de los corpora de entrenamiento.
Posteriormente, se presentan te´cnicas de ma´s bajo nivel donde se expone
en primer lugar una breve aproximacio´n hacia un analizador de n-versiones,
centra´ndose en el ana´lisis de la conjuncio´n, y posteriormente para el resto
de palabras que peor resultado ofrecen tras el ana´lisis y que por tanto son
significativas para obtener un mejor ana´lisis.
En este trabajo, el primer paso fue replicar el experimento realizado por
Nivre en la CoNLL–X Shared Task. Entrenamos Maltparser 0.4 con la sec-
cio´n de AnCora dada como corpus de entrenamiento en la ConLL–X Shared
Task(89.334 palabras) y las opciones de ana´lisis y entrenamientos las pro-
puestas por el grupo de Nivre (Nivre et al., 2006). Una vez que tuvimos un
modelo entrenado, lo usamos para analizar el corpus de test (5.694 palabras),
obteniendo los siguientes resultados LAS = 81,30 %, UAS = 84,67 % y LA
= 90,06 %. Estos resultados nos han servido como punto de partida para los
experimentos realizados en este trabajo y que se exponen a continuacio´n.
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3.1. Te´cnicas de Alto Nivel hacia la Mejora del
Ana´lisis para el Castellano.
En esta seccio´n se exponen una serie de te´cnicas de alto nivel para el
estudio de la homogeneidad en el ana´lisis, buscando la mejora del mismo,
y centrando los esfuerzos en el taman˜o del corpus de entrenamiento y la
longitud de las frases contenidas en los corpora de ana´lisis y entrenamiento.
3.1.1. Hipo´tesis
Partimos de los resultados obtenidos en la CoNLL X Shared Task (Buch-
holz y Marsi, 2006), por los distintos grupos para el castellano. El objetivo
del experimento que se propone es encontrar estrategias para obtener un
mejor ana´lisis cuando el analizador (basado en aprendizaje) no puede ser
modificado. Se trato´ de enfocar el trabajo sobre como obtener un mejor ana´li-
sis basa´ndose en las ideas de (Nivre et al., 2006) y (Herrera y Gerva´s, 2008).
Se hicieron algunos experimentos donde se estudio´ el efecto del taman˜o del
corpus de entrenamiento y la longitud de las frases en la precisio´n de ana´lisis.
Se plantean las siguientes hipo´tesis:
Un analizador produce una precisio´n de ana´lisis homoge´nea.
No es tan importante el taman˜o del corpus de entrenamiento como la
adecuacio´n de los ejemplos que lo componen. Au´n as´ı el taman˜o del
corpus es relevante.
La longitud de las frases del corpus de entrenamiento es relevantes a
la hora de obtener un mejor ana´lisis.
En las siguientes subsecciones se comprueban o refutan las anteriores
hipo´tesis.
3.1.2. Homogeneidad de la Precisio´n de un Analizador.
Despue´s de repetir los buenos resultados obtenidos por el grupo de Nivre
en la CoNLL-X Shared Task, repitiendo la Tarea all´ı propuesta con la misma
configuracio´n de Maltparser, nos hicimos la siguiente pregunta: ¿Podemos
esperar los mismos resultados para cualquier texto analizado con un modelo
entrenado con Maltparser 0.4? Para encontrar una respuesta a esta pregunta
realizamos el siguiente experimento que se muestra a continuacio´n.
Configuracio´n del experimento.
En primer lugar, dividimos el corpus AnCora en 21 subcorpora de aproxi-
madamente 4.500 palabras cada uno. Distribuimos las frases de forma ho-
moge´nea en los 21 subcorpora de acuerdo con la longitud de las mismas. Por
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tanto, cada subcorpus conten´ıa un nu´mero similar de frases para cada lon-
gitud. Entonces, entrenamos un modelo con Maltparser 0.4 (con la misma
parametrizacio´n que la propuesta por el grupo de Nivre para el castellano en
la CoNLL-X Shared Task) con cada subcorpus. De modo que obtuvimos 21
modelos diferentes preparados para el ana´lisis. Con cada modelo, analizamos
los 20 subcorpora restantes que no sirvieron para entrenar ese modelo. De
esta forma obtuvimos 21 × 20 = 420 corpora que evaluamos. Como medi-
das de evaluacio´n no so´lo computamos LAS, UAS, y LA, sino tambie´n las
siguientes que consideramos que ser´ıan u´tiles para encontrar respuestas.
rLAS,UAS : El coeficiente de correlacio´n entre los obtenidos por el mode-
lo en las 20 evaluaciones. Indica si existe una correlacio´n entre LAS y
UAS independientemente del texto analizado.
rLAS,LA: El coeficiente de correlacio´n entre los obtenido por el modelo
en las 20 evaluaciones. Indica si existe una correlacio´n entre LAS y LA
independientemente del texto analizado.
rUAS,LA: El coeficiente de correlacio´n entre los obtenidos por el modelo
en las 20 evaluaciones. Indica si existe una correlacio´n entre LAS y LA
independientemente del texto analizado.
El ma´ximo LAS (maxLAS) y el mı´nimo LAS(minLAS) obtenidos por
el modelo en las 20 evaluaciones. Estos valores dan una idea de la
variacio´n de LAS cuando se analizan diferentes textos.
El ma´ximo UAS (maxUAS) y el mı´nimo UAS (minUAS) obtenidos por
el modelo en las 20 evaluaciones. Estos valores dan una idea de la
variacio´n de UAS cuando se analizan diferentes textos.
El ma´ximo LA (maxLA) y el mı´nimo LA (minLA) obtenidos por
el modelo en las 20 evaluaciones. Estos valores dan una idea de la
variacio´n de LA cuando se analizan diferentes textos.
Los resultados pueden observarse de manera general en las tablas 3.1 y
3.2.
Resultados del experimento
Las tablas 3.1 y 3.2 muestran los resultados de la evaluacio´n de los 20
corpora analizados considerando coeficientes de correlacio´n en la primera
tabla y valores mı´nimos y ma´ximos en la segunda tabla. Las figuras 3.1, 3.2
y 3.3 muestran en forma de nube de puntos la correlacio´n entre las distintas
medidas de evaluacio´n.
Si analizamos la segunda columna de la tabla (rLAS,UAS), podemos con-
cluir que la correlacio´n entre LAS y UAS es elevada. Podemos tomar la
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Tabla 3.1: Resultados obtenidos pos los modelos entrenados con los 21 sub-
corpora en que dividimos AnCora. Considerando los coeficientes de cor-
relacio´n entre las medidas LAS, UAS y LA tomadas por pares.
Subcorpus rLAS,UAS rLAS,LA rUAS,LA
A0 0,84 0,78 0,44
A1 0,87 0,85 0,65
A2 0,92 0,87 0,91
A3 0,92 0,80 0,54
A4 0,88 0,87 0,71
A5 0,82 0,89 0,61
A6 0,90 0,88 0,69
A7 0,86 0,88 0,63
A8 0,94 0,87 0,71
A9 0,91 0,76 0,56
A10 0,87 0,89 0,69
A11 0,91 0,85 0,69
A12 0,92 0,78 0,60
A13 0,89 0,85 0,64
A14 0,92 0,81 0,62
A15 0,94 0,85 0,76
A16 0,87 0,76 0,44
A17 0,92 0,79 0,58
A18 0,95 0,78 0,63
A19 0,82 0,86 0,54
A20 0,95 0,84 0,73
max 0,95 0,89 0,91
avg 0,90 0,83 0,64
min 0,82 0,76 0,44
misma conclusio´n si observamos la columna rLAS,LA. Estos valores son lo´gi-
cos considerando la definicio´n de LAS, LA y UAS. LAS depende de un buen
etiquetado de la relacio´n de dependencia y tambie´n de la decisio´n de que
palabra depende. La decisio´n de que de que palabra depende afecta direc-
tamente a UAS, y la relacio´n de dependencia afecta a LA. Pero cuando
analizamos las cuarta columna (rUAS,LA), observamos muy distintos valores
para rUAS,LA, desde 0.44 a 0.91, lo que puede tambie´n explicarse teniendo
en cuenta las definiciones de UAS y LA, ya que son medidas que tienen
relacio´n pero no directa.
Si consideramos los 21 modelos, el que da una ma´xima variacio´n en sus
series de LAS es A8 con una diferencia de 5,21 puntos. El que muestra una
mı´nima variacio´n entre sus series de LAS es A4 con una diferencia de 3,06
puntos. Para UAS, la variacio´n ma´xima esta´ dada por A2 con una diferencia
de 9,43 puntos, y A1 que muestra la mı´nima variacio´n con una diferencia de
2,41 puntos. Finalmente, A2 alcanza la ma´xima variacio´n no so´lo por UAS
pero tambie´n para LA (10,61 puntos), mientras la mı´nima variacio´n ocurre
otra vez con el modelo A4 con 2,26 puntos que muestra la mı´nima variacio´n
para LAS. Partiendo de estos valores podemos concluir que cada modelo se
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Tabla 3.2: Resultados obtenidos pos los modelos entrenados con los 21 sub-
corpora en que dividimos AnCora considerando valores ma´ximos y mı´nimos
de las medidas LAS, UAS y LA.
Subcorpus maxLAS minLAS maxUAS minUAS maxLA minLA
A0 72,78 % 69,06 % 78,22 % 74,20 % 85,03 % 82,45 %
A1 72,86 % 68,81 % 77,29 % 74,88 % 84,85 % 82,36 %
A2 73,55 % 68,40 % 78,47 % 69,04 % 85,85 % 75,24 %
A3 72,68 % 69,01 % 77,58 % 74,42 % 85,39 % 82,35 %
A4 72,02 % 68,96 % 77,09 % 74,31 % 84,71 % 82,45 %
A5 72,74 % 69,32 % 77,32 % 74,90 % 84,99 % 82,40 %
A6 71,90 % 68,42 % 76,88 % 74,32 % 84,78 % 82,20 %
A7 72,55 % 68,16 % 77,27 % 73,61 % 85,24 % 81,95 %
A8 72,92 % 67,71 % 77,55 % 73,65 % 85,52 % 82,03 %
A9 72,27 % 68,23 % 77,47 % 73,99 % 84,85 % 82,35 %
A10 71,76 % 68,19 % 77,11 % 73,00 % 84,62 % 81,74 %
A11 73,30 % 68,37 % 78,27 % 73,68 % 85,73 % 82,52 %
A12 73,01 % 69,27 % 78,32 % 74,62 % 85,39 % 82,43 %
A13 72,96 % 69,61 % 78,22 % 74,46 % 85,60 % 82,19 %
A14 73,04 % 68,29 % 77,93 % 74,07 % 85,04 % 82,27 %
A15 71,37 % 67,81 % 76,21 % 72,60 % 85,01 % 82,42 %
A16 72,51 % 68,83 % 76,83 % 73,89 % 85,50 % 82,17 %
A17 73,23 % 68,82 % 77,58 % 74,17 % 85,78 % 82,77 %
A18 72,50 % 67,40 % 77,63 % 73,18 % 84,70 % 81,82 %
A19 72,25 % 68,99 % 77,65 % 74,19 % 85,39 % 82,99 %
A20 72,73 % 68,28 % 77,55 % 73,68 % 85,19 % 82,07 %
max 73,55 % 69,61 % 78,47 % 74,90 % 85,85 % 82,99 %
avg 72,62 % 68,57 % 77,54 % 73,76 % 85,20 % 81,96 %
min 71,37 % 67,40 % 76,21 % 69,04 % 84,62 % 75,24 %
Figura 3.1: Correlacio´n en forma de nube de puntos entre LA y LAS.
puede mover en un rango de precisio´n dependiendo de los textos que son
usados como entrada. Pero el resultado global, considerando los 21 modelos,
es ma´s homogeneo, como puede verse en las tres u´ltimas filas de la Tabla 3.1,
desde la quinta columna, hasta el final.
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Figura 3.2: Correlacio´n en forma de nube de puntos entre LA y UAS.
Figura 3.3: Correlacio´n en forma de nube de puntos entre UAS y LAS.
Conclusiones del experimento
Como conclusio´n podemos decir que entrenando dos modelos con corpora
diferentes (con taman˜o similar y con un nu´mero similar de frases) deber´ıan
dar un resultado global similar. Sin embargo, cada modelo puede mostrar
probablemente diferentes valores de precisio´n dependiendo del texto espec´ıfi-
co usado como entrada. Esto puede explicarse porque el taman˜o del copus
y la longitud de sus frases puede influir a la calidad del ana´lisis. Tomando
estos resultados como base, se realizaron los experimentos que se muestran
en las siguientes subsecciones. Los resultados obtenidos aqu´ı dan paso a una
evaluacio´n ma´s compleja de los resultados, teniendo en cuenta tambie´n la
establidad de la precisio´n y no solo lo bien que se ha analizado en te´rminos
globales.
Basa´ndose en las distintos ana´lisis de un mismo subcorpus con diferentes
modelos, realizamos un u´ltimo estudio usando los datos obtenidos por los
420 entrenamientos. Si cada Ai es analizado con un modelo entrenado por
Aj , j 6= i nos permitira´ obtener el mejor valor posible de LAS de Ai, y el
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mejor resultado global de LAS combinando la accio´n de todos los modelos.
Es decir, se pretende descubrir que´ modelo entrenado por un corpus espec´ıfi-
co es mejor para analizar otro corpus espec´ıfico. La tabla 3.3 muestra co´mo
cada modelo puede usarse para analizar cada Ai.
Tabla 3.3: Modelos entrenados con Aj , j 6= i que deben ser usados para
analizar Ai para obtener el mejor valor de LAS posible.
Entrada Analizado por el modelo LAS
A0 A14 72,58 %
A1 A18 72,20 %
A2 A17 70,93 %
A3 A1 70,99 %
A4 A12 72,47 %
A5 A13 70,17 %
A6 A2 73,55 %
A7 A0 71,58 %
A8 A4 71,57 %
A9 A17 73,23 %
A10 A3 71,91 %
A11 A3 71,78 %
A12 A3 71,27 %
A13 A7 69,83 %
A14 A6 71,90 %
A15 A5 70,24 %
A16 A5 70,07 %
A17 A1 70,77 %
A18 A12 71,94 %
A19 A17 71,40 %
A20 A17 70,79 %
LAS medio 71,48 %
La obtencio´n de estos resultados se extrajo del experimento 3.1.2, bus-
cando aquellos analizadores que mejor se hab´ıan comportado para cada sub-
corpus. De esta manera se puede observar que hay ciertos modelos que son
capaces de analizar mejor una cantidad mayor de corpora, mientras que hay
modelos que no son capaces de analizar mejor ningu´n corpus.
Estas ideas invitan a la generacio´n de corpora menos ambiguo en algunos
casos y a la eliminacio´n de ciertas apariciones de frases presentes en los
corpora utilizados para entrenar los modelos menos competitivos. De esta
manera, y tras un minucioso proceso manual de verificacio´n se puede obtener
un mejor ana´lisis. Por otro lado, la idea de generar un algoritmo capaz de
utilizar cada modelo segu´n sea el caso, o la posible seleccio´n posterior del
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mejor analizador para cada frase o corpus. Ideas similares se desarrollan en
la Seccio´n 3.2, en (Ballesteros et al., 2010a), (Ballesteros et al., 2010c) y
(McDonald y Nivre, 2007).
3.1.3. Relacio´n entre el Taman˜o del Corpus y la Precisio´n
en el Ana´lisis.
Este nuevo experimento se centra en el efecto del taman˜o del corpus sobre
la precisio´n en el ana´lisis. Para analizar este efecto se fue construyendo un
corpus de entrenamiento incremental, se entreno´ un analizador concreto para
cada incremento y se evaluo´ la calidad del ana´lisis en cada iteracio´n.
Configuracio´n del experimento
El metodo que se siguio´ para realizar este experimento fue el siguiente:
En primer lugar seleccionamos los Ai, 1 ≤ i ≤ 20, para los cuales se
obtuvo mejor LAS cuando se analizaron con el modelo entrenado por
A0 en el experimento anterior. Este subcorpus fue A6 y este fue el
primer subcorpus an˜adido al corpus incremental.
En cada iteracio´n entrenamos Maltparser 0.4 con el corpus incremen-
tal.
En cada iteracio´n comprobamos la precisio´n del modelo entrenado
analizando con el A0.
En cada iteracio´n se an˜ade al corpus incremental el Ai no usado para
el cual se ha obtenido mejor LAS de los restantes cuando se analiza
por el modelo entrenado con A0.
Iteramos 20 veces hasta que todos los Ai hayan sido an˜adidos al corpus
incremental.
En cada iteracio´n el corpus mantiene la proporcio´n de frases teniendo en
cuenta sus longitudes.
Resultados del experimento
Los resultados de este experimento pueden verse en la Figura 3.4, donde
se pueden observar los valores para LAS, UAS, y LA para cada iteracio´n.
En el eje x se representa el nu´mero de palabras contenido en el corpus
incremental.
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Figura 3.4: LAS, UAS y LA dependiendo del nu´mero de palabras contenidas
en el corpus de entrenamiento.
Conclusiones del experimento
Considerando LAS, desde la primera a la segunda iteracio´n es casi 3
puntos mayor. Desde la segunda a la tercera iteracio´n LAS se incrementa
1,38 puntos. En la cuarta iteracio´n LAS es 1,2 puntos mayor. Y crece casi
1 punto en cada una de la quinta y sexta iteracio´n. An˜adiendo unas 22.600
palabras al corpus de entrenamiento se obtiene un incremento de LAS de
7,56 puntos. Pero an˜adiendo otras 22.600 palabras se obtiene un incremento
de so´lo 1,63 puntos. UAS y LA muestran un comportamiento similar a LAS.
3.1.4. Relacio´n entre la Longitud de la Frase y la Precisio´n
del Analizador.
Fija´ndose en (McDonald y Nivre, 2007) –donde los errores en el ana´lisis
esta´n relacionados con la longitud de las frases– y (Herrera y Gerva´s, 2008)
–donde el efecto de las longitud de las frases para la precisio´n en el ana´lisis
es estudiado– el otro para´metro donde nos fijamos para el estudio fue la
longitud de las frases. Se realizaron 2 experimentos para determinar si la
longitud de las frases podr´ıan afectar a la precisio´n en el ana´lisis.
Experimento I
El objetivo de este primer experimento consistio´ en comprobar si la pre-
cisio´n en el ana´lisis variaba segu´n la longitud de las frases contenidas en el
corpus de entrenamiento. Para ello, se genero´ una serie de corpora partien-
do del corpus de entrenamiento original y se procedio´ como se muestra a
continuacio´n.
Configuracio´n del experimento I
Como primera prueba, dividimos la seccio´n de AnCora que fue usada
como corpus de entrenamiento en la CoNLL–X Shared Task en 102 subcor-
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pora, cada uno conteniendo frases de longitud u´nica. Es decir un corpus de
1 frase de 143 palabras, otro subcorpus con 1 frase de 130 palabras, otro
subcorpus de 2 frases de 128 palabras cada una y as´ı sucesivamente.
Resultados del Experimento I
Entrenando Maltparser 0.4 con cada uno de esos subcorpora, obtuvimos
los resultados que se muestran en la Figura 3.5, en la pa´gina 51. En el eje x
se representa la longitud de las frases contenidas en el subcorpus usado como
corpus de entrenamiento, y en el eje y la precisio´n obtenida, utilizando las 3
medidas de evaluacio´n, en cada iteracio´n. La gra´fica interna de la figura 3.5
muestra el nu´mero de frases de cada longitud presentes en el corpus AnCora,
que se muestra ampliado en la Figura 3.6. Se incluye, para observar como
var´ıan los resultados en relacio´n a la cantidad de frases presentes de cada
longitud.
Conclusiones del Experimento I
Como puede observarse, los corpora de entrenamiento que contienen fra-
ses de gran longitud producen alta precisio´n a pesar del pequen˜o taman˜o de
los corpora en nu´mero de palabras. Por ejemplo, un corpus de 143 palabras,
con una ’unica frase produce: 45,88 % LAS, 51,16 % UAS y 66,15 % LA.
AnCora tiene 35 frases, con 80 o ma´s de 80 palabras. La figura 3.5 muestra
que las frases largas son una pequen˜a parte del corpus. ¿Podemos conseguir
buenos resultados, considerando so´lo frases largas?.
Experimento II
En este experimento se intenta comparar la precisio´n en el ana´lisis de
modelos entrenados con corpora que contiene tan so´lo frases largas con mod-
elos entrenados con corpora que so´lo tiene frases cortas. Buscando que el
taman˜o de los corpora de entrenamiento resultantes sean del mismo taman˜o.
Configuracio´n del Experimento II
Para verificar y contestar a la pregunta formulada en el anterior experi-
mento, se an˜adieron sistema´ticamente frases creando nuevos subcorpora de
entrenamiento con frases largas y entrenamos un modelo con cada subcor-
pus. Empezando con frases de 120 palabras o ma´s, depue´s repetimos con
frases de 110 palabras o ma´s, seguidamente con frases de 100 palabras o
ma´s, despue´s con frases de 90 palabras o ma´s y finalmente con frases de 80
palabras o ma´s.
Para comparar estos resultados se repitio´ el experimento, pero so´lo con
frases de poca longitud: 10 palabras o menos. Comenzando en primer lugar
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Figura 3.6: Nu´mero de frases de cada longitud presentes en el corpus AnCora.
La frase que contiene ma´s palabras contiene 143 y la que menos tan so´lo 2.
con frases de 7 palabras o menos, posteriormente con frases de 8 palabras o
menos y as´ı sucesivamente.
Resultados del Experimento II
La tabla 3.4 muestra LAS, UAS y LA para esos subcorpora, formados por
frases de mucha longitud. Los resultados son notablemente altos, comparan-
do con corpora de ma´s de 4500 palabras y que contienen frases de todos los
taman˜os. Comparativamente tenemos los resultados de la tabla 3.5 donde
se observa que con corpora de mayor taman˜o se obtienen resultados de peor
calidad que en el experimento de las frases largas.
Tabla 3.4: Resultados obtenidos por los modelos entrenados con los subcor-
pora, so´lo frases largas.
Subcorpus Taman˜o(palabras) LAS UAS LA
120..143 1154 61,07 % 67,60 % 77,18 %
110..143 1612 64,64 % 70,23 % 80,24 %
100..143 1919 66,68 % 71,99 % 81,41 %
90..143 2104 66,86 % 72,17 % 81,90 %
80..143 3538 68,60 % 74,11 % 82,72 %
Conclusiones del Experimento II
Partiendo de estos resultados, se puede concluir que los corpora de fra-
ses largas contribuyen a un mejor resultado global. Adema´s se observa que
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Tabla 3.5: Resultados obtenidos por los modelos entrenados con los subcor-
pora, so´lo frases cortas.
Subcorpus Size(wordforms) LAS UAS LA
2..7 1471 57,60 % 62,19 % 78,10 %
2..8 1991 62,16 % 66,86 % 79,75 %
2..9 2765 64,51 % 68,90 % 81,52 %
2..10 3775 66,84 % 72,30 % 82,79 %
un corpus de entrenamiento de frases largas necesita menos palabras para
obtener resultados similares que un corpus que contiene so´lo frases cortas.
Experimento III
Este tercer experimento consistio´ en descubrir hasta que punto era nece-
sario incluir las frases de los corpora cuyos modelos entrenados tuvieron
peores resultados en el Experimento I, para ello se fua´ an˜adiendo incremen-
talmente las frases a un u´nico corpus de entrenamiento, de esa manera se
consiguio´ generar modelos capaces de analizar las frases del corpus de test.
Configuracio´n del Experimento III
Despue´s realizamos otro experimento centra´ndonos so´lo en la longitud
de las frases. Para ello construimos incrementalmente un corpus de entre-
namiento y evaluamos el resultado para cada modelo entrenado. El metodo
fue el siguiente:
En primer lugar seleccionamos el corpus para el cual se obtuvo mejor
LAS cuando se analizaron en el experimento de la Seccio´n 3.1.3.
En cada iteracio´n entrenamos Maltparser 0.4 con el corpus incremen-
tal.
En cada iteracio´n comprobamos la precisio´n analizando el corpus de
test de la CoNLL–X Shared Task.
En cada iteracio´n se an˜ade al corpus incremental el subcorpus no usado
para el cual se ha obtenido mejor LAS de los restantes cuando se ana-
lizo´ en el experimento previo
Iteramos hasta que se consume todo el corpus de entrenamiento de la
CoNLL–X Shared Task.
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Resultados del Experimento III
La figura 3.7 muestra LAS, UAS y LA para cada ana´lisis. En el eje x,
representamos el nu´mero de palabras contenidas en el corpus incremental,
y en el eje y la precisio´n obtenida en cada iteracio´n.
Figura 3.7: LAS, UAS y LA cuando se considera la longitud de las frases
para construir el corpus de entrenamiento.
Conclusiones del Experimento III
Partiendo de los resultados de la Figura 3.7, podemos concluir, que la
seleccio´n del corpus de entrenamiento basa´ndose en la longitud de las fra-
ses permite obtener mejores resultados globales, por lo tanto es interesante
seleccionar la mayor parte de las veces frases de elevada longitud y de esta
manera se obtendra´ un ana´lisis mejor. Es necesaria la existencia de frases
cortas, pero no en la misma proporcio´n que las frases largas.
3.2. Te´cnicas de Bajo Nivel para la Mejora del
Ana´lisis para el castellano: Hacia un Anali-
zador de N versiones.
Partiendo de los resultados obtenidos en el experimento anterior, tomamos
como linea base los resultados de la CoNLL–X Shared Task (Buchholz y
Marsi, 2006) de los distintos grupos para el castellano. El objetivo del ex-
perimento que se expone es demostrar que distintos analizadores espec´ıficos
combinados con el uso de un analizador general pueden mejorar la precisio´n
local y global ya que hay un conjunto de palabras que provocan el mayor
nu´mero de fallos y generando analizadores espec´ıficos capaces de etiquetar
mejor esas palabras.
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3.2.1. Hipo´tesis
Dado que existe un conjunto de palabras que provocan un mayor nu´mero
de errores en el ana´lisis, ¿podemos reducir la cantidad de errores provocados
por las mismas entrenando analizadores espec´ıficos y analizando las palabras
problema´ticas con ellas.
Considerando el experimento base y los resultados obtenidos en la CoNLL-
X Shared Task, donde los resultados con cara´cter global son muy buenos
alcanzando valores cercanos al 90 % de precisio´n, se observa que solo 358
palabras del corpus de test obtienen un 100 % de precisio´n en el ana´lisis, lo
que es un 6,3 %. Si consideramos frases, en vez de palabras, observamos que
tan so´lo 38 frases esta´n perfectamente analizadas, lo que supone un 18,4 %.
El usuario final espera que el ana´lisis obtenido por el analizador de depen-
dencias generado sea satisfactorio, pero es altamente improbable que el a´rbol
de dependencias que obtenga este´ perfectamente analizado. La mayor parte
de las frases tras ser analizadas con Maltparser, muestran al menos un error
tras el ana´lisis. Como se describe en (Ballesteros et al., 2010a) y (Balles-
teros et al., 2010c) cuando se observan los resultados despue´s del ana´lisis,
se encuentra que hay un pequen˜o grupo de palabras que muestran la mayor
parte de los errores, tanto en el etiquetado, como en la conexio´n con las
palabras de las que dependen en el a´rbol de dependencias. Esas palabras
son las preposiciones ‘a’, ‘de’, ‘en’, ‘con’, ‘por’, la conjuncio´n ‘y’ o ‘e’ y el
nexo ‘que’. Como se intuye estas palabras provocan una alta ambigu¨edad
a la hora de decidir como deben ser analizadas, ya que existen en el cor-
pus de entrenamiento varios patrones de etiquetado para las mismas. Estas
palabras causan, habitualmente, error en la relacio´n de dependencia, en la
decisio´n de como debe conectarse con otras palabras en el a´rbol o en ambas.
Hay 20 frases (340 palabras) en el corpus de test con un solo error, lo que
supone un 9,7 % del total de frases que contiene el corpus o un 5,98 % si
consideramos las palabras. En 10 de esas 20 frases el error es provocado por
alguna de las palabras mencionadas anteriormente.
Como se deduce de los datos que se exponen, un usuario final que desee
un ana´lisis perfecto no puede quedar satisfecho con esos resultados. Para
algunos propositos, no es relevante que el resultado global considerando el
corpus completo sea muy bueno, sin embargo, la precisio´n local, si consi-
deramos la calidad en el ana´lisis frase a frase, si lo es. El 81,6 % de las frases
que se analizan individualmente contienen al menos un error. consideramos
que se debe obtener un mayor nu´mero de frases que obtengan 100 % LAS
despue´s del ana´lisis, por tanto, creemos que los esfuerzos deben centrarse en
la bu´squeda de te´cnicas que as´ı lo consigan. Por otro lado, si mejoramos la
precisio´n local, acabaremos obteniendo una mejor precisio´n global y llegar
al objetivo final que es obtener un ana´lisis de dependencias perfecto.
Nuestra hipo´tesis es que mejorando la precisio´n local, adema´s de mejorar
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la precisio´n global, el usuario final del analizador de dependencias quedara´ ma´s
satisfecho, ya que sera´ menos probable que las frases contengan errores, o
bien, que los errores contenidos tras el ana´lisis sean menos importantes.
Se llevaron a cabo una serie de experimentos para confirmar o refutar la
hipo´tesis que se presentan en las siguientes subsecciones.
3.2.2. El Desarrollo de N Analizadores Espec´ıficos
La idea ba´sica consiste en desarrollar un estudio sobre que mejora se
puede obtener, analizando las palabras que ma´s errores producen. El estu-
dio consiste en encontrar el conjunto de diferentes formas de etiquetado que
tienen esas palabras espec´ıficas y entrenar un analizador de dependencias
espec´ıfico para cada caso. Se empezo´ en el estudio con la conjuncio´n y la
preposicio´n ‘a’, para demostrar la viabilidad de un analizador N-versiones.
Se encontraron cuatro formas significativas y diferentes en la manera que
la conjuncio´n es etiquetada en los a´rboles de dependencia resultantes y seis
casos diferentes para la preposicio´n ‘a’. De manera que para demostrar la via-
bilidad del estudio, se entrenaron 10 analizadores de dependencias espec´ıficos
para cubrir todos los casos posibles teniendo en cuenta esas 2 palabras. Des-
pue´s de ello se combino´ el resultado obtenido por el analizador general con
los resultados obtenidos por los analizadores espec´ıficos, intercambiando los
nodos concretos para los que el analizador espec´ıfico se comportaba correc-
tamente. De esta manera, cuando se analiza, por ejemplo, una conjuncio´n,
la salida del analizador general se ignora y se intercambia por la salida del
analizador espec´ıfico. Los resultados obtenidos en las pruebas preliminares,
fueron muy buenos, lo que fue un est´ımulo para seguir experiementando.
Como se puede ver en las Figuras 3.8, 3.9 y 3.10, el analizador n-versiones
funcionar´ıa de la siguiente manera: el analizador general analizar´ıa la frase
completa, pudiendo cometer errores o no. Si se detecta el patro´n corres-
pondiente a un analizador espec´ıfico (como en la Figura3.9), el analizador
espec´ıfico realiza el ana´lisis como si fuera un analizador general. Finalmente
como se ve en la figura 3.10, se intercambiar´ıa el nodo obtenido para la
palabra concreta, en este caso la preposicio´n ‘a’, se ignorar´ıa el resto del
a´rbol que devuelve el analizador espec´ıfico y se obtendr´ıa, en te´rminos gene-
rales y locales, una frase mejor analizada. Para el ejemplo, una frase con
100 % de precisio´n en el ana´lisis.
3.2.3. La Conjuncio´n
En esta seccio´n se explican dos aproximaciones diferentes que se apli-
caron como estudios previos para ver la viabilidad del estudio del analizador
de N-versiones y se tomo´ como banco de pruebas la conjuncio´n, que para
el castellano tiene 2 formas diferentes: ‘y’ y ‘e’. La primera aproximacio´n es
un estudio incremental con un ejemplo concreto y la segunda la descripcio´n
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Figura 3.8: Ejemplo de la frase ‘Traslado´ el material a Madrid’ incorrecta-
mente analizada por el analizador general.
Figura 3.9: Ejemplo de la frase ‘Traslado´ el material a Madrid’ incorrec-
tamente analizada por el analizador general y por el analizador espec´ıfico.
Pero en este caso el analizador espec´ıfico realiza correctamente la parte para
la que ha sido entrenado.
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Figura 3.10: Mezcla de ambos a´rboles de dependencias obteniendo un a´rbol
final con 100 % de precisio´n en el ana´lisis para LAS, UAS y LA.
del desarrollo del analizador de n-versiones para la conjuncio´n.
Primera Aproximacio´n para el Estudio del Ana´lisis de la Conjun-
cio´n
Nuestra idea fue determinar si algunos tipos de frases ‘dif´ıciles’ pod´ıan
ser correctamente analizadas mediante la accio´n de unos analizadores es-
pec´ıficos mientras el analizador general, entrenado con todo el corpus de en-
trenamiento, analizar´ıa el resto. El primer analizador espec´ıfico que tratamos
de conseguir estaba entrenado para analizar frases que contenian una con-
juncio´n y que la frase completa estuviera entrecomillada. Esta situacio´n se
da numerosas veces en el corpus AnCora, y fue uno de los tipos de frases que
marcamos como ‘problema´ticos’. De esta forma, entrenamos un analizador
espec´ıfico usando Maltparser 0.4 para frases que conten´ıan conjunciones y
estuvieran entrecomilladas. El analizador se entreno´ utilizando la misma
configuracio´n que el grupo de Nivre en la CoNLL-X Shared Task para el
castellano. El corpus de entrenamiento, obtenido automa´ticamente a partir
del corpus de entrenamiento de AnCora, consist´ıa en frases entrecomilladas y
que contuvieran al menos una conjuncio´n. Finalmente obtuvimos un corpus
de 22 frases. El corpus de test se obtuvo de la misma forma, pero obteniendo
las frases del corpus de test de AnCora que se uso´ en la CoNLL-X Shared
Task. El corpus de test conten´ıa 7 frases. Para analizar esta aproximacio´n
lo que hicimos fue construir incrementalmente el corpus de entrenamiento a
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partir de las 22 frases, en primer lugar un corpus de una u´nica frase, poste-
riormente un corpus con dos frases, y as´ı sucesivamente. El me´todo exacto
que seguimos se explica a continuacio´n:
En primer lugar seleccionamos la frase con mayor nu´mero de palabras,
ya que aporta mejor ana´lisis si consideramos los resultados del experi-
mento anterior, del subcorpus de entrenamiento de frases entrecomi-
lladas y la an˜adimos como primera frase del corpus incremental.
Despue´s iteramos hasta que las 22 frases estuvieran incluidas en el
corpus incremental. En cada iteracio´n hicimos lo siguiente.
• Se entreno´ Malparser 0.4 con el corpus incremental.
• Se analizo´ el corpus de test con el modelo entrenado.
• La siguiente frase con mayor nu´mero de palabras se an˜adio´ al
corpus incremental.
Los resultados de este experimento se muestran en la figura 3.11, donde
se muestran los resultados de LAS, UAS y LA en cada iteracio´n. En el
eje de abscisas se representan el nu´mero de frases contenidas en el corpus
incremental y en el eje de ordenadas los valores de LAS, UAS y LA.
Figura 3.11: LAS, UAS y LA cuando se entrena un modelo espec´ıfico,
para frases entrecomilladas y que contengan conjunciones, incrementalmente
usando el corpus AnCora.
Si so´lo consideramos el ana´lisis de la conjuncio´n los resultados son muy
buenos. En la primera iteracio´n 3 conjunciones estaban mal analizadas, pero
a partir de la segunda iteracio´n so´lo una conjuncio´n estaba mal analizada.
Pero si miramos los resultados de la Figura 3.11 los resultados globales no son
tan buenos como los obtenidos por el analizador general. De todas formas,
a pesar de que la precisio´n local para la conjuncio´n se mejoro´, esta aproxi-
macio´n no parece realista, ya que el nu´mero de ejemplos no es suficiente
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para entrenar un modelo espec´ıfico no so´lo para obtener buenos resultados
en el ana´lisis de conjunciones tambie´n para todas las palabras que esta´n en
la frase entrecomillada. Este hecho nos hizo buscar otra aproximacio´n que
se explica en la siguiente seccio´n.
Descripcio´n de la Construccio´n del Analizador N-versiones para
la Conjuncio´n
En esta seccio´n se muestra el estudio de una versio´n ma´s compleja del
analizador n-versiones. Como se puede ver en la subseccio´n anterior, modelos
espec´ıficos pueden ser entrenados para obtener alta precisio´n para el ana´lisis
de una palabra concreta, pero estos modelos no son capaces de analizar
correctamente la frase completa donde la palabra concreta esta´ contenida.
Este es el hecho que inspiro´ la nueva aproximacio´n: el analizador n-versiones
como tal. La idea es obtener un nu´mero considerable de modelos espec´ıficos
entrenados, cada uno capaz de analizar una palabra concreta en un patro´n
de comportamiento concreto, es decir, en un contexto espec´ıfico. Por tanto la
palabra concreta sera´ una de las que son ma´s frecuentemente mal analizadas
y el contexto sera´ uno de los patrones de etiquetados diferentes para esas
palabras. Una de esas palabras es la conjuncio´n y uno de los contextos en
los que esta presente es el usado como ejemplo en la seccio´n anterior, frases
entrecomilladas. De esta forma, despue´s de analizar una frase con el modelo
general un programa debe decidir si la frase contiene una palabra que podr´ıa
ser analizada por un analizador espec´ıfico. En ese caso, el programa debe
decidir que analizador espec´ıfico es el ma´s apropiado teniendo en cuenta el
contexto en el que esta la palabra. Una vez que la frase sea analizada con el
modelo espec´ıfico, el resultado de la palabra “problema´tica” es reemplazado
por el resultado obtenido en el modelo general. De esta forma, lo mejor de
los dos analizadores puede ser aprovechado. En el caso de la conjuncio´n, es
algo ma´s sencillo que en el resto de los casos ya que so´lo hay que reemplazar
de que palabra cuelga la conjuncio´n ya que la relacio´n de dependencia de
la ‘y’ es siempre la misma: ‘-’. Para estudiar si este analizador n-versiones
es u´til para obtener mejores resultados realizamos el experimento que se
describe a continuacio´n.
Para el primer experimento se entreno´ un modelo espec´ıfico para las fra-
ses que contuvieran una conjuncio´n actuando como coordinada copulativa.
Se construyo´ un corpus de entrenamiento espec´ıfico a partir del corpus de
entrenamiento global, usando la seccio´n de AnCora que fue propuesta para
entrenamiento en la CoNLL-X Shared Task. Se obtuvo por tanto, un corpus
de entrenamiento para frases en las que la conjuncio´n actuaba de coordinada
copulativa que finalmente conten´ıa 361 frases (10.561 palabras o formas de
palabra). Despue´s se obtuvo un corpus de test por la misma via, usando el
corpus de test que se propuso para el ana´lisis en la CoNLL-X Shared Task.
Por tanto, lo que se hizo fue analizar todas las frases que conten´ıan con-
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junciones actuando como coordinadas copulativas (16 frases, 549 palabras o
formas de palabra).
Maltparser usa unos modelos de aprendizaje basados en historia, para
predecir la siguiente accio´n que debe tomar en la derivacio´n determinista del
ana´lisis de dependencias, lo que significa que usa caracter´ısticas de la cons-
truccio´n del a´rbol de dependencias, en cuanto a la forma de construirlo, y
caracter´ısticas basadas en la forma de etiquetar los distintos nodos del a´rbol
que dependen (o no) de otros. Ma´s especificamente, las caracter´ısticas en
las que se basa el entrenamiento de los analizadores se definen en te´rminos
de la forma de la palabra (LEX), categor´ıas gramaticales (POS), etiqueta
de dependencia (DEP) de un elemento indicando sobre cual de las estruc-
turas de datos, como se puede ver en la Seccio´n 2.2.2. Usamos el modelo de
caracter´ısticas que Nivre propuso para el castellano en la CoNLL–X Shared
Task, ver Figura 2.4, para llevar a cabo los experimentos descritos. Adema´s
para el presente experimento usamos el mismo modelo de caracter´ısticas
y obtuvimos que la conjuncio´n se analizaba incorrectamente 8 veces (en
un test con 16 conjunciones). Este hecho nos hizo investigar otros modelos
diferentes para encontrar mejores resultados en los analizadores espec´ıficos.
Despue´s de una serie de malos modelos, encontramos un modelo capaz de
analizar la conjuncio´n correctamente en 12 de las 16 ocasiones, este modelo
de caracter´ısticas se observa en la Figura 3.12, y como se ve es un modelo
ma´s simple y concreto que el propuesto por Nivre.
Figura 3.12: Modelo de caracter´ısticas para las frases con conjuncio´n ac-
tuando de coordinada copulativa.
Pero viendo los resultados obtenidos por el analizador general, que era
capaz de analizar correctamente la conjuncio´n en 13 de las 16 ocasiones, po-
dr´ıa significar que los analizadores espec´ıficos no eran mejores que el anali-
zador general y no eran viables para nuestros objetivos, pero viendo que
los resultados de ambos analizadores eran muy parecidas, realizamos otra
serie de experimentos para confirmar o rechazar nuestra hipo´tesis. Por tan-
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to, entrenamos otra serie de analizadores para otros casos espec´ıficos de la
conjuncio´n.
El segundo experimento que llevamos a cabo fue el entrenamiento de un
analizador espec´ıfico para analizar conjunciones que actu´an de nexo en una
lista de nombres propios. Construimos un corpus de entrenamiento espec´ıfi-
co con las frases que conten´ıan una sola conjuncio´n actuando de nexo en una
lista de nombres propios (al menos 2) usando para ello el corpus AnCora, ma´s
concretamente la seccio´n usada para entrenamiento en la CoNLL–X Shared
Task. El corpus resultante conten´ıa 59 frases (1.741 palabras o elementos).
Despue´s de entrenar el analizador espec´ıfico lo usamos para analizar todas
las frases contenidas en el corpus de test que segu´ıan el mismo patro´n: el cor-
pus de test resultante conten´ıa tan solo 5 frases (121 palabras o elementos).
El analizador resultante fue entrenado usando el mismo modelo de carac-
ter´ısticas que propuso Nivre en la CoNLL–X Shared Task. El analizador
espec´ıfico fue capaz de analizar correctamente las 5 conjunciones contenidas
en el corpus de test, mientras que el analizador general entrenado con to-
do el corpus de test so´lo fue capaz de analizar correctamente 4 de las 5
conjunciones.
Un tercer experimento se llevo´ a cabo para evaluar un modelo espec´ıfico
entrenado para analizar conjunciones que actu´an como nexo en una lista
de nombres comunes. Se construyo´ un corpus de entrenamiento espec´ıfico
con un conjunto de frases no ambiguas que conten´ıan conjunciones actuan-
do como conectora en una lista de nombres comunes, tomando las frases de
la seccio´n de AnCora que fue propuesta para entrenamiento en la CoNLL–
X Shared Task. El corpus resultante conten´ıa 266 frases (8.327 palabras
o elementos). Despue´s del entrenamiento se analizaron todas las frases que
segu´ıan ese mismo patro´n selecciona´ndolas del corpus de test propuesto para
ana´lisis en la CoNLL–X Shared Task; el corpus resultante estaba formado
por 15 frases (480 palabras o elementos). Una vez ma´s el modelo de carac-
ter´ısticas propuesto por el grupo de Nivre fue el mejor. El modelo espec´ıfico
fue capaz de analizar correctamente 12 de las 15 conjunciones, mientras que
el modelo general, entrenado con el corpus de entrenamiento completo, tan
so´lo analizo´ correctamente 10 de las 15 conjunciones.
Un u´ltimo experimento se realizo´ para descubrir como de viables son
los analizadores n–versiones. De esta manera, entrenamos un modelo es-
pec´ıfico para analizar conjunciones actuando como conectiva en una lista
de adjetivos o construcciones con valor de adjetivo. Construimos un cor-
pus de entrenamiento espec´ıfico con el conjunto de frases no ambiguas que
conten´ıan conjunciones que conectaban adjetivos o construcciones actuando
como adjetivos, de la seccio´n de AnCora que se propuso para entrenamien-
to en la CoNLL–X Shared Task. Este corpus espec´ıfico conten´ıa 59 frases
(3.155 palabras o elementos). Despue´s de entrenar el analizador espec´ıfico
seleccionamos del corpus de test las frases que segu´ıan el mismo patro´n de
la seccio´n de AnCora propuesta para ana´lisis en la CoNLL–X Shared Task.
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El corpus de test resultante conten´ıa 5 frases (113 palabras o elementos). El
modelo de caracter´ısticas del grupo de Nivre volvio´ a dar el mejor resultado
de nuevo, ya que el analizador espec´ıfico, entrenado bajo esas caracter´ısticas,
fue capaz de analizar correctamente las 5 conjunciones contenidas en esas
frases, mientras que el modelo general so´lo analizo´ correctamente 4 de las 5.
La tabla 3.6 muestra los resultados obtenidos por los analizadores es-
pec´ıficos de manera general para la conjuncio´n.
Tabla 3.6: Estudio del ana´lisis de la conjuncio´n. La flecha hacia la izquierda
(←) indica que la conexio´n es hac´ıa una palabra que esta´ situada delante
en la frase. La flecha hacia la derecha (→) indica que la palabra a la que se
conecta esta´ situada despue´s en la frase.
Caso #1 #2 #3 #4
Etiqueta – – – –
Conectado con verbo← nombre propio← nombre comu´n← adjetivo←
LASy/e antes 81,3 % 80 % 66,7 % 80 %
LASy/e despue´s 75 % 100 % 80 % 100 %
# Frases corpus test 16 5 15 5
# Frases corpus train 361 59 266 59
Los ana´lisis obtenidos por el modelo general para las conjunciones que
seleccionamos para este experimento, se reemplazaron por los resultados
obtenidos por los analizadores espec´ıficos, obteniendo as´ı unos resultados
globales de LAS = 81.92 %, UAS = 85.31 % and LA = 90.06 %, la mejora
no es muy grande pero es importante decir, que las conjunciones dejaron de
estar dentro del conjunto de palabras que devolv´ıan un peor ana´lisis. Estos
resultados nos animaron a realizar experimentos similares con el resto de
palabras cr´ıticas.
3.2.4. La Preposicio´n ‘a’
En esta seccio´n se expone como se realizo´ el estudio de viabilidad para el
analizador de N–versiones para el caso de la preposicio´n ‘a’. La preposicio´n
‘a’ (como el resto de las preposiciones presentes en el corpus AnCora), a
diferencia de la conjuncio´n, puede etiquetarse de diversas maneras, lo que
en un principio supon´ıa un nuevo problema. Se procedio´ de la siguiente
manera: continuando con el experimento obtenido para la conjuncio´n, se
fueron obteniendo las diferentes formas de etiquetar la preposicio´n ‘a’ y
para cada caso se genero´ mediante la programacio´n de unos scripts, corpora
espec´ıfico para el entrenamiento y ana´lisis de cada caso.
La preposicio´n ‘a’, al igual que todas las preposiciones, tiene una gran im-
portancia en el ana´lisis ofrecido por los creadores de AnCora, ya que utilizan
las preposiciones como ra´ıces de los suba´rboles que ampl´ıan la informacio´n
de la accio´n principal de la frase. Si consideramos la frase Traslado´ el mate-
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rial a Madrid, no es Madrid la ra´ız del suba´rbol, sino que lo es la preposicio´n
‘a’, por lo que al producir un error en el ana´lisis de la misma, se esta´ provo-
cando un error en toda la rama. El ejemplo, es un caso muy sencillo, pero
pueden existir ramas de gran longitud y para algunos propo´sitos el error
provodado por las preposiciones puede provocar la inutilidad de una gran
parte de un a´rbol de dependencias.
Esta palabra es la preposicio´n que obtiene un peor ana´lisis por el anali-
zador general por lo que interesaba estudiarla en primer lugar y compro-
bar que los buenos resultados obtenidos en el estudio de la conjuncio´n se
repet´ıan.
Se obtuvieron 7 casos de diferente etiquetado de la ‘a’, que involucraban
a 29 frases en el corpus de test; se consiguio´ mediante la replicacio´n de las
te´cnicas presentadas en la Seccio´n 3.2.3, pasar de 15 etiquetados erro´neos
a tan so´lo 3, es decir, la precisio´n LAS paso´ del 48,28 % al 93,10 % en este
corpus de test para el ana´lisis de la preposicio´n ‘a’.
La ‘a’ puede etiquetarse a un verbo como CD (Complemento Directo),
CI (Complemento Indirecto), CC (Adjunto), CREG (Complemento Preposi-
cional) o como – (etiqueta nula), y a un nombre como – (etiqueta nula). Para
todos los casos se obtuvieron mejores resultados con el analizador espec´ıfico
que con el general.
En la Tabla 3.7 se muestran los resultados para la preposicio´n ‘a’ que a
continuacio´n se exponen.
Tabla 3.7: Estudio del ana´lisis de la preposicio´n ‘a’. La flecha hacia la izquier-
da (←) indica que la conexio´n es hac´ıa una palabra que esta´ situada delante
en la frase. La flecha hacia la derecha (→) indica que la palabra a la que se
conecta esta´ situada despue´s en la frase.
Caso #1 #2 #3 #4 #5 #6
Etiqueta CD CI CC CREG – –
Conectado con verbo← nombre←
LASy/e antes 62,5 % 42,9 % 60 % 25 % 0 % 50 %
LASy/e despue´s 87,5 % 100 % 100 % 75 % 0 % 100 %
# Frases corpus test 8 7 5 4 1 4
# Frases corpus train 110 80 146 86 8 63
En primer lugar se genero´ un corpus espec´ıfico que conten´ıa so´lo fra-
ses con una aparicio´n de la preposicio´n ‘a’ etiquetada como CD de la sec-
cio´n del corpus de AnCora propuesto para entrenamiento en la CoNLL–X
Shared Task; el corpus resultante conten´ıa 110 frases. Se hizo lo mismo con
el corpus de test, obteniendo un corpus con 8 frases. El analizador general
analizo´ correctamente 5 de las 8 preposiciones, mientras que nuestro modelo
espec´ıfico mejoro´ esos datos analizando correctamente 6 de las 8.
Se continuo´ con el experimento con el siguiente caso: se selecciono´ de
los corpora de entrenamiento y ana´lisis las frases que conten´ıan una so´la ‘a’
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etiquetada como CI y conectada a un verbo; se obtuvo un corpus de entre-
namiento de 80 frases, y un corpus de test de 7 frases. El analizador general
fue capaz de analizar correctamente so´lo 3 de las 7 frases, mientras que nues-
tro analizador espec´ıfico analizo´ correctamente las 7 frases, obteniendo en
este caso un 100 % LAS para la preposicio´n ‘a’.
Para el caso en el que la preposicio´n ‘a’ se etiqueta mediante CC y se
conecta a un verbo se procedio´ de igual manera, obteniendo un corpus de
entrenamiento de 146 frases y un corpus de test de 5 frases. El analizador
general fallo´ en 2 de las 5 ocasiones mientras que el analizador espec´ıfico fue
capaz de analizar perfectamente las 5 preposiciones.
Se procedio´ de igual manera para el caso en el que la preposicio´n ‘a’ esta-
ba etiquetada como CREG y conectada a un verbo, obteniendo un corpus de
entrenamiento con 86 frases y un corpus de test de 4 frases; el modelo general
produjo un ana´lisis de tan so´lo 25 % LAS para la ‘a’, mientras que el modelo
espec´ıfico fue capaz de obtener un 75 % LAS, es decir analizo´ correctamente
3 de las 4 preposiciones.
El caso en el que la preposicio´n ‘a’ se conecta a un verbo mediante la
etiqueta –, es un caso particular en el que el corpus de test tan so´lo tiene
una frase, y el de entrenamiento 8 frases. El analizador general no etiqueta
correctamente la frase pero realiza correctamente la conexio´n, mientras que
el analizador espec´ıfico hace justo lo contrario. Es interesante quiza´ enrique-
cer estos casos de los corpora para as´ı obtener un mejor ana´lisis global ya
que son casos poco representativos y frecuentes.
Por u´ltimo, tenemos el caso en el que la preposicio´n ‘a’ esta´ conectada a
un nombre (comu´n o propio) mediante la etiqueta –. Para este caso existen
63 frases en el corpus de entrenamiento y 4 frases en el corpus de test. El
analizador general analizo´ correctamente 2 de las 4 frases, mientras que el
analizador espec´ıfico lo hizo para las 4 frases.
Los resultados globales obtenidos tras las mejoras por el nuevo ana´lisis
de la preposicio´n ‘a’ fueron los siguientes, LAS = 82,17 %, UAS = 85,51 %,
LA = 90,32 %. Como se puede observar, los resultados de la preposicio´n ‘a’
fueron muy buenos, por tanto eso animo´ a continuar con el resto de pala-
bras que estaban mal analizadas por el analizador general y de esa manera
obtener un mejor ana´lisis.
3.2.5. La Preposicio´n ‘de’
El procedimiento seguido para obtener un mejor ana´lisis para la preposi-
cio´n ‘de’ fue muy similar al de la preposicio´n ‘a’. Se encontraron 5 patrones
diferentes seguidos por esta palabra en el corpus AnCora. Preposicio´n ‘de’
conectada a nombre con etiqueta –, preposicio´n ‘de’ conectada a adverbio
o adjetivo con etiqueta –, preposicio´n ‘de’ conectada a verbo, la etiqueta es
CC, preposicio´n ‘de’ conectada a verbo con etiqueta CREG, y por u´ltimo,
preposicio´n ‘de’ conectada a verbo cuyo identificador es mayor que el de la
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preposicio´n.
En la Tabla 3.8 se muestran los resultados obtenidos por los analizadores
espec´ıficos para la preposicio´n ‘de’.
Tabla 3.8: Estudio del ana´lisis de la preposicio´n ‘de’. La flecha hacia la
izquierda (←) indica que la conexio´n es hac´ıa una palabra que esta´ situada
delante en la frase. La flecha hacia la derecha (→) indica que la palabra a la
que se conecta esta´ situada despue´s en la frase.
Caso #1 #2 #3 #4
Etiqueta CC CREG – –
Conectado con verbo← adverbio o adjetivo← nombre←
LASy/e antes 0 % 0 % 100 % 83,3 %
LASy/e despue´s 100 % 100 % 100 % 96,7 %
# Frases corpus test 30 5 2 2
# Frases corpus train 535 105 39 32
Para el primer caso, en el que la preposicio´n ‘de’ esta´ conectada a nom-
bres (comunes y propios) y la etiqueta es – (etiqueta nula), se generaron
corpora de entrenamiento y test de manera automa´tica mediante la pro-
gramacio´n de un script en Perl, obteniendo un corpus de entrenamiento de
considerable taman˜o, 535 frases, y un corpus de test de 30 frases. El anali-
zador general produc´ıa fallo en 5 de las 30 frases, mientras que el analizador
espec´ıfico tan so´lo lo hac´ıa 1 vez.
En el segundo caso, cuando la preposicio´n ‘de’ esta´ conectada a adjetivos
o adverbios (y formaciones con forma de adjetivo o adverbio), se obtuvo un
corpus de entrenamiento que contaba con 105 frases y un corpus de test de
5 frases. Tanto el analizador general como el espec´ıfico fueron capaces de
analizar perfectamente los 5 casos.
Seguidamente se continuo´ con el experimento, buscando de forma au-
toma´tica en los corpora el caso en el que la preposicio´n ‘de’ estaba conectada
a un verbo cuando la etiqueta es CC. El corpus de entrenamiento generado
conten´ıa 39 frases y el corpus de test tan so´lo 2 frases. El analizador general
produjo fallo en ambos casos, mientras que el espec´ıficos los analizo´ bien.
De la misma manera se estudio´ el caso en el que la preposicio´n ‘de’
estaba conectada a verbo y la etiqueta era CREG; se obtuvo un corpus de
entrenamiento que conten´ıa 32 frases y un corpus de test de 2 frases. El
analizador general produjo fallo en ambos casos, mientras que el analizador
espec´ıfico fue capaz de analizarlos perfectamente.
Por u´ltimo se estudio´ un caso que tuvo una particularidad especial, ya
que no se pudieron obtener datos reales porque el corpus de test no conten´ıa
ejemplos de ese patro´n. Se trataba de la preposicio´n ‘de’ conectada a verbos
cuyo identificador fuera mayor que el identificador de la preposicio´n lo que
quiere decir que esta´ escrito despue´s en la frase. El corpus de entrenamiento
obtenido ten´ıa 12 frases, mientras que el corpus de test conten´ıa 0 frases.
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Estos resultados nos llevaron a pensar en que a la hora de producir corpora
para el ana´lisis de dependencias es ma´s inteligente realizarlo de manera
equitativa y que aparezcan todo tipo de frases en ambos corpora.
Los resultados globales obtenidos tras el ana´lisis espec´ıfico de la preposi-
cio´n ‘de’ fueron los siguientes,LAS = 82,02 %, UAS = 85,27 % y LA =
90,44 %. Lo que mantiene la viabilidad de la propuesta ya que estamos pro-
duciendo mejora en todos los casos.
3.2.6. El Nexo ‘que’
El nexo ‘que’ tiene menos variedad a la hora de analizarlo mediante
ana´lisis de dependencias. So´lo sigue 3 patrones diferentes. Los patrones que
sigue son los siguientes: nexo ‘que’ conectado a verbo, cuyo identificador
es menor que el del nexo, como SUJ, nexo ‘que’ conectado a verbo, cuyo
identificador es menor que el del nexo, mediante la etiqueta –, y finalmente
nexo ‘que’ conectado a verbo cuyo identificador es mayor que el del nexo.
Esta palabra tiene un comportamiento diferente al resto de las palabras
estudiadas, ya que es ma´s probable que este´ conectada a palabras que esta´n
escritas despue´s en la frase. Por ello, el estudio de distintos modelos de
caracter´ısticas era obligado.
En la Tabla 3.9 se exponen los resultados del experimento del nexo ‘que’
de manera general, que se exponen a continuacio´n.
Tabla 3.9: Estudio del ana´lisis del nexo ‘que’. La flecha hacia la izquierda
(←) indica que la conexio´n es hac´ıa una palabra que esta´ situada delante
en la frase. La flecha hacia la derecha (→) indica que la palabra a la que se
conecta esta´ situada despue´s en la frase.
Caso #1 #2 #3
Etiqueta SUJ – SUJ
Conectado con verbo→ verbo←
LASy/e antes 82,5 % 86,4 % 0 %
LASy/e despue´s 92,3 % 95,5 % 100 %
# Frases corpus test 26 22 1
# Frases corpus train 349 342 6
El primer caso de estudio fue en el que el nexo ‘que’ estaba conectado a
un verbo cuyo ı´ndice era mayor que el ı´ndice del nexo. Para el entrenamiento
del analizador espec´ıfico se utilizo´ el modelo de caracter´ısticas de la Figura
3.13. El corpus de entrenamiento obtenido conten´ıa 349 frases y el de test 26
frases. El modelo general, entrenado mediante el mismo modelo presentado
por el grupo de Nivre en la CoNLL–X Shared Task, analizo´ incorrectamente
3 de las 26 frases, mientras que el analizador espec´ıfico entrenado mediante
el modelo de caracter´ısticas de la Figura 3.13, analizo´ incorrectamente 2 de
las 26 frases.
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Figura 3.13: Modelo de caracter´ısticas utilizado para el caso en el que el
nexo se conecta a un verbo como SUJ.
Se continuo´ con el estudio´ del nexo ‘que’, observando el caso en el que
el nexo se conecta a un verbo cuyo identificador es mayor que el del propio
nexo y la etiqueta es –. El corpus de entrenamiento obtenido conten´ıa 342
frases, y el de test conten´ıa 22 frases. El analizador general produjo 3 errores
y el analizador espec´ıfico, entrenado mediante el modelo de caracter´ısticas
de la Figura 3.14, ya que el modelo propuesto por Nivre produc´ıa mayor
cantidad de fallos, produjo tan so´lo 1 fallo.
Figura 3.14: Modelo de caracter´ısticas utilizado para el caso en el que el
nexo se conecta a un verbo como –.
Por u´ltimo se estudio´ el caso en el que el nexo ‘que’ estaba conectado
a un verbo cuyo identificador es menor que el del verbo y la etiqueta es
SUJ. En este caso el corpus de entrenamiento conten´ıa tan solo 6 ejemplos
y el corpus de test 1 ejemplo. El analizador general no fue capaz de analizar
correctamente la frase, mientras que el analizador espec´ıfico, en este caso si,
entrenado mediante el mismo modelo espec´ıfico que el general, fue capaz de
hacerlo.
Los resultados globales obtenidos tras el experimento del nexo ‘que’ lle-
varon a obtener los siguientes resultados, LAS = 81,94 %, UAS = 85,27 %
y LA = 90,36 %. Obteniendo, de esta manera, mejores resultados que el
modelo general.
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3.2.7. La Preposicio´n ‘en’
Para el estudio de viabilidad para la mejora del ana´lisis de la preposicio´n
‘en’ se procedio´ de manera similar que para el resto de palabras, salvando
las diferencias entre unas y otras. Se detectaron 4 patrones diferentes que la
preposicio´n ‘en’: ‘en’ conectado a verbo cuyo identificador es mayor que el de
la preposicio´n con la etiqueta CC, ‘en’ conectado a verbo cuyo identificador
es menor que el de la preposicio´n con la etiqueta CC, ‘en’ conectado a verbo
con la etiqueta CREG y cuyo identificador es menor que el de la preposicio´n
‘en’ y finalmente ‘en’ conectado a nombre con etiqueta –.
En la Tabla 3.10 se exponen los resultados obtenidos por los analizadores
espec´ficos para la preposicio´n ‘en’ de manera general, que a continuacio´n se
exponen.
Tabla 3.10: Estudio del ana´lisis de la preposicio´n ‘en’. La flecha hacia la
izquierda (←) indica que la conexio´n es hac´ıa una palabra que esta´ situada
delante en la frase. La flecha hacia la derecha (→) indica que la palabra a la
que se conecta esta´ situada despue´s en la frase.
Caso #1 #2 #3 #4
Etiqueta CC CC CREG –
Conectado con verbo→ verbo← nombre←
LASy/e antes 83,3 % 92,6 % 50 % 62,5 %
LASy/e despue´s 83,3 % 100 % 100 % 87,7 %
# Frases corpus test 6 27 2 8
# Frases corpus train 111 363 55 121
Para el primer caso, se generaron corpora de entrenamiento y ana´lisis
que conten´ıa 111 y 6 frases respectivamente. Tanto el analizador general
como el analizador espec´ıfico fueron capaces de analizar correctamente 5 de
las 6 frases. Provocando ambas un fallo en la misma frase.
En el segundo caso, ‘en’ conectado a verbo cuyo identificador es menor
que el de la preposicio´n con la etiqueta CC, se obtuvo un corpus de entre-
namiento de 363 frases y un corpus de test de 27 frases. El modelo espec´ıfico
obtuvo LAS = 100 % para el ana´lisis de la preposicio´n mientras que el mo-
delo general produjo 2 fallos obteniendo un LAS = 92,6 %.
Seguidamente se estudio´ el caso en el que la preposicio´n ‘en’ estaba
conectada a verbo mediante CREG. Se obtuvo un corpus de entrenamiento
de 55 frases y un corpus de test de 2 frases. El analizador general produjo
un fallo, mientras que el modelo espec´ıfico produjo 0 fallos.
Por u´ltimo se estudio´ el caso de la preposicio´n ‘en’ conectada a nombre
con la etiqueta –. Se obtuvo un corpus de entrenamiento de 121 frases y un
corpus de test de 8 frases. El analizador espec´ıfico provoco´ un fallo en las 8
preposiciones que analizo´, mientras que el modelo general produjo 3 fallos.
Los resultados globales obtenidos tras el estudio y mejora del ana´lisis de
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la preposicio´n ‘en’ fueron, LAS = 81,96 %, UAS = 85,31 %, y LA = 90,36 %.
Obteniendo, una vez ma´s, un ana´lisis de mayor calidad.
3.2.8. La Preposicio´n ‘con’
Para la preposicio´n ‘con’ se procedio´ de la misma manera, encontrando
para este caso 4 patrones diferentes a la hora de analizar esta preposicio´n.
Puede conectarse a un verbo como CC, CREG o –, y puede conectarse a un
nombre como –.
En la Tabla 3.11 se muestran de manera general los resultados obtenidos
por los modelos espec´ıficos que se exponen a continuacio´n.
Tabla 3.11: Estudio del ana´lisis de la preposicio´n ‘con’. La flecha hacia la
izquierda (←) indica que la conexio´n es hac´ıa una palabra que esta´ situada
delante en la frase. La flecha hacia la derecha (→) indica que la palabra a la
que se conecta esta´ situada despue´s en la frase.
Caso #1 #2 #3 #4
Etiqueta CC CREG – –
Conectado con verbo← nombre←
LASy/e antes 60 % 40 % 100 % 66,7 %
LASy/e despue´s 80 % 100 % 100 % 83,3 %
# Frases corpus test 10 5 1 6
# Frases corpus train 204 39 5 95
Para el primer caso en el que la preposicio´n ‘con’ se conecta a un verbo
y la etiqueta es ‘CC’, se obtuvo un corpus de entrenamiento de 204 frases y
un corpus de test de 10 frases. El analizador general fue capaz de analizar
correctamente 6 de las 10 frases, mientras que el modelo espec´ıfico lo hizo
en 8 de las 10 frases.
Siguiendo con el estudio de la preposicio´n ‘con’ se observo´ el caso en el
que se conecta a un verbo con la etiqueta CREG, obteniendo un corpus de
entrenamiento de 39 frases y un corpus de ana´lisis de 5 frases. El modelo
general provocaba 3 fallos, mientras que el modelo espec´ıfico ninguno.
El caso en el que la preposicio´n ‘con’ se conecta a un verbo mediante –
es un ejemplo que tiene muy pocas apariciones, tan so´lo 5 frases en el corpus
de entrenamiento y 1 frase en el de test. Ambos analizadores, espec´ıfico y
general, fueron capaces de analizar correctamente la preposicio´n contenida
en el ejemplo.
Por u´ltimo, se estudio´ el caso en el que la preposicio´n ‘con’ se conectaba a
un nombre con la etiqueta –. Existen 95 frases en el corpus de entrenamiento
y 6 frases en el de test. El analizador general produjo 2 fallos, mientras que
el analizador espec´ıfico produjo so´lo 1.
Los resultados globales obtenidos tras el estudio de la preposicio´n ‘con’
fueron los siguientes: LAS = 81,96 %, UAS = 85,31 % y LA = 90,40 %.
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3.2.9. La Preposicio´n ‘por’
La preposicio´n ‘por’ puede conectarse a un nombre, una coma, o un
adjetivo y puede estar etiquetada como – o como CAG. Por tanto, se tienen
3 casos diferentes: ‘por’ conectada a nombre con –, ‘por’ conectada a coma
como CAG, y ‘por’ conectada a un adjetivo como CAG.
En la Tabla 3.12 se muestran los resultados de los analizadores espec´ıficos
para la preposicio´n ‘por’ que se exponen a continuacio´n.
Tabla 3.12: Estudio del ana´lisis de la preposicio´n ‘por’. La flecha hacia la
izquierda (←) indica que la conexio´n es hac´ıa una palabra que esta´ situada
delante en la frase. La flecha hacia la derecha (→) indica que la palabra a la
que se conecta esta´ situada despue´s en la frase.
Caso #1 #2 #3
Etiqueta – CAG CAG
Conectado con nombre← coma← adjetivo←
LASy/e antes 100 % 100 % 80 %
LASy/e despue´s 100 % 100 % 100 %
# Frases corpus test 1 1 5
# Frases corpus train 47 13 71
Para el primer caso se obtuvo un corpus de entrenamiento de 47 frases y
un corpus de test de 1 frase. Tanto el analizador espec´ıfico como el general
fueron capaces de analizar perfectamente la preposicio´n ‘por’ de la frase del
corpus de test.
En el segundo caso ocurre lo mismo, pero teniendo 13 frases en el corpus
de entrenamiento y 1 frase en el corpus de test.
Finalmente, para el caso en el que la preposicio´n ‘por’ esta´ conectada a
un adjetivo mediante la etiqueta CAG, se obtienen 71 frases en el corpus de
entrenamiento y 5 frases en el corpus de test, siendo el analizador general
capaz de analizar correctamente 4 de las 5 frases, y el analizador espec´ıfico
las 5 frases.
Los resultados globales obtenidos tras el estudio de la preposicio´n ‘por’
fueron los siguientes: LAS = 81,96 %, UAS = 85,31 %, y LA = 90,36 %.
3.2.10. Resultados Obtenidos por el Analizador N–Versiones
En esta seccio´n se presentan los resultados obtenidos al desarrollar un
experimento parecido para cada una de las palabras que son peor analizadas
por un analizador general entrenado con el mismo corpus de entrenamiento
y mismo modelo de caracter´ısticas, propuesto por Nivre, que en la CoNLL–
X Shared Task para el castellano. Se compara el resultado del analizador
general con el modelo espec´ıfico para cada caso, expuestos en las secciones
anteriores.
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Tabla 3.13: Etiquetado de todas las palabras estudiadas de AnCora. En
cada caso se muestra el resultado (LAS) antes y despue´s de aplicar nuestro
me´todo. La flecha hacia la izquierda (←) indica que esa conexio´n es hacia
una palabra que esta´ situada delante en la frase. La flecha hacia la derecha
(→) indica que la palabra a la que se conecta esta´ situada despue´s en la
frase.
Caso
Palabra #1 #2 #3 #4 #5 #6
y/e
Etiqueta – – – –
Conectado con verbo← nombre propio← nombre comu´n← adjetivo←
LASy/e antes 81,3 % 80 % 66,7 % 80 %
LASy/e despue´s 75 % 100 % 80 % 100 %
a
Etiqueta CD CI CC CREG – –
Conectado con verbo← nombre←
LASa antes 62,5 % 42,9 % 60 % 25 % 0 % 50 %
LASa despue´s 87,5 % 100 % 100 % 75 % 0 % 100 %
de
Etiqueta CC CREG – –
Conectado con verbo← adverbio← nombre←
adjetivo←
LASde antes 0 % 0 % 100 % 83,3 %
LASde despue´s 100 % 100 % 100 % 96,7 %
que
Etiqueta SUJ – SUJ
Conectado con verbo→ verbo←
LASque antes 88,5 % 86,4 % 0 %
LASque despue´s 92,3 % 95,5 % 100 %
en
Etiqueta CC CC CREG –
Conectado con verbo→ verbo← nombre←
LASen antes 83,3 % 92,6 % 50 % 62,5 %
LASen despue´s 83,3 % 100 % 100 % 87,5 %
con
Etiqueta CC CREG – –
Conectado con verbo← nombre←
LAScon antes 60 % 40 % 100 % 66,7 %
LAScon despue´s 80 % 100 % 100 % 83,3 %
por
Label – CAG CAG
Conectado con nombre← coma← adjetivo←
LASpor antes 100 % 100 % 80 %
LASpor despue´s 100 % 100 % 100 %
Como se puede observar los resultados obtenidos indican una clara mejo-
ra en el ana´lisis de esas palabras dif´ıciles de analizar ya que hay mejora en
la mayor´ıa de los patrones y so´lo hay un caso en el que el analizador general
es mejor que el espec´ıfico.
En algunos casos la mejora parece espectacular. Por ejemplo, si obser-
vamos el ana´lisis de la preposicio´n de cuando se conecta a un verbo, el ana-
lizador general no es capaz de analizar correctamente ninguna, por tanto su
resultado es un 0 % de LAS y el analizador espec´ıfico es capaz de analizar
correctamente todas. Pero cabe decir que es debido al reducido nu´mero de
ejemplos en el corpus de test para este patro´n concreto, de hecho si so´lo
hay una frase en el corpus de test y un analizador es capaz de analizarla
correctamente, el resultado sera´ 100 %, por tanto hay que tener en cuenta
este detalle a la hora de evaluar el resultado. Aunque para el caso de estudio,
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la preposicio´n de conectada a verbos, el corpus de test esta´ formado por 4
frases y todos los ejemplos estaban mal analizados por el analizador general
y sin embargo el analizador espec´ıfico fue capaz de analizar correctamente
los 4. Si el corpus de test contiene hubiera contenido ma´s ejemplos quiza´ los
resultados devueltos no habr´ıan sido tan radicales. La mayor´ıa de los corpus
de test espec´ıficos contienen entre 2 y 10 frases, pero hay algunos con ma´s
de 30. Como se dice en (Ballesteros et al., 2010a), la precisio´n en el ana´li-
sis es razonablemente homoge´nea y se espera obtener los mismos resultados
cuando se aumenta el nu´mero de ejemplos en el corpus de test.
Adema´s hay que decir que el caso de la preposicio´n de conectada a un
verbo con la etiqueta “–” es un caso que esta´ contenido numerosas veces en
el corpus de entrenamiento, pero que no esta´ presente en el corpus de test.
Por supuesto, para esta situacio´n no hay error producido por el analizador
general. Por tanto, quiza´ una buena sugerencia de trabajo futuro es encon-
trar otras fo´rmulas a la hora de construir corpora de entrenamiento y test,
y as´ı obtenter mejor precisio´n en el ana´lisis.
3.2.11. Precisio´n Global, Precisio´n Local y sus L´ımites
Como se puede ver en (Ballesteros et al., 2010a) y (Ballesteros et al.,
2010c) y en la Subseccio´n 3.2.10, como resultado de usar analizadores es-
pec´ıficos la precisio´n local se mejora. Por tanto, tambie´n se obtiene mejor
precisio´n global. Los analizadores de dependencias pueden ser u´tiles para
mu´ltiples tareas de tratamiento de lenguaje natural, como la bu´squeda de
la parte negada de una frase, simplificacio´n de textos y muchos otros propo´-
sitos, es importante que los a´rboles analizados de dependencias tengan una
precisio´n elevada para que puedan ser utilizados correctamente. Por tanto,
ni siquiera un error debe ser admisible para el usuario final. Despue´s de
analizar el corpus de test con nuestro analizador de n–versiones observamos
que 42 (20,3 %) de las frases no mostraban ningu´n error, mientras que 38
(18,4 %) lo hac´ıan tras analizarlas con el analizador general. Esta mejora de
la precisio´n local como se puede leer en (Ballesteros et al., 2010a) tiene una
importante consecuencia, el usuario final quedara´ ma´s satisfecho.
Combinando los resultados del analizador general con los analizadores
espec´ıficos como se describe en la subseccio´n 3.2.2, obtuvimos los siguientes
resultados: LAS = 82,68 %, UAS = 85,73 % and LA = 90,84 %. Lo que es un
incremento de 1,38 % LAS, 1,06 % UAS y 0,78 % LA globales con respecto a
nuestros resultados de partida: los del analizador general. Estos resultados
pueden verse de manera extendida en las Figuras 3.15, 3.16, 3.17 y 3.18.
Los analizadores N–versiones son una forma de mejorar la precisio´n en el
ana´lisis sistema´ticamente evitando los errores dados por el analizador gene-
ral. Au´n as´ı nuestros experimentos aportan una mejora discreta. Esta mejora
es ma´s relevante cuando se eliminan errores causados por una palabra fre-
cuente, como se muestra en las Figuras 3.15, 3.16 y 3.17. En cada figura cada
74
Hacia una Mejor Precisio´n en el Ana´lisis Sinta´ctico de
Dependencias para el Castellano
Figura 3.15: Incremento de LAS global debido a la mejora obtenida usando
cada analizador espec´ıfico.
Figura 3.16: Incremento de UAS global debido a la mejora obtenida usando
cada analizador espec´ıfico.
Figura 3.17: Incremento de LA global debido a la mejora obtenida usando
cada analizador espec´ıfico.
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conjunto de barras muestra el incremento de LAS, UAS y LA que aporta
cada palabra. La primera palabra para la que hicimos el experimento fue la
conjuncio´n (y o e). Esto es porque la conjuncio´n es la palabra que tiene un
mayor nu´mero de errores, es decir, es la ma´s frecuentemente peor analizada
por el analizador general. Siguiendo con esta idea, se an˜adieron acumulando
las mejoras producidas por el resto de analizadores, seleccionando en primer
lugar aquellas palabras que tienen un mayor nu´mero de errores. Al final,
cuando se acumula la accio´n de todos los analizadores, tenemos el resultado
global completo mostrado en la Tabla 3.13. Se puede observar en las Figu-
ras 3.15, 3.16 y 3.17 que LAS, UAS y LA se incrementan notablemente con
la accio´n de los analizadores espec´ıficos de la conjuncio´n y de la preposicio´n
a. De hecho, LA no obtiene mejora con la accio´n del analizador espec´ıfico
para la conjuncio´n ya que el analizador general no comete errores cuando
etiqueta la relacio´n de dependencia de la conjuncio´n pero comete muchos
a la hora de decidir con que otra palabra se relaciona. En cualquier caso,
en te´rminos generales hay que focalizar los resultados en la obtencio´n de
una mejor precisio´n local, no tanto como una mejor precisio´n global. Es in-
teresante recalcar que la conjuncio´n provoca 56 errores tras el ana´lisis, ‘a’
provoca 48 errores, ‘de’ 44 errores, ‘que’ 42 errores, ‘en’ 37 errores, ‘con’ 17
errores y ‘por’ 16 errores. Adema´s, los incrementos obtenidos y la precisio´n
no son regulares por el nu´mero de ejemplos de cada caso considerado.
3.2.12. Conclusiones del Experimento
Como se puede ver en la Figura 3.18 se esta´ consiguiendo producir una
mayor precisio´n en el ana´lisis debido a la accio´n de los analizadores espec´ıfi-
cos. De manera que se puede deducir lo que es una sugerencia obligada de
trabajo futuro: seguir buscando palabras que produzcan mayor cantidad de
errores, haciendo cada vez ma´s complejo el analizador final y conseguir de
esa manera un ana´lisis ma´s completo.
Adema´s, aunque un gran porcentaje de los errores ma´s comunes se evi-
tan usando el analizador n–versiones, au´n queda una cantidad considerable
de nodos mal etiquetados producidos por el analizador general. Despue´s
de nuestros esfuerzos un 17,32 % de mejora en LAS sigue siendo necesaria
para obtener un ana´lisis perfecto. Pero cabe destacar que las palabras que
se han tratado en este estudio han dejado de ser las que peor calidad de
ana´lisis mostraban. Es importante tener en cuenta que estas palabras (con-
juncio´n, preposiciones, etc.) tienen una relevancia mayor que el resto, ya
que suelen ser ra´ız de importantes partes del a´rbol, como es el caso de las
preposiciones. Como se puede ver en las ima´genes de la Figura 3.19 el e-
rror producido tras el ana´lisis de la preposicio´n con produce que toda una
rama del a´rbol este´ incorrectamente analizada, a pesar de que el resto de
elementos pertenecientes a esa rama este´n correctamente analizados por el
analizador general. Por tanto, se concluye, que la mejora en el ana´lisis de
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Figura 3.18: Mejora global obtenida para cada una de las 3 medidas de
evaluacio´n.
este conjunto de palabras problema´ticas genera un ana´lisis de dependencias
de mucha mayor calidad.
Este feno´meno, por el cual un a´rbol resultante analizado esta´ mal cons-
truido debido a un ana´lisis incorrecto de una de las palabras analizadas en
este estudio, se repite constantemente en el corpus de test. Por tanto, de
esta manera no so´lo estamos mejorando la precisio´n global ya que estamos
produciendo un mejor ana´lisis en los nodos que contienen esas palabras, sino
que adema´s y lo que en definitiva es ma´s importante, estamos produciendo
3.2 Te´cnicas de Bajo Nivel para la Mejora del Ana´lisis para el
castellano: Hacia un Analizador de N versiones. 77
Figura 3.19: Ejemplo de un a´rbol de dependencias bien construido (arriba)
mediante el analizador n–versiones y mal construido (abajo) por el anali-
zador general. El ana´lisis incorrecto de la preposicio´n con provoca un error
en cadena en toda una rama del a´rbol.
un ana´lisis de dependencias de ma´s calidad y con a´rboles resultantes mejor
construidos, no tanto en cifras sino en estructura.
A partir de aqu´ı pueden sugerirse numerosas ramas de investigacio´n
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para conseguir mejores resultados. Lo primero, que adema´s es sugerencia
obligada, consiste en buscar nuevos modelos de caracter´ısticas capaces de
establecer mejores para´metros para que los analizadores espec´ıficos que no
obtuvieron un ana´lisis ideal lo consigan. Lo segundo, que ya se ha comentado
en esta seccio´n, es buscar nuevas palabras y continuar con el experimento y
as´ı conseguir mejores resultados. Lo tercero, versa sobre la idea de construir
de una manera diferente los corpora de entrenamiento y test, buscando al-
gunas te´cnicas que permitan incluir el mismo porcentaje de frases de cada
tipo (entendiendo por tipo los patrones que se describen en este experimento
para cada palabra) en ambos corpora.
3.3. Algoritmo del Analizador N–Versiones
En esta Seccio´n se describe un algoritmo implementado que automatiza
la decisio´n de que´ analizador espec´ıfico concreto es mejor para analizar las
palabras problema´ticas. So´lo se ha realizado para la conjuncio´n, pero puede
ser extrapolable, obteniendo as´ı un analizador N–versiones ma´s general. El
algoritmo se ha implementado en Perl1 y realiza las siguientes tareas:
1. Analiza la frase con el analizador general.
2. Si detecta que existe una conjuncio´n, mediante un sistema de reglas,
decide que´ analizador es ma´s adecuado, segu´n la cercan´ıa a cierto tipo
de palabras, o consultando informacio´n extra que el corpus AnCora
nos ofrece.
3. Se analiza la frase con el analizador ma´s adecuado decidiendo por
la cercan´ıa a la conjuncio´n y el tipo de etiquetado que lleva consigo.
4. Se elimina el nodo del a´rbol resultante del analizador general.
5. Se introduce el nuevo nodo obtenido por el analizador espec´ıfico.
6. Se devuelve la frase.
El algoritmo implementado no es capaz de decidir correctamente en todos
los casos, ya que hay ciertas veces que la cercan´ıa entre la conjuncio´n y
la palabra a la que debe ir conectada no es la mejor decisio´n. De hecho
los resultados obtenidos son muy similares a los del analizador general. El
analizador N–Versiones produce 57 fallos para la conjuncio´n mientras que
el analizador general produce 56 fallos. Es necesario un ana´lisis detallado
de ciertos aspectos de AnCora para alcanzar mayor fiabilidad, ya que en
algunas palabras existe un alto grado de ambigu¨edad, porque existen ana´lisis
diferentes de frases con la misma estructura gramatical, por lo tanto, el
1www.perl.com
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sistema no es capaz de tomar la decisio´n adecuada debido a las deficiencias
del corpus. Con un corpus mejor etiquetado en ciertos casos ambiguos el
mismo sistema devolver´ıa unos resultados mejores.
3.4. Recapitulacio´n
En este cap´ıtulo se han mostrado los experimentos realizados y resulta-
dos obtenidos con el objetivo de alcanzar una mejor precisio´n en el ana´lisis
sinta´ctico de dependencias. En primer lugar, un conjunto de experimentos
de alto nivel, orientados al taman˜o del corpus de entrenamiento, comproban-
do de esa manera, la homogeneidad de los ca´lculos. Acto seguido se mues-
tran otros experimentos de bajo nivel, basados en el ana´lisis de las palabras
peor analizadas. Como consecuencia de estos experimentos de bajo nivel,
se plantea un analizador N–Versiones consistente en varios analizadores es-
pec´ıficos entrenados para analizar las palabras que provocan ma´s fallos y un
analizador general que se encarga del ana´lisis del resto.
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Cap´ıtulo 4
Conclusiones y Trabajo
Futuro
En esta Cap´ıtulo se exponen las conclusiones generales derivadas de la
realizacio´n de este proyecto, adema´s se exponen las sugerencias de posible
trabajo futuro.
4.1. Conclusiones
En esta Seccio´n se exponen las conclusiones generales que se extraen de
la realizacio´n de los experimentos realizados en este trabajo.
4.1.1. El Taman˜o del Corpus de Entrenamiento es Relevante,
pero no es la U´nica Vı´a
Como se expone en la Seccio´n 3.1 y en (Ballesteros et al., 2010b), la
creencia siempre ha sido que a ma´s cantidad de ejemplos de entrenamiento,
mejor calidad en el ana´lisis. Como se puede ver en los resultados obtenidos
por el analizador general, y tras ser mejorados por la aproximacio´n con-
sistente en un ana´lisis n-versiones (Ballesteros et al., 2010a) y (Ballesteros
et al., 2010c), usando diversos analizadores espec´ıficos entrenados mediante
corpora muy pequen˜os. Se observa que no es necesario tener corpora muy
grandes sino ma´s bien corpora bien seleccionados para no incurrir en pro-
blemas de ambigu¨edad con el analizador y poder de esa manera obtener un
mejor ana´lisis.
Por tanto, y como se sugiere en la Seccio´n 4.2, es interesante estudiar
nuevas te´cnicas para la generacio´n, o ma´s bien disen˜o y construccio´n, de
nuevos corpora de entrenamiento y ana´lisis pensados para contener ejemplos
que no provoquen ambigu¨edad en el ana´lisis y decisiones incorrectas por
parte del analizador.
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4.1.2. El Analizador N-Versiones es una Propuesta Viable
Dados los resultados obtenidos en el Cap´ıtulo 3, tanto en los experimen-
tos relacionados con la homegeneidad del ana´lisis como en los resultados
referentes al analizador n–Versiones se puede concluir que au´n queda mu-
cho esfuerzo por hacer para obtener una precisio´n mayor para el ana´lisis
de dependencias, ya que los buenos resultados globales pueden resultar en-
gan˜osos si consideramos cuantas frases esta´n perfectamente analizadas del
corpus completo.
Por tanto, es interesante continuar la investigacio´n en la v´ıa de los
analizadores n–versiones, ya que as´ı se obtienen a´rboles de dependencias
mucho mejor estructurados, cuando se focaliza el trabajo en ciertas pala-
bras importantes dentro de cualquier frase. Con los resultados obtenidos se
puede afirmar que esta aproximacio´n es viable ya que hemos reducido el
nu´mero de errores para las palabras problema´ticas de manera bastante efi-
caz, con lo que se puede afirmar que es una te´cnica viable. Adema´s es una
te´cnica novedosa que nosotros hemos realizado de manera espec´ıfica para
el castellano pero que puede ser exportable para realizarla con un cara´cter
ma´s multilingu¨e.
4.2. Trabajo Futuro
Una vez concluido el trabajo surgen numerosas ideas orientadas a la
bu´squeda de obtener una mejor precisio´n o quiza´ una precisio´n de ma´s cali-
dad, ya que hay algunas palabra que provocan que el a´rbol de dependencias
este´ mal estructurado cuando se analizan incorrectamente, como se puede
ver en la Seccio´n 3.2.12. Tras nuestros esfuerzos, aun queda un 17,30 % de
mejora necesaria para obtener un a´rbol de dependencias perfectamente eti-
quetado con cada frase que se analice. Existen numerosas a´reas en las cuales
podr´ıa realizarse trabajo para mejorar la precisio´n en el ana´lisis.
1. Bu´squeda de ma´s palabras que tienen un ana´lisis frecuentemente mal
etiquetado: Esto implicar´ıa continuar con el experimento de la Sec-
cio´n 3.2, una vez demostrada la viabilidad del mismo, mejorando de
esta manera la precisio´n global y, como se concluye en el experimen-
to, la precisio´n local de los a´rboles de dependencias, lo que es muy
importante para muchos propo´sitos.
2. Incorporacio´n de la idea del Analizador N–Versiones a un analizador
concreto: Esta tarea, ya ha sido iniciada y ser´ıa de gran intere´s tener
un producto final que consistiera en un analizador sinta´ctico de de-
pendencias que incorpore las mejoras para el castellano propuestas,
estudiadas y demostradas en este trabajo.
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3. Nuevas te´cnicas para la construccio´n de corpora de entrenamiento y ana´li-
sis: Como se puede observar en (Ballesteros et al., 2010b) y en la
Seccio´n 3.1 la precisio´n obtenida depende del taman˜o del corpus de
entrenamiento, pero tambie´n depende en buena medida de como este
disen˜ado este corpus. Como se sugiere en (Ballesteros et al., 2010a) y
(Ballesteros et al., 2010c), deben estudiarse nuevas formas de disen˜ar
corpora para obtener un ana´lisis mejor.
4. Buscar nuevas te´cnicas, modelos de entrenamiento capaces de mejorar los
resultados obtenidos por nuestros analizadores espec´ıficos de manera
que as´ı se obtengan resultados mejores, en los casos que sea posible.
5. Extensio´n del trabajo a otras lenguas: Es factible, y practicamente ob-
vio, que la aplicacio´n de estas te´cnicas se puede exportar a cualquier
lenguaje, susceptible de ser analizado mediante un analizador multi-
lingu¨e como Maltparser. Puede ser de gran intere´s extender estas te´cni-
cas a otros idiomas, comprobar y corroborar que son tambie´n viables
y no exclusivas del castellano. Dada la naturaleza de los experimentos,
ya se observa que son de cara´cter general a pesar de haberse realizado
de manera espec´ıfica para un idioma concreto.
4.3. Conclusiones personales del Proyecto de Fin
de Ma´ster
Puedo afirmar que este Proyecto de Fin de Ma´ster en Investigacio´n en
Informa´tica hace justicia a su nombre en mi caso, ya que mi trabajo durante
el periodo de investigacio´n ha sido, bajo mi punto de vista, de aute´ntica in-
vestigacio´n y estudio. He aprendido, dejando de lado los nuevos conocimien-
Figura 4.1: Me gusta el ana´lisis de dependencias.
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tos te´cnicos que el trabajo me ha aportado, a enfrentarme a tareas nuevas
y totalmente desconocidas para mı´, a enfrentarme a la presentacio´n de un
art´ıculo en un congreso en un pa´ıs extranjero y en un idioma diferente al mı´o,
a escribir una memoria de un periodo de investigacio´n que nunca pense´ que
fuera tan complicado y a tratar con tareas que pocos han abordado.
Aunque la Figura 4.1 pueda parecer banal, o algo irrisorio, considero
que esta imagen resume perfectamente lo que ha sido la realizacio´n de este
proyecto.
Y sobre todo, lo que para mı´ es ma´s importante, me ha abierto una
puerta, a un mundo, a un escenario, que me gustar´ıa disfrutar y aprovechar,
y espero y deseo que as´ı sea en un futuro.
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para cada lenguaje. Como se puede observar los resultados del castellano se
encuentran en la media y son bastante buenos. Se muestran en negrita los
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A.3. Wiki sobre ana´lisis de dependencias
Existe una wiki sobre ana´lisis de dependencias en que contiene la expe-
riencia producida en las dos CoNLL Shared Tasks basadas en ana´lisis de
dependencias, 2006 y 2007: http://depparse.uvt.nl/depparse-wiki/
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