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Abstract
We consider a free boundary problem modeling tumor growth in fluid-like tissue. The model equations
include a diffusion equation for the nutrient concentration, and the Stokes equation with a source which
represents the proliferation of tumor cells. The proliferation rate μ and the cell-to-cell adhesiveness γ
which keeps the tumor intact are two parameters which characterize the “aggressiveness” of the tumor.
For any positive radius R there exists a unique radially symmetric stationary solution with radius r = R.
For a sequence μ/γ = Mn(R) there exist symmetry-breaking bifurcation branches of solutions with free
boundary r = R + εYn,0(θ) + O(ε2) (n even  2) for small |ε|, where Yn,0 is the spherical harmonic of
mode (n,0). Furthermore, the smallest Mn(R), say Mn∗(R), is such that n∗ = n∗(R) → ∞ as R → ∞.
In this paper we prove that the radially symmetric stationary solution with R = RS is linearly stable if
μ/γ <N∗(RS, γ ) and linearly unstable if μ/γ >N∗(RS, γ ), where N∗(RS, γ )Mn∗ (RS), and we prove
that strict inequality holds if γ is small or if γ is large. The biological implications of these results are
discussed at the end of the paper.
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Mathematical models of solid tumor growth, which consider the tumor tissue as a density
of proliferating cells, have been developed and studied in many papers; see [1–4,7,9,10,22,25–
28] and the references given therein. Most of the models discuss the case of radially symmetric
tumors.
Tumors grown in vitro have a nearly spherical shape, but tumor in vivo may develop all kinds
of protrusions. It is therefore interesting to explore the existence of non-spherical solutions of
tumor models.
Let Ω(t) denote the tumor domain at time t , and p the pressure within the tumor resulting
from proliferation of the tumor cells. The density of the cells, β , depends on the concentration
of nutrients, σ . Assuming that this dependence is linear, we simply identify β with σ . We also
assume a linear dependence of the proliferation S on σ :
S = μ(σ − σ˜ ) (σ˜ > 0),
where σ˜ is a threshold concentration and μ, the proliferation rate, is a parameter expressing the
“intensity” of the expansion (if σ > σ˜ ) or shrinkage (if σ < σ˜ ). The function σ satisfies the
diffusion equation:
cσt −Δσ + λσ = 0 in Ω(t) (1.1)
with a boundary condition
σ = σ¯ on ∂Ω(t). (1.2)
Here,
c = Tdiffusion/Tgrowth
is the ratio of the nutrient diffusion time scale to tumor growth (e.g., tumor doubling) time scale.
By conservation of mass
div v = S = μ(σ − σ˜ ). (1.3)
Most tumor models assume that the tissue has the structure of porous medium, so that Darcy’s
law v = −∇p holds where p is the pressure exerted by the proliferating cells and v is their
velocity. However, there are tumors for which the tissue is more naturally modeled as fluid. For
example, in early stages of breast cancer the tumor is confined to the duct of a mammary gland,
which consists of epithelial cells, a meshwork of proteins, and extracellular fluid. Several recent
papers on ductal carcinoma in the breast use the Stokes equation in their mathematical models
[13–16]. If we denote the fluid velocity by v = (v1, v2, v3) and the fluid pressure by p, then the
constitutive law is
σij = −pδij + 2ν
(
eij − 13 Δ¯δij
)
,
where σij is the stress tensor, p = − 13σkk , eij = 12
(
∂vi
∂xj
+ ∂vj
∂xi
)
is the strain tensor, Δ¯ = ekk = div v
is the dilation, and ν is the viscosity coefficient. If there are no body forces then
3∑ ∂σij
∂xj
= 0.j=1
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−νΔv + ∇p − 1
3
ν∇ div v = 0 in Ω(t), t > 0 (1.4)
where v satisfies the conservation law (1.3).
We now turn to the boundary conditions at the boundary Γ (t) of Ω(t). We assume that the
tumor is held together by the forces of cell-to-cell adhesion equal to a constant γ ; the role of γ
is discussed in [5,6,8]. Introducing the stress tensor Q = ν(∇v + (∇v)T )− (p+ 23ν div v)I with
components
Qij = ν
(
∂vi
∂xj
+ ∂vj
∂xi
)
− δij
(
p + 2ν
3
div v
)
,
we then have
Qn = −γ κ n on Γ (t), t > 0,
where n is the outward normal and κ is the mean curvature (κ > 0 if Γ (t) is the surface of a
convex body). Since div v = μ(σ¯ − σ˜ ), this boundary condition can be written in the form
T n =
(
−γ κ + 2ν
3
μ(σ¯ − σ˜ )
)
n on Γ (t), t > 0, (1.5)
where
Tij = ν
(
∂vi
∂xj
+ ∂vj
∂xi
)
− δijp.
We also assume the kinematic condition
v · n = Vn on Γ (t), t > 0. (1.6)
The system (1.3)–(1.5) has six-dimensional kernel V0 consisting of rigid motions
v0 = a + b × x, p0 = 0.
We must therefore add six scalar constraints. These constraints can be written in the form∫
Ω(t)
v dx = A(t),
∫
Ω(t)
v × x dx = B(t), (1.7)
where A(t), B(t) are prescribed functions. Finally we prescribe initial conditions:
Ω(t)|t=0 = Ω0, σ |t=0 = σ0(x) in Ω0. (1.8)
Local existence and uniqueness of solutions for the system (1.4)–(1.8) for a general domain was
recently proved by Friedman [17].
Most of the papers which model the growth of a solid tumor as a free boundary problem
make the simplifying assumption that the tumor is radially symmetric; this makes the analysis
and computations much easier. The biological justification of this assumption is that tumors
grown in vitro are nearly spherical, so the sphericity assumption is not without merit. It may
also be reasonable to assume that, in vivo, at its initial stages the tumor is nearly spherical.
However, as the tumor continues to grow the spherical shape loses its stability and begins to
develop protrusions, signaling the onset of tumor invasion.
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of the degree of aggressiveness of the tumor. Indeed, λ and γ are material (tissue) dependent
parameters, the parameter σ¯ depends on the supply of nutrients from the outside the tumor, and
σ˜ is the level of nutrients any cell requires in order to survive. On the other hand, μ is the
proliferation rate, so that the larger the μ the more aggressive the tumor will be. Similarly, γ is
the cell-to-cell adhesiveness, so that the smaller the γ the less stable the spherical shape will be.
Finally, c is determined by the tumor doubling time.
The goal of this paper is to determine when this loss of stability occurs. Naturally that should
depend on the parameters of the system (1.1)–(1.6). Some of the parameters of the system can
be scaled out by introducing new variables:
x′ = √λx, t ′ = λ
c
t, σ˜ ′ = σ˜
σ¯
, μ′ = cσ¯
λ
μ, γ ′ = c√
λν
γ,
σ ′ = σ
σ¯
, p′ = c
λν
p, v′ = c√
λ
v.
Under this change of variables, Ω(t) is transformed into a domain Ω ′(t ′) with boundary Γ ′(t ′);
we also have
∂x =
√
λ∂x′ , ∂t = λ
c
∂t ′ , κ
′ = 1√
λ
κ, V ′n =
c√
λ
Vn.
For simplicity we drop all primes “ ′ ”. We also take A ≡ 0, B ≡ 0. Then the scaled system
takes the form:
σt −Δσ + σ = 0, x ∈ Ω(t), t > 0, (1.9)
σ = 1, x ∈ Ω(t), t > 0, (1.10)
−Δv + ∇p = μ
3
∇(σ − σ˜ ), x ∈ Ω(t), t > 0, (1.11)
div v = μ(σ − σ˜ ), x ∈ Ω(t), t > 0 (σ˜ < 1), (1.12)
T (v,p)n =
(
−γ κ + 2
3
μ(1 − σ˜ )
)
n, x ∈ Γ (t), t > 0, (1.13)
T (v,p) = (∇v)T + ∇v − pI, I = (δij )3i,j=1, (1.14)
Vn = v · n on Γ (t), (1.15)
subject to the constraints∫
Ω(t)
v dx = 0,
∫
Ω(t)
v × x dx = 0. (1.16)
In the sequel we shall denote by Im(ξ) the modified Bessel function of order m, and set
Pn(ξ) = In+3/2(ξ)
ξIn+1/2(ξ)
, n = 0,1,2,3, . . . . (1.17)
As shown in [17,21] the system (1.9)–(1.16) has a unique radially symmetric solution. Using
the functions in Appendices A and B of [21], the free boundary r = RS is the unique solution of
the equation
P0(RS) ≡ 1
R2
(RS cothRS − 1) = σ˜3 (1.18)
S
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σS(r) = R
sinhR
sinh r
r
= R
1/2
I1/2(R)
I1/2(r)
r1/2
, (1.19)
vS = μG(r)x = μG(r)rer , (1.20)
pS(r) = γ
R
+ 4μ
3
[
σS(r)− σ˜
]
, (1.21)
where R = RS , and the function G(r) is given explicitly by
G(r) = R
1/2
I1/2(R)
I3/2(r)
r3/2
− P0(R) (1.22)
for R = RS .
Friedman and Hu [21] also proved that the stationary problem has a family of symmetry-
breaking bifurcations from the above spherical solution, with bifurcation points, at R = RS ,
given by
Mn(R) = n(n+ 2)(2n+ 1)4(n+ 1)(2n+ 3)
1
R3P0(R)[P1(R)− Pn(R)] (1.23)
for n even  2. More precisely, for the bifurcation branch of solutions we have
μ
γ
= Mn(RS)+O(ε) (1.24)
and
r = RS + εYn,0(θ)+O
(
ε2
)
, (1.25)
where Yn,0(θ) is the spherical harmonic of order (n,0), and ε is a parameter with |ε| small. This
result probably holds also for n odd (cf. [19, Remark 9.3]).
A similar bifurcation result holds also in the case where the tumor is assumed to have the
structure of a porous medium [11] so that Darcy’s law v = −∇p replaces the Stokes equation.
However, in a surprising contrast to the model with Darcy’s law, the present sequence Mn(R) is
not monotone increasing in n for all n 2. Instead [21],
Mn(RS) is monotone only beginning from some large n, and
min
n2
Mn(RS) = Mn∗(RS)(RS), where n∗(RS) → ∞ if RS → ∞. (1.26)
Clearly the spherical tumor cannot remain stable when
μ
γ
increases to the number Mn∗(RS)(RS). (1.27)
But, as we shall see, the spherical tumor may lose its stability already for smaller values of μ/γ .
In this paper we consider for simplicity only linear stability; nonlinear stability requires more
refined analysis due to fact that the stationary problem is translation invariant (cf. the analogous
situation in the model with Darcy’s law [20]).
We shall prove that the spherical stationary solution is
linearly stably if
μ
γ
<N∗(RS, γ ) and linearly unstable if
μ
γ
>N∗(RS, γ ), (1.28)
where N∗(RS, γ )Mn∗(RS)(RS); furthermore,
N∗(RS, γ ) <Mn∗(RS)(RS) (1.29)
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bifurcation point. Numerical calculations show that (1.29) holds for all γ if RS < 310, and we
conjecture that this is true for all RS . We conclude this introduction by referring to articles [12,
23,24] where other bifurcation problems with Stokes equations have been considered.
2. Linearized problem
In the sequel we shall often abbreviate RS by R. Using (1.18)–(1.20), the following formulas
can easily be verified:
(σS)r (R) = RP0(R), (2.1)
(vS)r (R) · er = μ
(
1 − 3P0(R)
)
. (2.2)
Let (σS, vS,pS,BRS ) be the radially symmetric solution and set
σ = σS + εζ, (2.3)
v = vS + ε w, (2.4)
p = pS + εq, (2.5)
Ω(t) = {r < RS + ερ(t)}. (2.6)
We claim that the linearized system is given by
ζt −Δζ + ζ = 0 in BR, (2.7)
ζ = −(σS)r (R)ρ on ∂BR, (2.8)
−Δ w + ∇q = μ
3
∇ζ in BR, (2.9)
div w = μζ in BR, (2.10)
T ( w,q)er = −2μ
R
(
1 − 3P0(R)
)∇ωρ +
{
γ
R2
(
ρ + 1
2
Δωρ
)
+ 2μ
[
2
R
(
1 − 3P0(R)
)− 1
3
RP0(R)
]
ρ
}
er , on ∂BR, (2.11)
ρt = w · er +μ
(
1 − 3P0(R)
)
ρ on ∂BR, (2.12)∫
BR
wdx = 0,
∫
BR
w × x dx = 0. (2.13)
In fact, substituting (2.3)–(2.6) into Eqs. (1.9)–(1.16) and collecting only ε-order terms, we
immediately obtain (2.7)–(2.10). The relation (2.11) was derived in [21, (4.30), (4.34)]. Using
Vn = ερt +O
(
ε2
)
and
v · n|r=R+εS =
(vS |r=R + ε(vS)r |r=Rρ + ε w +O(ε2)) · (er +O(ε))
= ε( w · er + (vS)r |r=R · erρ)+O(ε2) (since vS(R) = 0),
we obtain the differential equation (2.12). Since vS(R) = 0, we also obtain the constraints
in (2.13).
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The system (2.7)–(2.13) with the initial conditions
ρ|t=0 = ρ0(θ,φ), ζ |t=0 = ζ0(r, θ,φ)
form the linearized problem.
(2.14)
Following Friedman [17] it is easy to see that the linearized problem has a unique solution for
all t > 0.
By linear stability we mean that for any initial data (2.14) the solution (2.7)–(2.13) exists
and satisfies:
ρ(θ,φ, t) → 0 as t → ∞,
uniformly in θ and φ, and correspondingly
ζ → 0, w → 0, q → 0 as t → ∞.
By linear instability we mean that for some data in (2.14),∣∣ρ(φn, θn, tn)∣∣→ ∞
for a sequence (φn, θn, tn) with tn → ∞.
To prove linear stability/instability the main task is to find an equation for ρ and use it to
determine the asymptotic behavior of ρ as t → ∞. A glance at (2.12) shows that we need to
concentrate on the term w · er . As in [18], the Laplace transform will be used to help with the
computations. The Laplace transform of a function f (·, t) is defined by
fˆ (·, s) =
∞∫
0
e−stf (t, ·) dt.
Taking formally Laplace transforms in (2.7)–(2.13), we obtain
−Δζˆ + (s + 1)ζˆ = ζ(r, θ,φ,0) in BR, (2.15)
ζˆ = −(σS)r (R)ρˆ on ∂BR, (2.16)
−Δ ˆw + ∇qˆ = μ
3
∇ ζˆ in BR, (2.17)
div ˆw = μζˆ in BR, (2.18)
T ( ˆw, qˆ)er = −2μ
R
(
1 − 3P0(R)
)∇ωρˆ +
{
γ
R2
(
ρˆ + 1
2
Δωρˆ
)
+ 2μ
[
2
R
(
1 − 3P0(R)
)− 1
3
RP0(R)
]
ρˆ
}
er on ∂BR, (2.19)
sρˆ − ρ(θ,φ,0) = ˆw · er +μ
(
1 − 3P0(R)
)
ρˆ on ∂BR, (2.20)∫
BR
ˆwdx = 0,
∫
BR
ˆw × x dx = 0. (2.21)
Taking divergence in (2.17) and using (2.18), we also have
Δ
(
qˆ − 4μζˆ
)
= 0 in BR. (2.22)3
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Yl,m (as was done in [18]), but also with vector spherical harmonics Vl,m,Xl,m,Wl,m. We shall
use several formulas for these functions which the reader will find in [21, Appendices A and B].
If we proceed in a straightforward way, then we obtain from (2.15)–(2.22) a coupled system of
ODEs: two equations for the coefficients ζˆ and qˆ , and three equations for the components of ˆw.
These equations turn out to be quite complicated, but, a significant simplification can be achieved
by introducing an auxiliary function ψ(r, θ,φ, t) such that
Δψ = ζ(r, θ,φ, t) in BR. (2.23)
The boundary condition on ψ does not really matter that much, but a slight simplification in
future calculations will be achieved by the choice
ψ = −(σS)r (R)e−t ∗ ρ(θ,φ, t) on ∂BR,
or
ψˆ = −(σS)r (R) 11 + s ρˆ(θ,φ, t) on ∂BR. (2.24)
Lemma 2.1. Let the initial perturbation be given by
ρ(θ,φ,0) = ρ0,l,mYl,m(θ,φ) (ρ0,l,m constant), (2.25)
ζ(r, θ,φ,0) = ζ0,l,m(r)Yl,m(θ,φ), (2.26)
where l = 1 is a non-negative integer. Then, for the solution of (2.15)–(2.21), we have ρ =
ρl,m(t)Yl,m(θ,φ), and the Laplace transform of ρl,m(t) satisfies
ρˆl,m = 1
hl(s)
[
1
μ
ρ0,l,m +
(
1 − 3(l + 1)l
(l − 1)(2l2 + 4l + 3)
)
∂Λ1,l,m(R, s)
∂r
− (2l + 1)l
(l − 1)(2l2 + 4l + 3)R
∂2Λ1,l,m(R, s)
∂r2
]
, (2.27)
where
hl(s) = hl(s,μ,γ,R) = γ
μ
(l + 2)(2l + 1)l
4R(2l2 + 4l + 3) +
1
μ
s
+R2P0(R)
(
1 + l
(2l2 + 4l + 3)
)[
Pl
(
R
√
s + 1 )− P1(R)], (2.28)
Λ1,l,m is the solution of(
Δ− l(l + 1)
r2
)
(Λ1,l,m) = Ξ1,l,m(r, s) in BR,
Λ1,l,m = 0 on ∂BR, (2.29)
and Ξ1,l,m is the solution of
−ΔΞ1,l,m +
(
l(l + 1)
r2
+ (s + 1)
)
Ξ1,l,m = ζ0,l,m(r) in BR,
Ξ1,l,m|r=R = 0. (2.30)
A. Friedman, B. Hu / J. Math. Anal. Appl. 327 (2007) 643–664 651Remark 2.1. Lemma 2.1 is formal since we have not proved that the Laplace transform of the
solution exists. However, after we compute and estimate the Laplace transforms of the various
components of the solution, we shall be able to take inverse Laplace transform and prove that
this is indeed the unique solution of the linearized system (2.7)–(2.13) with the asserted stability
or instability property.
Proof. We construct the solution in the form
ρ(θ,φ, t) = ρl,m(t)Yl,m(θ,φ), (2.31)
ζ(r, θ,φ, t) = ζl,m(r, t)Yl,m(θ,φ), (2.32)
w = al,m(t)+ bl,m(t)× x +μ∇ψ(r, θ,φ, t)
+ vl,m(r, t) Vl,m + xl,m(r, t) Xl,m +wl,m(r, t) Wl,m, (2.33)
q = 4μ
3
ζ(r, θ,φ, t)+ ql,m(r, t)Yl,m, (2.34)
ψ(r, θ,φ, t) = ψl,m(r, t)Yl,m(θ,φ). (2.35)
We note that Eq. (2.33) has no parallel in the case of a tumor model with Darcy’s law [18]. After
using the relation
ΔωYl,m(θ,φ)+ l(l + 1)Yl,m(θ,φ) = 0, (2.36)
the Laplace transform of (2.23)–(2.24) yields
Ll(ψˆl,m) ≡
(
Δ− l(l + 1)
r2
)
ψˆl,m = ζˆl,m(r, s) in BR,
ψˆl,m = −(σS)r (R) 1
s + 1 ρˆl,m(s) on ∂BR. (2.37)
From (2.15)–(2.16) we get
−Δζˆl,m(r, s)+
(
l(l + 1)
r2
+ (s + 1)
)
ζˆl,m(r, s) = ζ0,l,m(r) in BR,
ζˆl,m(R, s) = −(σS)r (R)ρˆl,m(s). (2.38)
Using (2.22), (2.23), Eq. (2.17) becomes
−Δ[vˆl,m(r, s) Vl,m + xˆl,m(r, s) Xl,m + wˆl,m(r, s) Wl,m]
+ ∇[qˆl,m(r, s)Yl,m(θ,φ)]= 0 in BR, (2.39)
or, by [21, (A.15), (A.20)–(A.22)],
Ll+1(vˆl,m) =
(
l + 1
2l + 1
)1/2[
− ∂
∂r
qˆl,m + l
r
qˆl,m
]
, (2.40)
Ll(xˆl,m) = 0, (2.41)
Ll−1(wˆl,m) =
(
l
2l + 1
)1/2[
∂
∂r
qˆl,m + l + 1
r
qˆl,m
]
. (2.42)
Using again (2.23), Eq. (2.18) becomes
div
[
vˆl,m(r, s) Vl,m + xˆl,m(r, s) Xl,m + wˆl,m(r, s) Wl,m
]= 0 in BR.
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−
(
l + 1
2l + 1
)1/2[
dvˆl,m
dr
+ l + 2
r
vˆl,m
]
+
(
l
2l + 1
)1/2[
dwˆl,m
dr
− l − 1
r
wˆl,m
]
= 0. (2.43)
Notice that by introducing ∇ψ into (2.33), the right-hand sides of (2.39) and (2.43) vanish, and
this will enables us to solve (2.40)–(2.42) more easily.
The boundary condition (2.19) is reduced to
[∇ ˆw + (∇ ˆw)T ] · er = −2μ
R
(
1 − 3P0(R)
)
ρˆl,m∇ωYl,m +
{
γ
R2
(
1 − l(l + 1)
2
)
+ 2μ
[
2
R
(
1 − 3P0(R)
)− 1
3
RP0(R)
]}
ρˆl,mYl,mer
+
(
4μ
3
ζˆl,m + qˆl,m
)
Yl,mer on ∂BR. (2.44)
Finally, (2.20) becomes
(sρˆl,m − ρ0,l,m)Yl,m = ˆw · er +μ
(
1 − 3P0(R)
)
ρˆl,mYl,m. (2.45)
Our next effort will be to compute ˆw · er in (2.45); by (2.33), w includes the terms al,m+bl,m×x.
We will show that, in the case l = 1, the conditions in (2.21) will determine the vectors al,m(t)
and bl,m(t).
As in [18, Section 3], we can solve (2.38) explicitly in the form
ζˆl,m = −(σS)r (R)ρˆl,m(s)Il+1/2(r
√
s + 1 )
r1/2
R1/2
Il+1/2(R
√
s + 1 ) +Ξ1,l,m, (2.46)
where Ξ1,l,m(r, s) is the solution of (2.30).
Following the proof of Lemma 4.3 of [21, Section 4] we can solve (2.40)–(2.43) in the form
vˆl,m = 2lAl,m(s)2l + 1
(
2l + 1
l + 1
)1/2
rl+1, (2.47)
xˆl,m = Bl,mrl in BR, (2.48)
wˆl,m = Cl,m(s)
(
l(2l + 1))1/2rl−1 +Al,m(s)(2l + 3)
(
l
2l + 1
)1/2
rl+1, (2.49)
qˆl,m = 2Al,m(s)(2l + 3)rl in BR. (2.50)
Using (2.19) in place of [21, (4.30)–(4.31)] and noticing that the right-hand side of (2.19) is
the same as the expression [21, (4.34)], we can proceed as in [21] to derive the relation (cf. [21,
(4.37)])
xˆl,m = 0 for l = 1.
Using [21, (A.13), (A.14)], we can then rewrite ˆw in the form
ˆw = ˆal,m + ˆbl,m × x +μ∇[ψˆl,mYl,m] +
(
Al,m(s)lr
l+1 +Cl,m(s)lrl−1
)
Yl,mer
+
(
Al,m(s)
(l + 3)
(l + 1) r
l+1 +Cl,m(s)rl−1
)
∇ωYl,m in BR. (2.51)
In order to compute Al,m and Cl,m we need first to compute ψl,m.
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ψˆl,m = −(σS)r (R)ρˆl,m(s)Il+1/2(r
√
s + 1 )
(s + 1)r1/2
R1/2
Il+1/2(R
√
s + 1 ) +Λ1,l,m(r, s), (2.52)
where Λ1,l,m is given by (2.29); the zero boundary condition in (2.29) is the result of the choice
(2.24) for the function ψ .
Using [21, (B.12)], we can now immediately compute the gradient of ψˆl,mYl,m
∇[ψˆl,mYl,m] = ∂ψˆl,m(r, s)
∂r
Yl,mer + r−1ψˆl,m(r, s)∇ωYl,m
= −(σS)r (R)ρˆl,m(s) R
1/2
Il+1/2(R
√
s + 1 )
[
l
(s + 1)r3/2 Il+1/2
(
r
√
s + 1 )
+ 1
r1/2
√
s + 1Il+3/2
(
r
√
s + 1 )]Yl,mer
− (σS)r (R)ρˆl,m(s)Il+1/2(r
√
s + 1 )
(s + 1)r3/2
R1/2
Il+1/2(R
√
s + 1 )∇ωYl,m
+ ∂Λ1,l,m(r, s)
∂r
Yl,mer + r−1Λ1,l,m∇ωYl,m,
and we substitute this expression into (2.51). Recalling that (σS)r (R)=RP0(R), we can rewrite
(2.51) in the form:
ˆw = ˆal,m(s)+ ˆbl,m(s)× x +H1(r, s)Yl,mer +H2(r, s)∇ωYl,m, (2.53)
where
H1(r, s) = −μRP0(R)ρˆl,m(s)
[
l
(s + 1)r3/2 Il+1/2
(
r
√
s + 1 )
+ 1
r1/2
√
s + 1Il+3/2
(
r
√
s + 1 )] R1/2
Il+1/2(R
√
s + 1 )
+Al,m(s)lrl+1 +Cl,m(s)lrl−1 +μ∂Λ1,l,m(r, s)
∂r
, (2.54)
H2(r, s) = −μRP0(R)ρˆl,m(s)Il+1/2(r
√
s + 1 )
(s + 1)r3/2
R1/2
Il+1/2(R
√
s + 1 )
+Al,m(s) (l + 3)
(l + 1) r
l+1 +Cl,m(s)rl−1 +μr−1Λ1,l,m(r, s). (2.55)
By Lemma 4.4 of [21], we have
(
(∇ ˆw)+ (∇ ˆw)T )∣∣
r=R · er
= 2∂H1
∂r
∣∣∣∣ Yl,mer +
(
r−1H1 − r−1H2 + ∂H2
∂r
)∣∣∣∣ ∇ωYl,m. (2.56)
r=R r=R
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2
∂H1
∂r
∣∣∣∣
r=R
= −2μRP0(R)ρˆl,m(s) R
1/2
Il+1/2(R
√
s + 1 )
[ −2
r3/2
√
s + 1Il+3/2
(
r
√
s + 1 )
+
(
(s + 1)+ l(l − 1)
r2
)
Il+1/2(r
√
s + 1 )
(s + 1)r1/2
]
r=R
+ 2Al,ml(l + 1)Rl + 2Cl,ml(l − 1)Rl−2 + 2μ∂
2Λ1,l,m(R, s)
∂r2
= −2μRP0(R)ρˆl,m(s)
[
−2Pl
(
R
√
s + 1 )+ 1 + l(l − 1)
(s + 1)R2
]
+ 2Al,ml(l + 1)Rl + 2Cl,ml(l − 1)Rl−2 + 2μ∂
2Λ1,l,m(R, s)
∂r2
, (2.57)
and similarly (recalling that Λ1,l,m(R, s) = 0)(
r−1H1(r, s)− r−1H2(r, s)+ ∂H2
∂r
)∣∣∣∣
r=R
=
{
−μRP0(R)ρˆl,m(s)
[
Pl
(
R
√
s + 1 )+ l
(s + 1)R2
]
+Al,mlRl +Cl,mlRl−2 +μR−1 ∂Λ1,l,m(R, s)
∂r
}
+
{
μRP0(R)ρˆl,m(s)
1
(s + 1)R2 −Al,m
(l + 3)
(l + 1)R
l −Cl,mRl−2
}
+
{
−μRP0(R)ρˆl,m(s)
[
Pl
(
R
√
s + 1 )+ l − 1
(s + 1)R2
]
+Al,m(l + 1) (l + 3)
(l + 1)R
l +Cl,m(l − 1)Rl−2 +μR−1 ∂Λ1,l,m(R, s)
∂r
}
= −2μRP0(R)ρˆl,m(s)
[
Pl
(
R
√
s + 1 )+ l − 1
(s + 1)R2
]
+ 2Al,m l(l + 2)
(l + 1) R
l + 2Cl,m(l − 1)Rl−2 + 2μR−1 ∂Λ1,l,m(R, s)
∂r
. (2.58)
We substitute (2.46), (2.47), (2.56)–(2.58) into (2.44) and equate the coefficients of Yl,m er and
of ∇ωYl,m. We then obtain the following two equations:
−2μRP0(R)ρˆl,m(s)
[
−2Pl
(
R
√
s + 1 )+ 1 + l(l − 1)
(s + 1)R2
]
+ 2Al,ml(l + 1)Rl + 2Cl,ml(l − 1)Rl−2 + 2μ∂
2Λ1,l,m(R, s)
∂r2
=
{
γ
R2
(
1 − l(l + 1)
2
)
+ 2μ
[
2
R
(
1 − 3P0(R)
)− 1
3
RP0(R)
]}
ρˆl,m(s)
− 4μRP0(R)ρˆl,m(s)+ 2Al,m(2l + 3)Rl (2.59)3
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−2μRP0(R)ρˆl,m(s)
[
Pl
(
R
√
s + 1 )+ l − 1
(s + 1)R2
]
+ 2Al,m l(l + 2)
(l + 1) R
l + 2Cl,m(l − 1)Rl−2 + 2μR−1 ∂Λ1,l,m(R, s)
∂r
= −2μ
R
(
1 − 3P0(R)
)
ρˆl,m(s). (2.60)
Equation (2.59) simplifies to
−2μRP0(R)ρˆl,m(s)
[
−2Pl
(
R
√
s + 1 )+ l(l − 1)
(s + 1)R2
]
+ 2Al,m
(
l2 − l − 3)Rl + 2Cl,ml(l − 1)Rl−2 + 2μ∂2Λ1,l,m(R, s)
∂r2
=
{
γ
R2
(
1 − l(l + 1)
2
)
+ 4μ
R
(
1 − 3P0(R)
)}
ρˆl,m(s). (2.61)
We can compute from (2.60)–(2.61) both Al,m and Cl,m. However, in view of (2.51), in order
to compute w · er we only need to just compute Al,mRl + Cl,mRl−2. This we get, if l = 1, by
taking the combination 3(l + 1)R × (2.60)+ (2l + 1)R × (2.61):
2(l − 1)(2l2 + 4l + 3)(Al,mRl +Cl,mRl−2)R
=
{
−γ (l − 1)(l + 2)
2R
(2l + 1)+ 2μ(1 − 3P0(R))(l − 1)
+ 2μP0(R)(l − 1)
(
2l2 + 4l + 3) 1
s + 1 − 2(l − 1)μR
2P0(R)Pl
(
R
√
s + 1 )}ρˆl,m(s)
− 6μ(l + 1)∂Λ1,l,m(R, s)
∂r
− 2μ(2l + 1)R ∂
2Λ1,l,m(R, s)
∂r2
. (2.62)
Recalling that 1 − 3P0(R) = R2P0(R)P1(R), we obtain, if l = 1,(
Al,mR
l +Cl,mRl−2
)
R
=
{
−γ (l + 2)(2l + 1)
4R(2l2 + 4l + 3) +
μR2P0(R)
(2l2 + 4l + 3)
[
P1(R)− Pl
(
R
√
s + 1 )]
+μP0(R) 1
s + 1
}
ρˆl,m(s)− 3μ(l + 1)
(l − 1)(2l2 + 4l + 3)
∂Λ1,l,m(R, s)
∂r
− μ(2l + 1)
(l − 1)(2l2 + 4l + 3)R
∂2Λ1,l,m(R, s)
∂r2
. (2.63)
As in Section 5 of [21], we can show that
ˆal,m = 0 for l = 1. (2.64)
Since also
( ˆbl,m × x) · er = 0 on ∂BR, (2.65)
we get from (2.53),
ˆw · er |r=R = H1(R, s)Yl,m(θ,φ). (2.66)
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〈 ˆw · er |r=R,Yl,m〉 = H1(R, s)
= −
{
μlP0(R)
s + 1 +μR
2P0(R)Pl
(
R
√
s + 1 )}ρˆl,m(s)
+ l
{
−γ (l + 2)(2l + 1)
4R(2l2 + 4l + 3) +
μR2P0(R)
(2l2 + 4l + 3)
[
P1(R)− Pl
(
R
√
s + 1 )]
+ μP0(R)
s + 1
}
ρˆl,m(s)+
(
μ− 3μ(l + 1)l
(l − 1)(2l2 + 4l + 3)
)
∂Λ1,l,m(R, s)
∂r
− μ(2l + 1)l
(l − 1)(2l2 + 4l + 3)R
∂2Λ1,l,m(R, s)
∂r2
=
{
−μR2P0(R)Pl
(
R
√
s + 1 )
− γ (l + 2)(2l + 1)l
4R(2l2 + 4l + 3) +
μR2P0(R)l
(2l2 + 4l + 3)
[
P1(R)− Pl
(
R
√
s + 1 )]}ρˆl,m(s)
+
(
μ− 3μ(l + 1)l
(l − 1)(2l2 + 4l + 3)
)
∂Λ1,l,m(R, s)
∂r
− μ(2l + 1)l
(l − 1)(2l2 + 4l + 3)R
∂2Λ1,l,m(R, s)
∂r2
. (2.67)
Substituting this expression into (2.45), the assertion (2.27) follows. 
3. The case l = 1
Recall that
Y1,0 = 3
(4π)1/2
cos θ, Y1,±1 = ∓
(
3
8π
)1/2
e±iφ sin θ.
We start with the following lemma.
Lemma 3.1. For m = −1,0,1,
2π∫
0
π∫
0
Y1,mer sin θ dθ dφ = 12
2π∫
0
π∫
0
∇ωY1,m sin θ dθ dφ = 4π3 [Y1,mer + ∇ωY1,m]. (3.1)
Proof. We need only to compute the case m = 0 and m = 1, since the case m = −1 can be done
through complex conjugate. A direct computation shows:
2π∫
0
π∫
0
Y1,0er sin θ dθ dφ = 2π e3
π∫
0
3√
4π
cos2 θ sin θ dθ = 2√π e3, (3.2)
2π∫
0
π∫
0
Y1,1er sin θ dθ dφ = −
√
3
8π
π∫
0
sin3 θ dθ
2π∫
0
eiφ(cosφe1 + sinφe2) dφ
= −
√
2π
(e1 + ie2), (3.3)3
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2π∫
0
π∫
0
∇ωY1,0 sin θ dθ dφ = 2π e3
π∫
0
3√
4π
sin3 θ dθ = 4√π e3, (3.4)
2π∫
0
π∫
0
∇ωY1,1 sin θ dθ dφ = −
√
3
8π
2π∫
0
π∫
0
[cos θ eθ + ieφ]eiφ sin θ dθ dφ
= −2
√
2π
3
(e1 + ie2). (3.5)
Since
Y1,0er + ∇ωY1,0 = 3√
4π
e3, Y1,1er + ∇ωY1,1 = −
√
3
8π
(e1 + ie2),
the lemma follows. 
Lemma 3.2. In the case l = 1, (2.27) and (2.28) in Lemma 2.1 are changed into
ρˆ1,m = 1
h1(s)
[
1
μ
ρ0,1,m + ∂Λ1,1,m(R, s)
∂r
]
(3.6)
and
h1(s) = h1(s,μ,R) = 1
μ
s +R2P0(R)
[
P1
(
R
√
s + 1 )− P1(R)]. (3.7)
Proof. In the case l = 1, the formulas (2.47)–(2.50) are still valid; however, B1,m in (2.48) is
arbitrary (cf. [21, (4.37)]). By direct computation we find that X1,m = b∗m × x, where b∗m is a
constant. Hence xˆ1,m(s) = B1,m(s) X1,m can be combined into ˆb1,m(s)× x.
Using the relation
∂2Λ1,1,m
∂r2
∣∣∣∣
r=R
= −2R−1 ∂Λ1,1,m
∂r
∣∣∣∣
r=R
,
we see that (2.60) coincides with (2.61) in the case l = 1, and therefore the constants A1.m are
uniquely determined, while the constants C1,m are arbitrary. Since, however, W1,m are constant
vectors, as can be verified directly, we can absorb C1,m(s) W1,m into ˆa1,m(s).
Using (2.60) and recalling [21, (B.16)] with n = 0, we obtain
3R2A1,m = −2μR2P0(R)
[
P1(R)− P1
(
R
√
s + 1 )]ρˆ1,m − 2μ∂Λ1,1,m
∂r
(R, s). (3.8)
Thus we can write ˆw as
ˆw = a∗1,m(s)+ b∗1,m(s)× x +H1(r, s)Y1,mer +H2(r, s)∇ωY1,m, (3.9)
for some a∗1,m(s), b∗1,m(s), where H1 and H2 are given by (2.54) and (2.55) with l = 1, and
C1,m = 0, namely,
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[
I3/2(r
√
s + 1 )
(s + 1)r3/2
+ 1
r1/2
√
s + 1I5/2
(
r
√
s + 1 )] R1/2
I3/2(R
√
s + 1 )
+A1,m(s)r2 +μ∂Λ1,1,m(r, s)
∂r
, (3.10)
H2(r, s) = −μRP0(R)ρˆ1,m(s)I3/2(r
√
s + 1 )
(s + 1)r3/2
R1/2
I3/2(R
√
s + 1 )
+ 2A1,m(s)r2 +μr−1Λ1,1,m(r, s), (3.11)
and A1,m is as in (3.8).
Integrating (3.9) over BR and using the constraint (2.21) and Lemma 3.1, we get
4π
3
R3a∗1.m(s) = −
R∫
0
r2
[
H1(r, s)+ 2H2(r, s)
]
dr · 4π
3
[Y1,mer + ∇ωY1,m], (3.12)
so that
a∗1.m(s) · er = −
Y1,m
R3
R∫
0
r2
[
H1(r, s)+ 2H2(r, s)
]
dr (3.13)
and
ˆw · er |r=R =
{
H1(R, s)− 1
R3
R∫
0
r2
[
H1(r, s)+ 2H2(r, s)
]
dr
}
Y1,m. (3.14)
One can verify (using [21, (B.7)] with l = 3/2) that
R∫
0
r2
[
H1(r, s)+ 2H2(r, s)
]
dr
= −μRP0(R)ρˆ1,m(s) r
3/2
(s + 1) I3/2
(
r
√
s + 1 )∣∣r=R
r=0
R1/2
I3/2(R
√
s + 1 )
+R5A1,m(s)+μ
R∫
0
(
r2
∂Λ1,1,m(r, s)
∂r
+ 2rΛ1,1,m(r, s)
)
dr
= −μR
3P0(R)
s + 1 ρˆ1,m(s)+R
5A1,m(s). (3.15)
Recalling (3.10) we immediately obtain{
H1(R, s)− 1
R3
R∫
0
r2
[
H1(r, s)+ 2H2(r, s)
]
dr
}
= −μR2P0(R)P1
(
R
√
s + 1 )ρˆ1,m +μ∂Λ1,1,m (R, s). (3.16)∂r
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n = 0) the formula (3.6) with h1(s) as in (3.7). Lemma 4.2 thus follows. 
4. Stability–instability
Linear stability breaks down when at least one of the zeros of hn(s,μ,γ,R) crosses from
Re s < 0 to Re s > 0. In this section we determine for which values of μ, γ , R this occurs.
Lemma 4.1. For any γ > 0, μ > 0 and any n 0, all zeros of hn(s) ≡ hn(s,μ,γ,R), except at
most two, are real and less than −1.
Proof. The proof is the same as the proof of Lemma 4.1 in [18] given for a slightly different
function hn. 
Lemma 4.2. If n 2, then
hn
(
0, γMn(R), γ,R
)= 0, (4.1)
hn(0,μ, γ,R) > 0 for μ
γ
<Mn(R), (4.2)
hn(0,μ, γ,R) < 0 for μ
γ
>Mn(R). (4.3)
Proof. The assertion (4.1) follows from the definitions of hn in (2.28) and Mn in (1.23). The in-
equalities (4.2) and (4.3) are immediate from the strict monotonicity of hn(s,μ,γ,R) in μ. 
Lemma 4.3. If μ/γ >Mn(R) and n 2, then hn(s,μ,γ,R) has one positive real zero.
Proof. From the form of hn and [21, (B.18)], we see hn(+∞,μ, γ,R) = +∞. Since, by (4.3),
hn(0,μ, γ,R) < 0, hn(s,μ,γ,R) must have a positive real zero. 
Lemma 4.4. If n 2 and
μ
γ
<
n(2n+ 1)(n+ 2)
2R3P0(R)(2n2 + 5n+ 3) , (4.4)
then all the zeros of hn(s,μ,γ,R) lie in {s ∈C; Re s < 0}.
Proof. We can write hn(s) = k1n(s)+ k2n(s), where
k1n(s) = γ
μ
(n+ 2)(2n+ 1)n
4R(2n2 + 4n+ 3) +
1
μ
s,
k2n(s) = R2P0(R)
(
1 + n
(2n2 + 4n+ 3)
)[
Pn
(
R
√
s + 1 )− P1(R)].
Then for s = iτ (τ real), we have |arg(R√s + 1 )| < π/4, and by [21, (B.18)], [21, (B.16)]
and (4.4),
∣∣k2n(iτ )∣∣< R2P0(R)(2n2 + 5n+ 3)2n2 + 4n+ 3
( √
2
2n+ 2 + P1(0)
)
<
R2P0(R)(2n2 + 5n+ 3)
2(2n2 + 4n+ 3)
<
γ (n+ 2)(2n+ 1)n
2 
∣∣k1n(iτ )∣∣ for −∞ < τ < ∞.μ 4R(2n + 4n+ 3)
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B−A =
{
s ∈C | Re s < 0, |s| <A}.
Then ∣∣hn(s)− k1n(s)∣∣< ∣∣k1n(s)∣∣ for s ∈ ∂B−A ∩ {Re s = 0},
and if we take A  1 and |s| = A stays away from the poles of hn(s), then we also have∣∣hn(s)− k1n(s)∣∣< ∣∣k1n(s)∣∣ for s ∈ ∂B−A ∩ {|s| = A}.
Hence, inside B−A ,
(the number of zeros − the number of poles) of hn(s)
= (the number of zeros − the number of poles) of k1n(s) = 1. (4.5)
Following the proof of Lemma 4.1 of [18], we deduce that the number of zeros of hn(s) is the
same as the number of zeros in {|s| <A}. Therefore all zeros of hn(s) must lie in B−A . 
We now fix γ . In view of the above two lemmas, as μ/γ increases from small to large values
there must occur a first value N∗n (R,γ ) such that
all zeros of hn(s) have negative real parts when
μ
γ
<N∗n (R,γ ),
and at least one zero of hn(s) lies on Re s = 0 when μ
γ
= N∗n (R,γ ). (4.6)
From the proof of Lemma 4.5 of [18] we also have that
at least one zero of hn(s) has a positive real part when
μ
γ
>N∗n (R,γ ). (4.7)
Combining Lemmas 4.3 and 4.4, we conclude that
N∗n (R,γ )Mn(R) for n 2, (4.8)
N∗n (R,γ )
n(2n2 + 5n+ 2)
2R3P0(R)(2n2 + 5n+ 3) for n 2. (4.9)
Note that the functions h0(s) and h1(s) are independent of γ . They are, up to a multiplicative
constant, exactly the same functions as in [18]. In particular, as proved in [18, Lemma 4.5] that
all zeros of h0(s) have negative real parts when μ<N∗0 (R), (4.10)
at least one zero of h0(s) has a positive real part when μ>N∗0 (R). (4.11)
For n = 1, s = 0 is always a root of h1(s), and as proved in [18, Lemma 4.12]
all zeros of h1(s) except s = 0 are real and negative when μ<N∗1 (R), (4.12)
there is one positive real zero of h1(s) when μ>N∗1 (R). (4.13)
(The notations μ∗0(R) and μ∗1(R) were used in [18] instead of N∗0 (R), N∗1 (R).)
Set
N∗(R,γ ) = min
(
1
N∗0 (R),
1
N∗1 (R),minN∗n (R,γ )
)
. (4.14)γ γ n2
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use this result in the sequel.
We can then proceed as in the proof of Section 5 [18] to establish the following theorem.
Theorem 4.5 (Linear stability–instability). The system (1.9)–(1.16) is linearly stable if μ/γ <
N∗(R,γ ), and is linearly unstable if μ/γ >N∗(R,γ ).
Remark 4.1. By (4.9), the minimum in (4.14) is taken only on finitely many n’s.
We conjecture that
N∗(R,γ ) < min
n2
Mn(R) (4.15)
for all R and γ . When the assertion (4.15) holds, we expect that at μ
γ
= N∗(R,γ ) there will be
Hopf bifurcation (cf. [20]). In the rest of this section we shall verify conjecture (4.15) rigorously
for fixed R, provided γ is small or γ is large, and numerically for all γ if R < 310.
By Lemmas 4.7 and 4.8 of [18], for n 2,
N∗n (R,γ ) <Mn(R) if
∂hn
∂s
∣∣∣∣
s=0,μ/γ=Mn(R)
> 0, (4.16)
N∗n (R,γ ) = Mn(R) if
∂hn
∂s
∣∣∣∣
s=0,μ/γ=Mn(R)
< 0. (4.17)
A direct computation shows that
∂hn
∂s
∣∣∣∣
s=0,μ/γ=Mn(R)
= 1
γMn(R)
+ R
3P0(R)
2
(
1 + n
2n2 + 4n+ 3
)
P ′n(R)
= R3P0(R)
(
P1(R)− Pn(R)
) 2n2 + 5n+ 3
2(2n2 + 4n+ 3)
×
(
1
γ
8(2n2 + 4n+ 3)
n(2n2 + 5n+ 2) +
P ′n(R)
P1(R)− Pn(R)
)
≡ Fn(R,γ ), (4.18)
and the sign of Fn(R,γ ) will determine whether we have an equality in (4.8).
Set
Kn(R) ≡ P
′
n(R)
P1(R)− Pn(R), n 2, 0 <R < ∞, (4.19)
γn(R) = −8(2n
2 + 4n+ 3)
n(2n2 + 5n+ 2)
1
Kn(R)
. (4.20)
Then, in view of (4.16)–(4.17),
N∗n (R,γ ) <Mn(R) for 0 < γ < γn(R), (4.21)
N∗n (R,γ ) = Mn(R) for γ > γn(R). (4.22)
Set
min
n2
Mn(R) = Mn∗(R)(R).
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Proof. If γ >N∗0 (R)/Mn∗(R)(R), then
N∗(R,γ ) = min
(
1
γ
N∗0 (R),
1
γ
N∗1 (R),min
n2
N∗n (R,γ )
)
 1
γ
N∗0 (R) <Mn∗(R)(R).
For n = n∗(R), we can take γ to be sufficiently small so that the right-hand side of (4.18)
is positive. Then by (4.16), N∗n∗(R)(R,γ ) < Mn∗(R)(R) so that N
∗(R,γ )  N∗n∗(R)(R,γ ) <
Mn∗(R)(R). 
We next develop a numerical scheme showing that (4.15) holds for all γ and increasing values
of R’s; we shall carry out this scheme for values of R up to approximately 310. Numerical
calculations show that
Mn∗(R)(R) = Mj(R) for R#j−1 <R <R#j , 3 j  24,
where R#2 = 0, and
R#3 ≈ 5.9782, R#4 ≈ 10.7142, R#5 ≈ 16.2523, R#6 ≈ 22.7454,
R#7 ≈ 30.2265, R#8 ≈ 38.7049, R#9 ≈ 48.1838, R#10 ≈ 58.6643,
R#11 ≈ 70.1465, R#12 ≈ 82.6304, R#13 ≈ 96.1159, R#14 ≈ 110.6029,
R#15 ≈ 126.0911, R#16 ≈ 142.5804, R#17 ≈ 160.0706, R#18 ≈ 178.5617,
R#19 ≈ 198.0536, R#20 ≈ 218.5461, R#21 ≈ 240.0392, R#22 ≈ 262.5328,
R#23 ≈ 286.0269, R#24 ≈ 310.5214.
If γ < γn(R) (which is defined in (4.20)), then from (4.18) we deduce that
∂h/∂s|s=0,μ/γ=Mn(R) > 0. By (4.16), it follows that N∗n (R,γ ) <Mn(R), so that
N∗(R,γ )N∗n (R,γ ) <Mn(R). (4.23)
Taking n = 3 in the above inequality, we see that
N∗(R,γ ) <M3(R) for γ < γ3(R). (4.24)
In case γ  γ3(R), we have N∗(R,γ )  N∗0 (R)/γ3(R), and numerical computations show
that N∗0 (R)/γ3(R) <M3(R) for 0 <R <R#3 . Thus
N∗(R,γ ) <M3(R) for 0 < γ < ∞, 0 <R R#3 . (4.25)
Similarly, numerical computations show that
N∗0 (R)/γj (R) <Mj(R) = Mn∗(R)(R) for R#j−1 R R#j , 4 j  24,
and therefore
N∗(R,γ ) <Mn∗(R)(R) for 0 < γ < ∞, R#j−1 R R#j , 4 j  24.
In summary,
(4.15) holds for 0 < γ < ∞ and 0 <R R#24 ≈ 310.5. (4.26)
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Although the tumor model analyzed in this paper is quite simple, we may nevertheless draw
some interesting biological conclusions from the mathematical results. Tumors grown in cul-
ture are typically spherical. However, tumors in vivo can have a variety of shapes. In particular,
invasion of tumors into their surrounding stroma is associated with growth of protrusions, or
“fingers.” In our model, these protrusions are expressed by the shape
r = RS + εYn,0(θ)+O
(
ε2
)
of the free boundary; the number of protrusions is proportional to n.
The parameter μ/γ in Theorem 4.5 which deals with the system (1.9)–(1.16) is the same
as the parameter σ¯ ν√
λ
μ
γ
in the original system (1.1)–(1.6). Since σ¯ , ν and λ are constants which
have little to do with the nature of the aggressiveness of the tumor, we concentrate on the effect
of μ/γ on the progression of the tumor. The parameter μ is the proliferation rate; the larger the
μ the more aggressive the tumor is. The parameter γ is the cell-to-cell adhesiveness; it plays
an important role in keeping the tumor cohesive (see [5,6,8]). A smaller value of γ enables the
tumor to develop fingers more easily and thus become more prone to invasion. In our model the
two parameters appear as a quotient μ/γ . Thus we expect that as this parameter will increase,
the tumor will lose its spherical shape, develop fingers, and become invasive.
The ability of a tumor to invade into the surrounding tissue depends also on the material
properties of its surrounding. If the tissue is a porous medium then, according to [11], the smallest
value of μ/γ which generates protrusions is M2(RS), at which time the tumor will have just three
protrusions, no matter how large the radius RS is. In contrast, according to [21], in fluid-like
tissue as in the present paper, the smallest value of μ/γ which generates protrusions is Mn∗(RS),
where n∗ → ∞ as RS → ∞. Thus, when a large spherical tumor first develops protrusions, it
does so with a large number of protrusions, namely with a number proportional to n∗(RS). This
makes the tumor invasion more hazardous, since it increases the probability that at least one of
the many protrusions will reach a blood vessels and lead to metastasis.
The results of the present paper assert that even before the “aggressiveness” parameter μ/γ
reaches its first bifurcation point the spherical tumor has already become unstable (at least for
R < 310; see (4.26)). This is in contrast with tumors growing in porous media environment
where spherical instability occurs only when μ/γ reaches the first bifurcation point, for R > R¯,
where R¯ ≈ 0.62 for the normalized system (cf. [18]).
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