In this paper, we describe some techniques to learn probabilistic k-testable tree models, a generalization of the well known k-gram models, that can be used to compress or classify structured data. These models are easy to infer from samples and allow for incremental updates. Moreover, as shown here, backing-off schemes can be defined to solve data sparseness, a problem that often arises when using trees to represent the data. These features make them suitable to compress structured data files at a better rate than string-based methods.
Introduction
Stochastic models based on k-grams predict the probability of the next symbol in a sequence as a function of the k − 1 previous symbols and have been widely used in natural language modeling [1, 2] , speech recognition [3] and data compression [4] . Indeed, probabilistic models are a key component of arithmetic data compression algorithms [5, 6] . In classification tasks, the need of probabilistic models often arises when the Bayes' decision rule for minimum error rate is applied: given a sequence S = s 1 s 2 . . . of observations, the model M that maximizes the conditional probability P (M |S) also maximizes P (S|M )P (M ) and, therefore, a model P (S|M ) for the generation of sequences is needed. If the probabilities are computed as P (S = s 1 s 2 . . . s t |M ) = p M (s 1 )p M (s 2 |s 1 ) · · · p M (s t |s 1 s 2 . . . s t−1 ) and the conditional probabilities are assumed to depend only on the last k−1 words, p M (s t |s 1 . . . s t−1 ) = p M (s t |s t−k+1 . . . s t−1 ), the resulting Markov chain model [7] is known as k-gram model.
From a theoretical (although not historical) point of view, k-gram models can be regarded as a probabilistic extension of locally testable languages [8] . Informally, a string language L is locally testable if every string w can be recognized as a string in L just by looking at all the substrings in w of length at most k. These models are easy to learn and can be efficiently processed [9, 10] .
Whenever hierarchical relations are established among the pattern components, trees become a more natural representation of the input. For instance, probabilistic tree grammars have been widely used to tackle ambiguity in natural language parsing [11, 12, 13, 14] or to process structured text [15, 16, 17] . Context-free grammars [18] provide a traditional formalism that handles structural information. This kind of grammars can be easily written and updated by linguists, although it is difficult to learn them automatically. For instance, it is hard to find the appropriate degree of generalization unless some information about the size of the target grammar is available [19] .
The class of parse trees generated by a context-free grammar can be characterized as a rational tree language [20, 21, 22] . In particular, the class of k-testable tree languages [23] is a proper subclass of the class of rational tree languages, where the effect of events that have occurred beyond a certain depth window are ignored when processing a tree. These tree languages can be defined either using the formalism of tree automata (from the acceptor point of view) or using tree grammars (from the generation point of view). Both approaches are equivalent and previous work [23] has proposed identification algorithms for locally testable tree languages.
Therefore, learning tree languages represents a step towards identifying contextfree languages. In case structural descriptions are available (that is, samples of unlabelled parse trees), the tree grammar can be identified by means of learning algorithms [21] . Even if structured samples are only partially available, this information can also be used to improve the learning process [24] . On their own, the identification of probabilistic models is of interest in classification tasks. Although some general algorithms have been proposed before [25] , they require large data collections to infer even small probabilistic tree grammars. In contrast, probabilistic k-testable models (for instance, k-grams) represent an approximation to rational languages that provide a better description of small and medium-sized samples.
Probabilistic k-testable models have been applied to natural language processing before [26] . Here we also used the Penn Treebank data collection [27] in order to test the algorithm. However, instead of defining an ad hoc classification task, we have addressed another interesting problem: how much the inferred model helps to compress the type of data it describes. In case the model conveys a lot of information about the samples, a better compression rate will be obtained. For this purpose, some adaptation of the algorithm is needed: in particular, it is very important that any unseen tree is assigned a non-null probability.
Summarizing, in this paper, we explore the applicability of probabilistic locally testable models to describe structured data and complete the results presented in [28] . A brief description of these models can be found in section 2 and the basic guidelines to infer this kind of models are presented in section 3. We have checked (section 4) that using these models for adaptive compression of tree data improves performance compared to the traditional string-based arithmetic compression. Finally, how a backing-off scheme can be defined for classification tasks is described in section 5.
Probabilistic locally testable tree languages
Given an alphabet, that is, a finite set of symbols Σ = {σ 1 , . . . , σ |Σ| }, the set T Σ of Σ-trees is defined as the language generated by the context-free grammar G = (Σ , {T, F }, T, R), where the alphabet Σ contains Σ plus the left and right parenthesis and whose set of productions R contains the rules:
The depth of a tree t is
and the subset of trees is
For instance, the Σ-tree a(a(a(ab))b) belongs to T {a,b} and its depth is 3. Its graphical representation is depicted in fig.1 . A deterministic finite-state tree automaton (DTA) is defined as a four-tuple A = (Q, Σ, ∆, F ), where Q = {q 1 , . . . , q |Q| } is a finite set of states, Σ = {σ 1 , . . . , σ |Σ| } is the alphabet, F ⊆ Q is the subset of accepting states and ∆ = {δ 0 , δ 1 , . . . , δ M } is a collection of M transition functions of the form δ m : Σ × Q m → Q. For all trees t ∈ T Σ , the result δ(t) ∈ Q of the operation of A on t is
By convention, undefined transitions lead to an absorption state ⊥ ∈ F .
For instance, if Q = {q 1 , q 2 }, Σ = {a, b} and δ 0 (a) = q 1 , δ 0 (b) = q 2 , δ 2 (a, q 1 , q 2 ) = q 2 and δ 1 (a, q 2 ) = q 1 , the result of the operation of A on tree t = a(a(a(ab))b), plotted in fig.1 , is δ 2 (a, δ(a(a(ab))), δ(b)). Recursively, one gets δ(t) = δ(a, q 1 , q 2 ) = q 2 . The tree language L(A) recognized by the automaton A is the subset of T Σ
Every language that can be recognized by a DTA is called a rational tree language [20] . Rational tree languages can also be defined as the class of languages generated by regular tree grammars [22] . A regular tree grammar G = (N, Σ, S, R) consists of a finite set of variables V , an alphabet Σ, an axiom S ∈ V , and a set R of production rules. Every production rule has the form A → β where A is a variable and β ∈ T V ∪Σ . However, every regular tree grammar can be easily normalized so that all productions are of the form A → σ(A 1 . . . A n ), where σ ∈ Σ and A 1 , . . . , A n ∈ V . This form explicitly shows the equivalence between regular tree grammars and top-down tree automata [29, 22] which are, in turn, equivalent to the DTA defined here.
Probabilistic tree automata generate a probability distribution over the trees in T Σ . A probabilistic DTA incorporates a probability for every transition in the automaton, with the normalization that the probabilities of the transitions leading to the same state q ∈ Q must add up to one. 
With this normalization, P defines a distribution over every language L(q) = {t ∈ T σ : δ(t) = q}. In order to define a probability distribution over T Σ , every probabilistic deterministic tree automaton A = (Q, V, δ, P, ρ) provides a function ρ : Q → [0, 1] which, for every q ∈ Q, gives the probability that a tree satisfies δ(t) = q. Then, the probability of a tree t in the language generated by the probabilistic DTA A is given by
where π(t) is the product of the probabilities of all the transitions performed when A operates on t:
The equations (6) and (7) define a probability distribution p(t|A) provided that conssitency is preserved:
As shown by Chaudhuri et al. [30] and Sánchez et al. [31] , context-free grammars whose probabilities are estimated from random samples are consistent. In the following, the probabilities of the DTA (or the equivalent regular tree grammar) will be extracted from random samples and, therefore, consistency is always preserved.
Locally testable languages, in the case of strings, are characterized by defining the set of substrings of length k together with prefixes and suffixes of length strictly smaller than k to check near the string boundaries [9, 10] . In the case of trees, as described by Knuutila [23] , the concept of k-fork plays the role of the substrings and the k-root and k-subtrees play the role of prefixes and suffixes. For any k > 0, every k-fork contains a node and all its descendents lying at a depth smaller that k. The k-root of a tree is its shallowest k-fork and the k-subtrees are all the subtrees whose depth is smaller than k. These concepts are illustrated in fig. 2 for the tree t = a(a(a(ab))b). In this example, A tree language T is a strictly k-testable language (with k ≥ 2) if there exist three finite subsets R, F , S ⊆ T Σ such that
We will denote a language defined in this way as T = L k (R, F , S). Languages of this type are rational [23] . Indeed, it is straightforward to build a DTA
For this purpose, it suffices to choose:
Therefore, every strictly k-testable tree language (k-testable tree language in the following) is a rational tree language.
Inference of stochastic locally testable tree languages
As shown in [23] , the class of k-testable tree languages is identifiable in the limit [32] from positive samples. In other words, there exists an algorithm that for every k-testable tree language L and after a finite number of examples outputs a DTA recognizing L. Essentially, the procedure to obtain the DTA given the sample S builds the DTA for
following the construction at the end of former section.
For instance, for the single example sample S = {a(a(a(ab))b)} and k = 3 one gets the set of sates Q == {a(ab), a(a), a, b} with final subset F = {a(ab)} and transitions
We can extend this learning procedure to the case where the sample is stochastically generated. A stochastic sample S = {τ 1 , τ 2 , . . . τ |S| } consists of a sequence of trees generated according to an unknown probability distribution. The assumption that the underlying transition scheme (that is, the states Q and the collection of transition functions ∆) correspond to a k-testable DTA allows one to infer a probabilistic DTA from S in a simple way. For this purpose, one should note that the likelihood of the stochastic sample S is maximized [2] if the stochastic model assigns to every tree τ in the sample a probability equal to the relative frequency of τ in S. In other words, every transition in ∆ will be assigned a probability which coincides with the relative number of times the rule is used when the trees in the sample are parsed by the DTA. Therefore, the procedure to infer a probabilistic DTA from a stochastic sample S = {τ 1 , τ 2 , . . . , τ |S| } works as follows. The set of states is built as
and ∆ contains the transitions
with probabilities
where C(t, S) = |S| i=1 C(t, τ i ) and C(t, τ i ) counts the number of k-forks and (k − 1)-subtrees 2 isomorphic to t found in τ i ; finally, the subset of accepting states is F = r k−1 (S) (13) and the probabilities ρ(t) are estimated for every t ∈ F as
where
It is useful to store the above probabilities as the quotient of two terms, as given by equations (12) and (14) . In this way, if a new tree (or subtree) τ is provided, the automaton A can be easily updated to account for the additional information. For this incremental update, it suffices to increment each term in the equations with the partial sums obtained for τ .
An application: tree data compression
In this section, we explore the application of the class of models considered here to the task of tree data compression. Because stochastic modeling becomes a key ingredient in arithmetic compression [5, 33] , one expects that probabilistic tree models that provide a better description of the file content will allow for a more effective file compression. Conversely, compression performance can be used as a measure of the quality of the probabilistic model.
Recall that an arithmetic encoder uses at step n the cumulative range of probabilities [l(e n ), h(e n )[ that the model assigns to the event e n having probability h(e n ) − l(e n ). Starting with low 0 = 0 and high 0 = 1, a new interval is iteratively computed as follows
The output of the encoder is any number in the range obtained after the whole file is processed and implementing this computation using integer arithmetics is a subtle task as shown in [5] . An important issue is that the probabilistic model should never assign a null probability to any event that can be observed, that is, h(e n ) − l(e n ) has to be always strictly positive.
Our procedure to compress tree data follows the guidelines of prediction by partial matching (PPM, [34] ). Similarly to the case of strings, a probabilistic model M
[k] predicts the next code to be transmitted based on the previous context. In this case, the context is given by the (k − 1)-fork (or, when appropriate, by the (k − 1)-root or (k − 1)-subtree) in the tree above the node. For instance, if k = 3, the possible expansions of the nodes shadowed in fig. 3 depend on the whole context marked with a square. In that case, the probability p 2 (a, a(a), b) of the expansion t = a(a(a)b) given the observed state q = r 2 (t) = a(ab) is needed. In the following, we will say that a tree t is an expansion if t ∈ f k (S) ∪ s k−1 (S) and say that t is a root expansion if t ∈ r k−1 (S).
In case the k-testable model M [k] contains no information about the expansion
is used instead to compute the probabilities of the subexpansions t 1 , ..., t m . This backing-off procedure is repeated recursively till either a) a suitable model is found for the subexpansion under consideration or b) k = 1 and the ground model M [1] is applied. On the return, when each state expansion is known, the models M [1] to M [k] are updated.
Some important features differentiate the procedure form the standard string PPM compression and are worth to comment:
(1) In contrast to strings, where left-to-right processing is the natural choice, different orders are possible to perform a walk on the tree. Breadth-first traversal offers the advantage that the model can be updated before the whole tree is expanded. This improves compression of files consisting of a single tree or a small amount of them.
consists of a collection of counters C [k] (t) and D
[k] (t) needed for the estimates (12) and (14) respectively. There is a counter for every different argument t, where t is a k-fork or (k − 1)-subtree in the first case and a (k − 1)-root in the second case. In addition, one needs counters for the escape codes: D
[k] ( r ) for the root escape code r and C [k] ( q ) for the escape code q associated to the state q. All these counters are initialized to zero, updated with the processed part of the tree, and they will be used to estimate the probabilities as follows. The probability in model M
[k] of the expansion t from state q = σ(t 1 . . . t m ) is given by
The above formula can also be used for the escape probabilities α(k, q ). Conversely, the probability in M [k] of the root expansion t is
This equation also holds for the escape code probability β(k, r ). (3) The ground model M [1] is used when no information is available about a expansion t = σ(a 1 . . . a m ) with a 1 , ..., a m ∈ Σ or t = σ. In such case, the state is q = r 1 (t) = σ and one needs to code the number m of descendents together with, if m > 0, their labels a 1 , ..., a m . Therefore, this ground model has two components. On the one hand, a collection of counters E σ (m) stores how many nodes labeled σ expanded m subtrees. As the maximal tree-width M is in advance unknown, we initially use M counters per symbol, E σ (0), ..., E σ (M − 1), plus an additional one E σ ( σ ) that stores how often M additional counters are needed. Then, the probability that a node labeled σ has m descendents is computed as follows
The same equation formally holds for γ(σ, σ ). In addition, M [1] keeps a counter C [1] (σ) storing the number of nodes labeled with σ in the sample. They are used to assign a probability to every symbol as follows:
With all these ingredients, the tree compression algorithm executes repeatedly a function, tcompress schematically represented in fig. 4 , for every tree τ in the input and the maximal order k max allowed for the models. The tcompress algorithm calls a function f encode (plotted in fig. 5 ) that encodes the kforks and (k − 1)-subtrees 3 and a similar function r encode (plotted in fig. 7 ) that encodes the (k − 1)-root. All these functions use a generic procedure send(ϕ, η, x) that generates the input for the arithmetic encoder, that is, the cumulative range of probabilities assigned to the event by the model. In this function, ϕ is either α, β, or γ, the parameter η reperesents a k-or σ-value and x is a tree or m-value. Both ϕ and η specify the table to be used, that is, the equation (16) (17) (18) (19) and its first argument, while x is the parameter that selects the table entry (the second argument in these equations). The corresponding decoding functions are implemented in a similar fashion and can be found in the appendix.
In order to illustrate how the algorithm works we apply it with parameter k max = 3 to the trees in 8. The steps performed are traced in table 9.
In this case, encoding starts with the 2-root a(ba), but M [3] is still empty. Then a escape code is generated (with probability 1) and a smaller context (k = 2) is tried in order to encode the 1-root a. As M [2] is also empty a second escape code is generated (also with probability 1) and the ground model M [1] is called. At this point, there is no context for the next symbol and then, the code for the label a is emitted and M [2] tries to encode a(ba) from the state a, generating a call to encode p with k = 2. As this expansion is still unseen, the escape code of state a is generated and the ground model is used to encode the number of children and their labels. This ends step 1 in the table.
In step 2, the 2-fork a(ba) has to be expanded as a(ba(ba)), but there is still no information in M [3] so, the corresponding escape code is emitted and M [2] is called with the smaller context b. Again, the sate is not in the model, a escape code is emitted and the ground model is called to encode zero children. Then, M [2] is called with context a but now, this expansion is already stored in M [2] since after step 1, the models were updated. Therefore, the code of this expansion is generated.
The execution is still not finished, as the fact that a and b are leaves in the fork fig. 8 a(ab) is still not coded and the model M [3] does not contain such information. In step 3, after a new escape code, the M [2] code corresponding to state b without children is generated and a second escape code is emitted because M [2] does not contain an expansion of state a with no children. Then, the ground model is used for this purpose.
Finally, step 4 describes the calls performed while the second tree is encoded. At this point M [3] has the information needed about the state and the expansion and two calls are enough for the encoding. We checked this model with a 6.129 MByte file consisting of parse trees (with structural and part-of-speech tags) contained in the Penn Treebank [27] . The compression rate obtained, 13.94, is to be compared with 7.08 obtained using gzip with best compression options, 10.92 obtained with bzip2 with longest block-size or 9.08 using trigram-based arithmetic compression. This is a clear indication that the probabilistic k-testable tree models provide the arithmetic encoding algorithm with a suitable description of the structured data contained in the corpus.
Multilevel smoothing of tree languages
A standard procedure to avoid null probabilities is the backing-off method that has been extensively studied for string models (see, for instance, [2] ). In this section we introduce a backing-off procedure that has been successfully used in classification tasks. Different schemes are possible but the results are not very sensitive to the details of this choice [2] and our main purpose is to illustrate the difficulties and differences with the string case. Indeed, the most important difference comes from the fact that the number of descendents of a node is not bounded: on the one hand a special ground model is needed and, on the other hand, special care has to be taken when calculating the normalization factors as the number of unseen events is not known.
Following the standard approach, the template used to back-off a probability distribution p A with a second, more general, one p B is as follows:
The distribution p A is decreased with a discounting function λ such that 0 < λ(x) < 1 and originates a discount term
which is distributed among the unseen events. The factor F is needed to keep the normalization:
In our case, the probability of a tree τ = σ(τ 1 . . . τ m ) in model M [k] is computed using the definitions (6) and (7) adapted to a k-testable language, so that
We will define a backing-off scheme for the three types of elementary probabilities in Eq. (21): p 0 (σ), p m (σ, t 1 , ..., t m ) with m > 0 and ρ(t) following the template (20) . For this purpose, we will use counters C
[k] , D [k] and E σ with the same meaning as in former section.
Sometimes, we will need to predict the number m of descendents of a node labeled σ. For this purpose we define
where λ [1] σ are strictly positive discounting functions that generate, for each σ, a global discounting factor
which is normalized with
Here, P µ and P µσ are non-vanishing probability distributions (for instance, Poisson-like) over the positive integers such that their expectation value coincides with the average number µ of descendents of the nodes in the sample or the average number µ σ of descendents of nodes labeled σ, that is
Note that Λ [1] σ > 0 when C [1] (σ) > 0, as this implies E σ (m) > 0 for some m.
The ground model M [1] has as a second ingredient: the probabilities p [1] (σ) that a node has label σ:
where λ [1] (σ) is a strictly positive function, N = a C [1] (a) is the number of nodes in the sample, the normalizing factor F [1] is the number of different alphabet symbols not found in S and
Note that any non-empty sample (that is, with N > 0) has C [1] (σ) > 0 for some σ and, therefore, Λ [1] > 0.
With these ingredients, we are ready to define backing-off schemes for the elementary probabilities with k = 2: given t = σ(a 1 . . . a m ), they are computed as follows
and the normalization factor is
Again, it is easy to realize that the value of any probability of this type is strictly positive.
In case k > 2, p m with m > 0, given t = σ(t 1 . . . t m ) with t i = a i (s i1 . . . s im i ), are defined as
and the normalization factor is (33) where u i = a i (v i1 , ..., v im i ).
Finally, ρ
[k] probabilities can be defined in case k = 2 as
where the discounting factor Θ [2] is
and its corresponding normalization
In case k > 2 we use instead for t = σ(t 1 . . . t m )
and the suitable normalizing factor is
(39) All these equations provide an efficient backing-off scheme that guarantees that no event is assigned a null probability.
As an illustration, consider the tiny sample S = {a(a(ab)b)}. The probabilities of the events seen in the sample are summarized in the following table ρ [3] (a(ab)) = (1 − θ [3] a(ab) ) ρ [2] (a) = (1 − θ [2] a ) p (1 − λ [3] a(ab) ) p (1 − λ [2] a ) p (1 − λ [3] a(ab) ) p (1 − λ [2] a ) p [3] 1 (a, a(ab)) = (1 − λ [3] a(a) ) p [2] 0 (a) = (1 − λ [2] a ) p [3] 0 (a) = p [3] 0 (b) = 1 p (1 − λ [2] b )
In order to obtain, for instance, the probability of tree a(a(ab)b)) with k = 3 one needs p(|a(a(ab)b)|M [3] ) = ρ [3] (a(ab))p [3] 2 (a, a(ab), b)p [3] 2 (a, a, b)p [3] 0 (a)p 
where, only for the second factor, backing-off needs to be applied p [3] 2 (a, a(ab), b) = λ [3] a(ab) 1 − p [2] 1 (a, a)p [2] 0 (b) − p [2] 0 (a)p [2] 0 (b)
2 (a, a, b)p [2] 0 (b) (41)
Substituting the above expression in (40), the result can be now computed using only the probabilities in the table.
Conclusion
We have described how a probabilistic extension of the k-testable tree languages allows for simple statistical learning procedures and can be used to implement arithmetic compression algorithms or backing-off techniques. The models of this type can be updated incrementally and may be inferred using medium-sized samples with better results than some state merging methods [25] which tend to output too simple models. The higher compression rates achieved when processing tree data files show that this class of models provide a suitable description of the structured data.
A Decoding functions
The corresponding decoding functions can be found in fig. A.2 inc(E σ ( σ )) enddo m ← get(γ, σ) inc(E σ (m)) do (j = 1, ..., m) a j ← get(α, 1) inc (C [1] (a j )) enddo t ← σ(a 1 . . . a m ) endif inc(C [k] (t)) endif return t endfunction 
