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Electronic effects and fundamental physics studied in
molecular interfaces
Thomas Popea, Shixuan Dub, Hong-Jun Gaob and Werner Hoferab‡
Scanning probe instruments in conjunction with a very low temperature environment have revolu-
tionized the ability of building, functionalizing, and analysing two dimensional interfaces in the last
twenty years. In addition, the availability of fast, reliable, and increasingly sophisticated methods
to simulate the structure and dynamics of these interfaces allow us to capture even very small
effects at the atomic and molecular level. In this review we shall focus largely on metal surfaces
and organic molecular compounds and show that building systems from the bottom up and con-
trolling the physical properties of such systems is no longer within the realm of the desirable, but
has become day to day reality in our best laboratories.
Introduction
It is quite striking to consider the evolution of surface physics and
chemistry over the last two decades. At the end of the 1990s it
was barely possible to structure single atom arrays on surfaces
via hugely time-consuming manipulations of atoms with the help
of the tip of a scanning tunnelling microscope (STM)1,2, or per-
form simple chemical reactions in situ3. Chemistry, one could
say was largely present as physical chemistry and the height of
sophistication was to manipulate small molecules consisting of a
few atoms. A carbon monoxide molecule, in this context, was
considered a complicated entity, sometimes called the fruit fly of
surface science, as the fruit fly was similarly ubiquitous in genetic
research.
This has changed dramatically in the early 2000s, as scientists
began to imitate the much more sophisticated and varied mech-
anisms by which molecules interact in biological systems, where,
for example, hydrogen bonding is essential for the functioning of
living organisms in the form of DNA4. With more refined methods
of molecular organisation came an approach to two dimensional
interfaces, which was no longer dependent on the engineering of
a particular atomic or molecular order by physical means like heat
or atomic and molecular forces, but an approach which largely
determined the ensuing organisation of an interface by the selec-
tion of particular components, whether these were specific sur-
faces, a specific atomic arrangement on a surface, the atoms and
molecules constituting the interface, and the specific forms in
which these atoms and molecules interact with each other and
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a particular surface. Given the possibilities in surface physics and
chemistry and the prowess of organic chemists in synthesizing
new components, the variety of self-assembled interfaces today is
near infinite.
In this review we want to trace some of the progress made
in the last decade by combining different substrates with a wide
variety of engineered molecules to create novel interfaces. All ex-
periments were performed using scanning tunnelling microscopy
(STM) and scanning tunnelling spectroscopy (STS), typically in
combination with high-level density functional theory simulations
and mostly in a low-temperature environment. The availability of
He3 dilution fridges, which allow to take the operating tempera-
ture in the measurements to below 0.4K proved a crucial improve-
ment in particular for the understanding of subtle electronic and
vibrational effects. We have, where possible, included the rele-
vant work of colleagues with a view of providing a snapshot of
the field not just from the perspective of our own work, but of the
work of the whole community in surface physics and chemistry
engaged in the ambitious project of crossing the next frontier in
the engineering of atoms and molecules from the bottom up.
We shall address interactions of the various components of a
surface/interface system in the following sections and show how
each of them leads to particular composition of the interface
and particular physical effects that can be studied using scanning
probe instruments.
Substrate Topology
Gold has been used as a substrate for atomically resolved experi-
ments in surface physics for at least 30 years, since the first atom-
ically resolved image of a close packed Au(111) surface could
be obtained6. Perfect gold surfaces are largely inert7, but their
reactivity changes upon reconstruction8, and gold surfaces are
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Fig. 1 Structure models for homochiral step edges. a, Hard-sphere model of the observed step edge with alternating [3¯34¯] and [3¯34] segments and
the formation of chiral kink sites. b, Structure model of the observed hemifullerene-decorated steps along [3¯34¯] and [3¯34]. Minus (M) enantiomers
decorate R kinks (3¯34¯), and plus (P) enantiomers decorate S kinks (3¯34). c, Structural model of an adatom island stabilized by M- and P-hemifullerene.
d, Structural model of an M-hemifullerene-stabilized Cu adatom nanowire running along the [3¯34¯] direction. e, STM image (U=-2.0V, I=22pA, T=50
K) acquired after the deposition of 15% of a complete monolayer of hemifullerene at room temperature. Instead of linear step edges along [1¯11], as
observed for clean Cu(110), the step edges are decorated with molecules and have a zigzag shape that exhibits [3¯34¯] and [3¯34] directions. On the (110)
terraces, single molecules, nanowires and elongated islands with edges aligned along the [3¯34¯] and [3¯34] directions are observed. f-g, Enantioselective
step decoration of 2D Cu islands and Cu metal wires. Steps and wires running parallel to the [3¯34¯] direction are decorated with M enantiomers, and
those running parallel to the [3¯34] direction are decorated with P enantiomers (T=300K, U=-2.0V, I=23pA for f, and U=-2.4V, I=35pA for g and h).
Adapted from xiao et al 5
catalytically highly active for gold nanoparticles9. Typically gold
surfaces reconstruct in a herringbone structure, where the most
reactive points, usually the points of molecular attachment, are
the elbows of the herringbone10.
C60 fullerenes, discovered in the 1980s11, have been used
to create molecular interfaces on gold since the 1990s, when it
was noted that they favoured being selectively anchored at the
lower step edges12,13. This experimental result suggested that
vicinal Au surfaces were an ideal substrate for ordered assem-
bly of fullerenes. Employing Au(12 11 11), C60 molecules can
be deposited to form short chains of mostly four and five units
in length14. It was noted that the C60 molecule is exclusively
adsorbed on the fcc areas of the step, owing to the possibility
of charge transfer between the electron-rich step edge and the
electron-deficient C60 molecule. There is a rich literature on C60
molecular interfaces, not only on gold but also on other surfaces
like copper15, and the molecules continue to attract considerable
attention due to their ability to be functionalized e.g. by trapping
atoms internally to form endohedral fullerenes16.
The use of monoatomic step-edges and vicinal surfaces has
been widely researched17,18 as a template for self-assembly
of atomic chains19–21 and of supramolecular chains22. It
was shown that these step edges were ideal for highly
site-specific and single-orientation adsorption of Hexa-peri-
hexabenzocoronene(HBC)23, a molecule that is able to accom-
modate different functional groups24–28 and thus modify the
functional and mechanical properties of the molecule. These two
properties make HBC-molecules a potential anchor in multicom-
ponent supramolecular networks when extended with appropri-
ate functional side groups.
If a molecule chemisorbs to the step-edge of a substrate surface,
it sometimes alters the atomic position of the step-edge atoms in
a particular way. This has been shown, for example, on Cu(110)
surfaces, using metal-phthalocyanine29. Exploiting the particular
molecular geometry of chiral geodesic hydrocarbon hemibuck-
minsterfullerenes, the structure of a Cu(110) surface is remod-
elled in such a way that the chirality is imprinted onto the sub-
strate5. Figure 1 shows this restructuring, where the step edges
(a) are favoured by either a minus (M) or plus (P) enantiomoers
(b). The surface structure is remodelled into islands consisting
of step-edges with a chirality dictated by the molecules (c and d).
These structures are observed experimentally by STM imaging (e-
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g). Given the role of chirality-induced spin selectivity30–32, the
ability to impart chirality onto metal surfaces opens up a promis-
ing avenue tailoring the magnetic structure of interfaces at the
atomic scale for particular applications.
Fig. 2 a, STM image of large scale ordered array of single (t −
Bu)4−ZnPc molecular rotors on the reconstructed Au(111) surface. b,
High-resolution STM image of single molecular rotors showing a “folding-
fan“ feature. The molecular rotors at two different elbow sites show
different features due to the modulation by corrugation ridges. Scan-
ning parameters: U=-1.3 V, I=0.07 nA. Images were taken at 78K. c,
Top view and d, side view of the optimized adsorption configuration of
a (t −Bu)4−ZnPc molecule on the released Au(111) surface. e, Top
view and f, side view of the optimized configuration of a (t −Bu)4−ZnPc
molecule adsorbed on the Au(111) surface via a gold adatom. The
molecular formula of (t −Bu)4−ZnPc is C48H48N8Zn. Adapted from Gao
et al 33
In addition to its position and orientation, the ability to control
the motion of a molecule plays an important role in molecular
engineering35,36. In particular, a high level of control over the
axis of rotation is important for molecular rotors37, which are vi-
tal precursors to molecular machines. While previous work had
identified molecular rotors, they had largely studied systems with
no fixed axis38–41. In 2008, it was shown that tetra-tert-butyl
zinc phthalocyanine molecules on an Au(111) surface exhibited a
Fig. 3 Schematics of the layer by layer growth path of Pt nanoclusters on
the fcc region of the G/Ru(0001) from one Pt atom (a) to sixteen Pt atoms
(g) and (d) shows the metastable configurations for four and sixteen Pt
atoms on G/Ru(0001). (h) The stable configuration of sixteen Pt atoms
on G/Ru(0001). (i) Average binding energy (Eab) vs the number of the Pt
atoms, the black and red squares show the Eab of Pt atoms located at
the first and second layer, respectively, where the dashed line at 5.84 eV
shows the cohesive energy of Pt. Adapted from Zhang et al 34
well defined contact point with a gold adatom, leading to a fixed
off-centre rotation axis33, seen in figure 2(e-f). It was also noted
that single-molecule rotors form large scale ordered arrays due
to the reconstruction of the gold surface (see figure 2(a)). Simi-
lar arrays have since been reported42 as well as supramolecular
rotors caged in network pores43,44.
Finally, the well known moiré structure of graphene supported
on Ruthenium(0001)45–48 (G1/Ru(0001)) provides an interest-
ing topology onto which metal atoms can be deposited. This ap-
proach has been identified as a valuable template for metal clus-
ters47,49–55 . In an extensive DFT analysis, Zhang et al showed
that Pt, Ru, Ir and Ti atoms selectively adsorb on the fcc region
and Pd, Au, Ag and Cu atoms form non-selective structures owing
to their fully occupied d-orbitals34. The growth path of Pt nan-
oclusters is shown in figure 3 as an example. In general, the local
sp3 hybridization of the graphene substrate and the occupation of
the outermost metal orbital were found the be determining fac-
tors in the formation of the nanoclusters, allowing for a predictive
model for selecting appropriate graphene-metal combinations as
a substrate in order to form ordered arrays of nanoclusters.
The unique topology of graphene/Ru(0001) can even be used
to adsorb and order molecules. It has been shown, for instance,
that iron phthalocyanine molecules adsorbed on the graphene
monolayer will generate large scale Kagome lattices56. Kagome
lattices, or lattices composed of triangles and hexagons, are ex-
tremely rare in the two dimensional organisation of molecules
and typically achieved by metal-organic coordination. On a
graphene monolayer they are due to the highly variable electric
dipole moments induced by charge redistribution in the interface
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of graphene and ruthenium57.
Fig. 4 a and b, STM images of structures I and II, respectively (Scanning
parameters: area=22 ×22 nm, V=-1.12 V, I=0.08 nA), the unit cells of
structures I and II are marked separately in the bottom-left of the images.
Parts c and d, the calculated fully relaxed configurations of structures I
and II, respectively, the unit cells are marked. e, Calculated free ener-
gies of structures I and II versus temperature. For a dense molecular
overlayer, structure I is favoured from 0 to 377 K, structure II is favoured
above 377 K. The inset shows the zoomed-in curves between 370 and
385 K. Adapted from Shi et al 58
Substrate Chemistry
While the topology of the substrate can clearly have an impact on
the structure of the adsorbate, a more subtle effect can be seen in
the interplay between the molecules and the substrate chemistry.
Famously, adatoms can be used to confine the surface state elec-
trons into quantum corrals1 and it has been shown that these sur-
face states can affect the positioning on single adatoms59–61. This
effect has also been observed in molecules like carbon monox-
ide62 and, in 2009, it was shown that Cobalt-phytanlocyanine
(CoPc) on Cu(111) arranges due to electron interference medi-
ated by the substrate63. At low coverage, Friedel-type oscilla-
tions64 were observed around each CoPc molecule. As the cover-
age was increased, the molecules formed a pattern with hexago-
nal symmetry similar to that of Cu atom assemblies on Cu(111)59
and Br island arrays on Cu(111)65. As the coverage is further in-
creased, the molecules form an array of chains and, at 0.8ML,
the molecular superstructure formed a kagome network, stabi-
lized by surface-state mediated interactions. This conclusion was
supported by a molecule-molecule nearest neighbour separation
histogram, which exhibited the tell-tale oscillatory trend of elec-
tron scattering substrate-mediated interactions.
In addition to the underlying electron surface states, the sub-
strate temperature is expected to be an important factor since
it determined the rate of surface diffusion, nucleation, dissocia-
tion, deposition and the speed of structural relaxation. A study of
Coronene on Ag(110) exhibited this temperature dependence58.
Figure 4 shows the two monolayer structures found for Coronene
of Ag(110) as well as their calculated free energies, which shows
that, at 377K, the most stable configuration swaps from one struc-
ture to the other. The molecule forms two structures (I and II)
on the substrate. A molecular monolayer is grown at 250K in I,
but increasing the temperature to 335K causes a transition to II
due to the different vibrational contributions to the free energy of
structures I and II. Finally, at 367K, molecule-molecule repulsion
causes a transition back to structure I. This temperature depen-
dence has been noted in other molecules66,67.
Fig. 5 Comparison of simulated and experimental STM images. a and
b, Predicted geometry of QA4C and QA16C monolayers on Ag(110). c,
Large scale STM image of QA4C. High resolution experimental scans
[right inset in (c)] in good agreement with simulations [left inset in (c)].
Tunnelling current in (c): 0.25 nA, bias voltage on sample: 1.3 V and
scale bar: 1 nm for (c) left inset and 5 nm for (c). The inset in the right
inset of (c) is the LUMO of the QA4C molecule. d, STM image of QA16C
at 77 K which precisely fits the predictions in (b). The tunnelling current
is 0.04 nA and 0.8 V for sample bias. The scale bar is 1 nm. Adapted
from Shi et al 68
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The electronic structure and fundamental
physical properties of 2-d systems
Molecule-Molecule Interactions
For molecules that bind only weakly to the substrate, the
dominant mechanism in forming monolayers is the molecule-
molecule interaction. It was shown, for example, that
thanks to weak binding to the Ag(111) substrate, the arrange-
ment of tetra-pyridyl-porphyrin(TPyP) and Fe(II)-tetra-pyridyl-
pophyrin(Fe-TPyP) molecules is mainly determined by inter-
molecular interactions69, though the orientation of the TPyP
molecule is largely determined by the its coupling to the sub-
strate70.
Decorating molecules with side-groups is an effective method
for tuning their arrangement in monolayers. One such method
is to attach alkyl chains of various lengths. The arrangement
of quinacridone derivatives(QA) with alkyl chains of 4-16 car-
bon atoms on Ag(110) substrate was shown to depended on the
length of the alkyl chains68 (see figure 5). While the oxygen on
the molecule determines how it binds to the surface, the chains
determine the arrangement of the molecules with respect to each
other. It was also shown that the elastic properties - like the
Youngs modulus - are tunable by varying the length of the alkyl
side chains71. Research into the mechanical tunability of mono-
layers in this way is still very limited72–74
In studying the arrangement of molecules into more than
one layer, the effect of the substrate inevitably diminishes as
more layers are considered. This was noted in the case of Tin-
phthalocyanine (SnPC) adsorbed onto Ag(111)75. Due to its
non-planer structure, SnPC can adsorb with the Sn atom either
above or below the molecular plane (Sn-up and Sn-down respec-
tively). The incommensurate monolayer phase exclusively con-
sists of the Sn-down configuration, while a mixture is found in
the commensurate low-temperature submonolayer phase76–78. It
was shown that at low coverage, the SnPC-up molecules were
isolated, whereas the SnPC-down configuration formed chains75
and alternating chains of SnPC-up and -down where observed
in the monolayer phase79. Finally, while the mixed configura-
tion exists for the first two layers, at higher coverage, the lay-
ers consist of single-configuration structures, where the third and
forth layers favours the SnPC-up and SnPC-down configurations
respectively75. Similar behaviour was reported on Au(111)80.
Electronic Effects I: Kondo Resonances
One of the first observations of a Kondo resonance was the mea-
surement of a dI/dV spectrum of a single Co atom on a Au(111)
surface84. Instead of a simple Lorentzian peak, a Fano reso-
nance85 was observed, which typically arises due to the inter-
ference between two available tunnelling channels. It was pro-
posed that the first channel was due to the surrounding contin-
uum of conduction band electrons, while the second was asso-
ciated with the d-orbitals in the Co atom. Similar observations
at this time were reported for Ce atoms on a Ag(111) surface86
and later experiments found Kondo resonances associated with
Ni, Co and Ti atoms on a Au(111) surface87. However, this latter
Fig. 6 a, STM image (I=10 pA, Vb=-0.2 V) of isolated FePc molecules
in the fcc region of Au(111), bshowing two types of adsorption config-
urations. b, dI/dV spectra (setpoint: I=0.2 nA, Vb=-0.1 V) taken on the
Fe ions for both configurations at 0.4K and 5K, showing dramatically dif-
ferent characteristic features near EF : a dip superimposed on a broad
feature for FePc (I) and broad dip with fine features for FePc (II). Adapted
from Gao et al 81 and Yang et al (unpublished)
Fig. 7 a, Diffusion of hydrogen from an Ag lattice site to Ce (see ar-
row). b, Constant density contour for Ce adatom and c, for Ce adatom
with coadsorbed hydrogen. d, The contour changes its vertical distance
by more than 100 pm due to diffusion of hydrogen onto Ce. e, Con-
stant density contour for Ce and H at separate hollow sites of the Ag
lattice. f, Lateral shift of the contour maximum by 0.1 nm due to hydrogen
at a neighbouring lattice site. The small cell refers to the calculation of
Ce/Ag(100), (hydrogen: large circle, new contour maximum: small cir-
cle). Linescans (f) of the Ce and CeH feature. The linescans refer to the
diagonal indicated in frames (b), (c) and (e). Adapted from Hofer et al 82
study was unable to observe Kondo resonances for Fe, Mn, Cr or V
atoms due to their low Kondo temperature, and the experimental
limitation at that time to temperatures above typically 5K. Later
studies showed that the Kondo temperature could be modified
by caging the atoms in molecules88. To this end, iron phthalo-
cyanine molecules were studied and it was found that the dI/dV
spectra in this case exhibited the typical Fano resonance81. The
molecule was shown to have two site-specific behaviours associ-
ated with two configurations, I and II. The first has an implied
Kondo temperature of 357K and the second of 598K, which was
attributed to a difference in the spin-electron coupling. However,
as experimental techniques evolved and dilution fridges operating
at 0.4K became more widely available89, it was discovered that
this feature in the spectrum was not in fact a Kondo resonance90.
The perceived Kondo resonance at 5K was shown to be the enve-
lope in the spectra of a much sharper feature, which only became
apparent at very low temperature. Figure 6 shows this for two
absorption configuration fir FePc molecules on Au(111). From
the viewpoint of basic physics this new interpretation was also
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Fig. 8 Spatial distribution of IETS at 0.4K. a, Sequence of dI/dV signals recorded along red arrow (inset) at 0.4K and zero magnetic field and b,
sequence of dI/dV signals recorded along blue arrow (inset) at 0.4K and zero magnetic field (U=-20mV, I=0.3nA; Vrms=0.5mV). The spectra from
bottom to top are measured from the centre toward the edge and are vertically displaced for clarity. c, Simulated IES, showing a number of low-
lying vibrational modes in the range below 20meV. The quantum efficiencies are then defined as the ratio of the total change in conductance and the
unperturbed elastic conductance. d-f, The oscillations for the most efficient phonon modes in the region for the first and second peak of the experimental
IETS. The movement of each ion is represented by vectors (green/red) given the direction of the oscillation (positive/negative). Adapted from Chen et
al 83
better aligned with the general properties of Kondo resonances,
which depend on the coupling between the spin state of an atom
or molecule and the conduction band of a metal: for very low
coupling, as in case of molecular physisorption on a flat metal
surface, one would expect a fairly low coupling and consequently
a low Kondo temperature. Today, it is understood that Kondo
temperatures in such systems rarely have a value exceeding 10K.
Electronic Effects II: Vibrations
Vibrations of atoms and molecules in an STM junction open up
additional channels for electron transport, they therefore lead to
steps in the dI/dV spectrum. The change of conductance due
to such a vibration typically depends on the excitation energy,
which, for example, is around 200-300meV for exciting molec-
ular bonds in hydrocarbons. The change of the conductance is
comparatively small in this case. In the 1990s it was assumed
that even at Helium temperatures the measured spectrum would
be too noisy to accurately measure vibrational excitations. It was
the group of Wilson Ho, which first demonstrated that the obsta-
cles to such a measurement could in fact be overcome.
In 1998, the vibrational excitation of acetylene absorbed on a
Copper(100) surface was measured91. This mechanism has since
been explored extensively in systems ranging from molecular hy-
drogen92 or carbon monoxide93,94 to larger molecules like por-
phyrins, either in connection to the vibration of a specific bond95
or to vibrations extended over the entire molecule83, and C60
molecules96. The tunnelling electrons excite low-energy mechan-
ical vibrations which can produce similar strong spectroscopic
features to magnetic excitations82,97–99. In addition, vibrational
excitation can interact with the spin excitations100–102, leading
to the split of the Kondo resonance in vibrational side-bands. As
a result, distinguishing between the two features can be difficult.
In the previous section we identified potential misinterpreta-
tions of Kondo resonances at Helium temperatures due to the
limited temperature range in the experiments. It has indeed been
claimed in quite a few articles in the last ten years that Kondo
resonances have been measured, even though the Kondo temper-
ature estimated from the shape of the Fano resonance was on the
order of 100K103–108. In this respect it has to be understood that
vibrations at very low energy will have both, a fairly large change
of conductance, and a shape which, at 4K, looks like a dip at
the Fermi level. This has first been observed in experiments with
Cerium atoms on a Silver(111) surface.
Here, it was initially assumed that single Cerium atoms would
lead to a Kondo resonance observable at 4K86. This interpreta-
tion remained unchallenged until a new set of experiments and
simulations found that the Kondo temperature for Cerium on sil-
ver surfaces would be too low to be observed at 4K (it was below
1K in the simulations82), and that the only possible explanation
for the feature was in fact a low lying vibrational mode of a CeH
molecule adsorbed on silver (see figure 7) This interpretation and
a different explanation of the original experimental results were
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later confirmed in experiments at 0.5K82,98.
However, we think that this might be in fact a general prob-
lem in the interpretation of data from tunneling spectroscopy
experiments on two dimensional interfaces. One characteristic
that is often used to distinguish between the two effects is the
relative change in conductance at the IETS steps109–115. Typi-
cally, the largest conductance changes caused by vibration excita-
tion reach 20%, in the cases of Ce-H82,92 and CO-molecular cas-
cades94, because of partial cancellation of the changes of the elas-
tic and inelastic conductances116. However, it has been observed
that larger changes in the conductance are possible. Indeed, vi-
brational excitations in large molecules have recently been mea-
sured83. Figure 8 shows these measurements. In (a) and (b), the
step-like features in the dI/dV spectra are show to have a spatial
extension over the molecule. This, along with the fact that the
steps remain at the same energy under a magnetic field, is used
to argue that these features are due to vibrational excitations.
Figures 8(d-f) show a schematic representation of calculated low-
energy vibrations, which are extended over the entire molecule.
High quantum efficiencies were calculated (c), supporting the in-
terpretation that the spectra originate for vibrational modes. The
salient feature of these extended vibrational modes is that they
require smaller deformations of intramolecular bond lengths as
compared to more localized oscillations, leading to much lower
energies. Another distinguishing characteristic is the behaviour
under a magnetic field, where it is expected that a Kondo feature
will broaden due to Zeeman splitting117–119 and a vibrational ex-
citation will remain largely unchanged. This too has been used to
help distinguish between the two features83,120.
Conclusion
It is often claimed that progress in science it mainly due to new
experimental and theoretical methods becoming available. How-
ever, one could also say that new methods allow for new levels
of imagination to come to bear on science and technology. Today,
we can create atomic and molecular interfaces close to atomically
defined in our best experiments. We can also analyse the phys-
ical properties of these interfaces with methods which allow us
to understand their physical characteristics with a resolution ap-
proaching 0.1meV in the energy space, and sometimes better than
1pm in real space. The last frontier today is probably the time do-
main. Here, our methods are still somewhat limited. For exam-
ple, we cannot actually resolve atomic and molecular vibrations,
or the pathway of an electron through a system in real time. We
are limited to estimating the corresponding effects in real space
and energy space. So from a very general perspective, the job,
assigned to us by Richard Feynman in the 1960s, has actually
been accomplished. The job left to do is to develop a detailed un-
derstanding of the intricate dynamics of molecular interfaces and
harness this understanding to engineer biochemical systems from
the bottom up. This is probably a task which will take us another
thirty years.
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