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Partial ℓ1 optimization in random linear systems – phase transitions
and large deviations
Mihailo Stojnic ∗
Abstract
ℓ1 optimization is a well known heuristic often employed for solving various forms of sparse linear prob-
lems. In this paper we look at its a variant that we refer to as the partial ℓ1 and discuss its mathematical
properties when used for solving linear under-determined systems of equations. We will focus on large ran-
dom systems and discuss the phase transition (PT) phenomena and how they connect to the large deviation
principles (LDP). Using a variety of probabilistic and geometric techniques that we have developed in re-
cent years we will first present general guidelines that conceptually fully characterize both, the PTs and
the LDPs. After that we will put an emphasis on providing a collection of explicit analytical solutions to
all of the underlying mathematical problems. As a nice bonus to the developed concepts, the forms of the
analytical solutions will, in our view, turn out to be fairly elegant as well.
Index Terms: Phase transitions; linear systems of equations; partial ℓ1; large deviations.
1 Introduction
Over last several decades, studying various properties of the ℓ1 heuristic has been the subject of great interest
in a variety of scientific communities. We would think that there are two main reasons for that: 1) its
excellent performance characteristics and 2) the breakthrough results of [1,7] that for the first time provided
fully mathematically rigorous results that on a qualitative level were accurately describing/emphasizing ℓ1’s
performance abilities. Of course, the excellent performance characteristics have been known for a long time
(in fact, for at least a half of the last century) and as such have served as cornerstones supporting further
ℓ1’s developments, adaptations, and applications in a variety of different fields. From a mathematical purist
standpoint, these were typically on a heuristic level. Although there were quite a few theoretical results
in earlier decades as well, they typically weren’t capturing what mathematicians would consider the key ℓ1
properties. These would eventually be proven for the first time in a statistical context in [1, 7], and, in our
view, it is with these works that a new era in studying of mathematical aspects of ℓ1 basically jump-started.
Nowdays of course the mathematical side of the ℓ1 story substantially expanded as well and one might
even say that it is pretty much catching up with the diversity of the heuristic applications. In this paper we
provide a contribution along these lines as well. Namely, we will study a particular form of ℓ1 that has been
thought of for some time now as a strategy potentially offering an algorithmic path for eventually improving
over the standard ℓ1. Before we introduce the form that we will study and say a few words what of its aspects
we will specifically focus on we will take a few moments to put everything on a right mathematical track
and introduce the standard linear systems setup that we will use as a benchmark to present our results. We
should also mention that these problems are well known and we will occasionally assume a high degree of
familiarity with many of the concepts that we will associate with them (the interested reader though can get
a bit more detailed introduction to many of these in a long line of our works initiated in [11,14,20,21,23–27];
also, we will try to maintain as much of a parallelism with some of these works so that the transition and
reading are rather smooth).
The standard linear systems assume an m× n (m ≤ n) system matrix A and an n dimensional vector x˜
with real entries (for short we write A ∈ Rm×n and x˜ ∈ Rn). Then the standard matrix-vector multiplication
∗
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of A and x˜ gives
y = Ax˜. (1)
The key problem in studying linear inverse problems is finding x˜ if A and y in (1) are given. By the formation
of y such an x˜ obviously exists. How many of them are there though is a whole another story. Namely,
if m = n and A is full rank there is only one x˜ such that (1) holds. If m < n and A is full rank things
become a bit more interesting. In fact, the possibility to have more than one x˜ that satisfies (1) would make
finding a particular one as a typically not well posed problem. Of course, there is a catch and it is hidden in
an additional structuring of x˜ that makes the above problem typically well posed and ultimately of interest
in many applications. The type of the structure that is typically of interest when the above mentioned ℓ1
optimization is involved (and that will also be assumed throughout this paper) is the so-called sparsity of x˜.
In such scenarios, instead of finding just an x˜ in (1) one focuses on solving the following problem
min ‖x‖0
subject to Ax = y, (2)
where ‖x‖0 is what is typically called the ℓ0 (quasi) norm of vector x (‖x‖0 is, mathematically speaking,
clearly not a norm; however, we will use the norm notation/terminology while essentially thinking of it as
being the number of the nonzero entries of x). In a nutshell, (2) will find the so-called sparsest x that
satisfies the constraints in (2) (of course, from this point on the assumption will always be that there is at
least one such x). To mathematically deal with the sparsity we will introduce the k-sparse vectors as vectors
that have no more than k nonzero elements. An easy algebraic exercise then shows that for k < m/2 the
solution of (2) is in fact unique; moreover, we will also additionally assume that there is no x that satisfies
constraints of (2) that is less than k sparse.
Solving (2) is not so easy in general. The straightforward way of exhaustively selecting all subsets of k
columns and then solving the resulting over-determined systems is in the so-called linear regime (which will
eventually be of our interest in this paper and which assumes k = βn, m = αn, n is large, and α and β
are constant independent of n) of exponential complexity in n. We will view such a complexity as too high
and instead will focus on heuristics of polynomial complexity. Among many successful ones developed over
last several decades (see, e.g. [3, 6, 8–10, 28]) one that supremely stands out in our view is the following ℓ1
relaxation of (2)
min ‖x‖1
subject to Ax = y. (3)
The above ℓ1 optimization is of course a linear program relatively easily solvable in polynomial time. In
fact, if one considers the following object ‖x‖q = (
∑n
i=1 |xi|q)
1
q as q increases starting from (close to) zero
then one observes that q = 1 is the first case when ‖x‖q becomes a convex function and if used instead of
‖x‖0 in (2) would make (2) a convex optimization problem solvable in polynomial time (in fact for q = 1 the
problem is actually linear).
As mentioned earlier, there are many reasons for ℓ1’s popularity but two of them are in our view the
most important. The practical applicability due to its polynomial complexity and excellent solving abilities
and the existence of rigorous mathematical results that confirm such performance characteristics. While the
practical applicability has been known for quite some time the analytical progress flourished over the last
decade. Performance characterizations started in [1,7] and perfected in [4,5,20,21] mathematically solidified
the importance of (3) in studying the linear under-determined systems with structured solutions.
In this paper we will try to move things a step further and consider a particular modification of the
standard ℓ1 that has been viewed as a path towards potential improving on ℓ1 (ℓ1 though continues to be
basically a golden standard when it comes to solving (2) in polynomial time; more on this can be found in
e.g. [13]). Such a modification will assume a bit of a feedback which the standard ℓ1 from (3) does not use.
Namely, we will assume that one can beforehand determine/guess the location of a fraction of x’s support (as
usual, under support of a vector we assume the location of its nonzero components; for vector x for example
we denote its support as supp(x)). If one recalls that what makes the problem in (2) hard is determining
the location of the nonzero components of x (supp(x)) then one naturally expects that knowing beforehand
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some of these locations should be beneficial. This was indeed rigorously shown to be true in [18,27]. Before
discussing what exactly was actually shown in [18, 27], we will say a few words about the rationale for
feedback considerations. Additionally, to ensure that everything continues to be on a right mathematical
track we will also, before switching to the following section and the discussion about the benefits of knowing
parts of supp(x), introduce formal mathematical definitions for the objects that we have just mentioned.
Adding some knowledge to improve the ℓ1’s performance is actually natural. Namely, even when one
fails to solve (2) (through any algorithm including ℓ1 itself) it is reasonable to believe that at least some of
supp(x) elements will be correctly identified. On its own this may not be of much use as one will not be able
to recover unknown x unless the entire supp(x) is correctly determined. However, if it is put back in use it
may be beneficial in designing/upgrading recovery algorithms. Of course one would be tempted to believe
that the larger the correctly identifiable portion of supp(x) the higher the chance that such information will
be useful if reused in the recovery process (among other things [18, 27] precisely quantified the dependency
between the size of the a priori known portion of supp(x) and the recoverable sparsity). Of course, things
are not as simple as they may sound and we leave a more complete discussion to [18]. Here we just add, that
it is typically very important which fraction of supp(x) is used as a priori known and in general it is not an
easy task to determine those fractions that are the most relevant. It seems though, that it could still be a bit
easier task than actually solving the original problem (2); it remains though to be seen if that indeed is the
case. We should also say that the above is related to a potential improvement over ℓ1. There are scenarios
that inherently allow for knowing a portion of supp(x). In such cases studying effects that a priori known
portion of supp(x) will have on the recovery algorithms is of course of independent interest and should not
necessarily be viewed through the prism of the improvement over ℓ1.
Now, going back to aligning everything so that it is on a right mathematical track, we start by formally
introducing vectors with partially known support, (more on this type of vectors as well as on their potential
applications can be found in e.g. [29]). As mentioned above, under partially known support we assume that
locations of a fraction of the non-zero components of x are a priori known and that that knowledge can
possibly be exploited in solving (2) (basically incorporated in the design of the recovery algorithms used for
solving (2)). To make everything precise, we will denote by Π the set of the indexes of the known locations
of the non-zero components of x. We will assume that the cardinality of Π is ηk (where η is a constant
independent of n and 0 ≤ η ≤ 1). To recover k-sparse x with partially known support one can then design
the algorithms using the available knowledge of Π. Among many ways how one can do so, here, we focus on
a particular modification of (3) considered in e.g. [2, 27, 29] that assumes solving
min
∑
i/∈Π
|xi|
subject to Ax = y. (4)
The above problem, to which we will refer as partial ℓ1, is fairly similar to the standard ℓ1 from (3) and it
is perhaps a bit surprising that it can offer much more than the standard ℓ1. [18,27] showed that it actually
can and in a statistical context these results in fact precisely quantified by how much the algorithm from
(4) improves on its a counterpart from (3). As mentioned above, we will in the following sections in detail
recall on the results from [18, 27]. Here we give a little bit of a flavor as to what was done in [18, 27] and
what we will do here. Namely, the results of [18,27] relate to the so-called phase-transition (PT) phenomena
(precisely the same phenomena that [4, 5, 20, 21] uncovered for the standard ℓ1 from (3) when utilized in
statistical contexts). Similarly to what was done in both sets of results, [4, 5] and [20, 21], for the standard
ℓ1, we in [18,27], in addition to uncovering the existence of the phase transition phenomenon for the partial
ℓ1 from (4), precisely characterized the so-called “breaking points” where these phase transitions happen
(essentially the highest possible β for which the solution of (4) with overwhelming probability matches
the sparsest solution of (2) for a fixed α; under overwhelming probability we will in this paper consider
probability over statistics of A that is no more than a number exponentially decaying in n away from 1).
Here though, we will make several key steps that will help us substantially deepen our understanding of the
underlying phase transitions. As in [15], we will essentially connect the phase transitions to the so-called
large deviations property/principle (LDP) from the classical probability theory and provide their explicit
characterizations when viewed through such a prism. We will do so for two types of partial ℓ1 (the one from
(4) and another one, essentially, potentially a more realistic variant of (4), that we will introduce later on).
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Following further into the footsteps of [15], we will do so through two seemingly different approaches, one
that is purely probabilistic and another one that relies on high-dimensional geometry.
The paper presentation will be split into several sections. We will start by discussing the standard phase
transitions and in what form they appear in the analysis of the partial ℓ1. After that we will move to the LDP
characterizations and their connections with PTs. In the later sections of the paper we will show how the PT
and LDP results that we will create for the partial ℓ1 can be modified so that they fit a more realistic form
of the partial ℓ1 that we will introduce later on and to which we will refer as the hidden partial ℓ1. Finally,
we will attempt to maintain the level of the presentation so that the final results eventually approach, if not
match, the elegance of the corresponding ones from [11, 15, 21].
2 Partial ℓ1 – phase transitions
In this section we will revisit the phase transitions (PTs) of the partial ℓ1. We start by recalling what PTs
are when viewed in the context of the partial ℓ1. Informally speaking, they of course refer to the relations
between systems dimensions and sparsity so that the partial ℓ1 (i.e. (4)) produces or fails to produce
the solution of (2). To put this in a proper mathematical context, we say that for any given constants
0 < α ≤ 1 and 0 ≤ η ≤ 1 and any given x with a given fixed location and a given fixed set of signs there
will be a maximum allowable value of β such that (4) (with Π from the given fixed locations) finds that
given x with overwhelming probability. We will refer to this maximum allowable value of β as the weak
threshold/breaking point and will denote it by βw (see, e.g. [15, 18, 21, 22, 27]). Correspondingly, we also say
that the algorithm exhibits the weak phase transition (i.e. weak PT) and we call the resulting curve in the
(α, β) plane the weak phase transition curve (weak PT curve). Now, in a more mathematical language, the
phase transition phenomenon essentially means that if the problem dimensions are such that the pair (α, β) is
below the PT curve then the algorithm (here (4)) solves (in a probabilistic sense) the problem (2); otherwise
it fails. A full asymptotic performance characterization of an algorithm that exhibits the phase transition
phenomenon assumes determining this phase transition curve. We should mentioned that in addition to
the weak thresholds, PTs, and PT curves, one can define various other forms of phase transitions. As our
main concern here will be the above introduced weak PT forms we stop short of discussing the other ones
in greater details and instead mention in passing that more on them can be found in e.g. [5, 12, 15, 19–21].
When it comes to the standard ℓ1 (i.e. the algorithm from (3)), there is a large body of work that
deals with various aspects of its PTs. As mentioned earlier, the mathematical studying jump-started with
the initial, qualitative characterizations that appeared in [1, 7]. These results were later on substantially
improved, eventually reaching the ultimate level of exact PT characterizations achieved in [4,5,20,21]. [4,5]
did so through establishing a connection between the (3)’s PT properties and studying of neighbourly
polytopes in high-dimensional geometry, while our own series of work [20, 21] did so by developing a novel
purely probabilistic approach. On the other hand, when it comes to the partial ℓ1 (i.e. the algorithm from
(4)), a bit less work has been done. Nonetheless, the achieved results are equally successful. After initial
characterizations of [29], we eventually in [18, 27] fully characterized the partial ℓ1’s PT. We below recall
on a theorem that essentially summarizes the results obtained in [18, 27] and effectively establishes for any
0 ≤ η ≤ 1 and any 0 < α ≤ 1 the exact value of βw for which (3) finds the k-sparse solution of (2) with a
priori known portion of its support of size ηk.
Theorem 1. ( [18, 27] Exact partial ℓ1’s weak threshold/PT) Let A be an m × n matrix in (2) with i.i.d.
standard normal components. Let the unknown x that solves (2) be k-sparse. Further, let the location and
signs of nonzero elements of x be arbitrarily chosen but fixed. Assume that the location of ηk (0 ≤ η ≤ 1)
of non-zero elements is arbitrarily chosen, fixed, and a priori known, and let Π be the set of those locations.
Let k,m, n be large and let αw =
m
n and βw =
k
n be constants independent of m and n. Let erfinv be the
inverse of the standard error function associated with zero-mean unit variance Gaussian random variable.
Further, let αw and βw satisfy the following fundamental characterization of the partial ℓ1’s PT
ξ
(p)
αw ,η(βw) , ψ
(p)
βw,η
(αw) ,
(1−βw)
√
2
pi e
−
(
erfinv( 1−αw1−βw )
)2
(αw−ηβw)
√
2erfinv( 1−αw1−βw )
= 1.
-
(5)
Then:
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1. If α > αw then with overwhelming probability the solution of (4) is the k-sparse x that solves (2).
2. If α < αw then with overwhelming probability there will be a k-sparse x (from a set of x’s with fixed
locations and signs of nonzero components) with a priori known set of locations Π that is the solution
of (2) and is not the solution of (4).
Proof. The first part was established in [27] and the second one was established in [18].
2.1 Partial ℓ1’s PT is unambiguous
In this subsection we will provide brief arguments that functions ξ
(p)
α,η(β) and ψ
(p)
β,η(α) utilized in Theorem 1
in an unambiguous way establish the partial ℓ1’s PT. These functions are very similar to the corresponding
ones in [15] and can be analyzed in a similar way. Instead of repeating the entire analysis we will just
highlight the parts that are different from what was presented in [15].
2.1.1 ξ
(p)
α,η(β)
Similarly to what was done in [15], the key observation regarding ξ
(p)
α,η(β) is that for any fixed η ∈ (0, 1)
and any fixed α ∈ (0, 1) there is a unique β such that ξ(p)α,η(β) = 1 which essentially ensures that (5) is an
unambiguous PT characterization. To confirm that this is indeed true we will first show that for any fixed
η ∈ (0, 1) and any fixed α ∈ (0, 1), ξ(p)α,η(β) − 1 is a decreasing function of β on interval [0, α). Computing
the derivative with respect to β gives
d(ξ
(p)
α,η(β)− 1)
dβ
=
d
 (1−β)√ 2pi e−(erfinv( 1−α1−β ))2
(α−ηβ)√2erfinv( 1−α1−β )
− 1

dβ
=
√
2
π
−
√
pi(1−α)
(1−β)erfinv((1−α)/(1−β))2 −
2e
−
(
erfinv( 1−α1−β )
)2
erfinv((1−α)/(1−β)) −
2
√
pi(1−α)
1−β
2
√
2(α− ηβ)
+η
 (1− β)
√
2
pi e
−(erfinv( 1−α1−β ))
2
(α− ηβ)2√2erfinv
(
1−α
1−β
)

=
√
2
π
−
√
pi(1−α)
(1−β)erfinv((1−α)/(1−β))2 −
2(1− η(1−β)α−ηβ )e
−
(
erfinv( 1−α1−β )
)2
erfinv((1−α)/(1−β)) −
2
√
pi(1−α)
1−β
2
√
2(α− ηβ)
≤
√
2
π
−
√
pi(1−α)
(1−β)erfinv((1−α)/(1−β))2 +
2 1−αα−β e
−
(
erfinv( 1−α1−β )
)2
erfinv((1−α)/(1−β)) −
2
√
pi(1−α)
1−β
2
√
2(α− ηβ)
=
√
2
(1− α)
1− β
− 1
erfinv((1−α)/(1−β))2 +
2 1−βα−β e
−
(
erfinv( 1−α1−β )
)2
√
pierfinv((1−α)/(1−β)) − 2
2
√
2(α− ηβ) .
(6)
We now recall on the following well known inequalities that relate to erfc(·)
2√
π
e−y
2
y +
√
y2 + 2
< erfc(y) ≤ 2√
π
e−y
2
y +
√
y2 + 4pi
. (7)
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Setting
q = erfinv
(
1− α
1− β
)
, (8)
and utilizing the first of the inequalities in (7) we have
2 1−βα−β e
−(erfinv( 1−α1−β ))
2
√
πerfinv((1− α)/(1 − β)) =
2e−q
2
√
πqerfc(q)
< 1 +
√
1 +
2
q2
= 1 +
√√√√1 + 2(
erfinv
(
1−α
1−β
))2 . (9)
A combination of (6) and (9) then gives
d(ξ
(p)
α,η(β) − 1)
dβ
≤
√
2
(1− α)
1− β
− 1erfinv((1−α)/(1−β))2 +
2 1−βα−β e
−
(
erfinv( 1−α1−β )
)2
√
pierfinv((1−α)/(1−β)) − 2
2
√
2(α− ηβ)
<
√
2
(1− α)
1− β
− 1
erfinv((1−α)/(1−β))2 +
√
1 + 2
(erfinv( 1−α1−β ))
2 − 1
2
√
2(α− ηβ) .
< 0. (10)
In [15] we showed that for any fixed α ∈ (0, 1), limβ→α(α − ηβ)ξ(p)α,η(β) − 1 = −1 which then implies that
for any fixed η ∈ (0, 1) and any fixed α ∈ (0, 1) one also has limβ→α ξ(p)α,η(β) − 1 = −1. Moreover, in [15] we
also showed that for any fixed α ∈ (0, 1), ξ(p)α,η(0)− 1 > 0. Together with (9) this is then enough to conclude
that for any fixed η ∈ (0, 1) and any fixed α ∈ (0, 1) there is a unique β such that ξ(p)α,η(β) = 1, which as
mentioned above essentially means that (5) is an unambiguous PT characterization. For the completeness,
in Figure 1 we present a few numerical results related to the behavior of ξ
(p)
α,η(β) that indeed confirm the
above calculations.
β
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
ξ
(p
)
α
,η
(β
)
−
1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
ξ
(p)
α,η(β)− 1, α = 0.5
α
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
ξ
(p
)
α
,η
(0
)
−
1
10-2
10-1
100
101
102
103
104
ξ
(p)
α,η(0)− 1
Figure 1: Properties of ξ
(p)
α,η(β): (ξ
(p)
α,η(β) − 1) as a function of β (α = 0.5, η = 0.5) – left; (ξ(p)α,η(0)− 1) as a
function of α (η = 0.5) – right
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2.1.2 ψ
(p)
β,η(α)
In this subsection we will look at ψ
(p)
β,η(α) and show that the property proved for ξ
(p)
α,η(β) in the previous
subsection holds for ψ
(p)
β,η(α) as well. Namely, for any fixed η ∈ (0, 1) and any fixed β ∈ (0, 1) there is a
unique α such that ψ
(p)
β,η(α) = 1. This essentially ensures that the ℓ1’s fundamental PT from the above
theorem is also unambiguous when viewed as a function of α. To show this it is then enough to show that
for any fixed η ∈ (0, 1) and any fixed β ∈ (0, 1), ψ(p)β,η(α)− 1 is an increasing function of α on interval (β, 1].
We then proceed in a fashion similar to the one from Section 2.1.1 and compute the derivative with respect
to α.
d(ψ
(p)
β,η(α) − 1)
dα
=
d
(1− β)√ 2pi e−(erfinv( 1−α1−β ))2
(α−ηβ)√2erfinv( 1−α1−β )
− 1

dα
=
2(β − 1)e−(erfinv( 1−α1−β ))
2 (
erfinv
(
1−α
1−β
))
+
√
π(α− ηβ)
(
2
(
erfinv
(
1−α
1−β
))2
+ 1
)
2(α− ηβ)2√π
(
erfinv
(
1−α
1−β
))2 .
(11)
Utilizing q from (8) we then have
2(β−1)
e
(
erfinv( 1−α1−β )
)2
(
erfinv
(
1−α
1−β
))
+
√
π(α− ηβ)
(
2
(
erfinv
(
1−α
1−β
))2
+ 1
)
2(α− ηβ)2√π
(
erfinv
(
1−α
1−β
))2 = 2
(α−1)e−q2q
erf(q)
+
√
π(α− ηβ) (2q2 + 1)
2(α− ηβ)2√πq2 .
(12)
Moreover,
2 (α−1)e
−q2 q
erf(q)
+
√
π(α− ηβ) (2q2 + 1)
2(α− ηβ)2√πq2 ≥
2 (α−1)e
−q2 q
erf(q)
+
√
π(α− β) (2q2 + 1)
2(α− ηβ)2√πq2
=
2 (α−1)e
−q2 q
erf(q)
+
√
π((α − 1) + (1− β)) (2q2 + 1)
2(α− ηβ)2√πq2
= (1 − α)
−2 e
−q2q
erf(q) +
√
π
(
−1 + 1erf(q)
) (
2q2 + 1
)
2(α− ηβ)2√πq2

= (1 − α)
−2 e
−q2q
erf(q)
+
√
π
(
erfc(q)
erf(q)
) (
2q2 + 1
)
2(α− ηβ)2√πq2

= (1 − α)
(
−2e−q2q +√πerfc(q) (2q2 + 1)
2(α− ηβ)2√πq2erf(q)
)
> (1 − α)

−2e−q2q + 2e
−q2 (2q2+1)(
q+
√
q2+2
)
2(α− ηβ)2√πq2erf(q)

= (1 − α) 2e
−q2(
q +
√
q2 + 2
) ( (1 + q2 − q√q2 + 2)
2(α− ηβ)2√πq2erf(q)
)
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> 0, (13)
where the second to last inequality follows as an application of the first inequality in (7). Connecting (11),
(12), and (13) we finally have
d(ψ
(p)
β,η(α)− 1)
dα
> 0, (14)
and the function (ψ
(p)
β,η(α)− 1) is indeed increasing on (β, 1]. Also, for any fixed η ∈ (0, 1) and any fixed β ∈
(0, 1), in [15] we showed that limα→β(α−ηβ)ψ(p)β,η(α)−1 = −1. This then easily implies that limα→β ψ(p)β,η(α)−
1 = −1. Finally, in [15], we also argued that for η = 0 and any fixed β ∈ (0, 1), limα→1 ψ(p)β,η(α)− 1 =∞ > 0.
This then easily implies that for any fixed η ∈ (0, 1) and any fixed β ∈ (0, 1), limα→1 ψ(p)β,η(α) − 1 =∞ > 0.
Together with the above proven increasing property this then shows that for any fixed η ∈ (0, 1) and any
fixed β ∈ (0, 1) there is a unique α such that ψ(p)β,η(α) = 1, which reconfirms that the partial ℓ1’s fundamental
PT characterization is unambiguous. For the completeness, in Figure 2 we present a few numerical results
related to the behavior of ψ
(p)
β,η(α) that are indeed in agreement with the above calculations.
α
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d
(ψ
(p
)
β
,η
(α
)−
1
)
d
α
100
101
102
103
d(ψ
(p)
β,η
(α)−1)
dα
,β = 0.25896
Figure 2: Properties of ψ
(p)
β,η(α): ψ
(p)
β,η(α)−1 as a function of α (β = 0.25896) – left;
d(ψ
(p)
β,η(α)−1)
dα as a function
of α (β = 0.25896) – right
Finally, to give a little bit of a flavor as to what is actually proven in Theorem 1 we in Figure 3 show the
theoretical PT curves that one can obtain based on (5) for several different values of η. One easily observes
that as η increases the recoverable sparsity increases as well. In other words, the larger the size of the known
subset of supp(x) the larger the cardinality of supp(x) that can be recovered through ℓ1 as well.
3 Partial ℓ1 – large deviations
In this section we substantially expand the phase transition considerations from the previous section. We
will do so by connecting them to the large deviation principles (LDP) and then providing the LDPs thorough
characterizations. In a nutshell, the LDP characterizations will provide a significantly richer spectrum of
information about the PTs. In addition to determining the PT curves that the standard PT characterizations
do, the LDP ones explain the algorithms behaviour in the entire transition zone. They essentially determine
the rate at which the probabilities of algorithms’ success (failure) tend to zero as the systems dimensions
deviate from the ones that satisfy the PT curves (i.e. the breaking points of the algorithms’ success). To
fully characterize these rates, we will essentially determine them for any point in (α, β) plane (also, and as
is probably expected, to ensure that the results make sense we will assume {(α, β)|β < α, α ∈ (0, 1)}). To
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Figure 3: Partial ℓ1’s weak PT; {(α, β)|ξ(p)α,η(β) = 1}
achieve these characterizations we will first recall on the connection between the PTs and the LDPs that we
established in [15] and then try to emulate the strategies designed in [15]. To facilitate the following we will,
as usual, try to make everything look as parallel to what was done in [15] as possible. To that end we will
try to skip all the steps that remain the same as in [15] and highlight the different ones. Before doing any
of that we will start things off by recalling on a couple of results that we established in [21, 22, 27]. These
are of course among the key unsung heros of all the success that we achieved in designing our probabilistic
approach for characterizing PTs and LDPs.
As was done in [15], for the simplicity and without loss of generality we will assume that the elements
x1,x2, . . . ,xn−k of x are equal to zero and that the elements xn−k+1,xn−k+2, . . . ,xn have fixed signs,
say they all are positive (this is of course in an agreement with the requirement that the weak phase
transition imposes). The following was proved in [18,27] relying on the breakthrough observations of [21,22]
and as mentioned above is one of the key features that enabled us to run the entire machinery developed
in [18, 21, 22, 27].
Theorem 2. ( [18, 27] Nonzero elements of x have fixed signs and location) Assume that an m × n
measurement matrix A is given. Let x be a k sparse vector. Also let x1 = x2 = · · · = xn−k = 0.
Let the signs of xn−k+1,xn−k+2, . . . ,xn be fixed, say all positive. Also, let it be known to the algorithm
given in (3) that xn−ηk+1,xn−ηk+2, . . . ,xn are among the k non-zero components of x, i.e. let Π =
{n − ηk + 1, n − ηk + 2, . . . , n}, where 0 ≤ η ≤ 1. Further, assume that y , Ax and that w is an n × 1
vector. If
(∀w ∈ Rn|Aw = 0) −
n−ηk∑
i=n−k+1
wi <
n−k∑
i=1
|wi|, (15)
then the solutions of (4) and (2) coincide. Moreover, if
(∃w ∈ Rn|Aw = 0) −
n−ηk∑
i=n−k+1
wi ≥
n−k∑
i=1
|wi|, (16)
then there will be a k-sparse x (from the set of x’s with fixed locations and signs of nonzero components)
with a priori known set of locations Π that is the solution of (2) and is not the solution of (4).
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To facilitate the exposition we set
Sw , {w ∈ Sn−1| −
n−ηk∑
i=n−k+1
wi <
n−k∑
i=1
|wi|}. (17)
As was done in [15] we will split the LDP analysis into two parts, the first main one that deals with the
so-called upper tail of the LDP characterizations and the second one that deals with the corresponding lower
tail. Also, as was the case in [15], it will turn out that the upper tail analysis with minimal adaptations
automatically settles the lower tail as well. Consequently, we will mostly focus on the upper tail and once
we have those results established we will quickly transform them to cover the lower tail as well.
3.1 Upper tail
As mentioned above, we will first consider points (α, β) such that α ≥ αw where αw is such that ψ(p)β,η(αw) =
ξ
(p)
αw ,η(β) = 1. These points will establish what we will refer to as the LDPs upper tail (or for short just the
upper tail). The remaining ones will be briefly discussed in a section later on and they will establish what
we will refer to as the lower tail.
As in [15], we will assume that the elements of A are i.i.d. standard normals and will be interested in
the following probability
Perr , P ( min
w∈Sw
‖Aw‖2 ≤ 0) = P ( max
w∈Sw
min
‖y‖2=1
(yTAw) ≥ 0). (18)
where Perr is the so-called probability of error/failure, i.e. the probability that (4) fails to produce the
solution of (2). In [15] we, for any c3 ≥ 0, established the following
Perr ≤ e−
c23
2 E max
w∈Sw
min
‖y‖2=1
e−c3(y
TAw+g) ≤ e−
c23
2 Ee−c3‖g‖2Eec3w(h,Sw), (19)
where
w(h, Sw) , max
w∈Sw
(hTw), (20)
and the elements of h are i.i.d. standard normals. To characterize the right hand side of (19) one then
focuses, as in [15], on w(h, Sw). In [11, 12, 16, 18, 21, 27] we developed a super powerful mechanism that
enables a very elegant and useful representation for w(h, Sw). Instead of repeating all the details we just
present the final, neat results that we will utilize here.
We start by setting
h¯ , (|h1|, |h2|, . . . , |hn−k|,−hn−k+1,−hn−k+2, . . . ,−hn)T , (21)
then one can characterize w(h, Sw) in (20) in the following way
w(h, Sw) = max
y¯∈Rn
n∑
i=1
h¯iy¯i
subject to y¯i ≥ 0, 0 ≤ i ≤ n− k
n−ηk∑
i=n−k+1
y¯i ≥
n−k∑
i=1
y¯i
n∑
i=1
y¯2i ≤ 1 (22)
where h¯i is the i-th element of h¯ and y¯i is the i-th element of y¯. Solving (22) as was done in [11,12,16,18,21,27]
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one obtains
w(h, Sw) = − max
ν≥0,γ≥0
min
y¯
n∑
i=1
−h¯iy¯i + ν
n−k∑
i=1
y¯i − ν
n−ηk∑
i=n−k+1
y¯i + γ
n∑
i=1
y¯2i − γ
subject to y¯i ≥ 0, 0 ≤ i ≤ n− k. (23)
Finally, one also has
w(h, Sw) = min
ν≥0,γ≥0
∑n−k
i=1 max(h¯i − ν, 0)2 +
∑n
i=n−k+1(h¯i + ν)
2 +
∑n
i=n−ηk+1(h¯i)
2
4γ
+ γ
= min
ν≥0
√√√√n−k∑
i=1
max(h¯i − ν, 0)2 +
n−ηk∑
i=n−k+1
(h¯i + ν)2 +
n∑
i=n−ηk+1
(h¯i)2. (24)
We summarize the above methodology to upper bound Perr in the following theorem.
Theorem 3. Let A be an m× n matrix in (2) with i.i.d. standard normal components. Let the unknown x
in (2) be k-sparse and let the location and the signs of nonzero elements of x be arbitrarily chosen but fixed.
Assume that the locations of ηk (0 ≤ η ≤ 1) of the non-zero elements are arbitrarily chosen, fixed, and a
priori known, and let Π be the set of those locations. Let Perr be the probability that the solution of (4) is
not the solution of (2). Then
Perr ≤ min
c3≥0
e−
c23
2 e−c3‖g‖2Eec3w(h,Sw)
= min
c3≥0
(
e−
c23
2
1√
2π
m
∫
g
e−
∑m
i=1 g
2
i /2−c3‖g‖2dg min
ν≥0,γ≥ c32
wn−k1 w
k(1−η)
2 w
kη
3 e
c3γ
)
, (25)
where
w1 =
1√
2π
∫
h¯
e−h¯
2/2ec3 max(|h¯|−ν,0)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
erfc
(
ν√
2
√
1− c3/2/γ
)
+ erf
(
ν√
2
)
w2 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯+ν)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
w3 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯)
2/4/γdh¯ =
1√
1− c3/2/γ
. (26)
Proof. Follows from the above considerations and ultimately through an adaptation of the mechanisms
developed in [11, 12, 16, 18, 21, 27].
The upper bound given in the above theorem is valid for any integers m, k, and n (provided k ≤ m ≤ n
so that the results make sense). Our main concern below though is the asymptotic regime, basically the
same one as in Theorem 1. In particular, and following [15], we will be interested in the rate, I
(p)
err(α, β), at
which Perr decays
I(p)err(α, β) , limn→∞
logPerr
n
. (27)
One now clearly recognizes that the I
(p)
err(α, β) essentially emulates the so-called LDP’s rate (indicator)
function. Based on Theorem 3 we have the following LDP type of theorem.
Theorem 4. Assume the setup of Theorem 3. Further, let integers m, k, and n be large (k ≤ m ≤ n) such
that β = kn and α =
m
n are constants independent of n. Assume that a pair (α, β) is given. Also, assume
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the following scaling: c3 → c3
√
n and γ → γ√n. Then
I(p)err(α, β) , limn→∞
logPerr
n
≤ min
c3≥0
(
− (c3)
2
2
+ Isph + min
ν≥0,γ≥ c32
((1 − β) logw1 + (1 − η)β logw2 + ηβ logw3 + c3γ)
)
, I(p,ub)err,u (α, β), (28)
where
Isph = γ̂c3 − α
2
log
(
1− c3
2γ̂
)
γ̂ =
c3 −
√
(c3)2 + 4α
4
w1 =
1√
2π
∫
h¯
e−h¯
2/2ec3 max(|h¯|−ν,0)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
erfc
(
ν√
2
√
1− c3/2/γ
)
+ erf
(
ν√
2
)
w2 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯+ν)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
w3 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯)
2/4/γdh¯ =
1√
1− c3/2/γ
. (29)
Proof. Follows in a fashion analogous to the one employed in [15].
Numerical solution of the above optimization problem would provide the estimates for the rate of Perr’s
decay. However, we here follow [15] and raise the bar a bit higher. Instead of relying on solving the above
problem numerically we will here try to solve it explicitly. We will again follow as much of the methodology
introduced in [15] as possible. However, there will be quite a few technical differences that will also result
in a behavior fundamentally different from the one observed in [15] when it comes to some of the optimizing
quantities and ultimately the estimates of the LDPs rate function. Also, we emphasize that among several
different ways how one can present the final solutions we chose the one that makes them look as analogous
to the corresponding ones from [15] as possible.
3.1.1 Handling I
(p,ub)
err,u
We will first set
A0 ,
√
1− c3
2γ
, (30)
and then consider the following optimization problem
I(p,ub)err,u (α, β) , min
c3≥0,ν≥0,A0≤1
ζα,β(c3, ν, A0), (31)
where
ζα,β(c3, ν, A0) =
(
−c
2
3
2
+ Isph + (1− β) logw1 + β(1 − η) logw2 + βη logw3 + c
2
3
2(1−A20)
)
Isph = γ̂c3 − α
2
log
(
1− c3
2γ̂
)
γ̂ =
c3 −
√
(c3)2 + 4α
4
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w1 =
e
(1−A20)ν
2
2A2
0
A0
erfc
(
ν√
2A0
)
+ erf
(
ν√
2
)
w2 =
e
(1−A20)ν
2
2A2
0
A0
w3 =
1
A0
. (32)
Our goal below will be to compute the derivatives of ζα,β(c3, ν, A0) with respect to c3, ν, and A0 to eventually
solve
dζα,β(c3, ν, A0)
dc3
=
dζα,β(c3, ν, A0)
dν
=
dζα,β(c3, ν, A0)
dA0
= 0. (33)
We will start with the derivative with respect to c3 and observe that for this derivative from [15] one has
dζα,β(c3, ν, A0)
dc3
= −c3 + c3
1−A20
+
c3 −
√
(c3)2 + 4α
2
. (34)
Setting the above derivative to zero implies
c3 =
(1−A20)
√
α
A0
. (35)
For the derivative with respect to ν we have
dζα,β(c3, ν, A0)
dν
=
d
dν
(
−c
2
3
2
+ Isph + (1− β) logw1 + β(1− η) logw2 + βη logw3 + c
2
3
2(1−A20)
)
=
β(1 −A20)ν(1− η)
A20
+
1− β
w1
 (1−A20)ν
A20
e
(1−A20)ν
2
2A20
A0
erfc
(
ν√
2A0
)
− e
(1−A20)ν
2
2A20
A20
2e
− ν2
2A20√
2
√
π

+
1− β
w1
2e−
ν2
2√
2
√
π
=
β(1 −A20)ν(1− η)
A20
+
1− β
w1
 (1−A20)ν
A20
e
(1−A20)ν
2
2A20
A0
erfc
(
ν√
2A0
)
− 1−A
2
0
A20
2e−
ν2
2√
2
√
π

=
1−A20
w1A20
β(1 − η)νerf( ν√
2
)
+
(1− βη)ν
A0
erfc
(
ν√
2A0
)
e
− (1−A
2
0)ν
2
2A20
− (1− β) 2e
− ν22√
2
√
π

=
(1 −A20)e−
ν2
2
w1A30
β(1 − η)νerf( ν√
2
)
A0e
ν2
2 + (1− βη)ν
erfc
(
ν√
2A0
)
e
− ν2
2A2
0
− (1− β)
√
2
π
A0
 .
(36)
To further transform the above derivative we will need the derivative with respect to A0 as well. To that
end we have
dζα,β(c3, ν, A0)
dA0
=
d
dA0
(
−c
2
3
2
+ Isph + (1− β) logw1 + β(1− η) logw2 + βη logw3 + c
2
3
2(1−A20)
)
= (1− β)d logw1
dA0
+ β(1− η)
(
ν2
d
dA0
(
1−A20
2A20
)
− 1
A0
)
− βη
A0
+
c23A0
(1−A20)2
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= (1− β)d logw1
dA0
− β(1− η)ν
2
A30
− βA
2
0
A30
+
c23A0
(1−A20)2
= (1− β)d logw1
dA0
− β(1− η)ν
2
A30
+
(α− β)A20
A30
.
(37)
From [15] we have
d logw1
dA0
=
d log ( 1A0 e
ν2
2A20 erfc( ν√
2A0
) + e
ν2
2 erf( ν√
2
))
dA0
= −
e
ν2
2A20 (A20 + ν
2)erfc( ν√
2A0
)−
√
2
piA0ν
A30(e
ν2
2A20 erfc( ν√
2A0
) +A0e
ν2
2 erf( ν√
2
))
.
(38)
Combining (37) and (38) one obtains
dζα,β(c3, ν, A0)
dA0
= (1− β)d logw1
dA0
− β(1 − η)ν
2
A30
+
(α− β)A20
A30
= −(1− β)
e
ν2
2A2
0 (A20 + ν
2)erfc( ν√
2A0
)−
√
2
piA0ν
A30(e
ν2
2A2
0 erfc( ν√
2A0
) +A0e
ν2
2 erf( ν√
2
))
− β(1 − η)ν
2
A30
+
(α− β)A20
A30
.
(39)
Transforming a bit further one also has
dζα,β(c3, ν, A0)
dA0
= −(1− β)
e
ν2
2A2
0 (A20 + ν
2)erfc( ν√
2A0
)−
√
2
piA0ν
A30(e
ν2
2A2
0 erfc( ν√
2A0
) +A0e
ν2
2 erf( ν√
2
))
− β(1− η)ν
2
A30
+
(α− β)A20
A30
=
((α− 1)A20 − ν2(1 − βη))e
ν2
2A20 erfc( ν√
2A0
) + (1− β)
√
2
piA0ν + ((α− β)A20 − β(1 − η)ν2)A0e
ν2
2 erf( ν√
2
)
A30(e
ν2
2A20 erfc( ν√
2A0
) +A0e
ν2
2 erf( ν√
2
))
.
(40)
Now, setting the derivative with respect to ν in (38) to zero gives
dζα,β(c3, ν, A0)
dν
=
(1−A20)e−
ν2
2
w1A30
β(1− η)νerf( ν√
2
)
A0e
ν2
2 + (1− βη)ν
erfc
(
ν√
2A0
)
e
− ν2
2A20
− (1− β)
√
2
π
A0
 = 0.
(41)
From (41) one then finds
− β(1 − η)νerf
(
ν√
2
)
A0e
ν2
2 + (1− β)
√
2
π
A0 = (1− βη)ν
erfc
(
ν√
2A0
)
e
− ν2
2A20
. (42)
Combining (40) and (42) we finally have
dζα,β(c3, ν, A0)
dA0
=
(α− 1)A20e
ν2
2A2
0 erfc( ν√
2A0
) + ((α− β)A20)A0e
ν2
2 erf( ν√
2
)
A30(e
ν2
2A2
0 erfc( ν√
2A0
) +A0e
ν2
2 erf( ν√
2
))
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=
(α− 1)e
ν2
2A20 erfc( ν√
2A0
) + (α− β)A0e ν
2
2 erf( ν√
2
)
A0(e
ν2
2A20 erfc( ν√
2A0
) +A0e
ν2
2 erf( ν√
2
))
. (43)
Setting the above derivative with respect to A0 to zero we obtain
dζα,β(c3, ν, A0)
dA0
= (α− 1)e
ν2
2A20 erfc(
ν√
2A0
) + (α − β)A0e ν
2
2 erf(
ν√
2
) = 0
⇐⇒ e
ν2
2A2
0 erfc(
ν√
2A0
) =
α− β
1− αA0e
ν2
2 erf(
ν√
2
). (44)
A combination of (41) and (44) gives
dζα,β(c3, ν, A0)
dν
=
(1 −A20)e−
ν2
2
w1A30
β(1 − η)νerf( ν√
2
)
A0e
ν2
2 + (1− βη)ν
erfc
(
ν√
2A0
)
e
− ν2
2A20
− (1− β)
√
2
π
A0

=
(1 −A20)e−
ν2
2
w1A30
((
β(1− η) + (1− βη)(α − β)
1− α
)
νerf
(
ν√
2
)
A0e
ν2
2 − (1− β)
√
2
π
A0
)
=
(1 −A20)e−
ν2
2
w1A30
((
(1− β)(α − ηβ)
1− α
)
νerf
(
ν√
2
)
A0e
ν2
2 − (1− β)
√
2
π
A0
)
= 0. (45)
Combining further(44) and (45) one can finally get the solution to our initial problem. In the following
subsection we highlight a couple of special features of the obtained solution that are in a sharp contrast
when compared to the similar ones associated with the corresponding quantities of the standard ℓ1’s LDP
considered in [15].
3.1.2 Emergence of β0 and β1
From (45) we have (
(1− β)(α − ηβ)
1− α
)
νerf
(
ν√
2
)
A0e
ν2
2 − (1− β)
√
2
π
A0 = 0
⇐⇒
(1− α)
√
2
pi e
− ν22
(α− ηβ)νerf
(
ν√
2
) = 1. (46)
To highlight the difference between the partial ℓ1 and the standard ℓ1 LDPs we will instead of ν and A0 rely
on two new quantities β0 and β1. For ν that satisfies (46), we first introduce β1 by setting
ν ,
√
2erfinv
(
1− α
1− β1
)
. (47)
In other words, we let β1 be such that
(1− β1)
√
2
pi e
−
(√
2erfinv( 1−α1−β1 )
)2
2
(α− ηβ)√2erfinv
(
1−α
1−β1
) = 1. (48)
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From (42) and (44) we, for ν defined through (47) and (48), have
e
ν2
2A20 erfc(
ν√
2A0
) =
α− β
1− αA0e
ν2
2 erf(
ν√
2
)
⇐⇒
(α − β)
√
2
piA0e
− ν2
2A20
(α− ηβ)νerfc
(
ν√
2A0
) = 1. (49)
For ν that satisfies (46) and A0 that satisfies (49) for such a ν, we introduce β0 by setting
ν ,
√
2A0erfinv
(
1− α
1− β0
)
. (50)
In other words, we let β0 be such that
(α− β)(1 − β0)
√
2
pie
− ν2
2A2
0
(α− β0)(α − ηβ)
√
2erfinv
(
1−α
1−β0
) = 1. (51)
Utilizing the fundamental characterization of the partial ℓ1 one can further say that β1 is such that
α− ηβ1
α− ηβ ξ
(p)
α,η(β1) =
(1− β1)
√
2
pi e
−
(√
2erfinv( 1−α1−β1 )
)2
2
(α− ηβ)√2erfinv
(
1−α
1−β1
) = 1, (52)
and β0 is such that
α− ηβ0
α− ηβ
α− β
α− β0 ξ
(p)
α,η(β0) =
(α− β)(1 − β0)
√
2
pi e
− ν2
2A20
(α− β0)(α − ηβ)
√
2erfinv
(
1−α
1−β0
) = 1. (53)
For such β0 and β1 one then sets
ν =
√
2erfinv
(
1− α
1− β1
)
A0 =
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
) = ν√
2erfinv
(
1−α
1−β0
)
c3 =
(1−A20)
√
α
A0
=
(
erfinv
(
1−α
1−β0
))2
−
(
erfinv
(
1−α
1−β1
))2
erfinv
(
1−α
1−β0
)
erfinv
(
1−α
1−β1
) √α. (54)
The choice for ν, A0, and c3 given in (54) ensures that (33) is satisfied. Moreover, as it will turn out later on
this choice is unique, i.e. it is the only solution of (33). With a little bit of additional juggling one can then
argue that this choice is not only a stationary point, but also a global optimum in (31). We skip such an
exercise as these things will automatically follow through another set of considerations that we will present
later on (in fact, quite a lot more will turn out to be true, not only will the choice for ν, A0, and c3 given
in (54) turn out to be precisely the one that solves the optimization in (31) but also precisely the one that
determines I
(p)
err(α, β)). Here though, we would like to point out the key property regarding the above choice
of ν, A0, and c3. Namely, carefully looking at the above expressions one can note that, differently from what
was the case when we studied the standard ℓ1 in [15], here the quantity β1 emerges as a completely new
object. Its an analogue for the standard ℓ1 case was βw, i.e. the so-called weak sparsity threshold for given
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α. As such, βw was obviously only a function of α and not a function of β. However, such a scenario does
not repeat itself when it comes to the partial ℓ1. For the partial ℓ1, β1 does depend on both α and β. This
then implies that the optimal ν in (31) also depends on both α and β. It is in our view quite remarkable
that in such a fully dependent scenario a closed form solution of (31) could still be obtained.
In the following subsection we compute the value of ζα,β(c3, ν, A0) that one gets if c3, ν, and A0 are as
in (54). As stated above, and as will turn out later on, this value of ζα,β(c3, ν, A0) will be precisely the
I
(p)
err(α, β) from (27) and Theorem 4.
3.1.3 Computing ζα,β(c3, ν, A0)
In order to compute ζα,β(c3, ν, A0) we will first compute γ̂, Isph, w1, w2, and w3. In fact, γ̂ and Isph have
already been computed in [15] and we for them immediately have
γ̂ = −A0
√
α
2
,
Isph = − (1−A
2
0)α
2
+ α log(A0). (55)
For w1 we have
w1 =
e
(1−A20)ν
2
2A2
0
A0
erfc
(
ν√
2A0
)
+ erf
(
ν√
2
)
=
α− β
(α− ηβ)ν
√
2
π
e−
ν2
2 + erf
(
ν√
2
)
=
α− β
1− β1 +
1− α
1− β1 =
1− β
1− β1 ,
(56)
where the second equality follows from (49) while the third equality follows from (47) and (48). One then
also easily has
w2 =
e
(1−A20)ν
2
2A2
0
A0
=
α− β
1− β1
1
erfc
(
ν√
2A0
) = α− β
1− β1
1
1− erf
(
ν√
2A0
) = α− β
1− β1
1
1− 1−α1−β0
=
α− β
α− β0
1− β0
1− β1 , (57)
and obviously
w3 =
1
A0
. (58)
A combination of (55), (56), (57), and (58) then gives
ζα,β(c3, ν, A0) =
(
−c
2
3
2
+ Isph + (1− β) logw1 + β(1− η) logw2 + βη logw3 + c
2
3
2(1−A20)
)
=
(
c23A
2
0
2(1−A20)
− (1−A
2
0)α
2
+ α log(A0) + (1− β) logw1 + β(1− η) logw2 + βη logw3
)
= (α− ηβ) log(A0) + (1 − β) logw1 + β(1 − η) logw2
= (α− ηβ) log
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
)
+ (1− β) log( 1− β
1− β1
)
+ β(1 − η) log
(
α− β
α− β0
1− β0
1− β1
)
.
(59)
We summarize the above results in the following theorem.
Theorem 5. Assume the setup of Theorem 4 and assume that a pair (α, β) is given. Let α > αw where αw is
such that ψ
(p)
β,η(αw) = ξ
(p)
αw (β) = 1. Also let β1 and β0 satisfy the following fundamental characterizations
of the partial ℓ1’s LDP:
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α− ηβ1
α− ηβ ξ
(p)
α,η(β1) =
(1− β1)
√
2
pi e
−
(
erfinv
(
1−α
1−β1
))2
(α− ηβ)√2erfinv
(
1−α
1−β1
) = 1, (60)
and
α− ηβ0
α− ηβ
α− β
α− β0 ξ
(p)
α,η(β0) =
(α− β)(1 − β0)
√
2
pi e
−
(
erfinv
(
1−α
1−β0
))2
(α− β0)(α − ηβ)
√
2erfinv
(
1−α
1−β0
) = 1. (61)
Then
I(p)err(α, β) , limn→∞
logPerr
n
≤ (α− ηβ) log
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
)
+ (1− β) log( 1− β
1− β1
)
+β(1− η) log
(
(α− β)(1 − β0)
(α− β0)(1− β1)
)
, I
(p)
ldp(α, β). (62)
Moreover, the following choice for ν, c3, and γ in the optimization problem in Theorem 4 achieves the right
hand side of (62)
ν =
√
2erfinv
(
1− α
1− β1
)
A0 =
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
) = ν√
2erfinv
(
1−α
1−β0
)
c3 =
(1−A20)
√
α
A0
=
(
erfinv
(
1−α
1−β0
))2
−
(
erfinv
(
1−α
1−β1
))2
erfinv
(
1−α
1−β0
)
erfinv
(
1−α
1−β1
) √α
γ =
c3
2(1−A20)
=
√
α
2A0
=
√
αerfinv
(
1−α
1−β0
)
2erfinv
(
1−α
1−β1
) . (63)
Proof. Follows from the above discussion.
The results obtained in the above theorem are then enough to fully characterize the upper tail of the
partial ℓ1 LDP. In fact, they remain correct in the lower tail regime and therefore are then enough to
fully characterize the entire partial ℓ1 LDP. We will formalize the lower tail statements in the following
section and after that we will then finally present the quantitative results that one can obtain relying on
what was established through the above theorem. A couple of properties of functions α−ηβ1α−ηβ ξ
(p)
α,η(β1) and
α−ηβ0
α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0) will also be discussed at that time.
3.2 Lower tail
In this section we will quickly formalize the above statements about the lower tail type of large deviations.
As there is not much difference between the arguments that we will use here and those we used in [15] we will
skip repeating the details and instead just state the final results. For the lower tail we introduce a quantity
complementary to the Perr considered in the previous sections and denote it by Pcor, i.e. we set
Pcor , P ( min
Aw=0,‖w‖2≤1
n−ηk∑
i=n−k+1
wi +
n−k∑
i=1
|wi| ≥ 0). (64)
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If Perr is the probability that (4) fails to produce the solution of (2) then obviously Pcor = 1 − Perr is the
probability that (3) does produce the solution of (2). As in [15] (and ultimately [16]) we then have
Pcor ≤ P (‖g‖2 − w(h, Sw)− t1 ≥ 0)/P (g ≥ t1) ≤ min
t1
min
c3≥0
Eec3‖g‖2Ee−c3w(h,Sw)e−c3t1/P (g ≥ t1). (65)
One then views the above bound (which is valid for any integers m, k, and n for which the results make
sense) in the LDP sense and defines I
(p)
cor(α, β) (essentially a lower tail analogue to I
(p)
err(α, β)), in the following
way
I(p)cor(α, β) , limn→∞
logPcor
n
. (66)
The following theorem is then the lower tail analogue to Theorem 4.
Theorem 6. Assume the setup of Theorem 4. Then
I(p)cor(α, β) , lim
n→∞
logPcor
n
≤ min
c3≥0
(
−c
2
3
2
+ I+sph + max
ν≥0,γ(s)≥0
((1 − β logw1 + β(1 − η) logw2 + βη logw3 − c3γ)
)
, I
(p,ub)
cor,l (α, β),
(67)
where
I+sph = γ̂+c3 −
αd
2
log
(
1− c3
2γ̂+
)
γ̂+ =
2c3 +
√
4c23 + 16α
8
w1 =
1√
2π
∫
h¯
e−h¯
2/2e−c3 max(|h¯|−ν,0)
2/4/γdh¯ =
e
−c3ν
2/4/γ
1+c3/2/γ√
1 + c3/2/γ
erfc
(
ν√
2
√
1 + c3/2/γ
)
+ erf
(
ν√
2
)
w2 =
1√
2π
∫
h¯
e−h¯
2/2e−c3(h¯+ν)
2/4/γdh¯ =
e
−c3ν
2/4/γ
1+c3/2/γ√
1 + c3/2/γ
w3 =
1√
2π
∫
h¯
e−h¯
2/2e−c3h¯
2/4/γdh¯ =
1√
1 + c3/2/γ
. (68)
Proof. Follows in exactly the same way as the result for the lower tail of the standard ℓ1 LDP in [15].
To analyze and solve the above optimization one can then repeat the procedure from the previous section.
Instead one can just quickly observe that the change c3 → −c3 gives as in Section 3.1.1
A0 ,
√
1− c3
2γ
, (69)
and
I
(p,ub)
cor,l (α, β) , minc3≤0
max
ν≥0,A0≤1
ζα,β(c3, ν, A0) (70)
where
ζα,β(c3, ν, A0) =
(
−c
2
3
2
+ I+sph + (1− β) logw1 + β logw2 +
c23
2(1−A20)
)
I+sph = −γ̂+c3 −
α
2
log
(
1 +
c3
2γ̂+
)
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γ̂+ =
−c3 +
√
c23 + 4α
4
= −γ̂
w1 =
e
(1−A20)ν
2
2A20
A0
erfc
(
ν√
2A0
)
+ erf
(
ν√
2
)
w2 =
e
(1−A20)ν
2
2A20
A0
w3 =
1
A0
. (71)
Moreover, ζα,β(c3, ν, A0) defined in (71) is exactly the same as the corresponding one in (32) which means
that one can proceed with the computation of all the derivatives as earlier and the values we have chosen
for c3, ν, γ, and A0 in the upper tail regime will have the same form. The following theorem summarizes
the final results (this is of course nothing but a lower tail analogue to Theorem 5).
Theorem 7. Assume the setup of Theorem 5 and assume that a pair (α, β) is given. Differently from
Theorem 5, let α < αw where αw is such that ψ
(p)
β,η(αw) = ξ
(p)
αw (β) = 1. Also let β1 and β0 satisfy the
fundamental partial ℓ1’s LDP characterizations, respectively as in Theorem 5. Then choosing ν, c3,
and γ in the optimization problem in (67) as ν, −c3, and γ from Theorem 5 (or equivalently, choosing ν,
c3, and A0 in the optimization problem in (70) as ν, c3, and A0 from Theorem 5) gives
ζα,β(c3, ν, A0) = (α− ηβ) log
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
)

+(1− β) log
(
1− β
1− β1
)
+ β(1− η) log
(
(α − β)(1− β0)
(α− β0)(1 − β1)
)
= I
(p)
ldp(α, β). (72)
Proof. Follows from the considerations leading to Theorem 5.
Similarly to what happens in the standard ℓ1 LDP lower tail regime, here one also observes that for
α < αw, β1 < β0 which means A0 > 1 and finally c3 < 0. Of course, in the upper tail regime (i.e. in
Theorem 5) things are reversed and c3 > 0.
3.3 High-dimensional geometry
While the previous section relies on a purely probabilistic approach to characterize the partial ℓ1 LDP, in
this section we take a different path and view the partial ℓ1 and its LDPs through the prism of the high-
dimensional integral geometry. We start by making similar assumption as earlier and splitting the discussion
into two parts/regimes, the upper tail and the lower tail. To be more concrete, we assume that we are given a
pair (α, β) and that β1 and β0 are given by the partial ℓ1 fundamental LDP characterizations defined earlier.
Also, we will first consider the upper tail regimes, i.e. α > αw (where αw is such that ψ
(p)
β,η(αw) = ξ
(p)
αw (β) = 1)
(the lower tail analogues will then immediately follow once the upper ones are established). To start things
off we rely on the following observations from [17]
Ψ
(p)
net(α, β) = I
(p)
err(α, β) , lim
n→∞
logPerr
n
= Ψcom +Ψint −Ψext, (73)
where
Ψcom = (α− β) log(2)− (α− β) log
(
α− β
1− β
)
− (1− α) log
(
1− α
1− β
)
Ψint = min
y≥0
((α − ηβ)y2 + (α− β) log(erfc(y)))− (α− β) log(2)
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Ψext = min
y≥0
((α − ηβ)y2 − (1− α) log(erf(y))). (74)
Now, we observe that the above expressions for Ψint and Ψext are very similar to the corresponding ones
that we obtained when considering the standard ℓ1 LDP through the high-dimensional geometry approach
in [15]. Consequently, we can closely follow the analysis from [15]. However, instead of redoing all the steps
from [15] we will try to speed things up and focus only on the key differences. Following [15], let yint and
yext be the solutions of the above optimizations (clearly, yint is the solution of the optimization associated
with Ψint and yext is the solution of the optimization associated with Ψext). To determine yint we start by
taking the following derivative
d((α − ηβ)y2 + (α− β) log(erfc(y)))
dy
= 2(α− ηβ)y − α− β
1− erf(y)
2e−y
2
√
π
. (75)
Choosing
yint = erfinv
(
1− α
1− β0
)
, (76)
the derivative in (75) becomes
d((α− ηβ)y2 + (α − β) log(erfc(y)))
dy
|y=yint = 2(α− ηβ)yint −
α− β
1− erf(yint)
2e−y
2
int√
π
= 2αerfinv
(
1− α
1− β0
)(
1− α− ηβ0
α− ηβ
α− β
α− β0 ξ
(p)
α,η(β0)
)
= 0, (77)
where the last equality follows by the fundamental characterization of the partial ℓ1’s LDP. For the second
derivative we have a similar consideration
d2((α − ηβ)y2 + (α− β) log(erfc(y)))
dy2
= 2(α− ηβ)− α− β
erfc(y)2
(
2e−y
2
√
π
)2
+
α− β
erfc(y)
(
4ye−y
2
√
π
)
> 2(α− β)− α− β
erfc(y)2
(
2e−y
2
√
π
)2
+
α− β
erfc(y)
(
4ye−y
2
√
π
)
=
2(α− β)e−2y2
πerfc(y)2
(
πerfc(y)2e2y
2 − 2 + 2y√πerfc(y)ey2
)
>
2(α− β)e−2y2
πerfc(y)2
(
4− 2(y +
√
y2 + 2)2 + 4y(y +
√
y2 + 2)
(y +
√
y2 + 2)2
)
= 0, (78)
where the last inequality was proven in [15]. From (78) one concludes that (αy2 + (α − β) log(erfc(y))) is
convex and that yint is its a global optimum (minimum). Combining (74) and (76) further and relying on
the partial ℓ1’s fundamental LDP then finally gives
Ψint = (α− ηβ)y2int + (α− β) log(erfc(yint)− (α− β) log(2)
= (α− ηβ) log
(
e
(
erfinv
(
1−α
1−β0
))2)
+ (α− β) log
(
α− β0
1− β0
)
− (α− β) log(2)
= (α− ηβ) log
 α− β
α− β0
1− β0
(α− ηβ)√2erfinv
(
1−α
1−β0
)
+ (α− β) log(α− β0
1− β0
)
−(α− β) log(2) + (α− ηβ) log
(√
2
π
)
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= −(α− ηβ) log
(√
2erfinv
(
1− α
1− β0
))
+ (α− ηβ) log
(
α− β
α− ηβ
)
− β(1− η) log
(
α− β0
1− β0
)
−(α− β) log(2) + (α− ηβ) log
(√
2
π
)
.
(79)
For Ψext we have a similar set of considerations. Namely, to determine yext we start by taking the following
derivative
d((α − ηβ)y2 − (1− α) log(erf(y)))
dy
= 2(α− ηβ)y − 1− α
erf(y)
2e−y
2
√
π
. (80)
Choosing
yext = erfinv
(
1− α
1− β1
)
, (81)
the derivative in (80) becomes
d((α− ηβ)y2 − (1 − α) log(erf(y)))
dy
|y=yext = 2(α− ηβ)yext −
1− α
erf(yext)
2e−y
2
ext√
π
= 2(α− ηβ)erfinv
(
1− α
1− β1
)(
1− α− ηβ1
α− ηβ ξ
(p)
α,η(β1)
)
= 0, (82)
where the last equality follows by the fundamental characterization of the partial ℓ1’s LDP. For the second
derivative we quickly have
d2((α − ηβ)y2 + (α− β) log(erfc(y)))
dy2
= 2(α− ηβ) + 1− α
erf(y)2
(
2e−y
2
√
π
)2
+
1− α
erfc(y)
(
4ye−y
2
√
π
)
> 0. (83)
Moreover,
Ψext = min
y≥0
((α− ηβ)y2 − (1− α) log(erf(y)))
= (α − ηβ) log
(
e
(
erfinv
(
1−α
1−β1
))2)
− (1− α) log
(
1− α
1− β1
)
= (α − ηβ) log
 1− β1
(α− ηβ)√2erfinv
(
1−α
1−β1
)
− (1− α) log( 1− α
1− β1
)
+ (α− ηβ) log
(√
2
π
)
= −(α− ηβ) log
(√
2erfinv
(
1− α
1− β1
))
+ (α− ηβ) log
(
1− β1
(α− ηβ)
)
−(1− α) log
(
1− α
1− β1
)
+ (α− ηβ) log
(√
2
π
)
= −(α− ηβ) log
(√
2erfinv
(
1− α
1− β1
))
− (α− ηβ) log((α− ηβ))
−(1− α) log(1− α) + (1− ηβ) log(1− β1) + (α− ηβ) log
(√
2
π
)
.
(84)
Finally one can combine (73), (74), (79), and (84) to obtain
Ψ
(p)
net(α, β) = I
(p)
err(α, β) = Ψcom +Ψint −Ψext
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= (α − β) log(2)− (α− β) log
(
α− β
1− β
)
− (1 − α) log
(
1− α
1− β
)
−(α− ηβ) log
(√
2erfinv
(
1− α
1− β0
))
+ (α− ηβ) log
(
α− β
α− ηβ
)
− β(1− η) log
(
α− β0
1− β0
)
−(α− β) log(2) + (α − ηβ) log
(√
2erfinv
(
1− α
1− β1
))
+ (α− ηβ) log(α− ηβ)
+(1− α) log(1− α)− (1− ηβ) log(1− β1)
= (α − ηβ) log
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
)
+ β(1 − η) log(α − β) + (1− β) log(1− β)
−β(1 − η) log
(
α− β0
1− β0
)
− (1− βη) log(1− β1)
= (α − ηβ) log
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
)
+ β(1 − η) log(α − β) + (1− β) log(1− β)
−β(1 − η) log
(
α− β0
1− β0
)
− (1− β) log(1− β1)− (β − βη) log(1− β1)
= (α − ηβ) log
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
)
+ (1− β) log( 1− β
1− β1
)
+ β(1− η) log
(
α− β
α− β0
1− β0
1− β1
)
= I
(p)
ldp(α, β).
(85)
A combination of (62), (73), and (85) then gives
I(p)err(α, β) = I
(p)
ldp(α, β), (86)
and ensures that the choice for ν, A0, c3, and γ made in (63) is indeed optimal. Moreover, in the lower tail
regime (α < αw, where αw is such that ψ
(p)
β,η(αw) = ξ
(p)
αw (β) = 1) considerations from [17] ensure that one
also has
Ψ
(p)
net(α, β) = I
(p)
cor(α, β) , limn→∞
logPcor
n
= Ψcom +Ψint −Ψext, (87)
where Ψcom, Ψint, and Ψext are as in (74). All of the above considerations are then enough to fully charac-
terize the partial ℓ1’s LDP. We summarize the characterization in the following theorem.
Theorem 8 (Partial ℓ1’s LDP). Assume the setup of Theorem 1 and assume that a pair (α, β) is given.
Let Perr be the probability that the solutions of (2) and (3) coincide and let Pcor be the probability that
the solutions of (2) and (3) do not coincide. Let αw and βw satisfy the partial ℓ1’s fundamental PT
characterizations in the following way
ψ
(p)
β,η(αw) , (1−β)
√
2
pi e
−(erfinv( 1−αw1−β ))
2
(αw − ηβ)
√
2erfinv
(
1−αw
1−β
) = 1 and ξ(p)α,η(βw) , (1−βw)
√
2
pi e
−(erfinv( 1−α1−βw ))
2
(α − ηβw)
√
2erfinv
(
1−α
1−βw
) = 1.
(88)
Further let β1 and β0 satisfy the following partial ℓ1’s fundamental LDP characterizations
α− ηβ1
α− ηβ ξ
(p)
α,η(β1) =
(1− β1)
√
2
pi e
−
(
erfinv
(
1−α
1−β1
))2
(α− ηβ)√2erfinv
(
1−α
1−β1
) = 1, (89)
and
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α− ηβ0
α− ηβ
α− β
α− β0 ξ
(p)
α,η(β0) =
(α− β)(1 − β0)
√
2
pi e
−
(
erfinv
(
1−α
1−β0
))2
(α− β0)(α − ηβ)
√
2erfinv
(
1−α
1−β0
) = 1. (90)
Finally, let I
(p)
ldp(α, β) be defined through the following partial ℓ1’s fundamental LDP rate function
characterization
I
(p)
ldp(α, β) , (α− ηβ) log
erfinv
(
1−α
1−β1
)
erfinv
(
1−α
1−β0
)
+(1−β) log( 1− β
1− β1
)
+β(1− η) log
(
(α− β)(1 − β0)
(α − β0)(1− β1)
)
. (91)
Then if α > αw
I(p)err(α, β) , limn→∞
logPerr
n
= I
(p)
ldp(α, β). (92)
Moreover, if α < αw
I(p)cor(α, β) , limn→∞
logPcor
n
= I
(p)
ldp(α, β). (93)
Proof. Follows from the above discussion.
In the following section we will establish a few properties of functions α−ηβ1α−ηβ ξ
(p)
α,η(β1) and
α−ηβ0
α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0)
that ensure that the above theorem unambiguously characterizes the partial ℓ1 LDP. After that we will be
in position to showcase the results that one can obatin based on the above theorem.
3.3.1 Properties of α−ηβ1α−ηβ ξ
(p)
α,η(β1)
The properties of functions α−ηβ1α−ηβ ξ
(p)
α,η(β1) and
α−ηβ0
α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0) that we will show below will roughly have
the same flavor as the properties of functions ξ
(p)
α,η(β) and ψ
(p)
β,η(αw) from Theorem 1 that we discussed in
Section 2.1. Ultimately they will ensure that the above partial ℓ1 LDP characterizations are unambiguous.
Below we start by highlighting that for any fixed η ∈ (0, 1) and any fixed (α, β) ∈ (0, 1)× (0, α) there is a
unique β1 such that
α−ηβ1
α−ηβ ξ
(p)
α,η(β1) = 1 (this is in flavor very similar to what we showed for functions ξ
(p)
α,η(β)
and ψ
(p)
β,η(αw) in Section 2.1) and essentially ensures that (89) is an unambiguous LDP characterization. To
confirm that this is indeed true we proceed in a fashion similar to the one showcased in Section 2.1. Namely,
we will first show that for any fixed η ∈ (0, 1) and any fixed α ∈ (0, 1), α−ηβ1α−ηβ ξ
(p)
α,η(β1) = 1 is a decreasing
function of β1 on interval [0, α). Computing the derivative with respect to β1 gives
d(α−ηβ1α−ηβ ξ
(p)
α,η(β1)
dβ1
=
d
 (1−β1)√ 2pi e−(erfinv( 1−α1−β1 ))2
(α−ηβ)√2erfinv
(
1−α
1−β1
) − 1

dβ
=
√
2
π
−
√
pi(1−α)
(1−β1)erfinv((1−α)/(1−β1))2
− 2e
−
(
erfinv( 1−α1−β1 )
)2
erfinv((1−α)/(1−β1))
− 2
√
pi(1−α)
1−β1
2
√
2(α− ηβ)
< 0. (94)
In Section 2.1 (and ultimately in [15]) it was argued that for any fixed α ∈ (0, 1), limβ→α(α−ηβ)ξ(p)α,η(β1)−1 =
−1 which then implies that for any fixed η ∈ (0, 1) and any fixed α ∈ (0, 1) one also has limβ→α α−ηβ1α−ηβ ξ
(p)
α,η(β1)−
1 = −1. Moreover, in [15] we also showed that for any fixed α ∈ (0, 1), ξ(p)α,η(0) − 1 > 0. Together with
(94) this is then enough to conclude that for any fixed η ∈ (0, 1) and any fixed α ∈ (0, 1) there is a unique
β1 such that
α−ηβ1
α−ηβ ξ
(p)
α,η(β1) = 1, which as mentioned above essentially means that (89) is an unambiguous
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LDP characterization. For the completeness, in Figure 4 we present a few numerical results related to the
behavior of ξ
(p)
α,η(β) that indeed confirm the above calculations.
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Figure 4: Properties of α−ηβ1α−ηβ ξ
(p)
α,η(β1):
(
α−ηβ1
α−ηβ ξ
(p)
α,η(β1)− 1
)
as a function of β1 (α = 0.6, η = 0.5) – left;(
α
α−ηβ ξ
(p)
α,η(0)− 1
)
as a function of α (η = 0.5)– right
3.3.2 Properties of α−ηβ0α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0)
In this section we discuss α−ηβ0α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0). The reasoning will be slightly different from what we presented
above. We start by setting
q0 = erfinv
(
1− α
1− β0
)
, (95)
and then have
α− ηβ0
α− ηβ
α− β
α− β0 ξ
(p)
α,η(β0) = 1⇔
α− β
α− ηβ
1
erfc(q0)
√
1
pi e
−q20
q0
= 1⇔
√
1
pi e
−q20
q0
− erfc(q0)cα,β = 0, cα,β > 1. (96)
One can now continue using the same set of arguments as in [15] when the properties of function α−βα−β0 ξα(β0)
considered there were discussed. Instead of rewriting these arguments we just state the final conclusion that(√
1
pi e
−q20
q0
− erfc(q0)cα,β
)
is decreasing for q0 ≤ 1√
2cα,β(cα,β−1)
and that
(√
1
pi e
−q20
q0
− erfc(q0)cα,β = 0
)
has a
unique solution (moreover, it is in the interval (0, 1√
2cα,β(cα,β−1)
)). This then implies that α−ηβ0α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0) =
1 also has a unique solution, i.e. that for any fixed (α, β) ∈ (0, 1) × (0, α) there is a unique β0 such that
α−ηβ0
α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0) = 1, which as mentioned above essentially means that (90) is also an unambiguous LDP
characterization. For the completeness, in Figure 5 we present a few numerical results related to the behav-
ior of
(√
1
pi e
−q20
q0
− erfc(q0)cα,β
)
(and ultimately of
(
α−ηβ0
α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0)− 1
)
) that indeed confirm the above
calculations.
3.4 Theoretical and numerical LDP results – partial ℓ1
In this section we briefly discuss the results that can be obtained based on what is proven in Theorem 8. In
Figure 6, for two different values of β (β = 0.25896 and β = 13 ; β = 0.25896 is chosen as the breaking point
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Figure 5: Uniqueness of the solution of α−ηβ0α−ηβ
α−β
α−β0 ξ
(p)
α,η(β0) = 1 is implied by the properties of(√
1
pi e
−q20
q0
− erfc(q0)cα,β
)
that one obtains from the partial ℓ1 PT for α = 0.5) we show the obtained theoretical LDP rate function
curves (these are of course calculated based on Theorem 8). To facilitate reading, in Table 1 we also show
the numerical values for all the quantities of interest in Theorems 5 and 8. On the other hand, in Figure 7
and Table 2 we show how the simulated values compare to the theoretical ones and observe that they are
quite close to each other even for small systems dimensions (of order 100). Of course, we do recall that the
LDP computations assume an infinite dimensional asymptotic regime. Having that in mind Figure 7 and
Table 2 then indicate that fairly small systems (of size of a few hundreds) already exhibit the LDP properties
typical for infinite dimensional systems.
Table 1: A collection of values for β1, β0, ν, A0, c3, γ, and I
(p)
ldp(α, β) in Theorem 5; β = 0.25896, η = 0.5
α 0.40 0.45 0.50 0.55 0.60
β1 0.2095 0.2328 0.2590 0.2881 0.3207
β0 −0.2306 0.0715 0.2590 0.3918 0.4946
ν 1.1725 1.0734 0.9837 0.9005 0.8218
A0 1.7900 1.2964 1.0000 0.7997 0.6534
c3 −0.7788 −0.3522 −0.0000 0.3343 0.6793
γ 0.1767 0.2587 0.3536 0.4637 0.5927
I
(p)
ldp(α, β) −0.0270 −0.0063 −0.0000 −0.0057 −0.0220
4 Hidden partial ℓ1
In this section we will look at an alternative form of the partial ℓ1 to which we will refer as the hidden partial
ℓ1. Before we introduce the hidden partial ℓ1 we will briefly discuss why one would be interesting in such a
variant of the standard or even partial ℓ1.
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Figure 6: I
(p)
ldp as a function of α for η = 0.5; left – β = 0.25896; right – β =
1
3
Table 2: I
(p)
err(α, β), I
(p)
cor(α, β) – simulated; I
(p)
ldp(α, β) calculated for β = 0.25896 and η = 0.5
α 0.40 0.45 0.50 0.55 0.60
k 52 78 78 78 52
m 80 135 150 165 120
n 200 300 300 300 200
I
(p)
err(α, β) – simulated −0.0000 −0.0001 −0.0022 −0.0129 −0.0311
I
(p)
cor(α, β) – simulated −0.0398 −0.0113 −0.0024 −0.0001 −0.0000
I
(p)
ldp(α, β) – theory −0.0270 −0.0063 −0.0000 −0.0057 −0.0220
As is now well known the main source of hardness of the problem in (2) is determining the location
of the nonzero components of x. (3), the standard ℓ1 relaxation of (2), happens to have the ability to
correctly identify these locations in some cases. In statistical contexts this has been rigorously mathematically
confirmed through the work of [4, 5, 20, 21] and the large systems dimensions for which this happens have
been fully determined. In the previous section though we went a bit further and looked at a bit relaxed
scenario where one assumes that some of the unknown locations are a priori known. A modified version of (3),
namely (4), is then typically employed and [18,27] provided its a detailed rigorous mathematical performance
characterization. As discussed earlier, the main conclusion was that if some additional information about
the unknown locations is available the recoverable sparsity should be higher. In fact not only that, [18, 27]
precisely quantified how much higher it will be. That in a way relaxed the original sparse recovery problem
(2), so that now one can, instead of solely searching for the algorithms that solve it exactly, also look at the
algorithms that solve it so that only a fraction of the unknown locations (i.e. supp(x)) is correctly identified.
Of course, the above comes with a small catch. Namely, if one is to expect (4) to be as successful as the
results of the previous section (and [18, 27]) predict, one should ensure that a set Π contains nothing more
than a subset of supp(x). That can be a bit problematic though. Namely, most of the algorithms that fail
to solve (2) still provide an estimate for supp(x) that does contain a portion of the true supp(x). That is
their good feature and is similar to what one needs to be able to run (4). The problem typically is that part
of such estimates are also the locations that are not in supp(x) and (4) and its analysis from the previous
sections do not allow for that. To handle this kind of situation [18] went a bit further and introduced the
so-called hidden partially known ℓ1 as a modification of the standard/partial ℓ1. Before explaining this
modification we will first briefly recall on a couple of definitions introduced in [18]. We start by introducing
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Figure 7: Partial ℓ1’s weak LDP rate function – theory and simulation; β = 0.25896, η = 0.5
vectors with hidden partially known support. Let κ ⊂ {1, 2, . . . , n} and let the cardinality of κ be k (we will
for the simplicity choose k; however our results easily extend to any other value). Let Π be the intersection
of the set of nonzero locations of x (supp(x)) and κ. As in the previous sections, Π is the set that is known
to contain locations of some of the nonzero elements of x. Differently though from what was the case earlier,
Π is not known now. Instad κ is now known and the fact that Π ∈ κ. For the concreteness, we will again
assume that the cardinality of Π is ηk (where η is again a constant independent of n and 0 ≤ η ≤ 1) and
that x is a vector with hidden partially known support (clearly, κ will represent the estimate of x’s support
(supp(x))). Then the above mentioned hidden partial ℓ1 assumes the following slight adjustment to (4)
min
∑
i/∈κ
|xi|
subject to Ax = y. (97)
[18] then proceeded a bit further and provided a performance characterization of (97). Such performance
characterization relates to its PT characterizations. Here we will further widen our understanding of (97)
and the PT phenomena that comes with it by providing a set of LDP type of results in flavor similar to the
ones obtained in earlier sections for (4). We will split the remaining presentation into two main parts, the
first one that we will use to discuss the hidden partial ℓ1’s PT itself and the second one that we will use to
discuss the corresponding LDP.
4.1 Hidden partial ℓ1 – phase transitions
In this section we discuss the phase transitions (PTs) of the hidden partial ℓ1. All the definitions introduced
when we discussed the partial ℓ1 remain in place. Knowing that then the PTs are of course fully characterized
once the corresponding PT curves in (α, β) plane are determined. The following theorem determines these
curves and automatically settles the hidden partial ℓ1 weak PTs.
Theorem 9. ( [18] Exact hidden partial ℓ1’s weak threshold/PT) Let A be an m×n matrix in (2) with i.i.d.
standard normal components. Let the unknown x that solves (2) be k-sparse. Further, let the location and
signs of nonzero elements of x be arbitrarily chosen but fixed. Moreover, let the set of nonzero locations of
x be K. Let κ ⊂ {1, 2, . . . , n} be a given set of cardinality k such that the cardinality of set K ∩ κ is ηk. Let
k,m, n be large and let αw =
m
n and βw =
k
n be constants independent of m and n. Let erfinv be the inverse
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of the standard error function associated with zero-mean unit variance Gaussian random variable. Further,
let αw and βw satisfy the following fundamental characterization of the hidden partial ℓ1’s PT
ξ
(hp)
αw ,η(βw) , ψ
(hp)
βw,η
(αw) ,
(1−βw(2−η))
√
2
pi e
−
(
erfinv( 1−αw1−βw(2−η) )
)2
(αw−βw)
√
2erfinv( 1−αw1−βw(2−η) )
= 1.
-
(98)
Then:
1. If α > αw then with overwhelming probability the solution of (97) is the k-sparse x that solves (2).
2. If α < αw then with overwhelming probability there will be a k-sparse x (from a set of x’s with fixed
locations and signs of nonzero components) such that the solution of (2) is not the solution of (97).
Proof. It was established in [18].
It is now also relatively easy to see that the above PT characterization is unambiguous. Namely, the
change β ← (2 − η)β and η ← 12−η transforms the above hidden partial ℓ1 PT into the partial ℓ1 PT
which by considerations provided in Section 2.1 is unambiguous (both sets of equations, ξ
(hp)
α,η (β) = 1 and
ψ
(hp)
β,η (α) = 1 have unique solutions for any fixed η ∈ (0, 1) and any fixed α, β respectively). In Figure 8 we
show the theoretical PT curves that one can obtain based on (98) for several different values of η. Clearly,
as η increases the recoverable sparsity increases as well. In other words, the larger the size of the hidden
partially known support of x the larger the cardinality of supp(x) that be recovered through hidden partial
ℓ1 as well.
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Figure 8: Hidden partial ℓ1’s weak PT; {(α, β)|ξ(hp)α,η (β) = 1}
4.2 Hidden partial ℓ1 – large deviations
In this section we discuss the LDP of the hidden partial ℓ1. We will try to emulate as much as possible
what was done when we analyzed the LDPs of the partial ℓ1. Along the same lines we will then skip all the
arguments that directly translate to the hidden case and instead focus on those that bring/emphasize the
difference. To that end we start by recalling on a couple of results that we established in [18] (and in their
core form in [21, 22, 27]). We again emphasize that these are among the key unsung heros of all the success
that we achieved in designing our probabilistic approach for characterizing PTs and LDPs.
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As was done in Section 3, for the concreteness/simplicity and without loss of generality we will assume
that the elements x1,x2, . . . ,xn−k of x are equal to zero and that the elements xn−k+1,xn−k+2, . . . ,xn
have fixed signs, say they all are positive (these signs of course are not known beforehand and can not be
used in the algorithms design). Moreover, we will also without loss of generality assume that κ in (97) is
κ = {n− k − (1 − η)k + 1, n− k − (1 − η)k + 2, . . . , n − k, n− ηk + 1, n− ηk + 2, . . . , n}, where 0 ≤ η ≤ 1
(this is fairly obvious but for the completeness we state that when k is finite η is throughout the paper
assumed to be such that ηk is an integer). The following was obtained in [18] relying on the breakthrough
observations of [21,22,27] and is one of the key features that enabled us to run the entire machinery developed
in [18, 21, 22, 27].
Theorem 10. ( [18] Nonzero elements of x have fixed signs and location) Assume that an m×n measurement
matrix A is given. Let x be a k sparse vector. Also let x1 = x2 = · · · = xn−k = 0. Let the signs of
xn−k+1,xn−k+2, . . . ,xn be fixed, say all positive. let κ = {n− k− (1− η)k+1, n− k− (1− η)k+ 2, . . . , n−
k, n − ηk + 1, n − ηk + 2, . . . , n}, where 0 ≤ η ≤ 1. Further, assume that y , Ax and that w is an n × 1
vector. If
(∀w ∈ Rn|Aw = 0) −
n−ηk∑
i=n−k+1
−wi <
n−k−(1−η)k∑
i=1
|wi|, (99)
then the solutions of (97) and (2) coincide. Moreover, if
(∃w ∈ Rn|Aw = 0) −
n−ηk∑
i=n−k+1
−wi ≥
n−k−(1−η)k∑
i=1
|wi|, (100)
then there will be a k-sparse x (from the set of x’s with fixed locations and signs of nonzero components)
such that the solution of (2) and is not the solution of (97).
To facilitate the exposition we set
S(hp)w , {w ∈ Sn−1| −
n−ηk∑
i=n−k+1
wi <
n−k−(1−η)k∑
i=1
|wi|}. (101)
As in Section 3, we will start with the analysis of the so-called LDPs upper tail. Fairly soon it will then
become clear that the analogous versions of all other results derived in Section 3 will quickly follow.
4.2.1 Upper tail
As usual, the LDPs upper tail assumes consideration of points (α, β) such that α ≥ αw where αw is such
that ψ
(hp)
β,η (αw) = ξ
(hp)
αw ,η(β) = 1. For the time being we assume this regime and follow what was done in
Section 3. Namely, assuming that the elements of A are i.i.d. standard normals we look at the following
probability
P (hp)err , P ( min
w∈S(hp)w
‖Aw‖2 ≤ 0) = P ( max
w∈S(hp)w
min
‖y‖2=1
(yTAw) ≥ 0). (102)
where, as earlier, P
(hp)
err is the so-called probability of error/failure, i.e. the probability that (97) fails to
produce the solution of (2). As in (20) we, for any c3 ≥ 0, have
P (hp)err ≤ e−
c23
2 E max
w∈S(hp)w
min
‖y‖2=1
e−c3(y
TAw+g) ≤ e−
c23
2 Ee−c3‖g‖2Eec3w(h,S
(hp)
w ), (103)
where
w(h, S(hp)w ) , max
w∈S(hp)w
(hTw), (104)
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and, as earlier, the elements of h are i.i.d. standard normals. Continuing further as in Section 3, we have
for w(h, S
(hp)
w ) in (104)
w(h, S(hp)w ) = max
y¯∈Rn
n∑
i=1
h¯iy¯i
subject to y¯i ≥ 0, 0 ≤ i ≤ n− k
n−ηk∑
i=n−k+1
y¯i ≥
n−k−(1−η)k∑
i=1
y¯i
n∑
i=1
y¯2i ≤ 1. (105)
Finally, after solving (105) as in Section 3 (and ultimately in [11, 12, 16, 18, 21, 27]) one obtains
w(h, Sw) = min
ν≥0,γ≥0
(
∑n−k−(1−η)k
i=1 max(h¯i − ν, 0)2 +
∑n−ηk
i=n−k+1(h¯i + ν)
2
4γ
+
∑n
i=n−ηk+1(h¯i)
2 +
∑n−k
i=n−k−(1−η)k+1(h¯i)
2
4γ
+ γ)
= min
ν≥0
√√√√√n−k−(1−η)k∑
i=1
max(h¯i − ν, 0)2 +
n−ηk∑
i=n−k+1
(h¯i + ν)2 +
n∑
i=n−ηk+1
(h¯i)2 +
n−k∑
i=n−k−(1−η)k+1
(h¯i)2.
(106)
We summarize the above methodology to upper bound P
(hp)
err in the following theorem.
Theorem 11. Let A be an m×n matrix in (2) with i.i.d. standard normal components. Let the unknown x
in (2) be k-sparse and let the location and the signs of nonzero elements of x be arbitrarily chosen but fixed.
Moreover, let the set of nonzero locations of x be K. Let κ ⊂ {1, 2, . . . , n} be a given set of cardinality k
such that the cardinality of set K ∩ κ is ηk. Let P (hp)err be the probability that the solution of (97) is not the
solution of (2). Then
P (hp)err ≤ min
c3≥0
e−
c23
2 e−c3‖g‖2Eec3w(h,Sw)
= min
c3≥0
(
e−
c23
2
1√
2π
m
∫
g
e−
∑m
i=1 g
2
i /2−c3‖g‖2dg min
ν≥0,γ≥ c32
w
n−k(2−η)
1 w
k(1−η)
2 w
k
3e
c3γ
)
, (107)
where
w1 =
1√
2π
∫
h¯
e−h¯
2/2ec3 max(|h¯|−ν,0)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
erfc
(
ν√
2
√
1− c3/2/γ
)
+ erf
(
ν√
2
)
w2 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯+ν)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
w3 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯)
2/4/γdh¯ =
1√
1− c3/2/γ
. (108)
Proof. Follows from the above considerations, what was presented in Section 3, and ultimately through an
adaptation of the mechanisms developed in [11, 12, 16, 18, 21, 27].
As in Section 3, our main concern below is the asymptotic regime, the same one as in Theorem 9. In
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particular, and following [15], we will be interested in the rate, I
(hp)
err (α, β), at which P
(hp)
err decays
I(hp)err (α, β) , lim
n→∞
logP
(hp)
err
n
. (109)
Based on Theorem 11 we have the following LDP type of theorem.
Theorem 12. Assume the setup of Theorem 11. Further, let integers m, k, and n be large (k ≤ m ≤ n)
such that β = kn and α =
m
n are constants independent of n. Assume that a pair (α, β) is given. Also,
assume the following scaling: c3 → c3
√
n and γ → γ√n. Then
I(p)err(α, β) , limn→∞
logP
(hp)
err
n
≤ min
c3≥0
(
− (c3)
2
2
+ Isph + min
ν≥0,γ≥ c32
((1 − β(2− η)) logw1 + (1 − η)β logw2 + β logw3 + c3γ)
)
, I(p,ub)err,u (α, β), (110)
where
Isph = γ̂c3 − α
2
log
(
1− c3
2γ̂
)
γ̂ =
c3 −
√
(c3)2 + 4α
4
w1 =
1√
2π
∫
h¯
e−h¯
2/2ec3 max(|h¯|−ν,0)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
erfc
(
ν√
2
√
1− c3/2/γ
)
+ erf
(
ν√
2
)
w2 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯+ν)
2/4/γdh¯ =
e
c3ν
2/4/γ
1−c3/2/γ√
1− c3/2/γ
w3 =
1√
2π
∫
h¯
e−h¯
2/2ec3(h¯)
2/4/γdh¯ =
1√
1− c3/2/γ
. (111)
Proof. As Theorem 4, follows in a fashion analogous to the one employed in [15].
Now one could repeat all the arguments after Theorem 4. There is no need to do that though after one
observes that the change β ← (2 − η)β and η ← 12−η transforms the above LDP characterization of the
hidden partial ℓ1 PT into the one given for the partial ℓ1 in Theorem 4. One then automatically arrives to
the following hidden partial analogue of Theorem 8.
Theorem 13 (Hidden partial ℓ1’s LDP). Assume the setup of Theorems 11 and 12 with η
(hp) as the cardi-
nality of set K ∩ κ and assume that a pair (α, β(hp)) is given. Let P (hp)err be the probability that the solutions
of (2) and (97) coincide and let Pcor be the probability that the solutions of (2) and (97) do not coincide. Set
β ← (2−η(hp))β(hp) and η ← 1
2−η(hp) and let αw and βw satisfy the partial ℓ1’s fundamental PT charac-
terizations from (88), and let β1 and β0 satisfy the partial ℓ1’s fundamental LDP characterizations from
(89), and (90). Also, for such β1 and β0 let I
(hp)
ldp (α, β) be defined through the partial ℓ1’s fundamental
LDP rate function characterization from (91). Then if α > αw
I(hp)err (α, β
(hp)) , lim
n→∞
logP
(hp)
err
n
= I
(hp)
ldp (α, β). (112)
Moreover, if α < αw
I(hp)cor (α, β
(hp)) , lim
n→∞
logP
(hp)
cor
n
= I
(hp)
ldp (α, β). (113)
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Additionally, for β1 and β0 as above, the choice for ν, c3, and γ that achieves the optimal value of the
optimization problem on the right hand side of (110) is as in (63).
Proof. Follows immediately from Theorem 8 after noting the change β ← (2− η(hp))β(hp) and η ← 1
2−η(hp) .
One can scale back the above results through β
(hp)
1 =
β1
2−η(hp) and β
(hp)
0 =
β0
2−η(hp) and the proper
adjustment for ν, c3, γ, and I
(hp)
ldp (α, β). In the following section we present the results that one finally
obtains after such an adjustment.
4.3 Theoretical and numerical LDP results – hidden partial ℓ1
As mentioned above, in this section we finally provide the LDP results that can be obtained based on
Theorem 13. These results are the hidden partial ℓ1 analogues to the results that we presented in Section
3.4. The theoretical LDP rate function curves that one can obtain for two different values of β based on
Theorem 13 are shown in Figure 9. We also supplement this figure with Table 3 where the numerical values
for all the quantities of interest in Theorem 13 are shown for several α’s from the transition zone (here the
transition zones are around α’s obtained for β(hp) = 0.27153 and β(hp) = 13 ; β
(hp) = 0.27153 is chosen as the
breaking point/threshold from the hidden partial ℓ1 PT curve for α = 0.5). Finally, in Figure 10 and Table
4 we show the comparison between the simulated values and the theoretical ones. As was the case for the
partial ℓ1 in Section 3.4, here we again observe that even for fairly small dimensions one already approaches
the theoretical curves (derived of course assuming an infinite dimensional asymptotic regime).
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Figure 9: I
(hp)
ldp as a function of α for η
(hp) = 0.75; left – β(hp) = 0.27153; right – β(hp) = 13
5 Conclusion
This paper revisits random linear systems and their solving through the standard ℓ1 heuristic. It does so
by considering two modifications of the standard ℓ1 (to which we referred as the partial and the hidden
partial ℓ1). In addition to being of independent interest in certain practical scenarios these modifications
have been known for a while as paths that could sometimes lead towards new algorithms potentially even
capable of outperforming the standard ℓ1 heuristic. After briefly revisiting the standard phase transition
characterizations of these modifications we proceed by providing a much deeper understanding of these
phenomena by connecting them to the large deviations principles from the classical probability theory. A
collection of novel probabilistic techniques that we introduced turned out to be very powerful and enabled
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Table 3: A collection of values for β
(hp)
1 , β
(hp)
0 , ν, A0, c3, γ, and I
(hp)
ldp (α, (2 − η(hp))β(hp)) in Theorems 12
and 13; β(hp) = 0.27153, η(hp) = 0.75
α 0.40 0.45 0.50 0.55 0.60
β
(hp)
1 0.2410 0.2551 0.2715 0.2905 0.3122
β
(hp)
0 −0.3336 0.0988 0.2715 0.3715 0.4422
ν 1.4710 1.3030 1.1673 1.0507 0.9464
A0 2.6341 1.4612 1.0000 0.7474 0.5848
c3 −1.4259 −0.5211 −0.0000 0.4379 0.8715
γ 0.1201 0.2295 0.3535 0.4961 0.6623
I
(hp)
ldp (α, (2 − η(hp))β(hp)) −0.0413 −0.0090 −0.0000 −0.0075 −0.0284
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Figure 10: Hidden partial ℓ1’s weak LDP rate function – theory and simulation; β
(hp) = 0.27153, η(hp) = 0.75
us to fully characterize the large deviations while maintaining the elegance that we achieved earlier in phase
transitions characterizations.
In addition to the above mentioned probabilistic analysis, we also conducted a high-dimensional geometry
type of analysis and showed that one obtains exactly the same results pursuing both of these different
mathematical paths. Finally, we presented quite a few numerical results that are in a very good agreement
with all of our theoretical/mathematically rigorous predictions/results (in fact, the simulated results indicate
that this already happens for systems of rather small dimensions of order of few hundreds which is perhaps
somewhat surprising given that the theoretical results, by the definitions of the LDPs, assume systems of
very large, basically infinite, dimensions). Of course, there are many opportunities to continue further and
consider various other aspects of the algorithms/problems at hand. One typically needs a bit of cosmetic
adjustments of the techniques introduced here and in a few of our earlier works so that they fit those problems
as well. The simplifications of the arguments that we managed to achieve here makes these adjustments
fairly routine tasks and, for a selected collection of related problems that we view as of particular interest,
we will present them in several companion papers.
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Table 4: I
(hp)
err (α, β(hp)), I
(hp)
err (α, β(hp)) – simulated; I
(hp)
ldp (α, (2 − η(hp))β(hp)) calculated for β(hp) = 0.27153
and η(hp) = 0.75
α 0.40 0.45 0.50 0.55 0.60
η(hp)k 20 40 60 40 25
k 27 54 81 54 34
m 40 90 150 110 75
n 100 200 300 200 125
I
(hp)
err (α, β(hp)) – simulated −0.0000 −0.0002 −0.0023 −0.0153 −0.0456
I
(hp)
cor (α, β(hp)) – simulated −0.0569 −0.0167 −0.0023 −0.0002 −0.0000
I
(hp)
ldp (α, (2 − η(hp))β(hp)) – theory −0.0413 −0.0090 −0.0000 −0.0075 −0.0284
References
[1] E. Candes, J. Romberg, and T. Tao. Robust uncertainty principles: exact signal reconstruction from
highly incomplete frequency information. IEEE Trans. on Information Theory, 52(12):489–509, 2006.
[2] S. Chretien. The two stage ℓ1 approach to the compressed sensing problem. SPARS, 2009. available
online at http://arxiv.org/abs/0906.0593.
[3] W. Dai and O. Milenkovic. Subspace pursuit for compressive sensing signal reconstruction. available
online at https://arxiv.org/abs/0803.0811.
[4] D. Donoho. Neighborly polytopes and sparse solutions of underdetermined linear equations. 2004.
Technical report, Department of Statistics, Stanford University.
[5] D. Donoho. High-dimensional centrally symmetric polytopes with neighborlines proportional to dimen-
sion. Disc. Comput. Geometry, 35(4):617–652, 2006.
[6] D. Donoho, A. Maleki, and A. Montanari. Message-passing algorithms for compressed sensing. Proc.
National Academy of Sciences, 106(45):18914–18919, 2009.
[7] D. L. Donoho. Compressed sensing. IEEE Trans. on Information Theory, 52(4):1289–1306, 2006.
[8] D. L. Donoho, Y. Tsaig, I. Drori, and J.L. Starck. Sparse solution of underdetermined linear equations
by stagewise orthogonal matching pursuit. 2007. available online at http://www.dsp.ece.rice.edu/
cs/.
[9] D. Needell and J. A. Tropp. CoSaMP: Iterative signal recovery from incomplete and inaccurate samples.
Applied and Computational Harmonic Analysis, 26(3):301–321, 2009.
[10] D. Needell and R. Vershynin. Unifrom uncertainly principles and signal recovery via regularized orthog-
onal matching pursuit. Foundations of Computational Mathematics, 9(3):317–334, 2009.
[11] M. Stojnic. Block-length dependent thresholds in block-sparse compressed sensing. available online at
http://arxiv.org/abs/0907.3679.
[12] M. Stojnic. Lifting ℓ1-optimization strong and sectional thresholds. available online at http://arxiv.
org/abs/1306.3770.
[13] M. Stojnic. Linear under-determined systems with sparse solutions: Redirecting a challenge? available
online at http://arxiv.org/abs/1304.0004.
[14] M. Stojnic. Optimality of ℓ2/ℓ1-optimization block-length dependent thresholds. available online at
http://arxiv.org/abs/1304.0001.
35
[15] M. Stojnic. Random linear systems with sparse solutions – asymptotics and large deviations. available
online at http://arxiv.org/abs/1612.06361.
[16] M. Stojnic. Random linear under-determined systems with block-sparse solutions – asymptotics, large
deviations, and finite dimensions. available online at http://arxiv.org/abs/1612.06516.
[17] M. Stojnic. A rigorous geometry-probability equivalence in characterization of ℓ1-optimization. available
online at http://arxiv.org/abs/1303.7287.
[18] M. Stojnic. Towards a better compressed sensing. available online at http://arxiv.org/abs/1306.
3801.
[19] M. Stojnic. Upper-bounding ℓ1-optimization sectional thresholds. available online at http://arxiv.
org/abs/1306.3778.
[20] M. Stojnic. Upper-bounding ℓ1-optimization weak thresholds. available online at http://arxiv.org/
abs/1303.7289.
[21] M. Stojnic. Various thresholds for ℓ1-optimization in compressed sensing. available online at http://
arxiv.org/abs/0907.3666.
[22] M. Stojnic. A simple performance analysis of ℓ1-optimization in compressed sensing. ICASSP, Inter-
national Conference on Acoustics, Signal and Speech Processing, pages 3021–3024, April 2009. Taipei,
Taiwan.
[23] M. Stojnic. Strong thresholds for ℓ2/ℓ1-optimization in block-sparse compressed sensing. ICASSP,
International Conference on Acoustics, Signal and Speech Processing, pages 3025–3028, April 2009.
Taipei, Taiwan.
[24] M. Stojnic. Block-length dependent thresholds for ℓ2/ℓ1-optimization in block-sparse compressed sens-
ing. ICASSP, IEEE International Conference on Acoustics, Signal and Speech Processing, pages 3918–
3921, 14-19 March 2010. Dallas, TX.
[25] M. Stojnic. ℓ1 optimization and its various thresholds in compressed sensing. ICASSP, IEEE Inter-
national Conference on Acoustics, Signal and Speech Processing, pages 3910–3913, 14-19 March 2010.
Dallas, TX.
[26] M. Stojnic. ℓ2/ℓ1-optimization in block-sparse compressed sensing and its strong thresholds. IEEE
Journal of Selected Topics in Signal Processing, 4(2):350–357, 2010.
[27] M. Stojnic. Towards improving ℓ1 optimization in compressed sensing. ICASSP, IEEE International
Conference on Acoustics, Signal and Speech Processing, pages 3938–3941, 14-19 March 2010. Dallas,
TX.
[28] J. Tropp and A. Gilbert. Signal recovery from random measurements via orthogonal matching pursuit.
IEEE Trans. on Information Theory, 53(12):4655–4666, 2007.
[29] N. Vaswani and W. Lu. Modified-cs: Modifying compressive sensing for problems with partially known
support. IEEE Trans. on Signal Processing, 58(9):4595–4607, 2010.
36
