Semiconductor quantum dots are ideal candidates for quantum information applications in solid-state technology. However, advanced theoretical and experimental tools are required to coherently control, for example, the electronic charge in these systems. Here we demonstrate how quantum optimal control theory provides a powerful way to manipulate the electronic structure of coupled quantum dots with an extremely high fidelity. As alternative control fields we apply both laser pulses as well as electric gates, respectively. We focus on double and triple quantum dots containing a single electron or two electrons interacting via Coulomb repulsion. In the two-electron situation we also briefly demonstrate the challenges of timedependent density-functional theory within the adiabatic local-density approximation to produce comparable results with the numerically exact approach. 
Introduction
Semiconductor quantum-dot (QD) structures have attracted significant interest in terms of coherent control of electron spin [1] and charge [2, 3] . The main benefits of QDs in nanoelectronics arise from the tunability of their shape, size, and the number of confined electrons, as well as the very long coherence times (up to milliseconds for the electron spin). Moreover, QDs can be coupled to external fields such as electric gates, laser pulses, or magnetic fields in a straightforward fashion.
In recent years there has been growing interest in optimized control strategies to coherently manipulate, e.g., charge localization in coupled QDs [4] [5] [6] [7] [8] [9] beyond the commonly used two-or three-level models. The required coherent time scales are of the order of picoseconds, which is a drastic difference from atomic systems, where ultrafast phenomena are typically attributed to femto-or even attosecond phenomena. The difference results from the fact that electrons in the semiconductor (e.g. GaAs) heterostructures effectively have a smaller mass and larger dielectric constant than bare electrons [10] . The commonly used effective-mass approximation leads to relatively small energies (millielectronvolts), large characteristic lengths (up to hundreds of nanometers), and long operation times (picoseconds).
Here we start by giving a brief introduction on the principles of optimal control theory [11] [12] [13] [14] (OCT). Then we demonstrate how the method can be applied to the control of individual and coupled quantum states as well as charge localization in double QDs (DQDs). In this context we also briefly review some of our previous works on the topic [4, [7] [8] [9] . Finally we test the applicability of time-dependent density-functional theory (TDDFT) to deal with charge control in the many-electron regime. In our example the pulse optimized within TDDFT fails to drive the system to the desired target configuration. Finally we focus also on a natural extension of the scheme to triple QDs and larger systems.
Optimal control theory
OCT was developed in the 1980s [11, 12] in order to rigorously extend the classical control problem (used in various branches of engineering) to quantum mechanics. OCT was also motivated by a need to replace trial-and-error-type learning-loop experiments in chemistry by a solid theoretical formulation [13, 14] . In all OCT applications the goal is to find an external time-dependent field ( ) that drives the system to a certain well-defined target, e.g., to a certain quantum state, through the solution of the Schrödinger equation,
whereμ = −r is the dipole operator (in Hartree atomic units). We can now maximize the target functional
at time = T , i.e., at the end of the interaction with the field. In this work we consider two different target operators: (i) projection operatorÔ = |Φ F Φ F | with Φ F as our target state, and (ii) a local operatorÔ = ρ F (r) representing our target density at = T . We refer to the maximum value obtained for J 1 as the yield. The field needs to be subjected to two important constraints. First, the fluence, i.e., the time-integrated intensity F 0 is kept fixed by applying a functional,
where α is a time-independent Lagrange multiplier. Secondly, a spectral filter is applied to cut off the highest frequencies, e.g., unrealistic photon energies. This is done by multiplying the Fourier-transformed pulse by a filter function (ω), that represents the desired frequency range. Thereafter, an inverse Fourier transform of the product is taken to obtain the time-resolved filtered pulse (see Ref. [13, 14] for details). Finally, the time-dependent Schrödinger equation [Eq.
(1)] must be satisfied in the control procedure. This gives us yet another functional,
where the auxiliary function χ( ) can be regarded as a time-dependent Lagrange multiplier [11, 12] . Variation of the total functional J = J 1 +J 2 +J 3 with respect to Ψ, χ, , and α leads to the control equations
which are solved iteratively [13] [14] [15] [16] by applying here the forward-backward propagation scheme of Werschnik and Gross [17] (WG). Typically a converged field is obtained within 100 300 OCT iterations. In this work we employ also an alternative OCT method, namely, a direct optimization scheme [18] . We construct a merit function [11, 12, 19] M( ) = Ψ (T )|Ô|Ψ (T ) (9) where is the set of parameters that determine the laser pulse. Thus, Ψ (T ) is the wave function obtained by the time-propagation with this laser pulse at the final time T . The merit function is then calculated through successive propagations by searching for the maximum of M( ). Here we use a derivative-free algorithm called NEWUOA [20] that typically leads to convergence within a few hundred OCT iterations. The electric field is given in the Fourier basis as
where ω = 2π /T . The physical requirement for a conventional laser pulse, (10) is truncated up to the maximum allowed frequency ω max . Similarly to the WG algorithm described above, the energy carried by the field (fluence) is limited by
In the numerical calculations we have used the octopus code [21, 22] that solves the control equations in real time on a real-space grid. The time-propagator is approximated by exploiting the time-reversal symmetry: propagating Ψ( ) forward by ∆ /2 corresponds to propagating Ψ( + ∆ ) backward by ∆ /2. The resulting approximation for the propagator [23] can be further improved by extrapolating the time-dependent potentials.
Model for a double quantum dot
We model few-electron QDs fabricated in GaAs heterostructures. There are several experimental techniques to create such structures using, e.g., lithography or etching [10, 24] . Yet another scheme illustrated in Fig. 1 is to use epitaxial methods to fabricate a quasi-onedimensional nanowire [25] . Here, two QDs are separated by tunnel barriers. Moreover, the central barrier can be controlled by a scanning gate microscope tip [26, 27] . It is now possible to control the electrons confined in the QDs by coupling the system to an optical source [ Fig . These schemes are further discussed below.
In Fig. 2 we show the DQD model potentials considered here. The solid line corresponds to the most conventional harmonic approximation that has been shown to be validto a good approximation -when dealing with GaAs QDs fabricated by lithography or etching [10, [28] [29] [30] . The explicit form is
where = 6 is the interdot distance and ω 0 = 0 5 is the confinement strength. As the second model we apply a Fermi-type potential to model QDs embedded in a quasione-dimensional nanowire (Fig. 1 ). The potential profile is shown in Fig. 2 as a dashed line and its explicit expression is given in the Supplemental Material of Ref. [8] . It should be noted that in this case the confinement is significantly stronger than in the harmonic case (where the potential in the figure has been multiplied by a factor of ten). In both cases, however, the interdot distance is similar. It should be noted that in Sec. 4.1 we also consider a twodimensional form of Eq. (12 
Optimized charge transfer and excitations

Single-electron double dot
There are different approaches to charge control in DQDs in terms of moving the electron from one well into another. A possible "non-optimal" strategy would be adding a large constant electric field in the system, corresponding to a linear potential, and to "pour" the electron into another well. An alternative way would be probing the system with the characteristic frequency, e.g., the oscillator frequency in the case of a harmonic DQD [Eq. (12)]. Both of these techniques, however, require a relatively large time for the transfer in order to achieve a high precision (fidelity). Thus, we apply OCT to combine a fast operation speed and a high fidelity. First, we consider a scenario where the symmetry of the DQD is broken by adding a small potential shift (here -0.2 a.u.) on the left well. Consequently, the degeneracy of the ground state is broken, and the transition from the ground state from the first excited state directly corresponds to a left→right transition (see Ref. [4] for details). Now we can make the first excited state our target state Φ F and optimize the excitation in a fixed time, here T = 100 a.u. The bottom panel of Fig. 3 shows snapshots of the electron density during the optimized transport process using the WG algorithm. We point out that here we have a two-dimensional generalization of the system, so that the QDs are located along the diagonal. We obtain a yield of 98% in 100 a.u. (corresponding to ∼ 6 ps). The optimized pulse for the process shown in the upper panel (left) contains several frequencies of high-lying excitations as well as a significant component of the characteristic oscillator frequency (ω = 0 5). This is shown in the Fourier transform of the pulse in the upper right panel of Fig. 3 . Naturally, the price to pay for the "cleverness" of the OCT procedure is the rather complicated pulse -this tendency will be exemplified below in Sec. 4.2. Instead of changing the eigenlevel structure by symmetry breaking, we may keep the system symmetric and perform charge transfer by operating on superpositions of the states [7] . In an ideal one-dimensional DQD determined by the potential in Eq. (12), the two lowest eigenfunctions correspond to gerade (bonding) and ungerade (antibonding) states, denoted here as |0 and |1 , respectively. Hence, electronic states localized to left and right dots can be expressed as
The occupations of these states will oscillate with the resonant frequency. However, with OCT it is possible to significantly accelerate the charge transfer as shown in Ref. [7] . In fact, even 100 consecutive operations between left and right localizations ( |L → |R → |L → ) can be obtained with a fidelity of 99%. Finally, we mention that instead of using an optical field (e.g., quantum cascade laser) coupled to the DQD, control of the electronic charge can be also obtained by applying a local gate [see Fig. 1(b) ] on one of the wells [9] . The practical limitation of this scheme, however, is the fact that the present gate voltages are limited to a GHz range, whereas the optical fields can be routinely operated up to the THz regime. On the other hand, it has been shown that the resulting optimal gate profiles for coherent charge transfer are fully realistic [9] .
Two-electron double dot
It is worthwhile to study whether the control strategies introduced above apply also to two-particle systems. In this case, a valid control scheme would, in principle, enable the design of two-qubit logical operations. This requires multiple simultaneous OCT operations to account for different final states depending on the initial state. The two-electron problem in one dimension can be treated as a single-electron problem in two dimensions -an approach often used to study small atoms and molecules [31] . Now, the Hamiltonian in Eq. (1) can be written as
where the electron coordinates are given by 1 and 2 . The external potential is that of the dashed line in Fig. 2 , except that for the two-electron case a form
] is needed to ensure the correct representation of the corresponding 2D potential -using a direct summation of the 1D potentials would lead to increasing barriers for certain values of the 2D potential (see the Supplemental Material of Ref. [8] ). The electron-electron interaction is given in a soft-Coulomb form,
with α = 0 25. The value of α can be attributed to the minimum distance between the electrons in the nanowire (Fig. 1) . In addition to the above total potential V ext ( 1 2 ) + V int ( 1 2 ), we include a small distortion potential V ( 1 2 ) = 0 001( 1 + 2 ), corresponding to a small static field. This term (slightly) separates degenerate eigenstates as in a real setup, where impurities are always present. In Fig. 4 we show the OCT results for an optimized excitation from the ground state |1 to a superposition that consists of the three lowest states, i.e., the target state can be written as Fig. 4(a) ]. It corresponds to a combination of two-electron states, where the electrons are either separated between the dots (1-1) or then both localized to the left (2-0) or right (0-2). Figure 4(b) shows that an extremely high total yield 99 4%, is obtained, and and the occupations of the individual states converge close to 1/3 (inset). Here the pulse length and fluence are fixed to T = 600 (= 33 ps) and F = 6 (∼ 70 meV), respectively, and the filter frequency is ω F = 3 (∼ 9 THz).
In Ref. [8] even more complicated entangled excitations than that in Fig. 4 have been demonstrated. Moreover, the complicated pulses similar to that in Fig. 4(c) have been analyzed using spectrograms in the time-frequency space. It is important to note that although the resulting pulses are complicated, the present OCT scheme improves both the fidelity and the operation speed by 1 2 orders of magnitude when compared with previous schemes, where the states are controlled by navigating in the twoparticle spectrum using adiabatic and non-adiabatic transitions [32, 33] . In practice, we have taken a step from the nanosecond range down to tens of picoseconds and from ∼ 90% yields up to ∼ 99 5%
After the above extension to the two-electron case it is natural to ask whether the control scheme could be applied further to larger systems containing three, four, or more interacting electrons in the coupled QD. A possible approach would be resorting to time-dependent densityfunctional theory (TDDFT) [34, 35] . During the past years, TDDFT has become one of the most popular methods to deal with many-particle response and dynamics in the presence of external fields. TDDFT has been also formally combined with OCT in a recent work [36] . A straightforward combination of TDDFT and OCT, where fields optimized by using TDDFT are used in the numerically exact time-dependent Schrödinger equation, has been also recently tested on a hydrogen molecule [37] . The results are promising in terms of TDDFT, although significant efforts are still needed to develop the approximations inherent in practical TDDFT, i.e., the exchange-correlation functionals.
Here we carry out a simple test of the validity of an optimization within the TDDFT scheme in a DQD. In particular, we optimize the charge transfer in a two-electron DQD by using TDDFT within one-dimensional (adiabatic) local-density approximation (1D-LDA) for the exchangecorrelation potential. The target is expressed as a step function located on the right QD and the direct optimization scheme described in Sec. 2 is used. Here we set α = 1 in the soft-Coulomb interaction [see Eq. (16)], since the 1D-LDA has been derived using that value [38] . For comparison, the resulting optimized pulse -that leads to ∼ 90% final overlap within the TDDFT -is then fed into an exact calculation by using the two-electron scheme described above. Figure 5 shows the yields for the TDDFT and exact cases, respectively, as a function of time. We remind that the same pulse, the one optimized within TDDFT (see the inset), is used. While the TDDFT propagation leads to a steady increase in the yield eventually resulting in a ∼ 90% charge transfer, the pulse does not have any notable effect on the exact system. Thus, the yield remains close to ∼ 50%, i.e., the electrons are kept equally split between the two dots. In this particular case, the origin behind the apparent ineffectiveness of the TDDFT optimization is the fact that the Kohn-Sham excitations, whose proper combination leads to a charge transfer, are far from the true two-electron excitations. In the exact case, the energy splitting between the ground state and the localized configurations [see Fig. 4 optimized pulse as we set the filter, i.e., the maximum allowed frequency in the optimization to a smaller value. However, it should be noted that in different parameter ranges (and within different functionals) the result could be totally different. This is a subject of future examination.
Local control in a triple dot
As the final control strategy we consider a single-electron control in triple QD by using a local gate. The external potential and the spatial distribution of the field are shown in Fig. 6 as thick and dotted lines, respectively. The field then oscillates (in an optimized manner) as marked by a double arrow in the figure. Again, we use a local target, here defined as a step function on the leftmost dot, and apply the WG algorithm in the optimization. The initial density (square of the ground state eigenfunction) is shown as a dashed line. The OCT process leads to a successful charge transfer -the final density (solid line) is well located on the left well with ∼ 96% yield, despite the fact that the field is acting only on the rightmost well. Furthermore, we apply a frequency constraint by filtering out all the frequency components above 0.35 a.u. In terms of control the present example is significantly more challenging than some of the above examples, where a dipole field (acting on the whole system) is applied. The triple-dot control suggests that a local control scheme could be applied to extended QD chains or lattices. This would open up a path into "quantum cellular automata", where desired operations in the system are controlled locally in one spot of the lattice. These extensions and applications are subjects of future works. 
Summary and outlook
To summarize, we have presented various control strategies to manipulate charge transfer in coupled quantum-dot systems, in particular in one-and two-electron double and triple dots. As we have seen, optimal control theory can be applied using different fields (laser pulses or electric gates) and different targets (quantum states, superpositions, local targets). The scheme is equally applicable to one-and many-electron devices, although the latter case beyond the two-particle case is particularly challenging and requires further theoretical and methodological efforts.
It is noteworthy that the pulse-shaping techniques are rapidly developing, so that complicated pulses that optimized control typically produces are becoming fully realistic within the next years. Terahertz pulses can be already routinely produced with, e.g., quantum cascade lasers and they can be shaped even in the femtosecond time scale [39] . For example, Wirth and co-workers [40] have generated synthesized laser pulses by combining subcycle transients across the infrared, visible, and ultraviolet regimes. In each regime, respectively, the chirp, carrier envelope phase, time delay, and energy (beam size) are controlled before the final pulse is reconstructed.
The primary challenge in the utilization of coupled quantum dots in, e.g., quantum information processing is the coherence. The most prominent decoherence mechanisms in semiconductor quantum dots are the hyperfine effects and interactions with optical and acoustic phonons. While the decoherence times for spin has been measured to be up to the millisecond scale, the times for the electric charge may be one or two orders of magnitude shorter. Nevertheless, the times considered here are in the picosecond scale, and therefore we may except that coherent consecutive charge-transfer operations could be realized in near future.
