THE ISSUE
Microsimulation has become an important component of the evaluation of the potential effects of changes in government policy. These methods are applied to a wide variety of projections, including the distribution of retirement income or pension availability. However, the usefulness of microsimulations has been limited by the almost-universal assumption that various dimensions of behavior are independent and that there is no unmeasured heterogeneity in either the pattern of behavior over time or correlations in related behaviors. In other words, the underlying models consist of one or more independently estimated equations, all without unobserved heterogeneity and without correlated residuals. Parameter estimates of potentially endogenous covariates may be biased, resulting in biased forecasts. This paper develops an straightforward approach to account for unobserved heterogeneity and correlated residuals in microsimulations, thus greatly enhancing the value of microsimulations for policy analysis.
For purposes of our discussion, it is useful to distinguish two types of microsimulation models.
The first type simulates outcomes for an artificially generated population, the second type simulates outcomes for actual individuals. PENSIM is an example of the first type. PENSIM is a pension simulation model developed by the Policy Simulation Group for the Department of Labor (Holmer, Janney, and Cohen 1999) . It artificially generates a population with known distributions of sex, school start dates, retirement dates, and death dates. Given these characteristics, it simulates educational achievement, employment spells, earnings, and pension entitlements. It is straightforward to incorporate unobserved heterogeneity in this type of model.
MINT is an example of the second type. MINT is a retirement income simulation model developed by RAND and the Urban Institute/Brookings Institution for the Social Security Administration (Panis and Lillard 1999; Toder et al. 1999 , Toder et al., 2002 . It is based on data from the 1990-1993 Surveys of Income and Program Participation (SIPP). MINT forecasts marriage, divorce, disability status, mortality, earnings, Social Security and pensions entitlements, and wealth accumulation. It starts at the last SIPP interview date and projects outcomes until death. Since it takes actual individuals with an observed history of outcomes, it is difficult to determine their distribution of unobserved heterogeneity. To illustrate this point, consider earnings projections. Suppose the underlying model of earnings is estimated with account for normally distributed unobserved heterogeneity. The distribution has mean zero for the population, but not for any particular individual. For example, someone whose past earnings have been very high (controlling for age, education, etc.) is likely to have a large positive draw of the heterogeneity distribution in earnings, and thus likely to continue enjoying high earnings.
Given his or her earnings history, it would be incorrect to assume that this person's future earnings are subject to the zero-mean population distribution of heterogeneity.
THREE APPROACHES
We propose three approaches to account for unobserved heterogeneity in microsimulations.
Throughout this paper, unobserved heterogeneity may refer to univariate or multivariate heterogeneity. For example, the empirical application discussed below is a joint model of marriage and divorce, where an individual's unobserved (bivariate) propensities to marry and divorce may be correlated. The three approaches are:
1. Sample Distribution Approach. Simulate under the assumption that the individual's heterogeneity distribution is the same as the sample distribution. As indicated above, this is only appropriate for simulation models of individuals without a history of outcomes.
2. Bayesian Approach. Following elementary Bayesian statistics theory, derive the (posterior) distribution of heterogeneity, given observed past outcomes.
3. Optimal Assignment Approach. For each individual in the sample, find the value of his heterogeneity component that best matches his observed past outcomes. Treat this value as an observed characteristic and simulate using traditional algorithms that ignore unobserved heterogeneity.
We now discuss each approach.
Sample Distribution Approach
Under this approach, microsimulations are conducted using the heterogeneity distribution that was estimated on the estimation sample.
1 This is only appropriate for models in which individuals are simulated from birth, so that there are no past outcomes with information on one's heterogeneity draw. This applies to models with artificially generated populations, but may also be applied to models based on surveys. In those cases, the simulation must not be run from, say, the last interview date, but from birth. This approach thus becomes a tremendously useful tool for assessing model fit. Simulations may be run from birth to the (exogenously determined) last interview date. The extent to which summary measures of simulated events correspond to summary measures of actual data indicates goodness-of-fit. The value of this exercise, even where future events are of primary interest, can hardly be overstated. 2 This approach was used, among others, in Heckman and Walker (1987) and Blundell and Reed (2000) .
Bayesian Approach
Bayes' central theorem relates a conditional distribution to a joint and a marginal distribution:
From this, it follows that ( ) ( ) ( ) ( ) ( )
Denote unobserved heterogeneity by ε (possibly a vector) and observed past outcomes by X . 
For our purposes, observed past outcomes are given, so that ( ) P X is an irrelevant constant.
Thinking in terms of probability densities, it follows that:
The left-hand-side of this expression is the distribution of unobserved heterogeneity, conditional on observed past outcomes. The first term of the right-hand-side, ( ) f X ε , is simply the conditional likelihood function, which is straightforward to compute. The term ( ) f ε , finally, is the density function, as assumed in the estimation. In our application, we assume that heterogeneity is distributed bivariate normally. In the Bayesian literature, ( ) f ε is the "prior,"
( ) f X ε the "posterior" distribution. We illustrate the empirical shape of the posterior distribution for a hazard model of duration until marriage, below.
Optimal Assignment Approach
The third approach determines, for each individual in the sample, the optimal value of his heterogeneity component. The optimality criterion we use here is that the values of all individuals in the sample combined yield the greatest likelihood.
This approach makes explicit the idea that each individual in the sample has a certain heterogeneity value (or "draw"). The researcher does not observe individuals' draws, but can estimate their distribution. The optimal assignment approach reverse-engineers the data to figure out individuals' (most likely) actual draws.
For linear models, the average (over replications within individual) predicted residual may well be a good approximation of an individual's heterogeneity value. For limited dependent models, the issue is much less straightforward. Consider a model of the timing of marriage. We observe multiple marriages for a subset of respondents and estimate a multilevel hazard model with unobserved heterogeneity assuming, say, normally distributed heterogeneity. What is the most likely heterogeneity draw for a sample member who, at age 20, has not yet married? The draw that maximizes the likelihood of observing the lack of a marriage is minus infinity. If we would use this value to predict future marriages, we would predict that this person will never marry.
The same issue arises whenever all limited-dependent outcomes take on boundary values: the most likely draws would be plus or minus infinity. The resulting distribution of most likely draws is unlikely to resemble the assumed normal distribution.
In searching for individuals' optimal heterogeneity draws, we therefore impose the restriction that the draws must be distributed according to the distribution that was estimated. The procedure is as follows. 4 Consider a sample of N individuals and multiple outcomes per individual for at least a subset of the sample. We estimate a model with unobserved heterogeneity. We then draw N values from the estimated heterogeneity distribution, and attempt to allocate those N draws to the N sample members, such that the joint likelihood is maximized. In other words, we compute the N*N conditional likelihoods of N potential values for N individuals. From among these N! permutations, we determine the N pairs of drawindividuals that maximize the joint conditional likelihood.
While theoretically possible, it is extremely CPU-intensive to evaluate all N! permutations. A much more efficient approach was developed in the operations research literature. The problem is known as the assignment problem (Thorndike, 1950; Koopmans and Beckmann, 1957) and may be solved using linear programming techniques. Several algorithms have been developed, including the Hungarian, Out-of-Kilter, and Simplex algorithms (Carpaneto, Martello, and Toth, 1988) .
SIMULATION RESULTS

The Model
The ability to simulate models in the presence of heterogeneity is particularly valuable when several processes directly affect each other and are thought to be subject to correlated residuals.
Correlated residuals may arise, for example, when unobservables affecting several outcomes pertain to a single decisionmaker. Ignoring correlated residuals will bias estimates of the direct effect of one outcome on another. For example, participation in a job training program and job performance may both be affected by unobserved ability or ambition of the worker. Ignoring that correlation will overstate the effect of training on job performance. A microsimulation based on a model with biased parameter estimates will thus also overstate the benefits of targeting additional workers for training.
We chose a more subtle application, namely one with correlated residuals but without a direct (and potentially biased) effect of one outcome on the other. To illustrate the techniques and their differences, we use a model of the timing of (re-)marriage and divorce. The model is based on 1990-1993 SIPP data. These data contain full retrospective marriage histories for all respondents, i.e., with multiple weddings and divorces for a subset of respondents. The model follows the specifications of marriage and divorce in MINT, but incorporates unobserved heterogeneity. We model the transitions into marriage using a continuous time hazard model, also known as a failure-time model (e.g., Kalbfleisch and Prentice, 1980 (for second and higher-order marriages) the duration since the previous marriage dissolved. All duration dependencies are assumed to be piecewise-linear (piecewise-Gompertz, generalized Gompertz), so that the estimated patterns may adjust to whatever patterns are in the data. All covariates ij X are constant within spells; some, such as the number of previous marriages, differ across marriages, but do not vary over time within a spell. We account for individual-specific unobserved heterogeneity, i ε , to capture differences in unobserved characteristics that affect the propensity to enter (re-)marriage. We assume that i ε is distributed normally with mean zero.
Once married, the individual becomes subject to the risk of divorce. Similar to the model for marriage formation, we model marriage dissolutions using a continuous time hazard model:
where ln h t such as the number of previous marriages, differ across marriages, but do not vary over time within a marriage. We account for individual-specific unobserved heterogeneity, i δ , to capture differences in unobserved characteristics that affect the propensity to divorce. We assume that i ε and i δ are jointly normally distributed:
where εδ ε δ ε δ σ ρ σ σ = and εδ ρ is the correlation between i ε and i δ .
For details on the data and the model specifications (without heterogeneity) see Panis and Lillard (1999) .
Marriage and divorce spells may be censored by the last survey wave or by mortality. Divorce spells may further be censored by spousal mortality. In the simulations, we ignore mortality and simulate everyone until their 65 th birthday. Table 1 and Table 2 show parameter estimates of the hazard of marriage formation and divorce, respectively, without and with heterogeneity, separately for men and women. Table 3 summarizes the heterogeneity structure. For both men and women, both marriage formation and divorce appear to be subject to highly significant unobserved heterogeneity. The magnitude of heterogeneity is roughly equal in both processes and for both sexes, except that heterogeneity in the propensity to divorce appears to play a smaller role for men. The correlation between heterogeneity components in marriage formation and divorce is strong (0.62 for men and 0.75 for women) and statistically significant. This implies that some "marriage-happy" individuals ( 0 ε > i ) will also have above-average inclinations to divorce ( 0
), leading to relatively many marriages over their lifetime. Conversely, individuals with negative draws of ε i and δ i tend to marry late and remain married, thus leading to mostly zero or one marriage over the lifetime.
Ignoring correlated heterogeneity will compress the distribution of number of marriages. Significance: '*'=10%; '**'=5%; '***'=1%. Significance: '*'=10%; '**'=5%; '***'=1%. Significance: '*'=10%; '**'=5%; '***'=1%.
Model Fit
To assess goodness-of-fit of our model, we simulate marriage histories in-sample from respondents' 12 th birthday until their last SIPP interview date and compare simulated and actual marriage histories. We only simulate women's marriage and divorce experiences, in part because unobserved heterogeneity plays a larger role among women than among men (Table 3) , and in part because marriage history determines eligibility for Social Security spousal benefits, which are more important for women than for men. There are 57,252 women in the sample. Table 4 shows the actual and simulated numbers of times that women married between their 12 th birthday and the last interview date. 5 The fraction that remained single throughout the observed period is 9.71 percent. Both simulations understate that fraction, but the simulation with heterogeneity (9.12 percent) performed better than the simulation without heterogeneity (8.77 percent). In the data, 3.85 percent married three or more times. Again, the simulation with heterogeneity reproduces that fraction more closely (3.12 percent) than the simulation without heterogeneity (2.93 percent). Figure 1 shows the cumulative distribution of the timing of first marriage, as a function of age, for women in the actual data and for microsimulations without and with heterogeneity. Both simulations track the data closely, except in the fraction that remain never married, as noted above. In summary, both in-sample simulations with and without heterogeneity track actual data fairly accurately. The simulation with heterogeneity appears to capture more dispersion in the outcomes.
Bayesian Posterior Distributions
As noted above, it is straightforward to derive the posterior density of unobserved heterogeneity as proportional to the product of the likelihood function and the prior density. In our application, the prior distribution is bivariate normal, resulting in a bivariate posterior distribution. To illustrate the shape of the posterior distribution, we restrict the model to marriage formation only, with a univariate normal heterogeneity distribution. Figure 3 illustrates the posterior distribution of a woman who had not yet married when she was last interviewed at age 55 in 1992. The posterior distribution lies to the left of the sample distribution, indicating that this woman has below-average propensity to marry.
In principle, microsimulations in the presence of unobserved heterogeneity may be conducted by drawing from individuals' (multivariate) posterior distributions. We leave this exercise for future work and simulate only using the optimal assignment approach.
Simulations Starting at the Last Interview Date
This subsection summarizes the results of simulations from the last interview date through age 65. Respondents who were age 65 or older at the time of the last interview are excluded from the simulations. We simulated without and with heterogeneity; the simulation with heterogeneity used the optimal assignment approach. Table 5 shows the distribution of simulated number of marriages as of individuals' 65 th birthday.
The fraction never married is higher in the simulation with heterogeneity (8.50 percent) than without heterogeneity (6.87 percent). The fraction individuals that will have been married three times or more is also higher: 6.90 percent with heterogeneity and 6.59 percent without heterogeneity. Both findings reflect greater dispersion of outcomes in the simulations that account for unobserved heterogeneity. Recall that the correlation between residual components in marriage formation and dissolution is 0.7532, i.e., large and positive. Individuals with positive draws of i ε (quick-to-marry) are thus likely to also have positive draws of i δ (quick-todivorce), resulting in relatively many marriages over a lifetime. Conversely, individuals with negative draws of i ε (slow-to-marry) are thus likely to also have negative draws of i δ (slow-todivorce), thus leading to zero or one marriage over a lifetime.
For purposes of Social Security policy, a particularly important outcome is whether an individual has been married for ten years or more, because this qualifies him or her for spousal benefits.
7 Table 6 shows the actual and simulated distributions of the fractions of individuals that were 6 The simulation is based on over 43,000 women under age 65. The 43,000-by-43,000 assignment problem is very computer-intensive. In the current application, we therefore assign heterogeneity draws in blocks of 200 individuals. Larger blocks will improve the quality of assigned heterogeneity draws; we have not yet explored the practical implications of group size. Each draw is a 2-vector, i.e., a ( )
pair. 7 Similarly, a previous marriage of at least ten years qualifies the individual for ex-spousal benefits. never married ten years or more, that were married to their current spouse for ten years or more when they turned 65 year old, and that were married to a previous spouse for ten years or more. The simulation with heterogeneity predicts a larger fraction women that were never married ten years or longer as of their 65 th birthday. The difference, 2.34 percentage points or a relative difference of 17 percent, is substantively important. It implies that simulation models without heterogeneity may underestimate the number of women that are not eligible for (ex-)spousal benefits by one-in-six. 
CONCLUSION
This paper developed a method for simulating future outcomes of individuals with observed past outcomes in the presence of unobserved heterogeneity. It illustrated the feasibility in principle on a model of marriage and divorce. The results indicate that simulations with heterogeneity are better capable of capturing dispersion in the data, both in-and out-of-sample.
In future work, we intend to evaluate several computer algorithms that have been developed in the literature. The current applications uses the Hungarian algorithm (Carpaneto, Martello, and Toth, 1988) , but initial explorations indicate that the Out-of-Kilter algorithm is more efficient for the problem at hand. We also intend to determine whether much may be gained from assigning all or very many observation-draws at once. In the current application, we drew 200 heterogeneity values (each a vector of two values) at a time and optimally matched them to 200 observations. Larger blocks will improve the quality of the matches, but it is not clear how much may be gained. Handling larger blocks dramatically increases the required computing time, at least with the Hungarian algorithm.
We also intend to further develop the Bayesian approach, that is, empirically derive the posterior distribution for every observation and draw from that distribution to obtain each observation's heterogeneity value for the microsimulation. How does this approach compare to the optimal assignment approach?
Finally, we intend to apply the methods to other substantive problems. In particular, we aim to apply them to problems in which independent treatment of correlated processes leads to a biased estimate of a structural parameter. While model fit in such cases may be quite good, out-ofsample predictions are likely very poor, and microsimulation models that incorporate correlated unobserved heterogeneity will greatly outperform simpler models.
