This paper details a new control-variate splitting scheme yielding an unbiased estimator of the mean response and an unbiased estimator of the variance of the first estimator. This scheme also yields an asymptotically exact confidence interval for the mean response. We present analytical and empirical performance comparisons of this scheme versus other control-variate procedures.
Introduction
When applying the method of control variates (CV) to a simulation experiment with a univariate response Y whose mean is to be estimated, we identify a 1 × q vector of concomitant random variables C = (C 1 , . . . , C q ) having known, finite expectation µ C ≡ E[C] and a strong linear association with Y . To estimate θ ≡ E[Y ], we try to predict the unknown deviation Y − θ as a linear function of the known deviation C − µ C and adjust the response accordingly:
T .
For any constant 1 × q vector a of control coefficients, the controlled response Y CV (a) is an unbiased estimator of θ. Let Σ Y C ≡ cov(Y, C) and Σ C ≡ cov(C), where we assume that all of the elements of these matrices are finite and that det(Σ C ) > 0. The variance of Y CV (a) is minimized by the optimal control coefficient vector
see [10] . Even though in some applications Σ C may be known, Σ Y C is almost always unknown; and therefore β must be estimated. We consider estimators of β and θ based on a random sample of n observations {(Y i , C i ) : i = 1, . . . , n}. The most commonly used control coefficient vector is the sample analog of β,
computed from the given data set, where S Y C is the vector of sample covariances between the response and the controls, and S C is the sample covariance matrix of the controls. Using the control coefficient vector in (2), we obtain the classical controlvariate estimator of θθ
whereȲ andC are the sample means of {Y i : i = 1, . . . , n} and {C i : i = 1, . . . , n} respectively. Without some additional assumptions about the joint distribution of each pair (Y i , C i ), the controlled estimatorθ CV (n) is, in general, biased. In addition, there is no known unbiased internal estimator of var[θ CV (n)] (that is, an unbiased estimator calculated from the same set of observations used to calculateθ CV (n)); hence we must generate independent replications ofθ CV (n) to obtain a reliable estimator of the sampling error in this statistic. Intuitively, this is not efficient, since each estimate of β is based on a small subset of the available observations.
Splitting is a well-known remedy that provides unbiased CV point estimators.
The key idea, in its simplest form, is to split the complete sample into two groups, compute the estimator b from the observations in the first group, and use this estimator to control the observations in the second group. By the independence of random variables computed from different groups, the split-CV estimator is unbiased. However, this means wasting the Y -observations in the first group. Tocher [16] on his split-CV point estimator and the associated variance estimator; and he found that these intervals typically have lower-than-nominal coverage for small sample sizes.
In this paper we propose a new control-variate estimation procedure based on splitting. In Section 2, we develop an unbiased point estimator of θ, an unbiased internal estimator of the variance of the first estimator, and an approximate confidence interval for θ. In Section 3, we calculate the variance of our split-CV point estimator when the response and the controls are jointly normal; and under much more general conditions on the joint distribution of the response and the controls, we derive some fundamental asymptotic properties of the point estimator, the variance estimator, and the confidence-interval estimator based on our splitting scheme. In Section 4 we present the results of an empirical performance comparison of our split-CV estimation procedure versus the classical CV procedure and Nelson's procedure in the context of estimating the mean completion time for stochastic activity networks. Although this paper is based on [3] , a precursor of the splitting scheme detailed in this paper was originally presented in [5] .
Control-variate estimation with splitting
Let {(Y i , C i ) : i = 1, . . . , n} be the observations obtained from n independent replications of the simulation experiment. The complete sample is split into m groups (m ≥ 2) of k ≡ n/m observations each so that the th group H ≡ {(Y i , C i ) : i ∈ I } consists of the observations with indices in the set
In this paper, n is always assumed to be an integral multiple of m with n = km.
Recommendations on how to choose m are given in Section 3.
Let b = b (H ) be the control coefficient estimator (2) computed solely from the observations belonging to the th group H . Thus in terms of the sample statistics
To simplify subsequent expressions, we define the group-membership
. . , n, where x denotes the greatest integer
H τ (i) from which to compute the control coefficient vector b τ (i) . Thus the ith controlled response is
Notice that C i and b τ (i) are independent since they are respective functions of two disjoint groups H γ(i) and H τ (i) of independent identically distributed (i.i.d.) observations.
It follows immediately that each controlled response (4) is an unbiased estimator of θ. 
Observe that the first and the fifth terms on the right-hand side of (5) cancel each other. In the second term, we observe that
is independent of C j since these two quantities are respective functions of two disjoint sets of mutually independent random vectors. Specifically,
function of {(Y j , C j )}; and these two sets of i.i.d. observations are disjoint since i = j and I τ (j) ∩ I γ(j) is empty. Thus for the second term on the right-hand side of (5), we
A similar argument shows that the third term in (5) also vanishes. Finally we consider the fourth term in (5) . Since m ≥ 3, the definition of τ (·) ensures that one of the following must occur:
, then by an argument similar to that given for equation (6), we see that the quantities
and (C j − µ C ) T are respective functions of two disjoint sets of mutually independent random vectors-namely,
and {(Y j , C j )}; and thus
On the other hand, if τ (j) = γ(i), then we apply the argument given for equation (7) with the roles of i and j reversed.
To build a control-variate procedure for estimating θ based on this splitting scheme with m groups and a total of n observations, we define the split-control-variate estimator of θθ
and the variance estimator
For simplicity, we will occasionally suppress the arguments m and n when referring to the estimatorsθ SP (m, n) and S 2 SP (m, n). Now we are ready to state the main result of this section.
Proof. The unbiasedness ofθ SP (m, n) follows from the unbiasedness of the controlled responses {Z i : i = 1, . . . , n} as discussed immediately following equation (4) . If m ≥ 3, then by Proposition 1 we have
It also follows from Proposition 1 and equation (8) that
Restricting the proposed splitting scheme to m = 2 groups yields Tocher's twogroup splitting scheme with n 0 = n 1 = n/2 as detailed on pp. 115-116 of [16] . (Due to a typographical error, n 0 and n 1 are changed to n 1 and n 2 respectively in the latter parts of Tocher's development.) The problem with Tocher's scheme is that the Z i 's are, in general, correlated when m = 2; and this does not allow unbiased estimation of var[θ SP (m, n)]. Similar difficulties arise with Tukey's generalized splitting scheme; and Tocher's formula for the variance of Tukey's split-CV estimator (namely, the last equation on p. 116 of [16] ) appears to be incorrect. As Proposition 1 shows, these difficulties can be avoided by using m ≥ 3 and a suitably chosen control-assignment function to guarantee that the Z i 's are uncorrelated.
To construct an approximate 100(1 − α)% confidence interval for θ, we apply a standard technique for approximating the distribution of the variance estimator S 2 SP using a chi-square distribution with "effective" degrees of freedom
see p. 283 of [8] . If the Z i 's were independent instead of just being uncorrelated, then the variance of S 2 SP would be given by
to terms of order n −1 ([15] , p. 338). This motivated the following heuristic formula for the effective degrees of freedom assigned to S 2 SP :
where x denotes the smallest integer ≥ x. (To simplify the notation, we suppress the dependence ofν eff on n and m.) In view of (9), an approximate 100(1 − α)% confidence interval for θ isθ
where t 1−α/2 (ν eff ) denotes the quantile of order 1−α/2 for Student's t-distribution witĥ ν eff degrees of freedom.
3. Properties of the splitting scheme
Efficiency of the splitting scheme under normality
In this subsection we derive the variance of the split-CV estimator under the assumption that the response and the controls observed on each replication have a multivariate Normal distribution:
For this case, Lavenberg, Moeller, and Welch [10] showed that the classical CV estimatorθ CV (n) is unbiased and has variance
, where σ
In view of (8), we can easily calculate var[θ SP (m, n)] from the variance of a single controlled response Z 1 . From (4) and the unbiasedness of Z 1 , we have
where tr(·) denotes the trace operator. To continue the calculation of var(Z 1 ), we need the following results:
and
A sketch of the proof of (13) and (14) is given on p. 126 of [13] ; a complete argument is given on pp. 25-28 of [3] . Substituting (13) and (14) into (12) and letting I q denote the q × q identity matrix, we obtain
Using (8), we have
We see that var[θ SP (m, n)] ≥ var[θ CV (n)] for any number of groups m ≥ 2 and var[θ SP (m, n)] increases with m. This is to be expected: as the number of groups m increases, the estimate b from group H is based on fewer observations and therefore has larger variability. Recalling that we obtain an unbiased variance estimator only when m ≥ 3, we recommend using m = 3 groups. This is based on the result (15) for the normal case as well as Monte Carlo experience for the nonnormal case.
Large-sample properties of the point estimators
In this subsection, we relax the normality assumption (11), and we derive some asymptotic properties of the splitting scheme as the total sample size, n, becomes large while the number of groups, m, remains fixed. Since we will be dealing with vectors, the notions of convergence with probability 1 (denoted by It is well known that the classical CV estimatorθ CV (n) is asymptotically Normal with mean θ and variance parameter σ 2 Y ·C as n → ∞; see [12] . Next we show that the split CV estimatorθ SP (m, n) with a fixed number of groups m has the same asymptotic distribution and that it is strongly consistent. −→ θ as n → ∞, and
Proof. To prove part (i), we note that in the th group H ( = 1, . . . , m), the statisticsȲ ,C , and b respectively converge with probability 1 to θ, µ C , and β by the strong law of large numbers and Lemma 1; and the desired conclusion follows sincê θ SP (m, n) is the average of m terms of the formȲ − b δ( ) (C − µ C ) T .
To prove part (ii), we define the auxiliary quantities
. . , m and n = m, 2m, 3m, . . . .
Moreover, we define
where 0 q+1 is a (q+1)-dimensional column vector with all components equal to zero and Σ is the covariance matrix of (Y 1 , C 1 ). Since convergence with probability 1 implies convergence in probability (Theorem 20.5(i) of [7] ), Lemma 1 yields
It follows from (17), the multivariate central limit theorem ( 
where D −→ denotes convergence in distribution [7] . If {v 1 , . . . , v m } denote arbitrary real numbers, if {w 1 , . . . , w m } denote arbitrary q × 1 real vectors, and if {b 1 , . . . , b m } denote arbitrary 1 × q real vectors, then the function
is continuous everywhere in m(2q + 1)-dimensional Euclidean space; and thus the continuous mapping theorem ( [7] , Theorem 29.2) implies that
and in view of (16), we see that (
. Now we show that the variance estimator S 2 SP (m, n) with m fixed is strongly consistent.
Theorem 3 For any fixed m,
Proof. By elementary algebra,
By Theorem 2(i),
Moreover,
where we have used Lemma 1 and the strong law of large numbers. Combining (19), (20), and (18), we obtain the desired result.
Asymptotic exactness of the confidence interval
In this section we show that, under some moment conditions, the confidence interval (10) is asymptotically exact, i.e., the probability that it covers θ converges to 1 − α as n → ∞.
Theorem 4
Suppose that the following expectations are finite:
for 1 ≤ i, j, k, l ≤ q. Then for any fixed number of groups m, It follows from Theorem 2(ii), Theorem 3, Slutsky's theorem ( [14] , p. 19), and the continuous mapping theorem that
Finally we have
Experimental evaluation
We considered the problem of estimating mean completion time of a stochastic activity network. We studied the behavior of four estimation procedures: (a) the directsimulation procedure (DI) based on independent replications without controls; (b) the classical control-variate procedure (CCV); (c) Nelson's split-control-variate procedure (NSC) described in Section 6 of [12] ; and (d) our split-control-variate procedure with m = 3 groups (SC3) as described in Section 2. For each of these four procedures, we computed a point estimator and a confidence interval. The performance measures of interest were (i) point-estimator mean square error (MSE); (ii) confidence-interval coverage probability; and (iii) confidence-interval expected half-length. For the experimental performance evaluation, we used two stochastic activity networks of realistic complexity. Network 1 was taken from page 190 of [2] ; and the mean activity durations were also taken from the figure given in that reference. Network 2 was taken from page 245 of [11] ; and the mean activity durations were taken to be the most-likely times shown in the figure given in that reference.
The simulation models for these activity networks were structured to operate as follows. For each nondummy activity duration V i in a given network, the associated distribution was taken to be either (a) a normal distribution with a specified mean µ i and standard deviation σ i = µ i /4 whose tail was truncated below the value 0; or (b) an exponential distribution with a specified mean µ i . We chose the exponential distribution as the nonnormal alternative for reasons elaborated in [4] . For network 1 the set of activities with durations as in (a) was taken to be {(1,3), (2,6), (2,4), (8, 11) , (10, 13) , (12, 18) , (16, 17) (12, 13) , (13, 14) , (14, 15) , (5, 11) , (3, 9) , (4,10), (47,48), (41,42), (50,51)}. The following rule was used for selecting control variates. Ranking the paths in decreasing order of expected duration, we chose the first three path times as the components of the control vector. We define relative dominance as the probability that the first of these paths is the critical path (i.e., the longest path) in a single realization of the network. For each of the selected networks, we simulated three variants exhibiting progressively greater relative dominance.
To estimate the mean completion time θ in each network with sufficient accuracy for use as the "true" estimand in reporting confidence-interval coverage probability and MSE in the main simulation study, we performed a large-scale pilot study using only the direct-simulation estimatorθ DI . Table 1 summarizes the results of the pilot study, displaying for each network the observed value ofθ DI and the corresponding estimate of the standard error SE(θ DI ). Inspection of Table 1 indicates that in each network, the value of θ has been estimated to an accuracy of at least three significant figures. Thus we considered the estimates in Table 1 to be the "true" values of θ in the main simulation study. To ensure that the coverage probabilities reported for the main simulation study were not significantly contaminated by errors in the "true" (Tables 2 and 4 In previous experimentation [4] , we found that the assumption of joint normality (11) between the response and the controls becomes increasingly untenable as the relative dominance increases; and this results in serious degradation in confidenceinterval coverage. To assess the effect on confidence-interval coverage of departures from the normality assumption, we set the relative dominance at three broad levels (low, medium, and high); and to assess the effect of sample size n, we performed simulation experiments involving n = 48, 96, and 192 independent replications. Motivated by (15), we used m = 3 groups for all of the results reported here. For each combination of relative dominance and sample size, we generated 1024 independent experiments; and in each experiment we computed a point estimator of θ and a nominal 90% confidence interval for θ based on the DI, CCV, NSC, and SC3 procedures. By averaging the results across all 1024 experiments, we estimated point-estimator MSE and confidence-interval coverage probability and expected half-length for all four estimation procedures. The results of this experimental performance evaluation are summarized in Tables 2 through 5 . In these tables, we have ensured that each entry has a relative error no larger than 5%.
The main conclusions that can be drawn from the results given in Tables 2 through   5 are the following: 1. All control-variate-based confidence intervals (CCV, NSC, and SC3) become 5.34 0.13 0.14 0.14 shorter on the average as relative dominance increases; however, this is achieved at the expense of some loss of coverage, which may be substantially lower than the nominal level in extreme cases (see network 2 with high relative dominance).
2. As the sample size increases, the CCV, NSC, and SC3 confidence intervals approach nominal coverage. This was expected, since all confidence intervals are asymptotically exact (see [10] for CCV; see Theorem 4 for SC3; the NSC confidence interval can also be shown to be asymptotically exact).
3. In order of both increasing coverage probability and increasing expected halflength of the confidence intervals, the procedures were almost always ranked as follows: CCV, NSC, and SC3.
4. In order of increasing point-estimator MSE, the procedures were almost always ranked as follows: CCV, NSC, and SC3.
Although the SC3 procedure does not appear to completely alleviate the loss of coverage in cases of extreme nonnormality, it consistently proved to be the most robust with respect to coverage probability in the examples presented here and in further Monte Carlo experiments we have conducted. The price paid was a slight increase in expected confidence-interval half-length and point-estimator MSE. When the controls are expected to be strongly correlated with the response (that is, for cases of large relative dominance in our experiments), one may expect all control-variatebased procedures to achieve large reductions in expected confidence-interval half-length and point-estimator MSE when compared to the direct-simulation procedure; and in these situations the price seems to be well justified. In such cases, the SC3 procedure should be preferred, followed by NSC and CCV. When the controls are not expected to be strongly correlated with the response (cases of low relative dominance in our experiments), one may expect all control-variate-based procedures to achieve small MSE reductions and nearly nominal coverage probabilities; and in such cases, the CCV procedure should be preferred, followed by NSC and SC3.
An additional appealing feature of the SC3 procedure is the unbiasedness not only of the point estimatorθ SP but also of the associated variance estimator S 2 SP /n, irrespective of any distributional assumptions. We would recommend SC3 for situations where joint normality of the response and the controls is suspect, especially when the controls are expected to be strongly correlated with the response and the sample size is relatively small.
