Abstract (250 words) -Cells are fundamental functional units of multicellular organisms, with 13 different cell types playing distinct physiological roles in the body. The recent advent of single 14 cell transcriptional profiling using RNA sequencing is producing "big data", enabling the 15 identification of novel human cell types at an unprecedented rate. In this review, we summarize 16 recent work characterizing cell types in the human central nervous and immune systems using 17 single cell and single nuclei RNA sequencing, and discuss the implications that these discoveries 18 are having on the representation of cell types in the reference Cell Ontology (CL). We propose a 19 method based on random forest machine learning for identifying sets of necessary and sufficient 20 marker genes that can be used to assemble consistent and reproducible cell type definitions for 21 incorporation into the CL. The representation of defined cell type classes and their relationships 22 in the CL using this strategy will make the cell type classes findable, accessible, interoperable, and 23 reusable (FAIR), allowing the CL to serve as a reference knowledgebase of information about the 24 role that distinct cellular phenotypes play in human health and disease. 25 26
We recently discussed the challenges faced by the CL in the era of high-throughput, high-content 142 single cell phenotyping technologies, including sc/snRNAseq (4).
One of the key 143 recommendations was to establish a standard strategy for defining cell type classes that combine 144 three essential components: 145
• the minimum set of necessary and sufficient marker genes selectively expressed by the 146 cell type, 147
• a parent cell class in the Cell Ontology, and 148
• a specimen source description (anatomic structure + species). 149
In order to identify the set of necessary and sufficient marker genes from an sc/snRNAseq 150 experiment, we have developed a method -NSforest -that utilizes a random forest of decision 151 trees machine learning approach. 152
To illustrate how this approach can produce standard cell type definitions, we have applied the 153 method to a transcriptomic dataset derived from single nuclei isolated from the middle temporal 154 gyrus, cortical layer 1 of a post-mortem human brain specimen ( Figure 1a in reference 14) . 155
Transcriptional profiles obtained from RNA sequencing of a collection of single sorted nuclei was 156 used to identify 16 discrete cell types using an iterative data clustering approach. Based on theexpression of the previously charaterized marker genes SNAP25 and GAD1 for broad classes, 11 158 inhibitory interneurons, 1 excitatory neuron and 4 glial cell type clusters were identified. 159
In the first step (Figure 1b) , NSforest takes the gene expression data matrix of single nuclei with 160 their cell type cluster membership as input, and develops a classification model for each cell type 161
cluster by comparing each Cluster X versus all non-Cluster X profiles using the random forest 162 algorithm (31). In addition to the classification model itself, NSforest produces a ranked list of 163 features (genes) that are most informative for distinguishing between Cluster X and all of the other 164
clusters. 165
In the second step, NSforest constructs single decision trees using first the top gene, then the top 166 two genes, top three genes, etc., until a stable tree topology and optimal classification accuracy is 167 achieved. The minimum number of genes necessary to obtain this stable classification result 168 corresponds to the necessary and sufficient set of marker genes defining each cell type cluster 169 within this experimental context. 170
The expression of the complete set of marker genes obtained from applying NSforest to the single 171 nuclei dataset is illustrated in Figure 2 . In most cases, the expression of three marker genes is 172 sufficient to define a cell type cluster, with a range of one to five necessary and sufficient marker 173 genes per cluster. Glial cell subtypes appear to be more distinct from each other, requiring 174 relatively few genes to sufficiently define the cell type. In contrast, neuronal subtypes appear to 175 be more similar, requiring more genes to achieve specificity. In some cases, a combination of both 176 positive and negative expression optimally defines a cell type cluster. 177
For one of the inhibitory interneuron cell types defined in this study (i5), we were able to connect 178 the distinct transcriptional profile with a previous cell type defined based on its unique cellular 179 morphology -the Rosehip cell (14). This then allows us to construct an ontological representationthat includes both a colloquial name, an alternative name, and a definition combining the necessary 181 and sufficient marker genes, a CL parent cell class, and specimen source information, as follows: 182
• Colloquial name -rosehip neuron 183
• Alternative name -KIT-expressing MTG cortical layer 1 GABAergic interneuron, 184 human 185
• Definition -A human middle temporal gyrus cortical layer 1 GABAergic interneuron 186 that selectively expresses KIT, NTNG1, and POU6F2 mRNAs 187
A complete set of cell type names and definitions for all cell type clusters identified in this 188 experiment is provided in Table 1 . NSforest approach takes a data matrix of expression values (e.g. transcripts per million reads) of 331 genes (rows) in single cell/nuclei samples (columns) grouped by cell type cluster membership. In 332 the first step, the expression levels of genes are used as features in the random forest machine 333 learning procedure to train classification models comparing single cell/nuclei expression data in 334 one cell type cluster against single cell/nuclei expression data in all other clusters, for every cell 335 type cluster separately, using the Random Forest Learner in KNIME v3.1.2. Each cell type clusterclassification model is constructed from one hundred thousand trees using Information Gain Ratio 337 as the splitting criteria, where each decision tree is generated using the default bagging parameters 338 -the square root of the number of features and a bootstrap of samples equal to the training set size. 339
For each cell type cluster classification model, the method outputs usage statistics, including how 340 often each gene is used as a branching criterion and the number of times it was a candidate across 341 all random decision trees. By summing the frequency of use when a candidate across the first three 342 branching levels, the list of genes can be ranked by their usefulness in distinguishing one cell type 343 clusters from the other clusters. In the second step, single decision trees are constructed using the 344 first gene from the ranked list, the first two genes, the first three genes, etc. Each individual tree 345 is then assessed for classification accuracy and tree topology using the training data. Given the 346 objective of determining the necessary and sufficient marker genes, we apply additional criteria in 347 scoring the trees -we restrict each gene to being used in only one branch per tree, and find the 348 optimal classification for the target cluster only, rather than the overall classification score. The 349 addition of genes from the ranked list is stopped when an optimal classification or stable tree 350 topology is achieved. The minimum number of genes used to produce this optimal result 351 corresponds to the set of necessary and sufficient marker genes required to define the cell type 
