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Abstract
If F is a set-valued mapping from IRn into IRm with closed graph, then
y ∈ IRm is a critical value of F if for some x with y ∈ F (x), F is not
metrically regular at (x, y). We prove that the set of critical values of a
set-valued mapping whose graph is a definable (tame) set in an o-minimal
structure containing additions and multiplications is a set of dimension not
greater than m − 1 (resp. a porous set). As a corollary of this result we
get that the collection of asymptotically critical values of a semialgebraic set-
valued mapping has dimension not greater than m−1, thus extending to such
mappings a corresponding result by Kurdyka-Orro-Simon for C1 semialgebraic
mappings. We also give an independent proof of the fact that a definable
continuous real-valued function is constant on components of the set of its
subdifferentiably critical points, thus extending to all definable functions a
recent result of Bolte-Daniilidis-Lewis for globally subanalytic functions.
1 Introduction.
The classical Sard (or Morse-Sard) theorem states that the collection of critical
values of a Ck-mapping F from (an open subset of) IRn into IRm has Lebesgue
measure zero, provided k ≥ max{n −m + 1, 1}. The fundamental role of the Sard
theorem in analysis and differential geometry comes from the fact that for a regular
(non-critical) value y of F the set of solutions of the equation F (x) = y (if nonempty)
is a nice set (a manifold) which responds to variations of the right-hand side in a
stable and non-chaotic way. The Sard theorem therefore ascertains that a typical
value of a sufficiently smooth mapping is regular.
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Such a result would be highly welcome in variational analysis in which the sta-
bility issue is of an extreme importance. It would be highly desirable to be able
to make similar statements e.g. about systems of inequalities or other relations of
interests in variational analysis.
At the first glance this does not seem to be possible. The Sard theorem is sharp
and there are widely known examples (Whitney [23], Yomdin [25]) showing that for
a less smooth function or mapping Sard’s theorem does not hold. The most precise
result was proved by Bates [2]: Sard’s theorem holds for Cn−m,1-mappings (n −m
times continuously differentiable with locally Lipschitz derivatives of order n−m).
Here “Lipschitz” cannot be stregthened to “Ho¨lder” as was found by Norton [17].
However, recently Kurdyka-Orro-Simon [13] proved that the collection of critical
and asymptotically critical values of a semialgebraic C1-mappings is a semialgebraic
set of dimension m − 1 or less. Several results of Morse-Sard-type were proved for
real-valued functions under even more general assumptions: [21, 24] (quantitative
results for maximum and minimax of smooth families of functions), [18] (distance
function to a C∞-submanifold of a Riemann manifold), [1] (generalized critical values
of a C1-function definable in an o-minimal structure), [3, 4, 5] (critical points of
globally subanalytic functions). The last three papers have largely stimulated this
study.
These results demonstrate that the differentiability requirement can be substan-
tially weakened in exchange for some structural restrictions on the class of mappings
or functions. The main result of this paper shows that the frameworks of this trade-
off can be considerably expanded. This is the statement of the main theorem.
Theorem 1. If F : IRn ⇒ IRm is a tame set-valued mapping with locally closed
graph, then the set of critical values of F is a σ-porous1 set in IRm. In particular it
has Lebesgue measure zero. Moreover, if the graph of F is a definable set, then the
set of critical values of F is also a definable set of dimension not exceeding m− 1.
The next two sections contain all information from variational analysis and the
theory of o-minimal structures which is necessary for the proof of the theorem. Here
we shall only add a couple of general remarks.
First we note that the concept of a ‘critical value” provided by modern variational
analysis is very natural. (Actually this concept seems to be defined here for the first
time. However the “parent” concept of (metric) regularity has been thoroughly
studied during last two decades, see e.g. [12, 16, 20].) We observe that restricted
to single-valued continuously differentiable mappings, this definition reduces to the
classical concept: y is a critical value of F if there is an x such that F (x) = y and
the rank of the derivative ∇F (x) is smaller than m.
1A set Q in a metric space is called porous if there is a λ > 0 such that for any x ∈ Q and any
r > 0 the set B(x, r)\Q contains a ball of radius λr. A σ-porous set is a countable union of porous
sets. A σ-porous set in IRn is both of the first Baire category and Lebesgue measure zero.
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Definability and tameness are fundamental concepts of the theory of o-minimal
structures (see e.g. [8, 10, 22]) which is also being very actively developed last
two decades, partly in response to Grothendieck’s call for a new “tame topology”
based on ”a real look ... at the context at which we live, breathe and work”. [11].
The important point about definable and tame objects is that they are void of
“pathologies” so typical for generic objects of nonsmooth analysis (e.g. Lipschitz
functions that cannot be recovered from their subdifferentials).
A search for good classes of nonsmooth functions (“less subject to wildness”, I
would add, again quoting [11]) for which certain results could be proved, was among
the dominant themes in nonsmooth analysis since practically its very beginning.
Just mention lower C2 functions [19], amenable functions, prox-regular functions
[20], semismooth functions [15], minimal cuscos [7], partially smooth functions [14].
Functions of these classes well serve for the purposes they have been created, but
none of the classes have structural properties compared to the properties of definable
and tame functions and sets (which need not be differentiable or even continuous).
Thanks to these properties, definable and tame functions and sets look like an almost
ideal playground for applicable finite dimensional variational analysis.
As a consequence of the theorem, we recover the part of the theorem of Kurdyka,
Orro and Simon [13] relating to the dimension of the set of asymptotic critical values
of semialgebraic mappings (not the fibration part of the theorem). Actually we get
an extension of this theorem to set-valued mappings with semialgebraic graphs.
We get this result as a part of a more general theorem in which a “stratification” of
asymptotically critical values by rates of asymptotic decline of the rates of surjection
is taken into consideration. We also give a separate proof of an o-minimal extension
of the recent result by Bolte, Danniilidis and Lewis [3] saying that a continuous
globally analytic function which is continuous on its domain is constant on connected
components of the set of its critical points.
Theorem 1 is proved in §5. In §4 we state and prove some preliminary results
needed for the proof of the theorem. Some of them are probably new but some (e.g.
definability of derivative) are known. We give short proofs of the latter as well, just
for convenience. The principal results here are Proposition 1 (which builds a bridge
between the two parts by showing that the “rate of surjection” which is a quanti-
tative measure of regularity is a definable or tame function, provided the graph of
the set-valued mapping is respectively definable or tame) and Proposition 6 (show-
ing that for certain definable families of functions, uniform smallness of functions
implies smallness of derivatives on big sets). The last §6 contains statements and
proofs of the corollaries mentioned above.
Acknowledgement. This paper was written while I was on sabbatical in the
Department of Computer Science of Dalhousie University. I wish to express my
gratitude to the department and especially to Jon Borwein for hospitality and ex-
cellent working conditions I was provided with. I am also thankful to Adrian Lewis
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for inspiring discussions.
2 Openness, regularity and critical values.
The concept defined below makes sense in every Banach, and actually in every metric
space. This level of generality is not needed here, so we define everything for finite
dimensional Euclidean spaces and refer the reader to [12] for the general theory.
So let again F : IRn ⇒ IRm be a set-valued mapping. For (x, y) ∈ Graph F we
set
SurF (x, y)(λ) = sup{r ≥ 0 : y + rBY ⊂ F (x+ λBX)}.
and then for (x¯, y¯) ∈ cl(Graph F ) (the closure of Graph F ) define the rate of
openness (surjection) of F at (x¯, y¯) by
surF (x|y) = lim inf
(x,y,λ)→(x,y,+0)
1
λ
SurF (x, y)(λ),
For single valued F we usually write surF (x) (instead of surF (x|F (x))).
The function λ → SurF (x|y)(λ) is called the modulus of surjection of F at
(x¯, y¯). Here, as usual, BX etc. is the unit ball in IR
n and we set sup ∅ = 0 (or
else, we can calculate the liminf in the definition of SurF only along sequences of
(x, y) ∈ Graph F ).
It follows from the definition that the function surF is defined on the closure of
Graph F . If however F is a set-valued mapping with closed graph, then it is possible
to show that 2
surF (x|y) = lim inf
(x,y) →
Graph F
(x,y)
lim inf
λ→+0
1
λ
Sur(x, y)(λ)
In general, the quantity in the right-hand side of the equality can by greater. Con-
sider for instance the following mapping IR⇒ IR:
F (x) = {y : 0 < |y| < |x|}.
Then surF (0, 0) = 0 (take xn = λn = n
−1, yn = n
−2) but the right-hand side
quantity is equal to ∞.
The reciprocal of surF (x|y) is the rate of metric regularity of F at (x¯, y¯).
regF (x|y) = [surF (x|y)]−1.
2This fact probably has not been explicitly mentioned earlier but it easily follows from the slope
characterization of the rate of surjection given in [12]
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This is a quantitative measure of stability of solution x of y ∈ F (x) at y = y for it
is precisely the lower bound of positive K such that
d(x, F−1(y)) ≤ Kd(y, F (x))
for all (x, y) of a neighborhood of (x¯, y¯).
It is said that F is regular at (x, y) or that (x, y) is a regular point of F if
surF (x|y) > 0.
Otherwise (x, y) is a singular point of F . Finally, y is a singular or critical value
of F if there is a x such that y ∈ F (x) and surF (x|y) = 0.
Remark . Observe that the above definition of a critical value covers both the
case of a “proper” critical value when (x, y) belongs to the graph of F and of a
“generalized” critical value when (x, y) belongs to the closure of Graph F but not
to the graph of F itself. In principle, if we impose no topological conditions on F ,
it may happen that the a critical value of F (even proper) is a regular value of the
set-valued mapping whose graph is the closure of Graph F . Consider, for instance
the following set-valued mapping F : IR2 ⇒ IR2:
F (0) = {0}; F (x) = ‖x‖B\(the x axis), if x 6= 0.
Then zero is a proper critical value of F but a regular value of the mapping whose
graph is the closure of Graph F .
To avoid pathologies like that, we shall mainly consider set-valued mappings
with locally closed graphs. Another reason for introducing such an assumption is
that the all known regularity criteria need it.
The following known facts will be used in the sequel (see [12])
• y is a critical value of F if and only if it is a critical value of the projection
IRn × IRm → IRm restricted to Graph F ;
• surF is a lower semicontinuous function;
• if F (x) = Ax is a linear operator, then for any x
surA(x) = SurA(x)(1) = inf
‖y∗‖=1
‖A∗y∗‖ = ‖A∗−1‖−1,
so that we can write just surA etc.;
• if F is single-valued and continuously differentiable at x, then surF (x) =
sur(∇F (x)), where by ∇F (x) we denote the Jacobian matrix of F or/and the cor-
responding linear operator IRn → IRm.
• if F (x) = H(x)+A(x), where A is a linear operator, H is a set-valued mapping
with locally closed graph and y ∈ H(x), then surF (x|y + A(x)) ≥ surH(x)− ‖A‖;
• if F = H ◦G, where G is a C1 mapping into the domain space of H and the
graph of H is locally closed, then
surG(x) · surH(G(x)|y) ≤ surF (x|y) ≤ ‖∇G(x)‖ · surH(G(x)|y).
5
The most general regularity criterion (actually, the precise formula for the rate of
regularity) is based on the concept of slope introduced by DeGiorgi-Marino-Tosques.
We shall state it only for single valued mappings as it is sufficient here. Let f be an
extended-real-valued function which is finite at x. The slope of f at x is the lower
bound of K ≥ 0 such that f(x) ≥ f(u)−K‖x − u‖ for all u of a neighborhood of
x. (The usual convention inf ∅ =∞ applies.) The slope is usually denoted |∇f |(x)
to emphasize that for a Fre´chet differentiable function the slope coincides with the
norm of the gradient.
Given a mapping F : IRn ⇒ IRm defined and continuous in a neighborhood
of a certain x, we set for any y ∈ IRm fy(x, v) = ‖y − F (x)‖. Then surF (x¯, y¯)
is the upper bound of γ ≥ 0 having the property that there is an ε > 0 such that
|∇fy|(x) ≥ γ for all x and y satisfying ‖x − x‖ < ε, y 6= F (x). (The same result
will be obtained if, instead of all y 6= F (x) we shall take y ∈ U\F (x), where U is an
arbitrary neighborhood of F (x).)
Let us define the slope of F at x by
Sl F (x) = inf
y 6=F (x)
|∇fy|(x, v).
Then the above stated result can be equivalently expressed as
surF (x) = lim inf
x→x
Sl F (x).
It follows in particular that
surF (x) ≤ Sl F (x), ∀ x ∈ dom F.
3 O-minimal structures and definable functions.
We give below the statements of main definitions and facts without proofs. There
are two excellent introductions to the subject: [8, 10]. General o-minimal structures
can be associated with various linearly ordered sets but we here shall consider only
structures associated with the real line IR. We shall keep the notation IRn also for
Euclidean spaces and denote the inner product by (·|·).
Definition 1. An structure on IR is a sequence S = (Sn), (n ∈ N) such that for
each n
(D1) Sn is a Boolean algebra of subsets of IRn, that is, ∅ ∈ Sn and Sn contains
unions, intersections and complements of its elements;
(D2) If A ∈ Sn, then A× IR and IR× A belong to Sn+1;
(D3) {x = (x1, ...xn) : xi = xj} ∈ Sn for any 1 ≤ i < j ≤ n;
(D4) If A ∈ Sn+1 then the projection pi(A) of A to IR
n (pi : (x1, ..., xn, xn+1)→
(x1, ..., xn)) belongs to Sn;
6
A structure is called o-minimal (short for “order minimal”) if in addition
(D5) {(x, y) ∈ IR2 : x < y} ∈ S2.
(D6) the elements of S1 are precisely finite unions of points and open intervals.
The elements of Sn, n = 1, 2, ... are called definable (in S). A set Q is called tame
if its intersection with any bounded definable set is a definable set. A (set-valued)
mapping F from a subset of IRn into IRm is called definable (tame) if its graph is a
definable (tame) set. Likewise, a real-valued function defined on a subset of IRn is
definable if its graph is a definable set in IRn+1.
In variational analysis it is often convenient to work with extended-real-valued
functions defined on all of IRn. The definition can easily be extended to such func-
tions: f is definable if its graph {(x, α) ∈ IRn × IR : α = f(x)} is definable along
with the sets {x : f(x) =∞} and {x : f(x) = −∞}.
The subtle points of the definition are (D4) and (D6). (D4) is usually the most
difficult part of the proof that a certain collection of sets is a structure. A conse-
quence of it is that any set obtained from definable sets with the help of finitely
many existential and universal quantifiers ∃, ∀ (applied to variables only, not to
sets, functions and other parameters) and boolean operations is also definable.
(D6) is basically responsible for a number of remarkable structural (tameness)
properties of definable sets and functions (e.g. Monotonicity, Cell Decomposition
and Definable Choice theorems stated below) which exclude any possibility of “wild”
behavior.
Here are several examples of o-minimal structures most useful for analysis.
1) Let us call a set Q ⊂ IRn an open polyhedron if it is the intersection of finitely
many open half spaces {x : f(x) < 0} and hyperplanes {x : f(x) = 0}, where
f(x) = (a|x)+α are affine functions. The structure Slin of semilinear sets is formed
by finite unions of open polyhedrons. All axioms of o-minimal structures are easy
to verify in this case.
2) If we replace affine functions by polynomials, we obtain the structure Salg of
semialgebraic sets. Here again all axioms are verified easily, with the exception of
(D4). The latter is the subject of a deep Tarski-Seidenberg theorem (see [6]). A con-
sequence of this fact is that semialgebraic sets admit elimination of quantifiers, that
is any set obtained from semialgebraic sets with the help of quantifiers and boolean
operations can also be obtained by means of a quantifier free formula involving only
level and sublevel sets of polynomials and boolean operations.
3) The above scheme no longer works if we make a step further and replace
polynomials by real analytic function. We can define semianalytic sets in the same
way but using arbitrary real analytic functions. However, in this case (D4) and
(D6) do not hold. Indeed, the set of zeros of sin x is an infinite collection of isolated
points and there are also examples of bounded semianalytic sets whose projections
are not semianalytic.
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Nonetheless there exists a rich o-minimal structure in which all bounded semian-
alytic sets are definable. A set Q ⊂ Rn is called subanalytic if locally near each of its
points it is a projection of a bounded semianalytic set, that is if for any x ∈ Q there
is an open neighborhood U of x and a bounded semianalytic S ⊂ IRn+k such that
the projection of S to IRn coincides with Q
⋂
U . A set Q ⊂ IRn is called globally
subanalytic if F (Q) is subanalytic whenever F is a semialgebraic homeomorphism
of IRn onto (−1, 1)n.
It turns out that globally subanalytic sets already satisfy all axioms and the
corresponding o-minimal structure is denoted San.
It is possible to give an alternative “non-constructive” description for Slin and
Salg, namely Slin is the minimal structure containing graphs of affine functions and
Salg is the minimal structure containing graphs of all polynomials. It turns out that
San is the minimal structure containing semialgebraic sets and graphs of restrictions
of real analytic functions to balls.
4) The minimal structure San,exp containing all globally subanalytic sets and the
graph of the exponent ex is also o-minimal. Clearly
Slin ⊂ Salg ⊂ San ⊂ San,exp
We shall further consider only o-minimal structures satisfying the additional
property
(D7) The graphs of addition: {(x, y, z) ∈ IR3 : z = x + y} and multiplication
{(x, y, z) ∈ IR3 : z = x · y} belong to S3.
The semi-linear structure does not belong to this class but every semilinear set
is semialgebraic, so all results valid for the latter are also valid for semilinear sets.
The following are some simple properties of definable and tame sets and functions
which are obtained from the axioms with relative easiness.
• the closure and the interior of a definable (tame) set is a definable (tame) set;
• a function is definable (tame) if and only if its epigraph {(x, λ) : λ ≥ f(x)}
and hypograph {(x, α) : a ≤ f(x)} are definable (tame) sets;
• the derivative (also partial) of a definable (tame) function is a definable (tame)
function;
• under a suitable agreement about operations with infinite values (e.g. ∞−∞ =
∞; 0·∞ =∞ etc. ) the collection of definable (tame) extended-real-valued functions
is stable under summation, subtraction, multiplication and operations of pointwise
maximum and minimum; composition of definable mappings is definable.
• If f1, ...fk are definable (tame) functions and IRn is partitioned into k definable
sets X1, ..., Xk, then the function f equal to fi on Xi is definable(tame).
• the functions
inf
y
f(x, y) and sup
y
g(x, y)
8
are definable, provided so are f, g;
• the image and the preimage of a definable set under a definable mapping is a
definable set; the image of a tame set under a proper tame mapping is a tame set.
And now several fundamental results characterizing the tameness properties of
definable sets and functions.
Monotonicity theorem. Let f be a definable function on IR. Then dom f is a
finite union of points and (open) intervals, and on each of the intervals f is either
constant or strictly monotone and continuous.
Uniform finiteness theorem. Let F be a definable set-valued mapping from IRn
into IRm. Suppose that every F (x) contains finitely many points. Then there is a
natural N such that the number of points in every F (x) does not exceed N .
The next theorem uses the concept of a cell whose definition we omit. Although
this concept will be often used in what follows, we do not need the specific structure
of cells described in the formal definition. For us it will be sufficient to think of a
Ck-cell of dimension r as of an r-dimensional Ck-manifold which is the image of the
cube (0, 1)r under a definable Ck-diffeomorfism. As follows from the definition, an
m-dimensional cell in IRm is an open set.
Cell Decomposition Theorem (a) Let Q ⊂ IRm be a definable set. Then for any
k, Q can be represented as a disjoint union of a finite number of cells of class Ck;
(b) Let F be a definable mapping from a set Q ⊂ IRn into IRm. Then there exist
a partition of Q into a finite number of cells of class Ck such that the restriction of
F on each cell is a mapping of class Ck.
The maximal dimension of the cell in a decomposition of a definable set is called
the dimension of the set. Of course, the dimension does not depend on the choice
of decomposition. The important fact concerning dimension is that the dimension
of the image of a definable set under a definable (single-valued) mapping cannot be
greater than the dimension of the preimage.
Another consequence of the cell decomposition theorem is that any definable
set has a finite number of connected components. More careful analysis leads to
the conclusion that any connected definable set is definably pathwise connected, that
is any two points of the set can be joined by a definable continuous curve lying
completely in the set.
For a set-valued mapping F : IRn ⇒ IRm we denote dom F = {x ∈ IRn : ∃y[y ∈
F (x)]}, that is to say, the projection of the graph of F onto the domain space. A
selection of F is, as usual, a mapping ϕ(x) from dom F into the image space such
that ϕ(x) ∈ F (x) for all x ∈ dom F .
Definable Choice Theorem. Any definable (resp. tame) set-valued mapping has
a definable (resp. tame) selection.
We conclude the introduction with the following simple example which demon-
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strates the difference between definability and tameness and shows that one must
be more careful when working with tame objects.
The function sin t is a tame function and t−1 is a semialgebraic function but the
composition sin t−1 is not even a tame function (its restriction to e.g. (0, 1) is not
definable in any o-minimal structure). Thus a composition of tame functions may
be not a tame function. Observe that sin t is not a proper map.
4 Some preliminary results.
Proposition 1. Let F be a definable (tame) set-valued mapping from IRn into IRm.
Then surF is a definable (resp. tame) function with dom (surF ) ⊂ cl(Graph F ).
Proof. We can represent the graph of (x, y, λ)→ SurF (x|y)(λ) (considered a func-
tion on Graph F × (0,∞)) as (P
⋃
Q)
⋂
S, where
P = Graph F × (0,∞)× {0};
Q = {(x, y, λ, r) : ∀ 0 ≤ ρ < r, ∀ v [‖v − y‖ ≤ ρ⇒ ∃u, ‖u− x‖ ≤ λ, v ∈ F (u)]};
and
S = {(x, y, λ, r) : ∀ ε > 0 ∃ v [‖v − y‖ < r + ε & ∀u [‖u− x‖ ≤ λ ⇒ v 6∈ F (u)]]}.
If F is a definable mapping, then P is clearly definable and the other two sets are also
definable by (D4) as was explained in the previous section. Hence so is the graph
of SurF (x|y)(λ). If F is a tame mapping, then for any K > 0 the intersections of
three sets with {(x, y, λ, r) : ‖x‖ ≤ K, ‖y‖ ≤ K, 0 ≤ λ, r ≤ K} is a definable set,
so the intersection of the graph of SurF with any such set is a definable set.
We note further the epigraph of surF is the intersection of the closure of the
epigraph of λ−1Sur(x|y)(λ) with the set {x, y, λ, α) : λ = 0}, so surF is a definable
(or tame) function and its domain lies in the closure of Graph F by definition.
Proposition 2. Let F be a continuous definable (single-valued) mapping from an
open definable subset of IRn into IRn. Then the dimension of the set of critical values
of F is not greater than n− 1.
Proof. By the cell decomposition theorem, dom F is the union of C1-cells and the
restriction of F onto each of them is C1. Then the set of critical values of the
restriction of F to any cell of dimension n has measure zero by the Sard theorem,
hence, by definability, its dimension cannot be greater than n − 1. On the other
hand the image of the union of F -images of all other cells is also a set of dimension
not greater than n− 1.
Proposition 3. Let U be an open definable subset of IRn and F a continuous
definable (single-valued) mapping from U into IRm. Assume that surF (x) = 0 for
every u ∈ U . Then dimF (U) ≤ m− 1.
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Proof. Assume the contrary: dimF (U) = m. Then there is an m-dimensional cell
Q ⊂ F (U) which by definition is an open subset of IRm.
Applying the definable choice theorem, we shall find a definable mapping G :
Q → IRn such that {(x, y) : x = G(y), y ∈ Q} ⊂ Graph F . This means that
F ◦G = Id|Q.
As G is definable, there is a smaller definable cell Q˜ ⊂ Q such that G is C1
on Q˜. We have (F ◦ G)(Q˜) = Q˜. Therefore the set G(Q˜) also has dimension m.
This set is also definable as a definable image of a definable set. Therefore there is
an m-dimensional cell D ⊂ G(Q˜) such that the restriction of F to D is C1. But
then G ◦ F |D = Id|D and as F continuously differentiable at every x ∈ D and G
is continuously differentiable at every y = F (x), x ∈ D. Without loss of generality
we can identify D with (−1, 1)m. So we have ∇G(y) ◦ ∇(F |D)(x) = I, that is
∇(F |D)(x) is a non-singular operator IR
m → IRm which by the Lusternik-Graves
theorem means that sur(F |D)(x) > 0. As surF (x) ≥ sur(F |D) (because D ⊂ Q˜ and
F is C1 on Q˜), we get a contradiction.
Remark . Observe that a continuously differentiable mapping into IRm, m ≥ 2
with the rate of surjection identically zero can be surjective (see [?]).
Proposition 4 (Differentiability theorem). If f is a definable function on IR, then
f ′ is also definable and
(a) dom f ′ is an open set;
(b) f ′ is continuous on dom f ;
(c) dom f\dom f ′ is a finite set.
Proof. We have
Graph f ′ = {(t, α) ∈ dom f × IR : ∀ ε > 0 ∃ δ > 0
[|τ − t| < δ ⇒ |f(τ)− f(t)− α(τ − t)| < ε|τ − t|]}.
Hence Graph f ′ is a definable set.
(a) Let t ∈ dom f ′. Then for any δ > 0 the sets (t, t+ δ)∩dom f and (t− δ, t)∩
dom f are nonempty. The monotonicity theorem now implies (as every monotone
function is almost everywhere differentiable) that also the sets (t, t + δ) ∩ dom f ′
and (t− δ, t) ∩ dom f ′ are nonempty for any positive δ, hence they are infinite. As
these sets are definable, by (D6) there must be a δ > 0 such that (t, t+ δ) ⊂ dom f ′
and (t− δ, t) ⊂ dom f ′, that is (t− δ, t + δ) ⊂ dom f ′.
(b) As f ′ is a definable function, it obeys the monotonicity theorem. Thus we
only need to observe that if there are τ < τ ′ < τ ′′ such that (τ, τ ′′) ⊂ dom f ′ and f ′
is monotone on (τ, τ ′) and (τ ′, τ ′′), then
lim
t→τ ′−0
f ′(t) = lim
t→τ ′+0
f ′(t)
for otherwise f would not be differentiable at τ ′.
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(c) The set dom f\dom f ′ must have Lebesgue measure zero due to almost every-
where differentiability of monotone functions. Therefore it cannot contain intervals
and, being definable, must be finite.
Corollary Let f be a definable function on an interval (a, b). Then there is a finite
number of points a = t0 < t1 < ... < tk = b such that on each interval (ti, ti+1) f
is continuously differentiable and f ′ either strictly positive, or strictly negative or
identically equal to zero.
Proof. Let ti be either the points of non-differentiability or f or isolated points of
{t : f ′(t) = 0} or the ends of intervals in the decomposition of the set according to
(D6).
Proposition 5 (Uniform integrability lemma). Let Q ⊂ IRn be a definable set, and
let ϕ(x, t, s) be a definable function on Q× (a, b)× (0, 1), where −∞ < a < b <∞.
Suppose that ϕ(x, t, s)→ 0 as s→ 0 uniformly on Q× (a, b). Then
∫ b
a
|ϕt(x, t, s)|dt→ 0, as s→∞, uniformly on Q.
Here ϕt is the derivative of ϕ with respect to t.
Proof. By the preceding corollary for any x ∈ Q, s ∈ (0, 1) there are finitely many,
say N(x, s) points τi = τi(x, s) (with τ0 = a, τN(x,s) = b) on (a, b) such that on each
interval bounded by a pair of adjacent points, ϕ is continuously differentiable with
respect to t and the derivative is either identical zero or does not change the sign.
The set-valued mapping which associates with every (x, s) the collection of these
points τi(x, s) is definable.
Indeed the set
{(x, t, s) ∈ Q× (a, b)× (0, 1) : ϕ(x, ·, s) is discontinuous at t}
is definable. Indeed, this set is equal to the intersection of
{(x, t, s) : ∃r > 0, ε > 0 ∀δ ∈ (0, ε) [ϕ(x, t+ δ, s)− r > ϕ(x, t− del, s)]}
and
{(x, t, s) : ∃r > 0, ε > 0 ∀δ ∈ (0, ε) [ϕ(x, t + δ, s) + r < ϕ(x, t− del, s)]}.
The same is true for the points at which the derivative of ϕ with respect to t is
discontinuous. Equally simple arguments lead to the conclusion that the set of
(x, t, s) such that ϕt(x, t, s) = 0 (the derivative with respect to t) and t is either
an isolated point of the zero set of ϕt(x, ·, s) or an end of the interval at which the
function is equal to zero, is also definable.
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By the Uniform Finiteness Theorem the numbers N(x, s) are uniformly bounded,
that is there is an N such that N ≥ N(x, s) for all x ∈ Q, s ∈ (0, 1).
Fix an ε > 0 and choose a δ > 0 such that |ϕ(x, t, s| ≤ ε/2N if 0 < s < δ.
Therefore for any x ∈ Q, s ∈ (0, δ)
∫ τi+1
τi
|ϕt(x, t, s)|dt = |ϕ(x, τi+1, s)− ϕ(x, τi, s)| ≤ ε/N
and therefore, ∫ b
a
|ϕt(x, t, s)|dt ≤ ε.
We shall use this result as a starting point for obtaining uniform estimates for
the norms of derivatives of “small” definable mappings. Let F be a C1-mapping
from a neighborhood of x ∈ IRn into IRm. We shall denote by ∇F (x) the Jacobian
matrix of F at x, namely
(∇F (x))ij =
∂F i
∂xj
(x),
where x = (x1, ..., xn) and F (x) = (F
1(x), ..., Fm(x)). Recall also that the norm of
a linear operator defined by matrix A = (aij) in the standard basis of IR
n is
‖A‖ =
( m∑
i=1
n∑
j=1
(aij)
2
)1/2
.
Proposition 6. Let Q = (−1, 1)n and let F : Q × (0, 1) → IRm be a definable
mapping having the property that ‖F (x, s)‖ → 0 uniformly on Q when s→ 0. Then
for any ε > 0 there is a δ > 0 such that, whenever s < δ, there is an open set
Ω = Ω(s) ⊂ Q such that ‖∇xF (x, s)|| < ε for all x ∈ Ω.
Here the subscript x refers to differentiation with respect to x only, not to s.
Proof. Set for simplicity ϕi(x, s) = (F (x, s))
i. By the assumption every ϕi goes to
zero uniformly in x ∈ Q as s → 0. Set Qj = {(x1, ..., xj−1, xj+1, ..., xn) : |xk| < 1}.
Applying Proposition 5 for each ϕi and treating consecutively every xj as t, we
conclude that for every i, j
∫ 1
−1
∣∣∣∂ϕi(x, s)
∂xj
∣∣∣dxj → 0 uniformly on Qj .
As an consequence we get
∫
Q
‖∇xF (x, s)‖dx→ 0, as s→ 0.
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Indeed by the cell decomposition theorem we can partition Q into a finite number
of cells such that F is continuously differentiable on each of them. Clearly, continu-
ous differentiability on a cell of dimension n is the same as continuous differentiability
without any restrictions. Equally clear is the union of all cells of dimension n is a
set of full measure in Q. This means that the integral above makes sense. On the
other hand
∫
Q
‖∇xF (x, s)‖dx ≤
∑
ij
∫
Qj
(∫ 1
−1
∣∣∣∂ϕi(x, s)
∂xj
∣∣∣dxj
)
dx1, ..., dxj−1dxj+1...dxn.
We can choose δ > 0 so small that the above integral is not greater than ε/2 if
s < δ. But then for any such s the Lebesgue measure of {x ∈ Q : ‖∇xF (x, s)‖ < ε}
must be at least 1/2. This is a definable set, hence it has nonempty interior as its
measure is positive.
5 Proof of Theorem 1.
Step 1. There is no loss of generality in assuming that the graph of F is closed (so
that any critical value is “proper”). Indeed, as the graph of F is locally closed, the
closure operation does not add points to a small neighborhood of any point of the
graph, so that any critical value of F , no matter “proper” or “generalized” remains
a critical value of the mapping whose grapf is cl(Graph F ).
Furthermore, as we mentioned in §3, y is a critical value of F if and only if it is
a critical value of the restriction of the projection IRn × IRm → IRm to the closure
of the graph of F . It follows that it is sufficient to prove the theorem for a single
valued mapping F which is a restriction of a linear operator A ∈ L(IRn, IRm) to a
tame set dom F ⊂ IRn.
We also observe that any cell in IRm of dimension smaller than m is a porous set
(which is immediate from definitions) , hence any definable set in IRm of dimension
smaller thanm is σ-porous. It follows that the theorem will be proved if we show that
for any definable mapping which is a restriction of a linear operator to a definable
set the dimension of the set of its critical values cannot exceed m− 1.
Indeed, the mapping F restricted to the set {x ∈ dom F : ‖x‖ ≤ N} is definable
by definition and any critical value of F is a critical value of the restriction if N is
sufficiently big.
Step 2. By Proposition 2 the theorem is true if the dimension of dom F coincides
with the dimension of the image space. Assume now that for a given m ≥ 1 the
theorem holds for any definable mapping whose domain has dimension not greater
than r ≥ m and let F be a mapping from IRn into IRm with dim(dom F ) = r + 1
(of course n ≥ r + 1).
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By the cell decomposition theorem dom F can be partitioned into finitely many
Ck-cells Ci (k ≥ r + 2−m). Denote by
N = {
⋃
Ci : dimCi = r + 1} the union of all (r + 1)-dimensional cells of the
partition:
K = {
⋃(
cl(Ci)
⋂
(dom F )
)
, dimCi ≤ r} the union of intersections of the
closures of cells of dimensions ≤ r with the domain of F .
Then
(a) the collection of critical values of F |K = A|K is a set of dimension ≤ m − 1
by the induction assumption;
(b) for any cell Ci the collection of critical values of F |Ci = A|Ci is a set of
dimension ≤ m− 1 by the classical Sard theorem. Indeed, if dimCi = s, then Ci is
the image of the open s-cube (−1, 1)s under a Ck mapping G. Therefore singular
points of A|Ci are among singular points of A ◦G. The latter is a C
k mapping from
the cube into IRm and as k ≥ s+ 1−m as s ≤ r + 1, Sard’s theorem applies.
Let x ∈ dom F be a singular point of F which does not belong to any of the two
above mentioned types. This means that
(c) x is a regular point of the restriction of F to the cell of the partition containing
x. We claim that for some i there is a sequence (xν) ⊂ Ci converging to x such that
(1) lim
ν→+0
surF |Ci(x
ν) = 0.
Indeed, as surF (x) = 0, there is a sequence (xν) converging to x and such that
Sl F (xν)→ 0 and there is no loss of generality in assuming that all xν belong to the
same cell, call it C. Furthermore, it follows from the definition of the slope and the
inequality at the end of Section 2 that
Sl F (xν) ≥ Sl F |C(x
ν) ≥ surF |C(x
ν)
which implies (1)
We note further that xν cannot belong to K for in this case x also belongs to K
as the latter is closed. Thus x is a singular point of F |K which is the case of (a).
Thus xν ∈ N for all ν. The limiting point x cannot belong to the same cell as xν
since we assume that x is a regular point of the restriction of F to the cell.
Thus, we arrive to the following situation : there is a cell C of dimension r + 1
or higher and a sequence (xν) converging to x such that xν ∈ C for all ν, x ∈
(dom F )\C and (1) holds.
Let M denote the collection of such points x (associated with the same cell C).
We have to show that
(2) dimF (M) ≤ m− 1.
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Step 3. Thus we reduce the problem to the following. Given
• a definable mapping F from IRn into IRm which is a restriction of a linear
operator A to a definable set dom F ⊂ IRn;
• an cell C ⊂ dom F of class C1 (and dimension ≥ r + 1);
• a nonempty set
M = {x ∈ (dom F )\C : ∀s > 0 ∃ y ∈ C [‖x− y‖ < s, surF (y) < s]}.
It is clear from the definition of M that it is a definable set lying completely in the
closure of C, that is in the boundary of C, as M and C do not meet.
We have to prove that (2) holds. Assume by way of contradiction that dimA(M) =
m. Then M contains a q-dimensional (q ≥ m) cell of class C1 whose A-image has
dimension m. This means that there is a diffeomorphism G of Q = (−1, 1)q into
M such that dim(A ◦ G)(Q) = m. If sur(A ◦ G)(u) = 0 for all u ∈ Q then by
Proposition 3 dim(A ◦ G)(Q) ≤ m − 1, so the rate of surjection of A ◦ G must be
positive at certain points of Q. Since sur(A ◦G) is a lower semicontinuous function,
we can assume, taking a smaller cube if necessary, that
(3) sur(A ◦G)(u) ≥ α > 0, ∀ u ∈ Q.
and also that G satisfies the Lipschitz condition in Q.
Step 4. Consider the set
Γ = {(x, y, s) : x ∈M, y ∈ C, s ∈ (0, 1), ‖y − x‖ < s, surF (y) < s}.
This is a definable set and its projection onto the x-component space is M. By
the definable choice theorem there is a definable mapping y(x, s) from M× (0, 1)
into IRn such that (x, y(x, s), s) ∈ Γ for all (x, s). We have: ‖x− y(x, s)‖ < s for all
x ∈M and all s ∈ (0, 1). Set
Ψ(x, s) = x− y(x, s); Φ(u, s) = Ψ(G(u), s).
Then Φ(u, s)→ 0 uniformly on Q as s→ 0.
Applying Proposition 6 to Φ, we conclude that for each given ε > 0 there is an
s = s(ε) ≤ ε and an open set Ω(ε) ⊂ Q such that ‖∇uΦ(u, s)‖ < ε for all u ∈ Ω(ε).
This means that
(4) ‖∇G(u)−∇(yε ◦G)(u)‖ < ε,
where yε(x) = y(x, s(ε)).
Now for any ε > 0 choose u = u(ε) ∈ Ω(ε) such that yε be differentiable at u .
Then, the inequality above implies that
(5) ∇(A ◦G)(u) = ∇(A ◦ yε ◦G)(u)) + T (ε),
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where T (ε) = (A ◦ (∇G−∇(yε ◦G)))(u) is a linear operator from IRq into IRm with
‖T (ε)‖ → 0 as ε→ 0. We have by (3)
(6) sur(∇(A ◦G)(u)) = sur(∇(F ◦G)(u)) = sur(F ◦G)(u) ≥ α.
On the other hand, by (4)
sur(∇(A ◦ yε ◦G))(u) = sur(∇(F ◦ (yε ◦G))(u)
= sur(F ◦ (yε ◦G))(u) ≤ (K + ε)surF (yε(G(u)),
where K = ‖∇G(u)‖.
The last three relations are however contradictory, as surF (yε(G(u))) → 0 and
from (5), (6) we get
0 < α ≤ sur(∇(A ◦G)(u)) ≤ sur(∇(A ◦ yε ◦G)(u))) + ‖T (ε)‖ → 0.
This completes the proof of the theorem.
6 Some corollaries.
In [13] Kurdyka, Orro and Simon proved that the set of asymptotically critical values
of a continuously differentiable semialgebraic mapping IRn → IRm has dimension less
than m. Their proof was based on calculation of an estimate for the m-dimensional
measure of the set. Theorem 1 allows to avoid these calculations and to get some in-
formation of asymptotical critical values of definable set-valued mappings in general.
First we note the following
Proposition 7. Let H : IRn ⇒ IRm, and let ρ(x) be continuously differentiable
strictly positive function. Set L(x) = H(ρ(x)x). Then for any (x, y) ∈ Graph L
surL(x|y) ≤
(
ρ(x) + ‖ρ′(x)‖ · ‖x‖
)
surH(ρ(x)x|y).
Proof. Indeed, the norm of the derivative of the mapping x → ρ(x)x at x is not
greater than ρ(x) + ‖ρ′(x)‖x‖.
Let η(t) be a strictly positive continuous function on [0,∞) such that
(7)
∫ ∞
0
1
η(t)
<∞.
Given a set valued mapping F : IRn ⇒ IRm, we call y ∈ IRm an asymptotically
η-critical value of F if there is a sequence of pairs (xν , yν) such that yν ∈ F (xν),
‖xν‖ → ∞, yν → y and η(‖xν‖) · surF (xν |yν) → 0. We shall denote by K∞(F, η)
the set of asymptotically η-critical values of F .
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Theorem 2. Let F be a definable set-valued mapping with locally closed graph, and
let ϕ(t) be strictly increasing continuously differentiable positive definable function
on [0,∞), bounded from above and equal to zero at 0. Set
η(t) =
1
ϕ′(t)
Then K∞(F, η) is a definable set with dim(K∞(F, η)) < m.
Proof. Clearly, η satisfies (7). We obviously have
K∞(F ) = {y ∈ IR
m : ∀N ∈ (0,∞), ∃(u, v) ∈ IRn × IRm
[v ∈ F (u), ‖v − y‖ < N−1, ‖u‖ ≥ N, η(‖u‖) · surF (u|v) < N−1]}
which shows that the set is definable by Proposition 1.
Without loss of generality we may assume that ϕ(t)→ 1 as t→∞. Let ψ(·) be
the inverse of ϕ(·), that is ψ(ϕ((t)) ≡ t. Set
G(u) = F (ψ(‖u‖)
u
‖u‖
).
In other words, we consider the following pair of mutually inverse changes of vari-
ables:
x = ψ(‖u‖)
u
‖u‖
; u = ϕ(‖x‖)
x
‖x‖
which transfer the open unit ball into the entire space and vice versa. We obviously
have for each pair of corresponding x and u:
‖x‖ = ψ(‖u‖), ‖u‖ = ϕ(‖x‖).
(Here and below we consider the Euclidean norm in IRn.)
We can apply Proposition 7 to get estimates of the rate of surjection of G: for
each u 6= 0 with ‖u‖ < 1 and each y ∈ G(u)
surG(u|y) ≤
(ψ(‖u‖)
‖u‖
+
∥∥[ψ(‖u‖)
‖u‖
]′∥∥ · ‖u‖)surF ((x|y).
After simple calculation we get:
∥∥[ψ(‖u‖)
‖u‖
]′∥∥ · ‖u‖ ≤ ‖ψ′(‖u‖) + ψ(‖u‖)
‖u‖
,
so that
surG(u|y) ≤ 2
(
‖ψ′(‖u‖) +
ψ(‖u‖)
‖u‖
)
surF (x|y) = 2(
1
ϕ′(‖x‖)
+
‖x‖
ϕ(‖x‖)
)
surF (x|y).
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We now recall that η(·) is reciprocal of ϕ′(·) and that by (7) η(t) grows to infinity
faster than t. Thus, we can be sure that for sufficiently large x
(8) surG(u|y) ≤ 3η(‖x‖) · surF (x|y).
Let now G˜ be set-valued mapping whose graph is the closure of GraphG. Clearly,
if ‖xν‖ → ∞ then the sequence of the corresponding uν contains a subsequence con-
verging to an element of the unit sphere. Therefore as follows from (8) every asymp-
totical η-critical value of F is a critical value of G˜. The latter is a definable set-valued
mapping, so by Theorem 1 the entire set of its critical values, including K∞(F, η)
has the dimension smaller than m.
Let us call, following [13], a point y ∈ IRm an asymptotically critical value of F if
there is a sequence of pairs (xν , yν) such that yν ∈ F (xν), ‖xν‖ → ∞, yν → y and
‖xν‖surF (xν |yν)→ 0. We shall denote by K∞(F ) the set of asymptotically critical
values of F .
Of course, any asymptotically critical value is asymptotically η-critical for any
η(t) satisfying the requirements in the definition but we cannot, in principle, expect
an asymptotically η-critical value to belong to K∞(F ). However, Kurdyka, Otto
and Simon showed in [13] (Lemma 3.1) that in case when F is a semialgebraic
C1-mapping on IRn (or an open semialgebraic subset of IRn), there is an γ > 0
(depending on F ) such that K∞(F, η) ⊂ K∞(F ) if η(t) = t1+α with 0 < α < γ.
The proof of this fact given in [13] extends without change to arbitrary semial-
gebraic set-valued mappings. Actually, the only use of differentiability in the proof
is in the definition of the distance from the derivative of F to the set of singular
operators playing the same role in the definition of asymptotically critical value
given in [13] as the rate of surjection in the definition above. But this distance is
precisely the rate of surjection of F at the corresponding point – the fact well known
in variational analysis and actually also proved in [13] (Propositions 2.1, 2.2).
Thus, combining the quoted result of [13] with Theorem 2, we get an extension
of (the first part of) the main theorem of [13] to arbitrary semialgebraic set-valued
mappings.
Theorem 3. Let F be a semialgebraic set-valued mapping from IRn into IRm whose
graph is locally closed . Then K∞(F ) is a closed semialgebraic set of dimension
smaller than m.
Our final result is an extension to definable functions of a recent theorem of
Bolte-Daniilidis-Lewis [3] stating that a continuous globally subanalytic function is
constant on every connected component of its “subdifferentially” critical points. In
[3] this fact is used to prove that such function has only finitely many critical points
of that sort. Both are direct consequences of Theorem 1 (the latter even for all
definable functions) if we define subdifferentially critical value of a function as just
the critical value in the same sense as above. Such a definition is justifiable as,
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according to the “point” subdifferential criterion for regularity (see e.g. [12, 16, 20])
a point is subdifferentially critical point of a continuous function precisely when the
rate of surjection of the function (considered as a mapping into IR) is zero at this
point. But we give an independent proof because, unlike the proof of Theorem 1,
it does not use the argument ad absurdum. Theorem 4 can also be used to get a
direct proof of Theorem 1 for single valued locally Lipschitz tame mappings using
the fact that for such mappings surF (x) = 0 is equivalent to ∂(y∗ ◦ F )(x) = 0 for
some y∗ with ‖y∗‖ = 1.
Theorem 4. Let f be a definable continuous function. Then f is constant on every
connected component of the set of its critical points.
Proof. Let u and w be two different points belonging to the same connected compo-
nents of the set of critical points of f . This set is definable since so is the function
surf by Proposition 1. Hence there is a definable curve x(t), 0 ≤ t ≤ 1 joining u
and w and lying completely in the set of critical points of f . By definition for any
ε > 0 and any t ∈ [0, 1] there is an x and λ > 0 such that ‖x− x(t)‖ < ε, 0 < λ < ε
and Sur f(x)(λ) < ελ. By the definable choice theorem there are functions zε(t)
and λε(t) (definably depending on both variables) such that ‖x(t) − zε(t)‖ < ε,
0 < λε(t) < ε and Sur f(zε(t))(λε(t)) < ελε(t) for all t and all ε. If we set
µ+ε (t) = sup{f(z)− f(zε(t)) : ‖z − zε(t)‖ < λε(t)},
µ−ε (t) = sup{f(zε(t))− f(z) : ‖z − zε(t)‖ < λε(t)},
the latter amounts to
(9) µ(t) = min{µ+ε (t), µ
−
ε (t)} < ελε(t).
Applying Proposition 5 to each component of x(t)− zε(t), we conclude that
(10)
∫ 1
0
‖x˙(t)− z˙ε(t)‖dt→ 0.
The functions zε(·) and λε(·) may have points of discontinuity but by the uniform
finiteness theorem the number of such points is bounded by the same constant for
all ε. Note also that as x(t) is continuous, the size of each of jump of zε does not
exceed 2ε.
We observe further that µ±ε and µε are definable functions. Therefore for any ε
there are finitely many points on [0, 1] such that between any pair of adjacent points
either µε(t) = µ
+
ε (t) or µε(t) = µ
−
ε (t).
Thus there is a natural N such that for any ε > 0 there are points τi, i = 1, ..., k,
(0 = τ0 ≤ τ1 < ... < τk ≤ τk+1 = 1, k ≤ N) such that on every interval (τi, τi+1)
zε(t) and λε(t) are continuous and either µε(t) = µ
+
ε (t) or µε(t) = µ
−
ε (t) for all t in
the interval
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As f is continuous, the theorem will be proved if we show that
(11) |f(zε(0))− f(zε(1))| → 0.
So fix an ε > 0 and let τi, i = 1, ..., k, (0 = τ0 ≤ τ1 < ... < τk ≤ τk+1 = 1, k ≤ N)
be the points specified above. For any i we set
zε(τi)
+ = lim
t→τi+0
zε(t), zε(τi)
− = lim
t→τi−0
zε(t).
Take a certain interval (τi, τi+1) and assume for instance that µε(t) = µ
+
ε (t) on
this interval. This means for any t ∈ (τi, τi+1) there is a t′ ∈ (t, τi+1) such that
‖zε(t′) − zε(t)‖ < λε(t). Fix a t and let t+ be the upper bound of such t′. Then in
the inequality above we either get an equality at t+ (as zε and λε are continuous on
the interval) or t+ coincides with the right end of the interval. In the last case
|f(zε(τi+1)
−)− f(zε(t))| ≤ ε
2.
If we get an equality at some t+ ≤ τi+1, then, as λε(t) < ε, we have
|f(zε(t
+))− f(zε(t))| ≤ ελε(t
+) = ε‖zε(t
+)− zε(t)‖ ≤ ε
∫ t+
t
‖z˙ε(s)‖ds.
We can ask about the upper bound τ+ of t+ for which the last inequality holds. The
standard argument shows that either this upper bound is τi+1 or ‖zε(τi+1)−zε(τ+)‖ <
λε(τ
+) < ε. Indeed, if the opposite inequality holds, then there is a τ ∈ (τ+, τi+1]
such that ‖zε(τ)− zε(τ+)‖ = λε(τ+) and therefore
|f(zε(τ)− f(zε(τ
+))| ≤ ε
∫ τ
τ+
‖z˙ε(s)‖ds
and we arrive to a contradiction with the definition of τ+. Thus we can conclude
by stating that for any t in the interval
|f(zε(τi+1)
−)− f(zε(t)| ≤ ε(
∫ τi+1
t
‖z˙ε(s)‖ds+ ε).
and consequently, by continuity
(12) |f(zε(τi+1)
−)− f(zε(τi)
+| ≤ ε(
∫ τi+1
τi
‖z˙ε(t)‖dt+ ε).
The same argument, with an obvious change, applies to intervals on which µε(t) =
µ−ε (t), and we can be sure that (12) holds for each interval of the partition.
Let finally ω(r) be the modulus of continuity of f in a neighborhood of x(·).
Then taking into account (12) along with the fact that we have at most N points of
discontinuity of zε and the jumps cannot exceed 2ε, we find that
|f(zε)(1))− f(zε(0))| ≤ ε(N +1)
( ∫ 1
0
‖x˙(t)‖dt+ ε+
∫ 1
0
‖x˙(t)− z˙ε(t)‖dt
)
+Nω(2ε)
)
from which (11) immediately follows in view of (10).
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