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Abstract
The classical Shannon Nyquist theorem tells us that, the number of samples required for a signal
to reconstruct must be at least twice the bandwidth of the highest frequency for the signal of interest. In
fact, this principle is used in all signal processing applications. Unfortunately, in most of the practical
cases we end up with far too many samples. In such cases a new sampling method has been developed
called Compressive Sensing (CS) or Compressive Sampling, where one can reconstruct certain signals
and images from far fewer samples or measurements when compared to that of samples in classical
theorem. CS theory primarily relies on sparsity principle and it exploits the fact that many natural
signals or images are sparse in the sense that they have concise representations when expressed in the
proper basis.
Since CS theory relies on sparsity, we focused on reconstructing a sparse signal or sparse
approximated image from its corresponding few measurements. In this document we focused on l1 norm
minimization problem (convex optimization problem) and its importance in recovering a sparse signal or
sparse approximated image in CS. To sparse approximate the image we have transformed the image
form standard pixel domain to wavelet domain, because of its concise representation. The algorithms we
used to solve the l1 norm minimization problem are primal-dual interior point method and barrier
method. We came up with certain examples in Matlab to explain the differences between barrier
method and primal-dual interior point method in solving a l1 norm minimization problem i.e. recovering
a sparse signal or image from very few measurements. While recovering the images the approach we
used is block wise approach and treating each block as vector.
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Chapter 1: Introduction to Compressive Sensing
In signal processing field most of the data transmission is carried out in digital domain due to its
advantage of less occupation of bandwidth when compared to that in analog domain. So one has to
perform sampling operation at a particular sampling rate to convert continuous band limited signal
(analog signal) to digital signal. The resulting signal after sampling is a set of uniformly spaced samples.
To recover back the original signal from these uniformly spaced samples it should obey Nyquist
Shannon theorem. The famous Nyquist Shannon theorem states that in order to recover the signal from
its samples, their number should be at least twice the maximum frequency of signal of interest i.e. to
ensure the perfect recovery the sampling rate should be twice the maximum frequency of original signal.
Moreover the sampling at this particular rate is called Nyquist rate. Unfortunately, in lot of applications
related to the signal processing field if we follow Nyquist Shannon theorem to sample the data we end
up with far too many samples. This results in increase in the amount of data to be transmitted and as a
consequence the cost of building devices capable of acquiring samples at Nyquist rate also increases.
The best way to overcome this problem is to compress the data. The compression of data aims at
finding the most concise representation of a signal that is able to achieve the target rate with an
acceptable level of distortion. The well known technique to compress the data is transform coding,
which relies on finding a basis that provides sparse approximation for the signal. One of the
disadvantages in transform coding technique is first we have to sample the data at Nyquist rate before
compression of the data, which results an increase in the cost of devices capable of acquiring the
samples at Nyquist rate. Overcoming this problem a new technique has been evolved called
Compressive sensing or Compressive sampling (CS) [1]. This technique ensures that we can recover the
original signal from very few samples or measurements. As a result the cost of device capable of
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acquiring the samples remains same [1]. The basic block diagram which explains the compressive
sensing technique is shown below.

x

Sensing/Projection Transmission
A
y=Ax

x̂
Reconstruction
M

Figure 1.1: Basic Block Diagram of Compressive sampling technique

In the figure x is the input signal where x  R N i.e. x is a signal of length N and y  R M is the M
measurements acquired by correlating the x with sensing or projection matrix A  R M  N mathematically
is given as follows:

yi  x, ai where i=1, 2….M

(1.1)

Also M<<N and xˆ  R N is the reconstructed signal obtained from M measurements. The more
illustration of sensing matrix A and algorithms required for reconstructing the original signal are clearly
explained in coming chapters. So the fundamental idea behind the compressive sensing it directly
acquires the samples of compressed signal/data at a lower sampling rate rather than first sampling the
data at a higher rate and then compressing the sampling data i.e. sensing and compression of data are
done simultaneously. Here the input signal x is a sparse or sparse approximated with respect to the
domain . In this case

yi   , ai where i=1, 2….M

(1.2)

In Nyquist Shannon theorem to perfectly reconstruct an arbitrary band limited signal we need a
certain number of samples, which is equal to the Nyquist rate. But if we have samples less than the
Nyquist rate we cannot reconstruct the original signal. Whereas in compressive sampling even though if
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we have samples far less than the samples required in traditional approach we can still recover back the
original signal.
The concept of Compressive Sampling differs in two aspects when compared to the Classical
sampling. First thing is, in Classical Sampling the signal is sampled at specific points in time where as in
CS the samples are measurements obtained due to the inner product between the signal and sensing
matrix. Second thing is, in Classical Sampling the signal recovery is achieved through cardinal (sine)
interpolation whereas in CS the signal recovery is done through optimization techniques. One major
application of CS is in Medical Imaging during MR scan. Earlier it would take such a long time to scan
the particular part of the body and display the image. If CS technique is implemented we need only few
measurements of the scanning part and the time taken to obtain those measurements is very few minutes.
The total image of the scanned part is recovered from those few measurements using convex
optimization algorithms such as log barrier method and primal dual interior point method which are
clearly explained in the algorithm section of chapter 3. The measurements obtained in this particular
application are the down sampled Fourier coefficients of original image.
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Chapter 2: Over view of Convex Optimization and Compressive Sensing
2.1

Overview of Compressive Sensing
In the introduction chapter we came to know that Compressive sensing is a technique in which

sensing and compression of the data are done simultaneously. CS states that if we have very few
measurements of the original data in compressed form, then instead of transmitting the large data of the
signal we can just transmit these measurements. In general these measurements are far less in number
when compared to the actual data. This is the key factor for the reduction of the data storage and data
transmission in the signal processing field.
The compressive sensing technique works very well, only if the signals of interest are sparse. If
the signal is not sparse we cannot recover the original signal exactly. Only if the signal is sparse we can
exactly recover the signal from the sensed measurements. So the compressive sensing technique heavily
relies on the sparsity of the signal. In general a signal x  R N is said to be K-sparse if it has only K nonzero entries and the rest (N-K) entries as zeros, where K<<N. Figure 2.1 shows the plot of sparse signal
in time domain whose length is 512 and has 40 non-zero entries. The amplitude of spikes in the signal is
all one. The section 2.1.1 will clearly explain the sparse representation of signals and images with
examples in different basis.
2.1.1

Sparse Representations
In general not all signals are sparse in the spatial domain representation. But they do have a

sparse representation with respect to the some basis . A basis is a set of linearly independent vectors
such that all possible linear combinations of the vectors in that basis represent a set of vectors in the
vector space Z. More formally the basis spans the vector space Z. The sparse representation of a signal

x  R N in some basis  is given by the following equation
4

x  

(2.1)
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Figure 2.1: Sparse signal: Length =512, Non-zero entries =40
Here   R M  N is called a transformation matrix or a basis matrix and   R N are called
transformed coefficients. The vector  contains K non-zero coefficients and the rest are zero. Hence 
can be termed as the K-sparse representation of signal x with respect to the basis . Sometimes the
vector  will have all non-zero entries but with varying amplitudes. Some of the coefficients are very
large (K) and some of them are near zero, but not exactly zero. In this case the near zero entries are
rounded off to zero and now the signal x is said to be K sparse approximated with respect to the basis 
and is given by the equation

x   k

(2.2)
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where  k denotes the K non-zero entries. Below are some of the examples which illustrates the sparse
approximation of a signal and images in different basis.
Consider a signal x(t) as shown in figure 2.2(a). Let’s represent this signal in three different basis
and see how the level of sparsity varies in each of these domains. First one is the discrete time domain
representation of the signal x(t) as shown in figure 2.2(b). Here the signal x[n] is the discrete time signal,
which is the sampled version of the signal x(t). This representation contains many nonzero values and
hence not an appropriate sparse representation of the signal. Second one is the Fourier domain or Fourier
basis representation of the signal x[n] and its representation is shown in figure 2.3(c). Here the signal

X (e j ) is the Discrete Fourier Transformation of the signal x[n] and is given by the equation
X (e j )  n 0 x[n]e  jn , N is length of the sequence x[n]. In this case only two nonzero coefficients are
N 1

required to represent the entire signal/sequence. So this is a good sparse approximation of the signal x(t).
Third one is the Discrete Cosine Transformation (DCT) representation of the signal as shown in figure
2.2(d). The DCT equation is X K  n 0 x[n] cos /( N (n  1 / 2)) K  with k=0, 1….n-1; N is length of the
N 1

transform. In this case only one nonzero coefficient is required to represent the entire signal x[n] and
turns out to be a very good spare representation of the signal. Hence the exact sparse representation of
the signals is carried out well when performed in Fourier or DCT basis.
In the case of images a very few images are sparse by itself. For example a binary picture of a
night time sky is automatically sparse in the standard pixel domain because most of the pixel values are
zero-valued. In general most of the natural images are not sparse in the standard pixel domain because of
the presence of large number of high frequency components, but they are known to be sparse
approximated when represented using a wavelet transformation. The advantage in wavelet domain is
most of the energy of the image is represented by using only few large valued coefficients and the
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remaining energy is represented by using large number of small valued coefficients. So we are always
within a chance to sparse approximate the signal.
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Figure 2.2(a): Signal x(t)-time domain representation

1
0.8
0.6
0.4
0.2
0
-0.2
-0.4
-0.6
-0.8
-1

0

5

10

15

20

25

30

35

40

45

50

Figure 2.2(b): Signal x[n] -Discrete time domain representation of x(t)
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Figure 2.2(c): X (e j ) -Fourier basis representation of x[n]

Figure 2.2(d): X K - DCT basis representation of signal x(t)
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1

For example, the level 4 wavelet decomposition of the two natural images is shown in figures
2.3(b) and 2.4(b). Their corresponding wavelet coefficients are shown in figures 2.3(c) and 2.4(c). From
the figures we can observe that most of the wavelet coefficients are very small and there are only few
nonzero coefficients. Hence a good sparse approximation of the signal can be obtained by setting the
small coefficients to zero or thresholding the coefficients to obtain K-sparse representation. The figures
2.3(d) and 2.4(d) are the reconstructed images from wavelet domain by keeping only 20% of the largest
coefficients and zeroing the rest of the coefficients. We observed that the reconstructed image from the
wavelet domain is similar to the original uncompressed image with an acceptable level of distortion. The
overall idea how an image is sparse approximated is shown in figure 2.5. The whole image is treated as
vector of length N, where N=p times q, where p is number of rows and q is number of columns of the
image and then it is transformed into a new basis , the resulting is a vector of length N, containing only
K nonzero coefficients and the rest of the values are zero i.e. the resulting is the K-sparse approximation
of the given image in the wavelet domain.

Figure 2.3 (a): Original cameraman image
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Figure 2.3(b): Sparse representation of cameraman image via a level 4 wavelet transform
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Figure 2.3(c): Wavelet coefficients of cameraman image
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Figure 2.3(d): Reconstructed cameraman image form wavelet domain

Figure 2.4(a): Original Lena image
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Figure 2.4(b): Sparse representation of Lena image via a level 4 wavelet transform
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Figure 2.4(c): Wavelet Coefficients of Lena image
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Figure 2.4(d): Reconstructed Lena image from wavelet domain

Figure 2.5: Sparse approximation process of an image
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2.1.2

Choice of Sensing Matrix A
In the compressive sensing technique the M measurements are obtained by correlating the input

sparse signal of length N with the sensing matrix A  R M  N and M<<N. The sparse signals are
generally recovered based upon these measurements using different algorithms (chapter 3). So the
reconstruction of sparse signal depends on these measurements, but how well the measurements are
acquired without completely distorting the information of the input signal depends upon the certain
properties of the sensing matrix A. So the perfect reconstruction of the sparse signal depends upon how
well the sensing matrix A is designed.
For example the sensing matrix A  R M  N should obey the condition M<<N otherwise there is
no meaning of the compressive sensing technique i.e. we end up with far too many samples. But M
should not be very low; there is a certain lower bound on the value of M to ensure the perfect recovery.
Mathematically the bound is given by the equation [3] as follows:

M  K log(N / K )

(2.3)

where  is a constant, N is the length of input sparse signal and K is number of non-zero entries in the
input sparse signal. If the value of M is lower than this particular bound (2.5) the recovered sparsed
signal is a distorted one.
Also the measurements acquired should be independent from each other; otherwise it is very
difficult to recover the sparse signal based upon these measurements. For this to, happen the sensing
matrix A should be incoherent. In general the coherence of matrix A is the largest absolute inner product
of any two columns of A and is given by the equation [3] as follows:

 ( A)  max

ai , a j
ai

2

aj

where 1  i  j  N

(2.4)

2

Smaller the value of (A) more the sensing matrix A agrees with the incoherent property and more the
measurements are independent from each other, which finally lead to perfect reconstruction of the sparse
14

signal. If the coherence is zero then we can get perfect reconstruction. For zero coherence the sensing
matrix A should be orthonormal i.e.
ai , a j  0 for i  j & ai , a j  1 for all values of i

(2.5)

Now for the matrix A to be orthonormal it should obey the restricted isometry property (RIP) [3]. A
matrix A satisfies the restricted isometry property if and only if
(1   K ) x 2  Ax 2  (1   K ) x
2

2

2
2

(2.6)

and  K is the restricted isometry constant. So if a sensing matrix A satisfies the above discussed
properties we can get perfect recovery of sparse signal.
One can deterministically construct matrices of size M  N that satisfies above properties, but
such deterministic methods require M being relatively large. For example construction in [6] requires

M  O( K 2 log N ) and construction in [7] requires M  O ( KN  ) for some constant  .These results
show an unacceptably large requirement of M. These limitations can be overcome by randomizing the
matrix. For suppose if we use a random matrix to construct the sensing matrix A of size M  N with M
satisfying (2.3) makes the sensing matrix orthonormal (coherence zero) and thus satisfying RIP(2.6).
Moreover if the signal x is sparse with respect to some basis  then while sensing the measurements we
actually require the product A . Now for the perfect reconstruction the product A should be
orthonormal and also satisfying RIP. If the approach is deterministic construction then we would need to
explicitly take  into account in our construction of A, which requires more computations. But if  is
chosen randomly we can avoid this consideration. For example if we choose the elements of A subject to
the Gaussian distribution and  as an orthonormal basis, then the product A is also a Gaussian
distribution allowing the perfect reconstruction. From the discussion of section 2.1 we can say
compressive sensing relies on the sparsity and coherence.
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2.2

OVERVIEW OF CONVEX OPTIMIZATION
In the process of reconstruction of a sparse signal from very few measurements we use l1 norm

minimization method (chapter 3) .The l1 norm minimization method is a convex optimization problem
(chapter 3). So, before starting the reconstruction process let’s review some of the key concepts involved
in solving a convex optimization problem such that one can easily understand the algorithms described
in chapter 3.
2.2.1

Convex Sets
A set C is called a convex set if and only if for any x, y  C and for any value of  where

0    1 it obeys the following condition:

x  (1   ) y  C

(2.7)

More formally if we select any two points from the set C, then the line segment joining these two points
lies within the set C . Figure 2.6 clearly explains the difference between a convex set and a non convex
set.

Figure 2.6: (a) convex set (b) Non convex set
2.2.2

Convex Function

A function f : R n  R is said to be a convex function if the domain of function f forms a Convex set and
also for any values of x, y  D( f ) (domain of f),  where 0    1 it should satisfy the following
condition shown in next page
16

f (x  (1   ) y)  f ( x)  (1   ) f ( y)

(2.8)

To explain the above condition briefly let’s considers the graph of function f. Now pick any two points
form that graph and draw a line segment joining those two points. Now for the function f to be a convex
function there should be a portion of f lying below that line segment. Figure 2.7 is an example of
convex function and also helps us to understand the condition (2.7) more briefly. In short for a function f
to be convex it should exhibit positive curvature or curvature upwards.

Figure 2.7: Example of a convex function
2.2.3

Verifying Convexity of a Function

2.2.3.1 First order convexity of a function
A function f : R n  R , which is differentiable (derivative exists for all points on the domain of f) is
said to be a convex function if and only if the D(f) (domain of f) is a convex set and also for all
x, y  D( f ) should satisfy the following condition:

f ( y )  f ( x )   x f ( x) T ( y  x )

(2.9)

The right hand side of the condition (2.9) is a first order Taylor approximation of the function f at a
point x i.e. the function f is approximated at a point x with the help of tangent line at that particular
point. Now for a convex function f, which is differentiable if we draw a tangent at an any point (for all
y  D( f ) ) according to the first order condition for convexity every point on this tangent should lie
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below the corresponding point on f. In other words the tangent drawn at that point acts as a global
underestimator for the function f. Figure 3 illustrates the first order condition for convexity (3).

Figure 2.8: First order condition of convexity
2.2.3.2 Second order convexity of a function
A function f : R n  R , which is twice differentiable (Hessian  2x f ( x) ) exists for all points on the
domain of f) is said to be a convex function if and only if it satisfies the following condition:

 2x f ( x)0

(2.10)

The condition (2.10) tells us that a function f, which is twice differentiable is said to be a convex
function if and only if its Hessian is positive semidefinite for all points on the domain of f. The notation
in (2.10) is called as generalized inequality, which gives the information that each element in that matrix
is greater than or equal to zero. If f is a function defined on R i.e. f : R  R and is also a twice
differentiable one, then the second order condition for convexity in this case is simply ,its second
derivative should always be non-negative i.e. xT  x f ( x) x  0 .

2.2.4

Examples of Convex Functions

Exponential function: Let f : R  R , now f ( x)  e ax is a convex function for any a  R . The domain of
f is D( f )  (,) and it forms a convex set. Also f(x) is twice differentiable and satisfies second
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order condition for convexity (2.10) i.e.  2x f ( x)  a 2 e ax  0 x D( f ) . Hence we can conclude
exponential function is a convex function.
Negative entropy: Let f : R  R , f ( x)  x log x whose D( f )  R is said to be a convex function.
Here the domain of function i.e. R forms a convex set and f(x) is twice differentiable. It also satisfies
second order condition for convexity (2.10) i.e.  2x f ( x)  1/ x 2  0 x D( f ) . Hence we can conclude
negative entropy is a convex function.
Affine function: Let f : R n  R , f ( x)  a T x  b where a  R n , b R and D( f )  (,) is said to be
a convex function. Here the function f is a linear function and exhibits zero curvature. So one can say
affine function is both convex and concave. Also the Hessian for the affine function i.e.  2x f ( x)  0

x D( f ) is positive semidefinte. From this conclusion also we can say affine function is both convex
and concave.
1/ p
Norms: Let f : R n  R , f ( x)  (i 1 xi ) for p  1 is said to be a convex function. From the
n

p

definition, a norm should satisfy both triangle inequality and positive homogeneity properties. Hence for
any x, y  R n and for any value of  , where 0    1 the function norm satisfies the following condition

f (x  (1   ) y)  f (x)  f ((1  y))  f ( x)  (1   ) f ( y)

(2.11)

The above condition (2.11) coincides with the condition for a function to be convex (2.8). Hence a norm
is convex function. So norm is a peculiar function where its convexity is proved based on the definition
of a convex function, rather the verifying the first order and second order conditions. The reason behind
not verifying the first and second order conditions is, norms are not generally differentiable everywhere.
x
Log-sum exponential: Let f : R n  R , f ( x)  log k 1 e K is a convex function. The Hessian of f(x) is
n

 2x f ( x)  (1/(1T z) 2 )((1T z)diag( z)  zzT ) , where z  (e x1 , e x2 ,....e xn ). In the log barrier method (algorithm
section chapter 3) this function is used for solving the optimization problem (section 2.2.6). The proof
19

for convexity of log-sum exponential is hard and is explained in [3]. There are lot more examples, but
above examples help in understanding the algorithms well.
2.2.5

Convex Optimization Problems

The following is the basic formulation of an optimization problem in standard form
minimize f 0 ( x)
subject to f i ( x)  0, i=1, 2... m

hi ( x )  0, i=1, 2… p

(2.12)

where f 0 , f i , hi : R n  R and x  R n is the optimization variable. Here f 0 ( x) is called an objective
function, f i ( x)  0 are called inequality constraints and hi ( x)  0 are called as equality constraints. More
formally an optimization problem is nothing but minimizing a function f 0 over a set of inequality and
equality constraints. Basically problem (2.12) is called as constrained optimization and if there are no
equality and inequality constraints (m=p=0) the problem (2.12) is termed as unconstrained optimization.
The domain of the optimization problem (2.12) is the intersection of the domains of objective, equality
and inequality constraint functions i.e.

D  domf0  domf1.....domfm  domh1  .....domhp
If a point x  R n is in the domain D and also satisfies the constraints, that point is said to be a feasible
point. Now the set of all such feasible points is defined as feasible set C. The optimization problem
(2.12) is said to be feasible if there exists at least one feasible point, if not the optimization problem is
infeasible. Here the optimal value of problem (2.12) is denoted as f * and mathematically defined as
*
f *  inf  f 0 ( x) x  C  x * . There will be some particular value for f if the optimization problem is

feasible, whereas f *   if the optimization problem is infeasible. There is also case where f *   ,
in such cases optimization problem is said to be unbounded below i.e. a feasible point x i exists but the
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functional value of f 0 tends to   at that particular feasible point. Now a point x C is called as
global optimal point if f 0 ( x)  f * and set of all such points is called as optimal set. A point x C is
called as local optimal point if that point minimizes f 0 ( x) only for a particular region of f 0 , rather than
for entire region of f 0 . Figure 2.9 clearly explains the difference between global optimal point and
locally optimal point.

Local optimal Point
Global optimal point

Figure 2.9: Showing optimal and locally optimal point
An optimization problem of the standard form (2.12) is said to be a convex optimization problem if

f 0 , f1 ,..., f m are all convex functions and h1 ,..., hm are all affine functions. The basic formulation of the
convex optimization problem in the standard form is described as below:
minimize

f 0 ( x)

subject to f i ( x)  0, i=1, 2... m
hi ( x)  ai x  bi  0, i=1, 2… p
T

(2.13)

The problem (7) can also be written as:
minimize

f 0 ( x)

subject to f i ( x)  0, i=1, 2... m

Ax  b

(2.14)

where A  R pn and b  R p . The feasible set of a convex optimization problem is a convex set; because
the domain of the optimization problem is also a convex set (intersection of convex sets is also a convex
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set). Moreover for any convex optimization problem the feasible point which is locally optimal is also
said to be globally optimal and this is considered as an advantage of convex optimization problem over
non-convex optimization problem. Also we can build reliable and efficient algorithms even though the
convex optimization problem is of large-scale. The computation time for solving a convex optimization
problem is less when compared to the computation time of non-convex optimization problem.
For the convenience of the user a convex optimization problem is divided into five categories.
They are Linear Programming, Quadratic Programming, Geometric Programming, Second order cone
programming and semidefinite programming. For the time being in this section we will discuss about
basic formulation of Linear Programming as it is useful in understanding the algorithms easily.
2.2.5.1 Linear Programming
A convex optimization problem (8) can be called as linear optimization problem or Linear Programming
(LP) if the objective function and inequality constraints of problem (8) are linear functions or affine
functions. The basic formulation of LP is described as:
minimize cT x  d
subject to Gxh

Ax  b

(2.15)

where x  R n is the optimization variable, c  R n , d  R , G  R mn , h R m , A  R pn and b R p . The
notation ' ' denotes the element wise inequality. There is also a special case of LP called standard LP
where the linear inequality constraints of problem (2.15) are replaced with componentwise nonnegativity constraints x0 . The basic formulation of the standard LP is as follows:
minimize cT x  d
subject to Gxh

x 0
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(2.16)

2.2.6

The Lagrange Dual Function

Let’s start this section with the standard optimization problem
minimize f 0 ( x)
subject to f i ( x)  0, i=1, 2... m

hi ( x )  0, i=1, 2… p

(2.17)

where x  R n is the optimization variable and the domain of the problem (2.17) is denoted as

D  domf0  domf1.....domfm  domh1  .....domhp
Let us assume there is at least one point x  D in the feasible set C, hence an optimal point exists and
let f * be the optimal value at that optimal point for problem (2.17). For the time being we do not
assume the problem is convex.
Now the purpose of Lagrangian duality is to take the constraints into account by augmenting the
objective function with a weighted sum of the constraint functions. The Lagrangian is denoted as

L : R n  R m  R P  R and the Lagrangian associated with the problem (11) is defined as

L( x,  , )  f 0 ( x)  i 1 i f i ( x)  i 1 i hi ( x)
m

p

(2.18)

where i , i are the Lagrange multipliers associated with i th inequality, equality constraint respectively
of problem (2.18). In general  and  are called as dual variables associated with the optimization
problem (2.17). Now the Lagrangian dual function is defined as a function that minimizes the
Lagrangian (2.18) over x  D for any   R m ,  R p . The Lagrangian dual function is denoted as

g : R m  R P  R and is given as follows:

g ( , )  inf L( x,  , )  inf ( f 0 ( x)  i 1 i f i ( x)  i 1 i hi ( x))
m

xD

xD

p

(2.19)

One interesting thing is even though the original problem (2.17) is not a convex problem the Lagrange
dual function associated with that particular optimization problem is concave, because the dual function
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(2.19) which is associated with (2.17) is point wise infimum of group of affine functions.
In some situations we cannot estimate the exact optimal value associated with problem (2.17). In
such situations the functional value of Lagrange dual function acts as a lower bound of the optimal value
i.e. we are provided with a value which is close to the actual optimal value, rather than ending up with
optimal value cannot be found. This is considered as the main advantage of Lagrange dual function. If

f * is the optimal value of the problem (2.17) and g (, ) is the Lagrange dual function associated with
problem (2.17), then for any   0 and any  the lower bound on optimal value associated for problem
(2.17) is given as follows:

g ( , )  f *

2.2.7

(2.20)

The Lagrange Dual Problem

In section 2.2.6 we came to know that the Lagrange dual function provides a lower bound (2.20) on the
optimal value f * for some fixed value of  (  0) and  . So the lower bound depends on how well the
dual variables  , are selected such that the gap between original optimal value ( f * ) and the bound
found ( g (, ) ) is low. The best way to select the best values for  (  0) and  out of infinitely many
possible values is to optimize the Lagrange dual function g (, ) . The optimization problem in this case
is called as Lagrange dual problem, which finds the best lower bound based on Lagrange dual function.
The basic formulation of Lagrange dual problem is described as follows:
maximize
subject to

g (, )

0

(2.21)

The optimal point in case of Lagrange dual problem (2.21) is referred as dual optimal point and denoted
as (* , * ) . The optimal value at dual optimal point is denoted as d * and f * is the optimal point of the
primal problem (problem 2.17); the difference between d * and f * i.e. ( d *  f * ) is called as duality gap.
The Lagrange dual problem (2.21) associated with problem (2.17) is a convex optimization problem
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because the objective function is concave (Lagrange dual function) and constraints are also convex
(component wise non-negative constraint). This is true even though the primal problem (problem (2.17))
is not convex. The following example is an example how to form a Lagrange dual problem form primal
problem. For simplicity we consider a standard LP (convex optimization problem) as a primal problem.
The standard LP problem (2.16) formulation in similar representation with optimization problem (2.17)
is described as follows:
minimize

cT x  d

subject to  x0 , Ax  b

(2.22)

The Lagrangian associated with problem (2.22) is defined as:
L( x,  , )  c T x  i 1 i ( x) i  T ( Ax  b)  b T  (c  AT   )T x
n

Now the Lagrangain function associated with problem (2.22) is defined as:
g ( , )  inf L( x,  , )  b T  inf (c  AT   ) T x
x

x

In the Lagrangian function (c  AT   )T x is a linear term. In general any linear function is unbounded
below and hence its optimal value is   . But the function is said to be bounded when it is equal to
zero. Now the modified Lagrangian function for (16) is described as:

 bT
g ( , )  
 

when c  AT    0
otherwise

The Lagrangian dual function is defined only when c  AT    0 i.e.   AT  c , using this value
of  the Lagrangian dual problem associated with problem (2.22) is defined as:
minimize

 bT

subject to AT  c

(2.23)

The lower bound associated with problem (2.22) is  bT i.e.  b T  f * if for any  , AT  c  0
where f * is the optimal value of primal problem. If for a Lagrange dual problem d *  f * , the duality is
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said to weak duality. Moreover if d *  f * , the duality is said to be strong duality i.e. the duality gap is
zero. For d *  f * i.e. g (* , * )  f 0 ( x)* to be happen it should satisfy the condition *i f i ( x* )  0 for i=1,
2… m []. This condition is called is called as complementary slackness condition. In other words if

*i  0 then f i ( x* )  0 or if f i ( x* )  0 then *i  0 .
2.2.8

KKT Optimality Conditions

The level of accuracy in attaining the optimality is cross checked with the help of KKT optimality
conditions i.e. if KKT conditions hold strong duality is attained. To begin this section let’s assume the
objective function and constraints of problem (2.17) are differentiable. Also assume x * , (* , * ) are the
primal, dual optimal points obtained from its primal and dual problems (2.18), (2.22) respectively. Also
consider strong duality holds. Since we considered strong duality the results obtained are more accurate
and those primal, dual points should satisfy the KKT conditions, which are mentioned in []. So for a
convex optimization problem with differentiable objective and constraints, the complementary slackness
condition and KKT conditions provide necessary and sufficient conditions for optimality. Both these
conditions hold’s if strong duality holds. The KKT conditions are:

f i ( x* )  0 , i=1, 2… m
hi ( x * )  0 , i=1, 2… p

*i  0 , i=1, 2….m

*i f i ( x* )  0 , i=1, 2… m
f 0 ( x * )  i 1 *i f i ( x * )  i 1 i*hi ( x * )  0
m

p
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(2.24)

Chapter 3: Reconstruction Process and Algorithms involved
3.1

L1 Norm and its importance in Sparse Signal Recovery
Let x  R N is the sparse approximated signal in some domain  and let b R M denotes the M

measurements obtained by correlating x with some sensing matrix A  R M N where M<<N .Now
mathematically this compressive sampling process is given by the equation (3.1) and the process is
shown in figure 3.1.
b=Ax

(3.1)

Figure 3.1: Block diagram: Acquiring M measurements from N entries (CS)
Now we have to recover the sparse signal x (length N) from M measurements. From (3.1) we can say the
recovery of sparse signal is nothing but solving an undetermined system of equations. But for this type
of system it is hard to find the exact solution because there are infinitely many solutions of x and it is
extremely impossible to say which the best solution is. But we need that particular solution because the
error between the recovered signal and original signal is negligible or zero. The best way to solve an
undetermined system is to treat it as an approximation problem. In this case we need to approximate a
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point in N dimension ( x  R N ), which is the original sparse signal to an M dimensional point ( b R M )
in the affine space A (sensing matrix) and M<<N.
The efficiency of the approximation depends on the norm we are using while approximating the
point. Out of all the l p norms available l1 norm is widely used for approximating a point from high
dimension to low dimension [3]. The advantage of using l1 norm is the approximated signal or point
preserves most of energy of the original signal or point, which results in very less error between the
original point and approximated point. If the original point is sparse then we can get a very good
approximation of the signal. So for a sparse signal recovery (3.1) we implement l1 norm minimization
technique.
The l1 norm of a vector x  R N in a vector space V is function f : R N  R and is defined as

x 1  i 1 xi . From section (2.2.5) we came to know l1 norm is a convex function. Hence l1 norm
N

minimization problem with equality constraint Ax=b is a convex optimization problem. So finally we
can say that sparse signal recovery through l1 norm minimization with an equality constraint Ax=b is a
convex optimization problem and formulated as below:
minimize

x

1

subject to Ax  b

(3.2)

where x  R N is the optimizing variable. The problem (3.2) can also be interpreted as; out of infinitely
many sparsest solutions available (3.1) best sparse solution is the one with smallest l1 norm. Now the
problem (3.2) can be easily solved if we consider the equivalent LP [2] (section 2.2.2) of it. The
formulation is shown in next page
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minimize

t

i

i

subject to xi  t i  0

 xi  t i  0

Ax  b

(3.3)

where i=1, 2… N and t  R N is the new optimization variable introduced in addition to x. The objective
function, inequality constraints and equality constraints are all linear functions.
The l1 norm minimization method can also be applied to recover the image from its corresponding M

(b  R M ) measurements, which are obtained by correlating the input image of length N with the sensing
matrix A  R M N . Initially x is an image which is sparse in nature of size n  n and for convenience the
entire image is treated as vector of length N, where N  n  n . Obviously the l1 norm minimization
problem formulation for recovering the image in this case is same, as it is in the case of sparse signal
recovery (3.2).
If x is an image which has sparse representation in some domain  then x  s , where s is a
vector consisting of transformed coefficients and moreover it is a sparse vector of length N (section
2.1.1). Initially s  R nn in domain  and for the convenience it is treated as a vector whose length

N  n  n . Mathematically
b  As

b  s

or

(3.4)

where   A is a M  N new sensing matrix. The l1 norm minimization problem in this case is
formulated as:
minimize

s1

subject to s  b

(3.5)

where s 1  i 1 si , s  R N is the optimizing variable. The equivalent linear optimization problem [2]
N

(LP) (section 2.2.2) of problem (3.5) is given as
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minimize

t

i

i

subject to si  t i  0

 si  t i  0

s  b

(3.6)

The accuracy of recovered image using l1 norm minimization depends on how well the input image is
sparse approximated. For most of the natural images the good sparse approximation is in its wavelet
domain representation (section 2.1.1).
3.2

Algorithms for Reconstruction Process
In this section we will discuss about barrier method algorithm and primal dual interior point

method algorithm [2], which are used to solve convex optimization problems of type 3.3 or 3.6
respectively. Both these methods are commonly called as interior-point methods. In general interiorpoint methods are used to solve convex optimization problems with constraints. The basic idea behind
interior-point methods while solving convex optimization problems included with linear equality and
inequality constraints is, reducing the problem as a sequence of linear equality constrained problems.
3.2.1

Barrier Method
In this section we will describe barrier method to solve an optimization problem with inequality

constraints. A barrier method is an iterative procedure used to solve convex optimization problems such
as LP, QP, and SOCP etc. In general barrier method is easy to implement and shows good performance
[2]. These are the main advantages of barrier method over other algorithms, which are used to solve
convex optimization problems. The key concepts in implementing the barrier method are backtracking
line search, Newton method for equality constrained minimization, logarithmic barrier function and
stopping criteria. Moreover a barrier method is controlled by two kinds of iterations, called outer
iterations and inner iterations. The outer iterations are controlled by parameter t (used in log barrier
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function and is discussed later in this section) and the inner iterations are the number of iterations
required to solve a Newton method for equality constrained minimization. Consider the optimization
problem below
minimize

f 0 ( x)

subject to f i ( x)  0, i=1, 2... m

Ax  b

(3.7)

The basic thing in the barrier method is to convert the inequality constrained problem to an equality
constrained problem using log barrier function. The log barrier function [2] associated with any
optimization problem with inequality constraints f1 ( x),.... f m ( x)  0 is given as

 ( x)  i  (1 / t ) log f i ( x)  and dom  x f1 ( x)  0,.... f m ( x)  0
m

where t  0 . In other words a log barrier function approximates all the inequality constraints as a single
function and the accuracy of approximation depends on the parameter t. If the value of t is large we can
say the log barrier function is a good approximation of inequalities [2]. From the definition of log barrier
function we can say it is both convex and twice differentiable.
The inequality constrained optimization problem is converted to an equality constrained
optimization problem by adding the log barrier function to the respective objective function for a
particular value of t  0 (t  t ( 0) ) . Now the equivalent equality constrained convex optimization problem
for problem (3.7) is
minimize

f 0 ( x)  i 1  (1 / t ) log f i ( x) 
m

subject to Ax  b

(3.8)

Now we need to apply Newton method [2] to solve the optimization problem (3.8). The key concepts in
Newton method are Newton step, backtracking line search and Newton decrement. The Newton method
is also an iterative method and to start the Newton method we need to fix the starting point x ( 0 ) (t )
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which belongs to the domain of the objective function of problem (3.8) and also satisfying the constraint
Ax=b. Fix a tolerance value of   0 . In the notation x ( 0 ) (t ) , t represents the value at which we designed
log barrier function.
The next step in Newton method is we have to compute the Newton step, which is denoted as xnt . The
Newton step is also called as feasible descent direction, which is basically the search direction. The
search direction is that direction we have to follow in order to achieve the optimum point while solving
an optimization problem in any iterative method. The search direction at feasible point x(t) in Newton
method is the direction opposite to the negative gradient at that point, such that the angle between them
is acute angled i.e. f x(t )  xnt  0 . Before computing the Newton step consider a special case of
T

optimization (quadratic) problem as below
minimize

f ( x)  (1 / 2) x T Px  q T x  r

subject to Ax  b

(3.9)

where P  S n and A  R pn . Let’s assume the problem (3.9) is feasible and there exists an optimal point

x * . Let  * be the dual optimal point associated with Lagrange dual problem of problem (3.9). Now
solving problem (3.9) is nothing but solving the optimality conditions associated with the problem (3.9),
which are given as Ax *  b, Px *  q  AT *  0 (gradient of Lagrangian function vanishes at x * , * ). In
matrix form represented as

 P AT   x *   q 

 *    
A
0

    b 

(3.10)

The Newton step xnt is computed by solving the problem (3.8) at a feasible point x, but the objective
function is replaced with its second order Taylor approximation near x(t) with variable  . The resulted
objective function is a quadratic function and is shown in next page.
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T



m
1
f 0 ( x(t ))  i 1  (1 / t ) log f i ( x(t ))   f 0 ( x(t ))  (1 / t )i 1
f i ( x(t ))   
 f i  x(t ) 


m

 m

1
m
1
 1  T  2
f i ( x)f i ( x(t ))T  i 1
 2 f i ( x(t ))  
    f 0 ( x(t ))  (1 / t ) i 1
2
 f i ( x(t ))
f i ( x(t ))
2 



(3.11)

So the Newton step is nothing but solving the optimality conditions (3.10) associated with the quadratic
optimization problem whose corresponding objective function is (3.11) and the equality constraint is
Ax=b. The Newton step execution in matrix form is shown in (3.12) and the associated values of P, q are
shown in (3.13), (3.14) respectively.

 P AT  xnt   q 


 
 A 0    nt   0 

(3.12)


 m

1
m
1
P    2 f 0 ( x(t ))  (1 / t ) i 1
f i ( x)f i ( x(t ))T  i 1
 2 f i ( x(t ))  
2
 f i ( x(t ))
f i ( x(t ))






m
1
q   f 0 ( x(t ))  (1/ t )i 1
f i ( x(t )) 
 f i x(t ) 



(3.13)

(3.14)

The computation of Newton step (3.12) also involves computing nt , where  nt is the dual optimal
Newton point associated with the Lagrange dual problem of quadratic approximation. Hence one can
receive a token of verification for Newton step at each iteration.
After computing the Newton step, compute the quantity  f ( x(t ))  f (xnt )  . If the value of

 f ( x(t ))  f (xnt )  is too small (less than or equal to the fixed tolerance value   0 ) we can say that we
have reached the optimal point for the quadratic minimization problem whose optimality conditions are
given by (3.12). In other words there is no meaning of computing the search direction or Newton step
again and also the current feasible point ( x ( 0 ) (t )) , based on which the Newton step is computed, is itself
the optimal point for that quadratic minimization problem (3.12). But, if the value of the

 f ( x(t ))  f (xnt )  is large we can say that we are still far away from the optimal point associated with
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quadratic optimization problem whose optimality conditions are given by (3.12). In other words we need
to compute the search direction again i.e. the previous feasible point ( x ( 0 ) (t )) , based on which the
Newton step is computed, is not an optimal point and we need to go for next inner iteration until

 f ( x(t ))  f (xnt )   .
However, in Newton method the estimate of  f ( x(t ))  f (xnt )  in each iteration is computed as

 ( x) 2 / 2 , where  (x) is called as Newton decrement and is defined as  ( x)  xntT  2 f ( x(t ))xnt  . So
1/ 2

we can say, we have to perform inner iterations until  ( x) 2 / 2   . In other words  ( x) 2 / 2 acts as a
stopping criterion for the Newton method.
As already mentioned to stop the inner iterations, the search direction or Newton step (xnt ) should
satisfy the condition  ( x) 2 / 2   . But during the execution of each inner iteration we need a feasible
point to compute the Newton step and this feasible point is obtained based on updating the previous
inner iteration feasible point. In other words to compute the next search direction or Newton step in
Newton method, we have to start the search at the updated point. Hence we need to solve a quadratic
optimization problem (3.12) at each inner iteration, whose objective function is a quadratic
approximation of the original objective function (3.12), approximated at updated feasible point. If x(t) is
the previous inner iteration point or feasible point and xnt is the Newton step computed at previous
inner iteration, then the updated feasible point is denoted by x  (t ) and is given as x  (t )  x(t )  xnt ,
where  is called the step size.
The step size  should be selected in such a way there should be a considerable amount of
decrease in the functional value of f ( x(t )  xnt ) when compared to the functional value of f ( x(t )) ,
otherwise we need to compute a large number of search directions. So the value of  is so important,
such that we can solve quadratic optimization problem (3.12) with few inner iterations or with few
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Newton steps or few search directions. In general the step size  is calculated using line search method.
But the most simple and effective line search method is backtracking line search method [2]. It depends
on two parameters  ,  where   (0,1/ 2) and   (0,1) . In this search method the initial value of  is
fixed as one (  =1) and we need to update the value of  as   :  until it satisfies the following
condition

f ( x(t )  xnt )  f ( x(t ))  f ( x(t ))T xnt

(3.15)

where f ( x(t ))  f 0 ( x(t ))  i 1  (1 / t ) log( f i ( x(t ))
m

f ( x(t ))  f 0 ( x(t ))  (1/ t )i 1
m

1
f i ( x(t ))
 f i ( x(t ))

The condition (3.15) ensures that there is a considerable amount of decrease in the functional value of

f ( x(t )  xnt ) . So far in barrier method we have converted an inequality constrained minimization
problem to an equality constrained minimization problem (3.8) with help of log barrier function for a
certain value of t>0. Later we have solved that equality constrained minimization problem using Newton
method with certain number of inner iterations and this step in barrier method is called initial centering
step. The number of centering steps required to solve optimization problem (3.8) are called as number of
outer iterations in barrier method. The first outer iteration is called as initial centering step.
Let x * (t ) be the optimal value attained after performing the initial centering step. Now calculate
the value of m/t (m is the number of inequalities) and if it is less than  , we can stop the barrier method
and x * (t ) turns out to be the optimal value of problem (3.8). Moreover the approximation of inequalities
(log barrier function) using that particular value of t is a very good approximation, because optimal
value is attained in one centering step (initial centering step). But if the value of m/t is greater than  , the
optimal point x * (t ) computed using Newton method is not the optimal point of problem (3.8) and we
need to go for next outer iteration or centering step. In other words the approximation of inequalities
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(log barrier function) using that particular value of t is not a good approximation and we need to go next
centering step, until optimal point is achieved i.e. m/ t   .
Before computing the centering step (excluding initial centering step) in each iteration we need
to fix the feasible point (used to start next centering step or Newton method) and the value of t (used to
approximate inequalities). The value of t used in current centering step is updated as t : t and this



updated t: is the new value of t used to approximate the inequalities. Now the feasible point x ( 0 ) (t :)







required computing the next centering step or Newton method is the optimal point x * (t ) attained while
computing the initial centering step or previous centering step i.e. x ( 0 ) (t :)  x * (t ) . In other words in
barrier method for executing the each centering step the feasible point is selected as the optimal point
achieved in previous centering step along with updated value of t used in approximating the inequalities.
Finally the barrier method (stop computing the centering step) is stopped if m /(t :)   .
As mentioned in the above paragraph, the updated vale of t is represented as t : t . In general
the choice of parameter  is around 3 to 100 and in practice the choice of  around 10 to 20 works
well. There are several heuristic choices for the initial value of t (t ( 0 ) ) , which is required in initial
centering step. In barrier method the total number of iterations can be known even before the method
execution. The total number of outer iterations [2] required while performing the barrier method is

  m 

log t ( 0)  / log   along with the initial centering step. The numbers of inner iterations [2] required are

 


(m(  1  log  ) /  )  c  , where the constant  depends on the backtracking parameters  ,  and their
relation [2] is given as (1 /  )  (20  8 ) /( (1  2 2 )) .The constant c depends on the tolerance value 
and their relation [2] is given as c  log2 log2 (1/  ) . Now the total number of Newton iterations (inner
and outer iterations) required in performing the barrier method is denoted as S and is given as
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  m 

S  log ( 0)  / log   (m(  1  log  ) /  )  c 
  t 

In short the barrier method implementation in solving problem 3.7 is mentioned below:
Assume the values for t  t ( 0 )  0,   0 and a feasible point x ( 0 ) (t ) .
1) Convert the problem (3.7) into an equality constrained minimization problem (3.8) using log barrier
function  (x).
(2) Now compute Newton method until the optimal point x * (t ) is achieved i.e.  ( x) 2 / 2   . While
computing Newton step at each iteration in Newton method the feasible point should be updated as

x  (t )  x(t )  xnt , where the parameter  is calculated using backtracking line search method. The
entire step 2 is called as centering step.
3) Compute m/t. If m/ t   stop barrier method and x * (t ) (from step 2) is the optimal point of problem
(3.7). If m/ t   update t as t : t and update x ( 0 ) (t :) as x ( 0 ) (t :)  x * (t ) (from step two) and continue
barrier method (repeat from step1).
3.2.2

Primal-Dual Interior Point Method
The Primal-dual interior point method [2] is also an iterative method and very similar to barrier

method with some differences. The first difference is there is only one loop i.e. there is no distinction
between inner and outer iterations. The second difference is the computation of search directions are
similar to barrier method, but not exact approach. The third difference is, in a primal-dual interior
method it’s not necessary at each iteration the primal and dual optimal points to be feasible. In general a
primal-dual interior point method is more efficient than barrier method when high accuracy is needed.
Consider the optimization problem as shown in next page.

37

minimize

f 0 ( x)

subject to f i ( x)  0, i=1, 2... m

Ax  b

(3.16)

where A  R mn , b R m and assume the objective function and inequality constraints are differentiable.
Also assume the problem (3.16) is solvable. If x * is the optimal point associated with problem (3.16)
then it satisfies the following condition

Ax*  b

(3.17)

Consider the Lagrange function associated with problem (3.16)
L( x,  , )  f 0 ( x)  i 1 i f i ( x)  AT
m

(3.18)

Let * , * are the dual optimal points of the Lagrange dual problem associated with problem
(3.16) whose Lagrange function given by (3.17) and assume there is a zero duality gap (primal optimal
value is equal to dual optimal value). Since we assumed x * is the primal optimal point and there is zero
duality gap, x * should satisfy the optimality condition i.e. the gradient of the Lagrange function

L( x, * , * ) (3.18) at x * is equal to zero. In other words the function L( x, * , * ) is minimized at x * .
Mathematically given as
f 0 ( x * )  i 1 *i f i ( x * )  AT *  0
m

(3.19)

We already assumed that there is zero duality gap, which implies strong duality exists i.e.

f *  g (* , * ) , where g (* , * ) is the Lagrange dual function (associated with problem (3.16))
evaluated at dual optimal points to obtain dual optimal value and f * is the optimal point (primal optimal
point) of problem (3.16). But for this condition to hold it should also satisfy the complementary
slackness condition [2] (section 2.2.7) *i f i ( x* )  0 for i=1, 2… m. But for most of the practical cases
this complementary slackness condition is modified as follows:
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 *i f i ( x* )  1/ t for i=1, 2… m

(3.20)

where t  0 . Now the conditions (3.17), (3.19), (3.20) together are called as modified KKT conditions
[2] associated with problem (3.16). In general KKT [2] conditions are called as optimality conditions
and x * , * , * associated with any optimization problem should satisfy those conditions (3.20). These
modified KKT conditions can also be expressed as residual function i.e.

f 0 ( x * )  Df ( x * )T *  AT *  rdual 

 

rt ( x * , * , * )    diag(* ) f ( x * )  (1 / t ) 1    rcent   0

  rpri 
Ax *  b


 

(3.21)

Where rt ( x* , * , * )  0 is called the residual function at t  0 and its first, second, third block
components are called as dual residual, central residual, primal residual respectively.
Also in (3.21) f ( x* )T  [ f1 ( x* ),..., f m ( x* )], Df ( x* )T  [f1 ( x* ),..., f m ( x* )T ] and   [1 ,..., m ] .
One important thing in primal-dual interior point method is duality gap is often mentioned as surrogate
duality gap. In barrier method it's easy to compute the duality gap because the starting point ( x, , ) is
feasible, but in this case it's not feasible and hence hard to find. So a new term called surrogate duality
gap, denoted by  is introduced and given as    f ( x)T  . Now the value of  in each iterate tells us
an approximation of how close the iterate ( x ( k ) , ( k ) , ( k ) ) is being to be optimal. Now the primal-dual
interior point method for problem (3.16) is described as below.
Let’s fix a value for t (t  0) , tolerances  feas  0,   0 and consider y  ( x, , ) as primal, dual
points associated with problem (3.16). Initially these points are considered as primal and dual optimal
points for the problem (3.16) i.e. x  x * (t ),   * (t ),   * (t ) . Now compute the residuals associated i.e.
rpri , rdual 2 ( rcent
2

2

is neglected) form (3.21) and the surrogate duality gap associated with ( x, , ) . If

the magnitude of the residuals, duality gap are zero or less than or equal to tolerance values  feas , 
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respectively, we can say our assumption of primal and dual points is accurate and we can terminate the
method. But if the situation is reversed, we need to compute the search direction or Newton step to
compute the exact optimal point. The way to determine Newton step is explained below.
Let y pd  (x pd ,  pd ,  pd ) denotes the Newton step, where x pd is the primal search direction and

( pd ,  pd ) are the dual search directions. Since we assumed the feasible points (primal and dual) as
optimal points (primal and dual) we need to find a Newton step such that the KKT conditions must be
satisfied i.e.

rt ( x  x pd ,    pd ,   pd )  0

(3.22)

From (3.21) rdual ( y)  f 0 ( x)  Df ( x)T   AT . Now linearize the dual residual function (rdual ( y )) using
first order Taylor approximation at y  ( x, , ) and with the variable y pd  (x pd ,  pd ,  pd ) . Now
the resultant function is described as below:
rdual ( y  y pd )  f 0 ( x  x pd )  Df ( x  x pd )T   AT (   pd )

On simplification of the above expression we have





rdual ( y  y pd )   2 f 0 ( x)   ( 2 f i ( x))T x pd  Df ( x)T  pd  AT  pd  rdual ( y )

 ( 2 f 0 ( x)  i 1 i  2 f i ( x))x pd  Df ( x)T  pd  AT  pd rdual ( y )
m

(3.23)

From (3.21) rcent ( y )  diag( ) f ( x)  (1 / t ) 1 and rpri ( y)  Ax  b . Now linearize the central residual
function (rcent ( y )) and primal residual function (rpri ( y)) at y with variable y pd using first order Taylor
approximation. The resulting expressions are as follows:

rcent ( y  y pd )  (diag( ) Df ( x))x pd  (diag( f ( x)) pd  rcent ( y)
rpri ( y  y pd )  Ax pd  rpri ( y)
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(3.24)
(3.25)

Now using the equations (3.23), (3.24), (3.25) the residual equation (3.22) in matrix form is represented
as below:

 2 f 0 ( x)  m i  2 f i ( x)
Df ( x) T
i 1

 diag( ) Df ( x)
 diag( f ( x))


A
0


AT 

0
0


 x pd 
rdual 




  pd     rcent 
 pd 
 rpri 





(3.26)

So the Newton step in primal-dual interior point method is computed by solving the set of equations
mentioned in (3.26). From (3.26) second block component we have

(diag( ) Df ( x))x pd  (diag( f ( x)) pd  rcent  0
  pd  diag( f ( x)) 1 diag( ) Df ( x)x pd  diag( f ( x)) 1 rcent

(3.27)

Now substituting (3.27) into first block of equations of (3.26) gives the modified set of equations of
(3.26) and are represented as:

 Ppd

 A

1
m


AT   x pd 
f 0 ( x)  (1 / t )i 1
f i ( x)  AT 

 f i ( x)
  


0   pd 
Ax  b



where Ppd   2 f 0 ( x)  i 1 i  2 f i ( x)  i 1
m

m

i
 f i ( x)

(3.28)

f i ( x)f i ( x) T

Now the Newton step in primal dual interior point method is also defined as solving (3.28), where  pd
is obtained by using (3.27). So far in primal dual interior point method we have find Newton step

y pd  (x pd ,  pd ,  pd ) for a point y  ( x, , ) . Now we need to update the point y  ( x, , ) as
y   y  sy pd , which is used in next iteration and y is the current iteration point i.e.
x   x  sx pd ,     s pd ,      s pd

where s is called as the step length and it is calculated using line search method. In interior point method
the line search is done in such a way the updated point, which is used in next iteration must be feasible
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and there is also sufficient decrease in the magnitudes of residuals after updating. In other words the
value of s [3], [5] determined should satisfy

 0, f ( x  )  0 and rt ( x  ,  ,  ) 2  (1  s) rt ( x,  , )

2

(3.29)

where  is chosen in the range of 0.3 to 0.8. Now before computing the value of s determine the
positive step length, denoted by s max and given as s max  min1, min i / i i  0 [3].
The step length is determined as s  0.99s max . Now multiply s by   (0,1) until the updated
point becomes feasible i.e. satisfying conditions mentioned in (3.29). Moreover the value of t should be
as t   m /  (   1) before starting the next iteration. Now we have updated point y  and updated t 
values and perform the next iterations until rpri 2 , rdual

2

  feas and    .

In short the primal-dual interior point algorithm to solve problem (3.16) is mentioned in steps below.
Assume the values for   1,  feas  0, t  0(t  t ( 0) ) and y  ( x, , ) .
1) Determine rpri 2 , rdual

2

and surrogate duality gap  . If rpri 2 , rdual

2

  feas and    interior point

method is stopped and y  ( x, , ) are the primal and dual optimal points. Else perform the Newton
step i.e. find y pd  (x pd ,  pd ,  pd ) .
2) Update the point as y   y  sy pd , where s is calculated using line search method and t   m /  .
Repeat from step 1.
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Chapter 4: Implementation and Matlab Results
4.1

Sparse Signal Recovery using Primal-Dual Interior Point Method
In this section we will discuss about, how to implement primal-dual interior point method [5] in

Matlab for sparse signal recovery through l1 norm minimization (problem 3.2 of chapter 3). The
examples in this chapter are referred from l1 magic [5]. Assume a sparse signal x  R N of length N=512,
which has K=25 non-zero terms of amplitude one and the rest are zero. There are no specific locations of
non-zero terms in the signal, but they are randomly placed over the signal. Figure 4.1 shows the sparse
signal we have assumed.
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Figure 4.1: Original Sparse signal x of length N=512 and K=25
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Let M=120 be the number of measurements we need to acquire, such that M  K log(N / K ) . Now
create a sensing matrix A  R M  N , where M=120 and N=512. The elements of the sensing matrix A are
the elements of Gaussian random distribution, where in Matlab implemented as A=randn (M, N). The
measurements (M=120) are obtained from the equation b=Ax. Now we have to recover the sparse signal
x form b  R M measurements using primal dual interior point method and the associated optimization
problem is formulated as below.
minimize

x

1

subject to Ax  b

(4.1)

where x  R N is the optimizing variable, A  R M  N , b  R M and

x 1  i 1 xi . But to apply primalN

dual interior point method to problem (4.1), it should contain inequalities. So the problem (4.1) is
converted into an equivalent linear optimization problem (LP) (problem 3.3 of chapter 3) and its
formulation is shown below.
minimize

u

i

i

subject to xi  ui  0

 xi  u i  0

Ax  b

(4.2)

where u  R N is the new optimization variable introduced along with x. Let 1  [11 ,..., 1m ] ,

2  [21 ,..., 2 m ] ,   R M are dual variables associated with Lagrange dual problem of problem (4.2).
Let x * ,u * be the primal optimal points of problem (4.2) and the optimal point x * associated with the
problem (4.2) is treated as an optimal point for the problem (4.1) too. Before running the primal-dual





interior point method algorithm we should fix the initial values x ( 0 ) , u ( 0 ) , 1( 0 ) , (20 ) , ( 0 ) , which are used
to compute the search direction or Newton step in the algorithm, and also assign certain values for the
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parameters involved. The initial value x (0) is chosen in such a way that it has minimum energy i.e.

x (0)  AT b , whose plot is shown in figure 4.2 and the initial value for can u (0)  R N be any random
vector, but for our convenience in Matlab implemented as u0 = (0.95)*abs(x0) + (0.10)*max(abs(x0)).
Now the initial values for 1( 0) , (20) , ( 0)  R N are derived as 1( 0)  1  /( x ( 0)  u ( 0) ), (20)  1  /( x ( 0)  u ( 0) )
and  (0)   A * (1

( 0)

 2 ) ( 1 , 2
( 0)

( 0)

(0)

are derived based on modified complementary slackness

condition). The parameters are fixed as    feas  0.001,  0.001,   0.5,   10 and t  1 . Now the
primal-dual interior point method algorithm for l1 norm minimization problem (4.2) is simulated in
Matlab and the optimal point x * is attained in 10 iterations. The optimal point thus obtained is treated as
optimal point for problem (4.1) i.e. we have recovered sparse signal form M measurements and the
recovered sparse signal is shown in figure 4.3
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Figure 4.2: Initial point x (0) (minimum energy point)
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Figure 4.3: Recovered Sparse signal ( x (0) as feasible)
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Figure 4.4: Initial point x (0) (Gaussian random vector) infeasible case
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The MSE between the original sparse signal and recovered sparse signal is almost zero, from which we
can say that the recovered sparse signal is equal to the original signal. The algorithm is simulated in
0.096 seconds, which indicates the fast converging rate of the method used. The norms of primal, dual
residuals in last iteration are rpri

2

 3.419e 011   feas , rdual

2

 1.911e 009   feas and the value of

surrogate duality gap is   4.368e 004   , from which we can say that stopping criterion is satisfied in
last iteration and the primal dual interior point method is terminated. Here we considered the initial point
as minimum energy point, which makes the point feasible. But primal-dual interior point method also
works well if the starting point is not feasible. For instance choose x (0) as a Gaussian random vector of
length N and now compute the algorithm for the same problem (4.2), with same assumptions considered
in the previous case. The result in this case is shown in figure (4.5), whereas figure (4.4) shows the plot
of initial point. The MSE in this case is also almost zero, which indicates that even though initial point is
not feasible primal-dual interior point method works well.
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Figure 4.5: Recovered Sparse signal ( x (0) as infeasible)
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4.2

Image Recovery by L1 Norm Minimization Using Barrier Method
In this section we will discuss about, how to implement barrier method [5] in Matlab for image

recovery through l1 norm minimization (problem 3.5 of chapter 3).
We assume a Lena image (Figure 4.6) of size 256  256 and then divide the image into 16 blocks,
where each block is of size 64  64. Next transform each block into wavelet domain, whose
transformation matrix is denoted by  and for simplicity consider   I . Now each block has its own
sparse representation and moreover each block is treated as vector whose length is N=4096 (64*64). In
other words each block is now a sparse vector of length N=4096. Let M=1500 be the number of
measurements we need to acquire for each block and then create a sensing matrix A  R M  N , where
M=1500 and N=4096. The elements of the sensing matrix A in this case are also the elements of
Gaussian random distribution. The new sensing matrix is designed as   A  AI  A. Now we need
to acquire the sparse vector (N=4096) from M=1500 measurements for each block i.e. we need to
recover the sparse representation of each block (64  64) of camera man image from the 1500
measurements of each block. The optimization problem (problem 3.5 chapter 3) associated in this case
for each block is given as
minimize

s

subject to

s  b

1

(4.3)

where s  R N is the optimizing variable,   R M  N , b R M and s 1  i 1 si . Consider the equivalent
N

LP problem of problem (4.3) as described below
minimize

u

i

i

subject to si  u i  0

 si  u i  0

s  b
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(4.4)

where u  R N is the new optimization variable introduced along with x. Now to start the barrier method
we need to fix the initial point and it is selected as that point which has minimum energy for each block
and overall image with this initial guess for each block is shown in figure 4.7. Consider

t ( 0)  1,   0.5,   2 . Now barrier method is implemented for each block and the resultant vector
(N=4096) of each block is the recovered sparse vector from their corresponding 1500 measurements.
Each block is transformed back to its standard pixel domain and the overall recovered image is shown in
figure 4.8. The computation time required to recover all the blocks is 1166.906072 seconds.
The MSE between the original image and initial image is 11774. The MSE between the original
image and recovered image is 228.634. The average number of centering steps per block is 5 and
average number of Newton steps (inner iterations) per centering step is 18. So the total number of
iterations per block is 90. Since there is a drastic decrease in MSE i.e. from 11774 to 228.634, we can
say that the l1 norm minimization for image recovery via. Barrier method is a good optimizing technique
to recover the image. But from figure 4.8 we can observe some of the edges are not recovered properly,
this is due to inappropriate sparse approximation of original signal.

Figure 4.6: Original Lena image (256x256)
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Figure 4.7: Initial Guess of image represented in spatial domain

Figure 4.8: Recovered image in spatial domain

The same procedure is also applied for a camera man image of size 256x256 (Figure 4.9). The
initial guess of the image (minimum energy) in spatial domain is shown in figure 4.10 and the recovered
image is shown in figure 4.11. The computation time is 1263.708496 sec. The MSE between original
image and initial image is 11582. The MSE between original image and recovered image is 158.7066 .
The average number of centering steps per block is 5 and average number of Newton steps (inner
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iterations) per centering step is 25. So the total number of iterations per block is 125. In this case also the
primal-dual interior point method works as a very good optimizing technique (MSE from 11582 to
158.7066) in recovering the image by l1 norm minimization, but some of the edges are missing.

Figure 4.9: Original camera man image size 256x256

Figure 4.10: Initial Guess of image represented in spatial domain
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Figure 4.11 Recovered image by l1 norm in spatial domain.
4.3

Image Recovery by l1 Norm Minimization Primal Dual Interior Point Method
In this section we will discuss about, how to implement primal dual interior point method [5] in

Matlab for image recovery through l1 norm minimization (problem 3.5 of chapter 3). Let's consider the
Lena image of size 256  256 and divide it into 16 blocks of size 64  64 in wavelet domain. Each block
is now treated as a sparse vector (N=4096). Let M=1500 be the number of measurements acquired by
correlating the sparse vector with sensing matrix A  R M  N . The starting primal point (feasible one),
dual variables and all the parameters were assumed to be the same values used in the case of sparse
signal recovery except the tolerance value and it is assumed to be    feas  0.5 . Now primal-dual
interior point method is simulated in matlab for each block and the resultant vector (N=4096) of each
block is the recovered sparse vector from their corresponding 1500 measurements. Each block is
transformed back to its standard pixel domain and is combined together.
The recovered image is shown in figure 4.13 and the initial image in spatial domain is shown in
figure 4.12. In fact the initial image was same in both the algorithms. The computation time required to
recover all the blocks is 667.647 seconds. The MSE between the original image and initial image is
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11774. The MSE between original signal and recovered image is 84.9755. The average number of
iterations or Newton steps per block is 30. Since there is a drastic decrease in MSE i.e. from 11774 to
84.9755, we can say that the l1 norm minimization for image recovery via. Primal-dual interior point
method is a good optimizing technique to recover the image. From figure 4.8 we can observe some of
the edges are not recovered properly, this is due to inappropriate sparse approximation of original signal
as discussed in section 3.2 of chapter 3.

Figure 4 .12: Initial Guess of image represented in spatial domain

Figure 4.13: Recovered image by l1 norm min. using PDIP method
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The same procedure is also applied for a camera man image of size 256  256. The initial guess of the
image (minimum energy) in spatial domain is shown in figure 4.14 and the recovered image is shown in
figure 4.15. The computation time is 667.647 seconds. The MSE between original image and recovered
image is 152.6338. The MSE between original image and initial image is 11582 .The average number of
iterations or Newton steps per block are 30. In this case also the primal-dual interior point method works
as a very good optimizing technique in recovering the image by l1 norm minimization, but some of the
edges are missing.

Figure 4.14: Initial guess of image represented in spatial domain

Figure 4.15: Recovered image by l1 norm minimization using PDIP method
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4.4

Comparison of Results

In this section we will compare the results of section 4.2 and 4.3
Table 4.1: Results
Image

Method

Iterations per block

MSE decrease

Lena

Barrier method

90

11774 to 228.634

Camera man

Barrier method

125

11582 to 158.7066

Lena

PDIP

30

11774 to 84.9755

Camera man

PDIP

30

11582 to 152.6338
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Chapter 5: Conclusion and Future Work
From section 4.1 we can conclude that primal-dual interior point method works efficiently for
recovering a sparse signal through l1 norm minimization i.e. in compressive sensing an exact sparse
signal is recovered from very few measurements or samples. If the underlying signal is an image, in this
case also we can recover the image form very few measurements acquired in CS. From table 4.1 we
observe that an image is recovered well from the measurements acquired in CS, if we implement primal
dual interior point method to solve the l1 norm minimization problem associated with it rather than
implementing barrier method. We can also conclude from table 4.1 a primal dual interior point method
requires less number of iterations and less computation time in recovering the image form the
measurements acquired through CS, when compared to that of barrier method.
In the recovered images we observe that some of the edge components are missing due to
inappropriate sparse approximation of the original image. A new minimization technique called TV
minimization has been recently developed [5] in CS to recover those missing edges, which is basically
built on the fact that gradient of the image is sparse. This is one of our future works. Also our future
work includes, reducing the MSE of the recovered images by considering more constraints to the current
optimization problem involved [3].
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