Abstract. We show that the Auslander index is the same as the column invariant over Gorenstein local rings. We also show that Ding's conjecture ([3]) holds for an isolated non-Gorenstein ring A satisfying a certain condition which seems to be weaker than the condition that the associated graded ring of A is Cohen-Macaulay.
Introduction
, Auslander introduced the numerical invariant δ(M ) for any finite module M over a Gorenstein local ring A: δ(M ) is defined to be the maximal rank of free summands of X M in a minimal Cohen-Macaulay approximation of M . In [3, 4] , Ding has studied the δ-invariant of cyclic modules A/m i (i ≥ 1) and defined a new invariant index(A). He also conjectured that index(A) is the same as (A), the generalized Loewy length of A.
It was proved in [8] that there are certain restrictions on the entries of the maps in the minimal free resolutions of finitely generated modules of infinite projective dimension over Noetherian local rings A. Using these restrictions, some new invariants were introduced in [9] : They are (see Definition 1.1): col(A) [resp. row(A)] for a number associated with the columns [resp. rows] of the maps and crs(A) and drs(A), which are associated with the cyclic modules determined by regular sequences and their Matlis duals. It was shown in [9, Proposition 1.4 ] that drs(A) is equal to (A) if A is Cohen-Macaulay.
The purpose of this paper is to relate the (Auslander) index of a Cohen-Macaulay local ring to some of the invariants considered above.
In Section 1, we show that for a Cohen-Macaulay local ring A, index (A) can be described in terms of the columns of presenting matrices of maximal Cohen-Macaulay modules without free summands (Proposition 1.5). We also show that index(A) = col(A) if A is Gorenstein (Corollary 1.7). As a consequence we obtain a result in [13] on the behavior of the index of Gorenstein local rings under an extension of finite flat dimension (Corollary 1.8). We also discuss some of properties concerning the δ-invariant of Matlis dual of a module of finite length.
In Section 2, we obtain that for Gorenstein local rings A with infinite residue fields the conjecture in [9] is equivalent to Ding's conjecture in [3] , which asserts that index(A) = (A). (A surprising counterexample to Ding's conjecture when the residue field is F 2 was given in [6] .) The main result (Theorem 2.1) of this paper is: 
This theorem immediately implies that Ding's conjecture (or the conjecture in [9] ) holds for Gorenstein local rings satisfying the condition ( * ) because col CM (A) = index(A) and the inequality in the other direction is shown to hold in [3] for Gorenstein local rings. We remark that the condition ( * ) is at least weaker than the condition the associated graded ring gr m (A) of A is Cohen-Macaulay which was assumed in showing the equality in [5] because every minimal reduction satisfies ( * ) in this case (the residue field has to be infinite so that there is a minimal reduction).
Although all rings we consider in this paper are commutative, Noetherian with identity, and all modules are unital, we emphasize the Noetherian property in our statements. We use the usual notation E(A/m) for the injective hull of A/m and M ∨ for Matlis dual, Hom A (−, E(A/m)).
col(A) =index(A) over a Gorenstein local ring A
In this section we recall the invariants defined in [9] , and the Auslander index, index(A) and the generalized Loewy length (A). We also state the basic properties of these invariants. In particular, we show that col(A) is the same as index(A) over a Gorenstein local ring A. We now recall the basic properties of Auslander δ-invariant: Let (A, m) be a Cohen-Macaulay local ring with a canonical module ω. For a finitely generated A-module X, define f -rank(X) := r if X = A r ⊕ U , where U has no free summands. We note that this r is well defined because for any surjective map φ : It is also known (see [2] , [6] or [15] ) that there is a unique (up to isomorphism) minimal one which is denoted by
with the property that if X is any maximal Cohen-Macaulay A-module that maps onto M , then X maps onto X M .
The definition of δ(M ) and the properties of minimal Cohen-Macaulay approximation immediately imply: We describe the index in terms of the columns of the presenting matrix of maximal Cohen-Macaulay modules to relate to col(A) for Gorenstein local rings A. Since is onto, we may assume that
and so0
Similarly, we can also show that ψ i1 ∈ m c for i = 2, . . . , m 1 . In other words, every entry of the first column of ψ belongs to m c . To prove the converse, suppose that there is a maximal Cohen-Macaulay module X without free summands such that every entry of some column, say the first column, of the presenting matrix of M is contained in m c . Now, consider the following diagram with η and h described below: In [11] , it is shown that col(A) = col CM (A) if A is a Gorenstein local ring, using the following fact: Fact 1.6. Let (A, m) be a Gorenstein local ring and X a maximal Cohen-Macaulay A-module without free summands. Then for any integer ≥ 0, X is an -th syzygy.
Thus we have the following corollary: 
Since φ ⊗ 1 is the (2 + dim B)-th map which has a column consisting of elements in n col(A)−1 , we know col(A) ≤ col(B). In particular, index(A) ≤ index(B) since index(−) = col(−).
Remark 1.9. When A is Gorenstein (with an infinite residue field), the conjecture in [9] asserts that col(A) = drs(A). By Remark 1.2 and Corollary 1.7, the conjecture in [9] is equivalent to Ding's Conjecture which asserts that index(A) = (A) for Gorenstein local rings A (with an infinite residue field).
We close this section with a discussion concerning the δ-invariant of Matlis dual of a module of finite length. We denote the 
We notice that Ext
) is a maximal Cohen-Macaulay module. By the assumption δ(M ) = 0, ker(ϕ * d+1 ) should have a free summand. This fact implies that the number of minimal generators of Im(ϕ * d ) is less than n d , so we assume that ϕ * d+1 has a row of zeros, i.e., ϕ d+1 , which is a transpose matrix of ϕ * d+1 , has a column of zeros. Hence
In [15] , Yoshino has studied the Auslander's higher delta invariants, i.e., δ(Ω n (M )), and he has shown that there is an integer t 0 such that δ(Ω n (A/m t )) = 0 for any t ≥ t 0 and for any n > 0. The following corollary shows that the above fact does not work on the Matlis dual of A/m t . 
Index of a Cohen-Macaulay local ring
In this section we prove the following theorem which is the main result of this paper. 
Corollary 2.2. Let (A, m) be a Gorenstein local ring satisfying the condition ( * ) in Theorem 2.1. Then Ding's Conjecture holds, i.e. index(A) = (A).
Proof. The conclusion follows from Remark 1.4, Theorem 1.7, and Theorem 2.1. (x 1 , . . . , x k ) , is also satisfied. We note that (A) is attained for such system of parameters x 1 , . . . , x d , and (A) = r + 1 ( [7] ).
ii) We also point out that the Corollary 2.2 holds for isolated nonGorenstein local rings as long as they satisfy the condition ( * ) (see Remark 1.4). Proof of Theorem 2.1. Let's choose y ∈ m r − (x). Since m r+1 ⊆ (x) by assumption,ȳ ∈ Soc(A/x), whereȳ is the image of y in A/x. Thus we have a monomorphism y : A/m → A/x, which sends1 toȳ, and have the following commutative complexes:
is a Koszul complex of x, and φ i 's are liftings of the map y. We note that the entries of φ i are in m since x = x 1 , . . . , x d is a part of minimal generators of m.
. . .
We may assume that φ i1 ∈ m r for = 0, . . . , d and i = 1, . . . , n , i.e., every entry of the first column of each φ is contained in m r .
Proof of Claim 1. We first note that since m r+1 ∩ I k = m r I k for k = 1, . . . , d, where I k = (x 1 , . . . , x k ) we have the property that if
To prove claim 1, we use induction on . The case = 0 is clear since φ 0 = y ∈ m r . Suppose claim 1 is true for all < 0 . We need to show that φ 0 i1 ∈ m r for i = 1, . . . , n 0 . Since Ψ 0 +1 Ψ 0 = 0, we have
∈ m r for i = 1, . . . , n 0 −1 by the induction hypothesis, we know that
Thus there exist φ
This implies that
where d i are the differentials of Koszul complex of (x 0 , . . . , x d ) . Therefore, we may write
. Using a change of basis, we can replace φ Suppose that Ω d has some free summand and let 
To show (1), suppose (η 1 ) = 1 for some ∈ Hom A (Ω d , A) if possible. Then we may assume that the entries of the first column of Ψ d+1 are all 0 by a change of basis. Thus from the minimal resolution of A/(x, y), we know that Tor /(x, y) . This contradicts that y / ∈ (x).
We can continue the process of a change of basis deleting free summands of Ω d until we have a (maximal Cohen-Macaulay) submodule X of Ω d without free summands. Then by claim 2, we know that the presenting matrix of X has a first column whose entries are still in m r . Hence col CM (A) ≥ r + 1, and so col CM (A) ≥ (A). This completes the proof.
We close this section with J. Sally's example which shows that the conjecture in [9] holds even if the condition ( * ) fails. We recall the definitions of crs(A) and row(A) : if (A, m) is a Cohen-Macaulay local ring, we define row(M ) := inf {t: each row of ϕ i has an element outside m t for all i > depth A.} (see Definition 1.1 for crs and drs). The conjecture in [9] asserts that col(A) = crs(A) and row(A) = drs(A) for local Cohen-Macaulay rings with infinite residue field.
Example 2.5. Let R = k[[t e , t e+1 , t (e−1)e−1 ]] for e ≥ 4. R is an one dimensional Cohen-Macaulay local ring and it is known that the associated graded ring gr m (R) of R is not Cohen-Macaulay. It is shown ([10, Theorem 2.6]) that col(R) = 2 = crs(R), and row(R) = (R) = drs(R) = e − 1, i.e., the conjecture in [9] holds. However, the condition ( * ) fails. To show this, we first claim that if (x)m r = m r+1 and m r ⊆ (x) for some system of parameters x of R and a positive integer r, then m r ⊆ (y) for any system of parameters (y) of R whenever (y)m r = m r+1 . Indeed, since (x)m r = (y)m r , we know, for any a ∈ m r , ax = by for some b ∈ m r . Since b ∈ m r ⊆ (x) and x is a non zero divisor, we have a ∈ (y). Therefore, by the facts that (t e )m e−1 = m e but m e−1 ⊆ (t e ), and (x)m e−1 = m e for any system of parameters (x) (see [10, Proposition 2.4]), we know that the condition ( * ) fails.
