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SOBOLEV SPACES ON LIE GROUPS:
EMBEDDING THEOREMS AND ALGEBRA PROPERTIES
TOMMASO BRUNO, MARCO M. PELOSO, ANITA TABACCO, AND MARIA VALLARINO
Abstract. Let G be a noncompact connected Lie group, denote with ρ a right Haar
measure and choose a family of linearly independent left-invariant vector fields X on G
satisfying Hörmander’s condition. Let χ be a positive character of G and consider the
measure µχ whose density with respect to ρ is χ. In this paper, we introduce Sobolev
spaces Lpα(µχ) adapted to X and µχ (1 < p <∞, α ≥ 0) and study embedding theorems
and algebra properties of these spaces. As an application, we prove local well-posedness
and regularity results of solutions of some nonlinear heat and Schrödinger equations on
the group.
1. Introduction
In order to study differential equations on a smooth manifold and the properties of their
solutions, one needs a way to measure the regularity of functions. If the manifold is en-
dowed with a Riemannian structure, it has been proven along the years that Sobolev norms
defined in terms of the Laplace–Beltrami operator are very natural tools. In such setting,
the properties of the homogeneous and non-homogeneous Sobolev spaces, as well as of those
of the Besov spaces – embedding theorems and algebra properties, for istance – are well un-
derstood; see [2,16,24] e.g., and references therein. On a sub-Riemannian manifold, though
still very natural, these types of questions are much less understood. In the fundamental
works of Folland and Stein [10] and Folland [11] on the Heisenberg and stratified nilpo-
tent Lie groups, respectively, the authors studied the inverse of a certain class of operators
including the standard “sum-of-squares” sub-Laplacian, and introduced Sobolev spaces de-
fined in terms of fractional powers of the sub-Laplacian itself. Their results resembled the
classical results known in the Riemannian and elliptic case, thus completely justifying the
introduction of these spaces. Since then, this approach was shown to provide satisfying
results by many authors, who successfully generalised Folland and Stein’s construction in
various settings, see [5, 8, 23, 29, 31] e.g.
In the remarkable paper [1], Agrachev, Boscain, Gauthier and Rossi introduced an in-
trinsic hypoelliptic Laplacian on any regular sub-Riemannian manifold, generalizing the
Laplace–Beltrami operator on a Riemannian manifold. On a Lie group endowed with the
Carnot–Carathéodory metric induced by a family of left-invariant vector fields satisfying
Hörmander’s condition, this operator is a sub-Laplacian with a first-order drift term. This
evokes an interesting paper of Hebisch, Mauceri and Meda [17], where the authors estab-
lished a one-to-one correspondence between sub-Laplacians with drift on Lie groups that
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are symmetric on some L2-spaces, and those measures whose density is a continuous pos-
itive character with respect to a right Haar measure of the group. Thus, we are led to
consider noncompact, connected Lie groups and study Sobolev spaces defined in terms of
sub-Laplacians with a drift and endowed with such measures, and we do so in this paper,
as we now illustrate.
Let G be a noncompact connected Lie group with identity e and let X = {X1, . . . ,Xℓ}
be a family of linearly independent, left-invariant vector fields of G satisfying Hörmander’s
condition. Denote with ρ a right Haar measure of G, let χ be a continuous positive character
of G, and consider the measure µχ on G whose density is χ with respect to ρ, that is
(1.1) dµχ = χ dρ.
Let cj = (Xjχ)(e), j = 1, . . . , ℓ, and consider the differential operator
∆χ = −
ℓ∑
j=1
(X2j + cjXj)
with domain the set of smooth and compactly supported functions C∞c (G) on G. As men-
tioned above, these operators were introduced by Hebisch, Mauceri and Meda [17]. On the
one hand, they proved that ∆χ is essentially self-adjoint on L
2(µχ). On the other hand,
they proved that if a sub-Laplacian with drift is symmetric on L2(µ) for a positive measure
µ on G, then µ = µχ for a positive character χ of G and the drift has the form above.
With a slight abuse of notation, we still denote with ∆χ the smallest closed extension of
∆χ on L
p(µχ), 1 < p <∞, and define the Sobolev spaces
Lpα(µχ) :=
¶
f ∈ Lp(µχ) : ∆α/2χ f ∈ Lp(µχ)
©
endowed with the norm
‖f‖Lpα(µχ) := ‖f‖Lp(µχ) + ‖∆α/2χ f‖Lp(µχ).
We remark that in the unimodular case and with χ = 1 these spaces coincide with the
Sobolev spaces defined by the classical left-invariant sum-of-squares operator∆ = −∑ℓj=1X2j
and studied extensively in [8]. In the nonunimodular case, the spaces Lpα(µχ) are a gen-
eralization of those considered in [23]. Furthermore, we observe that the operator ∆ =
−∑ℓj=1X2j is not even symmetric on L2(µχ) if χ 6= 1, so that a Sobolev space adapted to
the measure µχ when χ 6= 1 cannot be defined by means of fractional powers of ∆.
The spaces Lpα(µχ) emerge indeed as the natural Sobolev spaces adapted to the measure
µχ, for if α = k is an integer, then
(1.2) ‖f‖Lp
k
(µχ) ≈
∑
J∈{1,...,ℓ}m, m≤k
‖XJf‖Lp(µχ),
where XJ = Xj1 · · ·Xjm and J = (j1, . . . , jm). The characterization (1.2) of the Sobolev
norm is a consequence of the boundedness on Lp(µχ), 1 < p < ∞, of the local Riesz
transforms of any order associated with ∆χ (Theorem 3.2), which we obtain by means of
endpoint results involving suitable Hardy and BMO spaces and by interpolation.
The aim of this paper is to investigate the structure of the spaces Lpα(µχ), their algebra
properties and embedding theorems. We also apply these results to some nonlinear Cauchy
problems associated with ∆χ. When χ = 1 and the group G is unimodular, embedding
theorems for these Sobolev spaces are known in the stratified case [11], graded case [9], and
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may be considered as folklore in the case of Lie groups of polynomial growth. However, we
could not find any precise reference in the literature.
On nonunimodular groups, only the case of first-order Sobolev spaces was studied by
Varopoulos [31] when χ is a power of the modular function δ. Again when χ = 1, Coulhon,
Russ and Tardivel-Nachef [8] investigated algebra properties of Sobolev spaces on unimod-
ular Lie groups, while in the nonunimodular case they were proved in [23] by the second
and fourth named authors of the present paper. In [23] it is also proved that the embedding
Lpα(ρ) →֒ L∞ cannot hold, in general, if the group is nonunimodular. By (1.2), however,
this is not surprising. Indeed, an easy translation-invariance argument (see Section 4) shows
that an embedding of the form
Lpα(µχ) →֒ Lq(µχ), p ∈ (1,∞), α ≥ 0, q ∈ (1,∞] \ {p}
for some positive character χ may hold only if χ is the modular function δ, i.e. µχ = λ is the
left Haar measure of G. In other words, the natural space to look for Sobolev embeddings
turns out to be Lpα(λ), defined as shown above in terms of ∆δ. Under this point of view,
it is interesting to notice that ∆δ, which from now on will be denoted with L, is the
aforementioned intrinsic hypoelliptic Laplacian associated with the Carnot–Carathéodory
metric induced by X which was introduced in [1]. We recall that L reduces to the sum-of-
squares operator ∆ if and only if G is unimodular.
The two main results of the paper are as follows. First, we prove an embedding theorem
for the Sobolev spaces Lpα(µχ) for any choice of the positive character χ of the group. More
precisely, we have the following:
Theorem 1.1. Let χ be a positive character of G and 1 < p, q <∞.
(a) If α > 0, then Lpα(µχ) →֒ Lq(µχq/pδ1−q/p) for every q ≥ p such that 1p − 1q ≤ αd ;
(b) if α ≥ d/p, then Lpα(µχ) →֒ Lq(µχq/pδ1−q/p) for every q ≥ p;
(c) if α > d/p, then Lpα(µχ) →֒ (δχ−1)1/pL∞.
In the statement above, the positive constant d is the local dimension of G as defined
below in (2.1) and, if κ is a positive character of the group, κL∞ stands for the Banach
space of functions {κf : f ∈ L∞} endowed with the norm ‖κf‖κL∞ := ‖f‖∞.
In the special case when χ = δ, Theorem 1.1 provides embedding results between spaces
endowed with the same measure, which is the left Haar measure (see Theorem 4.4); as
mentioned before, this is the unique case for which such embeddings hold true.
As a second main result, we prove algebra properties of the spaces Lpα(µχ):
Theorem 1.2. Let χ be a positive character of G, α ≥ 0, p1, q2 ∈ (1,∞] and p, p2, q1 ∈
(1,∞) such that 1p = 1pi +
1
qi
, i = 1, 2. Then, for all f ∈ Lp1(µχ) ∩ Lp2α (µχ) and g ∈
Lq2(µχ) ∩ Lq1α (µχ), we have fg ∈ Lpα(µχ) and
‖fg‖Lpα(µχ) . ‖f‖Lp1 (µχ)‖g‖Lq1α (µχ) + ‖f‖Lp2α (µχ)‖g‖Lq2 (µχ).
In particular, Lpα(µχ) ∩ L∞ is an algebra for every p ∈ (1,∞).
As a consequence of Theorems 1.1 and 1.2, we obtain that Lpα(λ) is an algebra for every p ∈
(1,∞) and α > d/p, thus extending the classical results by Strichartz [26] and Bohnke [5].
We also prove that if χ 6= δ, i.e. if µχ is not the left measure, then Lpα(µχ) is not an algebra,
in general, and it does not embed in L∞. By means of the algebra property of Lpα(µχ)∩L∞,
we finally prove local well-posedness and regularity results of solutions of some nonlinear
4 BRUNO, PELOSO, TABACCO, AND VALLARINO
heat equations associated with ∆χ, and some nonlinear Schrödinger equations associated
with L.
The content of the paper is as follows. In Section 2 we introduce the operator ∆χ
and prove some properties of its heat kernel pχt . In Section 3 we introduce the spaces
Lpα(µχ), study their interpolation properties (Lemma 3.1) and characterize their norms
either when the regularity α is an integer (Proposition 3.3) or by means of a recursive
formula (Proposition 3.4). In Section 4, we prove the embedding results of Theorem 1.1.
In Section 5 we prove Theorem 1.2 and provide some counterexamples in the case of the
affine group of the real line. Section 6 is devoted to applications to nonlinear problems, and
Section 7 to the proof of the Lp(µχ)-boundedness of the local Riesz transforms associated
with ∆χ (Theorem 3.2). Section 8 contains some final remarks.
2. Lie groups and the sub-Laplacian ∆χ
2.1. Preliminaries on Lie groups. All throughout the paper, G will be a noncompact,
connected Lie group with identity e. We shall denote with ρ a right Haar measure, with λ
a left Haar measure and with δ the modular function, i.e. the function on G such that
dλ = δ dρ.
It is well known that δ is a smooth positive character of G, i.e. a smooth homomorphism of
G into the multiplicative group R+. The letter χ will always denote a continuous positive
character of G, which is then automatically smooth. We shall denote with µχ the measure
with density χ with respect to ρ as in (1.1). Observe that µδ = λ and µ1 = ρ.
The set X = {X1, . . . ,Xℓ} will be a family of left-invariant, linearly independent vector
fields which satisfy Hörmander’s condition. These vector fields induce a left-invariant dis-
tance dC(·, ·) which is called Carnot–Carathéodory distance. Given a ball B with respect
to such distance, cB will denote its center and rB its radius. We also write B = B(cB, rB).
We write |x| = dC(x, e), and Br = B(e, r). The volume of the ball Br with respect to the
right Haar measure ρ will be denoted with V (r) = ρ(Br).
It is well known (cf. [15, 31]) that there exist two constants, which we call d = d(G,X)
and D = D(G), such that
(2.1) V (r) ≈ rd ∀r ∈ (0, 1]
and
(2.2) V (r) . eDr ∀r ∈ (1,∞).
They are usually called local and global dimensions of the metric measure space (G, dC , ρ),
respectively. As a consequence of (2.1), the space (G, dC , ρ) is locally doubling. Since for
every character χ and R > 0, there exists a constant c = c(χ,R) such that
(2.3) c−1χ(x) ≤ χ(y) ≤ cχ(x) ∀x, y ∈ G s.t. dC(x, y) ≤ R
then also the metric measure space (G, dC , µχ) is locally doubling.
If p ∈ (1,∞), the spaces of (equivalent classes of) measurable functions whose p-power is
integrable with respect to µχ will be denoted by L
p(µχ), and endowed with the usual norm
which we shall denote with ‖ ·‖Lp(µχ). The space L∞ will be the space of (equivalent classes
of) measurable functions which are ρ-essentially bounded; observe that this coincides with
the space of µχ-essentially bounded functions for every positive character χ of G, for µχ is
absolutely continuous with respect to ρ.
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We shall denote with ∆ the smallest self-adjoint extension on L2(ρ) of the “sum-of-
squares” operator
∆ := −
ℓ∑
j=1
X2j
on C∞c (G). The smooth integral kernel of e−t∆ will be denoted with Pt(·, ·), and its smooth
convolution kernel with pt, i.e. e
−t∆f = f ∗ pt where the convolution between two functions
f and g, when it exists, is
f ∗ g(x) =
∫
G
f(xy−1)g(y) dρ(y).
They are related to each other by the relation
(2.4) Pt(x, y) = pt(y
−1x)δ(y) ∀x, y ∈ G.
All throughout the paper, we shall denote with l the set {1, . . . , ℓ}. For every m ∈ N, lm
will be the set of multi-indices J = (j1, . . . , jm) such that ji ∈ l and for J ∈ lm we denote
by XJ the left-invariant differential operator
XJ = Xj1 · · ·Xjm .
For any quantity A and B, we shall write A . B by meaning that there exists a constant
c > 0 such that A ≤ cB. If A . B and B . A, we write A ≈ B .
2.2. Hardy and BMO spaces. We now introduce the local Goldberg type atomic Hardy
space h1(µχ) and its dual bmo(µχ) adapted to the measure µχ. The space h
1(µχ) is the
analog in the metric measure space (G, dC , µχ) of the Hardy space defined by Goldberg in
the Euclidean setting [14]. They were introduced by Meda and Volpi [22] and Taylor [28]
in more general contexts. Here and in the following, we denote by Bs the family of balls of
radius ≤ s.
Definition 2.1. A standard h1-atom is a function a in L1(µχ) supported in a ball B ∈ B1
such that
• ‖a‖L2(µχ) ≤ µχ(B)−1/2, and
• ∫ adµχ = 0.
A global h1-atom is a function a in L1(µχ) supported in a ball B of radius 1 such that
‖a‖L2(µχ) ≤ µχ(B)−1/2. We shall refer to standard and global h1-atoms only as admissible
atoms.
The space h1(µχ) is the space of functions f in L
1(µχ) such that f =
∑
j cjaj, where
(cj) ∈ ℓ1 and aj are admissible atoms. The norm ‖f‖h1(µχ) is defined as the infimum of
‖(cj)‖ℓ1 over all atomic decompositions of f .
Definition 2.2. The space bmo(µχ) is the space of all equivalence classes of locally inte-
grable functions g modulo constants such that
‖g‖bmo(µχ) := sup
B∈B1
Ç
1
µχ(B)
∫
B
|g − gB |2 dµχ
å1/2
+ sup
x∈G
Ç
1
µχ(B(x, 1))
∫
B(x,1)
|g|2 dµχ
å1/2
is finite, where gB = µχ(B)
−1 ∫
B g dµχ.
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By [22, Theorem 2] the dual of h1(µχ) can be identified with bmo(µχ). We also recall
that, if one considers admissible atoms as in Definition 2.1 supported in balls in Bs for any
fixed positive s, then the corresponding atomic Hardy space coincides with h1(µχ) and has
an equivalent norm (cf. [22, Proposition 1]). Moreover, the spaces Lp(µχ) when p ∈ (1, 2)
(resp. p ∈ (2,∞)) are the complex interpolation spaces between h1(µχ) (resp. bmo(µχ)) and
L2(µχ), as shown in [22, Theorem 5].
2.3. The weighted sub-Laplacian ∆χ. Let χ be a positive character of G and let ci =
(Xiχ)(e), i ∈ l. It is easy to see (cf. [32, p. 124]) that
(2.5) Xiχ = ciχ i = 1, . . . , ℓ.
Starting from (2.5), a straightforward computation shows that the formal adjoint of Xi on
L2(µχ) is X
∗,χ
i = −Xi − ci. Therefore, the operator
ℓ∑
i=1
X∗,χi Xi = ∆−
ℓ∑
i=1
ciXi
with domain C∞c (G) is symmetric and densely defined on L2(µχ). Thus it is closable, and
we denote by ∆χ its closure. We shall denote with X the drift term
∑ℓ
i=1 ciXi.
If we consider (see also [17]) the unitary operator
U2 : L2(µχ)→ L2(ρ), U2f := fχ1/2,
then a simple computation shows that
(2.6) U2∆χU−12 = ∆+ b2XI, bX := 12‖X‖ =: 12
Å∑ℓ
i=1
c2i
ã1/2
.
Let us consider the generated semigroup e−t∆χ on L2(µχ), which (by Schwartz’s kernel
theorem) admits an integral kernel Pχt ∈ D′(G×G)
e−t∆χf(x) =
∫
G
Pχt (x, y)f(y) dµχ(y).
Since ∆χ is left-invariant, the heat semigroup also admits a convolution kernel p
χ
t ∈ D′(G),
i.e.
e−t∆χf(x) = f ∗ pχt (x) =
∫
G
f(xy−1)pχt (y) dρ(y).
Observe that Pχt and p
χ
t are related by the equality
(2.7) Pχt (x, y) = p
χ
t (y
−1x)χ−1(y)δ(y).
By Hunt’s theorem [19], pχt are probability densities. By (2.6) and the spectral theorem
e−t∆χ = e−tb
2
XU−12 e−t∆U2,
so that
Pχt (x, y) = e
−tb2XPt(x, y)χ−1/2(x)χ1/2(y)
= e−tb
2
Xpt(y
−1x)χ−1/2(y−1x)χ−1(y)δ(y).
This and (2.7) show that
(2.8) pχt (x) = e
−tb2Xpt(x)χ−1/2(x),
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so that both pχt and P
χ
t are smooth on G and G×G, respectively. In the following lemma,
we provide various estimates of the heat kernel pχt and of its derivatives that will be of
fundamental importance in the following.
Lemma 2.3. The following hold:
(i) e−t∆χ is a diffusion semigroup on (G,µχ);
(ii) for every r > 1,
∫
Br
χ dρ ≤ e(‖X‖+D)r.
Moreover, there exist two constants ω, b > 0 such that, for every m ∈ N and J ∈ lm,
(iii) |XJpχt (x)| . χ−1/2(x)t−(d+m)/2eωte−b|x|
2/t, for every t > 0 and x ∈ G.
Proof. The point (i) is the content of [17, Proposition 3.1, (ii)]. The point (ii) is a conse-
quence of [17, Proposition 5.7 (ii)] and (2.2), which yield∫
Br
χ dρ ≤
Ç
sup
x∈Br
χ(x)
å
V (r) ≤ e‖X‖reDr.
Finally, (iii) follows from [23, Section 2.1, eq. (2.7)] together with (2.8) and the observation
that if f is a smooth function, then
XJ(χf) = χ
∑
I⊆J
c(I, χ)XIf
for suitable coefficients c(I, χ), by (2.5). 
3. Sobolev spaces
The operator ∆χ on L
2(µχ) generates a contraction semigroup e
−t∆χ as explained above.
This semigroup extends to a bounded (contraction) semigroup on Lp(µχ) for every p ∈ [1,∞)
(see e.g. [17, Proposition 3.1, (ii)]) whose infinitesimal generator, with a slight abuse of
notation, we still denote with ∆χ. For every p ∈ (1,∞), the closed operator ∆χ satisfies the
assumption of Komatsu [20, p. 286] and the fractional powers of ∆χ may then be defined
following [20, Sect. 4]. Therefore, for α ≥ 0 we define
Lpα(µχ) :=
¶
f ∈ Lp(µχ) : ∆α/2χ f ∈ Lp(µχ)
©
endowed with the norm
‖f‖Lpα(µχ) := ‖f‖Lp(µχ) + ‖∆α/2χ f‖Lp(µχ).
Observe that by a result of Komatsu [20, Theorem 6.4] together with the boundedness of
the operator (∆χ + cI)
−β on Lp(µχ) for every 1 < p <∞, β ≥ 0 and c > 0, we obtain that
(3.1) ‖f‖Lpα(µχ) ≈ ‖(∆χ + cI)α/2f‖Lp(µχ).
and moreover (see [20, Section 5])
‖(∆χ + cI)α2/2f‖Lp(µχ) ≤ ‖(∆χ + cI)α1/2f‖Lp(µχ)
whenever α1 > α2, which imply the continuity of the embedding L
p
α1(µχ) →֒ Lpα2(µχ).
We now state some interpolation properties of the Sobolev spaces. Given a compatible
couple of Banach spaces A and B, we denote with [A,B]θ the intermediate space of index
θ ∈ (0, 1) in the complex method (see [4]).
Lemma 3.1. Let θ ∈ (0, 1) and χ0, χ1 be positive characters of G.
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(i) If 0 ≤ α < β and p > 1, then
(3.2) [Lpα(µχ), L
p
β(µχ)]θ = L
p
(1−θ)α+θβ(µχ);
(ii) if 1 ≤ p0, p1 <∞, then
(3.3) [Lp0(µχ0), L
p1(µχ1)]θ = L
pθ(µχθ)
where
1
pθ
=
1− θ
p0
+
θ
p1
, χθ = χ
p(1−θ)/p0
0 χ
pθ/p1
1 .
Proof. We first prove (i). Since for every c > 0 the operator ∆χ+ I is positive on L
p(µχ) in
the sense of Triebel [30, Chapter 1.14.1, p. 91], (3.2) follows from the Lp(µχ)-boundedness
(1 < p < ∞) of the imaginary powers ∆iuχ (see [21]) together with [30, Chapter 1.15.3, p.
103] and (3.1). Case (ii) is a special case of [4, Theorem 5.5.3]. 
We provide now a characterization of the Sobolev spaces in the case when the regularity
is an integer (Proposition 3.3) and a recursive characterization (Proposition 3.4), in the
same spirit of [8, 23]. Both results hinge on the Lp(µχ)-boundedness (1 < p < ∞) of the
local Riesz transforms of any order associated with ∆χ which are stated in the following
theorem, together with endpoint results at p = 1 and p = ∞ involving the spaces h1(µχ)
and bmo(µχ) introduced in Subsection 2.2.
Theorem 3.2. Let χ be a positive character of G. If c > 0 is large enough, then for every
m ∈ N and J ∈ lm the local Riesz transforms XJ(∆χ+ cI)−m/2 are bounded from h1(µχ) to
L1(µχ), from L
∞(µχ) to bmo(µχ) and on Lp(µχ) for every p ∈ (1,∞).
The proof of Theorem 3.2 is postponed to Section 7. We now proceed to state and prove
the aforementioned characterizations of Sobolev norms.
Proposition 3.3. Let k ∈ N and p ∈ (1,∞). Then
‖f‖Lp
k
(µχ) ≈
∑
J∈lm, m≤k
‖XJf‖Lp(µχ).
Proof. By means of (3.1), it is enough to prove that for some c > 0
(3.4) ‖(∆χ + cI)k/2f‖Lp(µχ) ≈
∑
J∈lm,m≤k
‖XJf‖Lp(µχ).
The & part of (3.4) amounts to saying
‖f‖Lp(µχ) &
∑
J∈lm, m≤k
‖XJ (∆χ + cI)−k/2f‖Lp(µχ),
which holds because for every J ∈ lm with m ≤ k,
XJ (∆χ + cI)
−k/2 = XJ(∆χ + cI)−m/2(∆χ + cI)(m−k)/2
which is bounded on Lp(µχ) by Theorem 3.2 and the boundedness of (∆χ+ cI)
β/2 for every
β < 0.
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We now prove the inequality .. We first prove the case k = 1. For every f ∈ C∞c (G)
‖(∆χ + cI)1/2f‖Lp(µχ) = sup
{
((∆χ + cI)
1
2 f, g) : ‖g‖Lp′ (µχ) = 1
}
= sup
{
((∆χ + cI)f, (∆χ + cI)
− 1
2 g) : ‖g‖Lp′ (µχ) = 1
}
= sup
ß∑ℓ
j=1
(X∗,χj Xjf +
c
ℓ
f, (∆χ + cI)
− 1
2 g) : ‖g‖Lp′ (µχ) = 1
™
. ‖f‖Lp(µχ) + sup
ß∑ℓ
j=1
(Xjf,Xj(∆χ + cI)
− 1
2 g) : ‖g‖Lp′ (µχ) = 1
™
. ‖f‖Lp(µχ) +
∑ℓ
j=1
‖Xjf‖Lp(µχ),
where (h, g) stands for the duality between h ∈ Lp(µχ) and g ∈ Lp′(µχ). In the last
inequality we used the boundedness of the local Riesz transforms on Lp
′
(µχ) (Theorem 3.2).
Therefore the inequality . in (3.4) is proved for k = 1.
We can now prove it for every k. If k is even, the inequality
‖(∆χ + cI)k/2f‖Lp(µχ) .
∑
J∈lm, m≤k
‖XJf‖Lp(µχ)
is straightforward. If k ≥ 3 is odd, then
‖(∆χ + cI)k/2f‖Lp(µχ) = ‖(∆χ + cI)1/2(∆χ + cI)(k−1)/2f‖Lp(µχ)
.
ℓ∑
i=1
‖Xi(∆χ + cI)(k−1)/2f‖Lp(µχ) .
∑
J∈lm,m≤k
‖XJf‖Lp(µχ)
since the part . of (3.4) holds for k = 1. The proof is complete. 
Proposition 3.4. For every α ≥ 0 and p ∈ (1,∞), f ∈ Lpα+1(µχ) if and only if f ∈
Lpα(µχ) and Xif ∈ Lpα(µχ) for every i ∈ l. In particular
‖f‖Lpα+1(µχ) ≈ ‖f‖Lpα(µχ) +
ℓ∑
i=1
‖Xif‖Lpα(µχ).
Proof. We claim that the operators Ri := (∆χ+ I)
−1/2Xi are bounded on L
p
β(µχ) for every
β ≥ 0 and i ∈ l. Assuming the claim, we prove the statement.
We begin by proving the inequality &. By (3.1), the continuity of the embedding
Lpα+1(µχ) →֒ Lpα(µχ) and the claim
‖f‖Lpα(µχ) +
ℓ∑
i=1
‖Xif‖Lpα(µχ) ≈ ‖f‖Lpα(µχ) +
ℓ∑
i=1
‖(∆χ + I)(α+1)/2Rif‖Lp(µχ)
. ‖f‖Lpα+1(µχ) +
ℓ∑
i=1
‖Rif‖Lpα+1(µχ) . ‖f‖Lpα+1(µχ).
The converse inequality may be obtained in a similar way, since by (3.1) and the claim
‖f‖Lpα+1(µχ) ≈ ‖(∆χ + I)
−1/2(∆χ + I)f‖Lpα(µχ)
.
ℓ∑
i=1
‖(∆χ + I)−1/2(X2i − ciXi + 1)f‖Lpα(µχ) . ‖f‖Lpα(µχ) +
ℓ∑
i=1
‖Xif‖Lpα(µχ).
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It remains to prove the claim. By the interpolation properties (3.2) of the Sobolev spaces,
it is enough to prove it when α = k is an integer. But this holds since by Proposition 3.3
‖(∆χ + I)−1/2Xif‖Lp
k
(µχ) ≈ ‖(∆χ + I)(k−1)/2Xif‖Lp(µχ)
.
∑
J∈lm, m≤k
‖XJf‖Lp(µχ) ≈ ‖f‖Lpk(µχ),
and the claim is proved. 
In the following proposition we provide an alternative characterization of the Sobolev
norm when p ∈ (1,∞). Observe that a similar result does not hold when p =∞.
Proposition 3.5. Let p ∈ (1,∞) and α ≥ 0. Then the operator Up : f 7→ χ1/pf is a
Banach space isomorphism between Lpα(µχ) and L
p
α(ρ). In particular
‖f‖Lpα(µχ) ≈ ‖χ1/pf‖Lpα(ρ).
Proof. By (2.5), it is easy to see that for every k ∈ N and every p ∈ (1,∞)∑
J∈lm,m≤k
‖χXJf‖Lp(ρ) ≈
∑
J∈lm,m≤k
‖XJ (χf)‖Lp(ρ).
This and Proposition 3.3 prove the statement when α is an integer. Otherwise, let α = k+θ
where k ∈ N and θ ∈ (0, 1). Then
U−1p Lpα(ρ) = U−1p [Lpk(ρ), Lpk+1(ρ)]θ
= [U−1p Lpk(ρ),U−1p Lpk+1(ρ)]θ
= [Lpk(µχ), L
p
k+1(µχ)]θ
= Lpα(µχ),
the first and last equalities by (3.2) and the second equality by definition of interpolation
in the complex method. Since all equalities are with equivalence of norms, the statement is
proved. 
4. Sobolev embeddings
Assume that an embedding of the form Lpk(µχ) →֒ Lq(µχ) holds for some p 6= q, p ∈
(1,∞), q ∈ [1,∞] and k ∈ N. Then by Proposition 3.3 it is equivalent to the requirement
‖f‖Lq(µχ) .
∑
J∈lm, m≤k
‖XJf‖Lp(µχ).
Assume this holds true, and for y ∈ G consider the function Lyf(x) = f(y−1x). Then
(χδ−1)1/q(y)‖f‖Lq(µχ) = ‖Lyf‖Lq(µχ)
.
∑
J∈lm,m≤k
‖XJ (Lyf)‖Lp(µχ)
=
∑
J∈lm,m≤k
‖Ly(XJf)‖Lp(µχ) = (χδ−1)1/p(y)
∑
J∈lm, m≤k
‖XJf‖Lp(µχ)
by the left invariance of the vector fields. This implies
(χδ−1)1/q−1/p(y)‖f‖Lq(µχ) .
∑
J∈lm,m≤k
‖XJf‖Lp(µχ)
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for every y ∈ G. Since χδ−1 is a character of G, and characters grow exponentially at infinity
(see [17, Proposition 5.6, (ii)]), then necessarily χ = δ. In other words, an embedding of the
form Lpk(µχ) →֒ Lq(µχ) with p 6= q may hold only if the measure is the left Haar measure λ.
It is a little more tricky to show that Lpk(µχ) does not even embed, in general, in bmo(µχ)
for any k ∈ N if µχ 6= λ (see Section 5.2 below). In the following subsection we prove
instead that certain Sobolev embeddings for the left Haar measure hold true, as stated in
Theorem 1.1 in the case when χ = δ.
We shall first prove Theorem 1.1 in the case when χ = δ (see Theorem 4.4 below). From
now on, we let Gcα,χ be the convolution kernel of the operator (∆χ + cI)
−α/2, i.e.
(∆χ + cI)
−α/2f = f ∗Gcα,χ, Gcα,χ(x) = C(α)
∫ ∞
0
tα/2−1e−ctpχt (x) dt.
Lemma 4.1. Let c > ω. Then
Gcα,χ(x) .

|x|α−d if 0 < α < d
log(1/|x|) if α = d
1 if α > d,
when |x| ≤ 1,
while
Gcα,χ(x) . χ
−1/2(x)e−c
′|x| when |x| > 1,
where c′ = 12
»
b(c− ω) and b and ω are as in Lemma 2.3.
Proof. We begin by applying the estimate (iii) of Lemma 2.3 with m = 0. We obtain
Gcα,χ(x) . χ
−1/2(x)
∫ ∞
0
t(α−d)/2−1e−ate−b|x|
2/t dt,
where a = c− ω > 0.
If |x| > 1, then
−at− b |x|
2
t
≤ −at
2
− b
2t
−
√
ab
2
|x|
so that∫ ∞
0
t(α−d)/2−1e−ate−b|x|
2/t dt ≤ e− 12
√
ab|x|
∫ ∞
0
t(α−d)/2−1e−
at
2
− b
2t dt . e−
1
2
√
ab|x|.
This yields the desired estimate with c′ = 12
√
ab.
Let |x| ≤ 1 and observe that χ−1/2(x) ≈ 1. We split the integral into the integrals over
(0, 1) and (1,∞), which yields
Gcα,χ(x) .
∫ 1
0
t(α−d)/2−1e−b|x|
2/t dt+
∫ ∞
1
e−ate−b|x|
2/t dt =: G1(x) +G2(x),
where G2(x) . 1. If α > d, then also G1(x) . 1 since e
−b|x|2/t ≤ 1. Otherwise, we make
the change of variables |x|2/t = u and obtain
G1(x) = |x|α−d
∫ ∞
|x|2
u(d−α)/2e−bu
du
u
from which the first estimate follows. 
Corollary 4.2. Let a, s ∈ R, r > 1. If c > 0 is sufficiently large, then
‖δaχsGcα,χ‖Lr(ρ) <∞ ∀α > d
r − 1
r
.
12 BRUNO, PELOSO, TABACCO, AND VALLARINO
Proof. In view of Lemma 4.1 we split
(4.1) ‖δaχsGcα,χ‖rLr(ρ) =
∫
B1
|δaχsGcα,χ|r dρ+
∫
Bc
1
|δaχsGcα,χ|r dρ.
The integral at infinity can be treated by Lemma 4.1 together with Lemma 2.3 (ii). These
yield ∫
Bc
1
|δaχsGcα,χ|r dρ ≤
∫
Bc
1
δra(x)χrs(x)e−rc
′|x| dρ(x)
=
∞∑
k=0
e−rc
′2k
∫
A1
k
δra(x)χrs(x) dρ(x) .
∞∑
k=0
e−rc
′2keC2
k
<∞
if c (hence c′) is large enough.
To treat the local integral, we first observe that both χ and δ are bounded on B1 and
play no role. If α < d then∫
B1
|Gcα,χ|r dρ .
∫
B1
|x|r(α−d) dρ .
∫ 1
0
ur(α−d)ud−1 du <∞
whenever
α > d
r − 1
r
.
The case α ≥ d can be treated again by means of Lemma 4.1, but it is even easier and
omitted. 
Lemma 4.3 (Young’s inequalities). For 1 < p ≤ q < ∞, choose r ≥ 1 such that 1p + 1r =
1 + 1q . Then
(4.2) ‖f ∗ g‖Lq(λ) ≤ ‖f‖Lp(λ)
(
‖gˇ‖r/p′Lr(λ)‖g‖
r/q
Lr(λ)
)
where gˇ(x) = g(x−1). If p > 1 and r ≥ 1 is such that 1p + 1r = 1, then
(4.3) ‖f ∗ g‖∞ ≤ ‖f‖Lp(λ)‖gˇ‖Lp′ (λ).
Proof. The inequality (4.2) can be found in the proof of [18, (20.18)], while (4.3) is [18,
(20.16)]. 
We are now ready to prove the Sobolev embedding theorem for Lpα(λ).
Theorem 4.4. Let 1 < p, q <∞.
(a) If α > 0, then Lpα(λ) →֒ Lq(λ) for every q ≥ p such that 1p − 1q ≤ αd ;
(b) if α ≥ d/p, then Lpα(λ) →֒ Lq(λ) for every q ≥ p;
(c) if α > d/p, then Lpα(λ) →֒ L∞.
Proof. We begin with (a), and observe that it is enough to prove it when 1 < p ≤ q < ∞,
α > 0 and 1p − 1q = αd , because the intermediate terms follow from this by interpolation.
Indeed, assume that
(4.4) Lpα(λ) →֒ Lq(λ),
1
p
− 1
q
=
α
d
.
Since Lpα(λ) →֒ Lp(λ) by Lemma 3.1, we obtain that for every θ ∈ (0, 1)
Lpα(λ) = [L
p
α(λ), L
p
α(λ)]θ →֒ [Lp(λ), Lq(λ)]θ = Lqθ(λ),
1
qθ
=
1− θ
p
+
θ
q
,
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where
qθ ≥ p, 1
p
− 1
qθ
= θ
α
d
<
α
d
.
Assume now p ≥ q is such that 1p − 1q = 1d . By [31, §6, Theorem 1]
(4.5) ‖f‖Lq(λ) . ‖f‖Lp
1
(λ),
which is (4.4) when α = 1.
Let now α ∈ (0, 1). By (4.5) and Lemma 3.1, if q ≥ p and 1p − 1q = 1d , then
Lpα(λ) = [L
p(λ), Lp1(λ)]α →֒ [Lp(λ), Lq(λ)]α = Lr(λ),
1
r
=
1− α
p
+
α
q
,
which is the statement for α ∈ (0, 1), since r ≥ p and 1p − 1r = αd . Thus, the statement is
proved for every α ∈ (0, 1].
We finally prove that if the statement holds for some α, then it holds also for α+ 1. Let
q ≥ p be such that
1
p
− 1
q
≤ α+ 1
d
,
and take r such that p < r < q and that
1
p
− 1
r
≤ α
d
and
1
r
− 1
q
≤ 1
d
.
This choice implies, by inductive assumption, that Lpα(λ) →֒ Lr(λ) and Lr1(λ) →֒ Lq(λ).
Then
‖f‖Lq(λ) . ‖f‖Lr
1
(λ)
. ‖f‖Lr(λ) +
ℓ∑
i=1
‖Xif‖Lr(λ)
. ‖f‖Lpα(λ) +
ℓ∑
i=1
‖Xif‖Lpα(λ) . ‖f‖Lpα+1(λ),
the second and fourth inequalities by Proposition 3.4. The proof of (a) is complete.
To prove (b), we shall prove that if 1 < p ≤ q < ∞ and α ≥ d/p, then (L +
cI)−α/2 : Lp(λ)→ Lq(λ) if c > 0 is large enough.
To do this, choose r ≥ 1 such that 1p + 1r = 1 + 1q . Then, applying (4.2)
‖(L + cI)−α/2f‖Lq(λ) = ‖f ∗Gcα,δ‖Lq(λ)
. ‖f‖Lp(λ)‖Gˇcα,δ‖1−r/qLr(λ) ‖Gcα,δ‖
r/q
Lr(λ).
Since d r−1r =
d
p − 1q , (b) follows by Corollary 4.2.
We finally prove (c). Let 1 < p, q <∞ and α > d/p. We prove that (L+cI)−α/2 : Lp(λ)→
L∞ if c > 0 is large enough. By (4.3),
‖f ∗Gcα,δ‖∞ = ‖f ∗Gcα,δ‖∞ . ‖f‖Lp(λ)‖Gˇcα,δ‖Lp′ (λ).
It then remains to prove that Gˇcα,δ ∈ Lp
′
(λ) when α > d/p and c > 0 is large enough. But
this follows by Corollary 4.2, since p
′−1
p′ =
1
p . 
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We finally prove Theorem 1.1. We recall that if κ is a positive character of the group,
we denote with κL∞ the Banach space of functions {κf : f ∈ L∞} endowed with the norm
‖κf‖κL∞ := ‖f‖∞.
Proof of Theorem 1.1. The statements (a) and (b) follow immediately from the statements
(a) and (b) of Theorem 4.4 by Proposition 3.5. The proof of statement (c) is an easy
modification of the proof of Theorem 4.4, (c). Indeed, observe that by Lemma 4.3, (4.3),
one can deduce the inequality
‖(χδ−1)1/p(f ∗Gcα,χ)‖∞ = ‖[(χδ−1)1/pf ] ∗ [(χδ−1)1/pGcα,χ]‖∞
. ‖f‖Lp(µχ)‖(χ−1δ)1/pGˇcα,X‖Lp′ (λ).
This proves the statement by Corollary 4.2. 
5. Algebra properties
For every α ∈ (0, 1) and R > 0 we define the operators
SRα f(x) :=
(∫ R
0
ñ
1
uαV (u)
∫
|y|<u
|f(xy−1)− f(x)|dρ(y)
ô2
du
u
)1/2
and Slocα := S
1
α. The following theorem is a key step to prove Theorem 1.2.
Theorem 5.1. Let χ be a positive character of G. For every p ∈ (1,∞) and α ∈ (0, 1),
‖f‖Lpα(µχ) ≈ ‖Slocα f‖Lp(µχ) + ‖f‖Lp(µχ).
Proof. By [23, Theorem 1.3 (i)], Proposition 3.5 and the definition of Slocα , it is enough to
prove that
(5.1) χ1/p|f |+ SRα (χ1/pf) ≈ χ1/p|f |+ χ1/pSRα f
when R = 1. For future convenience and since the proof is the same, we consider R > 0.
To prove the inequality ., we take x ∈ G, u ∈ (0, R) and y ∈ Bu. By the triangle
inequality
|χ1/p(xy−1)f(xy−1)− χ1/p(x)f(x)|
≤ χ1/p(x)
Ä
χ−1/p(y)|f(xy−1)− f(x)|+ |χ1/p(y−1)− 1||f(x)|
ä
.
Since y ∈ Bu ⊆ BR, χ−1/p(y) ≈ 1. Moreover, by the smoothness of χ and (2.5), its
derivative at the identity does not vanish and then |χ1/p(y−1)− 1| ≈ |y| ≤ u. Therefore
SRα (χ
1/pf)(x) . χ1/p(x)(SRα f)(x) + χ
1/p(x)|f(x)|.
The converse inequality is analogous, since
χ1/p(x)|f(xy−1)− f(x)|
. |χ1/p(xy−1)f(xy−1)− χ1/p(x)f(x)|+ χ1/p(x)|f(x)||1 − χ1/p(y)|.
This completes the proof. 
We shall also need the following
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Proposition 5.2. Let ε, β, α ≥ 0, 1 < p, r < ∞, 1 < q < ∞ and 0 < θ < 1 be such that
α = θε+ (1− θ)β and 1/r = θ/p+ (1− θ)/q. Then for all f ∈ Lpε(µχ) ∩ Lqβ(µχ)
(5.2) ‖f‖Lrα(µχ) . ‖f‖θLpε(µχ)‖f‖
1−θ
Lq
β
(µχ)
.
If q =∞ and β = 0, so that α = θε and 1/r = θ/p, then for all f ∈ Lpε(µχ) ∩ L∞
(5.3) ‖f‖Lrα(µχ) . ‖f‖θLpε(µχ)‖f‖
1−θ
∞ .
Proof. Recall that by Lemma 2.3 (i), ∆χ generates a diffusion semigroup and thus Littlewood-
Paley-Stein theory applies together with [21]. Arguing as in [23, Proposition 4.2], while
considering weighted norms and operators, the conclusion follows. We omit the details. 
5.1. Proof of Theorem 1.2. This proof cannot be derived directly from [23, Theorem
1.2], though its proof follows the same lines. Hence, we provide all its necessary ingredients.
Let R > 0, α ∈ (0, 1) and q ∈ [1,∞). We define the maximal operator
(5.4) MRf(x) := sup
B∈BR, x∈B
1
ρ(B)
∫
B
|f |dρ.
We recall that MR is bounded on Lp(ρ) for every p ∈ (1,∞] and it is of weak type (1, 1).
By (2.3), it is easy to see that for every character χ of G and R > 0
(5.5) MR(χf) ≈ χMRf
with a constant independent of f . Therefore, MR is also bounded on Lp(µχ) for every
p ∈ (1,∞] by Proposition 3.5.
We also define the functionals
Ω
(q)
f (x, r) := sup
{Ç
1
ρ(B)
∫
B
|f − fB|qdρ
å1/q
: B ∈ Br, x ∈ B
}
, Ωf := Ω
(1)
f ,
Ω∞f (x, r) := sup{‖f − fB‖∞ : B ∈ Br, x ∈ B}
and
GRα,qf(x) =
Ç∫ R
0
[r−αΩ(q)f (x, r)]
2dr
r
å1/2
, GRα := G
R
α,1, G
loc
α,q := G
1
α,q, G
loc
α := G
1
α,1.
Lemma 5.3. Let f be a locally integrable function and α ∈ (0, 1). For every r ∈ (1,∞)
(5.6) ‖Glocα f‖Lp(µχ) . ‖Slocα f‖Lp(µχ) + ‖f‖Lp(µχ),
while
(i) if p ∈ (1, 2], α ≤ dp , q < dpd−αp , then
‖GR1α,qf‖Lp(µχ) + ‖f‖Lp(µχ) ≈ ‖GR2α f‖Lp(µχ) + ‖f‖Lp(µχ);
(ii) if p ∈ [2,∞), α ≤ dp , q < 2dd−2α , then
‖GR1α,qf‖Lp(µχ) + ‖f‖Lp(µχ) ≈ ‖GR2α f‖Lp(µχ) + ‖f‖Lp(µχ).
Proof. To prove (5.6), we observe that it is proved in [23, pp. 27-28] that
(5.7) Glocα f . S
2
αf.
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By [23, Lemma 4.4], we have that ‖SR1α f‖Lp+‖f‖Lp ≈ ‖SR2α f‖Lp+‖f‖Lp for every R1, R2 >
0. By Proposition 3.5 and (5.1) then
‖SR1α f‖Lp(µχ) + ‖f‖Lp(µχ) ≈ ‖SR2α f‖Lp(µχ) + ‖f‖Lp(µχ).
This together with (5.7) yield (5.6).
We now prove (i). The inequality & is straightforward and holds for every p ∈ (1,∞) and
q > 1. To prove the converse inequality, we take p ∈ (1, 2], α ≤ dp , q < dpd−pα and we choose
p0 < p and 0 ≤ β < αd ≤ 1p < 1 such that 1q = 1p0 − β. The starting point is the inequality
(5.8) Ω
(q)
f (x, r) . V (r)
β
∫ 8r
0
V (s)−βM3(|Ωf (·, s)|p0)
1
p0 (x)
ds
s
that can be found in [23, p. 26]. We now apply the following version of Hardy’s inequality:∫ R
0
1
rν
Å
1
r
∫ r
0
g(s) ds
ãp
dr .
∫ R
0
1
rν
g(r)p dr, p > 1, 1− p < ν < 1, g ≥ 0,
and obtain (the first inequality by (5.8); while Hardy’s inequality may be applied since
α > βd)
GRα,qf(x) .
(∫ R
0
ñ
r−αrdβ
∫ 8r
0
s−dβM3(|Ωf (·, s)|p0)
1
p0 (x)
ds
s
ô2
dr
r
)1/2
.
Ç∫ 8R
0
r−2α−1
ï
M3(|Ωf (·, r)|p0)
1
p0 (x)
ò2
dr
å1/2
.
One can now argue as in [8, p. 318], since∥∥∥∥∥∥
[ ∞∑
k=0
(M3fk)
q
]1/q∥∥∥∥∥∥
Lp(µχ)
.
∥∥∥∥∥∥
[ ∞∑
k=0
|fk|q
]1/q∥∥∥∥∥∥
Lp(µχ)
by [8, Proposition 7] together with (5.5) and Proposition 3.5. The proof of (ii) is analogous.

By means of the results stated above, Theorem 1.2 may be proved exactly as [23, Theorem
1.2]. We omit the details. We finally state the following corollary, which is a consequence of
the algebra property of Lpα(λ) ∩ L∞ (Theorem 1.2) together with the embedding Lpα(λ) →֒
L∞ (Theorem 4.4, (c)).
Corollary 5.4. For every p ∈ (1,∞) and α > d/p, Lpα(λ) is an algebra.
5.2. Negative results: the affine group of the line. In this subsection we show that
an algebra property for the Sobolev spaces Lpα(µχ), with µχ 6= λ, cannot hold in general on
nonunimodular Lie groups, for it fails on the “ax+ b” group.
We recall that the affine group of the line, usually referred to as the “ax+ b” group, is the
topological space G = R⋉ R+ endowed with the product law (x, a)(x
′, a′) = (x+ ax′, aa′).
The identity is e = (0, 1), the right Haar measure is dρ(x, a) = a−1 dxda and the modular
function is δ(x, a) = a−1. A basis for the Lie algebra g is {X0,X1}, where X0 = a∂a and
X1 = a∂x.
Let G be the “ax + b” group. If χ is a positive character of G, then its differential χ′
vanishes on [g, g] = 〈X0〉. Then ∂xχ = 0, i.e. χ(x, a) = χ(0, a). Since χ(0, a) is a positive
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character of R+, the character χ must be of the form χ(x, a) = a−γ for some γ ∈ R. In
other words, all characters of G are of the form δγ for some γ ∈ R.
In the following proposition, we show that if γ 6= 1 (i.e. µδγ 6= λ), then Lpα(µδγ ) is never an
algebra; and that in this case the embedding of Lpα(µδγ ) into L
∞ fails rather dramatically.
Indeed, Lpα(µδγ ) is not even embedded in any bmo space. The proof is inspired by the proof
of [23, Theorem 3.3]. See also [24, Appendix B.2.6].
Proposition 5.5. Let G be the “ax+ b” group and γ ∈ R \ {1}. Then
(i) for every p ∈ (1,∞) and α ≥ 0, Lpα(µδγ ) is not an algebra;
(ii) for every p ∈ (1,∞), α ≥ 0 and η ∈ R, there exists a function g ∈ Lpα(µδγ ) which
does not belong to bmo(µδη ). In particular, L
p
α(µδγ ) does not embed in any bmo(µδη ).
Proof. Let ψ, φ, φ˜ be functions on the real line such that
ψ ∈ C∞c (0, 1), ψ ≥ 0, ψ = 1 on [1/4, 3/4],
φ ∈ C∞c (−1, 1), φ ≥ 0, φ = 1 on [0, 1/2],
φ˜ ∈ C∞(R), φ˜ ≥ 0, φ˜ = 0 on [0, 1/2], φ˜ = 1 on [1,∞).
Let ν ∈ R. Define
(5.9) gν(x, a) = ψ(x/a)φ(a)a
−ν , g˜ν(x, a) = ψ(x/a)φ˜(a)a−ν .
We shall prove that
• if γ < 1 and ν ∈
Ä
1−γ
2p ,
1−γ
p
ä
, then gν ∈ Lpk(µδγ ) for every k ∈ N, g2ν /∈ Lp(µδγ ),
gν /∈ bmo(µδη ) for every η ∈ R;
• if γ > 1 and ν ∈
Ä
1−γ
p ,
1−γ
2p
ä
, then g˜ν ∈ Lpk(µδγ ) for every k ∈ N, g˜2ν /∈ Lp(µδγ ),
g˜ν /∈ bmo(µδη ) for every η ∈ R.
It is proved in [23, Theorem 3.3] that if ν ∈
Ä
1
2p ,
1
p
ä
, then gν ∈ Lpk for every k ∈ N, but
g2ν /∈ Lp and gν /∈ L∞.
Let γ < 1. It is shown in [23, Proof of Theorem 3.3] that Xk00 X
k1
1 gν is a sum of terms of
the form
ψ˜(x/a)φ(a)a−ν + ‹Ψ(x, a)
for some ψ˜ ∈ C∞c (0, 1) and ‹Ψ ∈ C∞c (G). From this, it is not hard to see that if ν ∈Ä
1−γ
2p ,
1−γ
p
ä
, then gν ∈ Lpk(µδγ ) for every k but g2ν /∈ Lp(µδγ ).
We now show that gν /∈ bmo(µδη ), independently of η ∈ R: more precisely, for every
η ∈ R, there exists a family of h1(µδη )-atoms Ay, y ∈ (0, 1), such that
(5.10) sup
y
∫
G
gν Ay dµδη =∞.
The conclusion will then follow by [22, Theorem 2].
Let R ⊂ G be the rectangle [−1, 1]× [1/2, 3/2] and split it into
R = R+ ∪R−, R− = [−1, 0]× [1/2, 3/2], R+ = [0, 1] × [1/2, 3/2].
It is not hard to see that the function
A := 1R+ − 1R−
is, up to a constant, an h1(µδη )-atom supported in the ball Bs for s > 0 large enough (recall
Subsection 2.2). Then, for y ∈ (0, 1) define
Ay(x, a) := A((0, y)
−1(x, a))δ(0, y)1−η = A(y−1x, y−1a)yη−1.
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It is easy to see that for every y the function Ay is a multiple of an h
1(µδη )-atom supported
in B((0, y), s), with constant independent of y. Then∫
R
∫
R+
gν(x, a)Ay(x, a) a
−η dxda
a
= yη−1
∫ 3y/2
y/2
a−η−ν−1φ(a)
∫ y
0
ψ(x/a) dxda
= yη−1
∫ 3y/2
y/2
a−η−νφ(a)
∫ y/a
0
ψ(t) dt da
and since φ ≈ 1 in a (right) neighbourhood of 0, and ∫ y/a0 ψ(t) dt ≈ 1 since y/a ≈ 1 for
a ∈ [y/2, 3y/2], if y is small enough∫
R
∫
R+
gν(x, a)Ay(x, a) a
−η dxda
a
≈ yη−1
∫ 3y/2
y/2
a−η−ν da ≈ y−ν .
Since ν > 0, y−ν → +∞ when y → 0, which proves (5.10) and all that concerns γ < 1.
The case γ > 1 is similar, and we omit the proof. One just has to replace φ with φ˜,
observe that ν < 0 and let y → +∞. 
6. Applications to PDEs
In this section, we shall prove local well-posedness results for nonlinear heat and Schrödinger
equations. We shall follow a similar approach to that of [3, Section 6].
If α ≥ 0, we say that a smooth function A : Rm → R is α-admissible at 0 if
∂h11 . . . ∂
hm
m A(0, . . . , 0) = 0 whenever
∑
k
hk ≤ [α].
Moreover, we define
Y pα (µχ) := L
p
α(µχ) ∩ L∞
to be the Banach space endowed with the norm ‖ · ‖Y pα (µχ) := ‖ · ‖Lpα(µχ) + ‖ · ‖∞.
Lemma 6.1. Let α ≥ 0. Let G : R2 → R be smooth and α-admissible at 0. For every R > 0,
every p ∈ (1,∞) and every f1, f2 ∈ Lpα(µχ) ∩ L∞ with ‖fj‖∞ ≤ R, j = 1, 2,
‖G(f1, f2)‖Lpα(µχ) .R ‖f1‖Lpα(µχ) + ‖f2‖Lpα(µχ).
Proof. Let α ∈ [0, 1). Then by Theorem 5.1
‖G(f1, f2)‖Lpα(µχ) ≈ ‖Slocα G(f1, f2)‖Lp(µχ) + ‖G(f1, f2)‖Lp(µχ)
. ‖Slocα f1‖Lp(µχ) + ‖Slocα f2‖Lp(µχ) + ‖f1‖Lp(µχ) + ‖f2‖Lp(µχ)
≈ ‖f1‖Lpα(µχ) + ‖f2‖Lpα(µχ)
since G is locally Lipschitz, G(0, 0) = 0 and by the definition of Slocα . It then remains to
prove that, if the statement holds for α, then it holds for α+ 1.
Assume, then, that G is (α+1)-admissible at 0 and assume that the statement holds for
α. By Proposition 3.4,
‖G(f1, f2)‖Lpα+1(µχ) ≈ ‖G(f1, f2)‖Lpα(µχ) +
ℓ∑
i=1
‖XiG(f1, f2)‖Lpα(µχ)
.R ‖f1‖Lpα(µχ) + ‖f2‖Lpα(µχ) +
ℓ∑
i=1
‖XiG(f1, f2)‖Lpα(µχ).
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Since for every vector field Xi
XiG(f1, f2) = (∂1G)(f1, f2)Xif1 + (∂2G)(f1, f2)Xif2
it will be enough to prove that
(6.1) ‖(∂jG)(f1, f2)Xifj‖Lpα(µχ) .R ‖f1‖Lpα+1(µχ) + ‖f2‖Lpα+1(µχ)
when j = 1, 2. We shall prove it when j = 1, for the case j = 2 is analogous.
Define r and q such that
1
r
=
α
(α+ 1)p
,
1
q
=
1
(α+ 1)p
and apply Theorem 1.2 with q1 = r, p2 = p, q2 =∞, p1 = q, so that
‖(∂1G)(f1, f2)Xif1‖Lpα(µχ)
. ‖(∂1G)(f1, f2)‖Lrα(µχ)‖Xif1‖Lq(µχ) + ‖(∂1G)(f1, f2)‖∞‖Xif1‖Lpα(µχ)
. (‖f1‖Lrα(µχ) + ‖f2‖Lrα(µχ))‖f1‖Lq1(µχ) + c(R)‖f1‖Lpα+1(µχ),
the second line for the inductive assumption (observe that ∂1G is α-admissible at 0), by the
continuity of ∂1G on the compact [0, R]× [0, R] and Proposition 3.4. Observe now that (6.1)
will be proved if
(6.2) (‖f1‖Lrα(µχ) + ‖f2‖Lrα(µχ))‖f1‖Lq1(µχ) .R ‖f1‖Lpα+1(µχ) + ‖f2‖Lpα+1(µχ),
and this is what we shall do in the remaining part of the proof.
Apply Proposition 5.2 with ε = α+1, β = 0, α = α and θ = α/(α+1). Then for j = 1, 2
‖fj‖Lrα(µχ) . ‖fj‖
α/(α+1)
Lpα+1(µχ)
‖fj‖1/(α+1)∞ .R ‖fj‖α/(α+1)Lpα+1(µχ),
while the same proposition with ε = α+ 1, β = 0, α = 1 and θ = 1/(α + 1) gives
‖f1‖Lq
1
(µχ) . ‖f1‖
1/(α+1)
Lpα+1(µχ)
‖f1‖α/(α+1)∞ .R ‖f1‖1/(α+1)Lpα+1(µχ).
Therefore for every j = 1, 2
‖fj‖Lrα(µχ)‖f1‖Lq1(µχ) .R ‖fj‖
α/(α+1)
Lpα+1(µχ)
‖f1‖1/(α+1)Lpα+1(µχ) .R ‖fj‖Lpα+1(µχ) + ‖f1‖Lpα+1(µχ),
and this proves (6.2), thus (6.1), thus the statement. 
Lemma 6.2. Let α ≥ 0 and let F : R→ R be smooth and (α+1)-admissible at 0. Then for
every R > 0 there exists c(R) such that
‖F (u) − F (v)‖Y pα (µχ) ≤ c(R) ‖u − v‖Y pα (µχ)
for every u, v ∈ Y pα (µχ) such that ‖u‖Y pα (µχ) ≤ R, ‖v‖Y pα (µχ) ≤ R.
Proof. Since F is locally Lipschitz we obviously have
‖F (u) − F (v)‖∞ ≤ ‖u− v‖∞ ≤ ‖u− v‖Y pα (µχ).
To prove the estimate on the Lpα(µχ) norm, instead, write
(6.3) F (x)− F (y) = (y − x)G(x, y), G(x, y) =
∫ 1
0
F ′(x+ τ(y − x)) dτ.
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Observe that by the assumption on F , G is α-admissible at 0. Hence ‖G(u, v)‖Lpα(µχ) ≤ cR
by Lemma 6.1. Moreover, G(u, v) is bounded since G is continuous and u, v are bounded.
Therefore, by Theorem 1.2 applied to (6.3)
‖F (u) − F (v)‖Lpα(µχ) . ‖u− v‖∞‖G(u, v)‖Lpα(µχ) + ‖u− v‖Lpα(µχ)‖G(u, v)‖∞
.R ‖u− v‖Y pα (µχ).
This completes the proof. 
6.1. The nonlinear heat equation associated with ∆χ. Consider the Cauchy problem
(6.4)
{
∂tu+∆χu = F (u)
u(0, · ) = u0.
Theorem 6.3. Let χ be a positive character of G, α ≥ 0 and let F : R → R be (α + 1)-
admissible at 0. Let τ > 0, I = [0, τ ] and R > 0 be such that c(R) ≤ 1/(2τ), where c(R) is
that of Lemma 6.2. Then, for every u0 ∈ Y pα (µχ) such that ‖u0‖Y pα (µχ) ≤ R/2, there exists
a unique solution u ∈ C0IY pα (µχ) of the Cauchy problem (6.4) such that
‖u‖C0
I
Y pα (µχ)
. ‖u0‖Y pα (µχ).
Proof. By the Duhamel formula, a solution u to (6.4) is given by
u(t, x) = e−t∆χu0(x) +
∫ t
0
e−(t−s)∆χF (u(s, x)) ds.
Consider the linear operator D : C0IY
p
α (µχ)→ C0IY pα (µχ) given by
Df(t, x) =
∫ t
0
e−(t−s)∆χf(s, x) ds.
Using the properties of the semigroup e−t∆χ , we have that
‖Df(t, ·)‖Lpα(µχ) = ‖(I +∆χ)α/2Df(t, ·)‖Lp(µχ)
≤
∫ t
0
‖(I +∆χ)α/2e−(t−s)∆χf(s, ·)‖Lp(µχ) ds
≤ t sup
s∈I
‖(I +∆χ)α/2f(s, ·)‖Lp(µχ)
≤ |I| ‖f‖C0
I
Lpα(µχ)
,
and
‖Df(t, ·)‖∞ ≤
∫ t
0
‖e−(t−s)∆χf(s, ·)‖∞ ds
≤ |I| ‖f‖C0IL∞ .
so that ‖D‖C0
I
Y pα (µχ)→C0I Y
p
α (µχ)
≤ |I|. Moreover, by Lemma 6.2
‖F (u)− F (v)‖C0
I
Y pα (µχ)
≤ c(R) ‖u − v‖C0
I
Y pα (µχ)
≤ 1
2|I| ‖u− v‖C0I Y pα (µχ)
for every u, v such that ‖u‖C0I Y pα (µχ), ‖v‖C0I Y pα (µχ) ≤ R. Finally, by (3.1), since the semigroup
e−t∆χ commutes with any power of I + ∆χ and by its contractivity on Lq(µχ) for every
q ∈ [1,∞], we have
‖e−t∆χu0‖Y pα (µχ) ≤ ‖u0‖Y pα (µχ) ≤ R/2.
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The abstract iteration argument [27, Proposition 1.38] gives the result. 
6.2. The nonlinear Schrödinger equation associated with L. We shall consider the
nonlinear Cauchy problem
(6.5)
{
i∂tu+ Lu = F (u)
u(0, · ) = u0.
To study the local well-posedness of (6.5) we shall need the embedding Lpα(λ) →֒ L∞, and
this is the reason for restricting to µχ = λ (hence ∆χ = L). The choice of p = 2 is, instead,
due to the fact that eitL is bounded on L2(λ), but in general is not bounded on Lp(λ) if
p 6= 2.
Theorem 6.4. Let χ be a positive character of G, α > d/2, u0 ∈ L2α(λ) and let F : R→ R
be (α + 1)-admissible at 0. Let τ > 0, I = [0, τ ] and R > 0 be such that c(R) ≤ 1/(2τ),
where c(R) is that of Lemma 6.2. Then, for every u0 ∈ L2α(λ) such that ‖u0‖L2α(λ) ≤ R/2,
there exists a unique solution u ∈ C0IL2α(λ) of the Cauchy problem (6.5) such that
‖u‖C0IL2α(λ) . ‖u0‖L2α(λ).
Proof. By the Duhamel formula, a solution u to (6.5) is given by
u(t, x) = eitLu0(x)− i
∫ t
0
ei(t−s)LF (u(s, x)) ds.
Consider the linear operator D : C0IL
2
α(λ)→ C0IL2α(λ) given by
Df(t, x) = −i
∫ t
0
ei(t−s)Lf(s, x) ds.
By the boundedness of the semigroup eitL on L2(λ), one can prove as before that
‖Df(t, ·)‖L2α(λ) ≤ |I| ‖f‖C0IL2α(λ)
so that ‖D‖C0
I
L2α(λ)→C0IL2α(λ) ≤ |I|. Moreover, by Lemma 6.2 (observe that Y
2
α (λ) = L
2
α(λ)
by the Sobolev embedding)
‖F (u)− F (v)‖C0
I
L2α(λ)
≤ c(R) ‖u − v‖C0
I
L2α(λ)
≤ 1
2|I| ‖u− v‖C0IL2α(λ)
for every u, v such that ‖u‖C0IL2α(λ), ‖v‖C0I L2α(λ) ≤ R. Finally, by (3.1), since the semigroup
eitL commutes with any power of I + L and by its boundedness (it is unitary, indeed) on
L2(λ) we have
‖eitLu0‖L2α(λ) ≤ ‖u0‖L2α(λ) ≤ R/2.
The abstract iteration argument [27, Proposition 1.38] gives the result. 
7. Proof of Theorem 3.2: boundedness of the local Riesz Transforms
This final section is dedicated to the proof of Theorem 3.2. We begin with some lemmata
which will be of use. The first is rather elementary and its proof is omitted.
Lemma 7.1. Let g ∈ L1(µχ) ∩ L1(ρ). Then the operator f 7→ f ∗ g is bounded on Lp(µχ)
for every 1 ≤ p ≤ ∞, with norm bounded by ‖g‖1/pL1(µχ)‖g‖
1/p′
L1(ρ).
22 BRUNO, PELOSO, TABACCO, AND VALLARINO
Lemma 7.2. Let B = B(cB, rB) be a ball of radius rB ≤ 1, t ∈ [r2B , 1] and y, z ∈ B. Let
Qχt (x, y, z) = P
χ
t (x, y)− Pχt (x, z).
There exists ǫ ∈ (0, 1) and c1 > 0 such that for every β < 2c1 and J ∈ lm∫
2rB≤|c−1B x|≤2
|XJ,xQχt (x, y, z)|2eβ|c
−1
B x|2/t dµχ(x) .
Ç
dC(y, z)√
t
å2ǫ
t−mχ−1(cB)δ(cB)V (
√
t)−1.
Proof. For every x ∈ G, the function (t, y) u7−→ Pχt (x, y) is a solution of the heat equation
∂tu+∆χu = 0. Therefore, also (t, y)
uJ7−→ XJ,xPχt (x, y) is a solution of ∂tu+∆χu = 0. Thus,
by [25, Proposition 3.2] (it can be applied by [31, eq. (2.4)])
|XJ,xQχt (x, y, z)| .
Ç
dC(y, z)√
t
åǫ
sup
(τ,w)∈Q
XJ,xP
χ
τ (x,w)
for some ǫ > 0, where Q =
Ä
4
9t,
20
9 t
ä
×B
Ä
y, 43
√
t
ä
. By means of (2.7), (2.5), Lemma 2.3 (iii)
and the assumptions on rB, t, y, z we get
XJ,xP
χ
τ (x,w) . χ
−1(w)δ(w)χ−1/2(w−1x)τ−(d+m)/2e−b|w
−1x|2/τ
so that (observe that τ ≈ t, t−d/2 ≈ V (√t)−1 and δ(w) ≈ δ(cB), χ(w) ≈ χ(cB))
|XJ,xQχt (x, y, z)| .
Ç
dC(y, z)√
t
åǫ
χ−1/2(cB)δ(cB)χ−1/2(x)t−m/2V (
√
t)−1e−c1|c
−1
B x|2/t(7.1)
for some c1 > 0. Therefore∫
2rB≤|c−1B x|≤2
|XJ,xQχt (x, y, z)|2eβ|c
−1
B x|2/t dµχ(x)
.
Ç
dC(y, z)√
t
å2ǫ
t−mV (
√
t)−2χ−1(cB)δ2(cB)
∫
2rB≤|c−1B x|≤2
e(−2c1+β)|c
−1
B x|2/t dρ(x)
=
Ç
dC(y, z)√
t
å2ǫ
t−mV (
√
t)−2χ−1(cB)δ(cB)
∫
2rB≤|v|≤2
e(−2c1+β)|v|
2/t dρ(v).
It remains then to notice that∫
2rB≤|v|≤2
e(−2c1+β)|v|
2/t dρ(v) . V (
√
t)
as in [23, p. 9]. 
We are now in the position to prove Theorem 3.2, whose proof occupies the remainder of
the paper.
Proof of Theorem 3.2. To the sake of clarity, we split the proof in various steps.
Step 1. We prove the L2(µχ)-boundedness of XJ(∆χ + cI)
−m/2.
By the spectral theorem and (2.6)
XJ(∆χ + cI)
−m/2 = XJ
Ä
χ−1/2(∆ + cI)−m/2χ1/2
ä
=
∑
J∈ln, n≤m
cIχ
−1/2XJ (∆ + cI)−m/2χ1/2
=
∑
J∈ln, n≤m
cIχ
−1/2XJ (∆ + cI)−n/2(∆ + cI)(−m+n)/2χ1/2,
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for some constants cJ . By [29, Theorem 4.8, IV], if c > 0 is large enough then the local
Riesz transforms XJ (∆ + cI)
−n/2 are bounded on L2(ρ) for every I ∈ ln; moreover, the
operators (∆ + cI)(−m+n)/2 are bounded on L2(ρ) for every n ≤ m and every c > 0. Thus
Step 1 is proved.
Let now kcJ be the convolution kernel of XJ(∆χ+cI)
−m/2, and φ ∈ C∞c (B1) be such that
φ = 1 on B1/2 and 0 ≤ φ ≤ 1. Then
kcJ (x) = c(J)
∫ ∞
0
tm/2−1e−ctXJp
χ
t (x) dt
= c(J)
ñ
φ(x)
∫ 1
0
. . . dt+ (1− φ(x))
∫ 1
0
. . . dt+
∫ ∞
1
. . . dt
ô
(7.2)
=: k0l (x) + k
0
g(x) + k
∞(x).
Step 2. We prove that the operators f 7→ f ∗ k∞ and f 7→ f ∗ k0g are bounded on Lp(µχ)
for every p ∈ [1,∞].
By Lemma 2.3 (iii),
(7.3) |k∞(x)| ≤ χ−1/2(x)
∫ ∞
1
e−c
′te−b|x|
2/t dt
for some c′ > 0. For every k ≥ 1, denote with Akt the annulus B2k√t \ B2k−1√t. By
Lemma 2.3 (ii)
‖k∞‖L1(ρ) .
∫ ∞
1
∫
B√t
χ−1/2(x)e−c
′te−b|x|
2/t dρ(x) dt
+
∞∑
k=1
∫ ∞
1
∫
Akt
χ−1/2(x)e−c
′te−b|x|
2/t dρ(x) dt
.
∫ ∞
1
e−c
′te(D+‖X‖)
√
t dt+
∞∑
k=1
∫ ∞
1
e−c
′t−b22k+(D+‖X‖)2k√t dt . 1,
if c > 0 is sufficiently large. As for k0g , again by Lemma 2.3 (ii),
(7.4) |k0g(x)| . χ−1/2(x)e−b
′|x|2
whence
‖k0g‖L1(ρ) .
∞∑
k=1
∫
Ak
1
χ−1/2(x)e−b
′|x|2 dρ(x) .
∞∑
k=1
e−b
′22ke(D+‖X‖)2
k
. 1.
By (7.3) and (7.4), we have
|k∞(x)χ(x)| ≤ χ1/2(x)
∫ ∞
1
e−c
′te−b|x|
2/t dt, |k0g(x)χ(x)| . χ1/2(x)e−b
′|x|2 .
Arguing as above, one can show that ‖k∞‖L1(µχ) = ‖k∞χ‖L1(ρ) . 1 and that ‖k0g‖L1(µχ) =
‖k0gχ‖L1(ρ . 1. Thus, by Lemma 7.1 the first step is proved. A fortiori, this implies that
the operators f 7→ f ∗ k∞ and f 7→ f ∗ k0g are bounded from h1(µχ) to L1(µχ) and from
L∞(µχ) to bmo(µχ).
Step 3. We prove that the operator f 7→ f ∗ k0l is bounded from L∞(µχ) to bmo(µχ).
24 BRUNO, PELOSO, TABACCO, AND VALLARINO
In view of [6, Theorem 8.2] together with [7, Proposition 4.5, (ii)] and the Step 1, it is
enough to prove that, if K0l is the integral kernel of the operator f 7→ f ∗ k0l , i.e.
K0l (x, y) = χ
−1(y)δ(y)k0l (y
−1x),
then
(7.5) sup
B∈B1
sup
y,z∈B
∫
(2B)c
|K0l (y, x)−K0l (z, x)|dµχ(x) <∞
and
(7.6) sup
y∈G
∫
(B(y,2))c
|K0l (y, x)|dµχ(x) <∞.
Since φ is supported in B1, k
0
l (x
−1y) = 0 if x ∈ B(y, 2)c, so that (7.6) is immediate. As
for (7.5),∫
(2B)c
|K0l (y, x)−K0l (z, x)|dµχ(x) =
∫
(2B)c
|k0l (x−1y)δ(x) − k0l (x−1z)δ(x)|dρ(x)
=
∫
2rB<|v|≤2
|k0l (vc−1B y)− k0l (vc−1B z) |dρ(v)
. dC(y, z)
ℓ∑
j=1
∫
2rB≤|v|≤2
|Xjk0l (v)|dρ(v).(7.7)
It remains then to estimate |Xjk0l |. By the definition of k0l and Lemma 2.3 (iii), if |v| ≤ 2
then
|Xjk0l (v)| .
∫ 1
0
tm/2−1t−d/2−m/2e−b|v|
2/t dt+
∫ 1
0
tm/2−1t−d/2−(m+1)/2e−b|v|
2/t dt
=
∫ ∞
|v|2
Ç |v|2
s
å−d/2
e−bs ds+
∫ ∞
|v|2
Ç |v|2
s
å−(d+1)/2
e−bs ds . |v|−d−1,
so that by (7.7)∫
(2B)c
|K0l (y, x)−K0l (z, x)|dµχ(x) . rB
∫
2rB≤|v|≤2
|v|−d−1 dρ(v).
If j0 is the biggest integer such that 2
j0−1 ≤ 2rB , then {v : 2rB ≤ |v| ≤ 2} ⊆ {v : 2j0−1 ≤
|v| ≤ 2} and hence
rB
∫
2rB≤|v|≤2
|v|−d−1 dρ(v) . rB
1∑
j=j0
∫
Aj
1
|v|−d−1 dρ(v) . rB
1∑
j=j0
2−j(d+1)2jd dρ(v) . 1
which proves (7.5), and the Step 3.
Step 4. We prove that the operator f 7→ f ∗ (k0l + k0g) is bounded from h1(µχ) to L1(µχ).
Let k0 := k0l + k
0
g . Again by [6, Theorem 8.2] together with [7, Proposition 4.5, (ii)] and
the Step 1, it is enough to prove that, if K0 is the integral kernel of the operator f 7→ f ∗k0,
i.e.
K0(x,w) = χ−1(w)δ(w)k0(w−1x) =
∫ 1
0
tm/2−1e−ctXJ,xP
χ
t (x,w) dt(7.8)
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then
(7.9) sup
B∈B1
sup
y,z∈B
∫
(2B)c
|K0(x, y)−K0(x, z)|dµχ(x) <∞
and
(7.10) sup
y∈G
∫
(B(y,2))c
|K0(x, y)|dµχ(x) <∞.
As for (7.10), observe that by (7.8)∫
(B(y,2))c
|K0(x, y)|dµχ(x) =
∫
dC(x,y)≥2
|(k0χ)(y−1x)|δ(y) dρ(x)
=
∫
|v|≥2
|(k0gχ)(v)|dρ(v) . 1,
since we proved in the Step 2 that k0g ∈ L1(µχ). Thus, only (7.9) is left. We split the
integral∫
(2B)c
|K0(x, y)−K0(x, z)|dµχ(x) =
∫
2rB≤|c−1B x|≤2
. . . dµχ +
∫
|c−1B x|>2
. . . dµχ = I+ II
and observe that by (7.8)
II ≤
∫
|c−1
B
x|>2
|(k0χ)(y−1x)δ(y)|dρ(x) +
∫
|c−1
B
x|>2
|(k0χ)(z−1x)δ(z)|dρ(x)
= 2
∫
|v|>2
|(k0χ)(v)|dρ(v) . 1
as above. As for I, to shorten the notation we denote by AB the annulus (depending on B)
{x : 2rB ≤ dC(x, cB) ≤ 2} = B(cB , 2) \B(cB , 2rB) and we split I in turn. Indeed, by (7.8)
I ≤
∫ 1
0
tm/2−1
∫
AB
|XJ,xPχt (x, y)−XJ,xPχt (x, z)|dµχ(x) dt
=
∫ r2B
0
∫
AB
|Qχt (x, y, z)|dµχ(x) dt+
∫ 1
r2
B
∫
AB
|Qχt (x, y, z)|dµχ(x) dt = I1 + I2.
As for I1, by (2.7) and the left invariance of the vector fields
XJ,xP
χ
t (x,w) = χ
−1(w)δ(w)(XJ p
χ
t )(w
−1x)
so that I1 is controlled by∫ r2B
0
tm/2−1
∫
AB
Ä
|(χ−1δ)(y)(XJpχt )(y−1x)|+ |(χ−1δ)(z)(XJpχt )(z−1x)|
ä
dµχ(x) dt(7.11)
and by using Lemma 2.3 (iii)∫ r2B
0
tm/2−1
∫
2rB≤|c−1B x|≤2
|(χ−1δ)(y)(XJpχt )(y−1x)|dµχ(x) dt
≤
∫ r2B
0
t−d/2−1
∫
AB
χ1/2(y−1x)δ(y)e−b|y
−1x|2/t dρ(x) dt
≤
∫ r2B
0
t−d/2−1
∫
rB≤|v|≤4
e−b|v|
2/t dρ(v) dt
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the second inequality by the change of variables y−1x = v and since the character χ and δ
are bounded in B4. This can be seen to be finite exactly as in [23, p. 13] and the second
term in (7.11) (depending on z instead of y) can be treated in the same way, since y plays
no role in the estimate. Thus, I1 . 1.
It remains to estimate I2. We apply Cauchy-Schwarz inequality to its inner integral, and
get∫
AB
|XJ,xQχt (x, y, z)|dµχ(x)
≤
Ç∫
AB
|XJ,xQχt (x, y, z)|2eβ|c
−1
B x|2/t dµχ(x)
å1/2Ç∫
AB
e−β|c
−1
B x|2/t dµχ(x)
å1/2
= I2,1(t) + I2,2(t)
where β ∈ (0, 2c1) and c1 is that of Lemma 7.2. To estimate I2,2(t), when 2rB ≤
√
t we
choose j0 as the smallest integer such that 2
j0+1
√
t ≥ 2, and make the change of variables
c−1B x = v. We obtain
I2,2(t)
2 ≤ χ(cB)δ−1(cB)
∫
2rB≤|v|≤2
e−β|v|
2/t dρ(v)
= χ(cB)δ
−1(cB)
Ñ∫
2rB≤|v|≤
√
t
e−β|v|
2/t dρ(v) +
j0∑
j=1
∫
2j
√
t≤|v|≤2j+1√t
e−β|v|
2/t dρ(v)
é
. χ(cB)δ
−1(cB)
Ñ
V (
√
t)e−βr
2
B/t +
j0∑
j=1
(2j
√
t)de−β2
j
é
. χ(cB)δ
−1(cB)V (
√
t)e−βr
2
B/t .
The estimate when
√
t ≤ 2rB is similar and yields as well I2,2(t)2 . χ(cB)δ−1(cB)V (
√
t)e−βr
2
B/t.
By Lemma 7.2, moreover,
I2,1(t)
2 .
Ç
rB√
t
å2ǫ
t−mχ−1(cB)δ(cB)V (
√
t)−1.
Therefore
I2 .
∫ 1
r2B
tm/2−1I2,1(t) · I2,2(t) dt .
∫ 1
r2B
t−1e−(β/2)r
2
B/t
Ç
rB√
t
åǫ
dt . 1
and this completes the proof of (7.9) and of the Step 4.
Step 5. We may now conclude the proof. By Steps 2-4, XJ(∆χ + cI)
−m/2 is bounded
from h1(µχ) to L
1(µχ) and from L
∞ to bmo(µχ). Theorem 3.2 follows by interpolation [22,
Theorem 5]. 
8. Final remarks
To conclude, we would like to mention a few natural questions related to the subject of
this paper. Indeed, it may be worthy to study embedding theorems and algebra properties
of other function spaces – such as homogeneous Sobolev spaces and Besov spaces associated
with the operator ∆χ – in the spirit of [8] and [12, 13] respectively. Moreover, it would
be interesting to apply the algebra properties of the Sobolev spaces to other nonlinear
differential equations associated with ∆χ, such as the wave or the Schrödinger equations,
and study local or global well-posedness results of associated nonlinear Cauchy problems.
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