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 Recognizing the sense of speech is one of the most active research topics in 
speech processing and in human-computer interaction programs. Despite a 
wide range of studies in this scope, there is still a long gap among the natural 
feelings of humans and the perception of the computer. In general, a sensory 
recognition system from speech can be divided into three main sections: 
attribute extraction, feature selection, and classification. In this paper, 
features of fundamental frequency (FEZ) (F0), energy (E), zero-crossing rate 
(ZCR), fourier parameter (FP), and various combinations of them are 
extracted from the data vector, Then, the principal component analysis 
(PCA) algorithm is used to reduce the number of features. To evaluate the 
system performance. The fusion of each emotional state will be performed 
later using support vector machine (SVM), K-nearest neighbor (KNN), In 
terms of comparison, similar experiments have been performed on the 
emotional speech of the German language, English language, and significant 
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Detection of sensation from speech signal is one of the relatively new branches in speech 
processing, which can play an important role in human-robot interactions. Detecting the sense of speech is 
very useful for applications that Requires a natural interaction between humans and the machine, such as 
movies, web and computer training applications, where the response depends on the user's feelings. It can 
also be used as a useful medical device for the diagnosis of certain patients, such as autism, Parkinson's 
disease [1]. Speech recognition systems detect the emotional state of the speaker to analyze the sound 
characteristics. However, human voice has a combination of information including narrative traits and 
lexical, cultural, psychological, and emotional features. The presence of these communication dimensions 
cause the variables that affect the performance of the diagnostic system. Hence, the creation of emotional 
models requires their careful consideration to compensate the effects of these variables [2]. Human speech 
consists of two parts of the content and the tone. Human beings usually mean each other both by content and 
by using the tone. So, the same content that is expressed in two different tenses may have two different 
meanings and meanings. Investigations on the recognition of emotion from speech can be studied in terms of 
the features used and the classification algorithm. Many researchers in this area have focused their efforts on 
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choosing a strong classification algorithm. For example, in [3], a support vector machine (SVM) based 
retrieval method was used to extract the attribute and from the 2-class multi support vector machine (MSVM) 
and K-nearest neighboring. In research such as [4], the wavelet packet entropy and features such as Freund 
Frequency, Jitter, Schimer, Mel frequency cepstral coefficient, etc. have been used, and the data classification 
has been made using the SVM. Speech recognition systems can be divided into two essential parts of the 
feature extraction and classification. Figure 1 shows the block diagram of a speech recognition system. In the 
remainder of this paper, section 2 discusses the fusion of features, feature degradation with the main 
components (PCA) and the classifications used in the proposed method. Section 3 presents the proposed 
method. Section 4 discusses the results of the diagnostic tests by speech, and in the final section, the 





Figure 1. Block diagram general diagnosis of speech 
 
 
2. STEPS TO DETECT FEELINGS BY SPEECH 
As shown in Figure 1, the sensory recognition system consists of four parts. Initially, a speech signal 
enters the system. Then extraction and reduction functions are performed. 
 
2.1.  Database 
We used three databases in German and English to evaluate the proposed method. The German 
Berlin database is publicly available on the Internet, and many researchers have used it in their work. This 
database contains 536 sentences (10 speakers, 7 feelings, 10 words including natural emotions, Boredom. 
disgust, Fear, happiness, sadness, Anger). The SAVEE database is in English and contains 480 sentences in 7 
senses (natural emotions, disgust, Fear, happiness, Anger, sadness, surprise). In order to evaluate the 
proposed system in all experiments using the N-fold cross-validation was Used [2, 4]. 
 
2.2.  Extraction and reduction of features 
In this paper, tow feature groups have been investigated. The first group is based on fundamental 
frequency (F0), energy (E), zero-crossing rate (ZCR) (FEZ). The second group is based on the Fourier 
parameter (FP) model. 
 
2.2.1. FEZ continuous features 
FEZ features are based on three fundamental functional groups (F0), energy (E), and zero-crossing 
rate (ZCR). These features are among the most commonly used features in recognizing sensation from 
speech, as part of the standard features of this field [5, 6]. The Speech Base Frequency (F0) is an important 
feature that provides the toneal and rhythmic properties of the speech. Energy strongly signals the speech 
signal, showing a pause and emphasis on speech, and is highly dependent on speech dialect. The zero 
crossing rate (ZCR) represents the moments that the adjacent samples of an acoustic signal are changing the 
sign. Research has shown that the set of F0, energy, and ZCR features are better than features such as 
Forment and Linear predictive cepstral coefficients (FPC) [7, 8]. In this study, FEZ features are extracted 
from the fundamental frequency (F0), energy (E), zero-crossing rate (ZCR) signals. For this purpose, the 
speech signal is first divided into frames of 20 milliseconds with an overlap of 10 milliseconds. Fundamental 
frequency (F0), energy (E), and zero-crossing rate (ZCR) are calculated for each frame. So, there are three 
curves for fundamental frequency (F0), energy (E), and zero-crossing rate (ZCR). Minimum, maximum, 
average, mean, and standard deviation of these curves will be used as FEZ attributes. 
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2.2.2. Fourier parameter (FP) 
Fourier series analysis is one of the most important analytical methods in engineering. Fourier 
analysis has been widely used for signal processing, including filtering, correlation, encoding, integrating, 
and extracting features for pattern recognition. This Fourier analysis is a signal to decompose into its 
sinusoidal vibrations. From this perspective, a speech signal can be regarded as a result of an excitation 
signal (sonic audio output) passing through a time-varying linear time filter (phonological duct assembly) 
that models the resonance properties of the audio device. A speech signal (n) x divided into L frame can be 













where: Fs is the sampling frequency of the speech signal (n) x, and the amplitude and the phase is the 
harmonic sinusoidal component k, l represents the frame, and M is the number of harmonic elements of 
speech. The harmonics of this model are a Fourier serial display of the alternating components of the speech 
signal. For each frame obtained from sound, we obtain the values of harmonic coefficients. The first 120 
coefficients will be chosen in these coefficients. These 120 coefficients with first and second degrees 
differential values will form an elemental element array of 360. The maximum, minimum, average, mode, 
and standard deviation of an 1800 element array will be formed when placing those together [10].  
 
2.3.  Classification 
In this work, we use a composite construct based on the two categories of backup vector machines 
(SVM), K-nearest neighbor (KNN). 
 
2.3.1. Support vector machine (SVM) 
Support vector machine (SVM) is one of the supervisory learning methods that it used for 
classification and regression [11]. The backup machine categorization is a linear data categorization that tries 
to select a line that has the highest margin of confidence. Although training at the fastest SVMs is very slow, 
this classification has a very high degree of accuracy. It has been widely used to recognize the feeling of 
speech [12, 13]. 
 
2.3.2. K-nearest neighbor's algorithm (KNN) 
The K-nearest neighbor (KNN) algorithm is a classification technique that is based on comparative 
learning [14, 15]. For an experimental data, the algorithm looks for k samples from the nearest samples. In 
this method, it is decided which new class to fall into; which classifies the new instance belongs to a class 
that has the most votes in the K nearest neighbors [16]. 
 
2.3.3. Majority voting rule: MVR 
In order to be able to use the MVR rule, the majority vote must always be correct [17]. This rule 
states that the input of x belongs to the class i if and only if the existing N classifier exists, the majority of 
them have chosen i class [18, 19]. To implement this method, each level word is firstly determined, then it is 
announced among the four existing levels of the winning surface, which has a majority of 5 words selected. 
 
 
3. COMPONENT ANALYSIS ALGORIHM 
The PCA technique is a suitable method for reducing data dimensions linearly. By eliminating the 
minuscule coefficients obtained from this conversion, the lost data are less than other methods. In this 
method, the axes of the new coordinates for the data are defined and the data is expressed based on these axes 
of the new coordinates. The first axis should be in the direction where the data variance is maximized (that is, 
in the direction in which the data is scattered). The second axis must be perpendicular to the first axis, so that 
the variance of the data is maximized. Similarly, the lateral axis is perpendicular to all of the previous axes so 
that the data is the most dispersed in that direction [20, 21]. 
 
 
4. THE PROPOSED METHOD 
As mentioned, extracting the proper feature of speech, and an efficient and optimal classification 
system consisting of the combination of several classification algorithms play a central role in the function of 
a sensory recognition system from speech. In the method proposed in this paper, after extracting the 
properties (FEZ), (FP) the principal component analysis (PCA) algorithm is used as a feature reduction 
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feature, and then from the combination of support vector machine (SVM) and K-closest neighbor (KNN) 
have been used as a classification. Appropriate methods are used to increase the reliability of the emotion 
detection system using serial fusion of classifiers by majority voting law. Today, the multiple classifier 
systems (MCS) classifier is used to replace the very complex classes that require a lot of educational 
calculations [22]. There are three methods to combine classifications: combination, serial and parallel. In a 
hybrid method, in this method, the classification is regulated in a tree structure that is a collection of different 
classes [23]. In parallel, in this method, each classification is applied independently and the decision 
algorithm is applied to the outputs. In a serial method, the number of different classes for other classes is 
reduced. The proposed method was compared to conventional methods for performance accuracy and 
computational complexity [24, 25]. 
 
 
5. EVALUATION OF RESULTS 
In this paper, we have extracted the characteristics of FEZ and FP from the German database 
sentences [2]. Berlin's German database is publicly available through the Internet and many researchers have 
used it in their work. This database contains 536 sentences (10 speakers, 7 feelings of 10 speeches including 
natural emotions, Boredom. disgust, Fear, happiness, sadness, Anger). The SAVEE database is in English 
and contains 480 sentences in seven feelings (natural emotions, disgust, Fear, happiness, Anger, sadness, 
surprise). In order to evaluate the proposed system, 10-fold-cross-validation technique was used in all 
experiments. Initially, we considered the fusion of the features together and then applied to the SVM and 
KNN classifications, and the results of the detection rate for each database according to the classifier, in 
order to better compare the database of German, English with class The SVM, KNN clauses show the 
average detection rate using the fusion of all features after applying the PCA to identify the senses in  
Tables 1 and 2. The property of the PCA is that it does not delete any important feature, as we can see, the 
best results for the German database in the SVM classification using FEZ feature in Table 3 for seven senses 
with an accuracy of 85.1% and an execution time of 0.05 seconds. And the best results for the German 
database and KNN classification are the fusion FP+FEZ features properties with a precision detection of 
87.85% and a runtime execution time of 0.48 seconds, as shown in Table 4. Then, we performed similar 
experiments on the German language database and the classification of SVM, KNN in the English database 
for the classification of SVM and KNN, and the results are presented in Tables 5 and 6 as seen in these 
tables. The highest detection rate for the English database is from the fusion of FEZ properties in SVM 
classification with a resolution of 85.2% and a runtime execution time of 0.05 seconds, and the highest 
detection rate for the English language database in KNN classification by fusion of all features with a 
detection accuracy of 90.83% And the execution time of the algorithm is 0.35 seconds. 
 
 
Table 1. Comparison of the rate of diagnosis of 
emotions in the German database with all the 
classifications 
German+KNN German+SVM data base, 
classifiers 







FP 49.2 0.7 87.66 0.45 
FEZ 85.1 0.05 87.11 0.01 
FP+FEZ 84 1.06 87.85 0.48 
 
Table 2. Comparison of the rate of emotion 
detection in the English database with all the 
classifications 
English+KNN English+SVM data base, 
classifiers 





FP 53.1 0.65 91.04 0.37 
FEZ 85.2 0.05 87.29 0.01 




Table 3. Interaction matrix the best result of the 
German database with classification SVM 
FEZ Accurac =85.1 %, Time=0.05 Sec 
 Neut. Bored Disg. Fea hap Sad. Ang. 
Neut. 97.6 0 0 0 0.7 0 1.6 
Bored. 8.64 90.1 1.2 0 0 0 0 
Disg. 8.69 0 89 0 2.1 0 0 
Fea. 21.7 1.44 0 71 0 0 5.7 
Hpp. 19.7 0 0 0 80 0 0 
Sad. 9.67 1.61 0 1.6 0 85.4 1.6 
Ang. 12.6 0 0 1.2 1.2 1.26 83 
Neutral=Neut, Boredom=Bored, Disg=disgust, Fea=Fear, 
hap=happiness, sad=sadness, ang=Anger 
Table 4. Interaction matrix the best result of the 
German database with the classification of KNN 
FEZ Accuracy=85.2% , Time=0.05Sec 
 Neut. Disg. Fea Hap Ang. Sad. Surp. 
Neut. 98 0 0 0 1.9 0 0 
Disg. 0 82 0 0 19 0 0 
Fear 0 0 77 0 25 0 0 
Hap 0 0 0 85 15 0 0 
Ang. 17 0 0 0 84 0 0 
Sad. 0 0 0 0 20 80 0 
Surp. 0 0 0 0 22 0 78.4 
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Table 5. Interaction matrix the best result of the 
English database with the SVM classification 
FP+FEZ Accuracy = 87.85 % , Time = 0.48Sec 
 Neut. Bored Disg. Fea hap Sad. Ang. 
Neut. 92.2 0 0.9 3 3.4 0 0.8 
Bored. 0 88.9 1.2 3 0 1.3 6.2 
Disg. 0 0 95 0 2.2 2.8 0 
Fea. 0 0 7.3 77 7.3 2.9 5.6 
Hpp. 9.9 0 1.5 2 85 0 2.9 
Sad. 0 4.83 0 1.7 0 92 1.7 
Ang. 0 5.06 0 1.3 0 1.3 93 
Neutral=Neu, disgust=disg, Fear=Fea, happiness =hap, 
Anger=Ang, sad=sadness, surprise=surp 
Table 6 . Interaction matrix the best result of the 
English database with the KNN classification 
FP+FEZ Accuracy=90.83 %, Time=0.35Sec 
 Neut. Disg. Fea Hap Ang. Sad. Surp. 
Neut. 97 0.9 0.8 0 0 0.8 0 
Disg. 0 88 3.4 0 5 3.5 0 
Fear 0 3.3 89 0 0 1.6 6.66 
Hap 3.4 1.7 1.7 93 0 0 1.7 
Ang. 5 0 3.4 2 89 0 1.7 
Sad. 0 3.4 1.7 0 3.3 92 0 





To solve the problem of detecting the direct feelings of the speaker, a sensation model is presented 
to classify seven senses. In this research, two feature groups have been investigated. The first group is based 
on fundamental frequency (F0), energy (E), zero-crossing rate (ZCR) (FEZ). The second group is based on 
the Fourier parameter (FP) model. These features are also considered as the input parameter for support 
vector machine, the closest KNN neighbor. In order to evaluate the proposed system, the principal 
component analysis (PCA) is proposed to reduce the feature and SVM, KNN closest neighbor. For this 
purpose, comparative tests, including the fusion of the characteristics together, and then the fusion of the 
characteristics is taken using PCA. Experimental results have proven good results in fusion of features and 
the best results with the German database on fusion of all features and PCA with KNN classification with a 
resolution of 87.85% and timing of execution of 0.48sec. The best results with the English database on fusion 
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