The standard approach to analyzing 16S tag sequence data, which relies on clustering reads by sequence similarity into Operational Taxonomic Units (OTUs), underexploits the accuracy of modern sequencing technology. We use published data from a longitudinal time-series study of human tongue microbiota to show that the fine structure of "error clouds" around abundant sequences is interpretable. Our clustering-free approach identifies independent bacterial strains present in the community regardless of sequence similarity. For example, within standard 97% similarity OTUs we are able to successfully resolve up to 20 distinct substrains all ecologically distinct but with 16S tags differing by as little as 1 nucleotide (99.2% similarity). A comparative analysis of oral communities of two cohabiting individuals reveals that most such substrains are shared between the two communities at 100% sequence identity. Overall, our analysis shows that the omnipresent use of sequence similarity as a proxy for ecological similarity is not an essential element of 16S tag sequencing methodology and can be avoided entirely.
I Introduction
Host-associated microbial communities are known to be of tremendous importance for host fitness, improving nutrient uptake, training the immune system, and resisting invasion by pathogens (see, for example, [1] [2] [3] ). Our understanding of these communities, however, remains remarkably poor. The origin, maintenance, and importance of community diversity [4] , the factors determining community stability and resilience [5] , and the mechanisms of community assembly [6] are only some of the questions driving this rapidly expanding field.
Our ability to study microbial communities has been limited by the fact that most microorganisms cannot be cultured in a laboratory setting, but advances in genome-sequencing technology now allow organisms to be probed in their natural environments. In particular, the 16S rRNA tag-sequencing approach identifies community members using fragments of DNA from the hypervariable regions of the ribosomal 16S gene. The development of this technique and the decreasing cost of highthroughput sequencing have prompted a large number of tag-sequencing experiments, including such large-scale efforts as the International Census of Marine Microbes, the Human Microbiome Project, and most recently the Earth Microbiome Project. The amount of collected data is growing exponentially. However, our ability to interpret this data still has important limitations.
The de facto standard approach to 16S data analysis begins by clustering reads by sequence similarity into "Operational Taxonomic Units" (OTUs); see Fig. 1A [7, 8] . A variety of clustering techniques have been developed and are widely used in popular software tools or packages [9] [10] [11] [12] [13] [14] [15] . Most of these tools, whether autonomous [10, 16] or relying on external databases [17, 18] , rely on a single sequence similarity cutoff, while more sophisticated approaches employ multiple or variable cutoff values [19] [20] [21] . Recently it has also been shown that clustering accuracy can be improved by using extra ecological information from cross-sample comparisons [22] .
Despite significant progress in the development of such software, all clustering-based approaches suffer from a major shortcoming, recognized in the literature [23] [24] [25] but largely ignored for lack of a better solution. Although an OTU is a useful concept for coarse-graining sequencing 
FIG. 1. Clustering reads by
OTUs underexploits the quality of modern sequence data. A. Cartoon illustrating OTU-based noise filtering. Due to sequencing errors, PCR errors or natural intra-strain variability, each species or strain generates a cloud of similar 16S sequences (blue dots; spacing represents distance in sequence space). Clustering reads into OTUs by sequence similarity is a standard approach to filter this noise. B. Improved quality of sequence data reveals distinct high abundance sequences within OTUs, suggesting that OTUs may cluster together reads from ecologically distinct strains. In the cartoon, the radius of a circle represents the abundance of a given 16S sequence in a sample. data, its definition is not biologically motivated, but as its name acknowledges is purely operational. Implicitly, all sequences assigned to a particular OTU are assumed to derive either from the same bacterial strain or from a number of ecologically similar strains. However, the assumption that 16S sequence similarity is a good proxy for ecological similarity is notoriously problematic [22, 23] . Moreover, OTU assignments are not definitive but depend on both the clustering algorithm and the random seed chosen [25] .
Fortunately, the accuracy of sequencing has improved dramatically over the past 15 years [13, 26] . To exploit this improved accuracy, in this work we present a new principled, deterministic approach to 16S data obtained through Illumina sequencing that does not rely on clustering similar sequences together. Using published data from a longitudinal study by Caporaso et al. [27] where the oral community of two human individuals was sampled almost daily for several months, we show that the structure of sequencing errors can be inferred directly from the data. The error rates we find are very low and highly reproducible. This allows us to track the abundances of error-free sequences only, discarding the small proportion of erroneous reads using a deterministic algorithm with a single free parameter (a confidence threshold for rejection). This approach that we term "clusterfree filtering" is similar to that developed independently by Rosen et al. [28] and later by Morgan et al. [29] for the 454 platform, but makes use of the error structure specific to Illumina sequencing to provide a greatly improved resolution. In the context of time-series data, our approach successfully decouples sequence similarity from ecological similarity. Using cluster-free filtering to perform a comparative analysis of the oral communities of the two individuals in the study, we demonstrate that the sequence similarity of the V4 region of 16S gene carried by bacteria in the mouth is a very poor predictor of their ecological similarity, and therefore clustering-based approaches erroneously group together bacterial strains of high ecological diversity. However, we also show that when pairs of strains identified by particular 16S tags are observed in both individuals, their ecological similarity as measured independently in the two instances is highly correlated. In other words, the exact sequence of the 16S tag carried by a strain is predictive of its ecology, while similarity between tags of different strains, even when this similarity exceeds 99%, is generally not.
II Materials and Methods
We used published data from a long-term longitudinal sampling from 4 body sites (gut: feces, right and left palm, and tongue) of one male and one female individual [27] . In this study, the hypervariable region V4 of bacterial 16S rRNA gene was amplified and sequenced with Illumina GA-IIx. The data is publicly available at MG-RAST:4457768.3-4459735.3; for details on collection, sequencing and quality filtering of the reads, see the original reference [27] . Of these body sites, we focused on the tongue samples, as these come closest to probing the internal dynamics of a community living in a welldefined location on the body (the higher variability of palm and fecal community [27, 30] can at least partially be attributed to contact-induced transient species in the former case and spatial heterogeneity of the gut community in the latter case that cannot be controlled when fecal samples are used). The published data from all 506 tongue samples was filtered to 130nt minimal length and longer reads were trimmed, so that all downstream analysis was performed on sequences exactly 130nt long (the length of all published reads was 127 ± 17nt (mean ± standard deviation), with median 130nt). The number of trimmed reads for the female subject and for days 1-64 of the male subject was 6.5 ± 1.0 10 3 reads per sample, approximately 4-fold lower than for the male subject from day 65 onwards (314 consecutive samples covering a period of 355 days, 2.4 ± 0.4 10 4 reads per sample). Consequently, the analysis below relies on the data from the male subject from day 65 onwards and, for the comparative analysis of the two individuals, on the 135 samples collected from the female subject. The early samples from the male subject are only used for illustration purposes (on Fig. 4D) . A library of all 202 040 unique 130nt sequences observed in these samples was compiled. Data from each sample was matched against this library at 100% identity using USEARCH v7.0 [10] to construct a global "sequence abundance table" for each unique sequence across samples. The counts were normalized to 2.4 10 4 total reads per sample, to correct for varying sample size. The table was then filtered independently for each sample using our new algorithm, which labels sequences as "real" or "possible sequencing error" by comparing the abundance of each sequence with what would be expected if this sequence arose as a result of sequencing errors of its more abundant neighbors, as described in the main text and detailed in the SI. 1791 sequences were labeled as "real" by this criterion in more than 10 samples and were kept for the analysis detailed in the Results.
III Results
A The accuracy of modern sequencing technology makes "error clouds" around abundant sequences interpretable
Clustering can be a useful strategy for filtering noise by coarse-graining data. However, if the noise level is low enough, such coarse-graining may not be a necessity. Ideally, at very low noise, each community member will be predominantly represented by the same 16S sequence and no clustering would be required. Since the tongue community is relatively stable [30] , the low-noise scenario
The accuracy of modern sequencing technology makes "error clouds" around abundant sequences interpretable. A. The sample-by-sample abundance rank (in white) of Seq. #1, the sequence with the highest overall abundance (4600 counts/day on average). This exact sequence consistently dominates (ranked first in abundance on 69% of days, second on 15% of days). B. The distribution of ranks for the top 5 sequences over all samples. Inset: pairwise sequence similarity (%). The top sequences are strongly distinct and their rank is consistent across samples. C. Heat map of the abundance, for 100 consecutive samples, of the 10 highest-abundance first neighbors (Hamming distance = 1) of Seq. #1, normalized for each sample to the abundance of Seq. #1. Three specific first neighbors are strongly and consistently overrepresented. D. Cartoon based on (C) of the expected structure of an "error cloud". Each circle is a unique sequence, with size representing abundance in a sample. "Mother" sequences physically present in the sample after PCR amplification (S0-S3; green circles) generate "daughter" variants due to sequencing errors (yellow circles). Black lines denote Hamming distance = 1 in sequence space. If sequences S1-S3 correspond to real bacterial strains, they will be consistently overrepresented compared to other first neighbors of S0.
would predict that certain specific sequences should consistently dominate in each sample. Alternatively, if the noise were high, then the high-abundance community members would be represented by clouds of similar reads, none of which would clearly dominate.
To determine which scenario is supported by the data of Caporaso et al., we first considered the sequence of maximal overall abundance (summed over all samples). Fig. 2A shows the time course of the abundance rank of this particular 130nt-long sequence. We found that the exact same sequence ranks 1st in abundance in 69% of samples, and in 92% of samples is within the top 3 (there were, on average, 2.9 10 3 unique sequences per sample). To confirm that the observed variation in rank reflects the dynamics of community composition, rather than sequencing noise, we identified the top 5 sequences by overall abundance. These sequences were strongly different (Fig. 2B, inset) , corresponding to distinct bacterial species: in decreasing order of abundance, these were Neisseria sp., Haemophilus parainfluenzae, Fusobacterium periodonticum, Streptococcus sp., and Prevotella melaninogenica (taxonomy assigned by a BLAST search against GreenGenes database [31] ). The sample-bysample rank of these overall top 5 sequences was consistently in the top 10. We conclude that the community members that correspond to these highest-abundance tags are consistently represented by the same 130nt sequence (at 100% identity) across all samples. We stress that the goal of Fig. 2B is not to characterize the temporal stability of community composition; rather, it serves to show that the relatively stable rank of a dominant bacterial species (previously characterized, for example, in Ref. [30] ) translates into a stable rank of one specific sequence that represents it. In other words, despite the presence of noise in the data, 100% sequence identity is not an unreasonable criterion: the error rate is low enough that the error-free sequence dominates over its variants. This key observation is the foundation of the approach described in this work.
If our interpretation of the dominant sequences as the error-free representations of the 16S sequences of true community members is correct, then the abundance of neighboring sequences (the structure of the "error cloud") should allow us to estimate error rates directly from the data, and these rates should be reproducible across such clouds. Fig. 2C shows the abundance of the 10 highest-abundance first neighbors of the overall top sequence, Seq. #1, for a representative set of 100 consecutive samples. We find that three specific first neighbors are strongly and consistently overrepresented and exhibit a dynamical behavior of their own (consider, for example, the 3rd most abundant neighbor). This has a clear interpretation (Fig. 2D ): these three sequences must belong to other fairly abundant bacterial strains, possibly related to Seq. #1, but distinct and with their own dynamics. Assuming that most of the remaining neighbors are in fact sequencing errors, we can determine the rates of specific one-nucleotide substitutions errors (see SI and Fig. S1 ). These inferred rates are consistent across error clouds observed in the data (Fig. S2) , with the average error rate of only 0.12% per nucleotide (Supplementary Table 1 ). At a length of 130nt, it follows that 86% of reads have no errors.
Since the error rates can be measured precisely, they can be used to predict the expected abundance of any given sequence if its presence were entirely due to sequencing errors of its more abundant neighbors (the "null model"; Fig. S3 ). Sequences whose abundance significantly exceeds this prediction can be marked as "real", i.e. physically present in the sample after PCR amplification; the remaining reads (about 14%) are discarded. Since non-identical reads are never clustered together, this is a single-nucleotide resolution approach, which we call "cluster-free filtering". The remarkable reproducibility of error rates is an underappreciated advantage of the Illumina sequencing platform. In contrast, the homopolymer errors common for the 454 platform have a much more complex, sequence-dependent structure. For this reason, Morgan et al. [29] had to resort to a very conservative global upper bound on error rates, which in their approach is an external parameter. In our case, we can infer error rates directly from the data for a greatly improved resolution (note that, in our case, using a single upper bound on error rates would have over-estimated the probability of certain error types by up to 50-fold).
In practice, we used highly conservative parameters: sequences that had higher-abundance neighbors were marked as real only if their abundance was at least 10 counts and exceeded the null model prediction by at least 10-fold (see SI). Note that for a given sample, this list in principle includes chimeric artifacts of PCR amplification; however, such artifacts are sample-specific and can be filtered out by requiring some minimal consistency across the time series, providing a powerful complement to standard chimera-filtering tools. 1791 sequences were independently marked as real in more than 10 samples and were used for subsequent analysis. Below, these sequences are denoted by their overall abundance rank: Seq. #1, #2, etc. In this list, 816 pairs of sequences were direct neighbors in sequence space. These pairs had 99.2% sequence similarity but were confidently resolved by our criteria as independently present in the community.
B Sequence similarity need not imply ecological similarity, and vice versa
In the standard approach to tag-sequencing data, it is assumed that sequence similarity of 16S hypervariable regions can be used as a proxy for ecological relatedness. Our new filtering method, applied to time-series data, allows us to bypass this assumption and assess ecological relatedness independently, based on the similarity of time traces, since each distinct strain will respond in its own way to variation in environmental conditions [21] , causing the abundance time traces to be more or less correlated (or possibly anticorrelated; see Fig. S6 ). Fig. 3A -C illustrates this by showing time traces (normalized counts versus observation day) for three examples of sequence pairs. We find that sequences differing by as little as 1 nucleotide (99.2% similarity) can be ecologically distinct as evidenced by their very different time series (Fig. 3A) ; see also Ref. [32] . For comparison, Fig. 3B shows another pair of sequences, also with 99.2% sequence similarity but which appear to be ecologically identical. The remarkable correlation between these two traces provides an internal control and demonstrates that the much lower correlation of traces in Fig. 3A cannot be explained by measurement error but reflects a true ecological difference. Note that the abundances of the two sequences shown in Fig. 3B are not equal, but occur with a highly stable ratio. This could reflect a stable difference in abundance of the bacteria they represent, but is more likely caused by differential amplification efficiency of these sequences by the PCA primers [33, 34] and/or a different number of genomic 16S copies per cell [35] . Panels A-B show that sequence similarity need not imply ecological similarity. Finally, panel C illustrates that the converse is also true: sequences exhibiting identical time-dependence may have as little as 81% sequence identity (Fig. 3C) .
To quantify the generality of these examples, it is useful to define a measure of the ecological similarity of the bacterial strains represented by two sequences. A natural candidate metric is the Pearson correlation of the measured abundance traces. Note, however, that the maximum correlation one can expect between the time traces of two sequences depends on their abundance: for lowabundance sequences Poisson sampling noise becomes non-negligible and sets an upper bound on the correlation coefficient. We therefore define the "ecological similarity" of two traces as the Pearson correlation of their abundance, normalized by their maximum possible correlation c max , computed as the correlation of the higherabundance time trace with a Poisson-downsampled version of itself (see SI and we use the Hamming distance between sequences after pairwise alignment (see SI). With these definitions, we can present a 2D histogram of ecological similarity vs. distance in sequence space for all sequence pairs constructed from the top 200 real sequences (Fig. 3D ). As expected, most sequence pairs exhibit no significant ecological similarity and are also far in sequence space, but a subset of closely similar sequences appears to display some degree of anticorrelation between the two measures. Zooming in on this region (Fig. 3E ) makes this anticorrelation more apparent; however, even when restricted to the subset shown on Fig. 3E , the correlation coefficient remains weak (R = −0.3). In other words, sequences separated by up to about 6-7 nt (95% sequence similarity) tend to be ecologically similar, the effect increasing for smaller distances. However, this general trend is very loose and is not a reliable predictor of similarity for any particular pair. This result was not unexpected, and is frequently used in arguments against over-reliance on the 16S gene sequence (see, for example, Ref. [23] ), in favor of methods providing functional information, such as shotgun metagenomics. The novelty of Fig. 3E lies in the fact that it was obtained entirely within the framework of 16S tag sequencing methodology.
C Cluster-free filtering can resolve both interand intra-strain variability
The observations of Fig. 3 raise an important question. Correlated time traces such as observed in Fig. 3B ,C could correspond to distinct bacterial strains with very high ecological similarity, or could instead reflect a single strain with multiple genomic copies of the 16S gene. These two scenarios are qualitatively different: the former (inter-strain variability) is informative of community ecology, e.g., mechanisms of ecological diversification, while the latter (intra-strain variability) reflects on horizontal gene transfer or the time since a 16S gene duplication. Unfortunately, this distinction appears nearly impossible to resolve with tag sequencing, and all existing approaches to 16S data, including the recently proposed Distribution-Based Clustering [22] , treat both these sources of variability as measurement noise, on the same footing as PCR errors or sequencing errors. In this section we demonstrate that cluster-free filtering can, in some cases, successfully make this very subtle distinction. For this, we make use of the following observation. The relative abundance of two sequences arising from intrastrain variability is set by differential amplification efficiency; any fluctuation is due to measurement noise, and must therefore be uncorrelated between samples. Any statistically significant correlation between fluctuations in consecutive samples is therefore strong evidence that the two sequences are at least partially contributed by physically distinct strains. For this approach to succeed, the dynamics of individual strains must be slow enough to allow correlations between consecutive samples to be observed. We therefore began by computing, for each of the top 200 sequences, the autocorrelation function c ∆t , defined as the correlation between abundance fluctuations in samples separated by ∆t time points, and normalized so that c 0 = 1 (for simplicity, we treat samples as though they were equally spaced in time, which is approximately correct; the mean separation between samples was 1.1 days). The environment experienced by tongue microorganisms changes frequently, and one might have expected that daily sampling would probe the space of possible community states, but provide little information about community dynamics as these would occur on a faster time scale. Surprisingly, we found the time dependence of most sequences in the top 200 to have a significant autocorrelation despite the low sampling rate (Fig. 4A ).
Although conditions on the tongue make fast abundance changes possible, as evidenced by the large, rapid fluctuations in Fig. 3 , we found the correlation time for the top 100 sequences to be surprisingly long, typically 2-4 days but often longer (Fig. 4B ), sometimes exceeding a month (Fig. S5) .
These multi-day autocorrelations make it plausible that for physically distinct strains, the relative fluctuations of their abundance could be slow enough to be detectable even if their ecology is similar. Consider two sequences A and B whose abundance time traces are highly correlated. Denote by n A (t), n B (t) the two traces renormalized to the same mean for best overlap, as in Fig. 3B ,C, and let ∆(t) be their fractional difference in a given sample:
If n A,B (t) reflect abundances of two distinct strains, then ∆(t) can be expected to exhibit an autocorrelation on par with that observed for the individual strains. In-tuitively, if on day 1, strain A is say 10% more abundant than strain B, and the dynamics of both are slow, then A is likely to maintain its lead on day 2. This is true even if strains A and B are ecologically identical. In contrast, if the two sequences are genomic variants contained within the same bacterium, then any difference between n A (t) and n B (t) must be due to measurement noise, and ∆(t) will be uncorrelated between samples. We therefore introduce the persistence of difference P D as the 1-day autocorrelation coefficient of ∆(t). For sequences arising from intra-strain variability, P D must vanish. Any pair of sequences exhibiting a statistically significant P D must be contributed, at least in part, by two physically distinct bacterial strains. Note that the absolute strain abundances may change dramatically between days (e.g. more favorable conditions can cause both strains to proliferate quickly), but the normalization of ∆(t) makes P D insensitive to such overall correlated behavior.
Summarizing the above, we have the following expectation for P D : For a randomly chosen pair of sequences, with insignificant ecological similarity, P D should be significantly non-zero (due to the slow dynamics of the individual strains; see SI), and form a unimodal distribution consistent with the null model of unrelated strains. In contrast, pairs displaying high ecological similarity come in two types and the persistence of difference P D should display a bimodal distribution: pairs of sequences found in the same physical cells will have vanishing or insignificant P D , while pairs belonging to distinct strains may exhibit a persistence of difference comparable with the null model prediction.
This is precisely what we observe. Fig. 4C shows, for all sequence pairs constructed from the top 100 strains, a scatter plot of their persistence of difference P D versus ecological similarity as defined previously (the normalized Pearson correlation of their abundances). The mean and standard deviations of the distribution predicted by the null model (unrelated strains) are indicated by the green ellipse, and were computed directly from the data by reversing in all pairs the time order for one of the strains. The mean and standard deviations of the actual data are indicated by the red cross. We find, as expected, that the P D score of ecologically dissimilar strain pairs is unimodal and consistent with the null-model prediction. In contrast, the P D score of ecologically similar pairs exhibits the predicted bimodality (right side of the plot), with a subset exhibiting weak or negligible persistence of difference (bottom right). As explained above, we interpret these low-P D pairs as corresponding to genomic 16S variants found within a single bacterium. Letters A-C identify pairs shown on Fig. 3A-C . Note that the strong persistence of difference identifies the pair "B" as being contributed, at least in part, by distinct bacterial strains, despite 99.2% sequence similarity and an almost perfect correlation of abundances (Fig. 3B) . Conversely, the pair "C" (with only 81% sequence similarity) likely corresponds to an example of two dissimilar 16S genes contained within a single bacterium. Note the enrichment of pairs with high sequence similarity among the ecologically similar pairs, as indicated by the color code (cf. Fig. 3D ).
Remarkably, in the case of pair "B", the conclusion drawn from Fig. 4C can be confirmed directly. Panel D shows the time traces of this pair for days 1-64 (normalization as in Fig. 3B ). Due to the relatively poor sequencing depth in these early samples, they were not included in Fig. 3B . The clear separation observed prior to day 40 provides an independent confirmation that these two sequences are contributed, at least in part, by distinct strains. We stress that these data were not used in the analysis presented in Fig. 4C , but the sensitivity of the autocorrelation method was sufficient to identify these strains as physically distinct based solely on the data shown in Fig. 3B . The autocorrelation function of the fractional difference ∆(t) for this pair is shown in Fig. 4E . We have verified that the persistence of difference for this pair does not change significantly if any window of 100 consecutive samples is used instead of the full time series (data not shown).
D Clustering reads into OTUs vastly underestimates ecological richness
Figs. 3A and S5 provide examples of some fine features that the coarse-grained resolution of OTU-based methods would fail to detect, but which become accessible with cluster-free filtering. As a final element of our analysis, we consider whether such cases are the exception or the rule. For a given sequence similarity threshold, we can define, for each of the top-abundance sequences, its would-be OTU, namely the ensemble {S i } of all "real" sequences within the chosen similarity threshold. We construct the time trace of the abundance of this OTU as the sum of the abundances of all its members. We can now ask: how representative is this time trace of the true behavior of the member sequences? Let {c i } be the correlation coefficients between time traces of individual members and the OTU itself, normalized to the maximum expected correlation as before. We define unweighted and weighted OTU quality scores Q u and Q w as, respectively, the simple average of {c i }, and an average weighted by the abundance of the member:
Here K is the number of strains in the OTU and N i is the average abundance of member i. The weighted quality score Q w is always larger, because the most abundant sequence dominates the sum and so is better correlated with the OTU trace. Thus Q w tells us how representative the OTU is of its most abundant member. The unweighted quality score Q u tells us how diverse a group of strains we lump together into an OTU. If the strains grouped into an OTU are all ecologically identical (are Poisson-resampled versions of each other at different abundances), both quality scores will be close to 1. If the OTU is dominated by one strain, with other members ecologically different but very low in abundance, we will have Q w ≈ 1, but Q u 1. Finally, if the OTU contains several ecologically distinct strains at comparable abundances, both quality scores will be low. The average quality scores for OTUs assembled around the top 5 sequences are presented in Fig. 5 as a function of sequence similarity threshold. The relatively high weighted quality score Q w means that an OTU time trace is, on average, fairly representative of its most abundant member. The unweighted score Q u is, however, dramatically lower indicating that the OTUs group together sequences from strains with high ecological diversity.
These quality scores rely on abundance time-trace correlations, which become contaminated with noise for lowabundance strains. For the purposes of Fig. 5 , to apply these definitions conservatively, we therefore restricted our attention only to high-abundance members of the OTU, considering strains from the top 200 by overall abundance. Since most of the diversity is contributed by low-abundance species [39] , Fig. 5 underestimates the true diversity of an OTU. Including lower-abundance OTU members makes OTU quality scores drop continuously as new OTU members are added; however, it also becomes increasingly hard to separate ecological diversity from the effects of noise. Consequently, on Fig. 5 we report our most conservative estimate of within-OTU diversity, where we use only highest-abundance members out of all those resolved by cluster-free filtering (there was an average of 16 ± 3 resolved strains within a 97% OTU, and only 9± 2 per OTU were used for Fig. 5 ).
It should be mentioned that our cluster-free filtering method also has finite resolution, as the sequences we analyze are only 130nt long and may derive from distinct 16S genes, implying some unresolved diversity. This limited resolution leads to an artificial inflation of OTU quality scores as the similarity threshold approaches 100%. This is another reason why the true quality of OTUs is likely even lower. E In the presence of strain exchange between communities, tag sequence identity is fundamentally more informative than sequence similarity
The fact that tag sequence similarity within the 16S gene is only loosely correlated with ecological similarity (Fig. 3E) was not unexpected (see, for example, Ref. [23] and references therein). At a neutral mutation rate of order 10 −9 per base pair per generation [36] , an average difference of a single nucleotide out of 100 would already require divergence for millions of generations. A more precise estimate of divergence time should take into account the possibility of horizontal gene transfer, whose rate in an ecologically relevant setting is hard to assess. Overall, however, it is clear that any two bacteria that differ by even 1 nt in a particular hypervariable region of the 16S gene likely diverged a long time ago. These bacteria are likely to also differ elsewhere in their 16S gene, and to carry even more significant differences in functional parts of their genome.
In contrast, what if we consider two bacteria whose sequenced portions of their 16S sequences are identical? Since the length of the sequenced fragment is small (typically 100 nt) and the mutation rate is low, these bacteria could still have diverged a very long time ago. However, depending on circumstances, the actual time since the last common ancestor may be much shorter. For example, consider two communities that frequently exchange strains. If two bacteria drawn from these two communities are 100% identical in their 16S tags, a likely explanation for this identity is a recent exchange event, in which case the entire genomes of these bacteria may be close to identical. We conclude that in the presence of strain exchange between communities, exact sequence identity and near-identity may have fundamentally different implications. The study of Caporaso et al. sampled the tongue microbiota of two cohabiting individuals (Rob Knight, personal communication), and so strain exchange is likely to be a highly significant factor (Song et al., 2013) . We hypothesized, therefore, that these communities would share some non-negligible number of strains at 100% sequence identity, and that these common substrains might exhibit similar ecology in both communities.
We began by identifying the fraction of common 16S sequences in the list of the top N for each individual (at 100% sequence identity). Based on our strain exchange hypothesis, we expected to find some matches, but were still surprised to find this fraction to be as high as 75% (Fig. 6A) . Such high proportion of perfectly matching sequences provides strong evidence that the bacteria identified by the same sequence in these two communities most likely diverged from a common ancestor more recently than any pair of close, but non-identical sequences within the same community.
We then considered the 73 sequences that were found among the top 100 of both individuals and asked whether the behavior of these strains was predominantly shaped by their common origin (causing them to be similar) or by local adaptation (causing them to diverge). To this end, for each pair of sequences (i, j) drawn from this list, we measured their ecological similarity independently in the two datasets; S M ij for the male and S F ij for the female. If the effect of local adaptation were dominant, then the exactness of a match of 16S sequences would not carry much information: the ecologies and genomes would be no more similar between 100%-identical partners in the two communities than between any other substrains of the same bacterial "species"; this scenario is implicitly assumed by taxonomy-based methods. Alternatively, if strain exchange were frequent, then identical sequences in the two communities would correspond to bacterial strains with almost identical genomes. In this scenario, provided local adaptation did not modify the ecology of a strain significantly, S M ij and S F ij should be strongly correlated, and unlike the first scenario, this correlation would be noticeably degraded for any less than 100% sequence identity. This is indeed what we observe ( Fig. 6B-C ; see also Fig. S7 ). Fig. 6B demonstrates that strains identified by the exact same 16S tags in the two individuals are ecologically similar. To obtain Fig. 6C , we constructed an "inexact pairing" of sequences between individuals, whereupon each sequence from the top 100 in the female individual was matched to the highest-abundance sequence from the top 100 in the male individual that differed from it by exactly 1 nucleotide, when such a match existed. This matching corresponds to 99.2% sequence identity, yet already substantially degrades the correlation between S M ij and S F ij (Fig. 6C) . We conclude that 100% identity of tag sequences has qualitatively different implications from near-identity, and, in the case of the tongue-microbiome data we analyzed, points to a very recent common ancestor.
IV Discussion
In this work, we have demonstrated that the low magnitude and a highly predictable structure of the measurement noise of the Illumina sequencing platform can be exploited for 16S data analysis to achieve a greatly increased strain-level resolution. The cluster-free filtering approach we presented reliably identifies up to 20 distinct substrains within standard 97% similarity OTUs, and a comparative analysis of oral communities of two cohabiting individuals identifies that most such substrains are shared between the two communities at 100% sequence identity. Overall, our analysis shows that the omnipresent assumption that sequence similarity is a good proxy for ecological similarity is not an essential element of 16S tag sequencing methodology and can be avoided entirely.
Our approach combines two novelties. First and fore-most, we do not cluster similar sequences together. The standard sequence similarity thresholds do not guarantee ecological identity; in our approach, we resolve ecologically distinct strains differing by as little as 1 nucleotide of the 130 nt sequenced region of the 16S gene. Previously, clustering of reads was perceived as acceptable, and indeed the questions studied regarded only coarse features of community composition and dynamics. For example, metrics of community comparison such as UniFrac [38] are widely used precisely because, by construction, they are not sensitive to, say, exactly which substrains of E. coli are found in a given gut sample, since this is not what distinguishes the gut community from the oral or skin community [30] . Great progress has been made using this approach, uncovering the surprising diversity of microbial communities in all habitats [39] , demonstrating the existence of discrete subtypes of vaginal community (idem), and possibly of the gut community ("enterotypes" [40] ), to name only a few. But moving forward requires a more quantitative, highresolution approach. Clustering reads by sequence similarity leads to a loss of resolution, relies on the problematic assumption that sequence similarity is a good proxy for ecological similarity, and furthermore distorts abundance values since uncertainty in cluster boundaries results in uncertainty of OTU abundance. For these reasons, we argue that quantitative analysis of 16S data cannot be clustering-based. Ideally, one should perform a rigorous Bayesian de-convolution, akin to sub-diffraction resolution imaging, using a noise model to attribute noisy reads to their most likely source, and this will be the subject of future work. However, for the data we considered, we have shown that only 14% of reads have errors (and the probability of any particular error is a fraction of percent), so noisy reads can be reliably identified and discarded with a simple one-parameter algorithm. This analysis does not require any special experimental design and can be applied to any dataset acquired using the Illumina platform, including already existing data from past experiments. We note that the first published nonclustering based approach is probably oligotyping [41] ; although based on an entirely different principle and requiring extensive manual supervision, this technique also allows resolving several substrains within a pre-selected cloud of highly similar sequences.
Our second novelty is to exploit the quantitative advantage offered by time-course data. The correlation between the absolute number of reads and the true abundance of a bacterial strain in the sample has been demonstrated to be very weak [33] . Bacteria often contain several copies of the ribosomal genes, the number commonly ranging from 1 to 20 [35] , so the total number of 16S fragments in a sample includes this unknown and sometimes variable factor. Worse still, the number of reads is not even a good proxy for the total number of 16S fragmentsthe efficiency of PCR amplification can vary significantly and systematically among different fragments, the amplification bias sometimes reaching several orders of magnitude [33, 34] . For these reasons, 16S data from a single sample carries very little quantitative information about community composition. In contrast, the relative abundance changes over a time series are highly informative and can be measured very precisely, as demonstrated in Fig. 3B,C. Recently, time-course data collection has been gaining in popularity, as it was recognized that such experiments can offer valuable insight into community dynamics (see Ref. [42] and references therein). However, the other major advantage of time-course data series, i.e. that the relative abundance changes can be measured much more accurately than absolute abundances, is only beginning to be explored. For us, time-course data provides the context where strain-level resolution acquires its full power. Specifically, we have shown that timecourse data enables us to decouple sequence similarity from ecological similarity while remaining fully within the methodology of 16S tag sequencing, without resorting to shotgun metagenomics, which provides functional information, but at a price of much lower sequencing coverage.
For the reasons highlighted above, the possibilities have been limited for quantitative analysis of the vast amounts of 16S data collected to date. Currently, most analyses are restricted to computing single-point statistics, i.e. the number of OTUs in a given sample or the number of OTUs shared across multiple samples (alpha and beta diversity, respectively), while two-point statistics (correlation analyses) are limited to determining cooccurrence patterns. Thus in practice the richly quantitative data is reduced to binary presence/absence information. The new approach described in this work transforms 16S sequencing into a powerful tool for highresolution quantitative analysis of the composition and dynamics of microbial populations. One promising application of this method is niche detection. An intriguing hypothesis is that while the biodiversity of a community may be very large, the dimensionality of the underlying niche space could be significantly lower. Despite extensive theoretical work on this subject, the question remains open since traditional methods of ecological data collection (e.g. rainforest surveys) only provide a limited amount of data. Using high-throughput sequencing to obtain strain-level resolution data from long time-series experiments presents a very promising approach to this long-standing problem.
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Supplementary Information 1 Estimating rates of one-nucleotide substitutions (sequencing errors)
To estimate the rates of substitution errors, we used "error clouds" around high-abundance sequences in the dataset. All sequences were trimmed to a length of 130nt and so each "mother" sequence has 390 direct neighbors in sequence space (Hamming distance = 1). For very high-abundance sequences such as Seq. #1, all 390 neighbors were observed in at least one sample of the time series. The time series of their abundance, normalized to the abundance of Seq. #1, is shown in Fig. S1 . For this figure, the neighbors were ordered by the type of substitution that differentiates them from the mother sequence, and, within these categories, by the position of the differing nucleotide along the sequence. We see that, with a few exceptions (most notably the three neighbors also shown in Fig. 2C) , the abundance of a given neighbor is a constant fraction of the abundance of the mother sequence. This is precisely what we expect for neighbors that arise as sequencing errors of the mother sequence, and the abundance ratio is then the probability of that particular error.
We see that the error rate is set primarily by the type of substitution, and does not exhibit significant dependence on the position along the sequence. For long reads, we would likely have seen an increase in error rates towards the end of the sequence, but our sequences are only 130nt long, well within the capabilities of accurate base-calling of the Illumina platform. We can therefore assign probabilities to substitution errors based solely on the substitution type (which nucleotide was replaced by which other), independent of the position along the read. Fig. 2C shows all 390 first neighbors of Seq. #1, ordered by the type of substitution (and within these classes, by the position of the substitution along the sequence). Color indicates abundance on a log scale, normalized to the abundance of Seq. #1. Except for a few overrepresented neighbors (cf. Fig. 2C ), the substitution type accounts for most of the variance in neighbor abundance. Each of 12 separate plots shows the inferred rate of a specific substitution (not labeled to reduce clutter; see Supplementary Table S1 ). Predictably, the variability increases when the error clouds of less abundant sequences are used. To determine these probabilities, we first identify the neighbors that are outliers in their substitution category; they likely correspond to strains physically present in the community rather than sequencing errors. This is done based on their z-score, i.e. by comparing their raw cumulative abundance over all samples to the mean in their substitution category, and normalizing by the standard deviation in the category. A strong outlier differing from the mother sequence at location K will skew the error rate estimation at that location: some substitution will appear to be unusually frequent. Therefore, we exclude the 15 nucleotide locations that correspond to the strongest outliers. The remaining 115 locations are used to estimate the error rates: for each of these locations, we count the number of times a particular substitution occurred, as well as the number of times the nucleotide was recorded correctly. After appropriate normalization, these counts give us the probability of each type of the error. Note that, in principle, this effective error probability may include both the sequencing error and the single-nucleotide substitution error of the PCR.
Fig . S2 shows the inferred substitution rates for error clouds around the top 50 sequences by abundance. We find that the rates of different substitutions can differ dramatically (up to 50-fold), but our estimates are highly reproducible (note the log scale on the Y axis), with variability predictably increasing if lower-abundance error clouds are used. Supplementary Table 1 lists the error rates estimated from the error clouds of the top 10 sequences (mean ± standard deviation).
This reproducibility justifies a posteriori our simplifying assumptions such as neglecting second-order substitutions in our calculation. Note that, according to the table S1, the average total error rate per nucleotide is only 1.2 10 −3 /nt. This means that a sequence 130 nt long has 86% probability of being recorded with no sequencing errors, and the total probability of a double error is only 1%.
We conclude that what may have seemed a radical solution -concentrating on noiseless sequences only, and discarding all erroneous sequences rather than attempting to assign them to the generating sequence -in fact results only in a global renormalization of total counts by as little as 14%, and at the same time, affords a greatly improved strain-level resolution.
As an independent confirmation, we calculate the total number of reads for all strains our algorithm identified as real (6 175 265 reads of 1791 "real" strains in 317 samples), and compare to the total number of reads before filtering (7 465 706 reads distributed across 202 040 sequences). The filtering algorithm discarded only 17% of all reads, and the difference between this fraction and the expected 14% of erroneous reads is likely due to our use of very stringent filtering parameters.
The filtering algorithm
For the Illumina sequencing platform, sequencing errors are due to erroneous base calls and so the bulk of the errors are expected to be nucleotide substitutions. As described above, their rates can be estimated directly from the data. Using these numbers, for any sequence S present in a given sample, we can estimate its null model abundance, denoted N 0 (abundance derived from sequencing errors of its more abundant neighbors), as follows ( Fig. S3 ):
1. Order sequences by decreasing abundance: S 1 , S 2 , etc. (a) Find all j such that S j is a first neighbor of S i and N j < N i .
(b) For each j, use the substitution error table to determine the probability p ij of S i to be recorded as S j
This zero-parameter algorithm assigns, for each sequence, its null-model abundance expected in that particular sample, using error rates estimated directly from the data. We next use this information to identify sequences whose abundance significantly exceeds this expectation. A sequence with no higher-abundance neighbors could not have Fig. 2D . Each circle is a unique sequence, with size representing abundance in a sample. "Mother" sequences physically present in the sample after PCR amplification (S0-S3; green circles) generate "daughter" variants due to sequencing errors (yellow circles). Black lines denote Hamming distance = 1 in sequence space. The error rates calculated from the error clouds (see Fig. S2 ) can be used to calculate, for every sequence, its expected abundance under the assumption that it arose through sequencing errors from its more abundant neighbors. Sequences whose abundance is significantly above this expectation are labeled as real (green circles). Note that sequences that may arise as sequencing errors of multiple "mother" sequences (common neighbors of S0 and S4 on this cartoon) will have a larger abundance than other sequencing errors of either S0 or S4. However, if this increase in abundance is consistent with the null model, they will be correctly recognized as sequencing errors.
appeared by sequencing error and, we assume, necessarily corresponds to a real sequence present in the sample after PCR amplification. The majority of sequences identified as "real" are always in this category (local abundance maximum). Note that this list of "real sequences" may include artifacts such as PCR-generated chimeras (unlike sequencing errors, these sequences are actually physically present in the sample after PCR amplification). However, such occurrences are sample-specific and can be filtered out at a later stage. In our case this was done by discarding all sequences marked as real in fewer than 10 samples.
For sequences that have direct neighbors of higher abundance, deciding if they are real requires a choice of confidence parameters. For our first proof-of-principle application, we chose to be highly conservative, and only kept obvious outliers such as the three over-represented neighbors in Fig. 2C . A sequence that had higher-abundant neighbors was marked as real only if its abundance exceeded the null-model prediction by at least 10-fold, and was no less than 10 counts.
In our dataset, a total of 1559 sequences were independently marked as real in more than 10 samples, and were kept for future analysis. Relaxing the filtering criteria to requiring only 5-fold over-representation compared to the null model, instead of 10-fold, only added 7 "real" sequences. This confirms that the sequences we kept for downstream analysis were very clear outliers. We stress that our choice of filtering parameters was intentionally conservative, to highlight the fact that our approach nevertheless allowed us to resolve bacterial strains whose 16S tags differ by as little as 1 nt.
Best expected correlation of two time traces
The maximum degree to which time traces of two sequences can be correlated is a function of their abundance: for low-abundance sequences the Poisson sampling noise becomes non-negligible and sets an upper bound for the best achievable correlation coefficient. Consequently, to define a correlation as strong or weak, any measured correlation coefficient should be compared to this abundance-dependent quantity rather than to 1.
Let N (t) be the true abundance time trace of some bacterial strain (in units of cells, rather than sequence counts). Imagine that two sequences in the dataset were measuring the abundance of this exact same strain, but with different amplification efficiencies λ 1 and λ 2 (let λ 1 > λ 2 ). Neglecting all sources of noise other than the Poisson counting noise, the abundance traces of these two sequences can be modeled by
where Poiss[·] denotes adding Poisson noise. Since Poisson noise is unavoidable, the correlation coefficient between these two traces sets an upper bound for the correlation between n 1 (t) and any other trace n * (t) with the same mean abundance as n 2 (t). This maximum correlation depends on the shape of the trace N (t) and amplification efficiencies λ 1 , λ 2 , and can be expressed as follows:
And therefore, in terms of measurable quantities only:
Here · denotes the average abundance, and we use the higher-abundance trace of the pair as the best estimate of the shape of the true abundance N (t). The maximum correlation coefficient depends on the shape of the trace n 1 (t) and on the mean abundance of the trace we compare it to; the lower the mean abundance is, the stronger the effect of Poisson noise and the lower the c max .
In practice, for a pair of traces n 1 (t), n 2 (t), we compute their best expected correlation as follows:
1. Take the more abundant trace n 1 (t)
2. Construct a renormalized trace n mock 2 (t) = Best expected correlation cmax for a pair of abundance time traces n1,2(t) is sensitive to the shape of the distribution of the daily counts, not just the average abundance n1,2(t) . The figure shows the best expected correlation cmax[n1(t), n2 ] as defined in the Supplementary Information, for two different mock traces n1(t) with the same mean ( n1 = 1000 counts/day) but with different distributions, modeled here by Gamma distributions with shape parameter 1 (blue) and 5 (red). The best expected correlation increases with the mean abundance n2(t) , but for the same mean it is higher for the blue trace whose distribution covers a wider dynamic range. Because of this nontrivial dependence on the distribution shape, in our definition of ecological similarity we compute the best expected correlation individually for every pair of sequences.
Distance metric for sequence pairs
We use the BLAST definition, i.e. the ratio of the number of mismatches to the total number of columns after pairwise realignment, and multiply this ratio by the length of the sequence (130 nt). For close sequences that differ by a few substitution errors the alignment is trivial, and this normalization corresponds to the Hamming distance between sequences, in nt.
Estimating strain correlation time from strain autocorrelation function
We define the autocorrelation time τ of a sequence as the time shift ∆t at which the autocorrelation function c ∆t falls below the threshold of statistical significance. For reasons discussed above, the notions of strong (significant) or weak (insignificant) correlation of sequence time traces are abundance-dependent. Therefore, instead of using a fixed threshold value for all sequences, we proceed in the following way. For a given sequence, we first compute its root-mean-square autocorrelation coefficient for time shifts between 70 and 100 samples:
If we assume that all autocorrelation observed at such large time shifts is entirely due to noise, then c null provides a natural scale for statistical significance. We conservatively define the significance threshold at twice the magnitude of c null .
Note that c null provides an upper bound on a statistically significant correlation value. If some dynamical processes in the population are slow enough that they contribute to the autocorrelation function even at such large time shifts (cf. Fig. S5AB ), this will increase c null and cause us to underestimate the true autocorrelation time. This means that assuming c null was entirely due to noise is a safe approximation to make: if it does not hold, it can only strengthen our conclusion that the sequence abundance time traces exhibit multi-day autocorrelations.
Persistence of difference: the null model
To distinguish between 16S tags coming from distinct strains or physically the same cells, we introduced a quantity we called the persistence of difference P D . For this, we first defined the fractional difference ∆(t) between two time traces renormalized to the same mean n A,B (t): ∆(t) = n A − n B (n A + n B )/2 .
We then defined the persistence of difference P D as the 1-day autocorrelation coefficient of ∆(t). If A and B are two genomic variants contained within the same bacterium, then any difference between n A (t) and n B (t) must be due to measurement noise, and P D must vanish. If, however, n A,B (t) reflect abundances of two distinct strains, then ∆(t) can be expected to exhibit some degree of autocorrelation due to the slow dynamics observed for most individual strains. We gave an intuitive argument for this in the main text. Here, to gain some extra intuition about the null model for P D , we calculate it explicitly in the simplest case when the two traces n A,B (t) are independent and can be approximated by a stationary, weakly fluctuating process:
(1) n B (t) = µ (1 + σ B ξ B (t))
Here ξ A,B have zero mean, unit variance and are uncorrelated. Assuming σ A,B 1, we can write:
And therefore, making use of the independence assumption, Here c 1A,B are the one-day autocorrelation coefficients of the fluctuations of the two individual strains. The approximation made above is clearly not valid for the dynamics of most community members. For this reason, for the purposes of Fig. 4C , the null-model prediction was constructed directly from the data, by reversing in all pairs the time order for one of the strains prior to the calculation of P D . This removes any real correlations of the traces while preserving autocorrelation and other properties of the traces such as their fluctuation spectrum. Nevertheless, the calculation above is useful as it explains why the null-model expectation for P D is non-zero when both strains have slow internal dynamics.
Note that a sequence with an exceptionally long intrinsic time scale (as shown in Fig. S5AB ) will have a large P D score when paired with any other sequence. These two sequences were therefore excluded from Fig. 4C . Fig. 2A, neighbor 3) . From day 210 onwards the abundance of the red strain is consistent with it being a sequencing error of Seq. #1 (blue), which is a direct neighbor in sequence space. B. Slow birth/invasion of a strain (red). The new sequence differs by 1nt from well-established Seq. #2 (blue), and prior to day 160 its abundance is consistent with being a sequencing error. Note the high similarity of fluctuations from day 210 onwards. In both cases, the slow-changing strain is 99.2% similar to a very high-abundance community member and could not have been resolved by traditional OTU-based methods. Note the sharp jump in Fig. 5B of the invading red strain at day 182 to an abundance value close to the equilibrium established after day 210. It is intriguing to speculate that this trace may document spatial invasion of a strain already established elsewhere on the tongue, a region accidentally sampled on day 182. Fig. 6B can be performed for shared 97% OTUs rather than shared strains (100% sequence identity). We constructed OTUs using closed-reference OTU picking as implemented in QIIME, matching sequences at 97% sequence similarity against the GreenGenes database. The plot shows the scatter plot of the ecological similarity between pairs of common OTUs, as measured independently in the two individuals, for 78 common OTUs (those shared within the top 100). Note, however, that most OTUs are dominated by a single high-abundance sequence (high weighted quality score on Fig. 5) , and most of these dominating sequences are shared across the two communities (Fig. 6A ). For these reasons, the plot shown here is very similar to Fig. 6B , but only because the within-OTU diversity is masked by dominating strains.
