Abstract. By a deficient polynomial system of n polynomial equations in n unknowns we mean a system that has fewer solutions than that predicted by the total degree, or the Bézout number, of the system. If the system is mhomogeneous, the Bézout number can be considerably reduced. In this paper, we introduce a homotopy for numerically determining all isolated solutions of deficient m-homogeneous systems. The initial polynomial system Q is chosen which keeps the subschemes of H(x, t) = (1 -t)aQ(x) + tP(x) at infinity invariant when / varies in [0, 1 ).
Introduction
Let P(x) = 0 denote a system of n polynomial equations in n unknowns. Denoting P = (px, ... , pn), we want to find all solutions to (1.1) px(xx,...,xn) = 0,...,pn(xx,... ,x") = 0, for x = (Xj,..., xn) G C". The homotopy continuation method for solving this system is to define a trivial system (1.2) Q(x) = 0 and then to follow the curves in the real variable t which make up the solution set of (1.3) 0 = H(x, t) = (I -t)Q(x) + tP(x).
More precisely, if Q(x) = 0 is chosen correctly, the following three properties hold:
When these three properties hold, the solution paths can be followed from the initial points (known because of property 1) at í = 0 to all solutions of the original problem P(x) = 0 at t = 1, using standard numerical techniques [1] .
It is important to realize that even though properties 1-3 imply that each solution of P(x) = 0 will lie at the end of a solution path, it is also consistent with these properties that some of the paths may diverge to infinity as the parameter t approaches 1. (The smoothness property rules this out for t -* t0<l.)
This method has the virtue of locating all isolated solutions of the system P(x) = 0. A typical choice of Q that satisfies the three properties [9, 14, 17] where dx, ... , dn are the degrees of px (x), ..., Pn(x), and c, a}i are random complex numbers where c ^ 0 and a.. are distinct. In this case, the number of paths which need to be followed to arrive at all solutions of P(x) = 0 is the product d = dx---dn. This number, often called the Bézout number, or total degree, of the system, is a classical upper bound on the number of isolated solutions, counting multiplicities. However, in most practical cases we have seen, the number of solutions of ( 1.1 ) can turn out to be smaller than d, and in some cases only a small fraction of d . Such systems are called deficient. When applying homotopy continuation methods to a deficient system, sending out d paths in search of solutions, the paths which do not converge to solutions of (1.1) will go to infinity, representing wasted computation. For deficient systems, various homotopies have been introduced [10, 11, 12, 15, 16] . In [15] , the w-homogeneous structure of (1.1), when it is available, is used to reduce the Bézout number and hence the number of paths needed to be followed. Given a polynomial p of degree d in the n variables xx, ... , xn, we can define its homogenization p(xQ, ... ,xn) = (xQ)dp(xx/xQ, ... ,xx/x0).
For the polynomial system P = (px, ... , pn) we use P to represent (px, ... , Pn) ■ A typical suggestion in [10] [11] [12] for deficient polynomial systems is to choose Q(x) so as to share a similar type of deficiency as P(x), with the basic assumption that the zeros of Q(x) at infinity, i.e., the zeros of Q(x) with x0 = 0, are nonsingular, so that the accessibility is guaranteed with a considerably reduced number of solution paths needed to be followed. In reading [16] , we discovered a flaw in the theorem which formed one of the bases in the article. The authors basically claimed a general result that the nonsingularity of the zeros of Q(x) at infinity can be replaced by the following. Let the common zeros of P and Q in (1.3) at infinity be denoted by S. If for each s e S the multiplicity of 5 as a solution of Q(x) = 0 is less than or equal to that of s as a solution of P(x) = 0, and all other zeros of Q(x) are isolated H(x,t) = a(l-t)Q(x) + tP(x) = 0, starting from the isolated zeros of Q(x) outside S, one can obtain all isolated zeros of P(x) = 0 outside S. This assertion can be shown to be in error, as the following example indicates.
Example. Let P = (px, p2) and Q = (qx, q2) be defined by The common solution set of P(x0, x,, x2) = 0 and Q(x0, x,, x2) = 0 at infinity is (0,1,0) with multiplicity 2. However, for any nonzero a e C which is not a negative real number, by following the solution paths of (1.4) starting from the two zeros of Q in affine space ( 1, -1, 1 ) and (1,1,-1), one can only find one of the isolated zeros of P(x), (1,-1,-1), in affine space. For a = .59032965 + .15799344/ the computed results are shown in Figure 1 . The solution path starting with (1, -1, 1) can reach (1, -1, -1) and the solution path starting from ( 1, 1, -1 ) goes to infinity as t tends to 1. A theoretical proof of this assertion for general a is given in the Appendix.
In view of this counterexample, we suggest in this paper an alternative which guarantees the accessibility of the homotopy for deficient polynomial systems. In our homotopy, we choose Q(x) in such a way that its subscheme at infinity contains the subscheme of P(x) at infinity. Then, for generic a e C, the subschemes of H(x, t) in (1.4) at infinity remain the same for all t e [0, 1). Consequently, solution paths of (1.4) originated at zeros of Q(x) in affine space stay in affine space for all / € [0, 1 ). As a result, the typical assumption of nonsingularity of Q(x) at infinity in [10] [11] [12] can be dropped.
Our main results are stated in §2 and proved in §3 for general w-homogeneous deficient polynomial systems. When m = 1 the conditions given in Theorem 2.1 and Proposition 2.1 are equivalent to condition (2.4) of Theorem 2.3 in [12] . However, our condition is much easier to verify. In §2, we also give several examples to which our main results apply.
Theorems and applications
The complex «-space C" can be naturally embedded in complex projective space P" = {(x0,... We may let yx = (k), y2 = (xx, ... , xn) and zx = (kQ, k), z2 = (x0, xx, ... , xn). The degree of p is 2 with respect to y, and 1 with respect to y2 . Hence, its 2-homogenization is p(k0 ,k,xQ,xx,... ,xn) = k2(axxx + ■■• + anxn -ax0)
which is homogeneous with respect to (k0, k) and (x0, xx, ... , xn). where the g;'s are polynomials in S.
Given the system P(x) = (px(x), ... ,pn(x)) in (1.1), let Q(x) = (qx(x), ... ,qn(x)) and
Here, we consider x € C*' x C*2 x • • • x &"• with kx+k2 +■■■+ km = n , t real and dcgpi = dcgqi, i = 1, ... , n . Let
which is the m-homogenization of (2.1). Let (Q) = (qx, ... , q") and (?) = (px, ... , pn). Our main results are the following. Theorem 2.1. Suppose that the polynomial system Q in (2.2) has the following properties:
(1) for every point z at infinity, (Q)1* D (P)'2 ; (2) the set T = {the points of V(qx, ..., qn) in affine space) consists of Remark 2.3. In the counterexample (1.5), (1.6) of §1,
At z = (x0, The following proposition indicates that Theorem 2.1 is a generalization of the main result in [10] .
Proposition 2.1. Suppose that the polynomial systems Q, ? in (2.2) have the following properties:
(1) every point of V(Q) at infinity is also a point of V(P) ; (2) the set T = [the set of points of V(Q) in affine space} consists of nonsingular isolated points.
Then for a nonsingular point z of V(Q) at infinity, (Q)'z D (?)'z.
Example 2.1. Suppose we want to solve the system (2.3) px(x,y) = xy + y+1=0, p2(x, y) = x3y2 -xy + 1 = 0.
By considering (x, y) e Cx x Cx, we may 2-homogenize (2.3) as px(x0 ,x,y0,y) = xy + x0y + x0y0 = 0, p2(x0, x, y0, y) = x3y2 -*-*oW0 + ^o = ° » where (x0, x, y0, y) e P1 x P . Then this system ? = (px, p2) has one solution (0,1,1,0) at infinity with multiplicity 2, and three affine solutions. Our starting system Q = (qx, q2) can be chosen as (2.5) <?,(x,y) = xy + y+ 1 =0, q2(x, y) = xV -xy = 0.
Its 2-homogenization is qx (x0, x, y0, y) = xy + x0y + x0y0 = 0, Q2(x0, x, y0, y) = x3y2 -xx^ = 0.
The system Q has three nonsingular solutions (x,y) = (0, -1), (-1/2 + V3i/2, -1/2 + ^72) and (-1/2 -V3i/2, -1/2 -\/5//2), and its solution at infinity is the same as that of P. Write q2 = xg with g = x2y2 -x2y0y . Since x/0 at z = (0, 1, 1,0), we have x £ I2, so, g e (Q)Iz. Further, qxxy -g = x0y(x0y0 + xy + xy0) e (Q)'z and x0y0 + xy + xy0 ?i 0 at z implŷ e (ß)/z • since -Wo^i e (Ö)7, ' we^ve xlyl -xtfifli-x^xy^ + x^) e (Q)'z and thus p2 = q2 + x0(x¡yl) e (Q)'z. Along with px = qx e (Q)'z, we have (Q)Iz 2 (?)'* ■ So Theorem 2.1 applies. It provides a homotopy and three paths, beginning from the roots of (2.5), which lead to all roots of (2.3). The notion of m-homogeneous, when m = 1, is the same as homogeneous. For homogeneous polynomials fx, ... , fr we use (/,,..., fr)e to denote the subset of (fx, ..., fr) consisting of homogeneous polynomials of degree e.
In [12] , the following condition on ?, Q in (2.2) is used to guarantee the accessibility of the "random product homotopy" paths: For each positive integer k, (2.6) (qx,...,qn, xk)e 2(pl,...,pn, xk)e for all sufficiently large e.
The following proposition shows that condition (2.6) is equivalent to condition (1) in Theorem 2.1 when m = 1 . However, we shall illustrate in Example 2.2 that condition (1) in Theorem 2.1 can be much easier to verify. with (k0, k, x0, ... , xn) G P x P" . If B0 is a nonsingular matrix, it is quite obvious that (2.12) has kn solutions for generic q('s. In [4] , a homotopy is given for nonsingular B0, which provides kn paths leading to all roots of (2.11).
Here, we give an example to which Theorem 2.1 can be applied when BQ is singular. For n = 3 and k = 2, let Here, I is considered as the maximal ideal in S/(H(a, z ,t)) and S/(Q) through canonical projections.
(2) For any prime ideal q of the ring S, considered as the prime ideal in S/(H(a, z, t)) and S/(Q), with zero set V(q) lying at infinity, we have (SI (H(a,z,t) )){q) = (S/(Q))(q). with (X0, kx) G P1. Then for each k, the irreducible component Ak of H (0) passing through x satisfies the following:
(1) Let N be the set of points (k0,kx,z) with z at infinity; then nx(Ak n N) G P is a finite set, where nx is the natural projection; (2) (1,0) i nx(AknN).
Proof. (1) By exercise II.3.12 of [7] , dimAk = 1, since x is a nonsingular point of Ak . Let 5 be any irreducible component of Ak n N. Since B ^ Ak , by Theorem 2, X.5, of [8] , dim,8,. < 1. So (1) follows.
(2) From the proof of Lemma 3.2, there exists a set D = {C\ a finite set} such that for k0 = 1 and kx G D the intersection schemes of H(l, A,, z) at infinity are the same. By Proposition 9.1.2 and Example 9.1.10 of [6] , for kx G D and A0 = 1, the number of solutions of (3.10) in affine space is the same (= r). Let ex be small enough such that 0 < |A,| < e, implies A, G D.
Since ( 1, 0, x ), k = I, ... , r, are nonsingular, there exists 0 < e < e, such that for each 0<|A1|<e, Q + kx? = 0 has r isolated affine solutions xk(kx) and (3.11) V(Q + kx?)DNnAk = 0.
Since Ak is connected, (3.11) implies implies the smoothness property. For accessibility, it follows from Corollary 3.3 that for fixed a~x G D, , the intersection schemes of H (a, z, t) at infinity are the same for all / G [0, 1). By Proposition 9.1.2 and Example 9.1.10 of [6] , for each / in [0, 1) the number of solutions of (3.10) in affine space is the same (= r). As a consequence, the x (r)'s are the only solutions in affine space for each t G [0, 1). By a degree theory argument as in [3] , or an algebraic argument as in [7] , the accessibility property follows. .,
When / -* 1, then ¿? -* +oo, hence, g -* +oc and e2 -» +oc. Therefore, (rf2, e2) -> (+OC, +oo) from (6).
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