where Y(t) is a nonstationary Gaussian process with means and covariances; £7(0 = -\t\a, cov(7(A), 7(r2)) = |ii|a+|r2|a-|r2-r1|«.
Before proceeding to the proof, a lemma is presented which summarizes the results of Theorems 2.1 and 3.2 of [7] .
Lemma 2.1. Let N(e, y, t) be the number of "e-upcrossings" of the level y in the interval (o, t). An " e-upcrossing" of the level y is said to have occurred at t0 if X(t0) = x, and X(t)<x,for all t, t0 -e^tSt0-Then under the conditions of Theorem 2.1, lim P{N(e, y, X/p.) = k} = e~xXk/k\, k = 0, 1, 2,..., y-*<x> where p=EN(e, y, t)jt, has the same value for all t. Furthermore p. ~ (27r)-1'2C1/a77aj(2-a)'aexp(-.y2/2), as v ->■ oo, where Ha is given by (2.6).
Proof of Theorem 2.1. Clearly
PÍN(e,A(t)x + B(t),t) = 0, sup X(t) = A(t)x + B(t)\ ú P{(A(t)Y\Zít)-B(t)) á x) = 7>{Z(0 Ú A(t)x+B(t)}
However, A{sup_E<iSo X(t)> A(t)x + B(t)} ->-0, as r-^oo, since A(t)x + B(t) -^co as / -> co for all real x, and, as observed in the introduction, the realizations are continuous everywhere with probability 1. So it is sufficient to prove that lim P{N(e, A(t)x + B(t), t) = 0} = exp -e'x ¡-»CO for all real x. But, by Lemma 2.1, this is true, provided (2.7) lim tp. = e~x.
(-»CO However pL~(2TT)~ll2C'ilaHay(2'a)la exp (-y2/2), as _y->oo, or equivalently as r->oo, where y = A(t)x + B(t). Evidently/2-a)/a~2(2-a)/2a(log 0<2~a)/2û! as î-^co.
But j2/2 = (x2/4 log O + log t + ((Dy log log t+D2)2/4 log t) + x + (x(Dy log log t + D2)/2 log t) + (Dy log log t+D2) = log t + x + Dy log log r + A>2 + o(l) asr->oo,
where A>!= 1/a-1/2, and D2=log((2TT)-xt2CllaHaT2-aVa). So exp (-y2/2)~t~\log t)~Die~D2e'x as r-^oo, and tp. ~ (2TT)-ll2CllaHa2(2-a)la(logt)«2-a)l2a)-Die-D2e-x = e~x as r-^oo.
The theorem is proved. When a= 1, it was shown in [7] , using the results of [6] , that Hy = 1. Then, the result of Theorem 2.1 coincides with the result of Theorems 4.2 and 4.3 of [6] , albeit under slightly weaker conditions. When a = 2, it was shown in [7] , using the results of [4] and [9] , that H2 = l/\/w. When this is the case the result of Theorem 2.1 coincides with those in [4] and [9] , which are the same except that the conditions in [4] are weaker than those in [9] . The conditions considered in this work are of two kinds. Those involving the behaviour of r(t) as f->0 are called "local conditions". An example is (1.2). Those concerning the behaviour of r(t) as t -» oo are called "mixing conditions". Examples are (2.1) and (2.2). The conditions of both types are weaker in Theorem
It is natural to inquire whether the conditions of Theorem 2.1 might be further weakened. In particular, might the conditions (2.1) or (2.2) be replaced by the condition that (2.8) lim r(t) = 0.
(-♦ CO For the case of stationary Gaussian sequences, a similar question was answered negatively in [6] . So it is strongly conjectured that (2.8) is not sufficient. [November The remarks at the end of §4 of [6] concern the conditions on the spectral distribution function which are sufficient for the conditions (2.1), (2.2), and (2.8). Conditions which are sufficient for (1.2) are given in §4 of [7] .
From the discussion at the end of §4 of [6] , it is clear that the strong mixing condition is sufficient for the result of Theorem 2.1.
3. The almost sure behaviour. In this section, asymptotic inequalities are given which hold with probability 1. The main results are Theorems 3.1, 3.2 and 3.3. Note that this theorem requires no "mixing" condition. A "mixing" condition is one involving the behaviour of r(0 as t -> oo.
Before proceeding to the proof, a few lemmas are given.
Lemma 3.1. For all x > 0, This is Lemma 2.9 of [7] .
and let (3.8) x(j8, t) = (2 log ty+ß log log r/(2 log if'2.
as r-^oo.
Proof. By definition (3.8), x2(j8, 0/2 = log r+^ log log r+^2(log log i)2/4 log í = log t+ß log log r+o(l), as í -> oo. So (3.10) exp (-x2(j3, 0/2) ~ ^(log r)"', as i->co. Furthermore, logx(j8,0=i log 2 +i log log r+log (1 +ß log log r/2 log 0 = | log 2 + ^ log log t + o(l), as í ^oo. So
as r-*co. Combining (3.10) and (3.11), the result (3.9) follows. The lemma is proved. Proof of Theorem 3.1. Clearly it is sufficient to prove that for any ß > (1/2 + 1/a), Xn7ix(ß, ri), only a finite number of times with probability one, where x(ß, t) is given by (3.8), and A^supn-jgss,, X(s). By Lemmas 3.2 and 3.3, P{Xn^x(ß, ri)} 2W2(27r)-1/2C1,aA/a«-1(log «)-"+W2, where y = 2/o-1. But then 2 P{Xn 1 x(ß, ri)} < oo if -ß+ 1/a-1/2 < -1, n=l or equivalently, if ß> l/a+1/2. The theorem is proved. Theorem 3.2. Assume that for every sufficiently small e>0, there exists a y> 1 and a 8, 0 < 6 < 1, such that (3.12) Urn (log tyD(e, t) = 0,
where [x] ii the greatest integer less than or equal to x, Before proceeding to the proof, a series of supporting lemmas is given.
Lemma 3.4. Let t(e, m) be a real valued function of the positive real valued argument e, and the integer valued argument m. Assume that for every sufficiently small e>0, (3.18) h(e, t(e, m)) = h(2e, t(e, m +1))
for all sufficiently large m, where
If, for every sufficiently small e>0, Z(t(e, m))^h(e, t(e, m)), only a finite number of times with probability 1, then (3.17) holds.
Proof. What is to be proved is that for any sufficiently small £>0, with probability 1 there exists a t0 which is such that (3.20) Z(0 > h(e, t)
for any t>t0. Let £>0 be chosen arbitrarily but sufficiently small so that the condition (3.18) of the lemma is satisfied. By assumption, with probability 1 there exists an integer m0 which is such that, for all m^m0, Z(t(e, m))^h(e, t(e,m)). But then, Z(0 is nondecreasing and for sufficiently large t, x(t, e) is nondecreasing in t. We can assume, without loss of generality, that mQ is so large that x(t, e) is nondecreasing for all t^t(e, m0). Let t be any real number greater than t(e, m0), and let m be suchthat t(e, m)¿t<t(e, m+l). Clearly m ^m0. Then Z(t)^Z(t(e, m))
h(e,t(e,m))^h(2e,t(e,m+\))^h(2e,t). So, the result (3.20) holds, provided £ is replaced by 2e. But e was arbitrarily chosen. The lemma is proved.
Lemma 3.5. The condition (3.18) of Lemma 3.4 is satisfied if (3.21) t(e, m) = exp em.
Proof. It is to be proved that (3.22) h(e, t(e, m)) -h(2e, t(e, m +1)) = 0, where h(e, t) is given by (3.19). But 3 (3.23) h(e, t(e, m))-h(2e, t(e, m+1)) = 2 A, where Dy = (2 log t(e, m))ll2-(2 log t(e, m+l))112, D2 = (|-^+e)((2 log t(e, m+l))-112 log log t(e, m+l)
-(2 log t(e, m))"1'2 log log t(e, m)), and D3 = e(2 log r(e, m+ I))"1'2 log log t(e, m+l).
First, consider the term Dy. Clearly (m+l)ll2 -mll2~^m~112 as f-^co. So which is, asymptotically, the dominant term. So by (3.23) through (3.26), the result follows. The lemma is proved.
Lemma 3.6. 7« order that (3.17) hold, it is sufficient that for every sufficiently small £>0, there exists ay>l such that (3.27) lim (log t)yP{Z(t) s; h(e, t)} = 0.
¡-.00
Proof. By Lemmas 3.4 and 3.5 and the Borel Cantelli Lemma (Loeve [5, p. 228]), it is sufficient to show that for every sufficiently small e > 0, 00 2 P{Z(t(e, m)) á h(e, t(e, m))} < co; m=l where h(e, t) is given by (3.19) and t(e, m) by (3.21). It is sufficient that for any e>0, for some y>l, limm_oe myP{Z(t(e, m))á«(e, t(e, m))} = 0. Equivalently, by (3.21) the condition (3.27) is sufficient. The lemma is proved.
Lemma 3.7. Let P() and P'() be two multivariate Gaussian measures assigning means 0, variances 1, and covariances ri} and r¡,-respectively. Then, for any real finite c, |Af max Xt ^ c\-A'imax X% ^ c\\ Clearly, Z(0 is stochastically larger than Z*(0-That is for any x, P{Z(t)rix} P{Z'x(t)^x}. So, by Lemma 3.6, it is sufficient to prove that for some y>\, lim (log 077{Z;(0 Ú h(e, 0} = 0, (-.00 where x = h(e, t), which is given by (3.19). The proof proceeds in two stages. First, it is shown that for some y>\, (3.32) lim (log tyP'{Z'x(t) Ú h(e, t)} = 0, Í-.00
where P'(-) is the measure which confers independence among the successive half open (on the left) unit intervals, but is otherwise identical to P '( ■ ). More specifically, let J^ be the subsigma field generated by (X(t), k-\<f¿k). On every subsigma field &k,P'()=P(), but on J2; which is generated by (X(t), -co<t <oo), P'() is the product measure. The second part consists in proving that for some y> 1, (3.33) lim (log ty(P{Z'x(t) Û h(e, t)}-P'{Z'x(t) ^ h(e, t)}) = 0, where x=h(e, t), which is given by (3.19). First, let us prove (3.32) . By the definition of P'(), m P'{Zx(t) = h(e, 0} Ú \\P{Zx(k-\+e, k) Ú h(e, t)}.
So -log P'{Z'x(t)úh(e, t)}^-[t] log P{Zx(k-\+e, k)^h(e, t)}. But, if F(x) is any cumulative distribution function, -log 7'(x)= -log (1 -(1 -F(x))) = (l -F(x)) + 0(l-F(x))2, as Tïx)-^ 1. The condition (3.16) together with (1.2) implies that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use the condition (3.31) of Lemma 3.8 is satisfied. Taken together with Lemma 3.3, this implies that there exists a positive finite constant Cy which is such that -logA'{Zx(0^«(e, 0}^C1'"1(logOe> where x = «(e, t). Thus -logP'{Zi(0 ^ K*, 0} ^ d(log0£.
That is P'{Zx(t)úh(e, 0/^exp -Cj(log O6 as t -* oo. So (3.32) holds. Now (3.33) is proven. By the condition (3.16), and the fact that intervals of width e are "chopped out", the term (1 -r,2)_ 1/a can be replaced by a constant in applying Lemma 3.7. The latter, however, establishes that the condition (3.12) implies (3.33). The theorem is proved. Consider the second term on the right side of (3.41).
A*"1 f \r(t)\dt á ¿A*"1 C rxdt Proof. Observe that x(ß, t) given by (3.8) is monotonically increasing. So X(t) is bounded by x(ß, t) for all sufficiently large t if and only if Z(t) is. So X(t) can be replaced by Z(t) in Theorem 3.1. Obviously (3.34) implies (3.37). By Lemma 3.11 (3.35) implies it as well. This is sufficient to guarantee that inf \t\-a(l-r2(t)) > 0.
OSfSl
The corollary is proved. The remarks at the end of §2 pertain to this section as well. In fact, all of the conditions which have been found to be sufficient for (2.1) are sufficient for (3.34) as well.
For the case a = 2, the result of Theorem 3.1 is the same as that given by Shur [8] . The result of Theorem 3.3 is stronger. His conditions are the same as those given by Cramer [4] , which are the same as the condition (3.34).
It is strongly conjectured that the inequality signs can be replaced by equality signs in the results of Corollary 3.1. Watanabe asserts that this is so in the first of these inequalities as a corollary to a very interesting result which he announces in [10] . The referee has pointed out that the mutual singularity of any two processes having different values of either a or C, is an immediate corollary of this conjecture.
