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1 Introduction
A brace algebra over a field is a vector space equipped with a family of linear operations
satisfying some identities (see Definition 2.1). Brace algebras have strong connections
with other important classes of algebras. For instance, brace algebras are used to prove
Milnor-Moore type theorems for some Hopf algebras [28, 29]; a free brace algebra has
also a free pre-Lie algebra structure (and thus has a free Lie structure) [11]; the pair of
varieties (Brace, Pre-Lie) is a PBW-pair (in the sense of [27]) [19].
In the present paper, we continue the study of [19] to investigate the Freiheitssatz (or
independent theorem), word problem, subalgebras and automorphisms of brace algebras.
The Freiheitssatz for groups, one of the most important theorems of combinatorial
group theory, was proved by Magnus [21] in 1930. The Freiheitssatz states that: Let
G = gp〈x1, x2, . . . , xn | r = 1〉 be a group defined by a single cyclically reduced relator r.
If xn appears in r, then the subgroup of G generated by x1, x2, . . . , xn−1 is a free group
with free generators x1, x2, . . . , xn−1. As an application, the decidability of the word prob-
lem for one-relator groups was also proved by Magnus in the same paper. After that, the
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Freiheitssatz for several other classes of algebras were established, for example, for Lie
algebras (Shirshov [32]), for commutative (anti-commutative) algebras (Shirshov [31]),
for associative algebras over a field of characteristic zero (proved by Makar-Limanov [23],
conjectured by Cohn [5, 6]), for right-symmetric algebras (Kozybaev, Makar-Limanov and
Umirbaev [16]), for Poisson algebras and Novikov algebras over a field of characteristic
zero (Makar-Limanov and Umirbaev [24, 25]), and for generic Poisson algebras over a
field of characteristic zero (Kolesnikov, Makar-Limanov and Shestakov [14]). Using the
Freiheitssatz and the decidability of the word problem for nonassociative algebras [33],
Mikhalev and Shestakov [27] gave a uniform proof for the Freiheitssatz and the decidabil-
ity of the word problem for commutative (anti-commutative) algebras, Akivis algebras
and Sabinin algebras. Note that the Freiheitssatz for Poisson algebras in a positive char-
acteristic is not true [24]. The question about the decidability of the word problem for
associative algebras (Poisson algebras, respectively) with a single defining relation and
the Freiheitssatz for associative algebras in a positive characteristic still remain open.
In Section 3 of the present paper, we prove the Freiheitssatz for brace algebras and
the decidability of the word problem for the brace algebras with a single defining relation
in characteristic zero. These results imply the Freiheitssatz for right-symmetric algebras
and the decidability of the word problem for the right-symmetric algebras with a single
defining relation in characteristic zero [16].
Recall that a variety of algebras is called Schreier if every subalgebra of a free algebra
in this variety is also free. It is known that the variety of pre-Lie algebras is not Schreier
[15]. Recently, Li, Mo and Zhao [19] proved that the pair of varieties (Brace, Pre-Lie) over
a field of characteristic zero is a PBW-pair in the sense of [27]. Thus, by Theorem 1 of
[27], the variety of brace algebras in characteristic zero is not Schreier. In a non-Schreier
variety, two generated subalgebras are not necessarily free. For instance, two generated
subalgebras of polynomial algebras and associative algebras (both non-Schreier) are not
necessarily free. To our best knowledge, the variety of right-symmetric algebras is the first
non-Schreier one with the property that two generated subalgebras of a free algebra are
free [16]. We prove in Section 4 that the variety of brace algebras also has this property,
or more precisely, two generated subalgebras of free brace algebras in characteristic zero
are free.
It is well known [8, 13, 18, 22] that the automorphisms of polynomial rings and free
associative algebras in two variables are tame. Similar results concerning tame automor-
phisms are established for free Poisson algebras and free right-symmetric algebras in two
variables over a field of characteristic zero [26, 16]. In the present paper, we general-
ize this result to brace algebras: automorphisms of two generated free brace algebras in
characteristic zero are tame.
The rest of the paper is organized as follows. In Section 2 we recall the definition and
basic properties of brace algebras. In Section 3 we prove the Freiheitssatz and study the
word problem of brace algebras with a single defining relation. In Section 4 we study
subalgebras and automorphisms of brace algebras.
2
2 Brace algebras and free brace algebras
Definition 2.1 [2, 28, 29] A brace algebra is a couple (A, 〈〉) where A is a vector space
and 〈〉 is a family of operators A⊗n −→ A defined for all n ≥ 2:
A⊗n −→ A; an ⊗ · · · ⊗ a1 7−→ 〈an, . . . , a2; a1〉,
with the following compatibilities: for all a1, . . . , am, b1, . . . , bn, c ∈ A,
〈am, . . . , a1; 〈bn, . . . , b1; c〉〉
=
∑
〈V2n, 〈V2n−1; bn〉, . . . , V4, 〈V3; b2〉, V2, 〈V1; b1〉, V0; c〉,
where this sum runs over partitions of the ordered set {am, . . . , a2, a1} into (possibly empty)
consecutive intervals V2n ⊔ · · · ⊔ V0. We use the convention 〈a〉 = a for all a ∈ A.
For example, if A is a brace algebra and a, b, c ∈ A:
〈a; 〈b; c〉〉 = 〈a, b; c〉+ 〈b, a; c〉+ 〈〈a; b〉; c〉.
From this relation, it follows immediately that (A, 〈−;−〉) is a left pre-Lie algebra. Note
that a left (right) pre-Lie algebra is also called a left-symmetric (right-symmetric) algebra.
Here is another example of relation in a brace algebra: for all a, b, c, d ∈ A,
〈a, b; 〈c; d〉〉 =〈a, b, c; d〉+ 〈a, 〈b; c〉; d〉+ 〈〈a, b; c〉; d〉
+ 〈a, c, b; d〉+ 〈〈a; c〉, b; d〉+ 〈c, a, b; d〉.
Let X be a set. Each letter x ∈ X is called a brace word of degree 1. Let ui, 1 ≤ i ≤ n,
be brace words of degrees ki, 1 ≤ i ≤ n, respectively. Then w = 〈un, . . . , u2; u1〉 is called
a brace word of degree d(w) :=
n∑
i=1
ki. Denote by Ω(X) the set of all brace words on X .
Each letter x in the alphabet X is called a normal brace word of degree 1. Let x ∈ X ,
and ui, 1 ≤ i ≤ n, be normal brace words of degrees ki, 1 ≤ i ≤ n respectively. Then
w = 〈un, . . . , u2, u1; x〉 is called a normal brace word of degree 1+
n∑
i=1
ki. Denote by N(X)
be the set of all normal brace words on X .
Let F be a field of characteristic zero and FN(X) the F -linear space spanned by N(X).
For normal brace words vi, 1 ≤ i ≤ m, 1 ≤ m and w = 〈un, . . . , u2, u1; x〉, define
〈vm, . . . , v2, v1;w〉 =
∑
〈V2n, 〈V2n−1; un〉, . . . , V4, 〈V3; u2〉, V2, 〈V1; u1〉, V0; x〉,
where this sum runs over partitions of the ordered set {vm, . . . , v2, v1} into (possibly
empty) consecutive intervals V2n ⊔ · · · ⊔ V0. Then (FN(X), 〈〉) forms a free brace algebra
generated by X (see for example [2, 10, 11]), denoted by Br(X). Each element of Br(X)
is also called a polynomial.
Let X be a well ordered set and w = 〈wn, . . . , w2, w1; x〉 a normal brace word on X .
Let br(w) = n + 1 be the breadth of w. Then we define
wt(w) = (d(w), br(w), x, u1, u2, . . . , un)
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and order N(X) by
w > w′ ⇔ wt(w) > wt(w′) lexicographically, for all w,w′ ∈ N(X).
This ordering is called degree breadth inverse lexicographic ordering and used through-
out this paper. It is easy to verify that this ordering is a well ordering.
For each nonzero polynomial f ∈ Br(X), f can be uniquely presented as
f = α1u1 + α2u2 + · · ·+ αnun,
where αi ∈ F , ui ∈ N(X) for all i, α1 6= 0, u1 > u2 > · · · > un. Here, the normal brace
word u1 is called the leading term of f , denoted by f¯ and α1 the leading coefficient of
f , denoted by lc(f). The degree of f is defined as the degree of its leading term, i.e.,
d(f) := d(u1). If lc(f) = 1, then f is called a monic polynomial.
The rest of this section includes some elementary properties of the normal brace words
and the degree breadth inverse lexicographic ordering on X .
Lemma 2.2 Let w ∈ Ω(X). Then, in Br(X), w can be uniquely presented as
w = a1w1 + a2w2 + · · ·+ anwn,
where ai is a positive integer and wi ∈ N(X) for each i.
Proof. Let us use induction on d(w). If d(w) = 1, then w ∈ X and the statement holds
clearly. Let w = 〈un, . . . , u2, u1; v〉, where v, u1, . . . , un ∈ Ω(X). Obviously, the degree
of each brace word belonging to {v, u1, . . . , un} is less than d(w). Then by the inductive
hypothesis we may assume without loss of generality that v, u1, . . . , un ∈ N(X).
If v = x ∈ X , then w = 〈un, . . . , u2, u1; x〉 ∈ N(X) and thus the statement holds.
If v = 〈vm, . . . , v2, v1; x〉 with x ∈ X and m ≥ 1, then
w =〈un, . . . , u2, u1; 〈vm, . . . , v2, v1; x〉〉
=
∑
〈U2m, 〈U2m−1; vm〉, . . . , U4, 〈U3; v2〉, U2, 〈U1; v1〉, U0; x〉,
where this sum runs over partitions of the ordered set {un, . . . , u2, u1} into (possibly
empty) consecutive intervals U2n⊔· · ·⊔U0. Then the statement follows from the inductive
hypothesis immediately. 
The following lemma appears in [19] as Lemma 3.1.
Lemma 2.3 Let vi and w = 〈un, . . . , u2, u1; x〉 be normal brace words, 1 ≤ i ≤ m. Then
〈vm, . . . , v2, v1;w〉 is of the form 〈Vn, un, . . . , V2, u2, V1, u1, V0; x〉, where Vn ⊔ · · · ⊔ V0 is
some (possibly empty) consecutive interval of the ordered set {vm, . . . , v2, v1}.
Remark 2.4 Lemma 2.3 can be also expressed as follows: Let vi, 1 ≤ i ≤ m and
w = 〈un, . . . , u2, u1; x〉 be normal brace words. Then 〈vm, . . . , v2, v1;w〉 is of the form
〈Um, vm, . . . , U2, v2, U1, v1, U0; x〉, where Um ⊔ · · · ⊔ U0 is some (possibly empty) consecu-
tive interval of the ordered set {un, . . . , u2, u1}.
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Immediately we have the following
Corollary 2.5 [19] Let vi and w be normal brace words for 1 ≤ i ≤ m. Then
br(〈vm, . . . , v2, v1;w〉) = m+ br(w).
Lemma 2.6 [19] Let w,w′, v1, v2, . . . , vm, and u be normal brace words. If w > w
′, then
〈vm, . . . , v1;w〉 > 〈vm, . . . , v1;w′〉 and
〈vm, . . . , vi+1, w, vi, . . . , v1; u〉 > 〈vm, . . . , vi+1, w′, vi, . . . , v1; u〉.
Corollary 2.7 [19] Let g, f1, . . . , fm ∈ Br(X). Then
〈fm, . . . , f2, f1; g〉 = 〈fm, . . . , f2, f1; g〉.
Lemma 2.8 Let ui, vj and w be normal brace words for 1 ≤ i ≤ m and 1 ≤ j ≤ n. If
〈um, . . . , u1;w〉 = 〈vn, . . . , v1;w〉, then m = n and ui = vi for all 1 ≤ i ≤ n.
Proof. Since 〈um, . . . , u1;w〉 = 〈vn, . . . , v1;w〉, by Corollary 2.5 we have m = n and∑n
i=1 d(ui) =
∑n
i=1 d(vi). Let w = 〈wl, . . . , w1; x〉, each wi ∈ N(X), 0 ≤ l and x ∈ X .
Then, by Remark 2.4, 〈vn, . . . , v1;w〉 is of the form 〈Wn, vn, . . . ,W2, v2, W1, v1,W0; x〉,
where Wn ⊔ · · · ⊔ W0 is some consecutive interval of the ordered set {wl, . . . , w2, w1}.
Clearly, the polynomial 〈un, . . . , u1;w〉 contains a term 〈Wn, un, . . . ,W2, u2, W1, u1,W0; x〉
for the above W0, . . . ,Wn.
Now, for a contradiction, suppose that there exists some integer t such that u1 =
v1, . . . , ut−1 = vt−1 and ut > vt. Then
〈Wn, un, . . . ,W2, u2,W1, u1,W0; x〉 > 〈Wn, vn, . . . ,W2, v2,W1, v1,W0; x〉
since
∑n
i=1 d(ui) =
∑n
i=1 d(vi), u1 = v1, . . . , ut−1 = vt−1 and ut > vt. Thus 〈um, . . . , u1;w〉 >
〈Wn, vn, . . . ,W2, v2,W1, v1,W0; x〉 = 〈vn, . . . , v1;w〉. This is a contradiction. 
3 The Freiheitssatz for brace algebras
In this section, over a field of characteristic zero, we prove the decidability of the word
problem for brace algebras with a single relation and the Freiheitssatz.
Let X = {x1, . . . , xM} be a finite set and we put x1 < x2 < · · · < xM . Let X1 =
{x1, . . . , xM , y} and xM < y. For a brace word w in the alphabet X1, denote by dy(w)
the degree of w relative to y, i.e., the number of occurrences of y in w. Denote by Ωy(X1)
the set of all brace words u ∈ Ω(X1) with dy(u) = 1, and by Ny(X1) the set of all normal
brace words u ∈ N(X1) with dy(u) = 1.
Let f ∈ Br(X). Define a brace algebra homomorphism ψ : Br(X1) −→ Br(X) by
xi 7→ xi(1 ≤ i ≤ M), y 7→ f . Denote by Id(f) the ideal generated by f in Br(X). Let
ψ(Ny(X1)) = B.
Lemma 3.1 The ideal Id(f) of Br(X) is linearly spanned by B.
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Proof. It is clear that ψ(Ωy(X1)) linearly spans Id(f). By Lemma 2.2, each brace word
u ∈ Ωy(X1) can be uniquely presented as a linear combination of the elements in Ny(X1).
Thus the ideal Id(f) of Br(X) is linearly spanned by ψ(Ny(X1)) = B. 
Lemma 3.2 Let u ∈ Ωy(X1). Then ψ(u) can be presented as a linear combination of
gi ∈ B with gi ≤ ψ(u).
Proof. It follows from Lemma 2.2 immediately. 
Let g, h ∈ Br(X) and w ∈ N(X). Denote by g ≡ h mod (B,w) if there exist
α, β, γi ∈ F and gi ∈ B such that αg − βh =
∑
γigi, where gi < w.
Lemma 3.3 If g, h ∈ B and g¯ = h¯ = w, then g ≡ h mod (B,w).
Proof. Let us use induction on w. If w = f¯ , then g = h = f and thus the statement
holds obviously.
Suppose that G,H ∈ Ny(X1) and ψ(G) = g, ψ(H) = h. Note that G can be written in
one of following forms: (i)G = 〈Gm, . . . , G1; y〉; (ii) G = 〈Gm, . . . , Gp+1, Gp, Gp−1 . . . , G1; xi〉,
where only Gp contains y. Of course H can be also written in one of following forms:
(i) H = 〈Hn, . . . , H1; y〉; (ii) H = 〈Hn, . . . , Hq+1, Hq, Hq−1 . . . , H1; xj〉, where only Hq
contains y. Therefore we need to consider four cases.
Case 1. G = 〈Gm, . . . , G1; y〉 and H = 〈Hn, . . . , H1; y〉. In this case, g = ψ(G) =
〈Gm, . . . , G1; f〉 and h = ψ(H) = 〈Hn, . . . , H1; f〉. By Corollary 2.7, g¯ = ψ(G) =
〈Gm, . . . , G1; f¯〉 and h¯ = ψ(H) = 〈Hn, . . . , H1; f¯〉. Since g¯ = h¯, by Lemma 2.8 we have
m = n and Gs = Hs, 1 ≤ s ≤ m. Therefore G = H and g − h = 0.
Case 2. G = 〈Gm, . . . , Gp+1, Gp, Gp−1 . . . , G1; xi〉, where only Gp contains y and H =
〈Hn, . . . , Hq+1, Hq, Hq−1, . . . , H1; xj〉, where only Hq contains y. In this case, g = ψ(G) =
〈Gm, . . . , Gp+1, ψ(Gp), Gp−1 . . . , G1; xi〉 and h = ψ(H) = 〈Hn, . . . , Hq+1, ψ(Hq), Hq−1, . . . ,
H1; xj〉. By Corollary 2.7, g¯ = 〈Gm, . . . , Gp+1, ψ(Gp), Gp−1 . . . , G1; xi〉 and h¯ = 〈Hn, . . . ,
Hq+1, ψ(Hq), Hq−1 . . . , H1; xj〉. Since g¯ = h¯, we have xi = xj and m = n.
If p = q, then g¯ = h¯ implies that ψ(Gp) = ψ(Hp) and Gs = Hs, 1 ≤ s ≤ m, s 6= p. Since
ψ(Gp), ψ(Hp) ∈ B and ψ(Gp) = ψ(Hp), by the inductive hypothesis we have
ψ(Gp) ≡ ψ(Hp) mod (B,ψ(Gp)).
If follows that
〈Gm, . . . , Gp+1, ψ(Gp), Gp−1 . . . , G1; xi〉
≡〈Gm, . . . , Gp+1, ψ(Hq), Gp−1 . . . , G1; xi〉 mod (B, g¯).
Since Gs = Hs, 1 ≤ s ≤ m, s 6= p, we have
〈Gm, . . . , Gp+1, ψ(Gp), Gp−1 . . . , G1; xi〉
≡〈Hm, . . . , Hp+1, ψ(Hp), Hp−1, . . . , H1; xi〉 mod (B, g¯),
that is, g ≡ h mod (B, g¯).
Now consider the case p 6= q. Without loss of generality, we assume that p > q.
In this case, g¯ = h¯ implies that G1 = H1, . . . , Gq−1 = Hq−1, Gq = ψ(Hq), Gq+1 =
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Hq+1, . . . , Gp−1 = Hp−1, ψ(Gp) = Hp, Gp+1 = Hp+1, . . . , Gm = Hm. Since Gq = ψ(Hq)
and ψ(Gp) = Hp, we may assume that ψ(Hq) = αGq +△ and ψ(Gp) = βHp +∇, where
α, β ∈ F , △ and ∇ are linear combinations of normal brace words (on X) that are smaller
than Gq and Hp respectively. Therefore
αg − βh =αg − 〈Gm, . . . , Gp+1, ψ(Gp), Gp−1, . . . , Gq+1, ψ(Hq), Gq−1, . . . , G1; xi〉
+ 〈Gm, . . . , Gp+1, ψ(Gp), Gp−1, . . . , Gq+1, ψ(Hq), Gq−1, . . . , G1; xi〉 − βh
=〈Gm, . . . , Gp+1, ψ(Gp), Gp−1, . . . , Gq+1, (αGq − ψ(Hq)), Gq−1, . . . , G1; xi〉
+ 〈Gm, . . . , Gp+1, (ψ(Gp)− βHp), Gp−1, . . . , Gq+1, ψ(Hq), Gq−1, . . . , G1; xi〉
=〈Gm, . . . , Gp+1, ψ(Gp), Gp−1, . . . , Gq+1,△, Gq−1, . . . , G1; xi〉
+ 〈Hm, . . . , Hp+1,∇, Hp−1, . . . , Hq+1, ψ(Hq), Hq−1, . . . , H1; xi〉.
Hence αg − βh is a linear combination of elements gl ∈ B where all g¯l < g¯ = w, since
△ < Gq and ∇ < Hp. Therefore g ≡ h mod (B,w).
Case 3. G = 〈Gm, . . . , G1; y〉, and H = 〈Hn, . . . , Hq+1, Hq, Hq−1, . . . , H1; xj〉, where
only Hq contains y. In this case g = ψ(G) = 〈Gm, . . . , G1; f〉 and h = ψ(H) =
〈Hn, . . . , Hq+1, ψ(Hq), Hq−1, . . . , H1; xj〉. Suppose that f = αf¯ f¯+δ, where f¯ = 〈ut, . . . , u2,
u1; xi〉 and δ¯ < f¯ . By Remark 2.4, g¯ is of the form 〈Um, Gm, . . . , U1, G1, U0; xi〉, where
Um ⊔ · · · ⊔ U0 is some consecutive interval of the ordered set {ut, . . . , u2, u1}. Then we
have that xi = xj and Gs = ψ(Hq) for some s, since g¯ = h¯ and f¯ ≤ ψ(Hq) . Let us
assume that ψ(Hq) = αGs +△, where △ is a linear combination of normal brace words
on X which are smaller than Gs. Then
αg =〈Gm, . . . , Gs+1, αGs, Gs−1, . . . , G1; f〉
=〈Gm, . . . , Gs+1, (αGs +△), Gs−1, . . . , G1; f〉 − 〈Gm, . . . , Gs+1,△, Gs−1, . . . , G1; f〉
=〈Gm, . . . , Gs+1, ψ(Hq), Gs−1, . . . , G1;αf¯ f¯〉+ 〈Gm, . . . , Gs+1, ψ(Hq), Gs−1, . . . , G1; δ〉
− 〈Gm, . . . , Gs+1,△, Gs−1, . . . , G1; f〉.
Since δ¯ < f¯ , by Lemma 3.2, 〈Gm, . . . , Gs+1, ψ(Hq), Gs−1, . . . , G1; δ〉 can be presented as
a linear combination of gt ∈ B, where gt ≤ 〈Gm, . . . , Gs+1, ψ(Hq), Gs−1, . . . , G1; δ〉 < g¯.
Clearly, 〈Gm, . . . , Gs+1,△, Gs−1, . . . , G1; f〉 can be also presented as a linear combination
of g′t ∈ B with g
′
t < g¯ since △ < Gs. By Lemma 3.2,
〈Gm, . . . , Gs+1, ψ(Hq), Gs−1, . . . , G1;αf¯ f¯〉
=αf¯
∑
〈Vm, Gm, . . . , Vs+1, Gs+1, Vs, ψ(Hq), Vs−1, Gs−1, . . . , V1, G1, V0; xi〉+
∑
l
αlgl,
where the first sum runs over partitions of the ordered set {ut, . . . , u2, u1} into (possibly
empty) consecutive intervals Vm ⊔ · · · ⊔ V0 and gi ∈ B, gl < g¯. It is easy to see that for
each consecutive intervals Vm ⊔ · · · ⊔ V0
〈Vm, Gm, . . . , Vs+1, Gs+1, Vs, ψ(Hq), Vs−1, Gs−1, . . . , V1, G1, V0; xi〉
≤〈Gm, . . . , Gs+1, ψ(Hq), Gs−1, . . . , G1;αf¯ f¯〉 = g¯ = h¯.
Therefore by the same argument as in Case 2 , we have αg = βh+ γrgr, where β, γr ∈ F ,
gr ∈ B and gr < h¯ = g¯ = w. Therefore g ≡ h mod (B,w).
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Case 4. G = 〈Gm, . . . , Gp+1, Gp, Gp−1 . . . , G1; xi〉, where only Gp contains y, and H =
〈Hn, . . . , H1; y〉. The statement in this case can be proved similarly as in Case 3. 
Lemma 3.4 Let h ∈ Id(f) and h 6= 0. Then there exists some g ∈ B such that h¯ = g¯.
Proof. Let h ∈ Id(f) and h 6= 0. We may assume, by Lemma 3.1, that h =
∑n
i=1 αigi,
where αi ∈ F and gi ∈ B. Suppose that g1 = g2 = · · · = gl > gl+1 ≥ . . . . Let us use
induction on g1.
If l = 1, then h¯ = g1 and hence the statement holds.
If l > 1, then by Lemma 3.3, gj = βjg1 +
∑
kj
γkjhkj , where j = 2, . . . , l, βj , γkj ∈ F ,
hkj ∈ B and hkj < g1. Therefore h = (α1 +
∑l
i=2 αiβi)g1 + △, where △ is a linear
combination of g′j ∈ B and g
′
j < g1. If α1+
∑l
i=2 αiβi 6= 0, then h¯ = g1. If α1+
∑l
i=2 αiβi =
0, then the statement follows from the inductive hypothesis. 
From the above lemma, we immediately have the following
Corollary 3.5 Let h ∈ Br(X) and h 6= 0. If d(h) < d(f), then h /∈ Id(f).
L.A. Bokut [1] proved the undecidability of the word problem for Lie algebras. An
explicit example of a finitely presented Lie algebra with the undecidable word problem
was constructed by G. P. Kukin [17] (see also [4]). The undecidability word problem for
right-symmetric algebras follows directly from Segal’s analogue of the Poincare´-Birkhoff-
Witt theorem for right-symmetric algebras [30] and Bokut’s result. Li, Mo and Zhao
[19] proved that the pair of varieties (Brace, Pre-Lie) is a PBW-pair in the sense of
[27]. Together with the undecidability word for right-symmetric algebras, it follows that
the word problem for brace algebras is also undecidable. On the other hand, Shirshov
[31] proved the decidability of the word problem for Lie algebras with a single defining
relation. Kozybaev, Makar-Limanov and Umirbaev [16] proved the decidability of the
word problem for right-symmetric algebras with a single defining relation. In the case of
brace algebras over a field of characteristic zero, we have the following result.
Theorem 3.6 The word problem for brace algebras with a single defining relation is de-
cidable.
Proof. Let h ∈ Br(X) and h 6= 0. If d(h) < d(f), then, by Corollary 3.5, h /∈ Id(f).
Now we assume that d(h) ≥ d(f). Obviously, there exist only finitely many elements
g ∈ B such that d(h) = d(g). Hence we can effectively determine whether there exists
some element g ∈ B such that h¯ = g¯. If there does not exist g ∈ B such that h¯ = g¯,
then by Lemma 3.4, h /∈ Id(f). If there exists some g ∈ B such that h¯ = g¯, then let
h1 = h − αg where α ∈ F satisfying lc(h) = α lc(g). Clearly, we have that h1 < h¯, and
h ∈ Id(f) if and only if h1 ∈ Id(f). Note that < is a well ordering. Therefore we can
effectively determine whether h ∈ Id(f). 
Lemma 3.7 Given u ∈ N(X), let φu : Br(X) → Br(X) be a brace homomorphism
defined by xi 7→ xi(1 ≤ i < M), xM 7→ 〈u; xM〉. If v, w ∈ N(X) and φu(v) = φu(w), then
v = w.
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Proof. If v = xi, then φu(v) = φu(w) implies that w = xi, and hence v = w. Let v =
〈vs, . . . , v1; xi〉 and w = 〈wt, . . . , w1; xj〉. By Corollary 2.7, φu(v) = 〈φu(vs), . . . , φu(v1);φu(xi)〉
and φu(w) = 〈φu(wt), . . . , φu(w1);φu(xj)〉.
If 1 ≤ i < M , then φu(v) = 〈φu(vs), . . . , φu(v1); xi〉. From φu(v) = φu(w) and Lemma
2.8, it follows that i = j, s = t and φu(v1) = φu(w1), . . . , φu(vs) = φu(ws). Then by the
inductive hypothesis on d(v), we have v1 = w1, . . . , vs = ws, and hence v = w.
If i = M , then obviously we have j = M, s = t since φu(v) = φu(w). Then by Lemma
2.8 φu(v1) = φu(w1), . . . , φu(vs) = φu(ws). Then by the inductive hypothesis on d(v)
again we get v1 = w1, . . . , vs = ws, and hence v = w. 
As we mentioned in the introduction, Shirshov [31] proved the Freiheitssatz for Lie
algebras. Kozybaev, Makar-Limanov and Umirbaev [16] proved the Freiheitssatz for right-
symmetric algebras. In the case of brace algebras over a field of characteristic zero, we
have the following result.
Theorem 3.8 (Freiheitssatz) Let Br(x1, x2, . . . , xM) be the free brace algebra over a field
F of characteristic 0 in the variables {x1, x2, . . . , xM}. If f ∈ Br(x1, x2, . . . , xM) and
f /∈ Br(x1, x2, . . . , xM−1), then Id(f) ∩ Br(x1, x2, . . . , xM−1) = 0.
Proof. Suppose that there exists some h ∈ Br(X), h 6= 0 such that h ∈ Id(f) ∩
Br(x1, x2, . . . , xM−1). We choose a normal brace word u ∈ N(X) with d(u) ≥ d(h),
and then consider the endomorphism φu of Br(X) defined by xi 7→ xi(1 ≤ i < M), xM 7→
〈u; xM〉. It is clear that φu(h) = h ∈ Id(φu(f))∩Br(x1, x2, . . . , xM−1). By Lemma 3.7, we
have d(φu(f)) > d(h). Therefore by Corollary 3.5, h /∈ Id(φu(f)). This is a contradiction.

The next is a direct formulation of the Freiheitssatz for brace algebras in the language
of freeness.
Corollary 3.9 (Freiheitssatz) Let Br(x1, x2, . . . , xM) be the free brace algebra over a field
F of characteristic 0 in the variables {x1, x2, . . . , xM}. If f ∈ Br(x1, x2, . . . , xM) and f /∈
Br(x1, x2, . . . , xM−1), then the subalgebra of the quotient algebra Br(x1, x2, . . . , xM)/Id(f)
generated by x1 + Id(f), x2 + Id(f), . . . , xM−1 + Id(f) is a free brace algebra with free
generators x1 + Id(f), x2 + Id(f), . . . , xM−1 + Id(f).
4 Subalgebras and automorphisms of free brace al-
gebras
Remember that a variety of algebras is called Schreier if every subalgebra of a free algebra
in this variety is also free. Kozybaev proved in [15] that the variety of pre-Lie algebras
is not a Schreier variety. Li, Mo and Zhao [19] proved that the pair of varieties (Brace,
Pre-Lie) is a PBW-pair in the sense of [27]. Then, by the Theorem 1 of [27], we know that
the variety of brace algebras in characteristic zero is not a Schreier variety. However, we
prove in this section that two generated subalgebras of free brace algebras in characteristic
zero are free. We also prove that automorphisms of two generated free brace algebras in
characteristic zero are tame.
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A subset S of a brace algebra is called algebraically independent if the elements of S do
not satisfy any non-trivial brace polynomial equation.
Let A be a brace algebra and S a subset of A. Denote by algA(S) the subalgebra of A
generated by S. Let X = {x1, x2, . . . , xM}.
Lemma 4.1 Let f ∈ Br(X) be a non-zero element. Then algBr(X)(f) is a free brace
algebra with a free generator f .
Proof. Assume that {f} is algebraically dependent. Then there exists a non-zero element
p(y) = α1W1(y) + α2W2(y) + · · · + αnWn(y) of Br(y), where each Wl(y) is a normal
brace word on {y}, such that p(f) = 0. It follows that there are two different normal
brace words Wi(y) and Wj(y) (i 6= j) such that Wi(f) = Wj(f). Let us assume that
wa(y) and wb(y) is a pair of different normal brace words on y with this property and
the minimal degree d(wa(y)) + d(wb(y)). We can write wa(y) = 〈ws(y), . . . , w1(y); y〉
and wb(y) = 〈w
′
t(y), . . . , w
′
1(y); y〉, where wi(y) and w
′
j(y) are normal brace words on
{y} for all i, j, (1 ≤ i ≤ s, 1 ≤ j ≤ t). By Corollary 2.7, wa(f) = wb(f) implies that
〈ws(f), . . . , w1(f); f〉 = 〈w′t(f), . . . , w
′
1(f); f〉. Then according to Lemma 2.8 we have
s = t and wi(f) = w′i(f) for each i, (1 ≤ i ≤ s). Since d(wi(y)) + d(w
′
i(y)) < d(wa(y)) +
d(wb(y)), we may conclude that wi(y) = w
′
i(y) for each i, (1 ≤ i ≤ s), and then wa(y) =
wb(y). This is a contradiction. 
Given two non-zero elements f1, f2 ∈ Br(X), let ψ be a brace algebra homomorphism
from Br(y1, y2) to Br(X) defined by yi 7→ fi (1 ≤ i ≤ 2).
Lemma 4.2 If there exist two different normal brace words Wi and Wj on {y1, y2} such
that ψ(Wi) = ψ(Wj), then there exists a normal brace word q(y) on {y} such that f1 =
q(f2) or f2 = q(f1).
Proof. If f1 = f2, then the statement holds clearly.
Now, we assume that f1 > f2. Let wa and wb be a pair of different normal brace words
on {y1, y2} with the property ψ(wa) = ψ(wb) and the minimal degree d(wa) + d(wb).
Without loss of generality, we may assume that wa = 〈ws, . . . , w1; y1〉, where each
wi, (1 ≤ i ≤ s) is a normal brace word on {y1, y2}. Note that wb has two possible forms:
(i) wb = 〈w
′
t, . . . , w
′
1; y1〉; (ii) wb = 〈w
′
t, . . . , w
′
1; y2〉.
If wb = 〈w
′
t, . . . , w
′
1; y1〉, then by ψ(wa) = ψ(wb) and Corollary 2.7
〈ψ(ws), . . . , ψ(w1); f1〉 = 〈ψ(w′t), . . . , ψ(w
′
1); f1〉.
According to Lemma 2.8 we have s = t and ψ(wi) = ψ(w′i) for each i, (1 ≤ i ≤ s). Since
d(wi)+d(w
′
i) < d(wa)+d(wb) for each i, (1 ≤ i ≤ s) and wa, wb is a minimal pair, we may
conclude that wi = w
′
i for each i, (1 ≤ i ≤ s) and thus wa = wb. This is a contradiction.
Let us assume that wb = 〈w
′
t, . . . , w
′
1; y2〉. Then by ψ(wa) = ψ(wb) and Corollary 2.7
〈ψ(ws), . . . , ψ(w1); f1〉 = 〈ψ(w′t), . . . , ψ(w
′
1); f2〉.
Suppose that f1 = 〈up, . . . , u1; xi〉 and f2 = 〈vq, . . . , v1; xj〉, where xi, xj ∈ X , us, (1 ≤ s ≤
p) and vt, (1 ≤ t ≤ q) are normal brace words on X .
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Since f1 > f2, we should have ψ(ws), . . . , ψ(w1), ψ(w′t), . . . , ψ(w
′
1) ≥ f2 > vk, (1 ≤ k ≤
q). It follows that 〈ψ(w′t), . . . , ψ(w
′
1); f2〉 = 〈vq, . . . , v1, ψ(w
′
t), . . . , ψ(w
′
1); xj〉. By Remark
2.4, we may assume that
〈ψ(ws), . . . , ψ(w1); f1〉 = 〈Us, ψ(ws), . . . , U2, ψ(w2), U1, ψ(w1), U0; xi〉,
where Us ⊔ · · · ⊔ U0 is some (possibly empty) consecutive interval of the ordered set
{up, . . . , u2, u1}.
Since 〈ψ(ws), . . . , ψ(w1); f1〉 = 〈ψ(w′t), . . . , ψ(w
′
1); f2〉 and ψ(ws), . . . , ψ(w1) > vk, (1 ≤
k ≤ q), we may conclude that xi = xj , s ≤ t and ψ(w1) = ψ(w
′
l1
), . . . , ψ(ws) = ψ(w
′
ls
), for
some integers l1, . . . , ls, where 1 ≤ l1 < · · · < ls ≤ t. Then we have
f1 =〈Us, . . . , U2, U1, U0; xi〉
=〈vq, . . . , v1, ψ(w
′
t), . . . , ψ(w
′
ls+1
), ψ(w′ls−1), . . . , ψ(w
′
l1+1
), ψ(w′l1−1), . . . , ψ(w
′
1); xi〉
=〈ψ(w′t), . . . , ψ(w
′
ls+1
), ψ(w′ls−1), . . . , ψ(w
′
l1+1
), ψ(w′l1−1), . . . , ψ(w
′
1); 〈vq, . . . , v1; xi〉〉
=〈ψ(w′t), . . . , ψ(w
′
ls+1
), ψ(w′ls−1), . . . , ψ(w
′
l1+1
), ψ(w′l1−1), . . . , ψ(w
′
1); f2〉.
From the above equalities, it follows that w′t, . . . , w
′
ls+1
, w′ls−1, . . . , w
′
l1+1
, w′l1−1, . . . , w
′
1 are
normal brace words on {y2}. Let q(y2) = 〈w
′
t, . . . , w
′
ls+1
, w′ls−1, . . . , w
′
l1+1
, w′l1−1, . . . , w
′
1; y2〉.
clearly, f1 = q(f2).
The statement in the case f1 < f2 can be proved in a similar way. 
Theorem 4.3 Let f1, f2 ∈ Br(X) be two non-zero elements. Then algBr(X)(f1, f2) is a
free brace algebra.
Proof. If {f1, f2} is algebraically independent, then the statement holds clearly.
Let us assume that {f1, f2} is algebraically dependent. Then there exists a non-zero
element p(y1, y2) = α1W1 + α2W2 + · · ·+ αmWm, where each Wl is a normal brace word
on {y1, y2}, such that p(f1, f2) = 0. This implies that there are two different normal brace
words Wi andWj such that Wi(f1, f2) = Wj(f1, f2). By Lemma 4.2, there exists a normal
brace word q(y) on {y} such that f1 = q(f2) or f2 = q(f1).
If f1 = q(f2), then set g := f1 − αq(f2), where α ∈ F and lc(f1) = αlc(q(f2)). Clearly,
g < f1, algBr(X)(f1, f2) = algBr(X)(g, f2) and {g, f2} is also algebraically dependent.
For the other case, we set g := f2 − αq(f1), where α ∈ F and lc(f2) = αlc(q(f1)).
Then after finite times of substitution on the generators of algBr(X)(f1, f2), we have
algBr(X)(f1, f2) = algBr(X)(0, h). Therefore, by Lemma 4.1, algBr(X)(f1, f2) is a free brace
algebra with a free generator h. 
Let M = {f1, . . . , fm} be a subset of Br(X). Then the transformation
fj 7→ fj , j 6= i, fi 7→ αfi + g(f1, . . . , fi−1, fi+1, . . . , fm)
where 0 6= α ∈ F and g ∈ Br(y1, . . . , yi−1, yi+1, . . . , ym), is called an elementary transfor-
mation of M.
Recall that an automorphism φ of a brace algebra Br(x1, . . . , xM) is called elementary
if φ(xj) = xj for any j 6= i and φ(xi) = αxi+ f , where f ∈ Br(x1, . . . , xi−1, xi+1, . . . , xM).
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Automorphisms which can be expressed as a composition of elementary automorphisms
are called tame. Non-tame automorphisms are called wild.
Denote by φ = (f1, f2, . . . , fM) the automorphism of Br(x1, . . . , xM) defined by φ(xi) =
fi, 1 ≤ i ≤M . It is well known that φ is tame if and only if there exists a finite sequence
of elementary transformations such that
(f1, f2, . . . , fM)→ · · · → (x1, . . . , xM).
Theorem 4.4 Automorphisms of two generated free brace algebras are tame.
Proof. Let ϕ = (f1, f2) be an automorphism of Br(x1, x2). If there exists some nor-
mal brace word q(y) on {y} such that f1 = q(f2) or f2 = q(f1), then we use elemen-
tary transformation (f1, f2) → (f1 − lc(f1)lc(q(f2))
−1q(f2), f2) or (f1, f2) → (f1, f2 −
lc(f2)lc(q(f1))
−1q(f1)). After a finite number of elementary transformations we obtain
a pair g1, g2, where g1 6= q(g2) and g2 6= q(g1) for any normal brace word q(y) on {y}.
Without loss of generality, we assume here that g1 < g2. Clearly, Br(x1, x2) is also gen-
erated by g1, g2. Therefore x1 = p1(g1, g2) and x2 = p2(g1, g2) for brace polynomials
p1(y1, y2), p2(y1, y2) ∈ Br(y1, y2), and thus x1 = x1 = p1(g1, g2) and x2 = x2 = p2(g1, g2).
By Lemma 4.2, we know that distinct normal brace words on {g1, g2} have distinct leading
terms in Br(x1, x2). So x1 = g1 and x2 = g2. Therefore g1 = αx1 and g2 = βx2 + γx1,
where α, β, γ ∈ F and α, β 6= 0, and then ϕ is tame. 
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