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1. Introduction
Anomalous dissipation of energy in three dimensional turbulence is one
of the basic statements of physical theory [54]. It has been verified experi-
mentally to a large degree [74], but not mathematically. The statement is
about the average behavior of the energy dissipation rate
ǫ = ν〈|∇u|2〉
as ν → 0. Here ν is kinematic viscosity, u is the velocity (assumed to
have mean zero), ∇ are spatial gradients and 〈. . . 〉 represents an ensemble
average or space-time average. The assertion of turbulence theory is that ǫ is
a positive number, and that it does not vanish with viscosity, in the limit of
zero viscosity. The term “anomalous dissipation” was imported from field
theory in physics and it refers to the fact that, in the limit of vanishing
viscosity, there still is remanent dissipation, even though the limit equation
conserves energy.
There are two distinct approaches to the question of anomalous dissipa-
tion. In the first, the limit of zero viscosity is taken on solutions of the
initial value problem with fixed initial data. Under appropriate conditions
this leads to a solution of the corresponding initial value problem of the in-
viscid equation. This equation conserves energy if solutions are smooth, but
might dissipate energy if solutions are not sufficiently smooth. This circle of
ideas, and specifically the precise degree of smoothness needed, goes by the
name of “Onsager conjecture” [48, 46, 47, 14, 9, 35, 36, 37, 38, 34, 58]. This
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approach is therefore about the initial value problem for the limit equations
and it requires lack of smoothness of solutions. The blow up problem is
open for 3D incompressible Euler equations, and this allows to envision the
possibility of existence of dissipative solutions arising from smooth initial
data. Anomalous dissipation of energy can be proven for incompressible
2D Euler equations as well, for very rough solutions, although in 2D non-
smooth solutions cannot arise spontaneously from smooth ones. The class
of dissipative solutions of the inviscid equations is very large indeed.
The second way of looking at the anomalous dissipation issue is to take
long time averages first, in order to achieve a “permanent regime” of the
viscous equations, and only then send the viscosity to zero. This second
approach is espoused in this paper. Denoting by S(ν)(t, u0) the solution of
the viscous equation at time t ≥ 0 which started at time t = 0 from the
initial data u0, the second approach looks at
〈|∇u|2〉 = lim
T→∞
1
T
ˆ T
0
ˆ
Rd
∣∣∣∇(S(ν)(t, u0))∣∣∣2 dxdt
and asks if limν→0 ν〈|∇u|2〉 = ǫ is positive or not. A significant question is
that of dependence of forcing and initial data. In the absence of forcing the
long time limit vanishes even for Leray weak solutions of 3D Navier-Stokes
equations: the “permanent regime” is trivial, and turbulence is decaying.
One must then take finite time averages, with times of durations that diverge
with vanishing viscosity, but not too fast, nor too slow. This unforced case
is perhaps the only case in which a general global, a priori upper bound on
ǫ that is viscosity independent is rigorously known.
The long time averaged dissipation has a chance of being not trivial if the
flow is forced, either at boundaries or if body forces stir the flow. A con-
ceptual difficulty arises then because there exist situations in which the rate
of dissipation, as defined, is infinite. There are rigorous studies [40, 32, 33]
where bounds for ǫ are expressed in terms of the average kinetic energy of the
solutions in the case of forced Navier-Stokes equations; however, there are no
viscosity (or Reynolds number) -independent a priori bounds on the average
kinetic energy. The question of obtaining examples and a characterization
of flows with uniform upper bounds for ǫ is open. In fact, the opposite sit-
uation can be easily found: ǫ can be unbounded when we consider spatially
periodic 2D forces that are eigenfunctions of the Stokes operator. We write
the Navier-Stokes equation symbolically as
∂tu+ νAu+B(u, u) = f
where A = −P∆ is the Stokes operator with P the projector on divergence-
free vectors and B(u, u) = P(u · ∇u) is the quadratic nonlinearity. We take
Af = λf with f and u periodic, divergence-free functions of two spatial
variables. We consider uf =
1
νλ
f . This is a smooth, time independent
solution. Indeed, uf satisfies the time-independent, unforced Euler equa-
tion B(uf , uf ) = 0, and, of course νAuf = f , as well. If u0 = uf then
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〈|∇uf |2〉 = ν−2λ−1‖f‖2L2 , where f does not depend on ν. This makes the
limit of ǫ infinite as viscosity vanishes. The steady solutions uf are per-
fectly admissible as 3D periodic flows as well. They are unstable if λ is
not the first eigenvalue of the Stokes operator, but stable in 2D if λ is the
first eigenvalue. Incidentally, the upper bound ǫ ≤ C(U3
√
λ + νλU) (with
U = ‖uf‖L2) of [40] is true in this case as well, and it is imprecise, with
both left and right hand side diverging as ν → 0, but at different rates. An
interesting recent asymptotics and numerical study [55] reports finding so-
lutions of the 2D Navier-Stokes equation that “settle” to a condensate that
has a nontrivial component in the first eigendirection of the corresponding
Stokes operator and has bounded amplitude as viscosity vanishes. This of
course is impossible for all initial data, as demonstrated above, but it is an
intriguing possibility for parts of the phase space. It is known that if we
assume that an initial data u0 is smooth enough then the solution of the
Navier-Stokes equations with smooth forcing (even if not an eigenfunction
of the Stokes operator) converges to the corresponding solution of the forced
Euler equation u(t) = S(0)(t, u0) on [0, T ], for any T , a function that solves
∂tu+B(u, u) = f
with initial data u0. For Kolmogorov forcing, (forces which are eigenfunc-
tions of the Stokes operator), the putative existence of time independent
solutions u(ν) which are uniformly bounded in ν in energy norm, implies the
convergence of (a subsequence of) u(ν) to a time independent solution u0 of
the forced incompressible Euler equations, B(u0, u0) = f . If the solutions
S(ν)(t, u0) are at a bounded distance from u
(ν) uniformly in time, for large
time, one can prove that S(0)(t, u0) are at a the same bounded distance
from u0 for large time. In particular, if S(ν)(t, u0) converge uniformly in
time to u(ν), then S(0)(t, u0) converge in time to u
(0). Smooth steady solu-
tions B(u(0), u(0)) = f of forced Euler equations with Kolmogorov forcing
can be easily constructed, but for which initial data solutions converge to
them is another matter. Such behavior, if it exists at all, must be rather
special.
The dynamics of the forced Euler equation, the existence of bounded
sequences of stationary solutions of the periodic, forced Navier-Stokes equa-
tions, and even of solutions with bounded average dissipation of energy are
open problems.
Bounds can be obtained for 2D forced Navier-Stokes equations with bot-
tom drag (friction),
∂tu+ γu+ νAu+B(u, u) = f
where the friction coefficient γ > 0 is kept fixed. Then the energy is bounded
(in terms of γ) uniformly for small ν and actually even the enstrophy (H1
norm) is bounded uniformly in ν. Consequently, there is no anomalous dissi-
pation of energy. The absence of anomalous dissipation of enstrophy is more
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subtle because there are no upper bounds for the average H2 norm, for ar-
bitrary forces. The paper [19] proves nevertheless that the dissipation of en-
strophy vanishes in the limit of zero viscosity, for arbitrary time-independent
forces.
In this paper we prove absence of anomalous dissipation of energy for
surface quasi-geostrophic (SQG) equations. These equations have generated
a lot of attention in recent years [17, 56, 71, 70, 25, 18, 21, 26, 13, 76, 11, 3,
27, 7, 72, 24, 59, 77, 60, 28, 39, 68, 61, 8, 57, 65, 1, 6, 22, 42, 66, 43, 79, 23,
44, 45, 63, 53, 4, 5, 64, 41, 69, 73, 29, 49, 62, 20, 50, 31, 78, 30, 16].
We are interested in the question of anomalous dissipation for forced, viscous
critical SQG. We consider the equation
∂tθ + (R
⊥θ) · ∇θ + γDθ − ν∆θ = f
in R2, where D = I+ (−∆) 12 is the damping operator, R⊥ = (−R2, R1) are
Riesz transforms, f ∈ L∞(R2) ∩ L1(R2) is time independent deterministic
forcing, γ > 0 is fixed and ν > 0. We prove that there is no dissipative
anomaly,
lim
ν→0
ν〈|∇θ|2〉 = 0
where 〈· · · 〉 is space-time average on solutions. The proof of absence of
anomalous dissipation follows the same blueprint as the proof in [19]. We
establish first that the viscous semi-orbits are relatively compact in the
phase space. Then we introduce the adequate statistical solutions for both
viscous (ν > 0) and inviscid (ν = 0) equations. These are measures in phase
space, arising naturally as long time limits on solutions. The next step is
to prove that the zero viscosity limits of statistical solutions of the viscous
equations are statistical solutions of the inviscid equations, and that these
preserve the energy balance. Once this is achieved, the absence of anomalous
dissipation follows by an argument by contradiction. There are a number of
technical difficulties encountered in the proof for SQG that are not present
in the case of 2D Navier-Stokes. In order to obtain the uniform integrability
property on positive semiorbits we use nonlocal calculus identities. The weak
continuity of the nonlinear term is proved using a commutator structure of
the nonlinearity, a structure that was used already in [71]. The energy
balance is proved using a formula for nonlinear fluxes [14] and a bound in
H
1
2 that is available for critical SQG, and that replaces the Besov space
argument of [14, 9].
The rest of the paper is organized as follows. In section 2 we make more
precise the comments about Kolmogorov forced Navier-Stokes and Euler
equations. In section 3 we present the forced viscous SQG equations and
prove some properties of solutions, including the relative compactness of
positive semiorbits. In section 4 we introduce the notion of stationary sta-
tistical solutions of the viscous equations. In section 5 we prove that inviscid
limits of stationary statistical solutions are stationary statistical solutions
of the forced critical SQG equations which preserve the energy dissipation
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balance. In section 6 we construct stationary statistical solutions using time
averages and in section 7 we present the argument by contradiction and
concluding remarks.
2. 2D Forced Navier-Stokes Equations
We consider 2D periodic incompressible Navier-Stokes equations
∂tu− ν∆u+ u · ∇u+∇p = f
where u : [−πL, πL]2 × [0,∞) → R2 is divergence-free, ∇ · u = 0, and
periodic, u(x± 2πLei, t) = u(x, t) (here ei, i = 1, 2 is the canonical basis of
R
2). We take time independent f : [−πL, πL]2 → R2 that is divergence-free
∇ · f = 0, periodic of the same period 2πL, f(x ± 2πLei) = f(x), and an
eigenfunction of the Stokes operator, which in the case of divergence-free
periodic function is just the Laplacian on each component, −∆f = λf . We
refer to such forcing as “Kolmogorov forcing”. We choose to measure lengths
in units of L, and because the force plays an important role and has units of
[f ] = length× time−2, we measure time in units of T =
√
L
F
where F is the
RMS force, F 2 = (2πL)−2
´
|xi|≤πL, i=1,2
|f(x)|2dx. Rescaling, i.e considering
u = L
T
u˜( x
L
, t
T
), f = F f˜( x
L
), p = L
2
T 2
p˜( x
L
, t
T
) and ν = L
2
T
ν˜, and dropping
tildes, we have thus
(1) ∂tu− ν∆u+ u · ∇u+∇p = f, ∇ · u = 0
with u : [−π, π]2 × [0,∞) → R2, f : [−π, π]2 → R2 of period 2π, with
normalized L2 norm equal to 1, and ν nondimensional, in fact the inverse
Reynolds number. We still have ∇ · f = 0 and
(2) −∆f = λf
with the nondimensional (new) λ equal to the dimensional (old) λ multiplied
by L2. The Fourier series representation of u is
(3) u(x, t) =
∑
j∈Z2
û(j, t)eij·x
with û : Z2 × [0,∞) → C2. Without loss of generality the average of u
vanishes, û(0, t) = 0. Because ∇ · u = 0 and we are in two dimensions,
without loss of generality
(4) û(j, t) = uj(t)
j⊥
|j|
where j⊥ = (−j2, j1)∗ and v∗ is the transpose. Now uj(t) is a scalar complex
valued function of time, and the requirement that u be real valued implies
the requirement that uj = −u−j (from û(j) = û(−j)). We note that the
stream function, defined by the relation u = ∇⊥ψ
ψ(x, t) =
∑
j∈Z2
ψ̂(j, t)eij·x,
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has Fourier coefficients
ψ̂(j, t) = −i|j|−1uj ,
or, in other words uj = i|j|ψ̂(j). If u is divergence-free, it does not necessar-
ily follow that u ·∇u is divergence-free as well. The projector on divergence-
free functions is computed for 2D Fourier series
v(x) =
∑
j∈Z2\{0}
v̂(j)eij·x
as
Pv(x) =
∑
j∈Z2\{0}
Pj v̂(j)e
ij·x
with
Pjv =
(
v · j
⊥
|j|
)
j⊥
|j| .
The Stokes operator, denoted A, is
(5) A = −P∆
and the projection of the bilinear term is
(6) B(u, v) = P(u · ∇v).
Using our convention that mean-free, divergence-free vectors are written as
v(x) =
∑
j∈Z2\{0}
vj
j⊥
|j| e
ij·x
with vj complex scalars, we obtain for divergence-free u and v,
(7) [B(u, v)]l = i
∑
j+k=l, j,k,l 6=0
ujvk
(
j⊥
|j| · k
)(
k⊥
|k| ·
l⊥
|l|
)
.
In particular
(8) [B(u, u)]l = i
∑
j+k=l, j,k,l 6=0
ujuk
(
j⊥ · k
)
(k · l) 1|j||k||l|
and because of the antisymmetry of ujuk
(
j⊥ · k) 1|j||k| in j, k at fixed l, we
have
(9) [B(u, u)]l =
i
2
∑
j+k=l, j,k,l 6=0
ujuk
(
j⊥ · k
) (|k|2 − |j|2) 1|j||k||l|
This shows that the only contributions to B(u, u) come from distinct energy
shells , i.e. |j| 6= |k|. In particular, any function whose Fourier support is on
a single energy shell, solves B(u, u) = 0. This is the case for eigenfunctions
of the Stokes operator. In terms of the vorticity, if u = ∇⊥ψ and ∆ψ = λψ,
it follows that u · ∇ω = 0 because the vorticity ω = ∇⊥ · u is given by
ω = ∆ψ. The 2D incompressible unforced Euler equation can be written in
vorticity formulation as
∂tω + u · ∇ω = 0
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and therefore, if ∆ψ = λψ, we obtain time independent solutions of the
Euler equations. Another way of seeing that eigenfunctions of the Stokes
operator are steady solutions of unforced Euler equations is via the identity
(10) AB(u, u) = B(u,Au)−B(Au, u).
This is proven by observing that for 2D divergence-free vectors u,
∆(u · ∇ui)− u · ∇∆ui +∆u · ∇ui = 2∂k((det∇u)δik).
Thus, if Au = λu then B(u, u) = 0, because A is invertible. In partic-
ular, if Af = λf then the time-independent u = uf given by uf =
1
νλ
f
solves the Navier-Stokes equation (1). Let us consider now solutions u(t) of
the initial value problem (1) with divergence-free smooth initial data (it is
enough to consider H1 initial data). These are unique, exist for all time,
become instantly infinitely smooth, and converge in time to a compact, fi-
nite dimensional attractor [15]. The attractor contains uf and its unstable
manifold. In particular, it follows that the largest norm of functions in the
attractor (any norm) diverges with ν. If the diameter of the attractor would
be bounded, then ǫ would diverge as ν → 0, for any space time average on
trajectories.
Let us remark that if we fix smooth, divergence-free initial data u0 ∈ Hs,
s > 2 then
lim
ν→0
S(ν)(t, u0) = S
E(t, u0)
holds where S(0)(t, u0) is the unique global solution of
(11) ∂tu+B(u, u) = f
with initial data u0. The convergence is in C([0, T ],H
s′), s′ < s, for any T .
This follows from the global existence of smooth solutions of the forced Euler
equations and from convergence as long as these solutions are smooth [2,
10, 67]. This result does not need f to be an eigenfunction of the Stokes
operator, only to be smooth enough. The long time behavior of S(0)(t, u0)
and that of S(ν)(t, u0) for small ν can be very different. In fact, if f = 0,
the behavior is different, because the inviscid solution conserves the initial
energy, while the viscous solution converges to zero.
Let us consider now Kolmogorov forcing and any family of steady solutions
u(ν) of the forced Navier-Stokes equations
(12) νAu(ν) +B(u(ν), u(ν)) = f.
Taking the scalar product with u(ν) and then with Au(ν), we have
ν‖u(ν)‖2H1 = (f, u(ν))L2
and
ν‖Au(ν)‖2L2 = λ(f, u(ν))L2
where we used the notation (f, u)L2 =
1
(2π)2
´
[−π,π]2(f ·u)dx and the facts that
‖u‖2
H1
= (u,Au)L2 , Af = λf , (B(u, u), u)L2 = 0, and (B(u, u), Au)L2 = 0.
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Subtracting we have
(13) ‖Au(ν)‖2L2 = λ‖u(ν)‖2L2 .
Using the straightforward inequality
‖u‖2
H1
‖u‖2
L2
≤ ‖Au‖
2
L2
‖u‖2
H1
and assumimg that the family is uniformly bounded in L2:
(14) ‖u(ν)‖2L2 ≤ E,
it follows that
(15) ‖Au(ν)‖2L2 = λ‖u(ν)‖2H1 ≤ λ2E.
Now we can pass to a convergent subsequence, first weakly convergent in
L2, but because of compact embedding of H1, strongly in L2, and by the
same argument, weakly in H2 and strongly in H1. There is therefore enough
control to show that the limit u(0) is a steady solution of the forced Euler
equations,
(16) B(u(0), u(0)) = f.
Similarly, for time dependent solutions of (1), u(t) = S(ν)(t, u0), we bound
the difference ‖u‖2
H1
− λ‖u‖2
L2
. Indeed, the evolution of the L2 and H1
norms are given by
(17)
d
2dt
‖u‖2L2 + ν‖u‖2H1 = (f, u)L2
and
(18)
d
2dt
‖u‖2H1 + ν‖Au‖2L2 = λ(f, u)L2
and subtracting we have
(19)
d
2dt
[‖u‖2H1 − λ‖u‖2L2]+ ν [‖Au‖2L2 − λ‖u‖2H1] = 0.
Let us denote
(20) δ(t) = ‖u‖2H1 − λ‖u‖2L2
and
(21) µ(t) =
‖u‖2
H1
‖u‖2
L2
.
Let us observe that
µ(t) ≥ λ1 = 1
where λ1 is the smallest eigenvalue of A, and that
‖Au‖2L2 − µ2‖u‖2L2 = ‖u‖2L2
∥∥∥∥(A− µ) u‖u‖L2
∥∥∥∥2
L2
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Adding and subtracting ν‖u‖2
L2
µ2, (19) becomes
(22)
d
2dt
δ(t) + ν‖u‖2L2
∥∥∥∥(A− µ) u‖u‖L2
∥∥∥∥2
L2
+ νµ(t)δ(t) = 0.
In particular
(23)
d
dt
δ + 2νµδ ≤ 0
and therefore
(24) δ(t) ≤ δ(0)e−2ν
´ t
0
µ(s)ds.
Note that if δ(0) ≤ 0 then this implies that δ(t) ≤ 0 for all t. If δ(0) > 0
then the right hand side of (24) decays fast to zero. In either case (24) shows
that δ(t) is bounded on solutions,
δ(t) ≤ δ+(0) = max{0, δ(0)}.
This implies an automatic viscosity independent and time independent bound
on ‖u‖H1 given a viscosity independent and time independent bound on
‖u‖L2 . Let us assume that
(25) sup
ν>0,t≥0
‖S(ν)(t, u0)‖2L2 ≤ E.
Then, we have that
(26) sup
ν>0,t≥0
‖S(ν)(t, u0)‖2H1 ≤ λE + δ+(0).
Let us assume now that the solutions S(ν)(t, u0) have the property that
‖Sν(t, u0)− u(ν)‖L2 ≤ γ
for t ≥ T , for fixed γ. Then, by passing to the limit, (on a subsequence for
u(ν)) at each fixed t ≥ T , we obtain that
‖S(0)(t, u0)− u(0)‖L2 ≤ γ
for all t ≥ T . If γ → 0 as T → ∞ we obtain convergence in time of
S(0)(t, u0) to a solution of the steady forced Euler equations. The same
thing will happen in higher norms, under the corresponding assumptions.
It is relatively easy to construct Kolmogorov forces f such that the forced,
time independent Euler equation
B(u, u) = f
has solutions. It is enough to take two eigenfunctions u1 and u2 correspond-
ing to distinct eigenvalues of the Stokes operator,
Aui = aiui, i = 1, 2,
with a1 < a2 and with orthogonal spectral support, i.e. j ⊥ k if û1(j) 6= 0,
û2(k) 6= 0. After rotation of axes, this means u1 is a function of one variable
and u2 a function of the orthogonal variable, e.g.
ui = ∇⊥ψi
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with
ψi = αi sin(kix1) + βi cos(kixi), i = 1, 2
a1 = k
2
1 < a2 = k
2
2 . Set u = u1 + u2 Then f = B(u, u) is an eigenfunction
of the Stokes operator with eigenvalue λ = a1 + a2. In general f 6= 0.
3. Forced, Viscous Critical SQG
We consider the equation
(27) ∂tθ + u · ∇θ + γDθ − ν∆θ = f
for a scalar valued θ : R2 × [0,∞)→ R. Here
(28) u = R⊥θ
with R⊥ = (−R2, R1), and R = ∇(−∆)− 12 the Riesz transforms. The
damping operator D is given by
(29) D = Λ+ 1
with Λ = (−∆) 12 . The coefficient γ > 0 is fixed throughout the work
and the coefficient ν > 0 is a parameter that we will let vary. The force
f ∈ L1(R2) ∩ L∞(R2) is fixed and time independent. We recall here that Λ
is defined at the Fourier transform level by
Λ̂φ(ξ) = |ξ|φ̂(ξ)
where
φ̂(ξ) =
ˆ
R2
e−ix·ξφ(x)dx
and also
Λφ(x) = cP.V.
ˆ
R2
φ(x)− φ(y)
|x− y|3 dy
for an appropriate constant c and smooth enough φ. We will use also the
pointwise identity [24, 12]
(30) 2φ(x) · Λφ(x) = Λ(|φ|2)(x) +D[φ](x)
with
(31) D[φ](x) = c
ˆ
R2
(φ(x)− φ(y))2
|x− y|3 dy.
Proposition 1. Let ν > 0, f ∈ L1(R2) ∩ L∞(R2), θ0 ∈ L1(R2) ∩ L∞(R2).
The solution θ(x, t) = S(ν)(t, θ0) of (27) exists for all time, is unique, satis-
fies the energy equation
(32)
d
2dt
‖θ‖2L2(R2) + γ‖θ‖2
H
1
2 (R2)
+ ν‖∇θ‖2L2(R2) = (f, θ)L2(R2)
and the bounds
(33) ‖θ(·, t)‖Lp(R2) ≤ e−γt
{
‖θ0‖Lp(R2) −
1
γ
‖f‖Lp(R2)
}
+
1
γ
‖f‖Lp(R2)
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for 1 ≤ p ≤ ∞. Moreover the positive semi-orbit
O+(θ0) = {θ = θ(·, t) | t ≥ 0} ⊂ L2(R2)
is uniformly integrable: for every ǫ > 0, there exists R > 0 such that
(34)
ˆ
|x|≥R
|θ(x, t)|2dx ≤ ǫ
holds for all t ≥ 0.
We used the notation
(f, g)L2(R2) =
ˆ
R2
f(x)g(x)dx
and we note that
‖θ‖2
H
1
2 (R2)
= (Dθ, θ)L2(R2).
The proof of existence, uniqueness and regularity follows along well estab-
lished lines and will not be presented here. The bounds (33) follow from
the maximum principles and nonlocal calculus identities of which (30) is the
quadratic example [24] and which imply thatˆ
R2
φp−1Λφdx ≥ 0
if p is even or if φ is nonnegative. The uniform integrability property (or
“no-travel” property [19]) is proved here below. We consider the function
YR(t) =
ˆ
R2
χ
( x
R
)
θ2(x, t)dx
where χ is a nonnegative smooth function supported in {x ∈ R2 | |x| ≥ 12}
and identically equal to 1 for |x| ≥ 1. We take (27), multiply by 2χ( x
R
)θ(x)
and integrate. The more challenging term we encounter is
2γ
ˆ
R2
(Λθ(x))χ
( x
R
)
θ(x, t)dx.
Using (30) we have
2γ
´
R2
(Λθ(x))χ
(
x
R
)
θ(x, t)dx
≥ γ ´
R2
Λ(θ(x)2)
(
1− (1− χ ( x
R
)))
dx
= −γ ´
R2
(θ(x)2)Λ
(
1− χ ( x
R
))
dx
where Λ(1− χ) is well defined because 1− χ ∈ C∞0 . Moreover 1− χ
(
x
R
)
=
φ
(
x
R
)
and therefore, in view of the fact that Λ(φ( x
R
)) = 1
R
(Λφ)( x
R
) and
|Λφ(x)| ≤ C,
2γ
ˆ
R2
(Λθ(x))χ
( x
R
)
θ(x, t)dx ≥ −Cγ
R
‖θ(·, t)‖2L2(R2)
The contribution of the nonlinear term u · ∇θ is bounded by integrating by
parts and using
‖u‖L3(R2) ≤ C‖θ‖L3(R2).
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The contribution of the forcing term is bounded by
2
∣∣∣∣ˆ
R2
fχθdx
∣∣∣∣ ≤ C‖θ(·, t)‖L2(R2)
√ˆ
|x|≥R
2
|f(x)|2dx
We obtain
d
dt
YR(t) + 2γYR(t)
≤ C
R
[
‖θ(·, t)‖3
L3(R2) + γ‖θ(·, t)‖2L2(R2)
]
+ Cν
R2
‖θ(·, t)‖2
L2(R2)
+C‖θ(·, t)‖L2(R2)
√´
|x|≥R
2
|f(x)|2dx.
Because of (33) and the fact that f2 is integrable, the right hand side is as
small as we wish, unfiormly in time, provided R is chosen large enough. The
choice of R depends only on γ, f and on norms of θ0 in L
2 and L3, and can
be made uniformly in ν for bounded ν, although we do not need this. Once
we chose R so that the right-hand side is less than γǫ we have the inequality
YR(t) ≤ e−2γtYR(0) + ǫ
2
and the uniform integrability follows from the fact that YR(0) is small for
large R.
4. Stationary Statistical Solutions
We introduce first the notion of stationary statistical solution for forced
viscous SQG, in the spirit of [51, 52] and [19]
Definition 1. A stationary statistical solution of (27) is a Borel probability
measure µ(ν) on L2(R2) such that
((a))
ˆ
L2(R2)
‖θ‖2H1dµ(ν)(θ) <∞
((b))
ˆ
L2(R2)
(N (ν)(θ),Ψ′(θ))L2(R2)dµ
(ν)(θ) = 0
for all Ψ ∈ T , and
((c))
ˆ
E1≤‖θ‖
H
1
2
≤E2
(
γ‖θ‖2
H
1
2
+ ν‖∇θ‖2L2(R2) − (f, θ)L2(R2)
)
dµ(ν)(θ) ≤ 0
for all E1 ≤ E2.
Here
(35) N (ν)(θ) = R⊥θ · ∇θ + γDθ − ν∆θ − f
and the class of cylindrical test functions T is defined by
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Definition 2. Ψ ∈ T if there exist N , w1, . . . , wN ∈ C∞0 (R2), ǫ ≥ 0 and
ψ : RN → R, smooth, such that
Ψ(θ) = ψ((Jǫ(θ), w1)L2(R2), . . . , (Jǫ(θ), wN )L2(R2))
with Jǫ a standard mollifier, i.e. convolution with ǫ
−2j(x
ǫ
), j ∈ C∞0 (R2),
j ≥ 0, j(−x) = j(x), ´
R2
j(x)dx = 1, if ǫ > 0, and Jǫ = I if ǫ = 0.
We note that the test functions are locally bounded and sequentially
weakly continuous in L2(R2). We remind the elementary but important
fact that weak continuity of real valued functions implies strong continuity,
but in general continuity does not imply weak continuity. We identify Ψ′(θ)
as an element of L2(R2) defined by
(36) (φ,Ψ′(θ))L2(R2) =
N∑
k=1
(
∂ψ
∂yk
(y(θ))
)
(Jǫ(φ), wk)L2(R2)
with
(37) y(θ) =
(
(Jǫ(θ), w1)L2(R2), . . . , (Jǫ(θ), wN )L2(R2)
)
,
that is
(38) Ψ′(θ)(x) =
N∑
k=1
(
∂ψ
∂yk
(y(θ))
)
(Jǫwk)(x).
We extend the definition (36) to more general φ: this is the sense in which
(N (ν)(θ),Ψ′(θ))L2(R2) is computed,
(39) (N (ν)(θ),Ψ′(θ))L2(R2) = F1(θ) + νF2(θ) + F3(θ)
with
(40) F1(θ) = γ(θ,DΨ′(θ))L2(R2) − (f,Ψ′(θ))L2(R2),
(41) F2(θ) = (θ, (−∆)Ψ′(θ))L2(R2)
and
(42) F3(θ) = −(θR⊥θ,∇Ψ′(θ))L2(R2).
Let us note that the Borel σ-algebra associated to the strong topology in
L2(R2) is the same as the Borel σ algebra associated to the weak topology
because any open ball is a countable union of closed balls, which are con-
vex, hence weakly closed. The function θ 7→ ‖θ‖2
H1(R2) is a Borel measurable
function in L2(R2) because it is everywhere the limit of a sequence of contin-
uous functions θ 7→ ‖Jǫθ‖2H1(R2). The same of course applies to ‖θ‖2
H
1
2 (R2)
.
Therefore conditions (a) and (c) in Definition 1 make mathematical sense.
Moreover, condition (c) implies that µ(ν) is supported in the ball
(43) ‖θ‖
H
1
2 (R2)
≤ 1
γ
‖f‖L2(R2)
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as it is easily seen by taking E1 ≥ γ−1‖f‖L2(R2). The integrand in condition
(b) is locally bounded and weakly continuous:
Lemma 1. For any fixed Ψ ∈ T the maps
θ 7→ Fi(θ)
i = 1, 2, 3 are locally bounded in L2(R2) and weakly continuous in L2(R2)
on bounded sets of L2(R2) ∩ Lp(R2), 1 ≤ p < 2. In particular
θ 7→ (N (ν)(θ),Ψ′(θ))L2(R2)
is locally bounded and weakly continuous on bounded sets of L2(R2)∩Lp(R2),
1 ≤ p < 2.
After inspection of the definitions (40, 41, 42) it is clear that the only
nontrivial statement is about F3. It is only for F3 also that we need the
bound in Lp(R2) for p < 2. If θn is weakly converging to θ in L
2(R2), then
the vectors y(θn) defined in (37) converge to the vector y(θ) and because
the sequence θn is bounded in L
2(R2), it follows that y(θn) belong to a fixed
compact set in RN . The functions ∂ψ
∂yk
are continuous, so all we need to
check is the convergence
(θnR
⊥θn,∇Jǫwk)L2(R2) → (θR⊥θ,∇Jǫwk)L2(R2).
In order to do this we make use of the assumed bound
sup
n
‖θn‖Lp(R2) ≤ Ap.
We note first that θ, the weak limit in L2(R2), also obeys
‖θ‖Lp(R2) ≤ Ap.
This follows by essentially restricting θp−1 (or sign θ if p = 1) on large com-
pacts, integrating against θn, passing to the limit in n and then letting the
compacts grow to the whole space. The weak continuity of the nonlinearity
in SQG is proved using the representation [71]
(44) (θR⊥θ,∇φ)L2(R2) =
1
2
ˆ
R2
(Λ−1θ)(x) [Λ,∇φ] (R⊥(θ)(x)dx
for smooth compactly supported φ, with [Λ, a]b = Λ(ab)− aΛb, the commu-
tator of the operators Λ and of multiplication by a. In our case φ = Jǫwk.
In order to make sense of the terms in (44) let us recall that the Riesz
potential is given by [75]
Λ−1θ(x) = c
ˆ
R2
θ(x− y)
|y| dy
for an appropriate constant c. If θ ∈ Lp(R2)∩L2(R2) then Λ−1θ ∈ L2(R2)+
L∞(R2). Indeed,
sup
x
∣∣∣∣∣
ˆ
|y|≥1
1
|y|θ(x− y)dy
∣∣∣∣∣ ≤ C‖θ‖Lp(R2)
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because |y|−1 ∈ Lq(|y| ≥ 1), q > 2, q−1 + p−1 = 1, and∥∥∥∥∥
ˆ
|y|≤1
1
|y|θ(x− y)dz
∥∥∥∥∥
L2(dx)
≤ C‖θ‖L2(R2)
as it is easily seen by duality or by Fourier transform. Then, we note that
Λ(ab)(x)− a(x)Λb(x) = cP.V.
ˆ
R2
b(y)
a(x) − a(y)
|x− y|3 dy
and therefore, if a is compactly supported in a ball of radius L and if |x| ≥
2L, then, pointwise
|Λ(ab)(x) − a(x)Λb(x)| ≤ C|x|−3‖a‖L2(R2)‖b‖L2(R2).
Thus, if L is the radius of a ball in R2 containing the support of φ = Jǫwk
and we denote
Cφ(θ)(x) = [Λ,∇φ] ·R⊥θ
we have, for ρ ≥ 2L,∣∣∣∣∣
ˆ
|x|≥ρ
(Λ−1θ)(x)Cφ(θ)(x)dx
∣∣∣∣∣ ≤ Cρ−1‖θ‖Lp(R2)‖θ‖L2(R2) + Cρ−2‖θ‖2L2(R2)
We have thus ∣∣∣∣∣
ˆ
|x|≥ρ
(Λ−1θn)(x)Cφ(θn)(x)dx
∣∣∣∣∣ ≤ ǫ
uniformly for all n and also for θ, provided ρ is large enough so that ρ ≥ 2L
and
Cρ−1ApA2 +Cρ
−2A22 ≤ ǫ
where A2 is the bound on ‖θn‖L2(R2). It is well-known and easy to show
that
θ 7→ Cφ(θ) = [Λ,∇φ]R⊥θ
is a bounded linear operator in L2(R2) for fixed φ ∈ C∞0 (R2). Thus,∣∣∣∣∣
ˆ
|x|≤ρ
(Λ−1θ)(x)Cφ(θ)(x)dx
∣∣∣∣∣ ≤ C‖Λ−1θ‖L2(B(0,ρ))‖θ‖L2(R2)
The proof of the identity (44) is best explained by denoting ψ = Λ−1θ and
u = R⊥θ = ∇⊥ψ. Then we have
(θR⊥θ,∇φ)L2(R2) =
´
R2
(Λψ)(u · ∇φ)dx
=
´
R2
ψ ([Λ,∇φ] · u) dx+ ´
R2
ψ∇φ · Λudx
=
´
R2
ψ ([Λ,∇φ] · u) dx+ ´
R2
ψ∇φ · ∇⊥θdx
=
´
R2
ψ ([Λ,∇φ] · u) dx− (θR⊥θ,∇φ)L2(R2).
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In order to obtain the last term we integrated by parts and used∇⊥ ·∇φ = 0.
Now the weak continuity follows by writing´
R2
(Λ−1θn)(x)Cφ(θn)(x)dx−
´
R2
(Λ−1θ)(x)Cφθ(x)dx =´
B(0,ρ)(Λ
−1(θn − θ))(x)Cφ(θn)(x)dx+
´
B(0,ρ)(Λ
−1θ)(x)Cφ(θn − θ)(x)dx
+
´
|x|≥ρ(Λ
−1θn)(x)Cφ(θn)(x)dx −
´
|x|≥ρ(Λ
−1θ)(x)Cφθ(x)dx.
We pick ǫ > 0 and fix it. We choose ρ > 0 large enough so that the last two
terms are less than ǫ each. We fix ρ. The function (Λ−1θ)χB(0,ρ) is a fixed
function in L2(R2) (here χB(0,ρ) is the characteristic function), and, because
Cφ is a bounded linear operator in L
2(R2) the sequence Cφ(θn−θ) converges
weakly to zero in L2(R2). Thus, letting n → ∞ the ante-penultimate term
converges to zero. Finally, for the first term∣∣∣∣∣
ˆ
B(0,ρ)
(Λ−1(θn − θ))(x)Cφ(θn)(x)dx
∣∣∣∣∣ ≤ CA2‖Λ−1(θn − θ)‖L2(B(0,ρ))
and this converges to zero because θn−θ converges weakly to zero in L2(R2)
and is bounded in Lp(R2), p < 2. Indeed, by the previous considerations
about Λ−1, for χ ∈ C∞0 (R2) we have that χΛ−1(θn−θ) is bounded inH1(R2)
and converges weakly to 0 in L2(R2). Thus Λ−1(θn − θ) converges strongly
to zero in L2(B(0, ρ)) implying that the first term converges to zero. We
conclude that the limit difference is in absolute value less than 2ǫ and ǫ is
arbitrary.
Definition 3. A stationary statistical solution of the forced critical SQG
equation
(45) ∂tθ +R
⊥θ · ∇θ + γDθ = f
is a Borel probability measure µ on L2(R2) such that
(46)
ˆ
L2(R2)
‖θ‖2
H
1
2 (R2)
dµ(θ) <∞,
and the equation
(47)
ˆ
L2(R2)
(N(θ),Ψ′(θ))L2(R2)dµ(θ) = 0
holds for all cylindrical test functions Ψ ∈ T , where
(48) N(θ) = R⊥θ · ∇θ + γDθ − f.
We say that the stationary statistical solution satisfies the energy dissipation
balance if
(49)
ˆ
L2(R2)
{
γ‖θ‖2
H
1
2 (R2)
− (f, θ)L2(R2)
}
dµ(θ) = 0.
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Theorem 1. Let µ(ν) be a sequence of stationary statistical solutions of the
viscous forced critical SQG equation (27) with f ∈ L1(R2) ∩ L2(R2), with
ν → 0. Assume that there exists 1 ≤ p < 2 and Ap such that the supports of
the measures µ(ν) are included in
(50) Bp =
{
θ ∈ Lp(R2) ∩ L2(R2) | ‖θ‖Lp(R2) ≤ Ap
}
.
Then there exists a subsequence, denoted also µ(ν) and a stationary statistical
solution µ of the forced critical SQG equation (45) such that
(51) lim
ν→0
ˆ
L2(R2)
Φ(θ)dµ(ν)(θ) =
ˆ
L2(R2)
Φ(θ)dµ(θ)
holds for all weakly continuous, locally bounded real valued functions Φ.
As we saw in (43) the support of the measures µ(ν) is included in
(52) B =
{
θ ∈ H 12 (R2) | ‖θ‖
H
1
2 (R2)
≤ ‖f‖L2(R2)
γ
}
.
The set Ap = B ∩ Bp is weakly closed in L2(R2) and it is a separable
metrizable compact space with the weak L2(R2) topology. By Prokhorov’s
theorem the sequence µ(ν) is tight and therefore has a weakly convergent
subsequence. The limit µ is a Borel probability on Ap. The extension of µ
to L2(R2), denoted again by µ and given by µ(X) = µ(X ∩ Ap) is a Borel
measure because Ap is weakly closed. The measure µ satisfies (46) because
it is supported in B. The equation (47) is satisfied because we may pass to
the limit in (2) of Definition 1 in view of Lemma 1.
5. Inviscid Limit and Energy Dissipation Balance
In this section we prove
Theorem 2. Let µ(ν) be a sequence ν → 0 of stationary statistical solutions
of the forced viscous SQG equation (27) supported in
(53)
A =
{
θ | ‖θ‖Lp(R2) ≤ Ap, ‖θ‖L∞(R2) ≤ A∞, ‖θ‖
H
1
2 (R2)
≤ ‖f‖L2(R2)
γ
}
.
Let µ be any weak limit of µ(ν) in L2(R2). Then µ is a stationary statistical
solution of the forced critical SQG equation (45) that satisfies the energy
dissipation balance (49).
In fact, by Theorem 1, we know that any weak limit is a stationary sta-
tistical solution of the forced critical SQG equation. We check that it is
supported on A. The set A is weakly closed in L2(R2), and because its
complement U is weakly open and
µ(U) ≤ lim inf
ν→0
µ(ν)(U) = 0
it follows that µ is supported in the set A. The rest of the proof is done by
showing that (47) and the fact that µ is supported in A imply (49).
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We take a sequence wj ∈ C∞0 (R2) that is an orthonormal basis of L2(R2).
We fix ǫ > 0 and consider the sequence of test functions
Ψm(θ) =
1
2
m∑
k=1
(Jǫ(θ), wj)
2
L2(R2)
i.e. we take ψ(y) = 12
∑m
k=1 y
2
k in Definition 2. We note that
(N(θ),Ψ′m(θ))L2(R2) =
m∑
k=1
(Jǫ(θ), wj)L2(R2)(Jǫ(N(θ)), wj)L2(R2).
This is uniformly bounded in m because∣∣(N(θ),Ψ′m(θ))L2(R2)∣∣ ≤ ‖Jǫθ‖L2(R2)‖JǫN(θ)‖L2(R2).
On A, the right hand side is bounded uniformly in θ∣∣(N(θ),Ψ′m(θ))L2(R2)∣∣ ≤ A2((2 + ǫ− 12 )‖f‖L2(R2) + ǫ−1A2A∞)
and, by Parseval, it converges to (Jǫ(θ), Jǫ(N(θ)))L2(R2) pointwise, as m→
∞. So, we deduce from (47) and the Lebesgue dominated convergence the-
orem that ˆ
L2(R2)
(Jǫ(θ), Jǫ(N(θ)))L2(R2)dµ(θ) = 0
for any ǫ > 0. This can be written as
(54) Iǫ +Kǫ = 0
where the two terms are
(55) Iǫ =
ˆ
L2(R2)
(Jǫ(θ), Jǫ(γDθ − f))L2(R2)dµ(θ)
and
(56) Kǫ =
ˆ
L2(R2)
(Jǫ(θ), Jǫ((R
⊥θ) · ∇θ))L2(R2)dµ(θ).
Now
(Jǫ(θ), Jǫ(u) · ∇Jǫ(θ))L2(R2) = 0
in view of the incompressibility of u = R⊥θ, so
(57) Kǫ =
ˆ
L2(R2)
(Jǫ(θ),∇ · ρǫ(u, θ))L2(R2)dµ(θ).
where
(58) ρǫ(u, θ) = Jǫ(uθ)− (Jǫ(u))(Jǫ(θ)).
We show that limǫ→0Kǫ = 0. We use the identity [14]
ρǫ(u, θ) = rǫ(u, θ)− (u− Jǫ(u))(θ − Jǫ(θ))
with
rǫ(u, θ)(x) =
ˆ
R2
j(z)(δǫz(u)(x))(δǫz(θ)(x))dz,
δz(u)(x) = u(x− ǫz)− u(x)
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and
δǫz(θ)(x) = θ(x− ǫz)− θ(x).
Clearly also
(Jǫu− u)(Jǫθ − θ) =
ˆ
R4
j(z1)j(z2)(δǫz1u)(δǫz2θ)dz1dz2.
The inequality
(59) ‖δǫzθ‖2L4(R2) ≤ C(ǫ|z|)
1
2 ‖θ‖L∞(R2)‖θ‖
H
1
2 (R2)
.
and its consequence (because of the boundeness of R⊥ in L4(R2))
(60) ‖δǫzR⊥θ‖2L4(R2) ≤ C(ǫ|z|)
1
2 ‖θ‖L∞(R2)‖θ‖
H
1
2 (R2)
follow from the elementary inequality
(61) ‖δǫzθ‖L2(R2) ≤ C(ǫ|z|)
1
2 ‖θ‖
H
1
2 (R2)
which is proved by Fourier transform. Consequently,
(62)
‖ρǫ(R⊥θ1, θ2)‖L2(R2) ≤ Cǫ
1
2 ‖θ1‖
1
2
L∞(R2)
‖θ2‖
1
2
L∞(R2)
‖θ1‖
1
2
H
1
2 (R2)
‖θ2‖
1
2
H
1
2 (R2)
.
The integrand in Kǫ is bounded
(63)
∣∣(∇Jǫ(θ), ρǫ(u, θ))L2(R2)∣∣ ≤ C‖θ‖L∞(R2)‖θ‖2
H
1
2 (R2)
and converges to 0 as ǫ → 0, for fixed θ ∈ H 12 (R2) ∩ L∞(R2). Indeed, the
trilinear map
(θ1, θ2, θ3) 7→ (∇Jǫ(θ1), ρǫ(R⊥θ1, θ2))L2(R2)
is separately continuous from H
1
2 (R2) to R uniformly on A and uniformly
in ǫ. This can be seen from the expression
(∇Jǫ(θ3), ρǫ(R⊥θ1, θ2))L2(R2) = −
1
ǫ
ˆ
∇zj(z)(δǫzθ3, ρǫ(R⊥θ1, θ2))L2(R2)dz
and the bound obtained from (61) and (62)
(64)
∣∣(∇Jǫ(θ3), ρǫ(R⊥θ1, θ2))L2(R2)∣∣
≤ C‖θ3‖
H
1
2 (R2)
‖θ1‖
1
2
L∞(R2)
‖θ2‖
1
2
L∞(R2)
‖θ1‖
1
2
H
1
2 (R2)
‖θ2‖
1
2
H
1
2 (R2)
.
This explains (63) and also shows the pointwise vanishing of the integrand in
Kǫ as ǫ→ 0: the integrand in (57) obviosly tends to zero for smooth θ, and
θ in A can be approximated in the norm of H
1
2 (R2) by smooth functions.
Therefore, from the Lebegue dominated convergence theorem
lim
ǫ→0
Kǫ = 0.
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It remains to consider the limit of Iǫ, but this is quite straightforward,
lim
ǫ→0
Iǫ =
ˆ
L2(R2)
(γ‖θ‖2
H
1
2 (R2)
− (θ, f)L2(R2))dµ(θ)
and thus the proof is complete.
6. Long Time Averages
In this section we consider long time averages of solutions and the sta-
tionary statistical solutions they generate. We start by recalling the concept
of generalized (Banach) limit:
Definition 4. A generalized limit (Banach limit) is a bounded linear func-
tional
Limt→∞ : BC([0,∞))→ R
such that
1. Limt→∞(g) ≥ 0, ∀g ∈ BC([0,∞)), g ≥ 0.
2. Limt→∞(g) = limt→∞ g(t) whenever the usual limit exists.
The space BC([0,∞)) is the Banach space of all bounded continuous real
valued functions defined on [0,∞) endowed with the sup norm. It can be
shown that the generalized limit always saitisfies
lim inf
t→∞
g(t) ≤ Limt→∞(g) ≤ lim sup
t→∞
g
for all g ∈ BC([0,∞)). Moreover, given a fixed g0 ∈ BC([0,∞)) and a
sequence tj →∞ for which limj→∞ g0(tj) = l exists, a generalized limit can
be found which satisfies Limt→∞(g0) = l. This implies that one can choose
a generalized limit that obeys Limt→∞(g0) = lim supt→∞ g0(t). With this
language at our disposal, we now state the result about long time averages
of viscous forced critical SQG.
Theorem 3. Let f ∈ L1(R2) ∩ L∞(R2) and θ0 ∈ L1(R2) ∩ L∞(R2). Let
Limt→∞ be a Banach limit. Then the map
(65) Φ 7→ Limt→∞ 1
t
ˆ t
0
Φ(S(ν)(s, θ0))ds
for Φ ∈ C(L2(R2)) (strongly continuous, real valued) defines a a stationary
statistical solution µ(ν) of the viscous forced SQG equation (27):
(66)
ˆ
L2(R2)
Φ(θ)dµ(ν)(θ) = Limt→∞
1
t
ˆ t
0
Φ(S(ν)(s, θ0))ds.
The measure is supported in the set
(67) A =
{
θ | ‖θ‖
H
1
2 (R2)
≤ ‖f‖L2(R2)
γ
, ‖θ‖Lp(R2) ≤ Ap, 1 ≤ p ≤ ∞
}
with
Ap = ‖θ0‖Lp(R2) +
‖f‖Lp(R2)
γ
, 1 ≤ p ≤ ∞.
ABSENCE OF ANOMALOUS DISSIPATION 21
The inequality
(68)
ˆ
L2(R2)
[
ν‖∇θ‖2L2(R2) + γ‖θ‖2
H
1
2 (R2)
− (f, θ)L2(R2)
]
dµ(ν)(θ) ≤ 0
holds.
The positive semiorbit
O+(θ0) = {θ | ∃s ≥ 0, θ = S(ν)(s, θ0)}
is relatively compact in L2(R2) because it is bounded in H1(R2) and uni-
formly integrable by Proposition 1, (34). For any Φ ∈ C
(
O+(θ0)
)
the func-
tion s 7→ 1
t
´ t
0 Φ(S
(ν)(s, θ0))ds is a bounded continuous function on [0,∞)
so we may apply Limt→∞ to it. (Of course, C(L
2(R2)) ⊂ C
(
O+(t0, θ0)
)
.)
The map
Φ 7→ Limt→∞ 1
t
ˆ t
0
Φ(S(ν)(s, θ0))ds
is a positive functional on C
(
O+(θ0)
)
. Because of the Riesz representation
theorem on compact spaces, it follows that there exists a Borel measure
representing it, i.e. (66) holds. The measure is supported on O+(θ0). We
take a test function Ψ ∈ T . Thenˆ
L2(R2)
(N (ν)(θ),Ψ′(θ))L2(R2)dµ
(ν)(θ) = Limt→∞
1
t
ˆ t
0
d
ds
Ψ(S(ν)(s, θ0))ds
holds and the right hand side vanishes, verifying (b) of Definition (1). Be-
cause of (33) the semiorbit is included in the set
{θ | ‖θ‖Lp(R2) ≤ Ap, 1 ≤ p ≤ ∞}.
The fact that the support of µ(ν) is included in A follows as shown before
from property (c) of Definition 1. In order to check (a), (c) of Definition
1 we would like to take long time averages in the energy balance (32). In
order to do so, we first mollify the equation. This is due to the fact that
‖∇θ‖2
L2(R2) is not continuous in L
2(R2). We put
θǫ(x, t) = Jǫ(S
(ν)(t, θ0))(x), uǫ(x, t) = JǫR
⊥(S(ν)(t, θ0)),
and applying Jǫ to (27), multiplying by θǫ and integrating we deduce
1
t
´ t
0
[
γ‖θǫ(s)‖2
H
1
2 (R2)
− (Jǫf, θǫ(s))L2(R2) + ν‖∇θǫ(s)‖2L2(R2)
]
ds
= 12t
[
‖θǫ(0)‖2L2(R2) − ‖θǫ(t)‖2L2(R2)
]
+ 1
t
´ t
0 (ρ(uǫ(s), θǫ(s)),∇θǫ(s))L2(R2)ds.
We obtain
(69)
´ [
γ‖Jǫθ‖2
H
1
2 (R2)
− (Jǫf, Jǫθ)L2(R2) + ν‖∇Jǫθ‖2L2(R2)
]
dµ(ν)(θ)
= Limt→∞
1
t
´ t
0 (ρ(uǫ(s), θǫ(s)),∇θǫ(s))L2(R2)ds.
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Because of (32) and (33)
(70)
lim supt→∞
1
t
´ t
0
[
γ‖S(ν)(s, θ0)‖2
H
1
2 (R2)
+ ν‖∇S(ν)(s, θ0)‖2L2(R2)ds
]
≤ 1
γ
‖f‖2
L2(R2)
and because Jǫ does not increase L
2 norms, we deduce from (70) that
sup
0<ǫ
ˆ
L2(R2)
[
γ‖Jǫθ‖2
H
1
2 (R2)
+ ν‖∇Jǫθ‖2L2(R2)
]
dµ(ν)(θ) ≤ 1
γ
‖f‖2L2(R2).
The functions ‖θ‖2
H
1
2 (R2)
and ‖∇θ‖2
L2(R2) are Borel measurable and so, by
Fatou, we obtain (a) of Definition 1. Using the H1 ∩ L∞ information we
have
‖ρǫ(R⊥θ, θ)‖L2(R2) ≤ C
√
ǫ‖θ‖L∞(R2)‖∇θ‖L2(R2)
and thus
Limt→∞
1
t
´ t
0 ρ(uǫ(s)θǫ(s)),∇θǫ(s))L2(R2)ds
≤ Cǫ
[
‖θ0‖L∞(R2) + 1γ ‖f‖L∞(R2)
]
1
νγ
‖f‖2
L2(R2).
This implies that the right hand side of (69) converges to zero as ǫ→ 0. This
proves (68) by Fatou. In order to prove (c) of Definition 1 we take χ′(y), a
smooth, nonnegative, compactly supported function defined for y ≥ 0. Then
χ(y) =
´ y
0 χ
′(e)de is bounded on R+ and
d
dt
χ(‖θǫ(t)‖2L2(R2)) = χ′(‖θǫ(t)‖2L2(R2))
d
dt
‖θǫ(t)‖2L2(R2).
We proceed as above and obtain
´
L2(R2) χ
′(‖θ‖2
L2(R2))
{
ν‖∇θ‖2
L2(R2) + γ‖θ‖2
H
1
2 (R2)
− (f, θ)L2(R2)
}
dµ(ν)(θ)
≤ 0.
We let χ′(y) converge pointwise to the characteristic function of the interval
[E21 , E
2
2 ] with 0 ≤ χ′(y) ≤ 2. This proves (c) of Definition 1 and concludes
the proof of this theorem.
7. Conclusion
Theorem 4. Let θ0, f ∈ L1(R2) ∩ L∞(R2). Then
lim
ν→0
ν
(
lim sup
t→∞
1
t
ˆ t
0
‖∇S(ν)(s, θ0)‖2L2(R2)ds
)
= 0.
We argue by contradiction. If the conclusion would be false, then there
would exist δ > 0, a sequence νk → 0, and, for each νk, a sequence of times
tj →∞ such that
νk
tj
ˆ tj
0
‖∇S(νk)(s, θ0)‖2L2(R2)ds ≥ δ
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holds for all tj. Because of (32)
δ ≤ νk
tj
´ tj
0 ‖∇S(νk)(s, θ0)‖2L2(R2)ds =
1
tj
´ tj
0
[
−γ‖S(νk)(s, θ0)‖2
H
1
2 (R2)
+ (f, S(νk)(s, θ0))L2(R2)
]
ds
+ 12tj
[
‖θ0‖2L2(R2) − ‖S(νk)(t, θ0)‖2L2(R2)
]
It follows that
(71)
lim sup
t→∞
1
t
ˆ t
0
[
−γ‖S(νk)(s, θ0)‖2
H
1
2 (R2)
+ (f, S(νk)(s, θ0))L2(R2)
]
ds ≥ δ.
By Theorem 3 there exists a stationary statistical solution of the forced
viscous SQG equation, µ(νk) supported in A such that
(72)
ˆ
L2(R2)
{
−γ‖θ‖2
H
1
2 (R2)
+ (f, θ)L2(R2)
}
dµ(νk)(θ) ≥ δ > 0.
Passing to a weakly convergent subsequence (denoted again µ(νk)), we find
using Theorem 1 and Theorem 2 a stationary statistical solution µ of the
forced critical SQG equation that satisfies the energy dissipation balance
(49). The function θ 7→ (f, θ)L2(R2) is weakly continuous, so
lim
k→∞
ˆ
L2(R2)
(f, θ)dµ(νk)(θ) =
ˆ
L2(R2)
(f, θ)dµ.
On the other hand, by Fatouˆ
L2(R2)
‖θ‖2
H
1
2
dµ(θ) ≤ lim inf
k→∞
ˆ
L2(R2)
‖θ‖2
H
1
2
dµ(νk)(θ).
Using (72) we obtainˆ
L2(R2)
[
γ‖θ‖2
H
1
2
− (f, θ)L2(R2)
]
dµ(θ) ≤ −δ < 0
contradicting (49). This concludes the proof of the theorem.
The forced critical SQG equation is dissipative, and the main result here
shows that additional viscous dissipation does not leave any anomalous re-
manent dissipation. The same result is true for spatially periodic boundary
conditions, and for additional dissipation of the type ν(−∆)α. The problem
of absence of anomalous dissipation is open for the forced SQG equation
without the Λ term in D, i.e. with friction that does not grow like |k| for
high wave-numbers k.
The method of proof of [19] and of this paper is quite general, and is
applicable for a large class of equations where no uniform bound on the
dissipation is readily available. The main ingredients necessary for the suc-
cess of the method are: an energy dissipation balance for viscous solutions,
relative compactness of viscous semiorbits, weak continuity of the nonlin-
earity, and enough bounds to control the nonlinear fluxes. The forced SQG
equation with wave-number independent friction and the supercritical forced
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SQG equation have all the mentioned ingredients, except the last one, so
what is missing is proving the energy dissipation balance for the long time
averages of solutions of the inviscid equation.
Acknowledgments The work of PC was supported in part by NSF
grants DMS-1209394, DMS-1265132, and DMS-1240743. The work of VV
was supported in part by the NSF grant DMS-1211828.
References
[1] H. Abidi and T. Hmidi. On the global well-posedness of the critical quasi-geostrophic
equation. SIAM J. Math. Anal., 40(1):167–185, 2008.
[2] J.T. Beale, T. Kato, and A. Majda. Remarks on the breakdown of smooth solutions
for the 3-D Euler equations. Comm. Math. Phys., 94(1):61–66, 1984.
[3] L.C. Berselli. Vanishing viscosity limit and long-time behavior for 2D quasi-
geostrophic equations. Indiana Univ. Math. J., 51(4):905–930, 2002.
[4] L.A. Caffarelli and A. Vasseur. Drift diffusion equations with fractional diffusion and
the quasi-geostrophic equation. Ann. of Math. (2), 171(3):1903–1930, 2010.
[5] L.A. Caffarelli and A.F. Vasseur. The De Giorgi method for regularity of solutions of
elliptic equations and its applications to fluid dynamics. Discrete Contin. Dyn. Syst.
Ser. S, 3(3):409–427, 2010.
[6] D. Chae. The geometric approaches to the possible singularities in the inviscid fluid
flows. J. Phys. A, 41(36):365501, 11, 2008.
[7] D. Chae and J. Lee. Global well-posedness in the super-critical dissipative quasi-
geostrophic equations. Comm. Math. Phys., 233(2):297–311, 2003.
[8] Q. Chen, C. Miao, and Z. Zhang. A new Bernstein’s inequality and the 2D dissipative
quasi-geostrophic equation. Comm. Math. Phys., 271(3):821–838, 2007.
[9] A. Cheskidov, P. Constantin, S. Friedlander, and R. Shvydkoy. Energy conserva-
tion and Onsager’s conjecture for the Euler equations. Nonlinearity, 21(6):1233–1252,
2008.
[10] P. Constantin. Note on loss of regularity for solutions of the 3-D incompressible Euler
and related equations. Comm. Math. Phys., 104(2):311–326, 1986.
[11] P. Constantin. Energy spectrum of quasigeostrophic turbulence. Physical Review Let-
ters, 89(18):184501, 2002.
[12] P. Constantin. Euler equations, Navier-Stokes equations and turbulence. In Mathe-
matical foundation of turbulent viscous flows, volume 1871 of Lecture Notes in Math.,
pages 1–43. Springer, Berlin, 2006.
[13] P. Constantin, D. Cordoba, and J. Wu. On the critical dissipative quasi-geostrophic
equation. Indiana Univ. Math. J., 50(Special Issue):97–107, 2001. Dedicated to Pro-
fessors Ciprian Foias and Roger Temam (Bloomington, IN, 2000).
[14] P. Constantin, W. E, and E.S. Titi. Onsager’s conjecture on the energy conservation
for solutions of Euler’s equation. Comm. Math. Phys., 165(1):207–209, 1994.
[15] P. Constantin and C. Foias. Navier-Stokes equations. Chicago Lectures in Mathemat-
ics. University of Chicago Press, Chicago, IL, 1988.
[16] P. Constantin, M.-C. Lai, R. Sharma, Y.-H. Tseng, and J. Wu. New numerical results
for the surface quasi-geostrophic equation. J. Sci. Comput., 50(1):1–28, 2012.
[17] P. Constantin, A.J. Majda, and E. Tabak. Formation of strong fronts in the 2-D
quasigeostrophic thermal active scalar. Nonlinearity, 7(6):1495–1533, 1994.
[18] P. Constantin, Q. Nie, and N. Scho¨rghofer. Nonsingular surface quasi-geostrophic
flow. Phys. Lett. A, 241(3):168–172, 1998.
[19] P. Constantin and F. Ramos. Inviscid limit for damped and driven incompressible
Navier-Stokes equations in R2. Comm. Math. Phys., 275(2):529–551, 2007.
ABSENCE OF ANOMALOUS DISSIPATION 25
[20] P. Constantin and V. Vicol. Nonlinear maximum principles for dissipative linear non-
local operators and applications. Geometric And Functional Analysis, 22(5):1289–
1321, 2012.
[21] P. Constantin and J. Wu. Behavior of solutions of 2D quasi-geostrophic equations.
SIAM J. Math. Anal., 30(5):937–948, 1999.
[22] P. Constantin and J. Wu. Regularity of Ho¨lder continuous solutions of the su-
percritical quasi-geostrophic equation. Ann. Inst. H. Poincare´ Anal. Non Line´aire,
25(6):1103–1110, 2008.
[23] P. Constantin and J. Wu. Ho¨lder continuity of solutions of supercritical dissipa-
tive hydrodynamic transport equations. Ann. Inst. H. Poincare´ Anal. Non Line´aire,
26(1):159–180, 2009.
[24] A. Co´rdoba and D. Co´rdoba. A maximum principle applied to quasi-geostrophic
equations. Comm. Math. Phys., 249(3):511–528, 2004.
[25] D. Co´rdoba. Nonexistence of simple hyperbolic blow-up for the quasi-geostrophic
equation. Ann. of Math. (2), 148(3):1135–1152, 1998.
[26] D. Co´rdoba and C. Fefferman. Behavior of several two-dimensional fluid equations in
singular scenarios. Proc. Natl. Acad. Sci. USA, 98(8):4311–4312, 2001.
[27] D. Co´rdoba and C. Fefferman. Growth of solutions for QG and 2D Euler equations.
J. Amer. Math. Soc., 15(3):665–670, 2002.
[28] D. Co´rdoba, M.A. Fontelos, A.M. Mancho, and J.L. Rodrigo. Evidence of singularities
for a family of contour dynamics equations. Proc. Natl. Acad. Sci. USA, 102(17):5949–
5952, 2005.
[29] M. Dabkowski. Eventual regularity of the solutions to the supercritical dissipative
quasi-geostrophic equation. Geom. Funct. Anal., 21(1):1–13, 2011.
[30] M. Dabkowski, A. Kiselev, L. Silvestre, and V. Vicol. Global well-posedness of slightly
supercritical active scalar equations. Analysis & PDE, to appear. arXiv:1203.6302v1
[math.AP], 2012.
[31] M. Dabkowski, A. Kiselev, and V. Vicol. Global well-posedness for a slightly super-
critical surface quasi-geostrophic equation. Nonlinearity, 25(5):1525–1535, 2012.
[32] R. Dascaliuc, C. Foias, and M.S. Jolly. On the asymptotic behavior of average energy
and enstrophy in 3D turbulent flows. Phys. D, 238(7):725–736, 2009.
[33] R. Dascaliuc, C. Foias, and M.S. Jolly. Estimates on enstrophy, palinstrophy, and in-
variant measures for 2-D turbulence. J. Differential Equations, 248(4):792–819, 2010.
[34] C. De Lellis and Sze´kelyhidi Jr. L. Dissipative euler flows and onsager’s conjecture.
arXiv preprint arXiv: 1205.3626, 2012.
[35] C. De Lellis and L. Sze´kelyhidi, Jr. The Euler equations as a differential inclusion.
Ann. of Math. (2), 170(3):1417–1436, 2009.
[36] C. De Lellis and L. Sze´kelyhidi, Jr. On admissibility criteria for weak solutions of the
Euler equations. Arch. Ration. Mech. Anal., 195(1):225–260, 2010.
[37] C. De Lellis and L. Sze´kelyhidi, Jr. The h-principle and the equations of fluid dy-
namics. Bull. Amer. Math. Soc. (N.S.), 49(3):347–375, 2012.
[38] C. De Lellis and L. Sze´kelyhidi Jr. Dissipative continuous euler flows. arXiv preprint
arXiv:1202.1751, 2012.
[39] J. Deng, T.Y. Hou, R. Li, and X. Yu. Level set dynamics and the non-blowup of the
2D quasi-geostrophic equation. Methods Appl. Anal., 13(2):157–180, 2006.
[40] C.R. Doering and C. Foias. Energy dissipation in body-forced turbulence. J. Fluid
Mech., 467:289–306, 2002.
[41] H. Dong. Dissipative quasi-geostrophic equations in critical Sobolev spaces: smooth-
ing effect and global well-posedness. Discrete Contin. Dyn. Syst., 26(4):1197–1211,
2010.
[42] H. Dong and D. Du. Global well-posedness and a decay estimate for the critical
dissipative quasi-geostrophic equation in the whole space. Discrete Contin. Dyn. Syst.,
21(4):1095–1101, 2008.
26 PETER CONSTANTIN, ANDREI TARFULEA, AND VLAD VICOL
[43] H. Dong and D. Li. Spatial analyticity of the solutions to the subcritical dissipative
quasi-geostrophic equations. Arch. Ration. Mech. Anal., 189(1):131–158, 2008.
[44] H. Dong and N. Pavlovic´. Regularity criteria for the dissipative quasi-geostrophic
equations in Ho¨lder spaces. Comm. Math. Phys., 290(3):801–812, 2009.
[45] H. Dong and N. Pavlovic´. A regularity criterion for the dissipative quasi-geostrophic
equations. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 26(5):1607–1619, 2009.
[46] G.L. Eyink. Energy dissipation without viscosity in ideal hydrodynamics i. fourier
analysis and local energy transfer. Physica D: Nonlinear Phenomena, 78(3):222–240,
1994.
[47] G.L. Eyink. Locality of turbulent cascades. Phys. D, 207(1-2):91–116, 2005.
[48] G.L. Eyink and K.R. Sreenivasan. Onsager and the theory of hydrodynamic turbu-
lence. Rev. Modern Phys., 78(1):87–135, 2006.
[49] C. Fefferman and J.L. Rodrigo. Analytic sharp fronts for the surface quasi-geostrophic
equation. Comm. Math. Phys., 303(1):261–288, 2011.
[50] C. Fefferman and J.L. Rodrigo. Almost sharp fronts for SQG: the limit equations.
Comm. Math. Phys., 313(1):131–153, 2012.
[51] C. Foias¸. Statistical study of Navier-Stokes equations. I. Rend. Sem. Mat. Univ.
Padova, 48:219–348, 1972.
[52] C. Foias¸. Statistical study of Navier-Stokes equations. II. Rend. Sem. Mat. Univ.
Padova, 49:9–123, 1973.
[53] S. Friedlander, N. Pavlovic´, and V. Vicol. Nonlinear instability for the critically dis-
sipative quasi-geostrophic equation. Comm. Math. Phys., 292(3):797–810, 2009.
[54] U. Frisch. Turbulence. Cambridge University Press, Cambridge, 1995. The legacy of
A. N. Kolmogorov.
[55] B. Gallet and W.R. Young. A two-dimensional vortex condensate at high Reynolds
number. J. Fluid Mech., 715:359–388, 2013.
[56] I.M. Held, R.T. Pierrehumbert, S.T. Garner, and K.L. Swanson. Surface quasi-
geostrophic dynamics. J. Fluid Mech., 282:1–20, 1995.
[57] T. Hmidi and S. Keraani. Global solutions of the super-critical 2D quasi-geostrophic
equation in Besov spaces. Adv. Math., 214(2):618–638, 2007.
[58] P. Isett. Ho¨lder continuous Euler flows in three dimensions with compact support in
time. arXiv preprint arXiv:1211.4065, 2012.
[59] N. Ju. Existence and uniqueness of the solution to the dissipative 2D quasi-geostrophic
equations in the Sobolev space. Comm. Math. Phys., 251(2):365–376, 2004.
[60] N. Ju. The maximum principle and the global attractor for the dissipative 2D quasi-
geostrophic equations. Comm. Math. Phys., 255(1):161–181, 2005.
[61] N. Ju. Dissipative 2D quasi-geostrophic equation: local well-posedness, global regu-
larity and similarity solutions. Indiana Univ. Math. J., 56(1):187–206, 2007.
[62] A. Kiselev. Nonlocal maximum principles for active scalars. Advances in Mathematics,
227(5):1806–1826, 2011.
[63] A. Kiselev and F. Nazarov. A variation on a theme of Caffarelli and Vasseur. Zap.
Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 370(Kraevye Zadachi
Matematicheskoi Fiziki i Smezhnye Voprosy Teorii Funktsii. 40):58–72, 220, 2009.
[64] A. Kiselev and F. Nazarov. Global regularity for the critical dispersive dissipative
surface quasi-geostrophic equation. Nonlinearity, 23(3):549–554, 2010.
[65] A. Kiselev, F. Nazarov, and A. Volberg. Global well-posedness for the critical 2D
dissipative quasi-geostrophic equation. Invent. Math., 167(3):445–453, 2007.
[66] F. Marchand. Existence and regularity of weak solutions to the quasi-geostrophic
equations in the spaces Lp or H˙−1/2. Comm. Math. Phys., 277(1):45–67, 2008.
[67] N. Masmoudi. Remarks about the inviscid limit of the navier-stokes system. Comm.
Math. Phys., 270(3):777–788, 2007.
[68] H. Miura. Dissipative quasi-geostrophic equation for large initial data in the critical
Sobolev space. Comm. Math. Phys., 267(1):141–157, 2006.
ABSENCE OF ANOMALOUS DISSIPATION 27
[69] K. Ohkitani and T. Sakajo. Oscillatory damping in long-time evolution of the surface
quasi-geostrophic equations with generalized viscosity: a numerical study. Nonlinear-
ity, 23(12):3029–3051, 2010.
[70] K. Ohkitani and M. Yamada. Inviscid and inviscid-limit behavior of a surface quasi-
geostrophic flow. Phys. Fluids, 9(4):876–882, 1997.
[71] S.G. Resnick. Dynamical problems in non-linear advective partial differential equa-
tions. ProQuest LLC, Ann Arbor, MI, 1995. Thesis (Ph.D.)–The University of
Chicago.
[72] M.E. Schonbek and T.P. Schonbek. Asymptotic behavior to dissipative quasi-
geostrophic flows. SIAM J. Math. Anal., 35(2):357–375, 2003.
[73] L. Silvestre. Eventual regularization for the slightly supercritical quasi-geostrophic
equation. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 27(2):693–704, 2010.
[74] K.R. Sreenivasan and R.A. Antonia. The phenomenology of small-scale turbulence.
In Annual review of fluid mechanics, Vol. 29, volume 29 of Annu. Rev. Fluid Mech.,
pages 435–472. Annual Reviews, Palo Alto, CA, 1997.
[75] E.M. Stein. Singular Integrals and Differentiability Properties of Functions, Princeton
University Press, Princeton, NJ, 1970. and
[76] J. Wu. Dissipative quasi-geostrophic equations with Lp data. Electron. J. Differential
Equations, pages No. 56, 13, 2001.
[77] J. Wu. Global solutions of the 2D dissipative quasi-geostrophic equation in Besov
spaces. SIAM J. Math. Anal., 36(3):1014–1030 (electronic), 2004/05.
[78] L. Xue and X. Zheng. Note on the well-posedness of a slightly supercritical surface
quasi-geostrophic equation. J. Differential Equations, 253(2):795–813, 2012.
[79] X. Yu. Remarks on the global regularity for the super-critical 2D dissipative quasi-
geostrophic equation. J. Math. Anal. Appl., 339(1):359–371, 2008.
Department of Mathematics, Princeton University, Princeton, NJ 08544
E-mail address: const@math.princeton.edu
Department of Mathematics, Princeton University, Princeton, NJ 08544
E-mail address: tarfulea@math.princeton.edu
Department of Mathematics, Princeton University, Princeton, NJ 08544
E-mail address: vvicol@math.princeton.edu
