Rounding of the so-called infinite precision coefficients to their nearest finite wordlength representation is often used for reasons of simplicity. This rounding, however, is typically far from optimal. A significantly better rounding method that uses a technique called telescoping is presented in this paper. Its practical effectiveness in the design of suboptimal finite wordlength filters is demonstrated. It can also be used to speed up the algorithms for optimal finite wordlength FIR filter design.  2005 Elsevier Inc. All rights reserved.
Introduction
There are many practical situations in which the coefficients of an FIR digital filter must be represented with a finite number of bits. This means that the "infinite precision" coefficients have to be somehow replaced by the finite wordlength ones. The so-called infinite precision coefficients are typically 32-bit floating point numbers. Though the 32-bit wordlength is hardly infinite, it is much longer than practical finite wordlengths that we are interested in. Replacing the infinite precision coefficients with the finite wordlength coefficients degrades the filter's frequency response. The lowest degradation is obtained if an optimal finite wordlength design algorithm is used. Such algorithms, however, are slow and it is not clear if filters with length 125, for example, can be designed this way. Simple rounding of the infinite precision coefficients to their nearest finite wordlength representation is therefore still often used.
Rounding of the infinite precision FIR filter coefficients to the nearest finite wordlength representation is well understood and was analyzed extensively in Refs. [1, 2] . Its effect on the frequency response degradation is basically random and does not take into account any of the properties of FIR filter design problem. This paper presents a better rounding method that uses the properties of the minimax approximation problem. Its application is straightforward and usually produces finite wordlength filters that are significantly better than those obtained by simple rounding. The method is also useful in the algorithms for optimal finite wordlength FIR filter design where it can be used to reduce the amount of computation needed to produce the optimal solution.
Statement of the problem
To describe the method let us start with the infinite precision design problem. The frequency response H * (ω) of a length N optimal infinite precision (i.e., filter coefficients can be any real number) linear phase FIR digital filter is equal to 
where L = 0 or 1. Depending on N (odd or even) and filter symmetry (positive or negative) there are exactly four types of FIR filters and four real functions Q(ω). The degree n of the cosine polynomial
is related to the filter length N and there are formulas which relate the optimal coefficients h * (k) and a * k . It is easy to see that Q(ω) is irrelevant from the point of view of the approximation problem and we will therefore assume Q(ω) = 1. To find P * (ω) one must solve the following minimax approximation problem:
The real function D(ω) is the desired frequency response, the weighting function W (ω) is by definition real and positive, and the set Ω is a subset of the interval [0, π]. The optimal infinite precision minimax approximation error or deviation E * is equal to
Algorithms like linear programming and various versions of the exchange algorithm make solving (3) quite simple. The standard approach is to use the Remez algorithm in a way that was first described by Parks and McClellan [3] . The problem's complexity changes dramatically when the finite wordlength constraint is introduced. Constrained minimax approximation problem is NP-complete and is much harder to solve than the infinite precision one. This is the reason for the interest in suboptimal methods like the rounding of the infinite precision coefficients. In order to describe our method, the finite wordlength design problem needs to be defined more precisely. We can, without loss of generality, make the finite wordlength constraint equal to requesting the filter coefficients h(k) to be b-bit integers from the set I b , where
The integer set I b is chosen for convenience only-any other finite set of numbers (sums of power-of-two, for example) can be used instead.
Constraining the coefficients h(k) to the set I b requires a redefinition or scaling of the original infinite precision approximation problem. This is necessary to bring the finite wordlength coefficients within the range of numbers in I b and can be done with the help of a scaling factor s. Let us assume that s is known and denote D u (ω), W u (ω), and P u (ω) as the original (unscaled) problem. The finite wordlength approximation problem can be rewritten as
where
P (ω) is the finite wordlength polynomial and D(ω), W (ω) are the scaled input functions.
Observe that a k ∈ I b in (6). This requires an explanation since it is the filter coefficients h(k) that must be from the set I b . It is easy to see there is no problem here if the scaling factor is modified. The nature of modification follows from the formulas that relate the filter coefficients h(k) to cosine polynomial coefficients a k . For type 1 FIR filters (odd N , positive symmetry) there is
This means that if h(k) ∈ I b , a k must be from the set of even numbers of twice the size of those in I b for k 1. Dividing the scaling factor s in (5) by 2 will also divide all a k by 2 and the set I b can now be used for both a k and h(k). Since all a k were divided by 2 it is necessary to replace (7) by
The coefficient a 0 is a special case -its values are constrained to the elements of I b divided by 2. This property of a 0 must be taken into account in either rounding or optimal finite wordlength design. Similar considerations apply to the type 2, 3, and 4 FIR filters. The difference is that s must be divided by 4 and not by 2 where a 0 is again a special case as above. The net effect of dividing s by 2 or 4 is a unification of all four cases from the point of view of the approximation problem.
It follows from (6) that scaling factor s can be interpreted as the filter gain. In most digital filtering applications one is allowed to use any gain s because its effect can usually be easily removed, if so desired. Scaling can also be used in the infinite precision case where it affects the size of coefficients, but does not affect the approximation error. Situation is different in the finite wordlength design where approximation error changes with s. The choice of s is therefore not trivial and it is important both in the optimal and in the suboptimal finite wordlength design.
Our rounding method can be used with any scaling factor s. We will start with an assumption that it is a known constant and explain later how a suitable s can be found.
Telescoping polynomials
Notation P (ω) will from here on denote a polynomial with b-bit coefficients a k , k = 0, 1, . . . , n, from I b , while P * (ω) is the optimal infinite precision polynomial with unconstrained coefficients a * k , k = 0, 1, . . . , n. D(ω) and W (ω) are the scaled input functions in both cases. This means that the effect of the scaling factor s is already included in coefficients a * k . The well-known Chebyshev equioscillation theorem (also known as the alternation theorem) [4] provides the conditions for the optimal infinite precision minimax approximation of degree n: there are at least n + 2 so-called extremal points in Ω at which the approximation error achieves its maximum. Let ω i , ω 0 < ω 1 < · · · < ω n+1 , be these extremal points. The following equations hold:
where E * = |d| is the optimal approximation error. Let us now take the highest order coefficient a * n and replace it with its nearest finite wordlength neighbor a n ∈ I b , a n = a * n + a n ,
where | a n | is defined as the lowest possible distance from a * n to a number in I b . Obviously, if a n < 0 the finite wordlength coefficient a n is the nearest lower neighbor of a * n -it is the nearest upper neighbor otherwise. For the integer set I b the value of a n always lies between −0.5 and 0.5.
Using a n instead of a * n gives the approximation error that is greater than E * for nonzero a n . The increase in approximation error can be made smaller if the remaining coefficients a * n−1 , a * n−2 , . . . , a * 0 are suitably modified. Derivation of a simple modification that achieves this goal is the main purpose of this paper. We will show that it can be done with the help of a so-called telescoping cosine polynomial C n (ω) that was first described in Ref. [5] ,
Telescoping polynomial C n (ω) is defined as a solution of a minimax problem
This means that for a given set Ω and a given weighting function W (ω) no other cosine polynomial of degree n with leading coefficient 1 can have smaller extreme value than C n (ω). In this respect C n (ω) is similar to a Chebyshev polynomial of degree n divided by 2 n−1 for which the same is true [6] when Ω = [−1, 1] and W (ω) = 1. Telescoping polynomial C n (ω) can therefore be viewed as a Chebyshev polynomial that is altered to conform to a particular FIR design problem.
Computing the coefficients c nk , k = 0, 1, . . . , n − 1, is quite easy. We simply make D(ω) = − cos nω and the Remez algorithm can be used to solve the minimax approximation problem as in (3) . Having C n (ω) let us modify the remaining coefficients a * n−1 , a * n−2 , . . . , a * 0 in the following manner:
These coefficients define a new polynomial P (1) (ω) of degree n P (1) (ω) = a n cos nω
The coefficients of P (1) (ω) are different from the optimal coefficients a * k , which means that they give the approximation error
that is greater than E * . The increase in the approximation error, however, is upper bounded and the upper bound is the lowest when telescoping polynomial C n (ω) is used as in (13). This is proven formally in the following theorem.
Theorem 1. Let P (1) (ω) be a cosine polynomial of degree n defined by (14). Then its approximation error is bounded by
where E c n is given by (12).
Proof. The approximation error E (1) can be rewritten as
where the triangle inequality was used in the last line. Since E c n is by definition the lowest possible value for any cosine polynomial of degree n with leading coefficient 1, the upper bound (16) cannot be lower for any polynomial that is different from C n (ω). This completes the proof. 2
The theorem does not put any restrictions on the nature of the discrete set I b . It is also easy to show that it holds for any set of functions and not only for cosine polynomials. This level of generality is not needed in this paper although it may be useful in other cases.
The upper bound (16) is important because it demonstrates the special role of telescoping polynomial C n (ω). It is also pessimistic since it represents the worst case in which the extremal points ω i from (9) and (12) coincide. The actual increase in the approximation error is usually lower than a n E c n . Nevertheless, the telescoping polynomial promises lower increase than any other easily computed polynomial.
Telescoping rounding
Let us examine the polynomial P (1) (ω) . Its coefficient a n is finite wordlength while the remaining a (1) n−1 , a (1) n−2 , . . . , a (1) 0 are not. They can, however, be made finite wordlength if the procedure described by (10)- (13) is applied repeatedly. The coefficient a (1) n−1 is replaced by the nearest finite wordlength a n−1 ∈ I b , a n−1 = a (1) n−1 + a n−1 ,
where | a n−1 | is again the lowest distance from a (1) n−1 to a number in I b . A new telescoping polynomial of order n − 1 is defined as before
Telescoping polynomial C n−1 (ω) is a solution of a minimax problem
and the remaining coefficients are modified giving
These coefficients define a new polynomial P (2) (ω) of degree n, P (2) (ω) = a n cos nω + a n−1 cos(n − 1)ω + n−2 k=0 a (2) k cos kω.
This polynomial has finite wordlength coefficients a n and a n−1 while the remaining n − 1 coefficients are not finite wordlength. The above procedure is repeated for polynomials P (3) (ω), P (4) (ω), . . . , P (n+1) (ω) and it is clear that all n + 1 coefficients of P (n+1) (ω) are finite wordlength. As noted in (8) , the coefficient a
0 is a special case-the nearest finite wordlength coefficient a 0 must be selected from elements of I b that are divided by 2. Note that this does not mean that elements of I b must be divisible by 2. The polynomial P (n+1) (ω) represents the rounded FIR filter that we were looking for. Its approximation error
is almost always lower than the one obtained by the simple rounding of the infinite precision coefficients a * k to their nearest finite wordlength representations from I b . It can also be improved considerably by introducing additional search into the telescopic rounding process.
The idea for this improvement comes from the observation that in cases where | a k | is close to 0.5 the choice of the lowest | a k | is not necessarily the best. The absolute distances from an infinite precision coefficient a (i) k to its nearest lower and upper finite wordlength neighbors are similar and therefore both worth investigating. This differs significantly from the cases where | a k | is close to zero. Since it is not possible to know in advance which choice is better, both the nearest lower and the nearest upper neighbor are tried in such cases-the choice that gives lower E I b is selected.
The notion of "close to 0.5" must be defined more precisely. It was determined experimentally that | a k | = 0.3 represents a suitable threshold for deciding whether to try both choices or not. Our telescoping rounding method can now be summarized in the following steps:
1. Compute and save the coefficients of telescoping polynomials C 1 , C 2 , . . . , C n . This, as mentioned before, can be done using the same Remez algorithm that is used to compute the infinite precision coefficients a * k . 2. Redefine the infinite precision coefficients as
Set the index i of the coefficient that is to be rounded next to n. 
Replace index i by
Return to step 3 if i 1. Otherwise the coefficients a k , k = 0, 1, . . . , n , are all finite wordlength and we have obtained the rounded polynomial.
The most time consuming part of the telescoping rounding method are two computations of E I b in step 4. Computing the coefficients of telescoping polynomials C k in step 1 may seem substantial since it requires n applications of the Remez algorithm, but is in fact modest. It is easy to see that the number of operations grows polynomially with n and not exponentially as is the case with optimal finite wordlength algorithms. The total time is almost negligible when compared to the time needed for a typical optimal finite wordlength solution.
The idea of searching for the best a i can be extended to two or more coefficients. A two coefficient version of the method that searches simultaneously along a i and a i−1 was implemented and tested. A direct extension of the one coefficient method would be to compute and the a i that gives the lowest E I b is selected. Otherwise the procedure would remain the same as described in the one coefficient method. Although this works, the experiments have shown that it is better to use the criterion | a i + a i−1 | 1.2. Approximation error E I b is computed only for those combinations of lower/upper neighbors that satisfy this criterion and the a i that gives the lowest E I b is selected. The reason for better performance of this criterion lies in the fact that it takes into account the property that opposite signs of a i and a i−1 tend to produce approximation errors which, to a certain extent, cancel each other. Other criteria were tried and none performed better. The two coefficient version is approximately two times slower than the one coefficient version. The corresponding rounded polynomial is usually, but not always, better than the polynomial obtained by the one coefficient method. It follows from (24)-(27) that it is possible to construct a set of infinite precision coefficients a * k that give a one coefficient rounded polynomial that is better than a two coefficient rounded polynomial. We therefore combined both methods and used the two coefficient polynomial only if it is better.
The amount of computation for a three coefficient version again increases by a factor of two and the same exponential increase follows for four or more coefficient search. The three coefficient version was tested and abandoned because the results show that it is only rarely better than the two coefficient version.
Results
Fifteen filters with five different sets of frequency-domain specifications, denoted A through E, were used for testing. The frequency specifications are identical to those that Table 1 The five sets of filter specifications. The frequency edges are divided by 2π 
were used in Ref. [7] and are given in Table 1 . A is a low-pass filter with unit weighting in both bands. B is the same, except that the stopband has a weighting of 10. C is a bandstop filter with unit weighting in all bands, while D has a weighting of 10 in stopband. E is a low-pass filter whose passband and stopbands do not include ω = 0 or π . We denote by A35/8 the filter design problem for specification A, length N = 35 (n = 18 independent coefficients), and b = 8 bits (sign included); similarly for A45/8, B35/9, and so on. Table 2 shows a summary of the results, comparing the infinite precision approximation error E * and the finite wordlength approximation errors E I b obtained by different methods. The following methods are included: simple rounding to the nearest, one coefficient telescoping rounding, two coefficient telescoping rounding, and the optimal finite wordlength design.
The last column gives the relative quality of the two coefficient telescoping rounding. The results show that it is within 90% of the optimal solution in 12 out of 15 examples, but there are also two examples (C35/8 and D125/22) in which they are equal. Integer set I b and a constant scaling factor s = 2 b−1 were used in all examples. This scaling was chosen for simplicity as well as to allow easier comparison with the older results.
As expected, both telescopic rounding methods are consistently better than the simple rounding to the nearest. The two coefficient telescoping method is better than the one coefficient method in 10 out of 15 filters, although the difference is often small. It is probably worth using since it is still quite fast. The computing time for the two coefficient telescoping rounding for all 15 filters was less than 5.1 s. Compare this with 2462 s that were needed to compute all 15 optimal finite wordlength filters (time for each of the N = 125 filters was limited to 600 s). A 2.4 GHz Pentium 4 PC was used as a platform for all experiments.
Knowing the optimal finite wordlength approximation error E *
I b
is of course necessary for evaluation of any rounding method. This creates a problem when long filters are used because it is impossible to find the optimal solution in a reasonable time. Such is the case of length N = 125 filters which were included to demonstrate that the telescoping method also works for long filters. The values E *
for N = 125 are marked by † to indicate that they are estimates that were obtained after 600 s of computation and were not proved to be optimal.
The long finite wordlength filters deserve an additional comment. It has been shown in Ref. [8] that for a given number of bits b there exists a nonzero lower bound on the approximation error, below which it is not possible to go, no matter how large the length N . Furthermore, it is possible to demonstrate that for all optimal finite wordlength filters there exists an index l beyond which the optimal finite wordlength coefficients a k are all zero. Or formally
where l is a function of b and of desired frequency response. No method for computation of l is known at this time, although it can be determined experimentally. For example, the optimal finite wordlength filter D45/9 in Table 2 is in fact of length 39-the remaining coefficients are zero. Increasing its length to, say, N = 301 would only give additional zero coefficients. This means that designing long finite wordlength filters is appropriate only if a correspondingly large number of bits b is used. Such is the case of N = 125 filters in our examples where 21 and 22 bits were used.
To further demonstrate the effectiveness of telescoping rounding method, we also tested it on a more complicated case of variable scaling factor s. The optimal scaling factor s opt can be obtained together with the optimal finite wordlength coefficients if s is included as a variable in the minimax approximation problem (5)
where P (ω) is the finite wordlength polynomial. This problem is significantly more difficult to solve than the one in which s is a constant. A much simpler method that gives a good suboptimal s is obviously needed when rounding is used. We use a heuristic that is similar to the one used in Ref. [9] and can be used with any rounding method. Its details depend somewhat on the nature of discrete set I b . A version for integer set I b that was used in our experiments is described in the following steps:
1. Starting with s = 2 use (6) to compute the scaled D(ω), W (ω) and use the Remez algorithm to compute the infinite precision coefficients a * k . Round a * k to the finite wordlength a k ∈ I b using telescoping or some other rounding method. The corresponding approximation error E I b is computed and saved. The scaling factor s is multiplied by 2, the coefficients a * k are again computed, rounded, and E I b is computed. This process is repeated until the maximum |a * k | exceeds the maximum integer in I b by n/2. As noted before, coefficient a * 0 is a special case and must be multiplied by 2 during the search for maximum |a * k |. The scaling factor s that gave the lowest E I b is saved as s 2 . 2. The power of 2 factor s 0 = s 2 is used as a starting value for additional search upwards and downwards from s 2 . The integer search step ∆ s is defined as
Starting with s = s 2 +∆ s the upward search with s increasing by ∆ s continues until the maximum |a * k | exceeds the maximum integer in I b by n/2 as in step 1. If a lower E I b is found, the corresponding s is used as the new best scaling integer s 0 . The highest s that was used is saved as s max and the search is repeated in the downward direction starting with s = s 2 − ∆ s . The downward search stops when s falls below s max /2. It follows from (6) that it is extremely unlikely for such s to improve E I b because they give the coefficients a * k which are 1/2 of those that were already tried.
The basic idea is to get a rough estimate for s in step 1 and then improve it in step 2. Because of (30) the number of E I b computations is typically less than 128. The criterion "maximum integer in I b plus n/2" that is used to stop the upward search is steps 1 and 2 is based on the observation that E I b starts to grow when infinite precision coefficients a * k begin to exceed the maximum element of I b . The n/2 part is used to ensure that this also holds for the telescoped coefficients a (n−i) k in (25). As is true for any heuristic, we do not claim that the integer s 0 is the best possible integer scaling factor.
Instead of using s 0 we include an additional improvement that gives a better noninteger scaling factor s * . This improvement follows from the observation that a lower value of E I b is available with some additional computation. Assume that for a given scaling factor s all coefficients a k are integers from I b . The approximation error E I b that is given by (23) can be reduced if the following minimax approximation problem is solved: 
This is a one variable minimax approximation problem. It follows from the Chebyshev equioscillation theorem (9) that there are two extremal points ω 0 and ω 1 at which the approximation error achieves its maximum
This is easy to solve with either the general Remez algorithm or its faster, simplified one variable version. Solution t * gives a noninteger scaling factor s * = t * s which gives the reduced approximation error. It is computed in steps 1 and 2 for all instances of E I b computation. The scaling factor s * that gives the lowest E I b = |d| is the result of our heuristic and was used in experiments that are given in Table 3 . Note that this method of scaling factor computation was also used for the case of rounding to the nearest in column 3. The variable scaling factors give approximation errors that are significantly lower than those from Table 2 . Both telescopic rounding methods are again consistently better than the simple rounding to the nearest. The results show that the two coefficient telescoping rounding is within 90% of the optimal solution in all 15 examples and there are also four examples (A45/8, C125/21, D45/9, D125/22) in which they are equal.
The price for much lower approximation errors is the increase in the computing time. The variable scaling factor two coefficient telescoping rounding for all 15 filters took 523 s. Compare this with 5231 s that were needed to compute all 15 optimal finite wordlength filters with optimal scaling factor. Computing time for each of the N = 125 filters was again limited. The limit was 1200 s and these filters were not proved to be optimal. The times are much longer than the constant scaling factor times for examples from Table 2 .
Integer set I b was used in our experiments but similar results can be expected for other discrete sets I b .
We also used the telescoping rounding to reduce the amount of computation in our branch-and-bound based algorithm for optimal finite wordlength FIR filter design. The reduction results from (1) having a better starting solution and (2) from using telescopic rounding on selected subproblems to "guess" a possible better solution before it would be found otherwise. The observed degree of reduction differs considerably from one problem to another. We found that it tends to be higher for smaller problems but nevertheless worth doing for all.
Conclusion
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