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Ce travail est une etude des suites minimales engendrees par des ichanges de trois intervalles. 
I1 utilise la notion de “graphe de mats”. Le resultat principal est que 1’ evolution des “n-segments” 
est entitrement definie par 62 substitutions agissant sur un alphabet a 3 ou 4 lettres. 
Abstract 
This work is a study of minimal sequences generated by exchanges of three intervals. We 
employ the notion of “word graph”. The main result is that the evolution of “n-segments” is 
completely defined by 62 substitutions acting on alphabets of 3 or 4 letters. 
0. Introduction et motivation 
Soit T un Cchange de s intervalles (XI , . . .,X,) sur l’intervalle X = [0, l[. Pour 
Ctudier le systeme dynamique (X, T) il est interessant d’examiner les itineraires de 
chaque point de X pour la partition (Xi , . . .,X,). Ceci revient Q considerer les suites 
u, = u(T"x), n = 0, l,..., avec u(x) = c1 si x E X,. De cette man&e le systeme (X, T) 
est semi conjugue a un systeme dynamique defini par le decalage u, + un+i. 
Une des motivations de cet article est en quelque sorte l’etude du probleme inverse: 
ttant dome un systeme dynamique satisfaisant a certaines conditions, est-il possible de 
decider s’il peut etre represente par un &change d’intervalles? 
1. Complexit et minimaW 
Un &change d’intervalles est une isometric par morceaux d’un intervalle reel dans 
lui-meme [2]. Cette transformation est definie a l’aide des elements uivants: 
0 Un entier s superieur ou &gal a 1 
l Une permutation cr de l’ensemble { 1,. . . , s} 
l Un element de [ws h coordomrees strictement positives: e = (81,. . ,6”) 
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Soit X = [0, ]e][ un intervalle ou (41 = Cf=, ei. On note Xt , . . . ,X, les intervalles 
de longueur respective et,. . . , 4 qui forment une partition de X. La transformation 
T associee au couple (o,e), notee T,,J,, met les intervalles Xl,. . . ,X, dans l’ordre 
x7(1),...&(s). 
On note at,. . . ,a,+l les extremites des intervalles Xi (Xi = [ai,ai+t[). 
Une permutation est dite irr&ductible si elle ne laisse invariant aucun ensemble 
{l,..., t} avec t < s, c’est-a-dire, si o({ 1,. . . , t}) # { 1,. . . , t}. 
Si 0 n’est pas irreductible alors la transformation T sur [0, //I[ peut Ctre decomposee 
en deux transformations, une sur [O,a,[ et l’autre sur [a,, (/([. C’est pourquoi on ne con- 
siderera que les permutations irreductibles sans restreindre la generalite de l’etude. Dans 
le cas des &changes de trois intervalles il n’existe que trois permutations irreductibles 
qui sont: 
cut : l/2/3 + 3/2/l, 02: l/2/3 + 3/l/2, as : l/2/3 -+ 2/3/l 
Pour tout n E X on note O+(x) = {Tkx: k > l}, O-(x) = {Tkx: k 60) et O(x) = 
O+(X) u O-(x). On dit que T est minimule si O(x) est dense dans X (si tout point 
est d’orbite dense) [2]. 
Un &change est dit rPgulier si l’egalite Tkui = uj, i, j E (2,. . . ,s}, k E Z, implique 
k = 0, i = j. On a alors une propri& de minimulitt? 
Une suite (u( T”x))~~N, provenant d’un Cchange de trois intervalles est minimale si, 
et seulement si, l’echange est regulier [2]. 
On a la propritte suivante: Une suite minimule provenunt d’un &change de trois 
intervulles est de complexit p(n) = 2n + 1. 
Preuve. Etant donne un mot m = CIOLY~ . . . a,_1 de longueur n, provenant d’un tchange 
de trois intervalles, il est toujours possible de lui associer un intervalle I, tel que, pour 
tout n E Zm, on ait v(x)v(Tx)~~~v(T”-‘x) = m: 
Z,,, = {x E X,’ v(x) = a,,, . . ., v(T”-‘x) = CC,_,}. 
On a trois mots de longueur 1 et done p( 1) = 3. On suppose que p(n) = 2n + 1 et 
onvamontrerquep(n+1)=2(n+1)+1=2n+3. 
Comme p(n) = 2n + 1, on a 2n + 1 mots de longueur n, ml,m2,. . ,mz,,+l, et 
done 2n + 1 intervalles Zm,, Zm2,. . . ,Zm,,+, tels que pour tout x E I,,, v(x)v( TX). . . 
v(T”-‘x)=mi. 
On note ut,..., u4 les extremitts des intervalles Xi (Xi = [ai, ui+l[) et 61,. . . , bzn+2 
celles des intervalles &(I,, = [biy bi+l[). On a bl < b2 < . . . < b2,,+2. 
On applique T. 
Pour tout i E N, il existe k E N et j E {2,3} tels que bi = Tkuj. D’ou, d’apres la 
propri&t de minimulitt, pour tout i E { 1,. . . ,2n + l}, Tbi # a2 et Tbi # ~3. 
11 existe done i, j E { 1,. . . ,2n + I} tels que: 
u2 E T&n, et uz#Tbi, ~3 E Zn, et ~3 # Tbj 
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et: 
si x E TI,,,l alors u(Tx) = 1 ou u(Tx)=2, 
si x E TI,,,, alors u(Tx) = 2 ou v(Tx)=3. 
On doit alors considerer deux cas: 
0 Premier cas i = j: 
I I 
r . r 
LI m,l Z Z 
L 
92 43 
On obtient (2n) + 3 = (2n + 3) mots. 
l Deuxit?me cas i # j: 
I I 




ml1 An,2 l ** LIm,2 bj3 L 
Onobtient(2n-1)+2+2=(2n+3)mots. 
On a ainsi p(n+ 1) = 2n+3 = 2(n+ l)+ 1. On a done montre que, pour tout 
II, p(n) = 2n + 1. Une suite minimale provenant d’un &change de trois intervalles est 
done de complexite 2n + 1. 0 
11 existe un crittre simple de minimalitt [l]: Soit (~(T”x)),~N une suite provenant 
d’un &change de trois intervalles. Elle est minimale si, et seulement si, pour tout n, il 
existe un N tel que tout facteur de longueur N contienne tous les facteurs de longueur n. 
2. Notations, di4initions et expose du rbsultat 
d &ant un alphabet fini, si u = (u,), est une suite a valeurs dans d, on note L(u) 
l’ensemble des facteurs de u et L,,(u) l’ensemble des facteurs de longueur n de u. Le 
graphe de mots r, est un graphe orient6 [l] defini de la manibre suivante: 
Sommets. Les elements de L,(u) 
Fkhes. U 3 V s’il existe un mot W tel que U = XIV, V = Wcl et xWor E ,5,+1(u). 
On emploiera Cgalement la notation U -5 V (resp. U _: V, U + V) s’il n’est pas utile 
d’expliciter la lettre x (resp. a,a et x). 
Remarque. Dans le cas des Cchanges de trois intervalles: 
l d est un alphabet a trois lettres, on prend { 1,2,3}. 
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l La complexite des suites est 2n + 1. Un graphe de mots r, possede done 2n + 1 
sommets et 2n + 3 fleches. 
Pour tout facteur M de longueur n on dtfinit: 
a+M le nombre de flbches qui partent de M 
8-M le nombre de flbches qui arrivent a M 
Pour les suites de complexite 2n + 1 on a soit un seul mot M tel que SM = 3, soit 
deux mots MI et M2 tels que a+M, = 2 et a+M2 = 2. 11 en est de m2me pour a- 
[l]. On peut ainsi &parer les graphes de mots en quatre classes (a-,@): (3,3), (3,2), 
(2,3) et (2,2). 
Etant don&e une suite a, un n-segment est une suite finie MO, Ml,, . . . ,Mk d’tltments 
de L,(a) tels que Mi_1 2Mi, l<i<k, afMo > 1, a+Mk > 1 et a+Mj = 1, l<j < k. 
Le nom du n-segment est le mot ai . . . ak, constitue des etiquettes des fleches formant 
le chemin sur le graphe qui correspond au n-segment. 
Nous nous proposons de montrer le resutat suivant: 
Soient les 62 substitutions rassemblees en trois familles: 
- 71,72,..., TS wr un alphabet A trois lettres. 
- 01,e2,..., 020 sur un alphabet a trois lettres dans un alphabet a quatre let&es. 
- ~1, ~2,. . . , ~34 sur un alphabet a quatre lettres. 
Elles sont definies de la man&e suivante: (see Diagrams 1,2; p. 5,6) 
On a la proposition suivante: Soit u une suite minimale de complexite 2n + 1 
provenant d’un &change de trois intervalles. 11 existe un rang m tel que Tm_i soit 
de classe (3,3) ou (2,3) et r, de classe (3,2) ou (2,2) et un rang N am tel que rN 
de classe (2,2). On note (uk, vk, I’&) les noms de ses n-segments tels que k < m et 
(Bk,Jk,&, vk) la suite des noms de ses n-segments tels que kam. 11 eXiSte une Suite 
(ik)k A valeurs dans { l,2,. . . ,8} si k < m, dam { 1,. . . ,2O} si k = m et dans { 1,. . . ,34} 
si k > m, telle que: 
Pour realiser la demonstration nous allons prendre en compte la structure combina- 
toire de l’evolution des graphes, c’est-a-dire, considtrer tous les graphes r,+i possibles 
provenant d’un graphe r,. On s’interessera ensuite a l’evolution des n + l-segments 
qui proviennent d’un n-segment donnt. 
3. Caractbrisations et Cvolutions des graphes de mots 
Pour caracttriser les graphes on note: 
l A, les sommets sur lesquels il arrive au moins deux flbches 
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Diagram 1. 










3 + 31 I.“.“.“” --w”. 
~‘...........s...’ 
P 20 : 1 + 12 
2+ 2 
T+ r 
3-B 3 -.-,“...-.“*...I.“.“.- 
-.s.-“.--.“- 
P24:l-B 2 
2 * 31 
2’+ 1 
3 3 22* ..m.--W-I 
P 28 : I + 2’3 
2_, 3 
2’ _) 12 





2’ 4 31 
3-+ T .“..““..““..“..._C”“..m 
Ps :13 12 
23 2 
2’ -p 2’2 
3-B 3 -l*l”.“....““...-lr.” 
.“.~~“~~““..0....~~...““.“~~.~” 
P 7 : 1 _) 22’3 
2-d 1 
2’ + 2’3 
34 3 “l”m”.~.“.~“.... 
Itll: 1 -+ 2’21 
2-a 3 
x -_) 21 
3+ 1 *w”.“.. _j 
‘P4 :13 1 
2-3 2 
2’ -j 22 
3 3 32 . ..m.....“....“..“.......L.“I”tU i 
p 8 : 1 + 22’3 
23 1 
2’4 3 
3 -+ 2’3 j UUI-U”.“““..*.-*.” 
_“....,.....-,*.....a...... 
Pl2: 13 24 221  3 
2’3 1 
3 9 21 .-.l..“..--.-*l*UL*I I 
Diagram 2. 
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Fig. 1. Fig. 2. 
l D, les sommets desquels il part au moins dew fleches 
l AD, les sommets sur lesquels il arrive et il part au moins deux fleches. 
On les appelle “sommets clt%“. 
Comme on ne s’interesse qu’aux suites minimales les graphes de mots sont obliga- 
toirement transitifs et il existe au moins un cycle passant par tous les sommets cles: 
A, A, D,D ou A, D,AD ou AD,AD pour les graphes de classe (2,2) 
A, A, D ou A, AD pour les graphes de classe (2,3) 
A,D,D ou AD, D pour les graphes de classe (2,2) 
A, D ou AD pour les graphes de classe (3,2). 
On utilise alors le fait que, sur un sommet de type A ou AD, il arrive deux ou trois 
flbches selon la classe du graphe, et de m&me, sur un sommet de type D ou AD, il 
part deux ou trois fleches. 
Exemple. Prenons le cas d’un graphe de classe (2,2) qui possede quatre sommets cl& 
distincts: A, A, D, D. 11 existe un cycle passant par ces quatres sommets qui peuvent 
s’organiser soit dans l’ordre D.A.D.A., soit dans l’ordre D. D.A.A. Si l’on s’interesse 
par exemple au premier cas, en utilisant le fait que l’on a 8-A = 2, afD = 2, on ne 
peut completer le graphe que de deux manibres differentes (cf. Figs. 1 et 2). 
On regarde alors comment sont situ& les sommets cles sur les cycles. Le graphe de 
la Fig. 1 possbde quatre cycles distincts D.A.D.A., D.A.D.A., D.A.D.A et D.A.D.A. et 
celui de la Fig. 2 trois cycles D.A.D.A, D.A., D.A. Ces deux graphes sont differents 
puisqu’ils n’ont pas le m&me nombre de cycles. 
De man&e g&kale, pour verifier que l’on obtient bien deux “type,s” de graphes 
distincts, il faut qu’au moins une des conditions suivantes soit verifiee: 
_ Les sommets cl& sont differents. 
_ Les graphes n’ont pas le m2me nombre de cycles. 
- Les sommets clts sont les memes mais ne s’arrangent pas de la m&me facon sur les 
cycles. 
En utilisant la methode d&rite precbdemment on obtient finalement dix types de 
graphes de classe (2,2) et deux types pour chacune des classes (3,2),(2,3) et (3,3). 
Les graphes, de classe (3,3) sont appelb TX et TY pour conserver les notations de 
l’article de Amoux et Rauzy sur la “representation geometrique des suites de complexite 
2n + 1” [l]. On appelle “types de base” les graphes n’ayant aucun sommet cl6 de la 
forme AD. 11s sont notes’ h l’aide d’un (I : (la, 2a, 3a, 4a) pour les types de graphes 
’ Sauf pour TX qui est aussi un type de base. 
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de classe (2,2), Su pour celui de classe (3,2) et Ra pour celui de classe (2,3). 
Les numCros et les lettres qui p&&dent le a n’ont aucune signification prkise. 11s 
permettent seulement l’identification du type. Toutes les autres notations seront fonc- 
tion des Cvolutions des graphes de mots. Tous les types obtenus sont donnCs dans le 
Tableau 1. 
Pour pouvoir trouver les diffkrents types possibles d’un graphe r,+l en connaissant 
celui de r, on introduit les notations suivantes: 
Dans un graphe de mots, le dessin -+ reprksente une f&he unique et z reprksente 
N flkhes. On utilise cette dernikre notation lorsqu’il n’est pas nkcessaire d’expliciter 
certains sommets ou lorsque l’on ne les connait pas tous. 
Exemple. Soit 311 L 112 -+ 121 7 211 l’extrait d’un graphe I”. Ainsi 3112 - 
1121 - 1211 est une partie possible de & Si maintenant l’extrait se prksente sous 
la forme simplifike 3 11 % 211, alors le morceau possible de r~ est de la forme 
3112 -2,121l. 
On a done le principe de transformation suivant: 
Si dans un graphe r, on a a q b alors C,+, peut contenir acr yxb. 
Pour Ctudier l’tvolution d’un graphe de mots on distingue cinq mkthodes diffkrentes 
selon son type. Dans tous les cas on applique le principe de transformation au graphe 
r,,__l que l’on veut Ctudier et on obtient un graphe qui contient au moins 2n+3 flkches. 
Cas 1: r,_l est un graphe de type de base. 11 y a exactement 2n + 3 flbches et 
le graphe obtenu est done le seul graphe J” possible. Si le type de base CtudiC se 
nomme ku (kE{1,2,3,4,R,S}) on note les graphes obtenus B l’aide de k suivi d’une 
lettre pour permettre l’identification; dans le cas du type TX on les note TX 
ou TY. 
Exemple. r,_l est un graphe de type 2a. 
On suppose que r,_l est de type 2a. 11 est done de la forme de la Fig. 3. Le nombre 
de flkches du graphe est K + L + A4 + N + 0 + P = 2n + 1. On applique le principe 
de transformation et on obtient le graphe de la Fig. 4 qui posdde 1 + (N - 1) + 1 + 
(M-1)+1+(P-1)+1+(0-1)+1+(K-1)+1+1+(L-1)+1=2n+3.11 
n’y a ainsi qu’un seul graphe possible apr&s un graphe de type 2a. Le type du graphe 
obtenu dkpend de la valeur du nombre de flbches 0. Ainsi si 0 # 1 on retrouve un 
graphe de type 2a; on note 2c celui obtenu lorsque 0 = 1 (cf. Tableau 1). 
Cas 2: r,_l est un graphe de type lb, Id ou 2c. Si I’,_, est de type lb ou 2c (res- 
pectivement Id) alors il posskde un sommet (respectivement dew sommets) de type 
AD et le graphe obtenu a 2n + 4 (respectivement 2n + 5) flbches. 11 y a done une 
(respectivement deux) f&he(s) en trop. 
On utilise la notion suivante: 
M-L. Santini-Bouchardl Theoretical Computer Science 174 (1997) 171-191 179 
Tableau 1 
Les graphes possibles pour les &changes de trois intewalles 
Classe (3.3) Classe (3.2) II Classe (2,3) 
/@% D-A 
TX ‘a Ra bA Sa 
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y P P--l 
Fig. 3. Fig. 4. 
Etant dotme un mot m de longueur n, provenant 
on peut lui associer un intervalle I, tel que, pour 
u(T”-lx) = m. 
d’un Cchange de trois intervalles, 
tout n E Z,, on ait V(X)U( TX) . . . 
Soient deux points x et x’ de X tels que V(X) # u(x’) et V( TX) = v( TX’). Posons 
m = u(x)u( TX) et m’ = v(x’)u( TX’). Si les intervalles TZ,,, et TZ,,,! sont dans l’ordre 
TZ,,,, TZ,,,! alors on dit que x est avant xl. 
Remarque. Si la permutation utilisee est o : l/2/3 ---f 3/2/l alors x avant x’ est 
equivalent a x’ < x. 
On s’interesse, pour commencer, au cas oti l’on a un seul sornmet de type AD. 
On note alors, a, a’, x et x’ les lettres telles que ADa, ADa’, xAD et x’AD soient 
des mots de longueur n. Dans ce cas le graphe, obtenu en appliquant le principe de 
transformation a Z,_i, contient 2n +4 fleches et en particulier celles qui definissent les 
mots xADa, xADa’, x’ADa et x’ADa’. Or on ne peut avoir simultanement que trois de 
ces quatre mots et on distingue les quatre possibilites suivantes: 
(1) xADa, xADa’ et x’ADa’ 
(2) xADa, x’ADa et x’ADa’ 
(3) x’ADa, xADa et xADa’ 
(4) x’ADa, x’ADa’ et xADa’ 
Pour que les cas (1) et (2) soient possibles il faut que l’on ait (x avant x’) si (a < a’) 
et (x’ avant x) si (a’ < a). Par contre pour les deux autres cas il faut (x’ avant x) si 
(a < a’) et (x avant x’) si (a’ < a). Ainsi a partir du graphe Z,_i on peut obtenir au 
plus dew graphes fonctions des valeurs a, a’, x et x’. Mais, pour les types lb et 2c 
consider& ici, si on note x et a les etiquettes du n-segment reliant le sommet clt AD 
$ lui-meme, alors les graphes obtenus avec la premiere condition ne sont pas transitifs. 
11s sont done impossibles dans le cas des suites minimales. 
Lorsque l’on a deux sommets cl& de type AD, on note B,j3’,y et y’ les lettres cor- 
respondant au dew&me sornmet de type AD. Le graphe Z,_i peut alors se transformer 
de quatre manieres differentes selon les valeurs de a, a’, /?, /II’, x, x’, y et y’. Pour le 
cas Id, si ADi et ADZ sons les deux sornmets-cl&s et si on note x et a (respectivement 
y et j3) les etiquettes sit&es sur le n-segment reliant ADi a lui-meme (respectivement 
AD2 a lui-meme), alors il n’y a qu’une seule evolution possible en quatre graphes. 
Ceux-ci sont obtenus pour ((x’ avant x) si (a < a’) ou (x avant x’) si (a’ < a)) et ((y’ 
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avant y) si (/I < /I’) ou (y avant y’) si (/?’ < /?)). Dans tous les autres cas les graphes 
obtenus ne sont pas transitifs. 
Cas 3: l-“-t est un graphe de type 3c,4b ou 4d. On applique exactement la m&me 
methode que pour les cas precedents. Mais ici les graphes r, possibles sont fonctions 
des valeurs a, LX’, x et x’ (B,p’, y et y’). Ainsi un graphe r,_t de type 3c, oti x et a’ 
sont des etiquettes ituees sur le n-segment reliant AD a lui-meme, peut domrer soit 
deux graphes de type 3 si ((x avant x’) et (o! <a’)) ou ((x’ avant X) et (a’ < a)), soit 
un seul graphe de type 1 si ((x’ avant x) et (a < a’)) ou ((x avant x’) et (a’ < a)). 
De m&me, selon le cas, le graphe de type 4d peut bvoluer en deux graphes de type 
1 ou quatre de type 3. On simplifiera par la suite ces resultats en distinguant le cas 
des differentes permutations. Pour le graphe 4b il n’y a aucun problbme car, en raison 
de sa structure symetrique, on peut toujours supposer sans faire de restriction que ((x’ 
avant X) et (a -c a’)). 
Cas 4: r,,_t est un graphe de type TY. Un 
dam la Fig. 5. 
graphe de type TY a la forme dorm&e 
On applique le principe de transformation et on obtient un graphe qui possbde 
quatre flbches en trop a supprimer parmi les neuf fleches correspondant aux mots: 
lADa, lAD/?, lADy, 2ADa, 2ADfi, 2ADy, 3ADa, 3ADP et 3ADy. Pour simplifier 
l’etude on distingue le cas de chaque permutation. Ainsi, par exemple, pour cl : 
l/2/3 --) 3/2/l, il y a six possibilites pour le choix des cinq mots admissibles i- 
multantment: 
I 3AD1, 3AD2, 3AD3, 2403, lAD3 
II 3AD1, 3AD2, 2AD2, 2AD3, lAD3 
III 3AD1, 3AD2, 2AD2, lAD2, lAD3 
IV 3AD1, 2AD1, 2402, 2AD3, lAD3 
V 3AD1, 2AD1, 2AD2, lAD2, lAD3 
VI 3AD1, 2AD1, lAD1, lAD2, lAD3 
On commence par btudier le cas a = 1, /3 = 2 et y = 3. On obtient quatre types 
possibles pour r, dont deux seulement de type TX ou TY et on verifie que, pour tout 
TY, on a encore a = 1, j3 = 2 et y = 3. On procede de la m2me man&e pour les 
deux autres permutations mais on obtient alors cinq types dont deux de classe (2,3) 
et (3,2). 
Fig. 5. 
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Gas 5: Les types Rb et Sb. On s’interesse pour terminer au cas des types Rb et 
Sb. On n’etudie pas ces demiers dans le cas general. En effet cette etude serait t&s 
complexe et il est plus facile de traiter des “sous-types”. On s’interesse d’abord a ceux 
obtenus avec l’evolution de TY que I’on note Rbl, Rb2, Sbl, Sb2. On les ttudie de 
la m&me man&-e qu’un graphe de type ZY, en separant le cas de chaque permutation. 
I1 n’y a que deux permutations possibles 02 : l/2/3 -J 3/l j2 et ~3 : l/2/3 -+ 2/3/l. 
On obtient alors de nouveaux types Rb et Sb que l’on note Rb3, Rb4, Sb3, Sb4 et que 
l’on Ctudie ;i nouveau. On n’obtient alors plus aucun nouveau graphe de classe (2,3) 
et (3,2). 
Toutes les evolutions possibies des graphes pour les Cchanges de trois intervalles 
sont maintenant connues. Celles-ci sont r&sunGes dans le Tableau 2. On peut verifier 
facilement que quelques-unes de ces transformations sont impossibles. 
Un graphe r, de type 4d ne peut etre obtenu qu’ti partir d’un graphe de type Id, 
c’est-a-dire que l’on a, soit r,_r de type Id, soit k-l graphes de type 4a et m._k de 
type Id (1 < k c n) (cf. Tableau 2). Si AD1 et A& sont les deux sommets-cl&s de 
m-k et si on note x et CI (respectivement y et p) les etiquettes itu&es ttr le n-segment 
reliant AD, b lui-m&me (respectivement AD;! a lui-meme) alors now avons vu lors de 
l’evolution d’un graphe de type Id que I’on a obligatoirement ((x’ avant x) si (~1 < a’) 
ou (x avant x’) si (ct’ < a)) et ((y’ avant y) si (/? < p’) ou (y avant y’) si (p’ < p)). 
Ces conditions impliquent que le type 4d obtenu ne peut se transfo~er qu’en graphe 
de type 1. 
De m&me on peut montrer que pour le type 3e si x et LX’ sont des etiquettes itu&es 
sur le n-segment reliant AD A iui-meme on a toujours ((x’ avant x) et (a < a’)) et 
((x avant x’) et (a’ < a)). On ne peut done obtenir qu’un seul graphe de type 1. 
Un graphe de type 4b ne peut etre obtenu qu’a partir de graphes de types 4a,3c et 
Id formes donnees dans les Figs. 6-8. 
Dans le cas de la permutation ~1 : l/2/3 --+ 3/2/l, il existe quatre graphes pour les 
mots de longueur 2 que l’on peut ramener a deux types de la forme don&e dam les 
Figs. 9 et 10. Si l’on s’interesse a toutes les evolutions possibles de ces deux graphes 
Fig. 6. Fig. 7. Fig. 8. 
Fig. 9. Fig. 10 
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Tableau 2 
Les evolutions possibles pour tow les types de graphes 
Graphes de classe (2,2) 
la--t 1. 2a -9 2. 3a-+ 3. 4a -+ 4. 
lb --t 1. et 2. 2c+ 1. et 4. 4b -+ 3. et 3. Id--t 1.2.2. et 4. 
1 3c -+ 1. ou 3c -) 3. et 3. 4d -+ 1. 1. ou 4d + 3.3.3. et 3. I 
Graphes de classe (3,3) 
TX + T. 
Permutation l/2/3 -+ 3/2/l 
I’Y -+ T. T. 1. et 1. 
Graphes de classe (3,2) 
Permutation l/2/3 -+ 3/l/2 
Ty -+ T. R.l S.l 1. et 3. 
Permutation l/2/3 + 2/3/l 
27’ - T. R.2 S.2 1. et 3. 
Rak - R.k avec k E {1,2,3,4} 
Permutation l/2/3 -+ 3/l/2 
Rbl - R.l R.3 et 3. 
Rb3 -+ R.l et 1. 
Graphes de classe (3,2) 
Permutation l/2/3 -+ 2/3/l 
Rb2 --) R.2 R.4 et 3. 
Rb4-+R.2 et 1. 
Sak -+ Sk avec k E {1,2,3,4} 
Permutation l/2/3 + 3/l/2 
Sbl + S.1 S.3 et 3. 
Sb3 + S.l et 1. 
avec les notations: 
Permutation l/2/3 - 2/3/l 
Sb2 --t S.2 S.4 et 3. 
Sb4 + S.2 et 1. 
Rak 
k = 1: x=2, a’ =3, R=2, 
k=2: a=2, a’=l, /I=2, 
k=3: a=l, a’=2, /3=2, 
k =4: a = 3, a’ = 2, p = 1, 
Rbk 
/?’ = 1, x = 2, x’ = 3 et x” = 1 
p’ = 3, x = 2, x’ = 1 et x” = 3 
/?’ = 3, x = 1, x’ = 2 et x” = 3 
/I’ = 2, x = 3, x’ = 1 et x” zz 2 
Sbk 
k= 1: a= 1, a’ = 2, a” = 3 , x=2, x’=l, y=3 et y’ = 1 
k=2: a = 3, a’=2, a”=l, x=2, x’=3, y=l et y’ = 3 
k=3: a = 2, a’ = 1, a” = 3 , x = 1, x’ = 3, y = 1 et y’ = 2 
k=4: a = 2, a’ = 1, a” = 3 , x = 1, x’ = 3, y = 3 et y’ = 2 
184 M-L. Santini-~~uehar~l Theoret~e~l Computer Science 174 f1997) 171-191 
et des types obtenus a partir de ceux-ci, on constate que l’on ne peut jamais obtenir 
de graphes de la forme domrte dans Ies Figs. 6-8. Ainsi il n’existe pas de type 4b 
avec la permutation crt : l/2/3 + 3/2/l et on en diduit qu’il n’existe pas non plus de 
type 3. 
On procede de man&e analogue pour montrer que les graphes de type 4d n’existent 
pas dans le cas des permutations 02 : l/2/3 -+ 3/l/2 et 03 : l/2/3 -+ 2/3/I. 
4. Evolutions des n-segments 
L’utilisation de n-segments se justifie par le fait que pour tous les types de graphes 
on peut exprimer les noms des n + l-segments en fonction de ceux des n-segments. 
En effet: 
Soit I’,‘, un graphe de mots de type de base. 11 n’existe pas de sommet cl6 de 
type AD et seuls les sommets de type D verifient d+D = 2. Soit (Me,Mt,. . . ,A&) un 
n-segment. On a a%& > 1, a+&& > 1 et a+A4” = 1, 1 Gj < k. Mais a-M0 = 1 et 
a-bfk = 1. On note zo,zl , . . . ,Zk les lettres telles que ZjMj, 0 <i < k, soient des mots 
de longueur n + 1, et telles que Mj-r T Mj, 1 <‘j 6 k. SLE &+I on a obligatoirement 
a+@fO > 1 et c?-$Mk > 1. Ainsi (Zo&fo,Z&fl , . . . ,Z&f,,) est un n + l-se@mt qui 
posskde le meme nom que ~~o,~, , . . . , I%&). Dans le cas des types de base il y a 
“conse~ation des noms des n-segments”. 
Considerons maintenant un graphe quelconque. Soient Mi, M2 deux sommets de r, 
tels que a+hf, > 1, a+h4, > 1. I1 existe un unique x et un unique y tels que a+dfl z=- 1 
et a+yA4* > 1. II y a alors quatre differentes formes possibles pour les n+l-segments: 
(a> (xN,...,yM2), (b) (xM ,...JM), (c) (yM2,. . . ,.w ), 
(d) W~Z,...>Y~~). 
Considerons par exemple le cas (a), si ce n i- l-segment correspond a la portion 
du graphe .u%& Ly I%& sur r’+ 1, 341 % MZ est alors une portion du graphe r,. Si 
celle-ci correspond a un n-segment alors le n + l-segment Porte le meme nom que ce 
demier, sinon la portion du graphe peut se mettre sous la forme: 
Ml ~Mi:,+*~~~Mix~h!f2 avec k> 1; ik E {1,2}, 
zjM, # xn//, et zjM, # YM2, 1 <j<k. 
Le n + l-segment est alors de Ia forme: 
et son nom est done la concatenation de k + 1 n-segments, 
On montre de la meme manitre que les noms des n-segments de la forme (b), (c) 
et (d) sont la concatenation de noms des n-segments. 
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Pour pouvoir utiliser concretement l’evolution des n-segments on les rep&e precise- 
ment sur les graphes de man&e a conserver toujours la m&me notation au meme n- 
segment. Par exemple, pour un graphe r,, de type lb qui possede quatre n-segments 
comme tous les graphes de classe (2,2) (cf. Tableau 1) on notera: 
B, celui reliant AD i AD 
J,, celui reliant AD SI D 
R, celui reliant D ii D 
V, celui reliant D h D 
Dans le Tableau 3 on donne les noms des n + 1 -segments des graphes r,+t possibles 
en fonction des n-segments de r, notes (U, V, W) pour les graphes de classe (2,3) et 
(3,3), et (B, J, R, V) pour les autres classes. 
5. Construction des substitutions 
De l’analyse precedante, on peut deduire une description complete des n-segments 
et montrer maintenant la proposition du paragraphe 2. 
Preuve. On considere une suite u minimale provenant d’un &change de trois intervalles. 
Les noms des n-segments du graphe ra sont UO = 1, VO = 2 et WO = 3. On suppose 
que la suite (ik)k existe jusqu’a l’ordre k, et que rk est de chse (3,3) on a alors trois 
n-segments: 
Si le graphe des mots correspondant est de type TX on a alors conservation des 
noms des n-segments. On suppose done qu’il est de type TY et que rk+t est de classe 
(3,3). On distingue le cas de chaque permutation. 
CJ : l/2/3 --+ 3/2/L 
On a une des deux transformations suivantes: 
Ukfl = ukwk = @(l).@(3) = Q(1.3) = @.71(l) 
vk+l = vkwk = Q(2).@(3) = Q(2.3) = @‘.tt(2) 
w,+t = w, = G(3) = @.21(3) 
ou 
ukil = uk = @(l) = @.z2(1) 
vk+l = vkuk = @(2).@(l) = Q(2.1) = @.22(2) 
wk+l = w,uk = @(3).@(l) = G(3.1) = @.22(3) 
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Tableau 3 





TX ou TY I/W, VW, W r 1 
laou Ibou Id UW,V,V,W 0 I 
ou Ih v, w, uw, v H 2 
la ou Ibou Id V,iJ.WU,V H 3 
ou lb wlJ,v,v.lJ H 4 
TX ou TY u. vu. WU T 2 
Permutation 3!1/2 
FX ou TY UW,VW,W r I 
3a VW, L’, VW, W H 6 
ou 3c VW, u, w, VW H I 
Ral ou Rbl uv,v,v,w H 5 
Sal ou Sbl u,vwu,WlJ T 3 
la ou lb ou Id U,V, V, WU H 8 
ou lb v. rvu, u, v H 9 
Permutation 2/3/l 
TX ou TY u,VU,wu T 2 
3a vu, w, VU! u H I1 
ou 3C vcJ,w,u,vu H I2 
Ra2 ou Rb2 u,V,v,wv H IO 
Sa2 ou Sb2 uw,vuw, w 7 4 
la ou lb ou Id W, V, V,UW N I3 
ou lb v,uw,w,v H 14 









2a ou 2c B,J,R,V i 
3a ou 3c B,J,R,V i 
(z:*.“:‘::l 
mj 
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lo ou lb ou Id E,JR,R, VB P 23 
ou lb R, VB. B, JR P 24 
2a ou 2c B,J,RVB,VB p 25 Rh2 + 
2a ou 2c R, V, BJR, JR P 26 
4a ou 4b ou 4d BJ,J, RV, V P 27 
ou 4b RV.V.8J.J P 28 
In ou lb ou Id B,J,RJ,V P 29 
ou lb RJ, V,B,J P 30 
i 
Rb3 4 
la ou lb ou Id JR,B. VB,R P 31 
ou lb VB,R,JR,B P 32 
la ou lb ou Id BV,J,RJ,V p 33 
ou lb RJ.V.BV,J p 34 RM_ 
Rak ou Rbk B,J,R,V i 
Ra2 ou Rh2 B,JR,R,VR /i 6 
(i : l/2/3 --+ 3/l/2 
11 n’y a que la premi&re des deux transformations ci-dessus et on retrouve done zl. 
CT : l/2/3 -+ 2/3/l 
11 n’y a que la dew&me des deux transformations ci-dessus et on retrouve done 72. 
Dans ce cas nous avons done prouvk l’existence de la suite (i&}k. 
De plus il existe forchment un rang n tel que F, ne soit plus de classe (3,3). En 
effet, si ce n’btait pas le cas, pour les deux demikes permutations, la suite (&)k ne 
prendrait qu’une seule valeur (par Exemple 1) h partir d’un certain rang /CO. Pour tout 
k les noms des n-segments seraient alors de la forme: 
& = u,wk,*** wb, & = v,w,‘** k&, wk = @&,. 
Le systame contiendrait alors une suite phiodique ce qui contredit la minimalitb. 
De meme pour la permutation l/2/3 -+ 3/2/l, la suite (ik)k ne prendrait que deux 
valeurs (1 et 2). On drifie alors facilement que pour tout k les noms des n-segments 
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uk et vk ne contiemrent que des Ub et Wh. Comme ukO, Vb et Wb sont les n-segments 
d’un graphe rk, il existe au moins un mot M de longueur k + 1, qui est facteur de 
v&,, ou d’une fonction de vk, et, qui n’est facteur d’aucune des fonctions possibles de 
uk, et Wb. Ainsi il existe un mot ki qui n’est pas facteur de uk, pour tout k. Or la 
longueur uk tend vers l’infini avec k. Ce qui cot&edit la minimalite 2 . 
On se place maintenant dans le cas oh rk est de chsse (3,3) et &+I de chsse (2,3). 
Si le graphe rk des mots est de type TX on a alors conservation des noms des 
n-segments. On suppose done qu’il est de type 77’. 
Notation. Lorsqu’un graphe de type1 Cvolue en un graphe de type2 on notera type1 + 
type2. 
On s’interesse aux possibilites: TY + Sa ou Sb. On distingue le cas de chaque 
permutation (ici il n’y en a que deux possibles). 
o : l/2/3 + 3/l/2 
On a la transformation TY --f Sal ou Sbl et 
{ 
uk+l = uk = @(l) = @.rs(l) 
Vkfl = vkwkuk = @(2).@(3).@(l) = Q(2.3.1) = @.x3(2) 
w,,, = w,& = @(3).@(l) = Q(3.1) = Qi.43) 
u : l/2/3 + 2/3/l 
On a la transformation TY -+ Sa2 ou Sb2 et 
( 
uk+l = ukvk = @(l).@(2) = Q(1.2) = @.74(l) 
vk+l = vkukwk = Q(2).@(1).@(3) = Q(2.1.3) = Q.242) 
w,+t = wk = Q(3) = G.243) 
On se place maintenant dans le cas ou rk et &+t de classe (2,3). Si rk est de type 
Sa il y a conservation des n-segments. On s’interesse done au cas Sb + Sa ou Sb. 
Sbl + Sa3 ou Sb3 
{ 
Uk+l = UkWk = @(l).@(3) = Q(1.3) = @.zs(l) 
vk+l = vk = Q(2) = @.25(2) 
W,+l = Wk = @p(3) = @.z5(3) 
On s’interesse de meme h Sbl --f Sal ou Sbl et aux evolutions des n-segments des 
autres cas Sb2, Sb3 et Sb4. On obtient les substitutions rg,r7 et rg. 
De plus il existe un rang m tel que r, ne soit plus de classe (2,3). 
En effet, considerons la substitution l/2/3 -+ 3/l/2. On suppose qu’a partir d’un 
certain rang k,~ tous les graphes de mots sont de classe (2,3). La suite (ik)k ne peut 
prendre alors que les valeurs 2, 5 ou 6. 
POW Ester dans la ClaSSC (L&3) on ne pCUt avoir que 76 0 75 = zt et 72. Ainsi, pour 
tout n, U, n’est fonction que de uk, et Wb, et sa longueur tend vers l’infini avec n. 
2 Se reporter au paragraphe 1 pour le wit&e de minimalit utilist ici. 
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Comme Ub, Vb et Wb sont les n-segments d’un graphe r,, il existe au moins un mot 
M de longueur kc + 1, qui soit facteur de Vb, ou d’une fonction de Vb; et, qui ne soit 
facteur d’aucune des fonctions possibles de &,, et Wb. On a done une contradiction 
de la minimalitt. 
On realise une demonstration similaire pour la permutation l/2/3 + 2/3/l. 
On s’interesse maintenant a toutes les transformations qui n’ont pas encore CtC 
etudites. 
Si, le graphe des mots rk est de type TX,Sa,Ra, la, 2a, 3a ou 4a on a alors conser- 
vation des noms des n-segments. La methode etant toujours la meme, on ne fera pas 
la demonstration permettant de construire les substitutions dans tous les cas qui n’ont 
pas encore CtC Ctudies. On donnera simplement quelques exemples cl&s. 
Soit la permutation c : l/2/3 -+ 3/l/2. On a alors, entre a&es, les evolutions 
suivantes. 
TY -+ Ral ou Rbl 
I 
&+I = &Vk = @(l).@(2) = Q(1.2) = @.85(l) 
Jr+1 = Vk = Q(2) = @i+,(2) 
Rk+l = Vk = Q(2) = @k&(2’) 
Vk+l = Wk = Q(3) = @.85(3) 
TY -+ 3a 
I 
&+I = VkWk = Q(2).@(3) = Q(2.3) = @.&j(l) 
Jk+l = uk = Q(l) = @t&(2) 
Rk+, = VkWk = @(2).@(3) = q2.3) = @k&(2’) 
Vk+l = Wk = @p(3) = @k&(3) 
Considerons maintenant un exemple tel que rk soit de classe (2,3) et rk+t de classe 
(292). 
Sbl ---f 3a 
De meme avec Sbl --) 3c obtient t9t6. 
On s’interesse enfin aux graphes de classe (2,2). 
lb+2a ou 2c 
&+I = Rk = @(2’) = @+18(l) 
.&+I = Vk = Q(3) = @418(2) 
Rk+l = &Jk = @i(1).@(2) = Q(1.2) = @./~j3(2’) 
Vk+l = Jk = a(2) = @J.&(3) 
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On Ctablit ainsi toutes les substitutions. Pour terminer la demonstration de la propo- 
sition, il reste 1 prouver le resultat suivant: 
II existe un rang N tel que rN soit de classe (2,2). 
En effet, si ce n’etait pas le cas, comme il existe forcement un rang tel que les 
graphes de mots ne soient plus ni de classe (3,3), ni de classe (2,3) les graphes 
seraient alors toujours de classe (3,2) a partir d’un certain rang. Dans ce cas, les 
substitutions possibles seraient uniquement ~1, ~2, ~3 (pour la permutation l/2/3 + 
3/l/2) ou p4,~~5,~6 (pour la permutation l/2/3 -+ 2/3/l). 
Considerons par exemple la permutation l/2/3 --t 3/l/2. On suppose, qu’a partir 
d’un certain rang kc, tous les graphes sont de classe (3,2). On peut verifier facilement 
que, pour tout n, le nom du n-segment J,, n’est pas fonction de Bb et sa longueur tend 
vers I’infini avec n. D’oi, il existe au moins un mot qui n’est pas facteur de Jn, pour 
tout n. Ce qui contredit la minimalite3 . On realise la meme demonstration dans le cas 
ou la permutation est l/2/3 --+ 2/3/l. 0 
6. MinimalitC et graphs de mots 
Les suites minimales provenant d’un &change de trois intervalles admettent une in- 
finite de graphes de type 1 et 4. 
Preuve. On va montrer que si, a partir d’un certain rang, les graphes de mots d’une 
suite ne sont que de type 1, alors celle-ci n’est pas minimale. 
Soit IQ, le premier rang tel que la suite des graphes de mots soit 1 valeur uniquement 
dans la famille 1. 
Soit B,, J,,, R, et V, les noms des n-segments d’un graphe r, de type 1. Si l’on sup- 
pose r,+r Cgalement de type 1 alors les seules concatenations possibles (cf. Tableau 3) 
sont: 
V,B, au/et J,,R, 
De plus les seules permutations sur l’ordre des norms des n-segments sont: 
& t-) R, et V,,++J,,. 
Ceci donne encore comme concatenations: 
Les 
J,,R, oujet V,B,. 
noms des n-segments sont done toujours de la forme: 
Bkw Jk,,&,...Rko, Rko~ VbBko,..Bko 
La suite ne peut done pas &tre minimale 
3 Se reporter i la dkmonstration prdcddente sur l’existence d’un rang tel que les graphes de mots ne soient 
plus de classe (2,3). 
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On a en fait montr6 que les suites minimales provenant d’un tchange de trois 
intervalles admettent une injinitt de graphes de type 1 et 4. En effet, une infinitt 
de type 4 implique une infinitb de type 1. De m2me, une infinitk de type 2 ou de 
type 3 implique une infinitk de type 1 et 4. Ces &ultats dkoulent immbdiatement de 
l’kvolution des types de graphes. 
Le problbme est maintenant de chercher toute les suites minimales possibles et les 
relations avec les suites de graphes de mots. 
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