starting point for the simulated annealing algorithm on the n different nodes of the network. The two algorithms have been applied to the job shop scheduling problem (JSS) and the traveling salesman problem (TSP). Both algorithms showed very good performance in terms of solution time and solution quality.
Simulated annealing (SA) has been considered a good tool for complex nonlinear optimization problems. The technique has been widely applied to a variety of problems. However, a major disadvantage of the technique is that it is extremely slow and hence not suitable for complex optimization problems such as scheduling. There are many attempts to develop parallel versions of the algorithm. Many of these algorithms are problem dependent in nature. We present, in this paper, two general algorithms for SA. The algorithms have been applied to job shop scheduling problem (JSS) and the traveling salesman problem (TSP) and it has been observed that it is possible to achieve superlinear speedups using the algorithm. © 1996 Academic Press, Inc.
I. INTRODUCTION
Simulated annealing (SA) has been considered a good tool for complex nonlinear optimization problems [5, 2] . The technique has been widely applied to a variety of problems. One of the major drawbacks of the technique is its very slow convergence.
There have been many attempts to develop parallel versions of the algorithm. Some parallel systems exist for achieving close to ideal speedup on small processor arrays [6] . There are also special purpose architectures for implementing the annealing algorithm [9] . Two different approaches to parallelization of SA exist in literaturesingle-trial parallelism and multiple-trial parallelism [5] . Very often these approaches are highly problem-dependent and the speedup achievable depends on the problem characteristics. In all these cases there is need to divide the problem into subproblems and subsequently distribute these problems among the nodes or processors.
We present, in this paper, two distributed algorithms for simulated annealing. The first algorithm is named the clustering algorithm (CA) and the second algorithm the genetic clustering algorithm (GCA). In the clustering algorithm a cluster of nodes work on the search space of the simulated annealing algorithm. The cluster of nodes assist each other by exchanging their partial results and this helps the nodes to converge to a good initial solution to start with. In the second algorithm, the genetic algorithm is applied to find the initial n good solutions required as the solutions rather than a single solution. Since we require n initial solutions for distributing among n nodes, we chose to combine SA with GA.
A. Genetic Algorithm
In GA [11] , an initial population consisting of a set of solutions is chosen and then solutions are evaluated. Relatively more effective solutions are selected to have more offsprings, which are in some way related to the original solutions. If the genetic operator is chosen properly, the final population will have better solutions. GA improves the whole population. SA aims at producing one best solution. For the distributed SA implementation, we require several good initial solutions to ensure fast convergence of SA. We chose GA for obtaining the required number of good initial solutions. The operator used for generating offsprings in JSS is related to the processing order of jobs on the different machines of the two parent solutions. Let PO11, PO12, ... , PO1m be the processing orders of jobs on machines 1, 2, ... , m in parent1 and PO21, PO22, ... , PO2m be the processing order on machines 1, 2, ... , m in parent2. If random (1, m) ϭ i, then processing orders in child1 and child2 are PO11, ... , PO1i, PO2i ϩ 1, ... , PO2m and PO21, ... , PO2i, PO1i ϩ 1, ... , PO1m respectively. After getting the offspring, a check is made to see if there are any cycles in the offsprings and if there is one, the operation is performed once again by generating another random number. A cycle in a state indicates an invalid schedule. The pseudo code for the Genetic Clustering algorithm (GCA) is given in Table II .
V. IMPLEMENTATION OF THE ALGORITHMS
Both the above algorithms have been implemented using a platform called DiPS (Distributed Problem Solver) [3] running on a network of 18 Sun workstations. It is built on a communication kernel. Using the kernel, it is possible techniques into three major classes; (1) serial-like algorithms, (2) altered generated algorithms, and (3) asynchronous algorithms [1] . Each class of the algorithm makes some tradeoff among cost function accuracy, state generation, parallelism, and communication overhead. High performance special purpose architectures show promise for solving computationally expensive applications without expensive super computers and include specially designed computer architectures to suit annealing algorithm [11] .
III. CLUSTERING ALGORITHM FOR SIMULATED ANNEALING
Experiments on the SA technique have shown that a good initial solution results in faster convergence. Similar observations were made in [13] .
The distributed algorithms proposed take advantage of this observation. Initially, the n nodes of the network run SA algorithm using different initial solutions. After a fixed number of iterations, they exchange their partial results to get the best one. All the nodes accept the best partial solution and start applying the SA technique for that best partial result. They again exchange their partial results after some fixed number of iterations. After repeating this process for a predefined number of times, each node works independently on its partial result. The complete algorithm is given in Table I .
IV. COMBINATION OF GENETIC ALGORITHM AND SIMULATED ANNEALING ALGORITHM
Experiments showed that a good initial solution for SA improves both the quality of the solution and also the execution time. Genetic algorithms try to improve a set of 208 RAM, SREENIVAS, AND SUBRAMANIAM
TABLE I Cluster Algorithm for Simulated Annealing
Input to the algorithm: n ϭ Number of the nodes in the network. p ϭ Exchange parameter for partial results. r ϭ Reduction parameter for the number of iterations before exchange of partial results. i ϭ Input graph for scheduling. Co-ordinator node algorithm:
1. Distribute the n random initial solutions to the n nodes and wait. 2. Upon receiving the first converged result from any of the nodes stop simulated annealing on other nodes. Worker node algorithm:
1. Accept initial solutions from the co-ordinator. to send task award messages, task result messages, configure messages, and partial result messages, among the various nodes of the DiPS network. The full implementation details of both algorithms are given in subsequent sections.
A. Implementation of Clustering Algorithm
In the clustering algorithm, the central node executes the code in Table III and the worker nodes the code in Table IV . The algorithm for simulated annealing is given in Table V .
B. Implementation of Genetic Clustering Algorithm
In the case of Genetic Clustering Algorithm (GCA), first the genetic algorithm is run on the central node to get the required n initial solutions. These initial solutions are used by the n client nodes of the distributed systems as a starting solution for the simulated annealing algorithm.
The code that is executed on the central node is the same as the code in Table III except that in step 3 the n schedules are the best n solutions chosen from the population after applying GA. The genetic algorithm starts with an initial population. It then performs the crossover operation and the population is updated. This is repeated a number of times.
VI. CASE STUDIES
The algorithms have been applied to the job shop scheduling problem and the traveling salesman problem.
A.1. Job Shop Scheduling
Job Shop Scheduling involves scheduling of various operations relating to a number of jobs on a number of ma-209 PARALLEL SIMULATED ANNEALING chines [2, 8, 4] . different techniques exist in the literature for solving JSS [15] . Since the main focus of this paper is parallel SA, we consider the SA algorithm for solving JSS. Each machine can process only one operation at a time. Each job consists of a sequence of operations in a predefined precedence order. The problem is to find a schedule having minimum total time (cost), often called ''make span'' of the schedule. An initial schedule is obtained for a given set of n jobs to be scheduled on m machines. The simulated annealing algorithm is applied to the initial schedule. The algorithm improves on the initial schedule by generating neighborhood schedules and evaluating them. As the temperature is gradually reduced, the algorithm converges to a near optimal solution.
One of the major drawbacks of the simulated annealing algorithm is that it is very slow, especially when the search space is large. The algorithm's behavior is also greatly influenced by the choice of the initial schedule. Attempts to parallelize the SA algorithm for JSS resulted in three different algorithms, namely the temperature modifier algorithm, the locking edges algorithm, and the modified locking edge algorithm [10, 12] . The temperature modifier algorithm, though is problem independent, has not shown much improvement in speedup. However, the quality of results produced is better. In the other two algorithms, the search space is divided using a special technique called the locking edge technique. These algorithms are highly problem dependent and hence are applicable only to the JSS problem. It is for the above reasons that a problemindependent true distributed simulated annealing algorithm is attempted for development. One of the basic problems for distributed simulated annealing algorithms is that SA is inherently sequential. Hence the option is to distribute the search space and let the algorithm run on a reduced search space on each node of the network. Since the division of the problem into subproblems depends largely on creased to select good initial solutions. But the overhead of GA increases correspondingly. Hence the optimal time to be spent on GA in the case of GCA can be found by conducting experiments by varying this time. Table VIII shows the relative performance of CA and GCA for a fixed problem size as the number of nodes is varied. As the number of nodes is increased, CA performed better compared to GCA. This can be explained from the fact that GCA requires n good initial solutions generated by GA. As n increases, the quality of the initial solution decreases as GA is run only for a fixed initial time. Table VII shows relative performance of CA and GCA as the problem size is increased keeping the number of nodes fixed. At low problem sizes GCA performed better compared to CA. This can be explained by the fact that as the problem size increases, the quality of the initial solutions generated by GA by running it for a fixed amount of time is not good.
B.1. Traveling Salesman Problem
The TSP is that of finding the minimum weight Hamiltonian cycle in a given undirected graph. The quality of solutions obtained for TSP using simulated annealing is good, though obtaining them is time consuming. It is in this context that parallel algorithms for SA for solving TSP are of practical interest. We have applied the genetic clustering algorithm for the TSP and compared its performance with that of the sequential algorithm. The graph is represented as an adjacency matrix of intercity distances. A valid initial solution for SA and the initial population for the characteristics of the problem, such as algorithm cannot be general in nature. Also, it is likely that one node gets into other nodes' search space, which is termed a collision. Such intrusions have to be treated separately. For these reasons a static division of the search space among the nodes is not ideal.
A.2. Performance Study of the Algorithms
The performance of the CA and GCA are compared with that of sequential simulated annealing (SSA) for different sizes of job shop scheduling problem (from 10 jobs on 10 machines to 20 jobs on 15 machines). The annealing algorithm used an initial temperature of 2000, temperature modifier of 0.95. Annealing was frozen when the best solution found did not change for the last 25 temperature changes or the temperature was reduced to zero. Table VI shows performance of SSA.
Performance of the algorithms has been compared based on two factors, namely, the execution time of the algorithm and the cost of the solution. It can be observed from the Table VII that CA performed very well in terms of both execution time and quality of the solution compared to the sequential simulated annealing algorithm. CA sometimes showed superlinear speedups. It can also be observed from Table VII that at low problem sizes, GCA performed better compared to CA. This can be explained from the fact that at low problem sizes, GCA is able to give good initial solutions with a small overhead, whereas in the case of large problem sizes, the quality of the population is not appreciably improved by running GA for a fixed time period. In case of GCA, the time spent on GA can be in- 50  107  717  112  767  3  100  139  1136  308  1134  3  150  497  1336  1568  1218  3 GA are obtained by a depth first search. The neighboring solution for SA is generated by the method suggested in [6] , where a section of the path chosen is traversed in the opposite direction. The genetic operator crossover called edge recombination [14] is applied to a pair of parent solutions to generate two offspring and the best two out of the four solutions replace original ones. The required n initial solutions for the parallel SA are obtained by the genetic algorithm as explained earlier.
B.2. Performance Study of the Algorithms
Three sizes of the TSP, namely 50, 100, and 150, have been considered for the performance analysis of the GCA algorithm. The cooling schedule for SA employed an initial temperature of 1000 and a temperature modifier value of 0.99, and that for GCA an initial temperature of 1 and a temperature modifier value of 0.99. GA was stopped when the solutions did not change over a fixed number of iterations. SA also was stopped when there was no improvement in the quality of the solution over a fixed number of iterations.
The relative performance between GCA and SA for TSP is given in Table IX . Three trials were taken on three problem instances and the average value of the cost and time are tabulated in each case. It is evident from the table that GCA performed very well as the problem size increased and showed superlinear speedups at higher problem sizes. At lower problem sizes the algorithm did not perform well, as the overhead of the genetic algorithm is high on a smaller search space. We also experimented with the dynamic switching from GA to SA. Instead of running the GA for a fixed amount of time depending on the search space size, the improvement in the quality of the n best solutions in the population has been used as the criterion for switching from GA to SA. When the n best solutions in the population do not change for a fixed number of iterations, GA is stopped. These n initial solutions are taken and fed to the parallel SA algorithms on n nodes of the network. It has been observed that there is an optimum time up to which GA can be run before switching to SA. If GA is run for less than this optimum time, n good initial solutions are not found for SA. If it is run for more time, time is wasted in finding more than n good initial solutions.
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Thus switching based on the improvement of the n initial solutions can be seen to perform best (refer to Table X).
VII. CONCLUSIONS
Two distributed algorithms for simulated annealing have been developed and have been applied to the JSS and TSP. The algorithms showed very good results as the problem space and the number of nodes employed increased. 
