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Abstract
We present in this paper an approximation method of curves from sets of Lagrangian data and vectorial tangent sub-
spaces. We de1ne a discrete smoothing fairness spline with tangent conditions by minimizing certain quadratic functional
on 1nite element spaces. Convergence theorem is established and some numerical and graphical examples are analyzed
in order to show the validity and the e4ectiveness of this paper. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper deals with the problem of constructing some parametric curves by fairness spline
functions with tangent conditions, from the Lagrangian data and under both fairness criteria and
vectorial tangent subspaces. Frequently, these data are associated to certain sets of orientation data
which allow to determine the tangent lines to the curve at some points. Some objectives of this
work are: First, to incorporate both fair and tangent constraints to the approximation data sets in
order to obtain a pleasing shape. Next, to observe numerically and graphically the in@uence of each
constraints in the approximating curves.
Specially, we present an approximating method of curves on a non-empty bounded real interval by
minimizing certain quadratic functional on 1nite element spaces. These functional contain di4erent
terms that take into account some given fairness restrictions (such as curve length, bending energy,
curvature see for example [4,5,8,9,11]) and tangent subspaces or normal vectors (see [10]).
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Certain applications of this problem appear in some 1elds such as CAGD, CAD, Geophysics and
Structural Geology, etc.
We notice that this problem is a particular case and an application of the generic problem presented
in [6,7], where the early works following this line can be found in its references. Moreover, the
method presented in this paper is based on the theory of the discrete smoothing Dm-splines (see
[1]).
This paper is organized as follows. In Section 2, we brie@y recall some notations and preliminary
results. In Section 3, we de1ne and characterize the notion of the discrete smoothing fairness spline
function with tangent conditions in a parametric 1nite element space. In Section 4, we prove the
convergence of this spline to a function from which proceed the Lagrangian data. Section 5 is
devoted to compute the spline function. In last Section, we analyze some numerical and graphical
examples in order to test the approximating method.
2. Notations
Let n and m belonging to N∗, we denote by 〈·〉Rn and 〈·; ·〉Rn , respectively, the Euclidean norm
and the inner product in Rn. Likewise, let (a; b) be a not-empty bounded real interval and we denote
by Hm((a; b);Rn) the usual Sobolev space of (classes of) functions u belonging to L2((a; b);Rn),
together with all their derivatives u(
)-in the distribution sense-of order 
6m. This space is equipped
with the norm
‖ · ‖m; (a;b);Rn
the semi-norm of order ‘
| · |‘; (a;b);Rn ; ‘ = 0; : : : ; m
and the corresponding inner semi-product of order ‘
(·; ·)‘; (a;b);Rn ; ‘ = 0; : : : ; m:
We shall use the mapping  de1ned from Rn\{0} × Rn into Rn by
(x; y) = y − 〈y; x〉Rn〈x〉2Rn
x:
For any x ∈ Rn\{0}, it is easily seen that (x; :) is, in fact, the orthoprojector of Rn into the
orthogonal complement to span 〈x〉.
Likewise, we denote by RN;n the space of real matrices with N rows and n columns, equipped
with the inner product
〈A; B〉N;n =
N∑
i=1
n∑
j=1
aijbij
and the corresponding norm
〈A〉N;n = (〈A; A〉N;n)1=2:
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Finally, we denote by Pm−1((a; b);Rn) or simply Pm−1 the space of all polynomials de1ned in
(a; b) with values in Rn of degree 6 m− 1.
3. Modelling the problem
Let  ⊂ Rn be a curve parametrized by a function f of Hm((a; b);Rn), and we suppose given:
• a set of real positive numbers H of which 0 is an accumulation point;
• for any h ∈H, a partition Th of [a; b] made with intervals K of length 6 h;
• the 1nite element space Xh constructed on Th from the generic unidimensional Hermite 1nite
element (K; PK ; K) of class Ck , with m6 k + 1 (see [3] for notations).
It is easily shown that the parametric 1nite element space Vh = (Xh)n satis1es
Vh ⊂ Hm((a; b);Rn) ∩ Ck([a; b];Rn):
Likewise, we suppose given:
• A1 and A2 two ordered 1nite subsets of [a; b] of N1 and N2 points, respectively, and we assume
that
A1 contains a Pm−1-unisolvent subset:
Now, we de1ne the operator L from Hm((a; b);Rn) into RN1 ; n by
Lv= (v(a))a∈A1
and the operator  de1ned from Hm((a; b);Rn) into RN2 ; n by  v=( av)a∈A2 , where for each a ∈ A2,
 a is de1ned by
 av= 
(
df(a)
dx
;
dv(a)
dx
)
:
Moreover, for any !=(!1; : : : ; !m) ∈ Rm, with !i ¿ 0, for i=1; : : : ; m−1, and !m¿ 0 and any # ∈ R+,
let J!# be the functional de1ned on Vh by
J!#(v) = 〈Lv− Lf〉2N1 ;n + #〈 v〉2N2 ;n +
m∑
j=1
!j|v|2j; (a;b);Rn :
Remark 3.1. We observe that the functional J!#(v) contains di4erent terms which can be interpreted
as follows:
• The 1rst term, 〈Lv− Lf〉2N1 ;n, indicates how well v approaches f in a discrete smoothing least
squares sense.
• The second term, #〈 v〉2N2 ;n, indicates how well, for any point a ∈ A2, the tangent spaces span
〈 df(a)d x 〉 and span 〈 dv(a)d x 〉 are really close.
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• The third term, |v|2j; (a;b);Rn , for j = 1; : : : ; m− 1, represents some fairness criteria such as curve
length (j = 1), bending energy or curvature (j = 2), or variation of curvature (j = 3), etc.
• The last term, |v|2m; (a;b);Rn , measures the degree of smoothness of v.
Finally, we notice that the parameter # and the vector ! control the relative weights given to the
di4erent terms.
Now, for all h ∈ H, we consider the following minimization problem: Find an approximating
curve of  parametrized by a function %h!# ∈ Vh from the data {f(a) | a ∈ A1}, such that %h!#
minimizes the functional J!# on Vh, i.e. 1nd %h!# such that
%h!# ∈ Vh;
∀v ∈ Vh; J!#(%h!#)6 J!#(v): (1)
Theorem 3.1. The problem (1) has a unique solution; called the discrete smoothing fairness spline
with tangent conditions; which is also the unique solution of the following variational problem:
Find %h!# such that
%h!# ∈ Vh;
∀v ∈ Vh; 〈L%h!#; Lv〉N1 ;n + #〈 %h!#;  v〉N2 ;n +
m∑
j=1
!j(%h!#; v)j; (a;b);Rn = 〈Lf; Lv〉N1 ;n:
Proof. See Theorem 1 of [6], where in this case & is de1ned on Vh × Vh by
&(u; v) = (〈 u; v〉N2 ;n; (u; v)1; (a;b);Rn ; : : : ; (u; v)m−1; (a;b);Rn):
Remark 3.2. In principle, the problem (1) can be de1ned on Hm((a; b);Rn) and also it turns
out to be an unisolvent problem. When the number of data N1 + N2 is very large the solution of
this problem needs too much time to be computed, that on practice is diLcult to be obtained.
This is the reason why we have de1ned directly the problem on a 1nite-dimensional (1nite element)
space Vh.
4. Finding the approximating curve
In this section, we are going to see how to compute the discrete smoothing fairness spline with
tangent conditions. To do this, for any h ∈H, let I and {w1; : : : ; wI} be the dimension and a basis
of Xh, respectively, and let us denote by {e1; e2; : : : ; en} the canonical basis of Rn. Then, the family
{v1; : : : ; vR}, with R= nI , is a basis of Vh, where
∀i = 1; : : : ; I; ∀‘ = 1; 2; : : : ; n; j = n(i − 1) + ‘; vj = wie‘:
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Thus, for any d ∈ D and any h ∈H, %dh!# can be expressed as follows:
%dh!# =
R∑
i=1

ivi
with 
i ∈ R, for i = 1; : : : ; R.
By applying Theorem 3.1, we obtain that the vector 
 = (
i)16i6R ∈ RR is the solution of the
following linear system of order R:(
ATA+ #PTP+
m∑
‘=1
!‘R‘
)

 =ATb; (2)
where
A= (vj(ai))16i6N1 ; 16j6R;
P=
(

(
df(ai)
dx
;
dvj(ai)
dx
))
16i6N2 ; 16j6R
;
R‘ = ((vi; vj)‘; (a;b);Rn)16i; j6R; ∀‘ = 1; : : : ; m;
b= (f(ai))16i6N1 :
Finally, we point out that the matrix ATA+ # PTP+
∑m
‘=1 !‘R‘ of the linear system given in
(2) is symmetric positive de1nite and of band type.
5. Convergence
Under adequate hypotheses, we shall show that the discrete smoothing fairness spline with tangent
conditions converges to f. To do this, we suppose given:
• a set of real positive numbers D of which 0 is an accumulation point;
• for any d ∈ D, we have A1, A2, L,  , !, # and J!# (dependent on d).
Now, let f ∈ Hm′((a; b);Rn), with m′¿m, and for each d ∈ D, h ∈H and from the previous
data let %dh!# be the discrete smoothing fairness spline with tangent conditions. We suppose that
sup
x∈(a;b)
min
a∈A1
|x − a|= d: (3)
Theorem 5.1. Suppose that the hypothesis (3) holds; and that
〈#; !1; : : : ; !m−1〉Rm = o(!m); d→ 0 (4)
and
!m = o(d−1); d→ 0: (5)
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Then
lim
d→0
‖%dh!# − f‖m; (a;b);Rn = 0:
Proof. We obtain the result by using the hypotheses (3)–(5) and following the same way as The-
orem 4:2 of [7].
6. Numerical and graphical examples
In order to test the smoothing method we have taken n= 2, which means that the curves will be
given in the real plan space R2.
Example 1. We have considered the curve  parametrized by a function f : (a; b) → R2 where
(a; b) =
(
−-
2
;
-
2
)
and f(x) = (2 sin (2x); 3 cos (3x)):
We have computed an approximating curve of  parametrized by a discrete smoothing fairness
spline with tangent conditions from a set of N scattered points of (a; b) and NT scattered tangent
data.
The parametric 1nite element space Vh has been constructed by one partition of [a; b] into M equal
intervals from the generic unidimensional Hermite 1nite element of class C3. So, the dimension of
Vh is R= 8×M which is the order of the linear system given in (2).
Likewise, for any h ∈H, any d ∈ D, any # ∈ R+ and any != (!1; !2; !3; !4) ∈ R4, we have com-
puted the following estimations of the relative error Er and the tangential error ET given, respectively,
by
Er =
(∑10000
i=1 〈%dh!# (ai)− f(ai)〉R2
〈f(ai)〉R2
)1=2
and
ET =
1
10000
10000∑
i=1
arccos〈0(ai); 0%(ai)〉R2 ;
where a1; : : : ; a10000 are random points in [a; b], 0%(ai) stands for the unit normal vector to the curve
%dh!# ([a; b]) at the point %
dh
!# (ai) and 0(ai) stands for the unit normal vector to  at the point f(ai).
Remark 6.3. We notice that the estimation of the tangential error ET indicates whether the tangent
lines to %dh!# ([a; b]) are, in mean, parallel to those of  .
Now, for N =65, NT =33, M =17 and 1xed value !4 = 10−9 (it means that we treat to preserve
the same degree of approximation Er) we have computed the following tables:
Table 1 shows the e4ect of the variation of the parameter # produced in the value of the estimation
of the tangential error ET. To do this, we have 1xed !1 = !2 = !3 = 10−6 and we have taken some
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Table 1
Example 1. In@uence on ET of #
# ET Er
0 2:440177× 10−2 1:971931× 10−2
10−3 2:385642× 10−2 1:982987× 10−2
10 2:387376× 10−2 1:970155× 10−2
100 2:369353× 10−2 1:977124× 10−2
Table 2
Example 1. In@uence on LC of !1
!1 LC Er
8× 10−1 17:141175 1:098804× 10−1
10−1 16:558367 1:290755× 10−1
2× 10−1 14:293447 2:043086× 10−1
3× 10−1 12:711317 2:610017× 10−1
Table 3
Example 1. In@uence on CU of !2
!2 CU Er
2× 10−1 2:033835 7:363733× 10−1
5× 10−1 1:213965 7:984719× 10−1
7× 10−1 0:949477 8:136318× 10−1
1 0:704291 8:280971× 10−1
distinct values of #. Hence, we observe that the estimation of the tangential error ET is a decrease
function of the parameter #, which justi1es the interpretation given in Remark 3.1.
Table 2 shows the e4ect of the variation of !1 produced in the value of the estimation of the
length of the approximating curve. To do this, we have 1xed !2 = !3 = #= 10−6 and we have taken
some distinct values of !1 which is associated to the minimization of the semi-norm | · |1; (a;b);R2 .
Hence, we observe that the estimation of the curve length, denoted by LC, is a decrease function
of !1, which justi1es the interpretation given in Remark 3.1.
Table 3 shows the e4ect of the variation of !2 produced in the value of the estimation of the
curvature of the approximating curve. To do this, we have 1xed !1=!3=#=10−6 and we have taken
some distinct values of !2 which is associated to the minimization of the semi-norm | · |2; (a;b);R2 .
Hence, we observe that the estimation of the curvature, denoted by CU, is a decrease function of
!2, which justi1es the interpretation given in Remark 3.1.
Table 4 shows the e4ect of the variation of !3 produced in the value of the estimation of the
variation of curvature of the approximating curve. To do this, we have 1xed !1 = !2 = #=10−6 and
we have taken some distinct values of !3 which is associated to the minimization of the semi-norm
| · |3; (a;b);R2 . Hence, we observe that the estimation of the variation of curvature, denoted by VC, is
a decrease function of !3, which justi1es the interpretation given in Remark 3.1.
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Table 4
Example 1. In@uence on VC of !3
!3 VC Er
2× 10−2 0:058546 7:084963× 10−1
7× 10−2 0:004524 7:186164× 10−1
3× 10−1 0:001160 7:201580× 10−1
7× 10−1 0:000502 7:215611× 10−1
Fig. 1. The graph of  parametrized by f.
Remark 6.4. The expressions of the length curve, the curvature and the variation of curvature can
be found in [2].
Graphically, for N = 70, NT = 40, M = 17, ! = (10−8; 10−8; 10−8; 10−9) and # = 10−8, in Fig. 1
appears the original curve  parametrized by the function f, while Fig. 2 shows an approximating
curve of  parametrized by %dh!# . It is clear that the original curve and its approximating are similar.
In this case, we have obtained dim Vh = R= 136, Er = 5:457311× 10−3 and ET = 6:677342× 10−3.
Example 2. Now we consider the same curve  of Example 1, but in this case we are going to
approximate it with a discrete smoothing fairness spline without tangent conditions (i.e. # = 0),
in order to observe the in@uence and the di4erence with and without tangent conditions in our
approximating method.
Hence, for N =60, M =17 and 1xed value !4 = 10−3, i.e. preserving the same degree of approx-
imation Er, we have computed the Tables 5–7.
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Fig. 2. The graph of the approximating curve of  parametrized by %dh!# .
Table 5
Example 2. In@uence on LC by !1
!1 LC Er
10−5 12:861290 4:459389× 10−1
10−2 12:688086 4:471388× 10−1
10−1 11:346512 4:639540× 10−1
1 6:601347 5:895039× 10−1
Table 6
Example 2. In@uence on CU by !2
!2 CU Er
10−1 2:546324 7:034683× 10−1
1 0:655028 8:311757× 10−1
5 0:144459 8:586449× 10−1
10 0:072209 8:641065× 10−1
We observe from these Tables (5–7) that the estimations of the length curve, the curvature and
the variation of curvature of the approximating curve of  (without tangent conditions) are also a
decrease functions according to !1, !2 and !3, respectively.
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Table 7
Example 2. In@uence on VC by !3
!3 VC Er
10−3 0:937246 6:329137× 10−1
10−2 0:223349 7:059231× 10−1
1 0:002201 7:216633× 10−1
10 0:000141 7:232053× 10−1
Conclusion
Obviously, when we impose more conditions to any problem of minimization then its approximat-
ing method can lose its concept. But, if we observe the results given in Examples 1 and 2 (with and
without tangent conditions, respectively), we deduce that the estimations of the values minimized
are very similar, from which we conclude that our method of approximation with tangent conditions
presented in this paper is well as an other one.
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