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Abstract
In this paper, we introduce a simple yet effective ap-
proach that can boost the vanilla ResNet-50 to 80%+ Top-1
accuracy on ImageNet without any tricks. Generally, our
method is based on the recently proposed MEAL [18], i.e.,
ensemble knowledge distillation via discriminators. We fur-
ther simplify it through 1) adopting the similarity loss and
discriminator only on the final outputs and 2) using the av-
erage of softmax probabilities from all teacher ensembles
as the stronger supervision for distillation. One crucial per-
spective of our method is that the one-hot/hard label should
not be used in the distillation process. We show that such a
simple framework can achieve state-of-the-art results with-
out involving any commonly-used techniques, such as 1)
architecture modification; 2) outside training data beyond
ImageNet; 3) autoaug/randaug; 4) cosine learning rate; 5)
mixup/cutmix training; 6) label smoothing; etc. On Ima-
geNet, our method obtains 80.67% top-1 accuracy using a
single crop-size of 224×224 on the vanilla ResNet-50, out-
performing the previous state-of-the-arts by a remarkable
margin under the same network structure. Our result can
be regarded as a new strong baseline on ResNet-50 using
knowledge distillation. To our best knowledge, this is the
first work that is able to boost vanilla ResNet-50 to surpass
80% on ImageNet without architecture modification or ad-
ditional training data. Our code and models are available
at: https://github.com/szq0214/MEAL-V2.
1. Introduction
Convolutional Neural Networks (CNNs) [14] have been
proven useful in many visual tasks, such as image clas-
sification [13, 8], object detection [6, 17], semantic seg-
mentation [15], as well as some particular scenarios, like
transferring feature representation [23], learning detectors
from scratch [19], etc. In order to achieve highest possi-
ble accuracy, many training techniques and data augmen-
∗A short version of technical report.
Teacher output
Student outputs
Teacher?
Student?
!
!!
!"
Teacher
Selection
Module
Input
...
KLLoss
Student
Teacher mean output
Student outputs
!!
!"
1"#$!
Input
KLLoss
Student
(a) MEAL
(b) Ours
Teacher Ensembles
Teacher?
Student?
!
Figure 1. An illustration of the comparison between MEAL [18]
and our method. We use an ensemble of all teacher networks in-
stead of the teacher selection module as adopted in MEAL.
tation methods have been proposed, such as mixup [25],
cutmix [24], autoaug [1], randaug [2], fix resolution dis-
crepancy [22], etc. Some works also focus on modifying
the network structures, e.g., SENet [11], ResNeSt [26]. Our
goal of this paper is to similarly obtain the best possible per-
formance of a network, but our proposed method is orthog-
onal to the above techniques. In general, our method only
relies on a teacher-student paradigm with a powerful en-
semble of teachers and a good initialization of the student.
It is simple, straight-forward, but effective and can achieve
state-of-the-art performance on the large-scale dataset. The
advantages of our method are: 1) no architecture modifica-
tion is needed; 2) no outside training data beyond ImageNet;
3) no cosine learning rate; 4) no extra data augmentation
like mixup, autoaug, etc; 5) no label smoothing.
We also have a few interesting discoveries in our train-
ing process, for example, among them we would like to
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Table 1. Item-by-item comparison of techniques that we use and do not use in our distillation training.
What we do not use What we use
architecture modification 8 an ensemble of giant pre-trained teachers 4
outside training data 8 KL divergence loss 4
hard/one-hot labels during distillation 8 a good initialization for the student 4
cosine/linear decay learning rate 8 step decay learning rate (0.01-0.001) 4
weight-decay 8
cutout [4]/mixup [25]/cutmix [24] training 8
label smoothing [20] 8
autoaug [1]/randaug [2], etc. 8
warmup [7] 8
emphasize that the one-hot/hard label1 is not neces-
sary and could not be used in the distillation process,
which is important and critical for the distillation frame-
work [9, 18]. Some discussions about this perspective are
provided in Sec. 4. While some previous studies deem that
structure might be more important and crucial than pre-
trained parameters on some downstream tasks like object
detection [19], segmentation [12], etc., we still believe that
boosting the performance of standard and classical network
structures is interesting and useful, especially the network is
already tiny and compact, like MobileNet V3, EfficientNet-
B0, as the proposed method is toilless to be generalized to
other well-designed or searched architectures. That is to
say, our proposed framework is a general design, literally
easy to use and can be considered as a post-process to distill
small and compact models for further boosting their perfor-
mance, meanwhile, no modification is required.
2. Our Approach
We begin by introducing each component in our pro-
posed framework, including: 1) teacher ensemble; 2) KL-
divergence loss; 3) the discriminator. Then, we present the
training details and techniques that we used and did not use
in our distillation training.
Teachers Ensemble is used to generate more accurate pre-
dictions for guiding the student training. Different from
MEAL [18] that selected one teacher through a teacher
selection module in each training iteration, we adopt the
average of softmax probabilities from multiple pre-trained
teachers as an ensemble. Let Tθ be the teacher network, the
output ensemble probability pˆTθe can be described as:
pˆTθe (X) =
1
K
K∑
t=1
pt
Tθ (X) (1)
where pTθt is the t-th teacher’s softmax prediction. X is the
inout image and K is the number of total teachers.
KL-divergence is a measure metric of how one probability
distribution is different from another reference distribution.
1the ground-truth labels.
In our approach, we train the student network Sθ by mini-
mizing the KL-divergence between its output pSθ (xi) and
the ensembled soft labels pˆTθ (xi) generated by the teacher
ensemble. The loss function of KL-divergence can be for-
mulated as:
LKL(Sθ) = − 1
N
N∑
i=1
pˆTθe (xi) log(
pSθ (xi)
pˆTθe (xi)
)
= − 1
N
N∑
i=1
pˆTθe (xi) logp
Sθ (xi)
+
1
N
N∑
i=1
pˆTθe (xi) logpˆ
Tθ
e (xi)
(2)
where N is the number of samples. The second term is the
entropy of ensembled labels from teacher ensemble and is
constant with respect to Tθ. We can remove it and simply
minimize the rest cross-entropy loss as follows:
LCE(Sθ) = − 1
N
N∑
i=1
pˆTθe (xi) logp
Sθ (xi) (3)
Discriminator is a binary classifier to distinguish the input
features are from teacher ensemble or student network. It
consists of a sigmoid function following the binary cross-
entropy loss. The loss can be formulated as:
LD = − 1
N
N∑
i=1
[
yi · logpDi + (1− yi) · log(1− pDi)
]
(4)
where yi is the binary label for the input features xi, y ∈
{0, 1}, and pDi is the corresponding probability vector.
We define a sigmoid function to model the individual
teacher or student probability:
pD(x; θ) = σ(fθ({xT , xS})) (5)
where fθ is a three-fc-layer subnetwork and θ is its param-
eters, σ(x) = 1/(1 + exp(−x)) is the logistic function. In
our model, we use the last output layer before softmax as
the representation for the discriminator input.
2
Table 2. Comparison of validation accuracy on ImageNet dataset for ResNet-50 architecture under single crop evaluation. (*) indicates that
they used horizontal flip, shifted center crop and color jittering for training.
Network Resolution #Params Top-1 (%) Top-5 (%)
ResNet-50 224 25.6M 76.51 93.20
ResNet-50 + DropBlock, (kp=0.9) [5] 224 25.6M 78.13 94.02
ResNet-50 + DropBlock (kp=0.9) [5] + label smoothing (0.1) 224 25.6M 78.35 94.15
ResNet-50 + MEAL [18] 224 25.6M 78.21 94.01
ResNet-50 + Ours (MEAL V2) 224 25.6M 80.67 95.09
ResNet-50 + FixRes [22] 384 25.6M 79.0 94.6
ResNet-50 + FixRes (*) [22] 384 25.6M 79.1 94.6
ResNet-50 + Ours (MEAL V2) 380 25.6M 81.72 95.81
ResNet-50 + FixRes [22] + CutMix 320 25.6M 79.7 94.9
ResNet-50 + FixRes [22] + CutMix (*) 320 25.6M 79.8 94.9
ResNet-50 + Ours (MEAL V2) + CutMix 224 25.6M 80.98 95.35
Table 3. Comparison of validation accuracy on ImageNet for MobileNet V3-Small 0.75/1.0/Large 1.0 and EfficientNet-B0 architectures.
Network Resolution #Params Top-1 (%) Top-5 (%)
MobileNet V3-Small 0.75 [10] 224 2.04M 65.40 –
+ Ours (MEAL V2) 224 2.04M 67.60 87.23
MobileNet V3-Small 1.0 [10] 224 2.54M 67.40 –
+ Ours (MEAL V2) 224 2.54M 69.65 88.71
MobileNet V3-Large 1.0 [10] 224 5.48M 75.20 –
+ Ours (MEAL V2) 224 5.48M 76.92 93.32
EfficientNet-B0 [21] 224 5.29M 77.3 (76.8) 93.5 (93.2)
+ Ours (MEAL V2) 224 5.29M 78.29 93.95
Consider that our teacher supervision is an ensemble of
multiple networks, it is not convenient to obtain the interme-
diate outputs. Also, to make the whole framework neater,
we only adopt the similarity loss and discriminator on the
final outputs of networks for distillation. We show from our
experimental results that supervision from the last layer of
teacher ensemble is competent to distill a strong student.
3. Experiments
3.1. Dataset
We conduct experiments on ILSVRC 2012 classification
dataset [3] that consists of 1,000 classes, with a number
of 1.2 million training images and 50,000 validation im-
ages. We adopt the basic data augmentation scheme fol-
lowing [16], i.e., RandomResizedCrop and RandomHori-
zontalFlip, and apply the single-crop operation at test time.
3.2. Experimental Settings
We use a mini-batch size of 512 with 8 GPUs for training
our models. SGD optimizer is adopted with a step learn-
ing rate decay scheduler. The initial learning rate is set to
0.01. We train with a total number of 180 epochs and the
learning rate multiplied by 0.1 at 100 epoch. The weight
decay is not used (set to 0) in our training. We apply this
strategy to all our experiments regardless of what kind of
teacher and student architectures we choose. We use the
models in timm2. If the input size of a student network is
224×224, we choose senet154 and resnet152 v1s as teach-
ers according to the input size of the pre-trained models. For
380× 380, we use efficientnet b4 ns and efficientnet b4 as
teachers. Our code and all trained models are available at:
https://github.com/szq0214/MEAL-V2.
3.3. Results
On ResNet-50. Our results on ResNet-50 are shown in Ta-
ble 2. Under 224 × 224 input size, our method achieves
80.67% Top-1 accuracy, outperforming the previous state-
of-the-art method MEAL [18] by 2.46%. Furthermore,
our results are even better than ResNeSt-50 [26] (fast)
that requires to modify the network architecture and is
learned with many training tricks. After enlarging the in-
put size to 380×380, our performance is further improved
to 81.72%, outperforming FixRes (*) [22] by 2.62% with
slightly smaller input.
On Small Networks. We choose MobileNet V3 Small-
0.75/1.0/Large-1.0 and EfficientNet-B0 networks which are
already compact models to verify the effectiveness of our
proposed method. Our results are shown in Table 3, on
MobileNet V3-Small 0.75 and 1.0, our method improves
the original models by 2.20% and 2.25% accuracies with-
out any architecture modification. Such huge increases are
fairly surprising since the models are already compact, more
importantly, the gains are totally free during inference stage.
2https://github.com/rwightman/
pytorch-image-models/.
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On MobileNet V3-Large 1.0 and EfficientNet-B0, although
the improvement is not as enormous as Small 0.75 and 1.0,
we still obtain 1.72% and 1.49% increases on ImageNet.
Note that for EfficientNet-B0, 77.3/93.5 accuracy is from
their paper [21] and 76.8/93.2 is the accuracy from their
pre-trained models in timm.
With more data augmentation. We’d like to further ex-
plore whether our models have been saturated on the tar-
get data by injecting more data augmentation like CutMix
in training. The results are shown in Table 2, we involve
CutMix and keep other settings the same as our basic ex-
periments, we obtain Top-1/5 80.98%/95.35%, which out-
performs the baseline MEAL V2 by 0.31%/0.26%. While
the improvement is not so large, it indicates that our model
is not yet over-fitting and still has room to boost. Moreover,
our results are 1.18%/0.45% better than FixRes+CutMix (*)
under smaller input resolution (224 vs. 320). Intriguingly,
the results on ResNet-50 are very close to the teachers we
used in distillation (81.22%/95.36% and 81.01%/95.42%),
since the scale of our student is much smaller than the
teacher architectures, it’s surprising that the student can
catch up the teachers without additional training data.
3.4. Analysis
We know there are many factors in knowledge distilla-
tion to determine and affect the performance of a student.
Since we use the same teacher ensemble for all ResNet-50,
MobileNet V3 and EfficientNet-B0 under 224×224 input,
the results indicate that the student architecture or capacity
itself is a crucial indicator. If we compare MEAL V1 and
V2 we can further derive the conclusion that teacher’s per-
formance, i.e. the quality of supervision, is another factor
for the student, generally, the stronger teachers can consis-
tently distill stronger students. To verify whether the ini-
tialization of a student has a big impact, we conduct the
ablation study through adopting tf efficientnet b0 (Top-1/5:
76.85%/93.25%) and efficientnet b0 (77.70%/93.53%) as
the student initialization in timm, respectively. They have
the same architecture but the training settings and perfor-
mance are different. Interestingly, we got Top-1 78.29%
and 78.23% respectively for the two initializations with the
same teacher ensembles and training hyper-parameters. It
seems that a good initialization of a student only helps to
speed up the converge of training, but it has no big impact
on the final performance of the student.
4. Discussions
Why is the hard/one-hot label not necessary in knowl-
edge distillation? The one-hot labels in ImageNet are an-
notated by humans, thus there are definitely some incorrect
or missing annotations into them. Also, a non-negligible
proportion of images in ImageNet contain more than one
object within a single image, the one-hot label is determined
by the annotators among multiple objects which cannot rep-
resent the complete content of this image precisely. We ar-
gue that if the teacher ensembles are strong enough, which
can provide high-quality predictions for the input image, in-
volving such inaccurate hard labels will mislead the student
to a wrong optimum and incur inferior performance.
How does the discriminator help the optimization? The
discriminator is used to prevent the student from being over-
fitting on the training data. It can slow down the mov-
ing of a student to mimic the teachers’ output, which can
be regarded as a regularization effect. In training, a very
small learning rate is adopted to tune the discriminator’s pa-
rameters to ensure that it will not converge too fast, which
is discrepant from the backbone network. In the scenario
of MEAL V2, our teacher ensembles are usually powerful
and strong, meanwhile, the student architectures are always
smaller and more compact than the teachers, it means that
the student’s capability and learning ability are also much
worse than the pretrained teacher networks, even we force
the student to produce the same predictions as strong teach-
ers, the outputs between student and teacher ensembles still
have inevitable gaps which cannot be eradicated through
the KL-divergence loss. That is to say, the discriminator
is very easy to distinguish that the feature is from a stu-
dent or teacher ensemble and the regularization effect will
be weakened. Nevertheless, in MEAL V2 we still see slight
improvement on performance by using the discriminator.
How about the generalization ability of our method on
large students? We tried to use some large models like
ResNeXt-101 32×48d for the students as used in teacher
networks, meaning that the student has similar capability
with teachers. As expected, the improvement is not as con-
siderable as those of small students, we still see some in-
crease on performance. Generally, the soft supervision from
teacher ensembles is better than the human-annotated hard
labels. Especially when the scale and performance gap be-
tween teachers and students are enormous, the improvement
will be more effective and notable. That is to say, in most
of our experimental cases, the stronger teachers can consis-
tently produce and distill stronger students.
Is there still room to improve the performance of vanilla
ResNet-50? It’s definitely Yes. Replacing the teacher en-
sembles we used with more and stronger networks could
be helpful, but the training cost will be increased accord-
ingly. Also, some of the common tricks like cosine decay
learning rate might be useful for the performance but we
did not have enough resources to test all of them. The cur-
rent choices are just the compromise and a trade-off under
the considerations of training efficiency, computational re-
sources, etc. Our purpose of this paper is mainly to verify
the effectiveness of our proposed perspective, rather than
the high accuracy. Still, it will be very interesting to explore
the upper bound performance of a fixed-structure network,
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such as ResNet-50.
5. Conclusion
We have presented a new paradigm of knowledge dis-
tillation based on a teacher ensemble and a discriminator.
We show that such a simple framework can achieve promis-
ing results without tricks on a variety of network structures
including the extremely tiny and compact models. On Im-
ageNet dataset, our method achieves 80.67% top-1 accu-
racy using a single crop of 224×224 on the vanilla ResNet-
50. Our results show that existing networks’ potential has
not been fully exploited and there is still room to boost
and enhance through our framework. We hope the pro-
posed method can inspire more studies along this direction
of boosting tiny and compact models through knowledge
distillation.
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