Abstract. Aiming at improving the convergence performance of conventional BP neural network, this paper presents an improved PSO algorithm instead of gradient descent method to optimize the weights and thresholds of BP network. The strategy of the algorithm is that in each iteration loop, on every dimension d of particle swarm containing n particles, choose the particle whose velocity decreases most quickly to mutate its velocity according to some probability. Simulation results show that the new algorithm is very effective. It is successful to apply the algorithm to gas turbine fault diagnosis.
Introduction
Gas turbines have been widely applied in many fields such as national defense, aviation, and electric power. Accurate fault detection and diagnosis in gas turbines can significantly reduce maintenance costs associated with unanticipated disaster due to engine failures, and incipient fault detection in gas turbines is vitally important to improving the safety and reliability of gas turbine.
Artificial neural networks (ANN) have been widely used in fault diagnosis systems due to their good inner adaptability. Among the various ANN, the back-propagation (BP) algorithm is one of the most important and widely used algorithms and has been successfully applied in many fields [1] . However, the conventional BP algorithm suffers from some shortcomings, such as slow convergence rate and easily sticking to a local minimum. Hence, the researching on improving the BP algorithm is always hot. This paper presents a new BP network which is based on the improved Particle Swarm Optimization (IPSO) algorithm. The new method can improve the convergence performance of BP network obviously.
Improved PSO Algorithm
Particle Swarm Optimization (PSO) was first proposed by Kenney and Eberhart search for food. PSO is a relatively novel approach for global stochastic optimization. PSO is conceptually very simple, and is strong robust and excellent ability of global exploration. Using PSO to optimize the parameters of the BP neural network can improve the convergence ability of the BP neural network, and overcome shortcomings of the BP neural network mentioned above. Aiming at the case that conventional PSO (CPSO) algorithm could easily stick to local minimum and converge too early, many researchers have proposed different IPSO algorithms to enhance the global optimization ability of the PSO algorithm.
Literature [4] added an inertial weight ω in CPSO velocity iteration formula. The researching on the ω finds that the bigger ω is the easier for particle escaping from local minimum and the smaller ω is the better for algorithm converging, so the author proposed a self-adaptive adjusting ω method to improve the performance of PSO.
Literature [5] proposed a new PSO algorithm, which is based on the velocity mutation. The mutation strategy is that in each iteration loop, on every dimension d of particle swam containing n particles, find the smallest velocity ,
