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ABSTRACT
This thesis reviews the technique established to clear channels in
the Power Spectral Estimate by applying linear combinations of well
known window functions to the autocorrelation function. The need for
windowing the autocorrelation function is due to the fact that the true
autocorrelation is not generally used to obtain the Power Spectral
Estimate. When applied, the windows serve to reduce the effect that
modifies the autocorrelation by truncating the data and possibly the
autocorrelatlon has on the Power Spectral Estimate.
It has been shown in previous work that a single channel has been
cleared, allowing for the detection of a small peak in the presence of a
large peak in the Power Spectral Estimate.
The utility of this method is dependent on the robustness of it on
different input situations. We extend the analysis in this paper, to
include clearing up to three channels. We examine the relative
positions of the spikes to each other and also the effect of taking
different percentages of lags of the autocorrelation in the Power
Spectral Estimate.
This method could have application wherever the Power Spectrum is
used. An example of this is beam forming for source location, where a
small target can be located next to a large target. Other possibilities
extend into seismic data processing. As the method becomes more auto-




Autocorrelation estimates are adversely effected when truncated
data sets are used (Blackman and Tukey, 1958). To overcome the bias due
to the data truncation, the autocorrelations are themselves often trun-
cated, producing sidelobes around peaks and the corresponding power
spectral estimates. Figures i.i thru 1.3 demonstrate this effect.
Figure I.i is a power spectrum with a single spike residing in channel
31. When inverse Fourier transformed this spike produces a function
domain time series shown in Figure 1.2. This function domain time
series is modified by taking only a limited number of samples from the
original series corresponding to the multiplication by a rectangular
window. This modified or truncated time series is Fourier transformed
so that we witness the effect of this modification (Figure 1.3). The
spike remains prevalent in channel 31 but now the "ringing" sidelobes
pervade throughout the spectrum. These side lobes can override and mask
smaller peaks in the vicinity of the dominant peak. The application of
windows also has the general effect of smoothing the power spectral
estimate which may also have a deleterious effect on a small peak in the
vicinity of a larger peak in the spectrum.
There has been much work done with the utilization of window
functions to reduce the effects of truncation. Harris (1978) details
the use of windows in harmonic analysis, and describes a number of
variables with which to measure the performance of each. Specific
application of these windows has been used to modify an autocorrelation
function prior to power spectral estimation. This technique is de-
scribed by Blackman and Tukey (1958) and Robinson (1980). The
autocorrelatlon being windowed is modified such that when transformed
the effects of this modification are seen in the power spectrum. These
effects are typically seen as reduced sldelobes associated with dominant
peaks in the power spectrum. Still there remains sidelobes, although
they are much smaller than when no window used.
Because of these effects, Smith (1985) developed a technique in
which a linear combination of window functions were implemented to clear
a single channel in the power spectral estimate. Although the technique
was established, its implementation was limited to two input data
situations, which will be reviewed. As a consequence, this thesis
expands on the work done by Smith by examining the performance of this
method on different input data sets. A review of the mathematical
background and theory of the technique is given in order to establish a
foundation for this work. To understand the procedures involved in
utilizing this method, it is beneficial to understand the theory it is
based on. In light of this, a review of the techniques and algorithms
used in performing these calculations is presented. Finally, the input
data and results of the calculations performed on these data are pre-
sented and analyzed.
This method has potential applicability in a number of fields which
involve power spectral estimation. Among these is beam forming, where
the objective is to locate a small target in the presence of a larger
target. In seismic data processing we will, in future research, inves-
tigate the influence of a dominant signal in the power spectrum,
specifically 60 Hz noise. The purpose of this is to determine by
channel clearing whether we can detect reflection signals near a domi-
nant event such as 60 Hz noise.
The mathematical notations used in this paper will be similar to
those Smith (1985) used in his work. The symbol w with or without
subscripts will refer to a weighting function or a window in the func-
tion domain (t). The Fourier transform of w(t) is represented by W(s)
where (s) is the transform domain variable. Likewise, the function





In order to understand the need for channel clearing in the Power
Spectral Estimate, we need to review the concept and purpose of the
autocorrelation function and windows. Given a discrete input time
series with M terms
where
(x(O),x(1),x(2) ..... x(m-l)
x(j)-O for j<O and J>M-I,





where j is a lag index and T is the sample increment. The
autocorrelation function, as described by equation (I), is a shift,
multiply and add operation which has the property of being non-negative
definite (Robinson 1980). It is also commutative, which is expressed by
the following equality:
-J -I M-j -I
Z x(k+j)x(k)" Z x(k)x(k-J)
k=o k =o
(2)
We can show this easily by expanding the summation operation as
follows. We write the input series
x(0) x(1) x(2) x(3) ........ x(m-l)
x(0) x(1) x(2) x(3) ........ x(m-l) (3)
where in this case J-0, meaning there is no time shift or we are
calculating the zero lag value of the autocorrelatlon. The result of
applying (2) to (3) gives
g(O)-x2(O)+x2(1)+x2(2)+2(3)+ ......... x2(m-l). (4)
We recognize equation (4) as the total energy of the series given
in (3), because by definition (Robinson (1980) the total energy of a
signal is given by
n=o
(5)
The lag value will now be shifted by 2 units to the right.
x(0) x(1) x(2) x(3) ........ x(m-l) (6a)
x(O) x(1) ........ x(m-3) x(m-2) x(m-l) (6b)
or
g(2)-(x(O)x(2))+(x(1)x(3))+ .... (x(m-l)). (7)
Similarly a shift of 2 units to the left yields
x(O) x(1) ...... x(m-3) x(m-2) x(m-2) (8a)
x(0) x(1) x(2) x(3) ...... x(m-l) (8b)
therefore
g(-2)-(x(2)x(0))+(x(3)x(1))+ ..... (x(m-l)x(m-3)) (9)




showing the autocorrelation function is symmetric about the zero lag
(j-0).
It was shown earlier that the zero lag value of the autocorrelation
of a signal was equivalent to the total energy of the signal. Another
quantity calculated from the autocorrelation is based on the interrela-
tion of the autocorrelation function and the power spectral estimate and
the effects windowing has on each. Bracewell (1978), through the use of
the Autocorrelatlon Theorem and associated derivation, defines the
relationship between the autocorrelatlon function and the power spec-
trum. These two quantities are Fourier transform pairs where the
Fourier transform of a function f(x) is defined as
oO
F(s)- [ f(x)e-{l@ "SX dx.
_OO





The quantity given in equation Ii is the result of what Harris
(1978) refers to as a decomposition of a signal over a basis set. The
Fourier transform specifically decomposes the signal set (f(x)) into the
sums of sines and cosines. This complex arithmetic transform is defined
for the discrete functions by the following:




M - the total number of samples
T - the sample interval
s - a multiple of the harmonic frequency counter, a multiple of
I/T(O)
T(O) - the length of the data set
x - the sample counter
f(x) - input data samples
Using the Euler relation
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e - cos@ -isin@ (14)
we can rewrite equation 13 as
F(s)- _ f(x)exp(-2_sx/M). (15)
A discussion of the applicability of equations II and 15 will be
given later in this chapter. The sums in equation 13 are over the
aforementioned basis set. Through this decomposition or Fourier trans-
form we obtain a representation of the signal in terms of frequency
based on the component of each monotonic cosine and sine. The f(x) and
F(s) in equations II and 12 are referred to as Fourier transform pairs
and are represented by the following notation
f(x) D F(s).
I0
Therefore, in agreement with the notation given in the introduc-
tion, the Fourier pair, autocorrelation and power spectrum, are repre-
sented by the following.
g(x) _C(s).
The calculation of the Fourier transform as defined in equation Ii
is for a continuous function of x, evaluated form minus infinity to plus
infinity. Due to the reality of not being able to measure an infinite
signal, we are confined to analyzing a finite data set. Also, we are
not interested here in evaluating a continuous function but rather, a
sampled function. The above discussion suggests the relationship
between equations II and 15, i.e., equation 15 is the finite sampled
function domain equivalent of equation ii. Brigham (1974) extensively
discusses sampling theory as related to the Fourier transform and also
discusses the algorithms developed for the Fast Fourier Transform, which
is implemented in the work presented in this paper. Inherent in the
transform of this sampled-finlte data set, are artifacts of the numeric
process. These artifacts of the transform process can cause the
deleterious consequences shown in Figure 1.3. Specific to this, Harris
Ii
(1978) discusses the concept of spectral leakage. When sampling a
finite data set with T sample interval, we obtain a total length nT,
where n is the number of samples. If there are frequencies contained in
the signal not contained in the basis set then these signals will not be
periodic in the total sample interval. These signals which are not
commensurate with the natural period exhibit discontinuities at their
periodic extension. These discontinuities contribute to the spectral
content of the signal calculated by the Fourier transform. The phenom-
enon just described is a particular case of Gibbs phenomenon (Bracewell
1978), which refers to the sidelobe or ripple effect in the function
produced by the discontinuity in the transform. It is this behavior in
the transform, due to truncation of the autocorrelation, which prompts
us to perform windowing.
Because of the reasons stated above, Blackman and Tukey (1958)
developed a technique whereby an autocorrelatlon function is modified by
multiplying a weighting function in order to obtain a Power Spectral
Estimate. This weighting function, which multiplies the autocorrelation
in the function domain, is equivalent to the convolution of the Fourier




The Fourier transform of the weighting function is
The expression for the above relationship is the
oo




To avoid a convolution in the power spectral estimate calculation,
Blackman and Tukey presented the method for windowing in the continuous
case by multiplying the autocorrelatlon with the weighting function.
The product of the above was then Fourier transformed to obtain the
power spectral estimate. For the discrete case the convolution in the
transform domain is not difficult. Therefore convolution of the window
with the transform of the autocorrelatlon is an alternative. Robinson
(1980) also elaborates on the above method. The specific methodology
used in this work will be reviewed later.
A number of windows have been introduced in the literature
(Gecklnli and Yavuz 1983). Harris (1978) elaborates on several of these
and presents quantitative measurements which measure the performance of
each. Table 1 of Harrls's paper lists these parameters. As with the
truncated input autocorrelatlon, the windows themselves will exhibit
spectral leakage. This leakage is measured in Harrls's work by the peak
sidelobe level and the asymptotic rate of falloff of the sldelobes.
These quantities are illustrated in Harrls's Figure 5. Though the
ratings of these quantities given by Harris are a measure of the per-
formance quality of the window, they may not accurately reflect the
usefulness of the windows in this work. The sidelobes play a critical
role in the work presented here, because through these we will be




THEORETICAL BACKGROUND AND INITIAL RESULTS
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In 1985 Smith introduced the technique of channel clearing. This
method is based on the ability to apply weighting functions alone or in
linear combinations to the autocorrelation function in order to clear
channels or domain segments in the power spectral estimate.
A specific problem as stated by Smith is the location of a small
spike near a large spike in the power spectrum, In this case applica-
tion of a window along with its sidelobes effect on the power spectrum
has masked the smaller spike. Figure 3.1 shows the spectrum with a
spike in channel 16 and a spike of 1/20th amplitude in channel 20.
Figure 3.2 shows the same spectrum with a single window applied. The
influence of the larger spike combined with the window has masked the
smaller spike in channel 20, The idea behind the technique is to
combine windows linearly and apply to the spectrum containing the large
spike only in order to clear or bring to zero the channel in which the
smaller spike resides. When this combination is established, it is
applied to the spectrum which contains both spikes. Subsequent to this
the smaller spike would be detected.
This combination of windows is called a hybrid window. We are
allowed to make this construction because scaler addition and multipli-
cation by a constant are preserved through the Fourier transform. This
is shown in the following relationship
_-_ai wi (t)_-_a i w i (s).
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where a is a coefficient such that the sum of all a's for a particular
hybrid window equals unity. This normalization is recommended due to
the fact that the zero lag of the autocorrelation is a maximum and
amplification of this value can occur if the weighting is nor normal-
ized. Another result that is related to this normalization is that the
hybrid window w (x) is bounded by the windows of which it is composed.
A consequence of this bounding is that it prevents amplification in any
of the sidelobes. The proof of this bounding is given in Smith's thesis
(1985). This proof extends to the case where the hybrid window is
constructed of n component windows. In this case an envelope is con-
structed with an upper limit window comprised of greatest components of
all the input windows and a lower limit window comprised of the least
magnitude components of the input windows. The analogy here results in
the following statement: that for any x there are two component windows
such that
Wl(X)_ wh(x)<w_(x)







The last property discussed in this section is the combination
process and the use of hybrid windows as component windows in subsequent
hybrid windows. It was shown that a linear combination of any number of
windows, with normalized coefficients, produces a hybrid window. This
hybrid window can be used in the construction of a new hybrid window,
again with proper normalization of the coefficients. This property is
important in the calculation of hybrid windows when attempting to clear
more than one channel simultaneously. The technique used in determining
the coefficients for the windows will demonstrate this.
The initial results of this technique showed that a single channel
-7
can be cleared within i0 of the normalized peak value. The use of
-15
double precision may result in clearing within i0 The experiment
was conducted by putting a unit spike in channel 31 and a spike of
1/20th amplitude in channel 35. The purpose of the experiment was to
see if a combination of windows could be calculated to eliminate the
effects of the spike in channel 31 at channel 35. A combination of
three windows were used in order to eliminate channel 35 from the
spectrum with only the spike in channel 31 present. Windows 3, 6 and 9
of Table 4.1 with respective coefficients of .0000016, .0000074,
.9999910 were the choices. This hybrid window was then applied to the
spectrum with the two spikes and clearly the spike in channel 35 was
detected (Figure 5.3 and 5.4). The exact procedure for calculating the
coefficients will be detailed in the next chapter.
The second experiment involved replacing the spikes with Gaussians
centered at channels 31 and 35. Again the maximum amplitude of each
was 1.0 and .05 respectively. The purpose of this experiment is to
16
attempt to clear a finite extent or more than one channel and to treat
peaks which are not spikes in the power spectral estimate. In this
experiment a combination of two hybrid window were used to clear chan-
nels 35 and 36. The final hybrid window was constructed from windows 2,
6 and 9 from Table 4.1. The respective coefficients were .3533488,
.0501631, and .5965287. The clearing of channels 35 and 36 was suc-
cessful (Figure 5.6). A similar result is achieved in this work and is




The method, at this time, is based on the assumption that we have
someknowledge of the type of power spectral estimate and that portion
relative to a large peak in which we need to consider the effects of
windowing. For example, in the results reviewed in chapter 3 we set up
the spectrum such that we knew channel 31 contained a dominant peak. We
can model this response independently and design the appropriate hybrid
windows to clear certain channels relative to the peak from the effect
of this response.
The exact method employed here utilizes a combination of hand and
computer calculation. The first step in the method involves creating
the model spectrum. For example, in the first experiments we placed a
unit spike in a channel. Upon the creation of the model input each
window is scaled to unity and applied to the model data. This is done
by a program of the type listed in Appendix I. These windows are listed
in Table 4.1 and graphically represented in Figures 4.1 thru 4.11. The
numeric output is listed for each window result. The actual calculation
by the algorithm is as follows:
i) Input window number (based on Table 4.1)
2) Input of coefficients
3) Algorithm multiplies windows by coefficients
4) Algorithm inverse Fourier Transform of input
5) Algorithm multiplies windows by inverse transformed
input
18
6) Algorithm Fourier transform result to frequency domain.
The output represents the numeric value for each frequency domain
channel. From this a certain channel will be selected to extinguish.
This selection requires for the window combination that there is a
negative and a positive result in that particular channel. This re-
striction is due to the fact we are limiting the value of the coeffi-
cients to being positive and less than unity (Smith 1985). With the
window and the associated values in the specific channel chosen we can




Therefore the coefficient applied to window
W(1)-a(2)/(a(1)+a(2)), and for
W(2)-a(1)/(a(1)+a(2)).
The following is a numeric example of this calculation. Suppose from
the initial output we have values for channel 35 of -.0004536 and
.0658214 from windows I and 2 respectively. Then in the formula
a(i)-.0004536 and a(2)-.0658214. These values can be inserted into
equation 17. The normalization factor is equal to
i/(.0004536+.0658214)-15.0886457.
Therefore the coefficient for window 1 is equal to
a(2)15.0886457-(.0004536)(15.0886457)-.0068442
and for window 2 is equal to
a(i)15.0886457-(.0658214)(15.0886457)-.9931558.
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These coefficients can then be applied to a spectrum with a response in
the channel cleared other than the response resulting from the model
input. This hybrid window along with another hybrid window clearing the
same channel may be utilized in the construction of new hybrid windows
to extinguish further channels. We are able to do this because we know
that for the first channel cleared there are zeroes or relatively small
numbers resident in this channel. So when we add and then apply by
multiplying these hybrid windows, the first channel will remain extin-
guished. The same process for clearing as outlined above, in which we
can utilize the numeric output from the first hybrids to identify a




The first experiment conducted was to duplicate the results
obtained by Smith (1985) in his work, which was reviewed in Chapter 3.
The purpose for this exercise was twofold, i) The algorithm utilized
by Smith was transported from a mainframe environment to a personal
computer. The Fortran used by the two systems is different. As a
consequence of this, some conversion was necessary. 2) The plots
produced in the original work displayed the resultant Power Spectral
Estimate with the normalized amplitude values from the calculation. In
keeping with the literature, a dB-down representation of the results is
generated for this work. We wanted to present Smith's results in this
manner also.
Figure 5-1 duplicates the result of the window combination used to
extinguish channel 35 with the unit spike in channel 31 only. Notice
from this scale the extinction of channel 35 is not observable. The
rescaling to dB-down (Figure 5.2) clearly shows the extinction at
channel 35. Figures 5.3 and 5.4 show the results of the applied hybrid
window to the spectrum consisting of spikes in both channels 31 and 35.
The spike located in channel 35 is 1/20th the amplitude of the spike in
channel 31. Restating the conclusions from the original results, it
appears that the spike in channel 35 suffered no adverse effects gener-
ated by the spike in channel 31 subsequent to windowing.
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Figures 5.5 through 5.8 duplicate the results for the Gausslan
input introduced in chapter 3. The numeric objective in this experiment
was to clear channels 35 and 36. Again in the amplitude plot of Figure
5.5, the extinction of these channels is not detectable. In Figure 5.6
channels 35 and 36 are obviously down from their adjacent channels.
Figures 5.7 and 5.8 show the results of application of the same hybrid
window to the two Gausslan input. Notice the increase of amplitude in
channel 34 when comparing Figures 5.6 and 5.8. This Increase in ampli-
tude is attributed to the application of the hybrid window to clear 35
and 36 but not 34 and presence of the smaller Gaussian centered in
channel 35.
As explained in the methodology in chapter 4, it is necessary to
examine the actual numeric output in order to calculate the coefficients
for the windows. In the subsequent experiments these lists of values
will be given as tables.
The main purpose of the experimental work is to introduce new data
input to this technique in order to examine the robustness thereof.
The first computation is to investigate, for the same magnitude
input spikes used in the above, whether the channel clearing is affected
by the location of the spikes in the spectrum. The first data set was
constructed by placing the large spike in channel 16 and the smaller
spike in channel 20. Application of the same scaled windows were
applied to these data with the intent of clearing channel 20 from the
effects of the spike in channel 16. The results are displayed in
figures 5.9 through 5.12. From analyzing figure 5.10 it is evident that
the extinction at channel 20 is not significant relative to its two
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adjacent channels. This is borne out in the output run listed in table
5.1. Although the extinction was not as complete as it was in channel
31-35 case, the sldelobe level of the spike in channel 16 generated by
the windowing did not mask the smaller spike in channel 20 (Figure 5.11
and 5.12). The technique was then applied to these same input data with
windows 3 and 9 applied with respective coefficients of .000002279 and
.999997736. Table 5.2 lists the results of the application of these
windows to the input of a spike in channel 16 only. Comparing channels
19 through 21 in tables 5.1 and 5.2 demonstrates that the new calculated
windows performed better. Figures 5.13 and 5.14 also show that channel
20 has been better cleared relative to its adjacent channels, but once
again, it does not appear that the sidelobe effect of the spike in
channel 16 is greatly influential out to channel 20. Because of this
the application of the windows to the input of spikes in both channels
16 and 20 was not performed, knowing the smaller spike in 20 would be
detectable.
The second experiment involves taking different percentages of
possible lag values of the autocorrelation as represented in the input
power spectral estimate. By placing spikes in the spectrum, as we have
in the first experiments, we have represented an autocorrelation func-
tion from a very small percentage of total possible lags (re. Chapter
2). Typically in the use and application of the autocorrelation func-
tion a greater percentage of lags are used to represent the function.
In this work we will examine the effect of taking 20 and I00 percent of
the lags. The effect of taking different percentages of lags in itself
is a type of windowing. Figures 5.15 and 5.16 show the function domain
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weightings representing 20 and I00 percent lags respectively. These
welghtings are multiplied times the input similar to the other function
domain windows to give the effect of using 20% or i00_ of available
lags.
The first analysis was performed with a single spike in channel 31
using 20 percent of the lags. Again the windows will be designed to
extinguish channel 35. Figures 5.17 and 5.18 show the smoothing of the
spectrum from a larger number lags. It should be noted here that, when
adding the smaller spike to the spectrum, the smoothing effect of taking
20 percent of the lags is present as a result of the presence of the
smaller spike also. Consequently, there is a larger effect in channel
35 (Table 5.3). The clearing of channel 35 was accomplished twice using
two different combinations of windows. At this point, for the remaining
analysis, the dB-down representations will only be shown with the
exception of Figure 5.24. The first result used windows I and 6 (Table
4.1) with respective coefficients of .312745355 and .687254645. Figure
5.19 and Table 5.14 give the results of this calculation. The extinc-
tion of channel 35 was accomplished along with channel 27. It should be
stated that the calculations were not intended to clear channel 27, but
the clearing appears to be the result of symmetry. Figure 5.20 shows
the result of applying the above window combination with the input
consisting of the smaller spike in channel 35. The spike in channel 35
is now detectable apparently with the correct relative amplitude. The
second combination of windows applied to this data set was 3 and 7 with
respective coefficients of .450843611 and .549156389. Figures 5.21 and
5.22 along with Table 5.5 show a similar result as for window
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combination 1 and 6. The last part of thls experiment was to attempt to
clear a channel closer to the main peak. The input is the 20 percent
lags of the autocorrelatlon with the spectrum containing the large spike
in channel 31 and the smaller spike in channel 35. In the previous part
of this experiment two window combinations were given to clear channel
35. In order to clear the second channel the method of chapter 4 will
be used in conjunction with the fact that the combination of existing
hybrid windows can be used as a new hybrid window. An important aspect
of methodology stems from this analysis and will be shown in detail In
another experiment. It is important when calculating the coefficients
for the extinction of the second channel that the presence of the other
spike, which may be detected due to the clearing of the first channel,
be taken into account. The two hybrid windows used consisted of windows
I, 6, 3 and 7 wlth coefficients .1325286, .291230213, .259794658, and
.316446529 respectively. Figure 5.23 and Table 5.6 show that this
combination cleared channel 33 and channel 35, resulting in the preser-
vation of the small spike.
The second experiment involves the use of I00 percent of the lags
of the input data. This input is shown in Figures 5.24, 5.25, and Table
5.7. The smoothing effect from using all the lags is greater. Because
of this broadening of the main lobe, this data set was used more exten-
sively in this analysis. It is felt that this broadening effect can
better demonstrate the robustness of the method. The experiments
performed this on this data set required the use of many different
window combinations. Therefore, in like manner to the 20 percent lag
case, several window combinations were used to clear a single channel.
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Table 5.8 gives a list of window combinations and their respective
coefficients which clear channel 35. This table also provides the
Figure and Table numbers associated with the results of these calcula-
tions. The five window combinations utilized were all successful in
clearing channel 35 to at least -70 db. The first four combinations
show symmetry in their spectra. The fifth window combination is anoma-
lous in this regard. This variability in symmetry should be investi-
gated but was not in this analysis.
The second a part of this analysis was to clear two consecutive
channels or in effect clear a small domain segment. For this we uti-
lized the window combinations of (3,8) and (7,10). The coefficients are
as follows: a(3)-.201309972, a(8)-.193117857, a(7)-.494649063,
a(I0).ii0862395. Figure 5.31 and Table 5.14 demonstrate the successful
results of this combination. The concept of clearing domain segments or
successive channels has more importance in considering broad lobed input
spectra (e.g. broad Gausslans, Smith 1985).
The third part of this analysis refers back to the first experi-
ment. It demonstrates the importance of the methodology of the tech-
nique when clearing more than one channel after detecting an event in
the first channel cleared. The combination of hybrid windows (1,6) and
(4,5) will be used to clear channel 44 after clearing of channel 35.
Figure 5.32 and Table 5.15 show the extinction of channels 35 and 44 in
the presence of a spike in channel 31 with I00 percent of lags. The
following coefficients were used: a(i)-.517188658, a(6)-.007515903,
a(4)-.307604029, a(5)-.16769141. Figure 5.33 and Table 5.16 show the
results of using the same windows and coefficients applied to the input
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spectrum including the smaller spike in channel 35. The presence of
this spike has adversely affected the ability of these specific coeffl-
clents to clear channel 44. Recalculation of the coefficients, utiliz-
ing the samewindow combinations, produces the results shown in Figure
5.34 and Table 5.17. These recalculated coefficients are a(i)-.5290774,
a(6)-.007688673, a(4)-.29979798, a(5)-.163435915. This procedure has
more importance as the second channel to be cleared comesnearer to the
secondary peak. Also, the magnitude of the secondary peak influences
this result proportionally. The next experiment extends this technique
to clearing three channels simultaneously without the presence of a
secondary or tertiary response in any of the previously cleared chan-
nels. The hybrid window combinations of (1,6) (4,5) (7,10) are







Figure 5.35 and Table 5.18 show the success of clearing channels 35,
39, and 44. Any further extension of this to more channels or larger
domain segments will necessitate the automation of the method. This is
due to the number of computations to be made.
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The last experiment considers three large spikes in the input
spectrum at channels 30, 35, and 40. In this case we considered a small
percentage of lags. Using windows 3 and 8 with respective coefficients
.785292479 and .214707521, the attempt to clear channel 33 was made.
Figure 5.36 and Table 5.19 show the extinction of channel 33 greater
than -70 dB. Figure 5.37 and Table 5.20 show the results of the same
window combination with a 1/20th amplitude spike placed in channel 33.




CONCLUSIONS AND FUTURE CONSIDERATIONS
The purpose for and technique of channel clearing, in the power
spectral estimate by application of linearly combined window functions,
has been reviewed. It has been established In previous work, that this
method is effective in clearing up to two channels. This work extends
the applicability of this method to different input data.
The first calculation demonstrated that the location of the spike
in the input spectrum varied the result of channel clearing calculations
relative to an equivalent valued spike used in the previous work. Part
of this effect could be the result of the transform wrap-around.
The second investigation involved the use of varied percentages of
lags relative to the Input autocorrelatlon and its associated power
spectral input. It was demonstrated that the effect of broadening the
main lobe did not effect the channel clearing capabilities of the
method. Several calculations were performed using the greater percent-
age lag input. It was shown that three channels could be cleared
simultaneously. Two consecutive channels or a small domain segment were
cleared. The importance of the methodology in the calculations was
demonstrated by clearing two channels simultaneously with and without
the presence of a smaller spike in the first channel cleared. The final
calculation demonstrated the effectiveness of the technique when three
large spikes are relatively close together. A single channel between
two of the large spikes was cleared.
29
The method of channel clearing in the power spectral estimate needs
further evaluation. Specific to this is the need to examine varying in-
put data, different windows, more arithmetic precision and further
clearing of more channels or larger domain segments. In light of the
latter it is important that the technique become more automated. This
automation could include the capability of channel marching, whereby
each channel is cleared successively. Lastly, the implementation of
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DIMENSION A(2C_ , C!(2C_'J, W ........ 7.'J '= -"
- • (._-,x) , F_._,I... , FI(.Jl..,) , X(257)
PRINT 1_-,
FORMAl ( ENTER NO. OF PARTITIONS ')
READ _-, 1,4
F'R IN-i 20




F'R ]. t,.i :'-;0
FQRHAf ( " EN-I Elk NO. OF
READ *, M
DO 50 I=-] ,I'I
F'RII.Ji *, 'WINDOW NLII'IbEI-<
PR I Nl 4:2!.
FORMA[ ( ' ENTER COEF.
REA_J *, A(1)
F'R I Iql 46




F R ] NT *, ' NF'_- , NF
IF(NF' L I'.I4) GO TO _--'
NF :;'= 2"*1'4i':'
DO 99 K=l,i"4i:
W <K ) = 0.
IF(K.GT.N) GO TO 99
lhO 90 II=I.M
iF(T.EQ.O.) W(K)=:I.
IF(].EQ.o.) GO TO 9_-J




IF (Q (I I). EQ. 2. )
IF<Q (I I) .EQ. 3. )
IF (C!(I I ). EQ. 4. )
IF (Q (I I) .EQ. 5. )
IF (Q (I I). EQ. o. )
WI=I.
IF (Q(I I,. EQ. ?. )
IF(Q(II).EQ. i.)




W (f::) =W <K) +A ( I I )* (. 54+. 46-COS (2. *Pl*l) )
W (K) =W (K) +A ( I I ) _WI
SIN(2.*F'I*T_ )_-(I.-2.*ABS('f).COS(2.,PI.]))
GO TO "20
)=W (f:::)+A (I I
))
W (K) =W (K) +A (I I )*W2










W9=. 42+. 5-COS (2. *P],_]) +. ('_b*COS (4. *FI*T,
IF(Q(II).EQ.9.) W (_I)=W (K) +A _I I _*W9
IF(T.GI. (.25)) GO i[_ 71
IF(Q(I]).G].IO.) GO 70 89
WI(]=I.-(24.*ABS(_)*_2)*(I.-2._AE'.S(1") )
IF(O(II) .EQ. l(i, W(K)=W(I:)+WIO
IF (_,(II).L]. I_1_._ GO "I0 90
IF: (Q(II).GT. 10. i GO TO 89
(F,.].GE. ,_.2'5, ) WiK)=bi(f: )+A(II)*2*(I.-_-'.__ *ABS(]))**3
IF,,Q(II,.E-Q. II.) W (K_ =W(K) +A (i I _* (i.-2.* (ABS (T)) )
IF(1.GI-. (. 15)) GO TO 8_:;
b;(F:)=Wt_:J+A(i i)*Wl
i'__O-I0 90
W12= (. 5*. 5_COS
IF(Q(II).EQ. 12.)
CON] INUE
IF: (,K.EQ. I) GO Tel 99
WtNF2-K+2)=Wt_ )
1 =-f + 1. i ( r l-i-_ :,.?...,
DO 80 L=I ,f'.lF/_
W (NP+i _=0.
F:f (2_t.)::-O.
F i (.L ", I_- i ., =W (L_ / (rM-2. _
Dti 101 I':::._'=1 _ ;::'_t'_lk 2
X ( K 2 ) = 0.
X (37) :. ()C)(i( 1_",7_
X ( 39 ) =. OCC.',.E,475
X (41 ) z • i.i(:lt:l10905
X ( 4..-_.,) =;-. 0(i5019'.__
( 45 S:. Cti:li.109[_5
X (47) =. 00L45505
X (49) =. (,CI(,0945
X (51) =. 0163905
X (53) =. 0000935
X t55) =. 0456595
X (57) =. (:)OCi09 i5
(59) =:.4i 15925
X (61) =1 .0
X (63) =X (59)
X (65) =X (57)
X(67)=X (55)
X (69) =X (53)
X (71)=X(51)
X (73) =x (49)
(2*F'I+(ABS_])-. 15) )/.7))



































X (1}9) =X (79)
X _177) =X (81)






FT (2*K},- 1 )=W (K3) *X (2-13-1)
WRITE(75,405) (k,w(k) ,k=l,np2)
FORMAl (14,2X,FI6.8)
WRI TE (76,*) (FT (K) ,K=I, 2*NP2)
CALL FFI (NP2,-I,FI)
DO 401 IK=I,2*NF'2











WRITE(SC, 2()5) (X(IA) FT(IA),IA=.I 127 2)
- q - q m
WRITE(51,*) (FI(IA) ,IA=2,2*NP2,2)
WRITE(59,*_ ((IA+I)x2,1A=65,77,2) , (F'T (IA) ,IA=65,77,2)
PRINT 14o











DATA (J) =DATA (I
DATA (,]+I) =DATA (i+I )
DATA ( ]. )=TEMPR
DAI-A (I+ i )=TEMF'I
M=N/2
IF- (J-M_ 5,








THET_=6. 283185.3/F LOA'I <IS IGN*MMAX )
SINTH=SIN _THE'fA/2. )




DO 9 M=I, Idl'IAX, 2
DO 8 I=M , N, ISTEP
_I= l+MMAX
TEMPR=WR*DATA (O) -W]*DATA (O+l)
TEMPI =WR*DATA (J+l) +WI*DA] A (J)
DATA (0) =DAI A (1)-i EMPR
DA'[A (J+l) =DATA (I+l ) -'FEMP I
DA1 A (I )=DA-I A (I )+ IEMF'R
DATA (I+i )=DATA (I+i) +TEMF'I
-I'E MF-'R=WF-,:
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