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Abstract
Existing theoretical models of the interfacial thermal conductance, i.e., Kapitza conductance, of
insulating solid-fluid interfaces only consider bulk properties, e.g., acoustic mismatch model and
diffuse mismatch model. In this work, we propose a classical lattice dynamical model calculation
of the Kapitza conductance, thereby incorporating interfacial structural details. In our model, we
assume that heat is mostly carried by phonons in the solid, and that sound waves carry diffusive
heat from the interface into the bulk of the liquid, where both longitudinal and transverse sound
waves are considered. Sound wave dispersion is calculated from the fluid pair distribution function,
evaluated using approximate integral equation theories (i.e., Percus-Yevick, Hypernetted-chain ap-
proximation). The Kapitza conductance of the solid-fluid interface is obtained from the phonon
transmission coefficient at the interface. We determine the interfacial phonon transmission coeffi-
cient by solving the coupled equations of motion for the interfacial solid and fluid atoms. As an
illustrative example, we derive the Kapitza conductance of solid argon-fluid neon interface, with
pair-wise Lennard-Jones interactions.
PACS numbers: 44.05.+e, 68.08.-p, 44.35.+c, 63.50.-x
Keywords: solid-fluid interface, thermal resistance, phonons, sound modes in fluid, structure of simple liquids
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I. INTRODUCTION
The study of thermal transport across material interfaces has gained increased interests
in recent years1, mainly due to the ongoing developments in the field of nanotechnology. At
submicron length scales, the transport of thermal energy in heterogeneous2–4 and nanostruc-
tured materials (e.g. superlattices5, nanofluids6–9, polymer nanocomposite materials10,11) is
strongly influenced by thermal resistance across interfaces. The presence of a solid-fluid
interface strongly impacts the heat dissipation of a nanostructure to its fluid surroundings9.
Thermal transport across a solid-fluid interface is an important issue in the thermal man-
agement of photovoltaic and fuel-cell technologies12,13 as well. When heat is conducted from
one material to another, a temperature discontinuity, ∆T , arises at the interface between
the two materials. For small heat flow across the interface, the discontinuity is proportional
to the heat flow, JQ:
JQ = G∆T. (1)
The proportionality constant G is the thermal conductance of the interface, also known as
Kapitza conductance, after Kapitza14.
Heat transport in materials can be explained in terms of the motion of the microscopic
heat carriers, typically electrons and phonons. Transmission of thermal energy across an
interface is hindered by the mismatch between the materials, creating resistance to the
heat flow. The first theoretical formulation of the interfacial thermal conductance was
presented by Khalatnikov15, known as the acoustic mismatch model (AMM). AMM makes
the assumption that phonon propagation in materials is governed by continuum acoustics.
It considers the reflection and transmission of classical heat waves at the interface, though
its continuum character prevents it from incorporating structure of the interface on an
atomic scale. In the diffuse mismatch model (DMM), proposed by Schwartz16, the interfacial
thermal conductance is calculated from the mismatch of the bulk vibrational density of
states of the two systems across the interface. These two widely used models, fail to provide
a reasonable estimate of the thermal conductance of solid-fluid interfaces, which can be
used for comparison with molecular dynamics results17. As an improvement to AMM and
DMM, a lattice dynamical model was proposed by Young and Maris18 and later extended
by Pettersson and Mahan19 (YMPM) to obtain the Kapitza conductance of the interface
between two solids. YMPM has proven effective for solid-solid interfaces without defects.
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We note, however, the comparatively slow progress of theoretical formulations for solid-fluid
interfaces. Most recent efforts were provided by molecular dynamics simulations20–34.
Here, we propose an analytical model to calculate the interfacial thermal conductance
of insulating solid-fluid interfaces, by considering the coupling between the phonons in the
solid and sound waves in the fluid, at the interface. This model is based on classical lattice
dynamics calculations of atom vibrations at the interface and is akin to the YMPM lattice
dynamical model of Kapitza conductance of solid-solid interfaces. We discuss the transmis-
sion of thermal energy between phonons in the solid and sound waves in the fluid. However,
a complete theory should also include fluid convection. To correctly estimate the conduc-
tance, all modes, longitudinal and transverse, on both sides of the interface were included.
Transverse sound waves are known to exist in fluids at larger values of wave vector35–39, and
they can carry heat away from the interface. As an illustrative example, we calculate the
interfacial thermal conductance between two Lennard-Jones systems, namely the interface
between solid argon and fluid neon. Some important aspects of this model have been dis-
cussed in a previous paper by Mahan40 and we will refer to it frequently throughout this
article.
The article is structured as follows: In Sec. II we review the basics of thermal transport
across interfaces. We discuss the methods to determine the vibrational properties of the
two bulk systems in Sec. III. In Sec. IV we describe the model’s inclusion of the interfacial
properties — the structure of the fluid near the interface and the motion of the interfacial
atoms. The Subsection IVA contains a discussion about the matching of the vibrational
excitations of the two systems. In Section V we examine the evaluation of the Kapitza
conductance using the phonon transmission coefficients at the interface. We illustrate the
applicability of our model by calculating the Kapitza conductance of the solid argon-fluid
neon interface in Section VI.
II. GENERAL THEORY
In a solid, the heat flow per unit area per unit time along a unit normal vector zˆ can be
expressed as:
JQ =
∑
λ
∫
d3q
(2π)3
~ωλ(q)zˆ · vλ(q)nB[ωλ(q), T ], (2)
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where q and λ are the wave vector and the polarization of a phonon with energy ~ωλ(q),
respectively. zˆ ·vλ(q) is the projection of the phonon group velocity along the normal direc-
tion zˆ and nB[ωλ(q), T ] is the Bose-Einstein occupation factor of phonons at temperature T .
The integral over the wave vector is limited to values for which zˆ · vλ(q) ≥ 0. The Kapitza
conductance of an interface G(T ) at temperature T is the ratio of the net heat flow across
the interface per unit area per unit time to the temperature difference across the interface
(Eq. 1). If we consider an interface between materials A and B, the net heat flow across the
interface per unit area per unit time can be obtained from
JQT =
A∑
λ
∫
d3q
(2π)3
~ω
(A)
λ (q)zˆ · v(A)λ (q)nB[ω(A)λ (q), T (A)]Tλ(q)
−
B∑
λ
∫
d3q
(2π)3
~ω
(B)
λ (q)zˆ · v(B)λ (q)nB[ω(B)λ (q), T (B)]Tλ(q), (3)
where Tλ(q) is the phonon transmission coefficient across the interface, T A→Bλ (q)= T B→Aλ (q)=
Tλ(q). T (A) and T (B) are the temperatures at the two sides of the interface, and the negative
sign in the second equation appears because zˆ is defined in the direction A → B. Following
the procedure described in Reference 18, one can obtain the following expression of the
Kapitza conductance of the A-B interface:
G(T ) =
∂
∂T
A∑
λ
∫
d3q
(2π)3
~ω
(A)
λ (q)zˆ · v(A)λ (q)nB[ω(A)λ (q), T ]Tλ(q)
= − ∂
∂T
B∑
λ
∫
d3q
(2π)3
~ω
(B)
λ (q)zˆ · v(B)λ (q)nB[ω(B)λ (q), T ]Tλ(q). (4)
We can expand the Bose-Einstein occupation factor in powers of ~ω
kBT
. At high temperatures,
keeping only the first order term the Kapitza conductance can be found from the following
expression:
G = kB
∑
λ
∫
d3q
(2π)3
zˆ · vλ(q)Tλ(q), (5)
where kB is the Boltzmann constant. The integral is evaluated only for phonons propagating
towards the interface, so that zˆ · vλ(q) ≥ 0.
III. DESCRIPTION OF THE TWO BULK SYSTEMS
We discuss heat transport across the interface between an insulating solid and an in-
sulating fluid. In particular, we study the interface between a solid with a face-centered
4
FIG. 1. Illustration of a solid-fluid interface. Solid atoms are on the left and marked by circles,
while fluids are on the right and marked by squares. The interface lies in the x − y plane and is
perpendicular to the z axis in the figure. The position of one of the solid atoms at the interface is
chosen to be the origin of the coordinate system. The lattice constant of the solid is denoted by a.
Arrows show the position vectors of the solid and the fluid atoms and also the neighboring atoms.
The different vectors shown in the figure are described in the text.
cubic (FCC) lattice and a classical fluid with atoms interacting via the Lennard-Jones (LJ)
potential. A schematic sketch of the interface is shown in Fig. 1, where the interface is
marked by the plane perpendicular to the z axis. Solid atoms are on the left of the interface
and marked with circles, while fluid atoms are to the right of the interface and marked with
squares. ~R
(0)
sj denotes the equilibrium position of the j
th solid atom and ~R
(0)
fn denotes the
equilibrium position of the nth fluid atom. The distances between the neighboring atoms in
the solid are represented by the vector δs and that in the fluid by δf . The distance between
a solid and a neighboring fluid atom near the interface is represented with δ. These vector
notations are used throughout.
A. Phonons in the solid
We obtain the phonon dispersion in the FCC solid using harmonic lattice dynamics,
the procedure being described in the Appendix. As an illustrative example, we compute
the phonon dispersion in FCC solid argon. The value of the lattice parameter of argon
we use in our calculation is 5.31 A˚. To obtain the nearest and the next-nearest neighbor
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FIG. 2. Phonon dispersion in solid argon along the different symmetry directions of the FCC
lattice, obtained using harmonic lattice dynamics. The theoretical values are shown by the solid
lines and the experimental data points are marked by the open circles connected with dashed lines.
Experimental data taken from Fujii et al41. Only nearest neighbor interaction is considered to
obtain the theoretical dispersion data.
spring constants K1 and K2, respectively, we compare the analytical expressions of ω at the
different symmetry points of the FCC lattice to the experimentally measured values shown
in Fig. 2. The value of K2 is found to be almost negligible, while ~
√
K1/Ms ≈ 3.00 meV. In
Fig. 2, we show the theoretically obtained values of phonon dispersion in solid argon (i.e.,
using K1) in comparison with experiments. The agreement indicates that nearest-neighbor
interaction is sufficient to accurately reproduce the complete phonon dispersion in solid argon
at low temperatures. Our calculations of phonon dispersion in other noble gas solids (Kr
and Xe) also confirm that nearest-neighbor interaction alone is sufficient to reproduce the
complete phonon dispersion at low temperatures, consistent with experimental results (data
not shown for brevity). To the best of our knowledge, this result has not yet been reported
in the literature. This result reduces the computational effort required in this endeavour.
In the following, we thus only consider nearest-neighbor interactions in the solid. Also, we
keep K1 = 3.00 meV for argon in all following calculations, with the assumption that this
value does not change significantly with temperature.
6
B. Sound wave excitations in the fluid
We consider sound waves as the heat carriers in classical fluids. The dispersion of sound
waves in classical fluids in equilibrium can be determined by the general expression35,42,43
ω2qλ =
kBT
Mf
(1 + 2ǫˆqλ · ǫˆq1)q2 + n
Mf
∫
d3rg(r)[1− exp(q · r)](ǫˆqλ · ∇)2Vff(r), (6)
where ωqλ is the frequency of the sound wave in the fluid, n is the density of the fluid and
Mf is the mass of a fluid atom. Vff (r) is the interaction potential between the fluid atoms
and g(r) is the pair distribution function of the fluid atoms in the bulk. ǫˆqλ(λ = 1, 2, 3)
represent the three orthonormal polarization vectors of the sound waves in the fluid, where
the longitudinal one is denoted by
ǫˆq1 =
q
|q| . (7)
The first term on the R.H.S of Eq. (6) is 3kBTq
2/Mf for the longitudinal mode and
kBTq
2/Mf for the two transverse modes. The second term can be written explicitly in
terms of its components
n
Mf
3∑
i,j=1
ǫqiλǫqjλ
∫
d3rg(r)[1− exp(q · r)]
×
[
δij
r
dVff (r)
dr
+
rirj
r2
(
d2Vff(r)
dr2
− 1
r
dVff (r)
dr
)]
. (8)
We assume that the interaction between the fluid atoms can be described by the Lennard-
Jones (LJ) potential,
V (r) = 4ǫ
(
σ12
r12
− σ
6
r6
)
, (9)
where r is the interatomic distance, σ is the interaction range and ǫ is the well-depth of the
LJ potential. We assume a harmonic approximation for the fluid-fluid interaction potential
and use the approximate potential form given in the Appendix (Eq. (63)). We are not aware
of previous studies using such a harmonic approximation along with a Lennard-Jones inter-
action potential to obtain sound waves in classical fluids — a novel approach, in particular
in the context of thermal transport. For the LJ potential (Eq. (9)), the derivatives of the
potential Vff(r) can be written as
Aff (r) =
1
r
dVff (r)
dr
= −24ǫ
σ2
(
2σ12
r14
− σ
8
r8
)
, and, (10)
Bff (r) =
d2Vff (r)
dr2
− 1
r
dVff(r)
dr
=
96ǫ
σ2
(
7σ12
r14
− 2σ
8
r8
)
. (11)
7
To solve the integral in Eq. (8), we choose a coordinate system in which q lies along the
z-axis of the coordinate system without any loss of generality. The wavevectors in the old
and new systems are denoted by q = (q1, q2, q3) and q
′ = (0, 0, q′3), respectively. They are
related by
∑3
i=1 q
2 = q′23 . In this new coordinate system, r makes an angle θ with q
′ and
is allowed to span all space (r = [0,∞], θ = [0, π], φ = [0, 2π]). Evaluating the integrals in
spherical polar coordinates, we obtain the following expression of the dispersion of sound
waves in fluid:
ω2q′λ = (1 + 2ǫˆq′λ · ǫˆq′1)ω20
+
4πn
Mf
∫
r2drg(r)
{
Aff (r) (1− j0(q′r)) +Bff (r)
(
1
3
− j1(q
′r)
q′r
)
(12)
+ǫ2q′3λBff (r)
(
j1(q
′r)
q′r
−
(
dj1(z)
dz
)
z=q′r
)}
,
ω20 = q
′2kBT
Mf
, (13)
where j0(z)(= sin(z)/z) and j1(z)(= sin(z)/z
2 − cos(z)/z) are spherical Bessel functions.
The term ω20 comes from the long range density fluctuations in the fluid. The polarization
vector of the longitudinal sound wave in the new coordinate system is ǫˆq′1 = (0, 0, 1). One
can choose the polarization vectors of the transverse sound waves such that ǫq′3λ = 0, for
λ = 2, 3. Inserting the values of ǫq′3λ into Eq. (12), we retrieve the fluid dispersion expressions
for longitudinal and transverse sound waves given in Reference 40. Using a coordinate
transformation, we retrieve the polarization vectors in the original coordinate system:
ǫˆql =
(qx, qy, qz)√
q2x + q
2
y + q
2
z
, ǫˆqt1 =
(−qy, qx, 0)√
q2x + q
2
y
, ǫˆqt2 =
(qxqz, qyqz,−(q2x + q2y))√
q2x + q
2
y + q
2
z
√
q2x + q
2
y
. (14)
Equations (12, 13) and (14) are the main equations required to provide a complete descrip-
tion of sound waves in classical fluids. The essential ingredient required in Eq. (12) is the
fluid pair distribution function.
We evaluate the pair distribution function in bulk fluid using integral equation theories.
The approximate integral technique to obtain the particle distribution function in classical
fluids was first proposed by Percus44,45 and later extended by various researchers during
the 1960’s and 70’s46–51. The pair distribution function for a uniform fluid is defined solely
from the relative separation between atoms. The Percus-Yevick equation of pair distribution
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function of a uniform fluid is given by
g(r)eβV (r) = 1 + n
∫
d3r [g(|r− r′|)− 1] [1− eβV (r)] g(r) (15)
and the Hypernetted-chain equation (HNC) is given by
ln g(r) + βV (r) = n
∫
d3r [g(|r− r′|)− 1] [g(r)− 1− ln g(r)− βV (r)] . (16)
The integral equations can be solved numerically using iterative methods to obtain the
pair distribution function of the fluid. In order for these iterative methods to converge
within reasonable computational time, one needs to provide judiciously chosen initial input
parameters and also use effective mixing of intermediate results.
IV. INTERFACE BETWEEN THE TWO SYSTEMS
The phonons in the solids that are incident to the interface are either reflected back
to the solid or transmitted to the fluid with some reflection and transmission amplitude,
respectively. Let ω, ǫˆi and (q, qi) represent the frequency, polarization and wavevector of
the incident phonon, respectively. q = (qx, qy , 0) represents the components of the wave
vector parallel to the interface and qi is the component perpendicular to the interface. For a
given value of the incident wave vector (q, qi), we determine the frequency and polarization
vector of the incident phonon by solving the eigenvalue problem of the dynamical matrix,
as given by Eq. (60) and Eq. (59) in the Appendix, respectively.
A. Vibrational coupling between the two systems
1. Reflected waves
The reflected waves have the same frequency ω and parallel components qx and qy as that
of the incident wave, but different perpendicular components of the wavevectors qsλ and po-
larization vectors ǫˆsλ. Here, s stands for solid and λ (= 1, 2, 3) denotes the three polarization
directions. In order to obtain the perpendicular components of the wave vectors of the three
reflected phonons (qsλ), we need to solve Eq. (60) using ω, qx, and qy. Solving numerically
Eq. (60) is difficult in many cases and usually requires large amounts of computational time.
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We transform Eq. (60) into an algebraic equation that can be solved easily. To carry out
the transformation we define
X = cos
(
θx
2
)
, Y = cos
(
θy
2
)
, Z = exp
(
i
θz
2
)
, (17)
and Ω =
Msω
2
K1
. (18)
After some algebra, Eq. (60) can be written in the form
C3Z
6 + C2Z
5 + C1Z
4 + C0Z
3 + C1Z
2 + C2Z + C3 = 0, (19)
where,
C3 = X + Y,
C2 = Ω(2 + 3XY )− 4− 8XY − 4(X2 + Y 2) + 8X2Y 2,
C1 = 2Ω
2(X + Y ) + Ω(6XY − 16)(X + Y ) + 27(X + Y )
−16XY (X + Y ) + 4(X3 + Y 3),
C0 = Ω
3 + Ω2(4XY − 12) + Ω(40 + 8(X2 + Y 2)− 26XY )
−40 + 32XY − 24(X2 + Y 2) + 8XY (X2 + Y 2).
For each root Zl (l = 1, . . . 6), there is a corresponding root 1/Zl. If some of the roots have a
non-zero imaginary part, we only retain the roots with positive imaginary part. The waves
with real qsλ reflects off the interface and can carry the heat away from the interface. The
waves with complex qsλ do not carry heat away from the interface, but are still required
to satisfy the boundary conditions. With the knowledge of the wavevector (q, qsλ) of the
reflected waves, we can form the dynamical matrix and solve the eigenvalue equation (see
Eq. (61) and Eq. (59) in the Appendix) to obtain the polarization vectors of the reflected
waves, where the eigenvalue is the incident phonon frequency ω.
Once we have determined the wavevectors of the incident and reflected waves, the group
velocities can be obtained in the following way. Using the transformations given in Eq. (54),
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we can rewrite Eq. (59) as
Ω3 + AΩ2 +BΩ + C = 0, (20)
where,
A = 4(XY + Y Z + ZX)− 12,
B = 8(X2 + Y 2 + Z2) + 12XY Z(X + Y + Z)
−32(XY + Y Z + ZX) + 36,
C = 8(X3Y +XY 3 +X3Z + Y 3Z +XZ3 + Y Z3) + 32X2Y 2Z2
−32(X2Y Z +XY 2Z +XY Z2)− 16(X2Y 2 +X2Z2 + Y 2Z2)
−16(X2 + Y 2 + Z2) + 48(XY +XZ + Y Z)− 32.
Differentiating Eq. (20) with respect to qz we obtain
v(s)z = −
√
Ka2
4Msω
Ω2 ∂A
∂Z
+ Ω∂B
∂Z
+ ∂C
∂Z
3Ω2 + 2AΩ +B
sin
(
θz
2
)
, (21)
where v
(s)
z is the phonon group velocity in the solid along the zˆ direction.
2. Transmitted waves
The transmitted waves in the fluid have the same frequency ω and parallel components of
the wavevectors q as the incident phonon, though perpendicular components of the wavevec-
tors qfλ and polarization vectors eˆfλ differ. We remind the reader that f stands for fluid and
λ = 1, 2, 3 represents the three polarization directions. We can calculate the wave vectors of
the transmitted sound waves in the fluid using the dispersion relation (Eq. (12)). Equation
(12) is an integral equation that is computationally expensive to invert and solve a range of
ω values to consider. Instead we take the following approach to work around this problem.
We approximate the function ωλ(q
′) as a polynomial in q′λ:
ωλ(q
′) =
m∑
p=1
αpq
′p
λ . (22)
We obtain the coefficients αp’s by fitting the polynomial expansion to the dispersion data
obtained by solving the integral equation for a range of q values. An example of dispersion
data for fluid neon is shown in Fig. 4. To obtain a satisfactory fit of the functional form of ωλ
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for all ranges of q′λ, we truncated the polynomial expansion at p = 6. Use of this functional
form allows us to evaluate the wavevectors of the transmitted sound waves, q′λ, for given
values of ωλ in a straightforward manner. Note that q
′
λ here represents the norm of the full
wavevector. As we described in Section IIIB, the norm of the wavevector q′λ is the same
as the norm of the wavevector qλ in the original system, hence, q
′
λ =
√
q2x + q
2
y + q
2
zλ. One
can calculate the perpendicular components of the wavevectors of the transmitted waves
in the original coordinate system qzλ, using given values of the parallel components of the
wavevectors, qx and qy: qzλ =
√
q′2λ − q2x − q2y . The polarization vectors of the transmitted
sound waves can be constructed using the method described by Eq. (14). The group
velocities of the transmitted waves can be obtained from the numerical derivative of Eq.
(22) with respect to qzλ.
B. Solid-fluid interaction at the interface
We consider that the solid atoms and the fluid atoms near the interface are interacting
with a short-range potential Vsf(r). The potential is assumed to be central (i.e., Vsf(r) =
Vsf(r)). We further assume that the phonons in the solid and the sound waves in the
fluid displace the interfacial solid and the fluid atoms only by a small amount, i.e. the
displacements of the interfacial atoms are much smaller than their relative separations from
the neighboring atoms. Hence, we can truncate the Taylor expansion of the solid-fluid
interaction potential around small displacements after second order, similar to the case of
the fluid-fluid interaction potential as described in the Appendix, Eq. (63).
1. Distribution of fluid atoms near the interface
Due to the interaction between the interfacial solid and the fluid atoms, the structure of
the fluid is different near the interface from that in the bulk. We define the probability that
there is a fluid atom at R
(0)
fn provided that there is a solid atom at R
(0)
sj , by the one-particle
distribution function near the interface gsf(R
(0)
sj , R
(0)
fn),
gsf(R
(0)
sj , R
(0)
fn) = g
({
R
(0)
fn −R(0)sj
} ∣∣∣∣Vsf {∣∣∣R(0)fn −R(0)sj ∣∣∣}
)
. (23)
The one-particle distribution function near an interface can be evaluated in the following
way: according to Percus45, the one particle probability density g(r|U) in the presence of
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an external potential U can be written as
g(r|U)eβU(r) =g(r) +
∫
d3r1F2(r, r1)
(
e−βU(r1) − 1)
+
1
2
∫
d3r1
∫
d3r2F2(r, r1, r2)
(
e−βU(r1) − 1) (e−βU(r2) − 1)+ . . . (24)
where F2,3 are the two and three particle Ursell functions45, respectively. Ursell functions
quantify the deviation of the n-body probability density of the interacting system from that
of the noninteracting system; for example, the two particle Ursell function is given by
F2(r1, r2) = n(2)(r1, r2)− n(1)(r1)n(1)(r2). (25)
Here n(1),(2) are the one and two particle probability densities, respectively. If we ignore
three particle correlations (Fn = 0 for n ≥ 3), and use the relationship between the Ursell
function and the pair distribution function
F2(r1, r2) = n2[g(r1, r2)− 1], (26)
we obtain the expression of the one-particle distribution function of a uniform fluid near an
interface
g(r|Vsf)eβVsf (r) ≈1 + n
∫
d3r1 [g(|r− r1|)− 1]
(
e−βVsf (r1) − 1) . (27)
We make the simplifying assumption that the distribution of fluid particles is more affected
perpendicularly to its interface compared to the parallel direction and hence, only consider
the z-dependence of the one-particle distribution function. By partial evaluation of the
integral in Eq. (27) in cylindrical polar coordinates, the one-particle distribution in the
z-direction can be approximated as
g(z|Vsf)eβVsf (z) ≈1 + 2πn
∫
dz1 [g(|z − z1|)− 1]
∫
dρ1
(
e−βVsf (
√
ρ21+z
2
1) − 1
)
. (28)
We will use this form of one-particle distributions near the interface for our later discussion
and refer to it as gsf in the remainder of this work.
We need to define the fluid pair distribution function near the interface in a different way
compared to the one in the bulk. We call gff(R
(0)
fn , R
(0)
fm), the fluid pair distribution function
for fluid atoms that are close to the interface. This function depends on both the fluid-fluid
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and the fluid-solid interaction potential. Following Percus45, the two-particle probability
density g2(r1, r2|U) in the presence of an external potential U can be written as
g2(r1, r2|U)eβ[U(r1)+U(r2)] = g2(r1, r2) +
∫
d3r3F3(r1, r2, r3)
(
e−βU(r3) − 1)
+
1
2
∫
d3r3
∫
d3r4F24(r1, r2, r3, r4)
(
e−βU(r3) − 1) (e−βU(r4) − 1)+ . . . (29)
where g2(r1, r2) = g(r1 − r2)g(r1)g(r2). If we ignore three-particle correlations (Fn = 0 for
n ≥ 3), the form of gff can be approximated as
gff(R
(0)
fn , R
(0)
fm) ≈ g(|R(0)fn −R(0)fm|)e−βVsf (R
(0)
fn
)−βVsf (R
(0)
fm
). (30)
2. Equations of motion for atoms near the interface
We assume that the solid atoms are arranged in locations R
(0)
sj = (ρj , zj) to the left of
the interface (as shown in Fig. 1). The vectors ρj are parallel to the interface, and zˆ is
perpendicular to the interface. The interface is marked by the plane z = 0. The solid atoms
at the interface have zj = 0. The solid atoms are displaced by both the incident and the
reflected waves. The displacement of an interfacial solid atom (Qsj) can be written as the
linear combination:
Qsj = e
i(q·ρj−ωt)
[
ǫˆie
iqizjIi +
3∑
λ=1
Rλǫˆsλe
−iqsλzj
]
, (31)
where q and ω are the component of the wavevector parallel to the interface and the fre-
quency of both the incident and reflected waves, respectively. The perpendicular component
of the wavevector and the polarization vector of the incident and reflected waves are given
by (qi, ǫˆi) and (qsλ, ǫˆsλ), respectively. In general, the polarization vectors of the three re-
flected waves, ǫˆsλ are not mutually orthogonal. Here, Ii is the amplitude of the incident
wave and Rλ is the amplitude of the reflected wave for polarization λ. On the other hand,
the displacement of a fluid atom close to the interface (ufm) from its equilibrium location
R
(0)
fm = (ρfm, zfm) can be written as
ufm = e
i(q·ρfm−ωt)
3∑
λ=1
Tλǫˆfλe
−iqfλzfm, (32)
where q and ω are the component of the wavevector parallel to the interface and the fre-
quency of the transmitted waves, respectively. The perpendicular component of the wavevec-
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tor and the polarization vector of the transmitted waves are given by (qfλ, ǫˆfλ), respectively.
Here, Tλ is the amplitude of the transmitted wave for polarization λ.
The equations of motion for the solid atoms near the interface contain force-terms due
to solid-solid interactions as well as force-terms due to solid-fluid interactions40:
Msω
2Qsj︸ ︷︷ ︸
solid atom at z = 0
=
∑
δs
K(δs)δˆsδˆs · (Qsj −Qs,j+δs)︸ ︷︷ ︸
interaction with
solid atoms with z < 0
+
∑
δ
[Asf(δ)(Qsj − ufm) +Bsf(δ)δˆδˆ · (Qsj − ufm)]︸ ︷︷ ︸
interaction with fluid atoms with z > 0
, (33)
with δs = R
(0)
sj − R(0)s,j+δs and δ = R
(0)
sj − R(0)fm, Ms is mass of the solid atom and K(δs)
is the bond-directed spring constant. The functions A and B are the derivatives of the
interaction potential as defined in Eq. (10) and (11), respectively. The summations over
δs and δ include the neighboring solid and fluid atoms near the interface, respectively. We
refer to this equation as the solid interface-equation of motion in this article. Similarly,
the equations of motion for the fluid atoms near the interface have force-terms due to both
fluid-fluid and fluid-solid interactions40,
Mfω
2ufn︸ ︷︷ ︸
fluid atom with z≈0
=
∑
δ
[Asf (δ)(ufn −Qsj) +Bsf(δ)δˆδˆ · (ufn −Qsj)]︸ ︷︷ ︸
interaction with solid atoms with z<0
+
∑
δf
[Aff (δf )(ufn − ufm) +Bff (δf)δˆf δˆf · (ufn − ufm)]︸ ︷︷ ︸
interaction with fluid atoms with z>0
, (34)
with δ = R
(0)
sj −R(0)fn and δf = R(0)fm−R(0)fn ,Mf is the mass of the fluid atom. The summation
over δ includes the solid atoms close to the fluid atom, near the interface. The summation
over δf includes the neighboring fluid atoms near the interface. We refer to this equation as
the fluid interface-equation of motion in the article.
3. Coupling matrix: M
In order to evaluate the solid-fluid and the fluid-fluid interaction terms, we need to account
for the fact that the positions of the fluid atoms change as they move around. To incorporate
this, we replace the summations over fluid atoms in Eq.s (33) and (34) by integrations over
all positions of the fluid atoms. Using the one particle distribution function near the interface
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gsf , we reformulate the solid interface-equation of motion (Eq. (33)) to obtain
40
∑
δs
K(δs)δˆsδˆs · (Qsj −Qs,j+δs)︸ ︷︷ ︸
solid atoms with z > 0
=M(0, 0) ·Qsj −M(q, qz) · u(0), (35)
with M(0, 0) = n
∫
z>0
d3Rgsf(z)[Asf(R)I +Bsf(R)RˆRˆ], (36)
and M(q, qz) · u(0) =
3∑
λ=1
M(q, qfλ) · ǫˆfλTλ
with M(q, qfλ) = n
∫
z>0
d3Rgsf(z)[Asf (R)I +Bsf(R)RˆRˆ]eiq·ρ+iqfλz, (37)
where I is the unit tensor and (q, qfλ) are the wave vectors of the three transmitted waves in
fluid. Both the solid-fluid coupling matricesM(0, 0) andM(q, qz) are second rank tensors,
one can write them in component form as shown in Eq. (44)-(54) from Reference 40.
4. Coupling matrix: U , V
We reformulate the fluid interface-equation of motion (Eq.(34)) in a similar way. Intro-
ducing the pair distribution functions, we obtain
Mfω
2ufn︸ ︷︷ ︸
fluid atom with z≈0
=
∑
j
[Asf (δ)(ufn −Qsj) +Bsf(δ)δˆδˆ · (ufn −Qsj)]︸ ︷︷ ︸
interaction with solid atoms with z<0
+n
∫
d3Rgff(R
(0)
fn ,R)[Aff(δf)(ufn − u(R)) +Bff (δf)δˆf δˆf · (ufn − u(R))]︸ ︷︷ ︸
interaction with fluid atoms with z>0
(38)
with δ = R
(0)
sj −R(0)fn and δf = R−R(0)fn .
We replace the LHS with the bulk-equation of motion of the fluid atoms Eq. (67) and obtain
n
∫
d3Rg(|R(0)fn −R|)[Aff(δf)I +Bff (δf)δˆf δˆf ] · (ufn − u(R))︸ ︷︷ ︸
interaction with fluid atoms with z<0
+n
∫
d3R(g(|R(0)fn −R|)− gff(R(0)fn ,R))[Aff(δf)I +Bff (δf)δˆf δˆf ] · (ufn − u(R))︸ ︷︷ ︸
interaction with fluid atoms with z>0
=
∑
j
[Asf(δ) +Bsf(δ)δˆδˆ] · (ufn −Qsj)︸ ︷︷ ︸
interaction with solid atoms with z<0
, (39)
where g(
∣∣∣R(0)fn −R∣∣∣) and gff(R(0)fn ,R) are the fluid pair distribution functions in the bulk
and near the interface, respectively. gff(R
(0)
fn , R) is a function of the position vectors of
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both fluid atoms, as a result it is difficult to compute the integral with gff in the integrand.
We make the simplifying assumption that the pair distribution function of the fluid atoms
near the interface do not differ much from the bulk pair distribution function, so that
g(|R(0)fn − R|) ≈ gff(R(0)fn ,R) in the first approximation and the second term in the LHS
vanishes in the above equation (Eq. (39)). Hence, we have
n
∫
d3Rg(|R(0)fn −R|)[Aff(δf)I +Bff (δf)δˆf δˆf ] · (ufn − u(R))︸ ︷︷ ︸
interaction with fluid atoms with z<0
=
∑
j
[Asf(δ) +Bsf(δ)δˆδˆ] · (ufn −Qsj)︸ ︷︷ ︸
interaction with solid atoms with z<0
. (40)
In order to incorporate the effect of the changing position of the fluid atom, we multiply both
sides of the equation with n × gsf(zfn) and average over all possible positions. Integrating
with respect to Rfn we obtain
n2
∫
z>0
d3Rfn gsf(zfn)
∫
z<0
d3R g(|Rfn −R|)
× [Aff (|Rfn −R|)I +Bff (|Rfn −R|)(R−Rfn)
2
|R−Rfn|2 ] · (ufn − u(R))
=
∑
j,z<0
n
∫
z>0
d3Rfn gsf(zfn) (41)
× [Asf (|Rfn −Rsj|) +Bsf(|Rfn −Rsj|)(Rfn −Rsj)
2
|Rfn −Rsj|2 ] · (ufn −Qsj).
Renaming Rfn = R
′ and changing the variables from (R′, R) to (R′, R′ −R = r) in the
LHS of the above equation and from R′ to (R′ − Rsj = r) in the RHS, we obtain using
qT = (q, qfλ)
3∑
λ=1
Tλeˆfλ ·
(
n2
∫
z>0
d3R′gsf(Z
′)
∫
all space
d3rg(r)
× [Aff (r)I +Bff (r)rˆrˆ](eiqT .R′ − eiqT .(R′−r))
)
=
∑
j,z<0
n
∫
z>0
d3rgsf(|r+Rsj|z)[Asf(r)I +Bsf(r)rˆrˆ] ·(
3∑
λ=1
Tλeˆfλe
iqT .(r+Rsj) − eiq.ρsj
[
eˆie
iqizsjIi +
3∑
λ=1
Rλeˆsλe
−iqsλzsj
])
. (42)
The fluid atoms that contribute most to the solid-fluid interaction term in the above equation
are the ones that are closest to the solid atom at the origin. We assume that Rsj ≈ (0, 0, 0)
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and obtain
3∑
λ=1
Tλeˆfλ ·
(
n2
∫
z>0
d3R′gsf(Z
′)
∫
all space
d3rg(r)
× [Aff (r)I +Bff (r)rˆrˆ](eiqT .R′ − eiqT .(R′−r))
)
= n
∫
z>0
d3rgsf(z)[Asf (r)I +Bsf(r)rˆrˆ] ·(
3∑
λ=1
Tλeˆfλe
iqT .r −
[
eˆiIi +
3∑
λ=1
Rλeˆsλ
])
. (43)
We can write the interface equation in a compact form as
[U(q, qz)− V(q, qz)] · u(0) =M(q, qz) · u(0)−M(0, 0) ·Qsj , (44)
where U and V are the fluid-solid coupling matrices
U(q, qfn) = n2
∫
z>0
d3R′gsf(Z
′)eiqT .R
′
∫
all space
d3rg(r)[Aff(r) +Bff(r)rˆrˆ], (45)
V(q, qfn) = n2
∫
z>0
d3R′gsf(Z
′)eiqT .R
′
∫
all space
d3rg(r)e−iqT .r[Aff (r) +Bff(r)rˆrˆ], (46)
and M was defined in Eq. (37). Both U and V are second-rank tensors and we can write
them in component form as follows:
U(q, qz) = UA(q, qfλ)I + U⊥(q, qfλ)(xˆxˆ+ yˆyˆ) + zˆzˆUz(q, qfλ), (47)
V(q, qz) = VA(q, qfλ)I + xˆxˆVxx(q, qfλ) + yˆyˆVyy(q, qfλ)
+ zˆzˆVzz(q, qfλ) + (xˆyˆ + yˆxˆ)Vxy(q, qfλ)
+ (xˆzˆ + zˆxˆ)Vxz(q, qfλ) + (zˆyˆ + yˆzˆ)Vzy(q, qfλ), (48)
where the different components of U(q, qfλ) in cylindrical polar coordinates are given by:
UA = Isurface ×
(
2πn
∫
∞
−∞
dz
∫
∞
0
dρρg(r)Aff(r)
)
,
U⊥ = Isurface ×
(
πn
∫
∞
−∞
dz
∫
∞
0
dρρg(r)Bff(r)
ρ2
ρ2 + z2
)
, (49)
Uz = Isurface ×
(
2πn
∫
∞
−∞
dz
∫
∞
0
dρρg(r)Bff (r)
z2
ρ2 + z2
)
,
with Isurface = 2πn
∫
∞
0
dz′ exp[iqfλz
′]gsf(z
′)
∫
∞
0
dρ′ρ′J0(qρ
′), (50)
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where J0(qρ) is the Bessel function of the first kind. The set of tensor elements (Vxx, Vyy,
Vzz, Vxy, Vyz, Vxz) have each terms with Aff and Bsff in the integrand. Grouping together
similar terms, we can write
V(q, qfλ) = VA(q, qfλ)I + (xˆxˆ+ yˆyˆ)V0⊥(q, qfλ) + zˆzˆV0z(q, qfλ)
− [(xˆxˆ− yˆyˆ) cos(2φq) + (xˆyˆ + yˆxˆ) sin(2φq)]V2⊥(q, qfλ) (51)
+ i[(xˆzˆ + zˆxˆ) cos(φq) + (zˆyˆ + yˆzˆ)i sin(φq)]V1(q, qfλ).
where φq is the angle between the component of the wavevector parallel to the interface and
the x-axis, q = q[cos(φq), sin(φq)]. The different elements of the tensor are given by
VA(q, qfλ) = Isurface ×
(
2πn
∫
∞
−∞
dz exp[−iqfλz]
∫
∞
0
dρρg(r)Aff(r)J0(qρ)
)
,
Vl⊥(l=0,2)(q, qfλ) = Isurface ×
(
πn
∫
∞
−∞
dz exp[−iqfλz]
∫
∞
0
dρρ3g(r)
Bff(r)
r2
Jl(qρ)
)
, (52)
V0z(q, qfλ) = Isurface ×
(
2πn
∫
∞
−∞
z2dz exp[−iqfλz]
∫
∞
0
dρρg(r)
Bff(r)
r2
J0(qρ)
)
,
V1(q, qfλ) = Isurface ×
(
−2πn
∫
∞
−∞
zdz exp[−iqfλz]
∫
∞
0
dρρ2g(r)
Bff(r)
r2
J1(qρ)
)
.
The tensors U and V determine the coupling between the atoms in the fluid. Both of them
have spring constant units. Using the form of the LJ potential (Eq. (9)) parts of the integrals
in the different elements of the tensorsM, U and V can be evaluated analytically. The rest
of the integration needs to be performed numerically.
V. KAPITZA CONDUCTANCE
When a phonon is incident to the solid-fluid interface, there can be up to three reflected
and three transmitted waves to which the incident phonon can transfer energy. The three
reflection and three transmission amplitudes (Rλ
Ii
, Tλ
Ii
) are introduced in Eq. (31) and Eq.
(32), respectively. Equations (35) and (44) are the two key equations, which describe the
motion of interfacial solid and fluid atoms. These two equations include the six amplitudes
as unknowns. Each of these two equations is a vector equation with three components, and
the six equations form a coupled 6 × 6 set of linear equations. The six equations can be
expressed in matrix form as
3∑
λ=1
CpλRλ +
6∑
λ=4
CpλTλ−3 = Cp0Ii, p = 1, . . . 6. (53)
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σ(A˚) ǫ(K)
Ne-Ne52 2.740 36.23
Ne-Ar53 3.083 64.50
TABLE I. Lennard-Jones potential parameters for Ne-Ne and Ne-Ar interaction.
The coefficients Cpλ are given in the Appendix. Solving these coupled linear equations, we
obtain the reflection and transmission amplitudes. The transmission amplitudes are used to
calculate the phonon transmission coefficients. For an incident phonon of frequency ωλ(q),
wavevector q, and polarization λ the coefficient of transmission into all possible modes,
Tλ(q), is given by
Tλ(q) = ρf
∑3
λ′=1 v
(f)
λ′z|Tλ′|2
ρsv
(s)
λz |Iλ|2
. (54)
Here, ρs and ρf are the mass densities of the solid and the fluid, respectively. v
(s)
λz is the z
component of the group velocity of the incident phonon and v
(f)
λ′z(λ
′ = 1, 2, 3) are the group
velocities of the transmitted sound waves in the fluid.
VI. ILLUSTRATIVE EXAMPLE
We chose the FCC solid argon-fluid neon interface as an example to illustrate the cal-
culation of the Kapitza conductance using our lattice dynamical model. This particular
example was chosen because this system is representative of a solid-fluid interface where
the two systems are interacting via a central potential. We define the dimensionless length
variables of the solid-fluid system in the following way:
r∗ =
r
σsf
, q∗ = qσsf ;
n∗ = nσ3sf , T
∗ =
kBT
ǫsf
. (55)
The values of the LJ potential parameters for the solid-fluid system are shown in Table I.
Under normal pressure, neon remains liquid in a very narrow temperature range, 24.56K
- 27.07K. This puts some constraint over the choice of thermodynamic parameters for the
solid-fluid system. We have found that the parameters n = 0.0239 A˚
−3
and T = 54.345 K
ensure fast convergence of the integral equations and thereby evaluate the pair distribution
function. Argon remains solid at this temperature.
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FIG. 3. Particle distribution functions of fluid neon obtained using integral equation theories. The
dashed curve represents the pair distribution function of neon atoms in the bulk fluid, evaluated
using the hypernetted chain approximation, Eq. (16)54. The solid curve represents the one particle
distribution function of neon atoms near the solid argon interface, evaluated using Eq. (23). The
length variable is scaled with respect to the LJ argon-neon length parameter σNe-Ar.
The phonon dispersion in solid argon is shown in Fig. 2. The bulk pair distribution
function of fluid neon for the particular choice of thermodynamic parameters is shown by
the dashed line in Fig. 3. We then numerically integrate the dispersion relations (Eq. (12))
to obtain the dispersion of sound waves in bulk fluid neon. The dispersion of sound waves
in fluid neon are shown in Fig. 4 for a range of q values.
As a consequence of the solid-fluid interaction, the distribution of neon atoms near the
solid argon interface is different from that in the bulk. The one-particle distribution function
of neon atoms near the solid argon interface, evaluated using Eq. (27), is shown by the
solid line in Fig. 3. We select 1000 randomly generated points in the first brillouin zone
of solid argon as incident phonons. We disregard points close to one of the symmetry
points of the FCC lattice. The reflected and transmitted waves for an incident phonon
are determined such that the frequency and parallel components of the wavevector of all
the modes are identical. The detailed procedure is given in Subsection IVA. We solve the
coupled equations of motion of the interfacial solid and the fluid atoms for the choice of
incident phonons to obtain the phonon reflection and transmission amplitudes. The values
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FIG. 4. Dispersion of longitudinal and transverse sound waves in liquid neon at n = 0.0239A˚−3 and
T = 54.345K. The length variable is scaled with respect to the LJ argon-neon length parameter
σNe-Ar.
of the transmission coefficients when inserted into Eq. (5), gives an estimate of the interfacial
thermal conductance. Inserting these values in Eq. (5), we obtain the value of the Kapitza
conductance of solid argon-fluid neon interface, G = 37.4 MWK−1m−2. Although we could
not compare our result with any experimental results reported for a similar system, we note
that our estimate lies within the range of experimental values of the Kapitza conductance
measured for solid metal-liquid water interfaces20.
VII. SUMMARY AND DISCUSSION
We propose a novel lattice dynamical model calculation to estimate the Kapitza conduc-
tance of insulating solid-fluid interfaces incorporating full interfacial structure details. The
existing theoretical models, namely AMM and DMM only consider bulk system properties
to estimate the Kapitza conductance. We believe our model is an improvement over these
two widely used models, due to the fact that it includes detailed properties of the interface
to compute the Kapitza conductance of solid-fluid interfaces. In our model, we consider that
heat is mostly carried by phonons in the solid side, and that the sound waves with matched
frequencies carry diffusive heat into the bulk of the liquid from the interface. The dispersion
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of the sound waves as well as the interfacial fluid structure are determined using approximate
integral equation theories (Percus-Yevick, HNC). The coupled equations of motion of the
interfacial solid and fluid atoms yield the phonon reflection and the transmission coefficients
at the interface. The Kapitza conductance of the solid-fluid interface is obtained from the
phonon transmission coefficients at the interface. The only input parameters required in our
model are the pairwise interaction potential parameters. Once the bulk system properties
are determined and the interfacial potential parameters are known, the rest of the calcula-
tion does not depend on any further input. To ensure convergence of the integral equation
theories within reasonable computational time, one needs to be careful when choosing the
thermodynamic parameters of the fluid. However, this restriction can be removed if one uses
other methods (e.g. molecular dynamics) to compute the fluid pair distribution function and
uses the data as input in the model. We made some approximations while calculating the
interfacial fluid distribution functions to ease the computation. However, one could incorpo-
rate a more detailed interfacial fluid distribution to improve the estimate. As an illustrative
example, we derived the Kapitza conductance of solid argon-fluid neon interface, using pair-
wise Lennard-Jones interaction potentials. Our method provides a reasonable estimate of
Kapitza conductances at insulating solid-fluid interfaces. Though no experimental data is
readily available, our results should provide a solid estimate for future studies.
Our model can be generalised to obtain the Kapitza conductance of generic hard matter-
soft matter interfaces (e.g. solid-polymer interface, solid-amorphous material interface).
Hence, this method provides opportunities to obtain important insight into thermal trans-
port in heterogeneous nanostructured systems incorporating generic hard matter-soft matter
interfaces (e.g. solid-polymer interface, solid-amorphous material interface). A detailed un-
derstanding of heat transport in heterogeneous materials is highly relevant for many techno-
logical applications including thermal management at the nanoscale and efficient conversion
of waste heat into electricity. Therefore, we hope that our investigation will not only help to
further advance the understanding of the vibrational energy transport in multicomponent
systems, but will guide the modeling and the design of hybrid systems with tailored thermal
transport properties for a wide range of technological applications as well.
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VIII. APPENDIX
A. Bulk equations of motion
1. Solid
In the harmonic approximation, the potential energy between the atoms in the solid can
be approximated as
Vss =
1
2
∑
j,δs
K(δs)[δˆs · (Qsj −Qs,j+δs)]2, (56)
where Qsj represents the displacement of the j
th solid atom from its equilibrium position
R
(0)
sj
(
Qsj ≪ R(0)sj
)
, δs is the distance between nearest neighbor atoms
(
= R
(0)
sj −R(0)s,j+δs
)
and the spring constant K is bond directed. The equation of motion of a bulk solid atom
far from the interface, is given by
Msω
2Qj =
∑
δs
K(δs)δˆsδˆs · (Qsj −Qs,j+δs), (57)
where Ms is the mass of a solid atom and ω is the frequency of the phonon in the lattice.
The solution for the equation of motion of the solid atom in the bulk Eq. (57) is assumed
to be of the form
Qsj = eˆ exp i (q.R− ωt) , (58)
where eˆ is the polarization vector, q is the wave vector and ω is the frequency of the phonon.
Substitution of the ansatz Eq. (58) into the equation of motion Eq. (57) yields,
Deˆ = ω2eˆ. (59)
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The eigenvalue equation Eq. (59) has a solution if the secular determinant of the dynamical
matrix vanishes, ∣∣D− ω2I∣∣ = 0. (60)
For this work, we consider a face centered cubic (FCC) lattice, the interface is marked
by the (001) plane of atoms. We consider a unit cell with one atom to describe the FCC
lattice. The atoms of mass Ms in the lattice are connected to their 12 nearest neighbors
by springs of stiffness K1 and to their 6 next-nearest neighbors by springs of stiffness K2.
The spacing between nearest neighbors is a/
√
2. The directional vectors connecting these
neighbors are given by δ1 = [
a
2
(±1,±1, 0), a
2
(±1, 0,±1), a
2
(0,±1,±1)] and δ2 = [a(±1, 0, 0),
a(0,±1, 0), a(0, 0,±1)], respectively. The dynamical matrix, D, for the FCC lattice can be
written as
D =
K1
2Ms


D11 D12 D13
D21 D22 D23
D31 D32 D33

 (61)
with
D11 = 2X − 2X cos(θx)
+ 4− 2 cos
(
θx
2
)
cos
(
θy
2
)
− 2 cos
(
θx
2
)
cos
(
θz
2
)
,
D12 = D21 = 2 sin
(
θx
2
)
sin
(
θy
2
)
,
D13 = D31 = 2 sin
(
θx
2
)
sin
(
θz
2
)
,
D22 = 2X − 2X cos(θy) (62)
+ 4− 2 cos
(
θx
2
)
cos
(
θy
2
)
− 2 cos
(
θy
2
)
cos
(
θz
2
)
,
D23 = D32 = 2 sin
(
θy
2
)
sin
(
θz
2
)
,
D33 = 2X − 2X cos(θz)
+ 4− 2 cos
(
θx
2
)
cos
(
θz
2
)
− 2 cos
(
θy
2
)
cos
(
θz
2
)
,
where θi ≡ qia, X ≡ K2K1 . For given values of the wavevector q, we solve the eigenvalue
equation Eq. (60) to obtain the phonon dispersion in the FCC solid.
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2. Fluid
We assume that the fluid atoms are spherically symmetric and interact with each other via
a central potential, Vff(r). We also assume that the fluid atoms undergo small displacements,
uf , from their equilibrium positions, R
(0)
f , during the propagation of the sound waves. We
can then approximate the interaction potential between the fluid atoms as:
Vff (|Rfn −Rfm|) = V (|R(0)fn −R(0)fm|) + (ufn − ufm) · Fff (|R(0)fn −R(0)fm|) (63)
+
1
2
{Aff (R)(ufn − ufm)2 +Bff(R)[(ufn − ufm) · δˆf ]2},
where Aff(R) =
1
R
dVff
dR
, Fff (R) = δfAff (64)
and Bff (R) =
d2Vff
dR2
−Aff (R), (65)
with δf = R
(0)
fn −R(0)fm, δˆf =
δf
|δf | . (66)
Here, R
(0)
fn and R
(0)
fm denote the equilibrium positions of the n
th and mth fluid atoms and
ufn and ufm denote the displacements from their equilibrium positions, respectively. The
first-order force term vanishes when we take the average over all fluid atoms. The equation
of motion of a bulk fluid atom can then be written as
Mfω
2ufn =
∑
m
[Aff(δf )(ufn − ufm) +Bff (δf)δˆf δˆf · (ufn − ufm)]. (67)
Here Mf is the mass of the fluid atom and ω is the frequency of the sound wave in the fluid.
Detailed discussion about this assumption is given in Reference 40.
B. Coefficients for coupled solid-fluid interface equations of motion
The coefficients Cpλ for the three reflected waves (λ = 1, 2, 3) are
C1λ = K
[(
1− (cos(qxa) exp(−iq(λ)z a))
)
e(λ)x − i sin(qxa) exp(−iq(λ)z a)e(λ)z
]
−M(0, 0) [1, 1] e(λ)x ,
C2λ = K
[(
1− (cos(qya) exp(−iq(λ)z a))
)
e(λ)y − i sin(qya) exp(−iq(λ)z a)e(λ)z
]
−M(0, 0) [2, 2] e(λ)y ,
C3λ = K
[−i sin(qxa) exp(−iq(λ)z a)e(λ)x − i sin(qya) exp(−iq(λ)z a)e(λ)y
+
(
2− ((cos(qxa) + cos(qya)) exp(−iq(λ)z a))
)
e(λ)z
]−M(0, 0) [3, 3] e(λ)z ,
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C4λ =M(0, 0) [1, 1] e(λ)x ,
C5λ =M(0, 0) [2, 2] e(λ)y ,
C6λ =M(0, 0) [3, 3] e(λ)z . (68)
The coefficients for the incident wave are (λ = 0)
C10 = −K
[(
1− (cos(qxa) exp(iq(0)z a))
)
e(0)x − i sin(qxa) exp(iq(0)z a)e(0)z
]
+M(0, 0) [1, 1] e(0)x ,
C20 = −K
[(
1− (cos(qya) exp(iq(0)z a))
)
e(0)y − i sin(qya) exp(iq(0)z a)e(0)z
]
+M(0, 0) [2, 2] e(0)y ,
C30 = −K
[−i sin(qxa) exp(iq(0)z a)e(0)x − i sin(qya) exp(iq(0)z a)e(0)y
+
(
2− ((cos(qxa) + cos(qya)) exp(iq(0)z a))
)
e(0)z
]
+M(0, 0) [3, 3] e(0)z ,
C40 =M(0, 0) [1, 1] e(0)x ,
C50 =M(0, 0) [2, 2] e(0)y ,
C60 =M(0, 0) [3, 3] e(0)z . (69)
The coefficients Cpλ for the three transmitted waves (λ = 4, 5, 6) are
C1λ =M(q, qfλ) [1, 1] e(λ)x +M(q, qfλ) [1, 2] e(λ)y +M(q, qfλ) [1, 3] e(λ)z ,
C2λ =M(q, qfλ) [2, 1] e(λ)x +M(q, qfλ) [2, 2] e(λ)y +M(q, qfλ) [2, 3] e(λ)z ,
C3λ =M(q, qfλ) [3, 1] e(λ)x +M(q, qfλ) [3, 2] e(λ)y +M(q, qfλ) [3, 3] e(λ)z ,
C4λ = (U(q, qfλ) [1, 1]− V(q, qfλ) [1, 1]−M(q, qfλ) [1, 1]) e(λ)x
+ (−V(q, qfλ) [1, 2]−M(q, qfλ) [1, 2]) e(λ)y
+ (−V(q, qfλ) [1, 3]−M(q, qfλ) [1, 3]) e(λ)z ,
C5λ = (−V(q, qfλ) [2, 1]−M(q, qfλ) [2, 1]) e(λ)x
+ (U(q, qfλ) [2, 2]− V(q, qfλ) [2, 2]−M(q, qfλ) [2, 2]) e(λ)y
+ (−V(q, qfλ) [2, 3]−M(q, qfλ) [2, 3]) e(λ)z ,
C6λ = (−V(q, qfλ) [3, 1]−M(q, qfλ) [3, 1]) e(λ)x
+ (−V(q, qfλ) [3, 2]−M(q, qfλ) [3, 2]) e(λ)y
+ (U(q, qfλ) [3, 3]− V(q, qfλ) [3, 3]−M(q, qfλ) [3, 3]) e(λ)z . (70)
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