We consider an elliptic hemivariational inequality with nonlocal nonlinearities. Assuming only certain growth conditions on the data, we are able to prove existence results for the problem under consideration. In particular, no continuity assumptions are imposed on the nonlocal term. The proofs rely on a combined use of recent results due to the authors on hemivariational inequalities and operator equations in partially ordered sets.
Introduction
Let Ω ⊂ R N be a bounded domain with Lipschitz boundary ∂Ω, and let V = W 1,p (Ω) and V 0 = W 1,p 0 (Ω), 1 < p < ∞, denote the usual Sobolev spaces with their dual spaces V * and V * 0 , respectively. In this paper, we deal with the following quasilinear hemivariational inequality: 2 Nonlocal and nonsmooth hemivariational inequalities While elliptic hemivariational inequalities in the form (1.1) with Ᏺu replaced by a given element f ∈ V * 0 have been treated recently, for example, in [2] under the assumption that appropriately defined super-and subsolutions are available, the novelty of the problem under consideration is that the term on the right-hand side of (1.1) is nonlocal and not necessarily continuous in u. Moreover, we do not assume the existence of super-and subsolutions.
Our main goal is to prove existence results for problem (1.1) only under the assumption that certain growth conditions on the data are satisfied.
Problem (1.1) includes various special cases, such as the following. for example.
(i) For j : R → R smooth, (1.1) is the weak formulation of the nonlocal Dirichlet problem
(ii) If j : R → R is not necessarily smooth, and g : Ω × R → R is a Carathéodory function with its Nemytskij operator G, then the following (local) hemivariational inequality of the form
is a special case of (1.1) by defining
is equivalent to the following inclusion:
where ∂ j(s) denotes the usual subdifferential of j at s in the sense of convex analysis. (iv) As for an example of a (discontinuous) nonlocal Ᏺ that will be treated later, we consider F defined by
where γ is some positive constant, and [·] : R → Z is the integer function which assigns to each s ∈ R the greatest integer [s] ∈ Z satisfying [s] ≤ s. The plan of the paper is as follows. In Section 2 we formulate the hypotheses and the main result. In Section 3 we deal with an auxiliary hemivariational inequality which arises from (1.1) by replacing Ᏺu on the right-hand side by a given f ∈ V * 0 . The preliminary results about this auxiliary problem are of independent interest. Finally, in Section 4 we prove our main result and give an example.
Hypotheses and main result
We denote the norms in L p (Ω),V 0 , and V * 0 by · p , · V0 , and [5] ) and given by the variational characterization
Further, let L p (Ω) be equipped with the natural partial ordering of functions defined by u ≤ w if and only if w − u belongs to the positive cone L p + (Ω) of all nonnegative elements of L p (Ω). This induces a corresponding partial ordering also in the subspace V of L p (Ω).
We assume the following hypothesis for j and F.
(H1) The function j : R → R is locally Lipschitz and its Clarke's generalized gradient ∂ j satisfies the following conditions: (i) there exists a constant c 1 ≥ 0 such that
, and for all s 1 , s 2 with s 1 < s 2 ; (ii) there are a ε ∈ (0,λ 1 ) and a constant c 2 ≥ 0 such that
, and for almost every (a.e.)
where q ∈ (1,∞) is the conjugate real to p satisfying 1/ p + 1/q = 1, and μ ≥ 0 may be arbitrarily if
where ε is the constant in (H1)(ii). The main result of the present paper is given by the following theorem. The proof of Theorem 2.1 requires several preliminary results which are of interest in its own and which will be provided in Section 3. In Section 4 we recall an abstract existence result for an operator equation in ordered Banach spaces, which together with the results of Section 3 form the main tools in the proof of Theorem 2.1. We will assume throughout the rest of the paper that the hypotheses of Theorem 2.1 are satisfied 4 Nonlocal and nonsmooth hemivariational inequalities
Preliminaries
Let f ∈ V * 0 be given. In this section, we consider the following auxiliary hemivariational inequality:
In the next sections, we are going to prove the existence of solutions of (3.1), the existence of extremal solutions of (3.1), and the monotone dependence of these extremal solutions.
An existence result for (3.1).
The existence of solutions of (3.1) follows by standard arguments and is given here only for the sake of completeness and for providing the necessary tools that will be used later. (i) The set Ꮽ(u) is nonempty, bounded, closed, and convex for all u ∈ X.
(ii) Ꮽ is upper semicontinuous from each finite-dimensional subspace of X to the weak topology on
The existence result for (3.1) reads as the following lemma.
Lemma 3.2. The hemivariational inequality (3.1) possesses solutions for each
Using the growth condition (H1)(ii) and Lebourg's mean value theorem, we note that the function J is well-defined and Lipschitz continuous on bounded sets in L p (Ω), thus locally Lipschitz. Moreover, the Aubin-Clarke theorem (see [3, page 83]) ensures that, for each u ∈ L p (Ω) we have
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where J| V0 denotes the restriction of J to V 0 . It is well known that −Δ p : V 0 → V * 0 is continuous, bounded, strictly monotone, and thus, in particular, pseudomonotone. It has been shown in [2] that the multivalued operator ∂(J| V0 ) is bounded and pseudomonotone in the sense given above. Since −Δ p and ∂(J| V0 ) are pseudomonotone, it follows that the multivalued operator Ꮽ is pseudomonotone. Thus in view of Proposition 3.1 the operator Ꮽ is surjective provided Ꮽ is coercive. By making use of the equivalent norm in V 0 which is u p V0 = Ω |∇u| p dx, and the variational characterization of the first eigenvalue of −Δ p , the coercivity can readily be seen as follows: For any v ∈ V 0 and any w ∈ ∂(J| V0 )(v) we obtain by applying (H1) the estimate
for some constant c > 0, which proves the coercivity of Ꮽ. Applying Proposition 3.1 we obtain that there exists
where
and thus by definition of Clarke's generalized gradient ∂ j from (3.8), we get
Due to (3.7) and (3.9) we conclude that u ∈ V 0 is a solution of the auxiliary hemivariational inequality (3.1).
Existence of extremal solutions of (3.1).
In this section, we show that problem (3.1) has extremal solutions which are defined as in the following definition.
Definition 2.
A solution u * of (3.1) is called the greatest solution if for any solution u of (3.1), u ≤ u * . Similarly, u * is the least solution if for any solution u, one has u * ≤ u. The least and greatest solutions of the hemivariational inequality (3.1) are called the extremal ones.
Here we prove the following extremality result. Proof. Let us introduce the set of all solutions of (3.1). The proof will be given in steps (a), (b) and (c).
(a) Claim: is compact in V 0 . First, let us show that is bounded in V 0 . By taking v = 0 in (3.1), we get
which yields by applying (H1)(ii)
for some constant c ≥ 0. By means of Young's inequality, we get for any η > 0,
which yields for η < ε and setting ε = ε − η the estimate
and hence the boundedness of in V 0 . Let (u n ) ⊂ . Then there is a subsequence (u k ) of (u n ) with
(3.14)
Since the u k solve (3.1), we get with v = u in (3.1)
and thus
Due to (3.14) and due to the fact that (s,r) → j o (s;r) is upper semicontinuous, we get by applying Fatou's lemma
In view of (3.17), we thus obtain from (3.14) and (3.16)
Since the operator −Δ p enjoys the (S + )-property, the weak convergence of (u k ) in V 0 along with (3.18) imply the strong convergence u k → u in V 0 , see, for example, [1, Theorem D.2.1]. Moreover, the limit u belongs to as can be seen by passing to the limsup S. Carl and S. Heikkilä 7 on the left-hand side of the following inequality:
where we have used Fatou's lemma and the strong convergence of (u k ) in V 0 . This completes the proof of Claim (a).
(b) Claim: is a directed set The solution set is called upward directed if for each pair u 1 ,u 2 ∈ there exists a u ∈ such that u k ≤ u, k = 1,2. Similarly, is called downward directed if for each pair u 1 ,u 2 ∈ there exists a u ∈ such that u ≤ u k , k = 1,2, and is called directed if it is both upward and downward directed. Let us show that is upward directed. To this end we consider the following auxiliary hemivariational inequality
where λ ≥ 0 is a free parameter to be chosen later, and the operator B is the Nemytskij operator given by the following cut-off function b : 
which implies the coercivity of −Δ p + λB + ∂(J| V0 ) when η is chosen sufficiently small, and hence the existence of solutions of the auxiliary problem (3.20) . Now the set is shown to be upward directed provided that any solution u of (3.20) satisfies u k ≤ u, k = 1,2, because then Bu = 0 and thus u ∈ exceeding u k . By assumption u k ∈ which means u k satisfies 
Next we estimate the right-hand side of (3.24) by using the following facts from nonsmooth analysis, (cf. Denote {w > v} = {x ∈ Ω | w(x) > v(x)}, then by using (H1)(i) and the properties on j o and ∂ j, we get for certain ξ k (x) ∈ ∂ j(u k (x)) and ξ(x) ∈ ∂ j(u(x)) the following estimate:
For the terms on the left-hand side of (3.24) we have
and in view of (3.21) yields
By means of (3.26), (3.27), (3.28), we get the inequality
Selecting λ such that λ > c 1 from (3.29) it follows u k ≤ u, k = 1,2, which proves the upward directedness. By obvious modifications of the auxiliary problem one can show analogously that is also downward directed.
(c) Claim: possesses extremal solutions The proof of this assertion is based on steps (a) and (b). We will show the existence of the greatest element of . Since V 0 is separable we have that ⊂ V 0 is separable too, so there exists a countable, dense subset Z = {z n | n ∈ N} of . By step (b), is upward S. Carl and S. Heikkilä 9 directed, so we can construct an increasing sequence (u n ) ⊂ as follows. Let u 1 = z 1 . Select u n+1 ∈ such that max z n ,u n ≤ u n+1 .
(3.30)
The existence of u n+1 is due step (b). By the compactness of , we find a subsequence of (u n ), denoted again by (u n ), and an element u ∈ such that u n → u in V 0 , and u n (x) → u(x) a.e. in Ω. This last property of (u n ) combined with its increasing monotonicity implies that the entire sequence is convergent in V 0 and, moreover, u = sup n u n . By construction, we see that
which in conjunction with u ∈ ensures that u is the greatest solution of (3.1).
The existence of the least solution of (3.1) can be proved in a similar way. This completes the proof of Lemma 3.3.
3.3. Monotonicity of the extremal solutions of (3.1). From Lemma 3.3, we know that for given f ∈ V * 0 the hemivariational inequality (3.1) has a least solution u * and a greatest solution u * . The purpose of this subsection is to show that these extremal solutions depend monotonously on f . Let the dual order be defined by 
