Punishment improves discrimination learning, and programmed instruction is an elaborate form of discrimination training, so the present experiment assessed whether punishment also improves performance on programmed instruction. The cost of such improvement in terms of increased training time and dissatisfaction of subjects also was assessed. Three college students completed a computerized version of Holland and Skinner's (1961) programmed text. One subject received a two-component multiple schedule within a reversal design, and two subjects received the same twocomponent multiple-schedule without a return-io-baseline phase. During baseline, subjects received 5¢ for each frame completed, regardless of whether responses were correct or incorrect. Multipleschedule conditions were either baseline conditions or a loss of 5¢ for each incorrect response (punishment). Punishment improved performance by 10%, increased training time by 15%, and did not affect reported satisfaction. The most likely mechanisms for this improved performance are that punishment increased study time or the salience of stimuli. This experiment showed that punishment can improve performance by one letter grade without subject dissatisfaction or significantly increasing training time.
. If being permitted to proceed is a conditioned reinforcer, with escape from the learning situation the backup negative reinforcer, then faster responding produces the reinforcer more rapidly, and therefore is likely to be maintained. If, however, a delay is imposed after each frame (postfeedback delay), rapid responding is not immediately followed by presentation of the next frame, and therefore will not be adventitiously reinforced. Crosbie and Kelly (1994) assessed whether postfeedback delays improve performance by stopping racing and promoting attention to study material in computerized programmed instruction. In that study, college students completed sets of Holland and Skinner's (1961) programmed text on behavior analysis in a computerized format. In Experiment 1 there were three conditions: (a) no postfeedback delay, (b) 10-s postfeedback delay for each frame, and (c) 10-s postfeedback delay for each frame answered incorrectly. Noncontingent delay produced better performance than no delay and contingent delay. To determine whether performance increased because subjects studied the material during delay periods, in Experiment 2 the three conditions were (a) no postfeedback delay, (b) 10-s postfeedback delay for each frame, and (c) 10-s postfeedback delay for each frame with the screen blank during the delay period. Noncontingent delay produced better performance than no delay, but there was no difference in performance between no delay and noncontingent delay blank screen. Hence, noncontingent delay improved performance because subjects used delay periods to study.
In a subsequent study with similar procedures (Kelly & Crosbie, 1997) , baseline performance was increased from 64% to 79% by using shorter sessions. Even with higher baseline performance, noncontingent delay produced 7% more correct answers than no delay, and that advantage was increased to 13% at posttest, and 17% at follow-up. Unfortunately, noncontingent delay took 25% longer than no delay, and subjects occasionally complained that they were forced to wait after frames they answered correctly. Noncontingent postfeedback delay is effective, but it may take too long.
Punishment is another procedure that might stop racing and promote attention to study material. Programmed instruction has been conceptualized as an elaborate form of discrimination training (Skinner, 1968) , and punishment of incorrect responses is one of the most effective ways to improve discrimination performance (Getsie, Langer, & Glass, 1985) . This has been shown consistently with laboratory animals (Fowler, Hochhauser, & Wischner, 1981) , intellectually disabled children (Harris & Tramontana, 1973) , intellectually normal children (Miller, Moffat, Cotter, & Ochocki, 1973) , impulsive children (Hemry, 1973) , hyperactive children (Cunningham & Knights, 1978) , and adults (Matthews & Shimoff, 1974) . The functions of punishment most useful in learning are its ability to decrease error rates, slow an organism's rate of responding (Borresen, 1973; Donahue & Ratliff, 1976; Tindall & Ratliff, 1974) , and get the organism to attend carefully to stimulus features in the environment (Balaban, Rhodes, & Neuringer, 1990; Muenzinger, 1934; Ratliff & Root, 1974) . Each of these attributes is discussed below.
Punishment of incorrect responses plus reinforcement of correct responses produces lower error rates than does reinforcement alone (Boe & Church, 1968; Hemry, 1973; Trent, 1983; Warden & Aylesworth, 1927; Wischner, Fowler, & Kushnick, 1963; Witte & Grossman, 1971) or punishment alone (Brackbill & O'Hara, 1958; Wright & Smothergill, 1967) . Those outcomes are replicable despite the species, and despite varying degrees of intellectual capability (Foxx, 1984; Harris & Tramontana, 1973) . For complex discriminations, punishment is most effective when used in combination with reinforcement of correct responding. When the task is less complex, punishment alone is the most effective technique (Getsie et aI., 1985) . Because programmed instruction usually is a complex form of discrimination learning, perhaps some combination of reinforcement and punishment is most appropriate.
In discrimination tasks, punishment increases response latencies and decreases error rates (Fowler et aI., 1981; Penney & Lupton, 1962) , whereas reinforcement only increases latencies (Brent & Routh, 1978) . Furthermore, punishment of incorrect responses often provides learners with more relevant information than does reinforcement (Ochocki, Cotter, & Miller, 1974) and may be less distracting than reinforcement (Donahue & Ratliff, 1976; Ratliff & Root, 1974) .
Punishment may improve discrimination by increasing attention to environmental features, thereby improving stimulus control (Newsom, Favell, & Rincover, 1983) . In a discrimination training context, attention has been operationally defined as time spent looking at stimuli prior to making a choice, and the frequency of switching eye-gaze between two alternatives (Witte & Johnson, 1973) . Under punishment conditions, children exhibit increased orienting, approaching, and hesitating responses before choosing a stimulus (Penney, 1967) , and sometimes they even sniff stimuli before making a choice (Brackbill & O'Hara, 1958) . It also has been found with mice that punishment facilitated discrimination learning by increasing time spent observing relevant features of discriminative stimuli, and decreasing the importance of distracting stimulus features (e.g., stimulus location and intensity; Fowler et aI., 1981; Reuter & Chung, 1988) .
It also is possible that increased salience of environmental cues may result from a general increase in arousal levels. Specifically, moderate (but not severe) punishment may elicit orienting responses which enhance an organism's sensitivity to sensory input or stimulation, and thereby facilitate discrimination learning (Balaban et aI., 1990) . Muenzinger (1938) reported that rats engage in unique orienting response topographies (e.g., hesitations at the choice point in Y and T mazes) when exposed to punishment of correct responses. Rats approached an alley, then turned their bodies to face the other alley. This particular pattern of behavior was observed several times in succession, until the rat learned the discrimination. Muenzinger hypothesized that this vicarious trial-and-error responding facilitated discrimination learning by allowing the rat to compare various aspects of the two alternatives at the choice point. Others have had similar conclusions (e.g., Fago & Fowler, 1972; Fowler, Spelt, & Wischner, 1967; Hoge & Stocking, 1912; Stephenson, Weir, & Zigler, 1959; Taylor, 1974) .
Punishment has been used to increase performance on simple discrimination tasks (Brent & Routh, 1978; Costello & Ferrer, 1976) , but not performance on programmed instruction. One of the principal reasons why punishment has not been used with programmed instruction is because Skinner maintained that monotony, anxiety, and hostility are consequences of using aversive control in education (Skinner, 1968 (Skinner, , 1984 . Furthermore, some people have opposed the use of punishment because they believe that it is less effective than other consequences, and may even be harmful (Newsom et aI., 1983; Skinner, 1953) . For example, it has been asserted that punishment has harmful side effects such as aggression toward the person delivering punishment, escape, avoidance, increased emotional responses, and suppression of other desired behaviors (Lester, 1979) . Unfortunately, no studies have tested these propositions using programmed instruction. The present experiment provided such a test.
The aims of the present experiment were to determine whether punishment improves performance on programmed instruction and to assess the cost of the procedure in terms of additional time required and student dissatisfaction. Furthermore, diverse timing measures also were obtained to assess the theoretical accounts of punishment described above.
Method

Subjects
Three college students (H66, H70, and H71) served as subjects. None had participated in similar experiments nor had any experience with the subject matter used (Holland & Skinner, 1961) . Subjects were paid according to their performance plus a $20 bonus for perfect attendance. If they missed any sessions, the entire bonus was forfeited, and $3 was deducted from their total earnings for each session missed. Payment was in one lump sum at the end of the experiment.
Setting, Apparatus, and Procedure
The experimental space, computer equipment, screen display and layout, lesson format, exhibits, and a detailed account of a typical session are described in previous papers (Crosbie & Kelly, 1994; Kelly & Crosbie, 1997) and will only be summarized here. Subjects worked in a partitioned section of a laboratory. They were seated at a desk facing a computer, monitor, and keyboard. A computer program presented sets of a well-tested programmed text (Holland & Skinner, 1961) . For each frame presented on the computer screen, subjects constructed responses by typing on a keyboard, read the correct-answer feedback, then pressed either "C" or "I" to record the response as correct or incorrect, respectively. Previous studies (e.g., Crosbie & Kelly, 1994; Kelly & Crosbie, 1997) have shown that subjects score their responses accurately, and that self-scoring avoids problems that computers face with misspelling and synonyms. Immediately after a response had been scored, subjects pressed any key to continue. The question, response, and feedback remained on the screen until a key was pressed, then the screen was cleared and the next frame was presented. At the end of each set, the program asked subjects how satisfied they were with the experimental condition in operation during the set. Subjects typed a number between 1 and 9, where 1 was not at all satisfied and 9 was extremely satisfied. Then the program asked subjects how anxious they felt during the experimental condition in operation during the set. Subjects typed a number between 1 and 9, where 1 was not at all anxious and 9 was extremely anxious.
Subjects completed the first 40 nonreview sets of the study material (Sets 17, 29, and 41 were excluded because they are reviews of previous material) in the same order as they appear in the textbook. Each set took 30 min on average to complete. During baseline, subjects obtained 5¢ for each correct or incorrect answer in the set (i.e., noncontingent payment). Baseline conditions were in operation for the first 10 sets. During punishment, subjects obtained 5¢ for each correct answer, but also lost 5¢ for each incorrect answer. Hence, an incorrect response during punishment resulted in a net loss of 10¢ (i.e., loss of 5¢ and the loss of an opportunity to earn 5¢). Subjects received baseline and punishment conditions in a two-component multiple schedule with order of conditions determined randomly. During both conditions, the payment arrangements that operated during that condition were displayed in the upper left corner of the screen as discriminative stimuli. The multiple schedule operated for 20 sets for H66 (10 baseline and 10 punishment), and 30 sets for H70 and H71 (15 baseline and 15 punishment). Another 10-set baseline component followed the multiple schedule for H66. For H70 and H71 there was no return to baseline conditions.
Results
Although subjects scored the correctness of their responses, their scoring was subsequently checked by an experimenter and found to be virtually perfect (i.e., a median of one error when the multiple schedule was in effect). Nonetheless, the following analyses are based on the experiment's scoring to maximize data accuracy. All statistical analyses in the present article were performed with the sign test (Seigel, 1956 ) and the .05 significance level, and those results are shown in Table 1.  Table 2 shows for the main variables the advantage of punishment over no punishment for all subjects. Note. * p < .05, sign test, for sessions in which punishment and no-punishment had different results. To minimize Type I error, statistical significance was assessed only on total results across subjects. Subject H66 used an earlier version of the experimental program that did not record time before typing, time spent typing, and time after typing.
Effectiveness Figure 1 shows the percentage of frames answered correctly during each session of conditions with only no punishment (Base1 and Base2) and the condition with both punishment and no-punishment components (MULT). During Base1 the percentage of frames answered correctly was generally> 70%, but, across conditions, performance in no punishment (circles) declined steadily over time. Performance in punishment (triangles), however, showed less decline.
When assessing change with the present materials it is necessary to use some technique other than consistency of session-by-session data and overlap between conditions because frames and sets are not standardized according to difficulty, length, and content, and later topics are more complex than earlier topiCS. Because sets were randomly assigned to components in the MULT condition, a randomization test is appropriate (Edgington, 1982) . If there was no systematic difference between components, then neither would have a consistent advantage. That, however, is not what was found. Performance in punishment (triangles) was superior to performance in no punishment (circles) in 37 of the 40 MULT comparisons, which is statistically significant, even with the conservative sign test. Furthermore, each subject showed that pattern (see Table 1 ). Although inherent variability precludes meaningful visual inference, statistical analysis shows that punishment is superior to no punishment, and that chance is not a plausible explanation for such a difference. There are three ways to assess the magnitude of the advantage of punishment over no punishment, and each is shown in Figure 2 . In the top panel, striped bars show the proportion of frames answered correctly during the no-punishment component of the MULT condition (420 frames), and solid bars show the proportion of frames answered correctly during the punishment component of the MULT condition (470 frames). For each subject, punishment produced a greater proportion of correct responses than did no punishment (see Table 2 for further details), and the difference between the punishment and no-punishment medians is 24.7%. In the bottom panel striped bars show the absolute difference between the percentage of frames answered correctly in punishment and no punishment (i.e., % correct in punishment -% correct in no punishment), and solid bars show that absolute difference as a function of the total improvement possible (i.e., [% correct in punishment -% correct in no punishment] / [100 -% correct in no punishment] x 100). The median absolute difference is 10.2%, and the median of the total improvement possible is 27.9% (74.9%, 26.8%, and 27.9% for H66, H70, and H71, respectively).
Efficiency
Punishment produced a longer mean time per frame than did no punishment on 25 of the 40 MULT comparisons, which is not statistically significant (see Table 1 ). Figure 3 shows mean time per frame during the MULT condition for all subjects and the median across subjects. For all subjects, punishment (solid bars) required more time than did no punishment (hashed bars). The difference between the punishment and no-punishment medians was 5.7 s per frame, the median difference between the punishment and no-punishment components was 4.8 s per frame, and the median percentage difference between punishment and no-punishment components was 15.2%.
Satisfaction
Punishment produced a higher satisfaction rating on the 1 to 9 scale than did no punishment on 9 of the 27 MULT comparisons in which the components had different results, which is not statistically significant (see Table 1 ). For H70, punishment received a slightly higher satisfaction rating than did no punishment (see Table 2 ). The difference between the punishment and no-punishment medians was 1.4, the median difference between the punishment and no-punishment components was 0.0, and the median percentage difference between punishment and nopunishment components was 3.1 %. Given that punishment had a median satisfaction rating of 4.7, students were not dissatisfied with that component.
Anxiety
Punishment produced a higher anxiety rating on the 1 to 9 scale than did no punishment on 17 of the 27 MULT comparisons in which the components had different results, which is not statistically significant (see Table 1 ). For two subjects (H66 and H71), punishment received a higher anxiety rating than did no punishment (see Table 2 ). The difference between the punishment and no-punishment medians was 0.9, the median difference between the punishment and no-punishment components was 0.4, and the median percentage difference between punishment and no-punishment components was 34.4%. Given that punishment had a median anxiety rating of 3.4, students were not anxious during that component. , and waiting to proceed to the next frame (score-question time) in the no-punishment and punishment components of the multiple-schedule condition for all subjects and the median across subjects. Striped bars show times with no punishment; solid bars show times with punishment.
Question-Response Time
Question-response time is the interval between frame presentation and when subjects registered responses by pressing < ENTER> . In this interval subjects could read frames, attend to prompts and information in frames, type and revise answers, and then assess answers prior to receiving feedback. Punishment produced a longer mean questionresponse time per frame than did no punishment on 28 of the 40 MULT comparisons, which is statistically significant. The top panel of Figure 4 shows mean question-response time per frame during the MULT phase. For all subjects, punishment (solid bars) produced a longer questionresponse time than did no punishment (hashed bars). Both the difference between the punishment and no punishment medians and the median difference between the punishment and no-punishment components were 2.9 s per frame, and the median percentage difference between punishment and no-punishment components was 12.40/0.
For two subjects (H70 and H71), question-response time was subdivided into time spent before, during, and after typing responses. The other subject used an earlier version of the experimental program that did not record those times.
Time before typing. Punishment produced a longer mean time before typing than did no punishment on 13 of the 30 MULT comparisons, which is not statistically significant (see Table 1 ). The top panel of Figure 5 shows mean time before typing during the MULT phase. For both subjects, punishment produced a longer time before typing than did no punishment. Both the difference between the punishment and no-punishment medians and the median difference between punishment and no-punishment components were 1.3 s per frame, and the median percentage difference between punishment and no-punishment components was 7.7%.
Time spent typing. Punishment produced a longer mean time spent typing than did no punishment on 15 of the 30 MULT comparisons, which is not statistically significant (see Table 1 ). The middle panel of Figure 5 shows mean time spent typing during the MULT phase. For both subjects, punishment produced a longer time spent typing than did no punishment. Both the difference between the punishment and nopunishment medians and the median difference between punishment and no-punishment components were 0.6 s per frame, and the median percentage difference between punishment and no-punishment components was 8.10/0.
Time after typing. Punishment produced a longer mean time after typing than did no punishment on 24 of the 30 MULT comparisons, which is statistically significant (see Table 1 ). The bottom panel of Figure  5 shows mean time after typing during the MULT phase. For both subjects, punishment produced a longer time after typing than did no punishment. Both the difference between the punishment and no punishment medians and the median difference between punishment and no-punishment components were 0.8 s per frame, and the median percentage difference between punishment and no-punishment components was 53.6%.
Response-Score Time
Response-score time is the interval between when subjects pressed < ENTER> to register the response and when they pressed "C" or "I" to score it. Punishment produced a longer mean response-score time per frame than did no punishment on 36 of the 40 MULT comparisons, which is statistically significant (see Table 1 ). The middle panel of Figure 4 shows mean response-score time per frame during the MULT phase. For all subjects, punishment produced a longer response-score time than did no punishment. The difference between the punishment and no punishment medians was 1.2 s per frame, the median difference between punishment and no-punishment components was 1.4 s per frame, and the median percentage difference between punishment and no punishment components was 66.7%.
Score-Question Time
Score-question time is the interval between when subjects scored answers and pressed a key to start the next frame. Punishment produced a longer mean score-question time per frame than did no punishment on 32 of the 40 MULT comparisons, which is statistically significant (see Table 1 ). The bottom panel of Figure 4 shows mean score-question time per frame during the MULT phase. For all subjects, punishment produced a longer score-question time than did no punishment. The difference between the punishment and no-punishment medians was 0.7 s per frame, the median difference between punishment and no punishment components was 0.2 s per frame, and the median percentage difference between punishment and no punishment components was 21.1 %.
Discussion
The purpose of the present experiment was to assess the utility of punishment with programmed instruction . Specifically, does punishment improve performance , increase training time, and increase subject dissatisfaction? Those goals were achieved. Punishment improved performance by 10 % , increased total session time by 15%, and had virtually no effect on satisfaction. A secondary aim was to determine the mechanism responsible for those effects. That goal was not achieved. Although punishment significantly increased many of the variables recorded, the pattern of results does not provide strong support for any of the mechanisms that were assessed.
The magnitude of the improved performance needs to be placed in perspective. The present 10 % improvement is greater than the 8% obtained by Crosbie and Kelly (1994) and the 7% obtained by Kelly and Crosbie (1997) , and represents 28% of total possible improvement, which is virtually identical with the results obtained in those previous studies. Hence, the present training effect size is slightly better than those obtained in previous studies, and is impressive given effect sizes commonly reported in studies of educational improvement (Kelly & Crosbie, 1997; Kulik, Jaksa, & Kulik, 1978; Johnson & Ruskin, 1977) .
Although the imposed delays used in "Kelly and Crosbie (1997) improved performance, they also increased training time by 25%. The present punishers improved performance by a similar amount, but increased total training time by only 15%. Furthermore, because subjects were not obliged to wait after every response, they had more control over their pace. Those features, together with resultant improved performance, may account for subjects' acceptance of the punishment procedure.
Given previous results with imposed postfeedback delays (Crosbie & Kelly, 1994; Kelly & Crosbie, 1997) , the most obvious explanation for how punishment improved performance is that it slowed subjects' responding so that more study time was available. The significant increases in questionresponse time (where questions were read) and score-question time (where questions, responses, and correct answers were displayed simultaneously) provide evidence of convergent validity for that explanation. What is lacking, however, is evidence of discriminant validity: Virtually all frame-component times increased, regardless of whether studying could occur during those components. Furthermore, it seems unlikely that additional periods of 2.9 s (median question-response time) and 0.2 s (median score-question time) are sufficient for significant additional study. Overall, it seems that those increased times probably reflect a general slowing of responding that is characteristic of punishment.
Another possible explanation for the present improved performance is that punishment enhanced the salience of stimuli. Because thematic prompts (Markle, 1964 (Markle, , 1990 are used in the present experimental materials, some responses served as prompts for later frames in a set. When time spent in the presence of feedback increased, perhaps responses became more salient or useful prompts in subsequent frames, which enhanced performance. Although this explanation is speculative, it could be assessed by using materials that do not employ prompts, or obtaining direct measures of increased stimulus salience such as increases in eye gaze in the direction of prompts, heart rate, or other physiological indicators of the orienting reflex.
The 5¢ per frame punisher used in the present experiment was selected arbitrarily. Future parametric studies should determine the most effective punisher magnitude. For example, if the loss of 5¢ improves performance by 10%, does the loss of 10¢ produce more improvement, and does the loss of 1 ¢ produce less improvement? Efficiency and satisfaction, however, also should be considered in such assessments to ensure that there are no undesired side effects.
Although currently it is neither practical nor cost-effective to use money as reinforcers and punishers in educational settings, points exchangeable for privileges or grades could be used in a similar way.
Points with such backup reinforcers probably would function as generalized reinforcers, and, if they are presented on a rich schedule, should have a powerful effect on performance. One problem with current educational techniques is that reinforcers and punishers are provided on a lean schedule after a long delay. Points used this way should greatly ameliorate that problem.
Regardless of the present results, some people will question whether punishment should be used in educational settings. In the present experiment, mild punishers were used, and increased performance without significantly affecting subjects' dissatisfaction or anxiety. As described above, similar procedures also could be used in classrooms to assess the external validity of present results. Such a test of generality would be useful.
