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Abstract 
In order to understand the diverse and complex functions of the Human brain, the temporal relation-
ships of vast quantities of multi-dimensional spike train data must be analysed. A number ofstatL~tical 
methods already exist to analyse these relationships. However, as a result of expansions in recording 
capability hundreds of spike trains must now be analysed simultaneously. 
In•. addition to the requirements for new statistical analysis methods, the·need[or more efficient data 
representation is paramount. The computer science field of Information Visualization is specifically 
aimed at ·producing effective representations of large and complex datascts. This thesis is based on 
the assumption that data analysis can be significantly improved by the application of Information 
Visualization principles and techniques. 
This thesis discusses the discipline of Information Visualization, within the wider context of vi-
sualization. It. also presents some introductory neurophysiology focusing on the analysis of multi-
dimensional spike train data and software currently available to support this problem. Following this, 
the Toolbox developed to support the analysis of these datasets is presented. Subsequently, three case 
studies using the Toolbox are described. The first case study was conducted on a known dataset in 
order to gain experience of using these methods. The second and third case studies were conducted 
on blind datasets and both of these yielded compelling results. 
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Chapter 1 
Introduction 
The human brain consists of in excess of 1012 neurons. These neurons communicate with one another 
via short (lms) electrical signals (spikes) forming neuronal structures; and by doing so, provides 
humans with incredible information processing capability. A capability for learning, memorL~ing, 
reasoning, and the experience of emotion, consciousness and self awareness. However, the scientific 
explanations of these key facets of the human brain are still partial; how does the brain work? 
The desire of scientists to understand how the brain functions is as strong as their desire to 
understand the function of other major organs. However, the very complexity that makes the brain 
so amazing.also means that the feat of understanding how it functions is monumental. 
For decades scientL~ts have had the ability to record the electrical activity of the brain; more 
recently the ability to record the activity of specific neurons. These recordings, known as spike trains, 
show the activity of a neuron over time, they arc a record of the spikes generated by that neuron. 
A number of theories have been proposed on how information is processed and transmitted in the 
brain. The principle of temporal coding (ascribed to in this research) proposes that information is 
transmitted in the temporal patterns of spikes from a given neuron and the correlation between the 
spikes of connected neurons. 
In recent years the precision with which experimental recording could be achieved, has dramatically 
increased. Currently, hundreds of individual neurons can be recorded simultancously[WM93, BKM04]. 
Furthermore, it is these multi-dimensional spike train recordings that arc believed to hold the key to 
many questions regarding brain functions. The identification of synchronicity between the spike trains 
in these recordings permits the functional relationship between the neurons to be explored. These 
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relationships in turn aid in the understanding of how information is stored and processed within the 
brain. 
Despite the dramatic developments in recording technology, the development of methods to analyse 
these vast datasets!has been relatively slow. In particular, the analysis of synchronous spiking between 
neurons is believed to be very important to understanding many of the brain's functions. 
Traditionally, methods of analysis are based on pairs of spike trains, such as cross-correlation 
[Bri79, AG85]. These pair-wise methods do not scale well. For example, the analysis of a recording 
of 20 simultaneous spike trains would result in 190 unique cross-correlations. Each of these cross-
correlations requires analysis for significant results and then comparison with all others to identify 
trends. 
Some methods exist for .the analysis:of complete assemblies of neurons, such as the Gravity Trans-
form [GA85]. However, these techniques also create large quantities of resultant data that must be 
studied to extract information regarding the temporal relationships between the spike trains. 
In 1987 McCormick et al. [MDB87] identified the need for visualization support in scientific com-
puting. This corner stone report led to a new research discipline called Information Visualization 
(IV). The key prii1ciple of the Information Visualization field is to provide users with tools to effec-
tively represent, interact and explore their data, in order to aid the extraction of information and 
understanding. 
With the·large quantities of data involved in the analysis of the temporal relationships within multi-
dimensional spike train datasets, it is clear that techniques from the field of Information Visualization 
could provide support. In particular this research identifies the needs of Neuroscientists (with regard 
to this analysis) and reports .on a number of analysis and display methods. 
1.1 Research Achievements 
This thesis contributes to the Visualization orinter-Spike Association project, within the Visualization 
Lab, at the University of Plymouth, under the direction of Dr L Stuart. 
This research consists of the development, testing and refinement of a number of analysis and 
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visualization techniques. Furthermore, it includes the empirical testing of these methods, with both 
known and unknown (blind) datasets. 
The results of this etitpirical testing have been evalnated by a small user group; consisting of the 
author, Supervisor and Studies advisor (an eminent neuroscientist). In addition, the results have been 
published at relevant conferences, such as the Neural Coding Symposium, where they have received 
positive feedback. 
The datasets used for testing consisted of simulated spike trains; generated using a well respected 
Enhanced Integrate and Fire model neuronal generator[Bor02). The neuronal assemblies for these 
datasets were designed by the neuroscientist in the·user group and included common structures found in 
the brain. Moreover, these assemblies contain structures that other analysis methods have considerable 
difficult in identifying. 
This research has led to the publication of. a number of referred papers, enclosed as appendices to 
this thesis. 
1.2 Thesis Structure 
This thesis.demonstrates the usefulness of analysis tool~ based•on the principles of Information Visual-
ization to aid: scientists and investigators in the analysis of synchronous firing within multi-dimensional 
spike train datasets. 
Chapter two presents a broad overview of the field of Visualization. In particular, chapter two 
concentrates on the exploitation of the human visual system to aid in understanding complex datasets. 
In addition, the field of Visualization is explored; including Human Computer Interaction, Computer 
Graphics and Virtual Reality. 
Chapter three presents·an overview. of the field of Information Visualization. This chapter presents 
a discussion of the principles of IV and the design issues involved. These include Shneiderman's 
l\Iantra[Shn96), user interaction[PRS+94, PRS02) and multiple views[Rob0.1). Subsequently, it rein-
forces Information Visualization as the main focus of this thesis. 
Chapter four introduces the problem domain of Neurophysiological data analysis. Moreover, it 
describes the investigation of synchronous spiking within multi-dimensional spike train datasets to 
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extract information regarding the functional relationships of the neurons. The use of Information 
Visualization to aid this analysis is recommended and the requirements for software support are 
presented. 
Chapter five describes a number of IV techniques which have been developed to start the process 
of meeting the requirements identified in chapter four. 
Chapter six presents the results of three case studies. Each of these case studies demonstrates the 
usefulness of the techniques proposed in chapter five and the power of combining the results of the 
techniques together. 
Chapter seven draws conclusions regarding the methods proposed. In addition, extensions and 
further developments to the methods are presented. Finally, new research directions arc proposed. 
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Chapter 2 
Visualization 
"visual adj. Of or used in seeing." 
"visualize v. (also -ise)(-zing or -siug) imagine visually." 
Summary 
In this chapter the term Visualization is defined .and the general scope of the field is discussed. In 
addition, several key historic examples are discussed, such as Minard's map and Beck's London Un-
derground map. 
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2.1 Overview 
'A picture paints a thousand words', a quote that most people are familiar with and one that represents 
a key principle of Visualization. Since around 3200b.c. with the Sumerians and Egyptians, people 
have been representing information in a visual form. Visualization is the process by which the human 
brain forms a mental image of the information presented to it. This mental image is a perceived 
visual representation of the relationship between items of information. For example, when a person is 
presented· with a set of directions, they will form a mental model when a set of directions is given to 
them, remembering key intersections between streets, as opposed to the full details of the directions. 
Thus, Visualization is a mental process; it is not a computer based method. 
In the last two decades following the ViSC report [MDB87], with developments in computer graph-
ics, there have been great strides made in the computer science field.of Visualization. These advances 
have exploited the human ability to understand and glean information from data represented in a 
graphical form. 
2.2 The Human Visual System 
The human visual system has vast capability to scan, recognise and recall images quickly. Moreover, 
the system is capable of rapidly aud 'automatically' recognising patterns and changes in the size, 
colour, shape, movement and texture of objects. 
Text based data representation poses a large cognitive load on the user. When presented with 
textual information the user must first construct an internal mental representation (mental or cognitive 
map) of this data prior to attempting to interpret it.. By presenting data in a visual form the capabilities 
of the human visual system can be exploited. This visual representation aids the user by presenting 
the data in a form similar to their internal mental modeL 
The key aim of the field of visualization research is to move the load from the cognitive system 
to the human perceptual system[AndOO). Thus, by exploiting the perceptual system, trends and 
relationships in data can be observed enabling the cognitive system to analyse the details. 
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2.3 The Usefulness of Visualization 
The power of Visualization can be demonstrated by a number of historic examples: 
1. Minard 's Map 
2. Night ingale's Roses 
3. John Snow's graphical representation of an outbreak of Cholera 
4. Harry Beck's map of the London Underground System 
2.3.1 Minard's Map 
It is possible to represent a number of data values using t he geometric primitives of an object. These 
objects are known as Glyphs. Minard utilised glyphs to represent the progress of Napoleon 's armies 
on t heir march to and retreat from Moscow, as shown in figure 2.1. 
--·--•r•- • 
......,l*'.,._,,,....,..._r,-1-
Figure 2.1: Minard's map of Napoleon's armies on their march to, and retreat from Mascow. The 
thickness of the line represents the number of soldiers present , the colour of the line represents the 
stage of the campaign (brown for attack, black for retreat) 
Minard 's map portrays the progress of the armies over the terrain. In addition, the size of the 
armies is reflected in the width of the line. The map further shows t he effect of the falling temperature 
(plotted on the bottom of t he map) on the retreating soldiers. Minard's simple representation enables 
a user to gain an understanding of the overall progress of the campaign. 
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First note the two different coloured paths on the map, the lighter path represents the armies 
march to Moscow (progressing from the left of the map) and the darker path represents their retreat 
(progressing from the right of the map). The width of the path is proportional to the number of 
soldiers present at that point. From this map it is possible to appreciate that only approximately 25% 
of the soldiers arrived at Moscow and that less than 5% returned home. In addition, it is possible to 
observe that a portion of the troops left the main body of the army to fight other battle, indicated by 
the separation of the lighter line at points 'a' and 'b' on the map. Finally, the catastrophic effect of 
crossing a freezing river is shown at point 'c'. 
2.3.2 Nightingale's Roses 
Florence Nightingale's roses show the presentation principle of object alignment, as shown in figure 
2.2. The roses are histograms, tracking the change in death rate at field hospitals in the Crimea 
between 1st October 1854 and 30th September 1855. 
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Figure 2.2: Nightingale's Roses: Florence Nightingale's diagram showing the death rate in field hos-
pitals Crimea between 1st October 1854 and 30th September 1855 
As opposed to the standard histogram layout, the roses align the segments around a centre point, 
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similar to the petals of a flower. This alignment facilitates easier comparison of the segments. 
From these Roses, Nightingale was able to argue that the introduction of the sanitary improvements 
resulted in a significant reduction of deaths in the hospital. This is illustrated by the reduction of the 
a rea of the 'wedges' represent ing the deaths for the months following the introduction; these are easily 
comparable due to their alignment. Moreover, it is possible to observe that the death rate falls to a 
level in line with that of hospitals within the British Isles, indicated by the circle. 
2.3.3 John Snow's investigation of Cholera 
In 1854 Dr. John Snow (medical officer for London) was investigating the cause of epidemic levels of 
Cholera in the Soho area of London. Snow obtained a list of the 83 related deaths from the General 
Register Office. From this data, a map of the deaths was constructed, as shown in figure 2.3. This 
map noted the address of each of the deceased (marked by single dots). In addition, the locations of 
the local water pumps were marked (with crosses). 
so 
F igure 2.3: The map constructed by Snow, mapping the deaths due to an outbreak of Cholera in the 
Soho area of London in 1854. The address of each deceased person is marked by a dot; the local water 
pumps are marked by crosses. 
9 
2.3 The Usefulness of Visualization Chapter 2: Visualization 
From this map, Snow observed a significant clustering of deaths around one specific pump, the 
Broad Street pump. In addition, fewer deaths were evident among the workers at the Brewery and 
those in the Work House; note the people at these locations predominantly drank beer. Aided by 
this visualization, Snow concluded the source of the contamination was the Broad Street pump and 
subsequently had the handie removed to prevent its use. It is unclear how critical the removal of 
the handle was, as the epidemic was already in recession at the time. However, the power of this 
visualization is clear. Identifying this pattern of deaths from the Register'slist would be possible, but 
it would also be very time consuming, and it would place a large cognitive load on the investigator 
[Tu£97]. 
2.3.4 Harry Beck's London Underground Map 
The principle of building a mental map of information is demonstrated by the London Underground 
system. When travelling 011 the London Underground, it is common for a passenger to remember their 
journey as "three stops East on the Red li11e, then up the Black line for two stops". The passenger 
remembers the intersectio11s of the lines rather than the names of the stations. 
The process of building a mental map, of the London Underground system, is aided by the modern 
Tube Map. This map is based on the design developed by Harry Beck i11 1933, U11til Beck's map was 
adopted, all Tube maps had bee11 based 011 the geography of London, showing the exact geographical 
position of all lines and stations, see figure 2.4. 
Beck u11derstood that the geographic position of each line was unimportant, as travel is restricted 
topredefined paths. Thus intersections betwee11, and the ge11eral direction of these paths was sufficie11t 
information for the traveller. Beck proposed a simpler map based on the layout principles.of electrical 
circuit diagrams, see figure 2.5. 
Beck's map showed the general direction of each train line and the line's stations. However, the 
map does not represe11t the true geographical relationships between the stations. By produci11g this 
visual representation of the London Undergrou11d System, Beck was able to show the full extent of 
each line, something that was not achieved on the original maps. In addition, Beck was able to portray 
the information in a clear and concise-form. This 1933 1\1be map was so effective that the design of all 
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Figure 2.4: London Underground Map, circa. 1927 
modern Tube maps have been based on it. Moreover, Beck's method has been utilised for a number 
of other tra nsport systems such as bus routes and the metro system in the US. 
2.4 The Field of Visualization 
The requirement for efficient data representa tions is a long standing problem. 
" . . . tlle single biggest problem we face is that of visualisation . .. " llichard P. Feynman 
(Los Alamos, 1945) 
In 1987, McCormick et al. [MDB87] highlighted the desirability of Visualizat ion support for scien-
tific computing. T he field of Visualization consists of many disciplines including: image processing, 
ray tracing, volume visualization, scientific visualization, and information visualization. Moreover the 
field draws on research and understanding from a number of other related disciplines. In part icular , 
work in the fields of human computer interaction, computer graphics and virtual reality a re all utilised 
by Visualization practitioners. 
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Figure 2.5: Harry Back's London Underground Map, 1933 
2.4.1 Human Computer Interaction 
The power of modern computer visualizations lies in the ability of the investigator to interact with 
the dataset. This interaction facilitates the tailoring of the visualization to the specific needs of the 
individual task. The design of an interface that supports efficient interaction with the visualization 
system is a complex process. 
The Object-Action Interface (OAI) model [Shn98] attempts to model a user's interaction with a 
computer to perform a task as a set of actions on interface objects. These interface objects, also 
know as widgets, are metaphorical representations of real world objects involved in a specific task. 
The actions on the interface objects represent the real world process. These objects should provide 
feedback to t he user to indicate their state. 
The OAI model is based on producing an interaction process, on the computer, that is semantically 
sintilar to the real world process. The system designer must analyse the real world task and deterntine 
the decomposition of sub-tasks that the users have undertaken. This decomposition of tasks and 
objects should then be represented in the system. 
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A very common real world example of this is the process of disposing of a file. In this scenario 
the user may pick the file up and drop it into the rubbish bin. On the computer system, to achieve 
the same task, the user could drag a graphic representing the file into a .graphical representation of a 
rubbish bin. Thus the user's semantic process is mirrored in the coinputer system using a different 
syntax. 
Thus, HCI• is an important aspect of Visualization. In order to develop an efficient Visualization, 
an understanding of the fundamentals of cognitive-psychology and Human Computer Interaction is 
required. 
2.4.2 Graphics 
The majority of current Visualizations exploit the power and capabilities of modern computer systems 
to represent data. Many of these visualizations rely upon the ability to efficient.ly generate graphical 
images on a computer display. The quality and level of detail of these images is continually growing, as 
graphics researchers develop more sophisticated systems[BBC-i-03]. In addition, the end users demand 
an increasingly high quality of display. 
In addition to high quality graphics, users require these systems to exhibit smooth animation and 
transition between graphics. Researchers in the field of Computer Graphics are concerned with the 
development of efficient. hardware and software algorithms for generating and manipulating graphical 
images. 
2.4.3 Virtual Reality 
The origins of Virtual Reality Simulation date back to the 1930's with the development of basic flight 
simulators during the Second World War. These simulators consisted of an aircraft cockpit mounted 
on a movable platform, responding to the pilot's actions on the controls[Enc99]. 
The term Virtual Reallty (VR) was coined in the 1980's by .Jaron Lanier. Currently, the term has 
a number of different meanings, one useful definition being: 
"Virtual Reality is a way for humans to visualize, manipulate and interact with computers 
and extremely complex data"[AB92] 
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In addition to VR, there are now a number of other terms in common use, including: Synthetic 
Environment; CyberSpace; Artificial Reality; and· Simulator Tedmology~sd93]. 
Virtual Reality systems exist in four general forms: 
1. F\1ll immersion environments 
A full immersion environment separates the user from the real world and places them into a 
virtual environment that is fully encompassing. The environment responds to the users actions 
and provides feedback. The interaction methods used in the environment should be a close to 
real-world actions as possible. 
2. Cab simulators 
Cab simulators arc used to reproduce an environment where the user would interact with the 
real world via a set of controls and displays. For example, in a flight simulator the pilot will use 
real (or realistic) controls to fly the aircraft. The virtual environment will provide the feedback 
to the pilot's actions on the controls via a simulation of the outside world. 
3. Projected virtual reality environments 
A projected environment allows one or more users to explore a virtual environment. The user is 
able to interact with the environment via a number·to tools, designed to perform specific tasks. 
A projected environment does not provide a fully immersive feeling, as the user cannot directly 
interact with the virtual world. 
4. Desktop virtual reality 
A desktop environment provides a user with a number of views into a virtual world through 
devices such as monitors. The user is able to interact with the virtual world using a number of 
controls, either using software or real devices. 
VR can be used to create an environment in which to explore data [NCCN!J8]. Users can then 
explore and interact with their datasets on a real-time basis within this environment. VR hardware, 
such as data gloves and :JD mice, can be used to aid this interaction and to provide the user with 
feedback. 
It has bmn argued that for a system to be classified as true Virtual Reality it must have: 
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" ... response to user action, real-time 3-D graphics, 1u1d a sense of immersion ... An im-
mersive experience is one so absorbing tlmt you cease to notice your surroundings or "how 
you got there." ... " [PT95j 
Augmented Reality 
In addition to Virtual Reality, there is also the concept of Augmented Reality. Augmented Reality 
is where a view of the real world is overlaid with additional information. Augmented Reality has 
been used for a number of years in fighter aircraft, in the form of Head-Up-Displays (HUD's). A 
HUD is a transparent screen in the front of the cockpit, which displays tactical, navigation and status 
information about the aircraft. With training the HUD enables a pilot to monitor all the necessary 
information regarding the aircraft's status and any approaching dangers, without losing context of the 
real world. 
2.4.4 Scientific Visualization 
The field of Scientific Visualization is concerned with the representation of physical objects or datasets 
that have direct spatial representation. For example geographical data[JM95J, ancient archaeological 
artefacts or cities and buildings[MMKMOl J. 
Researchers in these fields arc engaged in developing methods to facilitate greater understanding 
of .the physical environment. These methods often involve modelling a part of the real-word and 
augmenting the display with relevant data and information. This segmented dL~play can then be 
utilised by investigators to study the object in the system. 
2.4.5 Information Visualization 
In contrast to Scientific Visualization, the field of Information Visualization is concerued primarily 
with the representation of abstract dt1ta. For example, Stock Market share prices[CHLS03j or the 
comparison of large tree structure, such as version of a website [MGT+03j. 
Researchers in the field of Information Visualization attempt to develop methods that permit 
abstract datascts to be viewed in a meaningful form. The key requirement of the di~ciplinc is to 
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convert inherently non-visual data into a visual form. These representations can be visual, sonic 
(generated through sound), or haptic (created by touch). 
Chapter Summary 
In conclusion, cognition can be amplified by presenting information in a form that reinforces the 
observer's internal mental model. In addition, the speed with which anomalies and trends within 
datasets are identified can be dramatically improved by exploiting perceptual cues. These principles 
have been demonstrated using a number of historic example. 
In the next chapter the field of Information Visualization is explored and the main design issues 
arc discussed. 
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Chapter 3 
Information Visualization 
Summary 
In this chapter the field of Information Visualization is discussed. The main design issues within 
field are discussed and Shneiderman's mantra is defined. In addition, some key Visualizations are 
presented, such as Cone Trees and Treemaps. 
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3.1 Overview 
Researchers in the field ofinformation visualization are engaged in developing support for the analysis 
of many different types of abstract data: for example, the flow of data in a communication network 
[net04], the content of a document [Palb] or micro array time series data [HBMS03]. 
In addition to these specialist tools, researchers are also engaged in the development of generic 
Information Visualization tools[MDH+03]. 
3.2 Design issues of IV Systems 
3.2.1 Shneiderman Mantra 
The power of modern visualization lies in the ability of the user to interact with the dataset under in-
vestigation. A common framework for the design of these interactions is Shneiderman Mantra[Shn96]: 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on-Demand 
Overview, Zoom, Filter and Detail-on~Demand 
Overview, Zoom, Filter and Detail-on-Demand 
The mantra was quoted ten times in this paper[Shn96], once for each time Shneiderman had re-
discovered the process when developing tools. Furthermore, Shneiderman defined the following seven 
tasks for data visualisation. 
"Overview: Gain an overview of the entire collection". The overview permits the investigator to 
view the entire dataset. In addition, the distribution of data items can be ascertained and any 
cluster, or other 'interesting' patterns and/or anomalies noted for further investigation. 
"Zoom: Zoom in on items ofinterest". Having identified an area of interest, the investigator must 
have the facility to zoom in on that area, to examine the data in greater detail. In addition, the 
investigator should be able to control the zoom factor and the rate at which zooming occurs. 
Smooth zooming is required for the investigator to maintain context with the dataset[vWN03]. 
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"Filter: Filter out 'uninteresting' items". A key principle of Information Visualization- is the ability 
to apply dynamic queries to the dataset, permitting the user to control the content of the display. 
These dynamic queries permit the investigator to quickly focus on items of interest by eliminating 
'clutter'. 
"Details-on-demand: Select an item or group of items and get details when needed". With the 
dataset zoomed and filtered the investigator should have the facility to easily obtain details 
about individual data items or groups of items. 
"Relate: View relationships among items". Having selected a particular data item, the user should 
have the facility to modify the filters to show all items that match a specific attribute of the 
selected data item. This relationship filtering aids in the identification of similarity between 
items in a dataset. 
"History: Maintain a history of actions to support undo, replay and progressive refinement". Com-
monly a .number of filtering actions will be required to identify the data items of interest. By 
maintaining a history of actions; the system permits the user to retrace the process that led to 
the discovery. Moreover, the user can recover from 'poor' filtering decisions. 
"Extract: Enable extraction of sub-collections and the query parameters". Having identified a 
subset of the dataset, the system should have the facility to export the underlying data, of that 
subset, to a separate data file. This file could then be used within other systems or sent to 
colleagues for discussion. In addition, an extraction system should exist to export the history 
log that. produced the dataset. 
These tasks arc used as the basis for designing much of the current research in Information Vi-
sualization. However, these tasks should be viewed as a frameworkfor the system and not the limit 
of the system's functionality. Different datasets will require additional, specialist tools for meaningful 
investigation to take place. Moreover, the specific techniques used for each task should be tailored to 
the individual system. Generally a number of options for each task should be made available to the 
investigator. The investigator can thus choose the most appropriate options for the task at hand. 
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3.2.2 Interaction 
The main advantage of-information visualization is the ability of the user to interact with the data being 
analysed, in order to gain greater understanding. However, interaction has become an increasingly 
difficult problem as information visualization datasets expand. 
In 1986 Buxton[Bux86) highlighted the shortcomings of the human computer interface of the day. 
He stated that if a scientist were to 'backward engineer' the interface to see what a human looked like 
then: 
" ... {humans} would be pictured as having a well-developed eye, a long right arm, uniform-
length fingers and a "low-fi" ear. But the dominating characteristic would be the prevalence 
of our visual.system over our poorly developed manual dexterity ... " [Bux86) 
This statement L~ equally applicable to modem computers, as the interface has developed little over 
the past 18 years. 
The majority of computers even now only have the basic mouse and keyboard interface devices 
available to the user for input. In addition, the user is commonly restricted to using one input device at 
a time. Work by Btixton and Myers[BM86) explored the use of parallel device input to aid interaction. 
The experiment presented subjects with two independent. input devices, a slider and a graphics ·tablet. 
The subjects· were instructed on the·operation of each device. However, no encouragement was given 
t.o subjects to use the devices in parallel. The results of the experiment showed that (averaged over all 
experiments) subjects were engaged in two-handed input for 40% of the time. In addition, 6 out of 14 
subjects used two-handed input from the start, without instruction to do so. Moreover, two-handed 
input. was found to be more efficient than the.standard one-handed input. 
With a 3D environment, a key problem faced by investigators is how to interact with that envic 
ronment using inherently 2D tools such as a mouse. Work by Chen et al.[CMS88) and Oshiba and 
Tanat:a[OT99) explored methods for manipulating 3D objects with 2D tools, experimenting with the 
layout and location of sliders used to manipulate the objects. The conventional arrangement. of three 
sliders under the object, one to control rotation about each of the axes x, y and z, was compared 
to.overlaid sliders, continuous XY +Z controls and a virtual containing sphere. Overlaid sliders place 
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the X and Y sllders over the object to be manipulated; the Z slider is 'wrapped' around the object. 
Continuous XY + Z sliders define a perimeter around the object, inside which any mouse action will 
cause proportional rotation around the X and Y axes. Mouse action outside of the perimeter will 
cause rotation around the Z axis. The virtual sphere places the object within a virtual tracker ball; 
any action on or around this sphere translates into rotation about the relevant axes. The results of 
these experiments showed that for complex manipulations the continuous methods were more efficient. 
However, for single axls manipulation the discrete sliders were most effective. 
With the falling price of Virtual Reality equipment, 3D input devices have become more available 
(such as wands, DataGloves and 3D mice). These devices provide users with a more intuitive interface 
to the data space. These interfaces have the ability to manipulate objects directly, with 6-degrees of 
freedom, as shown in figure 3.1. This 6-degrees of freedom interaction, enables an object to be rotated 
around all three axes simultaneously and translated in any direction. 
translations along ax1s 
rotations about ax1s 
z 
X 
Figure 3.1: 6-Degree of Freedom Model 
Therefore, 3D input devices can be used to manipulate an object, or a set of objects, within a 
visualization. In addition, these devices can be used to navigate with the dataset. 
3.2.2.1 Affordance 
Affordance is the resource which an item, or interface object, offers. Affordance is both perceived and 
actua l; the perceived affordance of an object is what the user believes the object offers. The actual 
affordance is what the object actually offers[Gib77]. For example, a door with a push panel, to most 
people, will have the perceived affordance of pushing to gain entry. Likewise, a door with a pull handle 
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will likely have the perceived affordance of pulling to gain entry. 
In figures 3.2(a) and 3.2(b) a set of doors are shown from both sides, the push plate and pull 
handle, respectively, are clearly visible. In this case the perceived affordance and actual affordance of 
the doors is the same. 
(a) Example of doors with perceived and actual affor-
da.nce of push 
(b) Example of doors with perceived and actual affor-
da.nce of pull 
Figure 3.2: Example of doors with matched perceived and actual affordance 
In contrast figures 3.3(a) and 3.3(b) show a second set of doors; these doors have pull handles on 
both sides. Thus for these doors the perceived affordance from both sides is the same, to pull to gain 
entry. This perceived affordance is correct for figure 3.3(a) , the doors actual affordance is to pull to 
gain entry. However, in figure 3.3(b) the doors actual affordance is to push to gain entry, thus the 
perceived and actual affordances do not match. 
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(a) Example of doors with perceived and actual affor-
dance of pull 
Chapter 3: Information Visualization 
(b) Example of doors with perceived affordance of pull 
and actual affordance of push 
Figure 3.3: Example of doors with mismatched perceived and actual affordance 
For an interactive visualization to be efficient [PRS+94] the designer must ensure the actual affor-
dance of interface objects match the users perceived affordance of the objects. Moreover, t he affordance 
of a specific object should be consistent[PRS02]. 
3.2.2.2 Brushing and Selection 
Having identified a data item, or collection of data items, of interest within an interactive visualization, 
the user may want to mark them. This marking or selection can be carried out in a number of ways. 
For example, "brushing" [BC87], selecting a number of individual points of interest, or "lassoing", 
selecting a region of the dataset, containing t he items of interest, inside which all points will be 
selected[Wil96]. 
Brushing within data views can be combined with filtering, via queries or sliders, to refine the 
selection of data items and viewing relationships[LN03] . In addition, the combination of a number of 
sequential selections can aid in refining the filter[Che03]. 
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3.2.2.3 Navigation 
In addition to interacting with a visualization, the user will need to navigate around· the visualization, 
Users often need to navigate around the dataset and move between views of the dataset to gain insight 
and understanding. However, a common problem with navigating within large datasets is users 'getting 
lost', or losing orientation. This problem can be alleviated by restricting the user to navigation along 
predefined paths. For example, animation[RCM93] can be used to 'fly' the user around the outside of 
a dataset in a preset search pattern designed to present an overview of the data space. In addition, 
frames of reference (see §3.2.3.2) can be used to provide the user with a 'map' for orientation. 
If a user's view point is switched from one view to another, they can become disoriented. The 
user must regain context with the data before they can gain any additional understanding from the 
new position. Animation provides a fast and effective method to move a user from one place to 
another, without -the user losing context[vWN0.1]. For example, the animated navigation of the Cone 
Tree[RMC91] representation, which is discussed in more detail in §3.3.3.1. 
3.2.3 Multiple Views 
A current and important theme that has emerged in recent years is the consensus among researchers 
in information visualization that 'one view is not enough' [Rob03, NorOl, B\VKOO, Rob98a]. For 
most datasets, a single representation does not adequately support the user's needs for extracting 
information. Moreover, different methods of visualization are more suitable for different levels of 
investigation. For example, the user may wish to use a different method to gairi an overview of the 
data as opposed to obtaining specific details of the data. 
3.2.3.1 Linkage Between Views 
With multiple views, there is an inherent requirement to link action in one view to act.ion in other 
views. For example; if a number of data items, or points, are selected in one view, this brushing should 
be shown in the other(s). In 2001 North [NorOl] proposed a 'Language, Taxonomy, and System' to 
define the linkage between interaction in different views. In this paper, North defines a language to 
specify the result of performing action A on items A in view A, would be, action B on items B 
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in view B, Le. ((viewA,actionA,itemsA), (viewB,actionB,itemsB)). Moreover, North states the 
coupling is commutative, it works both ways (A ~ B), and transitive, if A => B.and B => C then A 
=> C. North defines three distinct combinations: 
1. Select~ Select- ((viewA,seLect,itemsA), (viewB,seLect,itemsB)) 
Linking selection in one view to selection actions in another. 
2. Navigate ~ Navigate -((viewA, navigate, items A), (viewB, navigate, i temsB)) 
Linking navigation actions in one view to simultaneous navigation actions in another. 
3. Select~ Navigate- ((viewA,seLect,itemsA), (viewB,navigate,itemsB)) 
Linking selection actions in one view to navigation act. ions in another. This is often called 
Overview and Detail. 
1\Iultiple views, for different tasks, have been used by a number of projects, including the Navigation 
View Builder project[MFH95]. In this project, Cone Trees and Treemaps (see §:3.3.3.1 and :1.3.3.2) 
are used to overview different levels of a hierarchical data structure. However, a web browser is used 
to display details·of specific nodes. Roberts et al. [RBR02] use multiple, linked, views to aid users in 
refining web searches. 
Linked navigation is used in a number of difference viewers. For example, SeeDiff[BE96], a program 
that displays two files, or versions of a file, in windows side-by-side to enable visual comparison of 
differences, In SeeDiff the action of the scroll bars is coupled, thus the user does not need to synchronize 
the file views after scrolling. 
3.2.3.2 Frames of Reference 
Salzam et al.[MCLA98] used frames of reference to assist users in the comprehension of abstract 
information, specifically electric fields. They compare the effectiveness of egocentric (from within the 
dataset), exocentric (as an external observer of the dataset) and bicentric (both ego and exocentric) 
frames of reference on a users-ability to understand unfamiliar data. The experiment examined the 
eH.ect of frames of reference on a student's ability to grasp the subject of electric fields. 
If the student viewed an exocentric frame of reference, the student explored electric fields as 
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an observer from the field boundary. With an egocentric frame of reference, the student explored 
electric fields as a test particle immersed in the field. Students with bicentric frames of reference 
explored electric fields from both the egocentric and exocentric frames of reference on successive 
learning activities. The experiment showed that alternating between frames ofreference·best supported 
the learning experience. 
3.2 . .4 Using 3D 
Inherently, the standard computer display is 20, but for an immersive or semi-immersive Virtual 
Reality system, 30 is .required. In the real world, the third dimension of depth is created by the 
brain interpreting the horizontal discrepancies between the image seen by the viewers left and right 
eyes[Vin95]. This discrepancy between left and right eye images is due to the distance between the 
pupils, the interpupillary distance (IPO)[McA93]. 
Thus, to create a 30 view of a virtual environment, two view transforms must be calculated, for 
the current point of view to render the left and right eye images[Sal99]. These individual images must 
then be presented to the correct eyes, see §3.2.4.2. 
3.2.4.1 Stereo Vision 
Stereo viewing was pioneered over 100 years ago. In the early Victorian era, the stereo camera was 
invented, enabling people to take stereoscopic photographic images. 
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(c) 
(b) 
Figure 3.4: Example of 3D photography equipment, (a) a 3D Camera, (b) example photographic 
image taken with a 3D camera, showing the left and right eye image, (c) a 3D viewer used to present 
the photographic images to the correct eye 
The stereo camera took two simultaneous images, which were slightly offset from one-another. The 
developed images were then viewed using a special stereo viewer, see figure 3.4(c). The viewer is 
designed so that the left and right eyes can only see the images taken by the left and right lenses 
respectively. 
A number of methods exist to present stereo images[McA93, FvDFH96, S~1L97] to t he viewer, but 
the most common are Direct Presentation, Active Filtering and Passive Filtering. 
3.2.4.2 Direct Presentation 
Direct presentation is a technique in which the left and right eye images are presented directly to the 
users left and right eyes see figure 3.5. 
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wide field-of-view 
optics ~ ij a-left-eye video signal 
a ij ij ~right -eye video signal 
Figure 3.5: The principle of parallel image direct presentation to create a 3D images. 
3.2.4.3 Active Filtering 
Active filtering, also known as Time-Multiplexing[McA93], uses a single display screen, such as a 
computer monitor, which rapidly switches between the left and right eye images. The observer wears 
a pair of special 'glasses' that alternate the view between the left and right eye. The display and 
glasses must be synchronised so that the left a nd right eye images are seen only by the left and right 
eyes, respectively, see figure 3.6. 
Tronsm1t1er 
Figure 3.6: Principle of active filtering (time multiplexing) presentation 
3.2.4.4 Passive Filtering 
Passive filtering presents both the left and right eye images simultaneously. T he observer wears a 
pair of filtering glasses that isolate the left and right eye images, thus presenting t he correct image 
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to each eye, see figure 3.7. This filtering can be achieved using a simple anaglyph system, where 
the two images are presented as shades of different primary colours (for example, red and green, or, 
red ar1d blue). However, this limits the display to 'greyscale'. For a colour image, either linear or 
circular polarizing fil ters must be used[AnsOl]. Circular polarization is preferable as it is unaffected 
by movement in the observers head position. This polarizing method is similar to the IMAX[Cor] 
cinema system[3Dm]. When viewing llvlAX films the observers wear a pair of polarizing glasses. Two 
images are projected onto the screen polarized to match the left and right eye filters of the glasses. 
Thus, the viewer sees the movie in 3D. 
Figure 3.7: Principle of passive fi ltering 
3.3 Datasets 
3.3.1 Data Structures 
Datasets exist in many different formats, commonly wit h multiple variables. However there are seven 
underlying data structures [Shn96]: 
• linear 
• 2- dimensional 
• 3-dimensional 
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• multi-dimensional 
• temporal 
• tree (hierarchical) 
• networks 
Each structure requires different considerations when being visualised. However, these groups are not 
mutually exclusive. For example, it is possible to have multi-dimensional temporal· data.~ets which are 
made up of a number of attributes whose change is measured over time. 
When viewing visualizations there is a limitation of 1, 2 or .1 physical dimensions. It is possible to 
represent temporal information using animation. Further variables of a data item can be represented 
by assigning their values to different attributes of an object representing the data item. For example 
colour and size can be used, thus representing each data item by a glyph. Attribute coding, in the 
form of colour, is common when dealing with heat, For example, when modelling heat dissipation in 
mechanical design, objects are often represented in 30 with colour representing the heat at a given 
point. These models can be animated to show the alteration of .temperatme over time. However, the 
selection of the. mapping of each data variable to a glyph attributes is a complex task[Now97, Tay02J. 
A poor glyph encoding will produce a visualization that is either hard (or impossible) to use or one that 
induces false data anomalies. Moreover, certain glyph attributes influence each othero For example, 
applying a texture to a coloured glyph will alter the colour, due to the eflccts of shadow. In addition, 
altering the size of a coloured glyph will affect the user's perception of the shade of the colour. 
3.3.2 High Dimension Data 
A number of methods are available for dealing with high dimensional data. These range from visual-
izing multiple dimensions simultaneously to dimension reduction techniques. 
The simplest method of displaying high dimensional data is to view all ,possible 2- and 3-dimension 
sub planes in sequence. With linked views, the investigator could then 'brush' or 'la.sso'[\Vil96J points 
in one sub plane and see where they lie in another[SCK~97J. A collection of snh-plane combinations 
can be animated allowing users to rapidly overview the data, Rapid Serial Visual Presentation (RSVP). 
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However, this method can become time consuming and difficult with significantly large numbers of 
dimensions. In 1996, Symanzik et a i. [SCKCN96] explored a number of methods for displaying high 
dimensional data, within the CAVE environment, an immersive projected virtual reality system. In 
1997 within the same environment, Cook et al.[CCNL +97] used the grru1d tour method to deal with 
high dimensional data. 
3.3.2.1 P aralle l Coordinates 
One particularly notable multiple dimension display technique is Parallel Coordinates. Parallel eo-
ordinates represent multi-dimensional data as points on a number of vertical axis (one axis for each 
dimension) distributed along a horizontal axes, see figure 3.8. 
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F igure 3.8: Example of 3 coordinates in 5 dimensional space; a(l ,O,O,O,O), b(0,2,2,2,2) and c(2,1,1,1,1); 
using parallel coordinates 
Parallel coordinates were originally pioneered in the 1980's. In 1990 Inselbcrg[ID90J and Wegman[Weg90] 
regenerated the use of parallel coordinates for analysing large multi-dimensional datasets. Further 
work with parallel coordinates has been undertaken by F\Ja et a i. [FWR99]. 
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3.3.2.2 Dimension.Reduction 
Another method of dealing with high dimension data is to use a mathematical dimension reduction 
technique such as Principle Component Analysis (PCA). PCA forms·a projection of high dimensional 
data onto a lower dimensional hyper-planc. Thus, reducing the number of dimensions to display, 
whil~t maximising the amount of information[BJD81, Ter73]. PCA is used to find the projection with 
the greatest variance in data. Similar to PCA is the technique of Independent Component Analysis 
(ICA)[HOOOJ which attempts to find a projection with the greatest separation between the data. 
PCA and ICA arc both variants of projection purstiit[JS87, Fri87, Hub85, FT74]. In addition, other 
projection algorithims exist, such as Sanunon[Sam69, B.ID8l]non-linear reduction. 
3.3.2.3 Cluster Analysis 
1\.fethods also exist to analyse· groups and clusters in high dimensioned data. For example, using min-
imal spanning trees or gestalt analysis[Zah71]. These methods deal with datascts that have inherent 
spatial relationships. 
In addition, cluster analysis can be undertaken on any dataset. for which a mathematical metric 
can be defined to measure the 'distance' between data points. In addition to defining the distance 
between individual pairs of data points, the distance between clusters must be defined; this can be 
achieved by a number of algorithms. This includes the following methods of cluster linkage: Single 
Linkage which measures the distance between clusters by the distance between the two closest points 
within the clusters; Complete Linkage which measures the distance between clusters as the distance 
between the furthest pair of points within the two clusters; Average Linkage which measures the 
distance between two clusters as the average distance between all possible pairs of points within the 
two clusters. At each iteration of the cluster analysis algorithms, the two clusters with the smallest 
distance between them are merged. This process continues until the whole dataset forms a single 
cluster or the separation between clusters reaches a pre-determined threshold. The.cluster linkage eau 
then be examined and clusters in the dataset identified. 
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3.3.3 Hierarchical Data 
A considerable amount of data exists in hierarchical form, such as a company management structure, 
a computer filling system or the worldwide web. Traditional tree representations do not represent 
large hierarchical structures well due to the amount of space the representation requires. To alleviate 
tllis problem two different methods are examined: the Cone Tree and Treemaps. 
3.3.3.1 The Cone Tree 
One method of displaying hierarchy of objects is the Cone Tree[RMC91, EA95j. The Cone Tree moves 
sta ndard 2D tree diagrams into 3D, allowing more items to be displayed, see figure 3.9. However, 
representing the tree in 3D created a new problem, occlusion ; where data items in the foreground ' hide' 
others in the background. This problem can be eased by making the data items semi-transparent, 
thus allowing users to look ' through' them. 
Figure 3.9: A Cone Tree representation of a part ial file system, demonstrating the problem of labelling 
and the use of semi-transparency (red arrow indicates file for comparison with figure 3.10) 
Tree s tructures usually exist in one of two 'shapes', either 'short and fat ' or ' tall and t hin'. Shifting 
a Cone Tree from a vertical to a horiw ntal orientation (or visa versa) can increase the amount of space 
availa ble to display labels improving data legibility, see figure 3.9 and figure 3.10. The red arrows in 
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each of these figures indicate the same file, to aid comparison; the buttons on the floor of the diagram 
are user controls. 
Figure 3.10: A Cone tree representing the same information as figure 3.9, however the tree is shown 
in the Horizontal axis, thus improving labelling and clarity (red arrow indicates file for comparison 
with figure 3.9) 
When the user selects a node of the tree to focus upon, the cone tree smoothly rotates through the 
shortest path to bring the selected node to the front . This rotation is achieved by smoothly animating 
the t ree. This smooth animation, combined with the shadow of the tree, helps the user perceptually 
track t he changes in the tree layout through object constancy, thus no time is needed to re-assess the 
tree after navigation. 
3.3.3.2 Treemaps 
Another method to represent hierarchical data is Treemaps, which subdivide the data space to show 
the hierarchical structures. Treemaps can encode data variables in the size and colour of the units 
of the Treemap. One problem with the space sub-division method used by the traditional Johnson 
and Shneiderman Treemap is that is produces 'thin rectangles'. These thin rectangles are difficult to 
compare, either with each other or with square units, which is a fundamental principle of treemaps. 
In addition, thin rectangles are difficult to label. Vernier and Nigay[VNOO] demonstrated a Modifiable 
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Treemap and compared it to the original version, see figure 3.11. This method is aimed at overcoming 
the problems caused by ' thin rectangles' . 
Figure 3.11: Treemap visua lization of file size within a partial file system, using (a) original Johnson 
and Shneiderman Treemap representation, (b) Modifiable Tree map representation 
Bruls et al.[BHvWOO] demonstrate a Squari.fied Cushion Treemap and a Framed Squari..fied Treemap, 
see figure 3.12 parts (c) and (d) respectively. These methods also deal with the problem of thin rect-
angles. Moreover, t he cushioning and frames attempt to show the nesting of the t reemap more clearly. 
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(c) (d) 
Figure 3.12: Squarified Cushion Treemap representing a partial file system, (a) original Johnson and 
Shneiderman Treemap representat ion, (b) Squarified Treemap representa tion, (c) Squarified Cushion 
Treemap representation, (d) Framed Squarified Treemap representation 
3.3.4 Temporal Data 
Many datasets deal with multiple variables and record the change in those variables over time. In 
addition to displaying these multiple attributes, representing the relat ionship and change with time is 
key to analysing this data[:MHSG02]. 
3.3.4.1 Helix 
In 2001 a Helix metaphor was proposed by Hicks [Hic01] to represent customer behaviour data . This 
data tracked the number of emails received and phone calls made by customers over a given t ime 
frame. T he data was then plotted as columns perpendicular to the back-bone of the helix, the height 
aud colour of the segments of the columns encoding the data, see figure 3.13. 
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(a) An example Helix showing the distribution of (b) An example Helix showing the distribution of 
emails received by 20 UK households on ADSL, frontal emails received by 20 K households on ADSL, ro-
view taLed view 
Figure 3.13: Example of the Helix metaphor 
One rotation of the helix represented 7 days of data, thus by looking along the major axis of the 
helix t he data can be compared on a week-by-week basis, see figure 3.13(a). The colour of the helix 
differentiates week days (white) and weekends (red) , also the shade of t he helix shows daytime (light} 
and night t ime (dark). This shading uses a clearly recognisable metaphor, sun light, to aid the user 
in quickly identifying the part of the day the helix represents. 
3.3.5 Document Visualization 
The field of document visualization is concerned with providing users with an accurate overview of t he 
content of a document or set of documents, without the need to read them[SB03, YPWR03, WTP+95]. 
3.3.5.1 Text Arc 
TextArc, developed by Paley [Pa lb, Pal02], is designed to provide an overview of the frequency and 
location of words within a document. To generate a TextArc, first the text of the document is 
displayed in an ellipse around the outside of the screen, line by line. This display of the text maintains 
the typesetting of the original document, thus chapter breaks can be distinguished. The text of the 
document is then repeated, word for word, around an inner ellipse. If a word appears in the text 
more than once then it is printed in the centra l region of the ellipse, its position being determined 
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by the distribution of the locations where the word 'should' appear on the ellipse. Thus, words that 
appear evenly distributed though-out the document will appear in the centre of the display. Figure 
3.14 shows an example TextArc for the book Alice's Adventures in Wonderland. 
The words arc rendered onto a black background, the luminosity of each word L~ dependent on 
its prevalence in the text. When a word on the display is selected, occurrences of that word are 
highlighted in the text ellipse (outer ellipse). This is shown in figure 3.15, where the word 'Alice' has 
been selected. 
By selected multiple words the relationship of those words, within the document structure, can be 
examined. In addition to selecting individual words, the flow of the text can be animated to provide 
an overview of the flow of the terms in a document. 
This visualization of document content can be used to examine where different terms are defined 
in the .text. In addition, the selection tools can aid in identifying how different terms are related, or 
if the text was a novel how two character arc related, such as the King and Queen of Hearts in Alices 
Adventure in Wonderland. 
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Figure 3.14: Example of a TextArc representing the book Alice's Adventures in Wonderland[Pala]. 
The text of the novel is shown in the outer arc the individual words of the text and shown on the 
inner arc, the most common words occupy the central region of the graphic. 
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Figure 3.15: Example of TextArc representing the book Alice's Adventures in Wonderland, with the 
word 'Alice' highlighted[Pala]. 
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3.3.6 Increasing Dataset Size 
The increasing quantity of data that users wish to visualize is becoming as much a problem as the 
data dimensiona lity. There is a continuing trade-off between t he amount of data displayed and the 
clarity and legibility of the data. New improved methods for displaying and representing data are 
needed in order to make the most effective use of the display space available. To date, a number of 
different approaches for expanding virtual display size have been suggested : 
1. Perspective 
2. Spatial morphing 
3. Window layout 
4 . Level-of-detail 
3.3.6.1 Perspective 
Perspective Thnnels[MK97] segment the display into a number of virtual displays, which themselves 
can be divided thus creating an ' unending' workspace. Figure 3.16(a) shows an example of the Time 
Thnnel, a helical perspective tunnel layout. 
(a) Helical Perspective Tunnel visualization of daily 
aggregate share prices on the Wall Street stock ex-
change from 1907 (far) to 1992 (near) 
(b) Recursive perspective projections technique for 
visualizing graph structures shown at successive lev-
els of recursion 
Figure 3.16: Perspective Thnnel Examples 
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This tunnel represents stock market date from 1907 (far) to 1992 (near) , showing the daily aggregated 
total over t he whole Wall Street exchange, from black (low) to white (high) . The values are wra pped 
around the t unnel walls in a helix producing t he visualization. 
Figure 3.16(b) shows a perspective tunnel showing hierarchal data. The walls of the tunnel are 
successively sub-divided to show t he levels of the hierarchy. 
3.3.6 .2 SpatJal Morphing 
'Spatial morphing' techniques have a lso been demonstrated . These techniques are similar to viewing 
the data through a fish eye lens; which allows a photograph to be taken of an object in high magnifica-
tion, in t he centre of the image, while showing the objects surroundings in lower magnification. Data 
in the centre of the display area is magnified while peripheral data is 'diminished' . This supports a 
clear view of the data area of interest, while maintaining context with the overall data structure. A 
prestigious implementation of this lensing is Xerox Pare's Hyperbolic Browser [LRP95], see figure 3.17. 
(a) Browser example showing company management (b) Browser example showing company management 
structure, President (AIIaire) in centre of browser structure, having navigated to Marketing and Customer 
Operations Executive (Hicks) 
F igure 3.17: Xerox Pare's Hyperbo lic Browser 
This figure shows a company management structure, first with the President (Allaire) as the 
focus (figure 3.17(a)) and secondly the tree having been navigated to place the Marketing and Cus-
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tomer Operations Executive (Hicks) in focus (figure 3.17(b)). In 2003 Jankun-Kelly and Ma[JKM03] 
demonstrated MoireGraphs, which are based on a similar principle to the Hyperbolic browser. In 
addition, heat models have been proposed as a method to control the expansion and contraction of 
tree structures[OsaOl]. 
3.3.6.3 Window Layout 
In addition to expanding the virtual workspace, studies have been undertaken to determine the most 
effective layout of windows and other components. Work by Kandogan and Shneiderman[KS96] ex-
plored the use of Elastic Windows to maximise the use of the available workspace. The Elastic 
Windows system is based on a hierarchical, space filling system and manages the-size and layout of a 
set of open windows. 
This system permits a user to structure the window layout of a display, forming groups and 
hierarchies of windows that map to the user's needs. When the user resizes H specific window, the 
other windows in the group will alter in size and location to accommodate it, thus making the most 
effective use of the space. Elastic Windows eliminate overlapping of windows and thus can aid in 
effective multi-task operations. 
The user can position similar information in adjoining windows, thus reinforcing the relationship 
between the contained data. Advantages and disadvantages of inferred relationship due to placement 
of data have been explored by Ward and Keim[WI\97]. 
3.3.6.4 Level-of-Detail 
Information can be select.ively displayed at different levels of 'magnification'. The data is not lost; the 
level-of-detail of the data is adapted to help users explore the dataset. When users wish to overview 
the data, clusters of points can be rendered as single objects. As the user 'zooms in' these objects can 
be split to show their content. 
This approach is also known as Semantic Zooming and has been exploited by Summers et al. 
[SGKo:3j for visualizing the structure of computer programs. The program is initially displayed as a 
set of high level, connected, objects. As the user zooms in on an object of interest, the object tums 
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transparent and its content can be seen and explored in detail. 
Chapter Summary 
In conclusion, Information Visualization techniques can be utilised to produce powerful and effective 
representations of complex data. Shneiderman's mantra provides a key framework for structuring 
these techniques, In addition, it is clear that logical affordance of interface objects is critical for 
effective user interaction and navigation. 
In addition to individual representation, multi-view systems provide comprehensive environments 
for exploring data. These systems provide the user with several inter-linked representations of the 
same datasct, exploiting the most.effective features of each representation. 
In the following chapter, neurophysiology is introduced, including methods of data capture and 
analysis. 
44 
Chapter 4 
Neurophysiological Data Analysis 
Summary 
This chapter introduces the field of Neurophysiology, and more specifically multi-dimensional spike 
train data. The theory of temporal coding which supports information processing in the brain is 
also described. Subsequently, the current methods for analysing temporal synchrony are presented. 
Finally, the requirements for software support in this area are detailed. 
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4.1 The Nervous System 
There are many different types of neuron in the mammalian nervous system, each of which performs a 
d ifferent task. For example, sensor neurons, interneurons and motor neurons. Sensor neurons receive 
input from stimulus receptors, such as touch, taste, sound and vision. Interneurons or association 
neurons, found exclusively in the spinal cord and brain, form connections between other neurons. 
Motor neurons transmit impulses from t he central nervous system to muscles and glands [Rob98b]. 
The basic structure of all neurons is the same. A neuron consists of a cell body from which a long thin 
tube-shaped fibre, called the axon, extends. Also a collection of shorter, and often highly branched, 
extensions called dendrites protrude from the cell body, see figure 4.1. This is known as the dendritic 
tree. 
ce ll body with 
de ndr ites 
F igure 4.1: The main feature of a typical vertebrate neuron, indicating the dendritic tree, cell body, 
axon and synapse [Rob98b] . 
The shape of the cell body, axon and the layout of the dendritic tree differ depending on the 
purpose of the cell. This is illustrated in figure 4.2. 
Axons a re the structure of the neuron used for connectivity, or coupling. They connect one neuron 
to another and often branch to support multiple connections. Connection of the axon can take place at 
either the cell body or a long the dendritic tree. The position of the connection determines its strength 
and type. A connection made close to the cell body, of the recipient neuron, has a greater effect than 
one made further down the dendritic tree. At the point of connection the axon swells , this is known as 
t he axon terminal. T he region between the axon terminal of neuron A and the dendrite of neuron B 
is called a synapse, as shown in figure 4.3. A synapse consists of a pre- and post-synaptic membrane. 
The small gap between these two membranes is approximately 20nm, it is called the synaptic cleft. 
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Figure 4.2: Neurons from different regions of the mammalian nervous system showing variations in 
cell body shape and the structure of dendritic t ree [Rob98b]. 
synapse 
Neuron B 
presynaptic membrane 
/ 
dendrite postsynaptic membrane 
Neuron B 
Figure 4.3: Example of axon of neuron A connects to the a dendrite of neuron B [Rob98b] 
4.1.1 Action Potentials 
Neurons communicate via short electrical impulses called action potentials or spikes. Each neuron 
accumulates charge as a result of the action potentials it receives from other neurons that are connected 
to i t. If this accumulat ion of charge exceeds the neuron's internal threshold then t he neuron receiving 
action potentials will generate an action potential itself. Action potentials are commonly referred to 
as spikes and a series of spikes is known as a spike train. 
When a neuron generates a spike at the cell body, the electrical impulse is transmitted from the cell 
body along the axon with no degradation in the amplitude of the spike. T his propagation characteristic 
is commonly referred to as an 'all-or-none' transmission. However, when the spike is received by the 
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dendritic tree of the target neuron the amplitude of the spike reduces as the spike is transmitted along 
the dendrite to the cell body. The dendritic tree acts as a temporal integrator, the further away from 
the cell body a spike is received, the weaker the effect of that spike. In addition, the effect of a spike 
is transitory, the charge of the spike decays over time. 
4.1.2 Neural Coding 
The ability to record neuronal activity within the brains of mammals has resulted in large quantities 
of experimental data. ThL~ data L~ in the form of !nulti-dimensional spike train recordings. Within 
Neuroscience, it is essential for scientists to understand this data and to gain insight from it. 
There are currently two main views on how information is encoded in the brain[Wan], with a 
number of intermediate possibilities. One proposal is that the average rate of action potentials over 
a given time interval holds the information, this theory is know as Rate Encoding. The other L~ the 
theory of temporal coding, that the information is encoded in the patterns of spikes, even in their 
exact temporal sequence. 
The principle of temporal coding is supported by evidence from a number of sensory systems. 
For example work by Davison and Brown[DFBOO] on the olfactory bulb; Simon et al.[SPPCO!] ill tile 
auditory bra.i.nstem of the barn owl; Victor[VicOO] examines How the brain uses time to represent 
ruJd process visual information; Quenet et al.[QHDDOl] examine Temporal coding in an olfactory 
oscillatory model; and work by Cariani[Car] on Temporal coding of sensory information in the brain. 
4.1.3 Coupling 
In addition to the information encoded in the temporal patterns of individual neurons, the temporal 
synchrony of assemblies is believed to encode more complex information, such as cognitive information, 
such as memory[BB97, FNE+99]. There are two fundamental cases of coupling where synchrony will 
occur between the spike train output of two neurons. These cases are direct synaptic coupling and 
common input coupling. 
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(i) (ii) 
( i ii) 
Figure 4.4: Example of (i) direct synaptic coupling, neuron A connects to neuron B. (ii) Common 
input coupling, neuron A connects to both neurons B and C. (iii) Excitatory (represented by forks) 
and inhibitory (represented by dots) connections, neuron A has an excitatory connection to both 
neurons B and E, neuron B has an inhibitory connection to neuron C and an excita tory connection 
to neuron D and neuron D has an excitatory connection to neuron E. 
Direct synaptic coupling is where the axon from neuron A connects to Neuron B, as shown in 
figure 4.4(i). In figure 4.4, note that the excitatory connections are shown as a 'fork' at t he end of the 
connecting line and the inhibitory connections are shown by a 'dot ' . In this type of coupling neuron 
A excites neuron B thereby increasing t he probability of a spike from neuron B. 
Common Input is where neurons B and C both have a connection from a third neuron A; see figure 
4.4(ii), resulting in correlated input. In this type of coupling, if neuron A fires then both neurons B 
and C have increased probabilit ies of firing. 
These coupling capabilit ies may be combined to connect larger assemblies of neurons as shown 
in figure 4.4(iii), where both excitatory and inhibitory connection are represented. In this assembly, 
if neuron A fires then neuron B has a greater probability of firing. This in turn causes neuron D's 
probability of fir ing to increase and inversely neuron C's probabili ty of firing to decrease. As neuron 
E has a connection from both A and D, its firing probability is even higher. 
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4.2 Data Acquisition 
The spike-is the base unit of communication. Spike train recordings are one of the most common forms 
of data collected during neurophysiological experimentation on a neuron. When a number of neurons 
are under investigation, recordings·from each neuron are made simultaneously, this type of recording is 
referred to as multi-dimensional spike train recording. Thus, multi-dimensional spike train recordings 
are a record of the activity of a collection of neurons simultaneously under investigation. 
As each spike from a single neuron is identical, the form of the individual spike is believed to carry 
no information[Rob98b]. In contrast, it is the spiking frequency and the inter-spike-intervals that are 
believed to encode the information. 
4.2.0.1 Recording Data 
These methods are invasive, because electrodes damage the nervous tissue. In this type of recording, 
a number of very fine electrodes are implanted into the subject's brain to obtain accurate readings of 
individual neurons at various locations. A number of researchers[VWTDS99, LtdOl] are developing 
even more precise methods for placing and maintaining these electrodes during investigation. The raw 
data gained from this interceilular recording is classed as 'dirty' as it contains noise and cross signal 
contamination. To obtain a 'clean' dataset of these recordings, a number. of statistical pre-processing 
methods can be employed. The result of this pre-processing is the production of. a number of spike 
trains, one for each neuron recorded. 
4.2.1 Abeles File Format 
One of the most common data file formats, for storing multi-dimensional spike train recordings, is the 
Abeles[NHa, NHb] format. This format permits a number of spike trains and experimental trials to 
be recorded in one file with comments. 
The Abeles file format encodes spike train data as a record of events: Each event is stored as a 
set of three numbers, known as triples, and comments may also be entered. The first two numbers of 
the triple describe the. event. The final number defines the quantity of time that has elapsed since the 
previous event. This time is measured as the number of specified time units, such. as millL~econds. The 
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first descriptor is known as the event Type and the second is the Qualifier. For example the Qualifier 
could show the spike train number is the Type is spike. Both of these descriptor numbers are specified 
in a hexadecimal format. 
0 1 0 
1 1 15 
1 3 5 
1 1 10 
0 0 99 
0 2 15 
'x = 12, y 78' 
0 1 0 
0 2 6 
0 FFFF 0 
Start of recording 
Empty event, used for padding 
End of trial 
Comment 
Start of trial 
End of trial 
End of file 
Figure 4.5: A fragment of a data file recorded in Abeles file storing spike train data (left) and brief 
explanation {right). 
Figure 4.5 shows a fragment of a data file recorded in Abeles format with key lines explained . The 
event Type 0 is reserved for control events. These control events can have one of four qualifiers: 1, 
the start of a recording; 2, the end of a recording; FFFF, the end of the file or 0, an empty event. The 
empty control event is used to pad the file if the time between events is greater than 99 time units. 
Comments can be placed in the file by delimiting them with single quotes. In addition, there are 
a number of keywords defined [NHa]. Also note that the excerpt shown in figure 4.5 uses a new line 
for each event, it is possible to use other delimiters, such as tabs or commas. The Abeles format will 
be discussed further in chapter 5. Other formats exist, but this research focuses on Abeles format. 
4.3 Current Methods of Spike Train Analysis 
One of the main theories within temporal coding is the principle of synchronisation of neural activity 
[BB97, FNE+99]. This theory proposes that information is encoded in the specific temporal arrange-
ment of the spike in the spike train generated by an individual neuron. Moreover, information is 
represented in the synchronous spiking behaviour of inter-connected neurons. 
There are currently a number of methods available to investigate the temporal synchrony within 
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spike train datasets. These methods can be split into two groups, ' raw' spike train data display 
methods and statistical analysis methods. 
4.3.1 Raw Spike Train Data Display 
It is useful to display data obtained from spike train recordings with minimal post-processing. This 
type of display can permit the investigator to gain an overview of the recorded data. 
4.3.1.1 Raster Plots 
The raster plot is a direct representation of the temporal arrangement of spikes recorded from a 
neuron. In a raster plot, each spike t rain is displayed as a line of dots along a temporal axis. Each 
dot denotes the presence of a spike at that time. 
Raster plots can also be used to compare a number of recordings from the same neuron. This 
aids in t he identification of similarities between trials. In addition, raster plots can be used to view a 
number of spike trains from different neurons. Figure 4.6 shows two different raster plots. In the first 
plot (i) the two trains are related, note the spikes of train a are followed by a delayed spike on train b, 
this indicates that train b has a tendency to spike after train a. In contrast, in the second plot (ii) the 
trains are unrelated; it is not possible to observe any similarity in spiking pattern between the trains. 
(a) neuron a • • • • • • • •• • 
neuron b • • • • • • • •• • 
bme 
(b) neuron a • • •• • • ••• • 
neuron b • • • • ••• • • • 
time 
Figure 4.6: Example raster plots, (i) two related trains, (ii) two unrelated trains 
Spike train comparison can be problematic where there are a large number of trains, or when 
'similar' trains are not close to each other in the plot. This problem is demonstrated in figure 4. 7, 
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where a raster plot is shown with (a) the trains in a random order and (b) the trains ordered so that 
similar trains are adjacent. To alleviate these problems an algorithm should be used to reorder the 
trains in the display so that 'similar ' trains are next to each other. 
The data for the raster plots shown in figure 4. 7 was produced using an enhanced Integrate and Fire 
neuronal generator[Bor02]. The connections are defined using set notion, thus s,., = { C;j : i = 1, j = 
2, ... , 5} indicates connections from neuron one to neurons two to five. The connection of this 100 
neuron assembly is as follows: s1 = {Cij : i = l,j = 2, ... , 15}, s2 = {Cij : i = 16,j = 17, ... , 30}, s3 = 
{Cij : i = 31, . .. , 40, j = 31, .. . , 40, i ~ j} , S4 = {Cij: i = 41, ... , 45, j = 41, ... , 45, i ~ j }, Ss = { Cij: 
i = 46, ... , 50, j = 46, ... , 50, i ~ j}. The trial lasted 20000 rns, however, only a portion of the plot 
from 200ms to 1200ms is shown. 
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Figure 4.7: Raster plot comparing 100 Spike Trains of a trial lasting 20000ms, only the 200ms-1200ms 
portion is shown, with the trains (a) Random, (b) Ordered 
Thus, the raster plot provides an overview of the data in the time domain . The overall firing 
pattern and 'quiet periods' are visible in the plot as areas of low spiking activity (primarily white 
areas). In addition, it is sometime possible to infer functional grouping from the raster plot . However, 
this is a very time consuming process and very difficult to do accurately. 
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4.3.1.2 The Inter-spike-Interval Superposition Plot (liSP) 
The liSP [Awi88] plots the spiking activity of a neuron, due to a stimulus, over a number of recordings. 
Each spike t hat occurs during the recording is plotted on the liSP. The spikes are plotted as dots, 
with their position on the x axis representing the time delay of the spike time from the initial stimulus; 
and its position on the y axis denoting the time delay from the previous spike, see figure 4.8. 
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Figure 4.8: Example Inter-spike Interval Superposition Plot (IISP)[Awi97] 
The liSP can then be visually examined to extract information regarding the spiking properties 
of the neuron, due to the applied stimulus. If the neurons have a tendency to generate a spike due 
to the applied stimulus, then clusters or lines of dots will be observed in the liSP . These lines are 
evident in the plot shown in figure 4.8, around 40ms after the stimulus is applied. It is also possible 
to observe that these spikes tend to occur rapidly, with short delays from the previous spike, noted 
from their position on they axis. 
Shorter inter-spike intervals are assumed to coincide with excitation, as a neuron that is receiving 
excitatory input is more likely to fire. Thus, plotting the reciprocal of the inter-spike interval can aid 
analysis[BLP68b, BLP68aj. 
4.3.1.3 The Joint Impulse Configuration Scatter Diagram 
This diagram displays the inter-spike intervals between the spikes of three simultaneously recorded 
neurons[PGST75]. Each dot on the scatter diagram corresponds to an ordered trio of spikes, one from 
each of the recorded neurons. A dot at the centre of the plot denotes the fact that the three neurons 
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fired simultaneously. Dots further from t he centre have longer inter-spike intervals. 
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Figure 4.9: Example Joint Impulse Configuration Scatter Diagrams, with assembly diagrams. (a) 
The null case, three independent neurons (Figure 3(a) in [PGST75, page 277]). (b) Common input 
excitation case (Figure 5(b) [PGST75, page 283]) . (c) Excitation and inhibition case (Figure ll (b) in 
[PGST75, page 293]) 
The scatter diagram enables the investigator to infer information about the functional relationships 
that exist between the three neurons represented. Neurons that have correlated spike trains will exhibit 
lines, or "ribs", of coincident dots in the scatter plot. The position of these ribs denotes the type of 
connections present. Figure 4.9 shows the effect of excitatory and inhibitory connections between the 
neurons under investigation (note the assemblies on the right hand side of the figure) , ribs can be 
seen on the scatter diagrams. These ribs are darker, showing more incidents of trios in that area, for 
excitatory connections and are lighter, showing a reduced number of trios in that area, for inhibitory 
connections. 
For example, two darker ribs can be observed in the second scatter plot (figure 4.9(b)) , one running 
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left to right across the lower portion of the plot, and the other running from the top right to bottom 
left of the plot. These ribs represent the excitatory connections between neuron B and neurons A and 
C. Likewise, in plot (c) or the diagram it is possible to observe to dark ribs, one running top left to 
bottom right and the other top right to bottom left. In addition, a light rib can be observed running 
from left to right across the lower portion of the plot. These darker ribs represent the excitator.}' 
connection for neuron A to C and neuron C to B; the lighter rib represents the inhibitory connection 
from neuron B to C. 
In contrast the first scatter plot 4.9(a) has no discernible darker of·lighter ribs indicating that the 
spike trains of the neurons represented exhibit no significant correlation. 
4.3.2 Statistical Methods 
There is a limit to the information that can be obtained by displaying the raw spike train data. How-
ever, .the raw display methods provide a convenient means of assessing the data quality, by comparing 
the results of several recordings. The primary focus of the research in this thesis is the analysis of 
multi-dimensional spike train recordings. A number of statistical methods exist for the analysis of 
these datasets. However, these methods are mainly intended for the analysis of single spike trains or 
pairs of spike trains. These methods include: 
o Single spike train analysis methods 
1. Peri-Stimulus Time Histogram 
2. Estimate .of the Rate of Inhomogeneous Poisson Process by Jth waiting times 
3. Cumulative Sum of the PSTH 
4. Auto-correlation 
• Pair wise spike train analysis methods 
1. Cross-Correlation 
2. Joint PericStimulus Time Histogram 
• Multiple spike trains analysis methods 
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1. Gravity 'fransform 
4.3.2.1 Peri-Stimulus Time Histogram (PSTH) 
The P STH[GK60] is a measure of the spiking density of a spike train with a specified t ime resolution. 
The spike train is divided into a number of equal length time sections starting for t he moment of 
stimulus presentation. The time section consists of several bins. The number of spikes that fall in 
each bin is summed. This process is repeated for a number of recordings from the same neuron. Figure 
4.10 shows an example of PSTH computation, the time section has been divided into 14 bins. 
PSTH bin counts 
spike train 
J 1 J 61 OJ 1 J 1 J 1 J 2 J 1 J 0 J 1 J 0 J 2 J 0 J 1 J 
·1 ··1 ' 11 ·I '11 · I' ' I ' ' 11' ' 1· I I I I I I I I I I I I I I ~ I I I I I I I I I I I I 
... .... - ....... --... .. - ... ... -- . . .. - .. .... -. .... --.... ... - ....... - .. ----.- .. --- .... --- ...... - .. -.- .. 
Figure 4.10: Example of a 14 bin PSTH computation for a single spike train 
To facilitate comparison between PSTH's the value of each bin is normalised for bin-width and the 
number of trials used. The result of the P STH can then be plotted as a histogram, see figure 4.11. 
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Figure 4.11: An example PSTH for the spike t rain recorded from a motor neuron, calculated with a 
bin size of 250J.Ls 
From the PSTH shown in figure 4.11 it is possible to observe a peak in the plot at approximately 
40ms. T his peak indicates that the neuron has a tendency to produce a spike 40ms after the stimulus 
is applied. 
However, there is an inherent problem with converting from continuous data to discrete data by 
binning. The binning process causes data regarding the relationship between spikes in separate bins to 
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be lost, such as the relationship between the 7 th and gth spikes in figure 4.10 which are split over t he 
4th and 5th bins. In addition, t he PSTH only represents a single spike train. If comparison between 
a number of t rains is required , then numerous PSTH's must be calculated and compared . The PSTH 
is best suited to the analysis of the effect of a stimulus on a single neuron, as opposed to the analysis 
of the interconnection between many neurons. 
4.3.2.2 Estimation of the Rate of an Inhomogeneous Poisson Process by J th Waiting 
Times (RIPP) 
The RIPP overcomes the main problem of the PSTH, which is the loss of data due to binning. The 
investigator must select a 'smoothing' parameter, t he window size J , which is similar to t he bin-width 
in a PSTH. 
To calculate a RIPP the t imes of all spikes in all t rials a re considered. The time interval of size 
J covered by consecut ive spikes is examined. This interval starts from the stimulus presentation. 
The spike density within that time interval is then calculated and normalised by the window size, 
t he number of trials and the duration of the time interval covered. The spike density is then plotted 
against the midpoint of the interval to produce the RIPP. An example RIPP is shown in figure 4.12. 
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Figure 4.12: An example RIPP for a motor neuron recording, calculated with a window size of 10ms 
Note that compared to the PSTH the RIPP presentation provides no additional information. Like 
the PSTH, the RIPP analyses the firing pattern of a single neuron due to a stimulus. Thus the RIPP 
is unsuitable for analysing the relationship between assemblies of neurons. 
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4.3.2.3 C umula tive Sum of the P STH (CUSUM) 
The CUSUM[E1178] is a post-processing algorithm to enhance the PSTH. This algorithm is designed 
to enhance the detection of small peaks and troughs in the result[Awi97] . To calculate a CUSUM, 
t he mean value of the pre-stimulus bins of the PSTH is calculated. Then the pre-stimulus mean is 
subtracted from all post-stimulus bins. Finally the resultant function is then integrated with respect 
to time and normalised. 
4.3.2.4 Cross-correlation 
A cross-correlogram [AG85, COS80] shows t he number of spikes on one train (the target train) that 
fall within a defined period of spikes on a second (reference) train. T he defined time, known as the 
correlation window, consists of a number of time bins of equal length either side of the reference spike, 
see figure 4.13. 
If a significant peak (or trough) exists in the correla tion window, the two trains are temporally 
correlated. However, it is possible for this function to show 'false' peaks meaning that the peak is not 
due to coupling of the neurons but the increased activity of one neuron. To overcome this problem, a 
number of correction methods can be employed. 
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Figure 4.13: An example of a basic Cross-Correlation calculation, indicating how the spikes on the 
target train tha t occur within the correlation time fame of t he current target spike are added to the 
bin values of the function. 
Having computed the cross-correlation counting function the results must be corrected. This 
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correction ensures that any peak exhibited in the output of the function is due to spike correlation 
and not due to random correlation or eo-stimulation. This correction can be achieved in using several 
methods such as trial shift correction (shift predictor), using data from second trial recorded for 
t hat experiment; mndom tmin correction, where a randomised version of the target train is used to 
correct for increased firing rates; window normalisation, where the window values are corrected for 
average spike rates; Brillinget' normalization and confidence interval, where the correlation function 
is normalised and a statistical confidence interval is calculated. 
Brillinger Normalisation The Brillinger normalisation [Bri79] takes account of spike train length 
and the number of spikes on both t rains. The value of the counting function in each bin is then 
averaged over time and bin size. 
The final correlation is then normalized to have a mean equal to one. Subsequently, a confidence 
interval can be defined and peaks within this interval are classified as random. Peaks exceeding t he 
confidence interval are said to be significant, figure 4.14 shows an example. 
bins (1ms) 
Figure 4.14: Example Brillinger Cross-correlogram, bin size lms, window size 100. The cross-
correlogram exhibits a significant positively delayed peak at 29rns. 
The cross-correlogram provides an effective means to analyse the temporal relationship between 
the firing patterns of a pair of neurons. 
The analysis of any significantly sized neural assembly requires the production of a large number 
of a nalyses, for n spike trains the are 21 (,:'~2)1 pair-wise results. 
For example, let us suppose there is a dataset made up of 25 spike trains. For this dataset 
there would be 300 unique cross-correlograms, each of which would need to be studied in order to 
understa nd t he overall connectivity of the 25 neurons. T he problem of the large quantity of resultant 
data is compounded by the standard methods of representation since, each cross-correlogram is plotted 
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as a separate histogram, the scientist would be required to compare and contrast these 300 cross-
correlograrns in order to derive the structure of the interconnections in the neural assembly. 
4.3.2.5 Auto-Correlation 
Auto-Correlation is the cross-correlation of a spike train with itself [COS80]. This produces a sym-
metric distribution. If a neuron has been stimulated , it is likely that the spike train recorded from 
the neurons will exhibit a repeating pattern of spikes. T his technique is used to detect periodicities 
within the spike train. The plot of the auto-correlation function can be visually inspected for repeat-
ing patterns or periodicity. An example auto-correlation is shown in figure 4.15, which represents the 
auto-correlation of a 20000rns spike train recorded from a simulated neuron. 
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Figure 4.15: Example Auto-Correlation Function calculated for a 20000rns spike train recorded from 
a simulated neuron, note the symmetry of the negative bins with the positive bins. 
4.3.2.6 Joint Peri-Stimulus Time Histogram {JPSTH) 
The cross-correlograrn is capable of indicating whether the target neuron has a tendency to fire within 
a certain time period before or after the reference neuron. However, it is impossible to know if this is 
true for the whole trial. Moreover, any abrupt change in spiking behaviour of the two neurons cannot 
be detected. Therefore the cross-correlogram is a one-dimensional data representation. It collapses 
the trial and only displays the correlation based on averages [~IULJ . 
The JPSTH[ITOO] shows the dynamics of correlation. Also t he JPSTH is a more sensit ive in 
detecting correlation. The final output shows a cross-correlogram of the two neurons, individual 
PSTH's and an overview of the spike distribution, see figure 4.16. 
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Figure 4 .16: Example J oint Peri-Stimulus Time Histogram, for a pair of simultaneously recoded, 
stimulated neurons [MULJ. 
The JPSTH display shows the individua l PSTH's for both spike t rains on t he horizontal and 
vertical axes of the main plot. The main plot displays a count of t he number of coincident spikes. An 
individua l element in the matrix is increment if a spike occurs on both trains at t he t ime that element 
represents. The correlat ion a long the main diagonal (bottom-left to top-right), a nd close by it, is of 
interest as this relates to t he correlation within the neurophysiological t ime frame. For this reason the 
correlation on the diagonal is shown as a separate histogram to the right of the main display. The 
cross-correlation for t he two spike trains is shown to t he top right of the diagonal histogram. 
As with cross-correlograms, correlation d ue to eo-stimulation must be removed. This correction is 
commonly achieved by using a shift predictor [?vfUL]. 
4.3.2. 7 Gravity Transform 
The gravity transform[GA85, GPE85] is a method of analysis based on the principle of gravitational 
interaction of particles. Each neuron is represented by a particle. The movement of particles is 
described in n -dimensional space, where n is the number of neurons under investigation. All particles 
start equidistant. The gravitational force (or charge) exerted by a particle is defined by the spike 
train of the corresponding neuron. Each spike of the train contributes to the charge, which decays 
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exponentially over a given time period. If two or more neurons: spike coincidently, their corresponding 
particles will have an attractive force causing the particles to move closer together. 
If two neurons have an above average synchrony, over time this would result in a strong attractive 
force between their corresponding particles. In turn, this force would cause the particles to aggregate 
in n-dimensional space. Gerstein [GA85] specifies that over time all particles will eventually collapse 
together into a single cluster, due to these forces. Thus, this artefact of the algorithm needs to be 
considered when analysing data using the Gravity Transform algorithm. 
It is already established that significant synchrony can indicate synaptic coupling [BGOO]. There-
fore, aggregation of the particles can aid the definition of the assembly represented by the spike train 
dataset. 
The Gravity Transform has three parameters, These are the charge increment, i, charge decay, 
T, and an overall aggregation constant, a, that are arbitrarily chosen by the investigator. The effect 
of these parameters on the system is as follows. The charge increment i defines how much charge is 
added to a particle per spike in its corresponding neuron. This increment quantifies the effect of one 
spike upon the particle's charge. The value ofT specifies the decay time of the charge, defining 'how 
long' each spike can effect the system. The overall aggregation of the particles, a, controls the speed 
at which the entire collection of particles aggregate. 
The output of the Gravity Transform is plotted in two ways: (i) as a distance graph, showing 
the Euclidean distance between each pair of particles in the system; (ii) as a two-dimensional plane 
selection. These outputs are shown in figures 4.17 and 4.18, for an assembly of 10 neurons, with the 
following connections s1 = {Cii: i = 1,j = 3,5,7,8}, s2 = {Cij: i = 2,j = 4,6 ... 8} and neurons 9 
and 10 being unconnected. 
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Figure 4.17: An example distance graph output of the Gravity Transform computed for the example 
dataset (figure 7 in [GPE85] 
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Figure 4. 18: Sub plane selection plots of t he Gravity Transform computed for the example dataset, 
taken a times A, B and C as indicated on the distance graph (figure 8 in [GPE85] 
T he gravity t ransform defined by Gerstein has made a significant contribut ion to the field however 
there are some difficult ies with (a) the display of out put data for a large number of neurons a nd (b) 
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the undefined selection of values for attributes increment (i), charge decay (T) and overall aggregation 
constant a. 
4.4 Software Support for Neural Analysis 
Commonly, many investigators produce their own algorithms to implement the common analysis 
methods, with specific adaptations to suit their datasets, using programs such as MatLab. However, 
a number oflibraries of functions arc available for use with MatLab, providing methods to analyse 
spike train dataset recordings. In addition, specialist packages exist for the analysis of temporal 
relationships within spike train datasets. 
4.4.1 MatLab 
AJatLab is a collection of Mathematical and Statistical routines. A large number of researchers use 
MatLab as a basis for their computation, as it has many useful built-in functions. Also the creation 
of more complex algorithms is relatively simple. In addition to its computational strength, MatLab·is 
capable ·of producing graphical displays of data to aid in analysis. 
The main drawbacks of algorithms implemented in MatLab are that computation times can be 
considerable, as algorithms run on top of the MatLab engine. In addition, transfer of data between 
algorithms implemented by different investigators can be difficult as common standards are not always 
adopted. Moreover, as MatLab is commercial software anyone wishing to use packages developed for 
MatLab must purchase a license for the product. 
MatLab does not provide any methods specifically targeted at the analysis of temporal synchrony 
within spike train datasets. However, it provides a good, if expensive, base for the development of 
tools for spike train analysis. Two suites of tools for use with MatLab are reviewed in the following 
sections. 
4.4.1.1 DataMunch 
DataMunch[Dat] is a collection of free open-source-code routines for use with 1\IatLab. DataMunch 
can read data files in a number of formats, including Spike2 and Data Wave UFFl. Once.a data file is 
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loaded the investigator can select what section·of the data to analyse. Moreover, data from a number 
of files can be analysed automatically. Data:tvlunch will produce results from a selected portion of a 
file or group of files. 
DataMunch is aimed at single cell analysis and can produce spike rasters, spike histograms and 
perform comparisons between trial segments. The output of the results of an. analysis session can be 
summarised· and exported, to,packages such as Microsoft Excel. In addition, the investigator can filter 
the results and recall individual plots to examine them in more detail. 
However, DataMunch has limited capacity to analyse the relationship between spike trains. 
4.4.1.2 MEATools 
MEATools[oF] is a collection of Matlab based algorithms for analysing spike trains, from extracellular 
recording. These algorithms are designed to work with recordings from 8x8 Multi-Electrode Arrays. 
l\!IEATools ·provide methods to sort and filter the recorded spikes based on shape and timing 
parameters. In addition, there are methods to display a raster plot of a spike train, calculate the 
PSTH of a spike train and to perform spike rate analysis of the data. The investigator can also 
produce a.graphic representation of the raw data, by viewing a colour rendered representation of the 
data matrix. This matrix can be animated to show the change in voltage (action potential) over time. 
MEATools are primarily aimed at the analysis of stimulus driven results and currently provide 
no methods to analyse continuously recorded data. Moreover, the tools are designed to support the 
analysis of single cell data, the support for the analysis of temporal relationships between multiple 
simultaneous spike trains is limited. 
4.4.2 Cortex Windows Suite 
The Cortex Window Suite[Bau] is a collection of Windows-based programs. The suite is designed to 
analyse the reslllts of the Cortex simulation package. The output of the analysis can be displayed 
on screen, saved to a text file or output in ]Microsoft Excel file format. The investigator can filer the 
dataset to select what trial a1id spike trains to analyse. 
The investigator can.generate a .raster plot of the selected data and PSTH's can also be calculated 
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for the data. Both the raster and PSTH can be displayed on the screen simultaneously, permitting the 
contribution of spikes, on different trials, to the PSTH to be examined. In addition, the relationship 
between two spike trains can be analysed using a JPSTH. The program also provides a 'wizard' so 
that results for a number of spike traillS can be produced automatically. 
The Cortex Windows Suite is designed to analyse the data generated from the Cortex program 
and is aimed at stimulus driven analysis. Moreover, the analysis of data from other sources is not 
supported and the analysis of multiple neurons is limited. 
4.4.3 Data Wave Technologies 
Data 'Wave Technologies[Tec] produce a number of software packages to support the analysis of neu-
ronal datasets including the Experimenter package which contains·tools for data acquisition, real-time 
analysis, experimental control and graphical display. Experimenter provides support for the recording 
and separation of up to 128 channels of waveforms. 
The package can produce raster plots of .the sorted data, PSTH's and Cross-correlograms. The 
package provides methods to analyse both stimulus driven and continuous recordings. However, there 
is limited support for the analysis of simultaneous recordings. 
4.4.4 NeuroExplorer 
NeuroExplorer is a self-contained analysis package for Neurophysiological data [neu[. The package is 
capable.of reading a number of standard file formats and performing common analytical processes on 
the data. 
The package can calculate the 'standard' histograulS, However, instead of calculating the results 
for each spike train one at a tin1e, NeuroExplorer calculates and simultaneously displays all results for 
the file. This feature is useful if a number of trains contained in the same file are to be analysed. It 
is also possible to perform other analyse for example, Rasters and .JPSTH. However, there is limited 
support for the analysis of multiple simultaneous recordings. 
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4.4.5 Neuronal Time Series Analysis (NTSA) 
The NTSA Workbencl1; from the Neuronal Pattern Analysis Group, Beckman Institute, University 
of Illinois[NPAG] implements a number of tools for the analysis and visualization of time-series data. 
The workbench provides methods to produce the standard raster plot and histograms. In addition, 
the gravity transform is implemented providing support for the analysis of neuronal assembilies. 
A 'Digital Brain Atlas' is provided to display the neuroanatomical information permitting the 
investigator to view the change in electrical activity at recording sites in the brain. 
4.5 Requirements for Software Support 
The analysis and identification of temporal relationships between simultaneously recorded spike trains 
is key to understanding many aspects of the brain's function. The ability of scientists to record neural 
activity of several hundred simultaneous spike trains is·now possible[WM93]. However, the methods to 
analyse these growing datnsets are still based on the analysis. of individual pairs of neurons[BKM04]. 
Thus, it is clear that additional support is required to aid in the analysL~ of temporal synchrony 
within multi-dimensional spike train datasets. 
4.5.1 Possible system approaches 
In general, there are two main styles of system that can be developed to support these needs. The 
first method is to attempt to specify all the user's reqtiirements, completely and fully, and develop a 
tool that provides complete support for these requirements. This method would result in the ideal 
support tool. However, as user re<juirements are continually expanding, it is highly likely that this 
type of static system would swiftly become obsolete. 
The second, and preferred, method is to provide a Toolbox of analysis, manipulation and display 
techniques, and an investigation environment in which these techniques can be combined. In addition, 
it is critical that the Toolbox supports the addition of new modules for use in the investigation 
environment, to support expanding needs. This approach, will produce a dynamic and expandable 
support environment, thus creating an effective tool that is capable of expanding to support the 
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analyst's increasing needs. 
The second approach has been adopted for this project, developing a Toolbox of methods and an 
investigation environment. The overall principle of t his module structure is shown in figure 4.19. 
Analys is Methods 
£ EiU Human interaction 
--------------------~m 
Figure 4.19: Diagrammatic representation of the Toolbox and Investigation Environment principle 
In this environment the analyst can load a number of datasets to analyse. These datasets can 
then be used as the source for a number of analysis methods, which in-turn can form the input 
to other methods. The result of these methods can then be sent to various display methods. The 
different display methods are linked to form a multiple-view environment. This methodology permits 
the investigator to construct tailored analyses. 
4.5.2 Hardware/Software Platforms 
Currently, investigators working with multi-dimensional spike train datasets are using a number of 
computer platforms. These platforms include Windows, various Unix and Linux systems, Apple 
Mac and Silicon Graphics workstations. For this reason it is critical that the Toolbox is platform 
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independent. 
4.5.3 Construction of the Toolbox and Investigation Environment 
This section describes the key requirements defined during the initial design of thisToolbox. Note that 
the methods defined in this thesis form part of the Visualization of Inter-Spike Association project, at 
the University of Plymouth [SWB]; thus only a subset of these requirements and methods have been 
implemented and tested. 
1. Toolbox should be user centred 
A key principle of Visualization is efficient user interaction and control. Thus, the Toolbox 
must be user centred, providing an environment in which the analyst can explore their datasets. 
Within this environment, the user could construct a tailored Visualization system from the 
Toolbox components. By interacting with and refining this system, the user should be able to 
resolve the dataset. to a plausible function connection architecture. 
2. Toolbox should adopt a modular approach 
To provide a flexible and expandable system, each method in the Toolbox must be implemented 
as an individual module. These modules should all use standardised input and output formats 
and conform to a standard set of interaction primitives. 
:3. Toolbox should use a visual programming environment 
To facilitate the integration of different Toolbox components in order to form useful analysis 
pipelines, a visual programming interface will be developed. This interface will permit users 
to link graphical objects, representing the different methods and datasets, together to form an 
analysis pipeline. This style of interface removes the necessity for the user to be familiar with 
the implementation details of each method. 
4. Tool box should support multi-format 1/0 
As identified previously, different investigators use different file formats to record multi-dimensional 
spike train data. Thus, a standard internal format will be adopted and the Toolboxwill provide 
methods for importing and exporting data in various formats, 
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5. Data Manipulation 
The Tool box must provide methods to analyse the temporal synchrony within multi-dimensional 
spike train recordings. The Toolbox should provide implementation for the current analysis 
methods. In addition, new methods specifically aimed at the simultaneous analysis of assemblies 
need to be developed. 
6. Data Presentation 
Dynamic and user controllable display methods are required; these methods should support the 
key interaction principle of Shneiderman's Mantra[Shn96J. Simple methods to display the results 
of these analysis methods and the raw spike train data are required. Additionally, powerful 
dynamic representations are. required; to provide an overview of large quantities of experimental 
data simultaneously. 
7. Software Platform 
The Toolbox will be implemented in Sun Microsystem's Java. The development and testing will 
be conducted on a Windows PC platform (Microsoft Windows 2000/XP). 
8. Hardware Platform 
The implementation and evaluation of the methods detailed in this thesis will be undertaken on 
two different systems. 
(a) Intel Pentium Ill 999 I.V!Hz, 512Mb Ram, triple monitor output (1260x1024) 
(b) AMD twin Athlon 2000+ MP, 2Gb Ram, triple graphics cards running two XGA data 
projects (1024x768) and Primary monitor (1600x1200). The data projectors form a passive 
projected 3D system on an 8'x6' screen. 
Chapter Summary 
In this chapter the general principles of temporal coding for information processing within the brain 
were discussed. Further, the current methods for analysing multi-dimensional spike train datasets 
were presented. The shortcomings of these methods and the associated software is the limited support 
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that is availablc:for the analysis of synchronous spiking activity. 
Finally, the requirements for a fully interactive exploratory environment based on the principles 
of Information Visualization were proposed. The following chapter explores these requirements and 
presents software solutions. 
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Chapter 5 
Prototype Tool to Support the 
Analysis of Neurophysiological Data 
Summary 
In this chapter, the Toolbox developed for this rP-Search is presented. This presentation includes file 
formats supported, analysis and manipulation methods, and presentation methods. 
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This chapter describes the methods contained in the Toolbox. This Toolbox has been implemented 
using Java and Java3D. Java was chosen for the following reasons: 
• Platform Independence: Java virtual machines are available for all operating systems, including 
Windows, Mac, Unix and Linux 
• Object Orientation: Java is an object-oriented programming language 
• Availability: the Java Development Kit (JDK) and run-time environments arc available for free 
• Graphics Capability: Java contains comprehensive 2D and 3D (.Java:!D) graphics facilities 
Each of the different computational and display methods, used within the Toolbox, has been imple-
mented as a separate package of objects. Overall the methods fall into three categories: 
1. Data filters 
2. Data manipulations methods 
3. Data presentation methods 
5.1 Data Filters 
5.1.1 Neurophysiological Data Input 
It is anticipated that the Tool box will be widely used for analysing experimental evidence from.multiple 
simultaneously recorded electrodes. This data consists of several spike trains which can be considered 
to be multi-dimensional point processes. Different neurophysiological laboratories use different formats 
to·represent these recordings. The Abeles format (see §4.2.1) was developed by Professor Moshe Abeles 
(.Jerusalem) and is one of the most common formats for representing this type of data. 
The approach taken in the Toolbox is to transform input data from any format to the binary 
representation, which is a universal and convenient representation for all Toolbox calculations. The 
current version of the Tool box includes a filter that converts a set of spike trains from an Abeles format 
into a Boolean array representing the spike trains. Each spike train is stored as a separate array of 
Boolcan values, one value representing each time unit of the recording. Note, when spike train data 
74 
5.1 Elata Filters Chapter 5: Toolbox 
is stored, it is stored at discrete time steps .5 (in all the examples shown in this thesis, .5 = 1ms), thus 
spikes can only occur at prescribed times. If a spike occurs at a specific time unit, then the value 
representing that time unit is set to true (=1). 
Figure 5.1 shows a fragment of an Abeles file, containing three spike trains. Figure 5.2 shows 
the content of the file in figure 5.1 represented as a Boolean array. The file fragment contains the 
recordings of three neurons·over 20rns, the descriptor (first digit of each triple) value for a spike event 
is 1. 
1,3,2 
1,1,3 
1,2,0 
1,1,5 
1,3,3 
1,1,2 
1,3,0 
1,2,1 
1,3,1 
1,3,2 
1,1,1 
Figure 5.1: Fragment of a trial of an Abeles format spike train file containing the recordings from 
three neurons, with spike event descriptor value = 1 
Note that each spike train is represented by a separate array of Boolean values. In figure 5,2 each 
array is displayed on a separate line. 
0 0 0 0 
0 0 0 0 
0 1 0 0 
1 0 
1 0 
0 0 
0 0 0 1 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 1 
0 1 0 
0 0 1 
0 1 0 
0 0 
0 0 
1 0 
0 
0 
1 
1 
0 
0 
Figure 5.2: The result of converting the Abeles format spike train file fragment in figure 5.1 into a 
Boolean array of spike trains 
All methods in the toolbox that use spike train data utilise the Boolean array format. 
5.1.1.1 Multi-Dimensional Matrix Data 
Some modules in the Toolbox produce output data files. These files can be used as input to other 
modules. To facilitate communication between the Toolbox modules a standard file format has been 
adopted, this format. is detailed .below. 
The multi-dimensional matrix input filter reads the data output from a nuniber of Toolbox func-
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tions. Specific filters have been implemented to read the entire file and to read the file at a specific 
resolution. In addition, it is possible to specify a matrix for use with calculations as well as reading 
the file's content. 
Multi-dimensional matrix file format 
All matrices within a specific data file produced by a toolbox method are the same size. Each matrix 
has N rows (variables) and M columns (dimensions). A variable is an M dimensional vector of real 
numbers and the coordinates of this vector are elements of the row in the matrix. 
The header of the output file contains details about the number of matrices contained in the file 
and their composition. These values are written at the top of the file. The format of this file header 
is: 
• Number of variables (N) 
• Number of dimensions (M) 
• Number of matrices (S) 
Each row of the matrix is written as a line of space separated values (double precision floating point 
numbers). Each matrix in the file is separated by a blank line. Figure 5 .. 1 shows the header and a 
data matrix of an example output file. The file,contains 200 data matrices, each consisting of six, four 
dimensional variables. The figure shows the file header and an example data matrix. 
6 Number of variables ( N) 
4 Nwnber of dimensious (M) 
200 Number of matrices ( S) 
2.5 15.32 12 3 Coordinates of variable one 
5.9 37 11 30.6 Coordinates of variable twu 
1.4 2.5 13 12.3 Coordinates of variable three 
12.8 4.5 12.5 6.9 Coordinates of variable four 
20.5 36.8 12.3 15.9 Coordinates of variable five 
7.81 36.4 12.1 6.5 Coordinates of variable six 
Figure 5.3: Excerpt of a multi-dimensional matrix file, showing the file head and an example data 
matrix, wit.lr comments 
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5.2 Data Manipulation Methods 
The following sections detail the current data manipulation methods .contained in the Tool box. 
5.2.1 Cross-Correlation 
Several modifications of the cross-correlation: function have been implemented. Every implementation 
takes two spike trains, the bin size and the number of bins as input. The spike trains are supplied as 
two arrays of Booleans and the constants are Integers. The output of the correlation function is an 
array of double values, one value for each bin. 
In the Tool box, which is based on the principle of object-orientation, the basic counting function 
forms the super class for all cross-correlation methods. Inheriting from this super class are classes 
implementing cross-correlation. utilising different correction methods. In total there are five variations 
of the cross-correlation function implemented. 
Basic counting algorithm 
The basic counting algorithm counts the number of spikes on the target spike train that fall within a 
defined time frame of a spike on the reference spike train (see §4.3.2.4). 
Spike frequency normalized cross-correlation 
The spike frequency normalization takes the result of the basic counting function and normalizes each 
bin value for the average spiking frequency of the reference·spike train. The average spiking frequency 
of the reference spike train is the number of spikes in this spike train divided by the total time epoch. 
Brillinger normalised cross-correlation 
The Brillinger normalization[Bri79] function takes the result of the basic counting function and nor-
malises each bin for the number of spikes in each train and the time of the trials involved, see §4.3.2.4. 
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Random train corrected cross-correlation 
This correction method uses the.basic counting algorithm to produce two.cross-correlation functions. 
Initially, the cross-correlation of the specified spike trains is calculated. Secondly, the cross-correlation 
of the reference spike train and a randomised (shuffled inter-spike intervals) target spike train is 
calculated. Finally, to produce the random spike trains, the inter-spike intervals of the target spike 
train are randomised. The resultant spike train contains the same number of spikes as the original 
and has the same inter-spike intervals. However, the distribution of the inter-spike intervals in the 
resultant spike.train is random, The algorithm used to randomize the inter"spike intervals is as follows: 
private boolean[] randomize(boolean[] spikes){ 
} 
I** Set up storage for randomised spike train •I 
boo lean[] randomSpikes = new boo lean [spikes .length]; 
I** Set up test array to see if position is occupied •I 
boo lean[] test = new boo lean [spikes .length] ; 
for (int i = 0; i < test.length; i++){ 
test[i] = false; 
} 
I** Test to track if current value has been 
* successfully placed •I 
boolean done = false; 
I** Variable to hold new random location on spike •I 
int pos; 
I** Progress through target spike train *I 
for (int i = 0; i < spikes.length; i++){ 
} 
done = false; 
I** Find new position •I 
while (!done) { 
} 
pos = (int) (Math.random()*spikes.length); 
I** Is the current position occupied? •I 
if ( ! test [pos]) { 
} 
randomSpikes[pos] = spikes[i]; 
test[pos] =true; 
done = true; 
return randomSpikes; 
Thus, the rai1domised target spike train has the same number of spikes as the original target spike 
train. However, the distribution of the spikes is random. The cross-correlation using the randomised 
train is then subtracted from the cross-correlation of the original spike trains. This is to correct the 
original cross-correlation fur increased spiking frequency. 
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Trial-Shift corrected cross-correlation 
Similar to the random train correction methods, the trial-shift method computes two cross-correlations 
using the basic counting algorithm. Initially, the cross-correlation of the specified reference and target 
spike trains is calculated. Secondly, the cross-correlation of the reference spike train and a specified, 
randomly chosen, time shifted target spike train is calculated. Finally, the bin values of the second 
cross-correlation are subtracted from the first, to account for influence of increased spiking. 
5.2.1.1 Examples of cross-correlation functions for different neuronal circuits 
Example One: Linear Coupling 
This example shows the output of the cross-correlation function, with the Brillinger normalization 
correction and confidence interval applied, for neurons that are directly coupled. In addition, the 
effect of intermediate neurons is shown. The dataset was generated using an enhanced integrate and 
fire neuronal generator [Bor02] and the trial lasted for 20000ms. The assembly of neurons is shown 
in figure 5.4, note all cross-correlation functions in thL~ example were calculated using a bin size of 1 
and a window size·of 200 bins. The output of the cross-correlation functions have been plotted using 
the cross-correlogram display methods (for more information see §5.3.1). 
Figure 5.4: Assembly of four neurons used to illustrate the result of cross-correlation function on 
directly connected neurons 
Figure 5.5(a) shows the output of the cross-correlation funct.ion between the spike trains of neurons 
one and two. 
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Chapter 5: Toolbox 
Figure 5.5: Example cross-correlations for directly connected neurons 
A peak in the output can be observed, which has a positive delay; t he peak is present in a positive 
bin, to the right of zero. This indicates that the target neuron has a tendency to spike after the 
reference neuron. If the peak had a negative delay, the peak would occupy a bin before zero, thus, the 
80 
5.2 Data Manipulation Methods Chapter 5: Toolbox 
connection would be reversed. Note that the connection delays are artificially high in this example in 
order to illustrate the effect of intermediate neurons. 
In addition to specifying the direction of the connection, the delay of the peak can also aid in 
identifying if the connection is directly between the two neurons in question or via an intermediate 
neuron. The effects of intermediate neuron are shown in figure 5.5(b) and figure 5.5(c). 
Figure 5.5(b) displays the crosS"correlation function for the spike trains of neurons one and three. 
Note two things: firstly, the peak is lower (scales vary), the correlation between the spike trains 
involved is less; secondly the delay of the pP.ak is approximately twice that of the delay of the peak in 
figure 5.5(a). 
Figure 5.5(c) displays the cross-correlation function for the spike trains of neurons one and four. 
Again note the peak is lower (again scales vary) and the delay of the peak is approximately three 
times that of the delay of the peak in figure 5,5(a). 
Thus,.the time delay ofthepeak can assist in identifying if a correlation is due to a direct connection 
between two neurons, or, if the connection is via an intermediate neuron. 
Example two: Common Input coupling 
This example illustrates the output of the crosS"correlationfunctions with the Brillinger normalization 
and confidence interval applied, for a pair of neurons that have correlated input. The dataset used in 
this example was generated using an Enhanced Integrate and Fire neuronal generator [Bor02) and the 
trial lasted for 20000nlS, The assembly of neurons is shown in figure 5.6, note the crosS"correlation 
function in this example was calculated using a bin size of 1 and a window size of 100 bins, The output 
of the correlation function has been plotted using the cross-correlogram display methods, detailed in 
§5.3.1. 
Figure 5.6: Assembly of three neurons used to illustrate the result of cross-correlation function on 
neurons with correlated input 
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Figure 5.7 shows the output for the Brillinger normalized cross-correlation function for the spike 
trains of neurons two and three, in figure 5.6. 
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Figure 5. 7: Example output of basic cross-correlation function for spike trains from a pair of common 
input neurons 
A significant peak in the output can be observed, this peak is in t he centre of the correlation window, at 
zero. T his indicates that the reference and target spike trains have a tendency to spike synchronously. 
Thus, this indicates that the two neurons involved are likely to be receiving the same or correlated 
input. 
5.2.2 Gravity Transform 
The Gravity Transform[GPE85] was proposed to analyse the synchronous spiking within assemblies 
of neurons. 
5.2.2.1 The Algorithm 
The Gravity Transform algorithm as defined by Gerstein at al.[GPE85] has been implemented. There 
are n simultaneously recorded spike trains, of time [0, T]. If the ith spike train is represented by spikes 
at t imes T1, T2, ... , Tk t he 'charge' on the ·ith part icle, corresponding to the spike train is described by 
the following rule: each spike contributes a quantity of charge a, which decays to zero exponentially 
over a given timeT. The charge on a particle at any given time is the sum of the effect of all preceding 
spikes. Thus, for a given time t, the charge of particle i is given by: 
k 
q;(t) = L Q(t- Tm) - A; (5.1) 
m = I 
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a i f X= 0 
Q(x) ae ~z if X> 0 (5.2) 
0 otherwise 
where the average firing rate of neuron i is >.i = a;/. 
The charge function for each particle is pre-calculated and stored with t ime step L\ , thus q;(t1), t1 = 
j L\ ,j = 0, 1, ... , and intermediate values of charge are linearly interpolated from the stored values. 
The interaction dynamics of the particles in n-dimensional space are governed by t he following 
equations: 
dxf(t) n xj(t) - xf(t) . 
-d- = bqi(t) L qj(t) Ri'( ) k = 1, 2, ... , n; l = 1, 2, ... , n 
t j = l J t 
(5.3) 
where (xf(t) , ... , xj'(t)) represents the position of particle i at timet; a and Tare constants as described 
above; constant b controls t he overall aggregation of t he system; R;1 is the Euclidean distance between 
particles i and j: 
n 
L (xf- xj)2 
le= ! 
All particles in the system are initialised by the following rule and thus start equidistant: 
{ 
100 if i =m 
x7' (0) = 
0 otheTwise 
5.2.2.2 Improvements to accuracy 
Consider an ordinary differential equation, or a system of first order differential equations: 
dy 
dx f(x,y) 
(5.4) 
(5.5) 
(5.6) 
In the original algorit hm [GPE85] t he numerical solution was achieved by using a small fixed t ime 
step, h, t he Euler method: 
Yn+ l Yn + hf(xn Yn) (5.7) 
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This integration method has the advantage of being simple. However, the method can have accuracy 
and speed problems. Therefore, a more appropriate method of integration could be used. For example, 
the Runge-Kutta fourth order method given by the formula: 
kt hf(xn, Yn) 
k2 
h kt 
= hf(xn + 2'Yn + 2) 
k3 h k2 = hf(xn + 2'Yn + 2 ) 
k4 hf(xn + h, Yn + k3) 
Yn+1 
k1 k2 k3 k4 5 
Yn + 6 + 3 + 3 + 6 + O(h ) (5.8) 
The Runge-Kutta method requires four evaluations of the right hand side equations per time step (h). 
However, the use of weighted intermediate points allows for a larger h, in comparison to the Euler 
method. Thus, usually, making the algorithm more efficient and produces a lower cumulative error. 
In addition to the basic Runge-Kutta algorithm, an adaptive step size has been used to increase 
the speed and accuracy with which the integration is executed. The basic premise of adaptive step 
size is: 
"Many small steps should tiptoe through treacherous terrain, while a few great strides 
should speed through smooth uninteresting countryside. "[Wi192] 
The integration will progress quickly, with a larger step, when there is little change in the data 
values. However, the step size is reduced to maintain accuracy when there is significant change in the 
data values.[Wi192] 
The Runge-Kutta algorithm was adapted from sections 16.1 and 16.2 of Numerical Recipes in 
C[Wil92]. 
5.2.2.3 Example output of the Gravity Transform 
A Gravity Transform analysis was performed on a set of spike trains generated for the neuronal 
assembly shown in figure 5.8. 
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Figure 5.8: Specification of the connections between the 10 neurons used as input to the spike train 
generator. 
The spike train dataset was generated for 5s and had an average firing rate of 0.2670 spikesfs. Figure 
5.9 shows a raster plot of 200ms of the spike trains generated. 
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Figure 5.9: A raster plot depicting a portion of the 10 spike trains generated for the neuron assembly 
shown in figure 5.8. 
The Gravity 'Iransform of the spike trains was computed with charge increment a = 0.3, charge decay 
r = 0.4 and overall aggregation b = 1. The output of the computation is plotted as a graph of the 
Euclidian distance between all pairs of particles. This graph is shown is figure 5.10. 
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Figure 5.10: Distance graph of the results of the gravity transform where a=0.3, r=0.4 and b=l 
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It is possible to observe that the distance pair forms three distinct groups. These groups are 
distinguishable and indicated at time t on the graph in figure 5.10. The top group represents the 
distances between neuron 10 and all the other neurons (1 to 9). The lower cluster of distances, 
indicated at time t, represents all the intra-group distances and the middle group, also indicated at 
time t, represents all the inter-group distances. 
The.final intra-group distances, S1 = {d12, d13, d23}, S2 = {d4s, d46, ds6} and S3 = {d1s, d1g, dsg} 
show the three groups of neurons aggregating. The final inter-group distances, S4 = { d;i : i 
1, ... ,3, j = 4, ... ,6}, 55 = {dij: i = 1, ... ,3,j = 7, ... ,9} and 56= {d;i: i = 4, ... ,6, j 
7, ... , 9}, show the distances between the three aggregating groups. The final distances between 
neurons 1 to 9 and neuron 10, 57 = {d;i : i == 10, j = 1, ... , 9}, show that the solitary neuron has no 
tendency to group with any of the other neurons. 
From this examination of the distance graph it is possible to identify the functional relationships, 
based on synchronous spiking, between the neurons, shown in figure 5.8. The synchronous spiking of 
the neurons in the three small groups (1, 2, 3), (4, 5, 6) and (7, 8, 9) is apparent as is the absence 
of synchronous firing of neuron 10 with the other neurons. It is therefore possible to show that the 
results of the Gravity Transform have a high correspondence with the underlying neuronal assembly. 
·5.2.2.4 Calculation Constants 
The gravity transform is sensitive to the "appropriate" specification of the constants that represent 
the decay, increment and aggregation. Inappropriate choices of these values can result in all particles 
becoming coincidental, within n-dimensional space, before any useful information about their rela-
tionships can be extracted. Alternatively, it could result in the particles aggregating at such a low 
rate that they appear unrelated. Hence, it is sometimes necessary for the investigator to 'fine-tune' 
the specification of these constants in order to gain useful results. 
To demonstrate this problem, first. of all, consider the neuron assembly in figure 5.11. 
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Figure 5.11: Specification of the connections between the 10 neurons used as input to the spike train 
generator. 
This assembly was used to produce a spike train dataset lasting 20s. The gravity transform was 
then computed for this dataset with parameters a=0.5, 7=0.5 and b=5 . 
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Figure 5.12: Distance graphs of the results of the gravity transform where n=10 and (i) a=0.5 , 7=0.5, 
b=5 and (ii) a=0.5 , 7=0.5, b=O.l. Note the different scales. 
The resultant distance graph is shown in figure 5.12(i) where S1 = {£4j : i = 1, ... , 10, j = 
2, ... , 10, i < j}. Note, it is not possible to distinguish the two groups in the assembly, even though 
t he scale is relatively small . 
Using t he same input data set, the gravity transform was completed with another set of parameters: 
a=0.5 7=0.5 and b=O.l. The resultant distance graph is shown in figure 5.12(ii) where S2 = { d;j : 
i = 6, . .. , 10, j = 7, . .. 10, i < j}, S3 = {dij: i = 1, ... ,5, j = 6, ... , 10, i < j} and S4 = {d;j: i = 
1, .... 5,j = 2, ... , 5, i < j}. From this graph, it is possible to conclude that there is a correspondence 
between the distance pair groupings from the Gravity Transform and the coupling scheme. Hence 
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the groups of neurons 1 to 5 (54 ) and 6 to 10 (52) are notable and 54 corresponds to the distance 
between the particles representing each group, which have no inter-connections. 
5.2.3 Principle Component Analysis 
The result of the Gravity Transform method is the solution of the system of equations 5.3. This solution 
is an n-by-n dimensional vector-variable, dependent on time. To visualize this highly dimensional 
solution and make decisions about grouping of the particles (neurons) it is useful to project the solution 
to a 2-dimensional plane. The choice of the plane is a difficult problem and several possibilities have 
been investigated. One possibility is to use Principle Component Analysis [BJD81, GW69]. 
The algorithm used to implement the Principle Component Analysis method is adapted from 
Numerical Recipes in C [Wil92]. The PCA algorithm aims to find a plane to project the content of 
the dataset onto, which results in the maximum variance in data values. PCA is used to find the 
best subspace for the projection of multicdimensional data. This method achieves a higher degree of 
representational accuracy by maintaining as much of the overall data structure .as possible. 
The PCA method used in these trials was achieved by analysing the covariance matrix of a selected 
time slice of the output from the gravity transform. A eo-variance matrix depicts the position of each 
particle, in each dimension, at a chosen time t. Note that t is chosen to be a point after which useful 
aggregation has occurred. The eigenvalues and eigenvectors are derived using Householders reduction 
and an Implicit QL algorithm[Wil92]. Subsequently, the same eigenvectors are used to project each 
time slice of the output from the-Gravity Transform. 
The projection is performed at a resolution specified by the investigator. The investigator L'i 
required to select how often a projection is performed. For example, the investigator may select to 
project every 10'h, 1001h or 1000'" data matrix. 
The PCA algorithm can be used to generate an overview of a multi-dimensional dataset, such as 
that produced by the Gravity Transform analysis. An example of this overview is shown in figure 
5.13. This plot was produced from the PCA of the Gravity Transform computed for figure 5.12(a). 
This plot was produced using Matlab. 
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Figure 5.13: Example PCA overview plot 
First note, where it was not possible to discern any information from the Euclidean distance plot 
of t his data the PCA overview clearly shows two groups. These groups are noted in figure 5.13, and 
relate to the following neurons: S1 = {1 , 2,3, 4, 5} , S2 = {6, 7, ,9, 10}. Note the PCA plot directly 
shows the particles and not the distances between them. T hus, it is possible to discern the neural 
groups represented in the original dataset. 
5.2.4 Independent Component Analysis 
In the previous section, PCA was used to find an appropriate sub-plane to project the results of 
the Gravity Transform analysis onto. Another approach for selecting this sub-plane is Independent 
Component Analysis (ICA)[HOOO]. Similar to PCA, ICA forms a projection of a multi-dimensional 
dataset on a lower dimension sub-plane. Where PCA attempts to find the sub-plane where the data 
values have the greatest variance, ICA attempts to find a sub-plane where the data values have the 
maximum dissimilarity. 
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Similar to the PCA method, the investigator is required to select the data matrix to perform the 
ICA upon. The number of dimensions desired and the resolution with which to generate results must 
also be supplied. 
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Figure 5.14: Example ICA overview plot 
An example overview, generated from the ICA method, is shown in figure 5.14. This overview has 
been generated for the same dataset as the P CA overview, shown in figure 5.13. From this plot, it 
is possible to observe two distinct groups, initially indicated as cl and c2 and representing neuron 
groups (1 , 2, 3, 4, 5) and (6, 7, 8, 9, 10) respectively. FUrther, these two groups can be observed 
moving towards each other. C3 in figure 5.14 shows the final aggregation of all neurons. 
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5.2.5 Cluster Analysis 
It is often desirable to identify objects within a dataset that are similar. This identification of clusters 
of objects can aid in specifying the order in which to display a dataset. 
Let us suppose that a measure of similarity between objects can be defined, This measure can 
be used to calculate a matrix of sin1ilarities, or distances, between the object.s. A cluster analysis 
algorithm could then use this matrix to analyse any groups in the dataset. 
A standard cluster analysis algorithm has been implemented as part of the Tool box. In addition, a 
number of cluster linkage calculations have been implemented, these include: single linkage, complete 
linkage and average linkage[AQ98]. 
• Single Linkage, defines the distance between two clusters as the distance between the two closest 
points within the clusters, 
• Complete Linkage, defines the distance between two clusters as the distance between -the farthest 
pair of points within the clusters. 
• Average Linkage, defines the distance between two clusters as the average distance between all 
possible pairs of points within the clusters. 
The most effective algorithm for use in spike train analysis was found to be the complete linkage 
method[SWB04]. Intuitively this algorithm creates tight clusters and all objects inside the cluster 
have limited dissimilarity. 
At each iteration of the cluster analysis algorithm, the two clusters with the smallest distance 
between them are merged. 
Figure 5.15 shows a cluster analysis dendrogram for a dataset of 15 spike trains. This figure 
shows the order in which the objects (spike trains) in the dataset formed clusters. The distance 
metric between spike trains is defined as the value of the largest peak in the corresponding Brillinger 
normalised cross-correlation function. Thus, the distance between two clusters i and j is the value of 
the largest peak of the cross-correlation function. 
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Figure 5.15: Example dendrogram computed to demonstra te the cluster analysis algorithm 
The Cluster Analysis algorithm then descends this binary tree (see the dendrogram, figure 5.15) 
and at each node, it init ially follows t he leftmost branch. Thus, the algorithm recursively follows the 
leftmost branch until it reaches a leaf node. Upon finding a left node, the algorithm then traverses the 
rightmost branch of the current sub-tree before ascending back up the tree to find the next rightmost 
branch to be followed. 
From the dendrogram it is possible to extract the following groups of spike trains: (1, 3, 7, 10 and 
14) and (2, 4, 6, 8, 12, 5, 9, and 11) and also that spike trains 13 and 15 are independent. These 
clusters relate to the connections between the neurons in the assembly that the spike t rains were 
generated from. This assembly is shown in figure 5.16. 
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Figure 5.16: Assembly of 15 neurons used to generate the spike train dataset used to demonstrate the 
cluster analysis a lgorithm 
5.3 Data Presentation Methods 
5.3.1 Cross-Correlogram 
The output of the cross-correlation function (see §5.2.1) is commonly plotted as a histogram. Thus, 
a dynamic histogram plot has been implemented, which supports two different formats of histogram. 
The first version of the histogram plots a counting function histogram. T he second version plots the 
histogram with the Brilllnger confidence interval marked. Note that t he histogram plot dynamically 
regenerates and resizes when the display window is resized. 
5.3.2 Distance Graph 
The Distance Graph package plots the change in Euclidean distance between a set of objects, in multi-
dimensional space, over time. This package can be used to plot the output of the Gravity Transform 
algorithm. The data is a file containing a set of position vectors, one vector for each particle and one 
set of vectors for each recording over time. The ith set of vectors shows the position of each object in 
multi-dimension space, as recorded at time i. The Euclidean distance between each pair of objects is 
then calculated and plotted. 
The distance graph has the following functionality: 
• Overview of the whole time period and all pairs 
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• Zoom in on a specific area of the plot 
• Filtering of which pair-wise distances are plotted 
• Details about a specific point on the plot, time and object pair(s) 
Control of the different features is achieved via a Tool box window, shown in figure 5.17. In addition, 
the details about a selected point in the plot are displayed on the toolbox window. 
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Figure 5.17: Gravity Transform Visualization Toolbox, for user manipulation of the distance graph 
display 
5.3.2.1 Overview 
Initially, when a data file is loaded, the plot displays all the pair-wise distances and the entire time 
frame of the file. This initial display provides the user with an overview of the whole file. The user 
can identify any general trends and clustering of any areas of interest. 
To illustrate the distance graph, an example dataset was generated. This is the same dataset as 
use in §5.2.2.4. The assembly is shown again in figure 5.18 for reference. The Gravity Transform was 
computed with the following constants a=0.5, r =0.5 and b=O.l. 
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Figure 5.18: The assembly of 10 neurons used to demonstrate the distance graph 
A distance graph for this Gravity Transform dataset was then generated and is shown in figure 
5.19. 
0 2500 lime (ms) 19998 
Figure 5.19: Gravity Transform Distance Graph Display 
From the plot in figure 5.19, it is possible to observe that all particles are initially attracted to each 
other, as all distance pairs get smaller. However, at approximately 2500ms into the analysis the dis-
tance pairs form two groups, which are indicated on the display. The two groups of distances relate to 
distance between the particles, representing the intra-assembly distances (St) , and the inter-assembly 
distances (82). This separation indicates that the distances between t he particles representing the 
neurons in each ring continue to diminish. However, the separation between the two groups is main-
tained. 
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5.3.2.2 Zooming 
The investigator has the ability to zoom in on a selected part of the display. This permits the enlarged 
section of the plot to be examined in greater detail. Selecting the ZOOM button on the tool box window 
activa tes the function. The user can then select an area of the plot to enlarge by clicking and dragging 
an area of the plot with the mouse. This is demonstrated in figure 5.20, which magnifies the area 
highlighted in figure 5.19. 
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Figure 5.20: Gravity Transform Distance Graph example, showing enla rgement of area highlighted in 
figure 5.19 
From this enlarged plot, it is possible to observe that the group of intra-assembly distance pa irs 
identified in the previous section consists of two separate groups of distance pairs. These groups 
a re indicated in figure 5.20 and represent the following distance pairs s3 = {dij : i = 1, . .. ' 5, j = 
6, .. . ' 10, i < j} and s4 = {d;j : i = 1, . . . '5 , j = 2, . .. ' 5, i < j}. 
With the zooming function selected any mouse action on the plot area will further enlarge the 
selected area. If the rooming function is deactivated, the plot remains at the current level of detail; 
the plot does not revert to the original display. The user can revert to viewing the whole dataset by 
clicking the Zoom Reset button within the toolbox window. 
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5.3.2.3 Filtering 
The user can select which object distances are displayed. This filtering is achieved via the toolbox 
window, which lists all objects in the data file. The user can select or de-select objects from the 
list. When the Filter button is clicked the plot is re-drawn with only distances relating to the 
highlighted objects shown. The Reset Filter button cancels the current filter and shows the lines 
for all pairs. The filter options can be used in conjunction with the zooming function. This supports 
further refinement of the investigation. 
5.3.2.4 Details 
In addition to filtering and woming the display, the investigator can select a line (or lines) on the 
graph to identify which object pair(s) it represents. Also the time of the selected point is displayed. 
If multiple lines are practically coincident then the selected point of all pairs are listed. The pair(s) 
and time are dLo;played in the toolbox window. 
5.3.3 Correlation Grid 
The Correlation Gird presents users with an overview of the cross-correlation function results for a 
number of spike trains. 
For a given dataset of n spike trains, all unique cross-correlograms are generated, where the user 
specifies the bin and window size. Subsequently, the cross-correlogranL'i are normalised using the 
Brillinger method. Finally, the results of these cross-correlograms are displayed as an n-by-n grid of 
grey scale cells, representing the individual correlations between all pairs of spike trains. 
The grid encodes the 'height' of the largest .peak in each cross-corrclogram. The peaks are encoded 
from white, representing no peak, to black, representing the largest peak in the grid. 
The user can select whether to view 'all peaks' or just significant peaks. Significant peaks.are those 
that lie outside of the Brillinger confidence interval specified for the grid. In addition, the individual 
cross-correlograms can be viewed by selecting the corresponding cell in the grid. 
The Correlation Grid has been implemented as a package of objects and utilises the cross-correlation 
(§5.2.1), cluster analysis (§5.2.5) and cross-correlogram (§5.3.1) packages. 
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The functionality of the Correlation Grid is detailed in the following sections. 
5.3.3.1 Overview 
To demonstrate the Correlation Grid, a dataset of ten spike trains was generated over 2000rns for the 
assembly of neurons shown in figure 5.21. 
00@ 
Figure 5.21: Neuron assembly for test data set 
In this assembly, the spike trains of neurons one, three, five and seven will be correlated , as their 
corresponding neurons are connected. Likewise the spike tra ins of neurons two, four and six will 
correlate. In contrast, the spike trains of neurons eight, nine and ten will not correlate wit h any others 
as t hey are unconnected, a nd thus have a ' random' firing pattern. 
A Correlation Grid for this dataset was generated, with a bin size of 2rns and window size of 100 
bins. T he resultant grid, showing all peaks, is shown in figure 5.22. 
Figure 5.22: Example Correlation Grid calculated for the dataset generated from the neuronal assem-
bly shown in figure 5.21, showing all peaks (bin size 2rns, window size 100) 
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On closer examination of this Grid, it is possible to hypothesise that spike trains one, three, 
five and seven are correlated. Note the higher peaks (represented by darker greys) between these 
columns/rows. Likewise, it is possible to conclude t hat a relationship exists between the spike trains 
of neurons two, four and six. 
5.3.3.2 Filtering 
T he clarity of these relationships is great ly improved by filtering the grid so it only contains significant 
peaks. This filtered grid is shown in figure 5.23. Recall the correlation between spike trains one, three, 
five and seven which is more prevalent in this filtered Grid. Likewise, the correlations between trains 
two, four and six are easier to see. 
Figure 5.23: Example Correlation Grid showing only significant peaks (bin size 2ms, window size 100) 
With the removal of the non-significant peaks t he grid is less cluttered. It is now easier to identify 
the correlation between the connected neurons, shown in figure 5.21. 
Moreover, the lack of correlation between spike trains is more apparent. From an examination of 
figure 5.23, it is possible to observe that spike t rains eight, nine and ten have little or no correlation 
with any of the other spike trains. 
5.3.3.3 Sorting/Clustering 
The identi fication of groups, or clusters, of correla tions is key to understanding the relationships 
between the underlying neurons. It is possible to identify these clusters visually; however this is not 
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easily expanded for problems with larger datasets. 
To aid with the identification of correlation clusters, the cluster analysis method is used. This 
method uses the height of the highest peak of each cross-correlogram to build a dendrogram for the 
Correlation Gird. This, in turn, is used to generate the initial display order of the spike trains. 
The effect of clustering a correlation Grid is shown in figure 5.24. This grid was generated from 
the Grid shown in figure 5.23, by re-ordering the elements of the Correlation Grid according to the 
results of the cluster analysis. Cluster analysis was performed on the Grid to determine the optimal 
sequence of spike trains in the Grid for comparison of synchronous spiking. 
With the aid of filtering and clustering it is possible to clearly identify the groups in the neuronal 
assembly shown in figure 5.21. 
Figure 5.24: Example Correlation Grid, showing only significant peaks and clustered (bin size 2ms, 
window size 100) 
5.3.3.4 'Zooming' and D etails 
From figure 5.24, it is possible to identify the correlations in the neuron 'ring' ; which includes neurons 
one, three, five and seven. They are shown in the top left portion of the gr id. Additionally, the 
common input group neurons two, four and six are also grouped together in the centre of the diagram. 
Finally, the independent neurons, eight , nine and ten, are all in the lower right portion of the grid. 
From closer examination of the cross-correlograms of the final cluster, of unconnected neurons, it 
is apparent that the peaks are relatively small. See figure 5.25 (i), which shows the cross-correlation 
for neurons two and ten. 
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(i) 
Figure 5.25: Cross-correlograms for (i) neurons two and ten (ii) neurons two and four from the previous 
Grid 
From the cross-correlogram it is possible to see that the peaks are relatively small . They are 
only slightly greater than the upper bound of the confidence interval. In cont rast , the correlation of 
connected neurons shown in figure 5.25 (ii) for neurons two and four, shows relatively large peaks 
(scales vary). Thus, for neurons eight , nine and ten, it would be possible to infer that these peaks do 
not represent true correlation between the spike trains. Hence, it can be deduced that these neurons 
are not coupled to any others in the assembly. 
5.3.3.5 Summary 
This overview of cross-correlograms facilitates improved fine-tuning of the correlation parameters. 
This fine-tuning is commonly needed to obtain the maximum clarity of the result. 
Increasing the bin size, for example, means more spikes are taken into consideration. Thus, a peak 
must be higher to be considered significant. T his principle is illustrated in figure 5.26 where the bin 
size for the grid has been changed to 3ms. The same dataset and previous window size were used to 
create this grid . 
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Figure 5.26: Example Correlation Grid showing only significant peaks (bin size 3ms, window size 100) 
The grid in figure 5.26 has been fi ltered so as to only show significant peaks and clusters. Note 
t hat correlation only exists between the spike trains of the coupled neurons. For example, spike trains 
eight, nine a nd ten show no correlation with any other spike trains. 
Thus, from the overview of the dataset provided, by the correlation grid , it is possible to extract the 
functional groupings of the underlying neurons. Moreover, by examining specific cross-correlograiiiS, 
it is possible to specify the functional relationships of the neurons that generated the spike t rains. 
5.3.4 Spike Train Thnnel 
The Spike Tra in 'funnel is a method of a na lysing t he firing patterns of multiple neurons to identify 
synchronous spiking, groups of coherently spiking neurons covering some period of t ime and other 
functional dependencies. The method is based on v isualization of spike trains in a specia lly developed 
environment called the 'funnel. This environment presents different views of t he dataset and an 
additiona l overlay that encodes spike coincidence. It enables t he user to focus on a specific subset 
of the dataset using a set of interaction tools. Different frames of reference are provided to ena ble 
investigators to track their location within t he data space. 
The 'funnel is a 'cylindrical environment that supports user interaction. Figure 5.27 shows the 
'funnel visualisation of a randomly generated dataset of spike trains over 200ms. 
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Figure 5.27: A snapshot of the Thnnel representation of the randomly generated data.set over 200ms. 
Each of the numbered horizontal bands, that comprise this Tunnel visualisation, encodes the spike 
t rain of the corresponding neuron. The two 'end ' bands, band 1 and band 10 in figure 5.27, are 
adjacent to each other, thus forming the 'cylindrical' environment. Note, time is represented through 
the Thnnel, away from t he current viewpoint. 
Overall, illumination inside the environment represents the firing of neurons in the currently dis-
played portion of the dataset. Synchrony is detected by the perception of the position, intensity and 
frequency of light sources at different parts of the Thnnel. 
The investigator is able to 'fly' through the Thnnel to identify sections of the Thnnel (subsets of 
the data) that are of specific interest. The user has control over both, the speed and direction of 
the flight . However, to minimise the possible side-affects of dis-orientation during navigation, motion 
is restricted to being along the Thnnels length. Thus, the user is restricted to forward and reverse 
motion. 
5.3.4.1 Filtering D ata 
T he Thnnel has filtering functionality known as 'dimming'. Whilst in the filtering mode, dimming 
may be switched on or off for each of the spike trains individually. 
Figure 5.28 illustrates filtering of another 200ms dataset. In t his dataset, the spike trains of neurons 
4, 6 and 8 are identical. The remaining spike trains were all randomly generated. In this figure, all 
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spike t rains are dimmed with the exception of spike trains 4, 6 and 8. This filtering is designed to 
enable investigators to highlight spike trains of interest while maintaining context within the dataset . 
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Figure 5.28: A snapshot of dimming (filtering functionality) within the Tunnel environment of a 200ms 
dataset. 
5.3.4.2 Coincidence Sorting 
Within the Tunnel environment, t he investigator is able to progressively sort the order of the spike 
trains allocated to the walls of the Tunnel to view spike coincidence. To do this the user selects a spike 
on a reference train. Subsequently, the spike trains in t he Tunnel are reordered, so that trains with 
spikes coincident to the selected spike are adjacent. Trains that do not have any coincident spikes are 
inherently moved away from the reference t rain. 
To illustrate coincidence sorting, another 200ms dataset , based on an assembly of ten neurons, was 
generated. In this assembly neurons three and ten fire every 12ms and neuron eight fires every 7ms. 
To illustrate t he progressive sort ing feature of the Tunnel, neurons four and six fire every 7ms and 
12ms. 
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Figure 5.29: A snapshot of the Tunnel visualization for the unsorted dat aset 
The Tunnel visualization of this unsorted dataset is illustrated in figure 5.29. Note the first 
coincident spikes (at 12ms) on spike t rains three and four , and the following non-coincident spike (at 
14ms) , solely on train four . Furthermore, in this figure, the selected spike on the reference t rain is 
highlighted in yellow. Subsequent to sorting, spike t rains four and eight are moved adjacent to the 
reference train, six, due to coincidence with the selected spike. The result of this reordering is shown 
in figure 5.30. 
Figure 5.30: A snapshot of the Tunnel visualisation depicting sorting 
When the Tunnel's progressive sorting facility is applied , the order of sorted spike trains is init ially 
preserved. However, as t his ordering is applied, any train with a spike correlated to the currently 
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selected spike overrides this order. This supports 'fine-tuning' of the spike train order within the 
Tunnel. 
AB a result of this type of successive sort, highly correlated spike trains are nearer to each other. 
This is demonstrated in figure 5.31 where spike train three, four and ten are near to train six due 
to t he existence of a spike of those trains coincident with the currently selected spike (highlighted in 
blue). Note that, the previous ordering of train four adjacent to train six persists, as it has a spike 
coincident with both the first and second selected spikes. Since train three solely has a coincident 
spike with the currently selected spike, it cannot displace train four. In contrast, note that train ten 
displaces spike train eight. 
Figure 5.31: A snapshot of the Tunnel visualisation depicting progressive sorting 
5.3.4.3 Coincidence Summary 
In addition to individual spike coincidences, the overall spike coincidence of the dataset is also of 
interest. Thus, the Coincidence Summary was developed. This representation derives a summary of 
neuron firing and colour codes this data. 
Each spike train in the dataset is divided into a number of equal time slots, n , referred to as bins. 
The size of bin is specified by the user, but is usually relative to the neural transmission delay time. 
Each spike train has an associated array made up of n elements, where each element of the array is 
associated with a time segment or bin. Each bin is inspected and if one, or more, spikes occur within 
the bin, the corresponding element in the associated array is set equal to one, otherwise zero. Note, 
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the total number of spikes in each bin is not important. It is only the presence, or absence, of a spike 
within that bin that is significant. 
When a ll of the associated arrays have been calculated, an intermediate summary array, of n 
elements, is created. It is computed from the associated arrays, such that, the i th element of this 
intermediate summary array is equal to the sum of the ith element of each associated array. 
Subsequent to computation, if an element of the intermediate summary array is less than two, there 
is no spike coincidence. Thus, these elements are set equal to zero in the final summary array. Note 
that the maximum value of an element in this final summary array is equal to the total number of spike 
trains in the da taset. This summary a rray is used to create the Coincidence Summary Visualisation. 
The dataset used to create the visualisation in figure 5.33 comprised ten spike trains each lasting 
200ms. Each of the spike trains was created by appending four 50ms trains together, such that the 
first and third segments were low in spike frequency in comparison to the second and fourth segments. 
Thus, for this 200ms dataset, the final summary array is made up of 67 elements where there are 
sixty-six 3ms bins and one 2ms bin. Due to the way in which the dataset was generated, elements 
1-17 and 35 -51 of the final summary array will be relatively low in value with respect to elements 
18-34 and 52-67. 
This data is encoded in the Coincidence Summary Visualisation using colour based on the Hue 
map shown in figure 5.32. 
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Figure 5.32: Colour coding for Coincidence Summary visualisation 
The Coincidence Summary Visualisation (CSV) for the Tunnel is illustrated in 5.33. Recall, that 
t he red labels of the trains bear no relation to coincidence, they have been added for clarity. 
Note that the majority of the visualisation viewed at this position in the Tunnel primarily displays 
t he first segment of the final summary array. Due to the relatively low values of the first segment , 
this is represented by different hues of blue. 
107 
5.3 Data Presentation Methods Chapter 5: Toolbox 
It is possible to distinguish the second segment of the final summary array, at the centre of the 
visualisation. Due to the relatively high values in this segment, it is represented by mainly red and 
yellow hues. 
Figure 5.33: A snapshot of the Coincidence Summary visualisation for a 200ms dataset 
5.3.4.4 Combining the CSV and Spikes Together 
In addition to viewing t he CSV, it is also possible to superimpose the Tunnel visualisation onto the 
CSV. An example of this is shown in figure 5.34 where the data used to generate the CSV in figure 
5.33 has been superimposed onto the corresponding Tunnel visualisation of this dataset. 
This combination of the CSV and the Tunnel visualisation increases t he complexity of the display 
but helps identify coincidence between spike trains. 
Note that in this combined visualisation, the colour used to represent a spike is defined by the 
corresponding colour in the CSV. This relates to the overall firing activity at that time in the Tunnel. 
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Figure 5.34: A snapshot of the Thnnel visualisation superimposed onto the CSV 
5.3.4.5 The 'Flat Map' Representation 
Investigators can also overview the data using the 'flat map' representation as shown in figure 5.35. 
This is similar to the raster plot (see §4.3.1.1) but it has additional functionality. It enables the 
investigator to select a subset for analysis, t hus it can be used to zoom in on "interesting" data. In 
order to zoom, the investigator highlights an area of the 'flat map'. The red boundary line indicates the 
section that wil l be accentuated. The boundary Line enables the selection to be fine-tuned. Moreover, 
it enables the user to track their location within the data set. 
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Figure 5.35: An enlarged section of the flat map denoting the ten spike trains, STl to STlO. 
From figure 5.35, all ten spike trains, STl to STlO, are distinguishable but it is difficult to draw 
any conclusions about their pair-wise correlation to each other. 
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5.3.4.6 Undo/Redo Facility 
In addition to,user interaction and navigation, the Tunnel supports an undo/redofacility. Shneiderman 
asserted that the ability to back track adaptation to the visualization was key to the refinement of 
understanding [Shn96J. Thus, the user should be able to easily return to previous states of the 
visualisation. 
To this end, the environment tracks all changes to the spike train order enabling the user to 
selectively undo/redo refinements as required. 
Chapter Summary 
This chapter presented the analysis, manipulation and presentation methods implemented. Initially, 
the data formats supported were detailed. Following this the statistical analysis methods were de-
scribed along with some post-processing manipulation methods. Finally, the various presentation 
methods were described. 
The next chapter describes three case studies undertaken to·demonstrate the effectiveness of these 
methods. 
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Empirical Testing 
Summary 
This chapter presents the empirical testing undertaken to demonstrate the usefulness of the Tool box. 
This empirical testing is presented as three case studies. The first dataset was used for training and 
thus, the assembly was.known prior to analysis. The assemblies of the second and third datasets were 
unknown to the analyst at the time of investigation. 
111 
Chapter 6: Empirical Testing 
In this chapter , three case studies are presented to demonstrate the effectiveness of combining the 
modules of the Toolbox together. 
Each of the case studies presented in this chapter involved the following three stages (see figure 
6.1): 
Stage 1 Gravity Transform analysis 
Stage 2 Correlation Grid analysis 
Stage 3 Spike Train Tunnel analysis 
Multi-dimensional 
spl<e train 
dataset 
Cluster 
Analysis 
Gravity 
Transform 
Cross 
Correlation 
Dlslance 
Graph 
2·dlmenslonal 
PCAPiot 
C<NTelaUon Grid } 
Spl<e Train 
Toonel } 
Figure 6.1: Analysis flow of the case study datasets 
Stage One 
Analysis 
Stage Two 
Analysis 
Stage Three 
Analysis 
In stage 1, the Gravity Transform analysis was used to identify any major neural groups that 
existed and any functional separation within the neural assembly. The results of this analysis were 
used to aid in separating related groups of neurons during further analysis. 
In stage 2, the Correlation Grid was initially used to confirm the results of stage 1. Secondly, the 
Grid was used to aid the specification of the functional relationships between the neurons in those 
groups. 
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In stage 3, the Spike Train Tunnel was used to confirm the results of t he stage 1 and 2 analysis. 
6 .1 Trial One 
In trial one, an assembly of 15 neurons was simulated for a period of 20000ms. The mean inter-spike 
interval (ISI) was 75ms, the standard deviation of the ISI of the dataset was 53 ms and its coefficient 
of variation was 0.7. The ISI Histogram for spike train number 6 is shown in figure 6.2(a) and its 
autocorrelation is shown in figure 6.2(b). 
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Figure 6.2: This figure depicts details regarding spike train 6 from t he trial one dataset. 
The raster plot from 200ms to 3000ms of t his dataset is shown in figure 6.3. 
Figure 6.3: R.aster plot of trial one spike trains. 
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6.1.1 Stage 1: Gravity Transform analysis 
In this first stage, the trial one dataset was analysed using the Gravity Transform. For this analysis 
the Gravity Transform was computed with a charge increment, a = 0.1 , charge decay, T = 0.05 and 
overall aggregation, b = 15. 
Recall, in the Gravity Transform each neuron is represented by a 'particle' and the behaviour of 
each particle is governed by the spike train of the corresponding neuron. In the following analysis, of 
the Gravity Transform results, the particles representing the neurons are analysed. 
6.1.1.1 Distance Graph 
The Euclidian distance graph for this computation is shown in figure 6.4. Note, all distance pairs are 
displayed. 
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Figure 6.4: Euclidian distance graph of t he Gravity Transform for the t rial one dataset, with constants 
a= 0.1, T = 0.05 and b = 15, in which all distance pairs (overlapping) are plotted. 
From the distance graph plot, it is possible to observe some separation and grouping of the distance 
pairs. Firstly note the lower two groups, labelled as Dt and D2 in figure 6.4. Dt represents t he distances 
between particles 5, 9 and 11. D2 represents the distances between particles 6, 8 and 12. 
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In addition, it is possible to distinguish a sub-group of distance pairs at the bottom of the larger 
group, labelled as D3 . This group represents all of the distance pairs for particles 3, 7, 10 and 14. 
6.1.1.2 PCA 
In addition to viewing the results of the Gravity Transform as a distance graph, P CA was applied to 
this data. PCA was used to form a projection of this multi-dimensional dataset onto a 2-dimensional 
sub-plane. The result of this analysis was plotted in MatLab and is shown in figure 6.5. 
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Figure 6.5: This plot shows the results of the gravity transform for the trial one dataset, with constants 
a= 0.1, T = 0.05 and b = 15, projected onto a 2-dimensional sub-plane using P CA. 
Firstly, note the cluster of twelve particles, labelled as C1 in figure 6.5. Although there is extensive 
overlapping, by a process of simple deduction using the legend, it is clear t hat C1 is made up of 
particles 1, 3 to 12 and 14. Also note that particle 2 is relatively close to this cluster , in contrast 
to particles 13 and 15, which are relatively distant. From this, it is possible to hypothesise that the 
neurons represented by part icles 13 and 15 have a significantly weaker functional relationship with the 
other neurons in the assembly. At t his stage, it is difficult to make any clear hypothesis about neuron 
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2, represented by particle 2. This neuron may belong to another group of inter-connected neurons via 
a weaker connection or neuron 2 may also be significantly separated from all of the inter-connected 
group(s) of neurons. Further analysis is required to dispel this ambiguity. 
In order to analyse the cluster of particles in figure 6.5, C1 has been enlarged and is shown in figure 
6.6. 
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Figure 6.6: Enlargement of the tight cluster shown in figure 6.5, showing the two separate clusters of 
particles (1, 3, 7, 10, 14) and (5, 6, 8, 9, 11, 12). 
As shown in figure 6.6, it is possible to divide the enlarged version of the cluster Ct into two smaller 
clusters. Despite overlapping of data, it is possible to observe that C2 is made up of particles 1, 3, 7, 
10 and 14. Note the separation of particle 1 from the rest of this cluster. From this separation it is 
possible to deduce that there is a stronger relationship between the neurons represented by part icles 
3, 7, 10 and 14 due to closer proximity. 
From figure 6.6, it is possible to deduce that C3 is made up of particles 5, 6, 8, 9, 11 and 12. Note 
t hat there is a stronger relationship between the neurons represented by part icles 5, 6, 8, 9, 11 and 
12. 
116 
6.1 Trial One Chapter 6: Empirical Testing 
6.1.1.3 Summary of Gravity Transform analysis 
From the Gravity Transform analysis, it is possible to make the following hypotheses. 
1. Neurons 1, 3, 7, 10 and 14 form a functional group. Within that group, there is a stronger 
relationship between the spike trains of neurons. 3, 7, 10 and 14. 
2. Neurons 4, 5, 6, 8, 9, 11 and 12 form a separate functional group. Within that group, there is a 
stronger relationship between the spike trains of neurons 5, 6, 8, 9, 11 and 12. 
3. Neurons 13 and 15 seem unrelated to any other neurons in the dataset. 
4. The functional relationship of neuron 2 is still ambiguous. It may be completely unrelated to 
any of the neurons or it may have a weak connection to a group of inter-connected neurons. 
Further analysis is required to test these hypotheses and to define the functional relationships of the 
groups of inter-connected neurons. The second stage of the analysis of trial one uses the Correlation 
Grid to achieve this. 
6.1.2 Stage 2: Correlation Grid analysis 
6.1.2.1 Creating the Correlation Grid 
The Correlation Grid for the original trial one multi-dimensional spike train dataset was generated 
with a correlation bin size of 1 ms and a correlation window of 100 bins (lOOms). This Grid was 
subsequently filtered, to show significant peaks only and reordered, based on the results of the Tool box 
cluster analysis algorithm. Thus, figure 6, 7 shows the filtered, and subsequently clustered, Correlation 
Grid. 
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Figure 6.7: The filtered and reordered Correlation Grid for trial one data. 
From figure 6.7, it is clear that significant groups of neurons are visible. 
6.1.2.2 Interpretation of the Correlation Grid 
Initial inspection of the Grid reveals that three main groups exist. In this analysis , these groups will 
be referred to as the upper, middle and lower groups. They are denoted by dashed boxes in figure 6.8 
and from an initial brief inspection it appears that the Grid reinforces the hypotheses from the stage 
1 analysis. 
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Figure 6.8: The final Correlation Grid depicting the three main groups in the trial one dataset. 
The top and middle groups are examined in further detail in §6.1.2.3 and §6.1.2.4 respectively. 
However, the lower group is very clear. As there is no indication of any significant correlation of 
either spike train with any of the other spike trains in the dataset, it is feasible to conclude that both 
neurons 13 and 15 are completely unconnected. These findings support the earlier hypothesis from 
the Gravity Transform analysis. 
6.1.2.3 The upper group of trial one 
In order to aid the interpretation of t he upper group, the top portion of the Correlation Grid has been 
enlarged and is shown in figure 6.9. 
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Figure 6.9: Enlargement of the upper group of the Correlation Grid of trial one data. 
Note, the upper group is made up of the correlation of the spike trains of each neuron pair in that 
group (1, 3, 7, 10 and 14) . Recall that the density of colour in a cell of the Correlation Grid increases 
as the strength of the correlation between the spike trains of the two neurons increases. Thus, there 
is a stronger correlation between spike trains 1 and all of the other spike trains in the upper group. 
In addition, the spike trains of neurons 3, 7, 10 and 14 all exhibit a similar level of correlation to one 
another. Thus, it is likely t hat neuron 1 is connected to all of the other neurons in this group: 3, 7, 
10 a nd 14. Moreover, it is likely that the correlation between neurons 3, 7, 10 and 14 is due to the 
fact that they have a common input. 
This hypothesis is confirmed by inspecting the cross-correlograms of the pike trains pairs (1 3) 
and (3, 7), shown in figures 6.10 and 6.11 respectively. 
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Figure 6.10: The cross-correlogram of spike trains 1 and 3 of trial one. 
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Figure 6.10 depicts the cross-correlation between the spike t rains for neurons 1 and 3. Note that in 
the histogram a clear peak can be observed. This peak has a positive delay, which denotes that neuron 
3 tends to generate a spike after a spike on neuron 1. Thus, there is likely an excitatory connection 
from neuron 1 to neuron 3. 
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Figure 6.11: The cross-correlogram of spike t rains 3 and 7 of trial one. 
Figure 6.11 depicts t he cross-correlation of the spike trains for neurons 3 and 7. As anticipated, 
there is synchronous spiking activity between these two neurons. This synchronicity of spiking is 
denoted by a peak around zero in the output of the cross-correlation function. This behaviour is due 
to the fact t hat both are stimulated by neuron 1. 
All of these observations support the hypothesis that the upper group sub-assembly is a common 
source circuit . This proposed circuit is shown in figure 6.12. 
Figure 6.12: The neuronal assembly of the upper group of t rial one. 
6.1.2.4 The middle group of t r ial one 
As with the upper group, to aid analysis of the middle group, the centre port ion of the Correlation 
Grid is enlarged and shown in figure 6.13. 
From this figure, three main sub-groups are apparent. These groups are noted in the figure as: the 
121 
6.1 Trial One Chapter 6: Empirical Testing 
2-group consisting of the spike trains of neurons 2 and 4; the 4-group consisting of the spike t rains 
of neurons 4, 6, 8 and 12; and the 6-group consisting of t he spike trains of neurons 6, 8, 12, 5, 9 and 
11. Note, the 2-group and 4-group overlap, as do the 4-group and 6-group. This overlapping indicates 
that there are inter-connections between these groups and the neuron represented by the overlapping 
cell with the highest correlation, in principle, could provide these couplings. 
2-group 
4-group 
6-group 
Figure 6.13: Enlargement of the middle group of the Correlation Grid of trial one data. 
The 2-group is relatively straightforward. It clearly depicts the relationship of neurons 2 and 4 as 
their spike trains are highly correlated and only to one anot her. By inspecting the cross-correlogram 
for this pair, it is possible to observe a peak with a positive time delay. Thus, neuron 2 connects to 
neuron 4. The 4-group has a similar structure to the upper group depicted in figure 6.9 and indeed 
many other trials. Thus, it is possible to directly infer tha t neuron 4 is a common input to neurons 6, 
8 and 12. 
The 6-group requires further analysis. Thus, it is enlarged and shown again in figure 6.14. In 
this figure, the density of the remaining key cells of the Correlation Grid, representing the level of 
correlation between the spike trains of the underlying neurons, have been ev-aluated and grouped. 
T hus, a "very high correlation is represented between the spike trains of neuron 6 and neurons 5, 
9 and 11. High correla tion exists between these spike trains: 5, 9 and 11. Finally, there is a lower 
correlation between t he spike trains of neurons 8 and 12 with neurons 5, 9 and 11. 
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Figure 6.14: Enlargement of the middle group of the Correlation Grid of trial one data with further 
classification. 
If the spike train correlations of neuron 6 solely with neurons 5, 9 and 11 are considered, a familiar 
hierarchical pattern is observed. Thus, neuron 6 connects to 5, 9 and 11. However, there is still some 
ambiguity regarding the connections of neurons 5, 9 and 11 with neurons 8 and 12. 
Experience of this type of analysis has shown that it is probable that these lower correlations are 
a result of the shared common root neuron, neuron 4. Thus, it is likely that this neuron provides 
a common input to neurons 8 and 12 and also to neurons 5, 9 and 11 via neuron 6. To verify this 
assertion, the cross-correlogram of neurons and 11, shown in figure 6.15, is examined. In this figure 
it is possible to observe a significant peak, with a positive time delay. Also note that this peak is 
lower tha n the direct connection correlations shown in this Grid. This peak indicates that neuron 11 
tends to spike after neuron 8. The correlation is due to both neurons 8 and 11 being stimulated by 
neuron 4. Moreover the delay is due to the fact that neuron 11 receives its stimulus via neuron 6. 
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Figure 6.15: The cross-correlogram of spike trains 8 and 11 of trial one. 
6.1.2.5 Summary of the Correlation Grid observations 
From the second stage of analysis, it is now possible to propose a coupling structure for the functional 
relationships within this assembly of neurons. This is depicted in figure 6.16 
@@ 
Figure 6.16: The proposed neuronal assembly for trial one. 
Note that this coupling structure reinforces the functional relationships extracted during the Grav-
ity Transform analysis. In addition, the solitary nature of neurons 13 and 15 are confirmed. Moreover, 
the ambiguity regarding t he association of neuron 2 has been resolved. 
After completion of stage 2 analysis, the Spike Train Tunnel is used to examine the finer details 
of the temporal relationships between t he spike trains in this dataset. 
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6.1.3 Stage 3: Spike Train Thnnel analysis 
To provide confirmation of the neuronal assembly proposed in figure 6.16, the dataset was further 
analysed using the Spike Train Thnnel. As with the Correlation Grid, reordering the spike trains in 
the Thnnel display generally results in a more useful display. Thus, t he Spike Train Thnnel for the 
original trial one multi-dimensional spike train dataset is generated and subsequently sorted using the 
Toolbox cluster algorithm. This is shown in figure 6.17. 
Figure 6.17: A snapshot of the Thnnel representation depicting the 15 spike trains of trial one, in 
which the order of the trains is defined by the Toolbox clustering algorithm 
6.1.3.1 Unconnected neurons 
With the clustered order of the spike trains in the Thnnel representation, see figure 6.17, it is clear 
that spike trains 13 and 15 have no correlation with any of the other trains in this dataset. This is 
notable from the lack of temporal relationships shown for these spike trains in figure 6.17, as opposed 
to the other groups. 
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The analysis of the Thnnel is separated into two parts, the analysis of the smaller and larger 
inter-connected groups of neurons in t he neural assembly shown in figure 6.16. 
6 .1.3.2 The smaller inter-connected group of trial one 
For clarity the architecture of the smaller group from the stage 2 analysis is shown in 6.1 
Figure 6.18: The proposed neuronal assembly of the smaller group of trial one. 
Figure 6.19 shows the original snapshot of the Thnnel representation in which spike trains 3, 7, 10 
and 14 a re highlighted. Note the first spike on t rain 3, which is coincident with spikes on the other 
three trains. Note that, the occurrence of synchronous spikes on trains 3, 7, 10, 14, was observed 
in other parts of the tunnel. AB these neurons tend to spike coincidently, it is reasonable to suggest 
that these neurons are all receiving a similar input. Note that it is also possible to see that this 
synchronous firing is commonly preceded by the occurrence of a spike on train 1 as shown in figure 
6.19. This reaffirms the proposed architecture for the smaller group of inter-connected neurons in trial 
one. 
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Figure 6.19: A snapshot of the Tunnel representation depicting the 15 spike trains of trial one, in 
which the order of the trains is defined by the Toolbox clustering algorithm and spike trains 3, 7, 10 
and 14 are highlighted 
6.1.3.3 The larger group of trial one 
For clarity, the proposed architecture of the larger group of inter-connected neurons, identified in the 
stage 2 analysis is shown in 6.20. 
Figure 6.20: The proposed neuronal assembly of the larger group of trial one. 
Figure 6.21 shows the original snapshot of the Tunnel representation in which spike trains 6, 8 
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and 12 are highlighted, it is possible to observe synchronous firing on these spike trains. Firstly, 
observe the initial spike of train 6, which is synchronous with spikes on trains 8 and 12. Likewise, this 
synchronicity can be observed again for the 4tl•, 7th , gth and 11th spike on train 6. Closer examination 
also shows that this synchronous firing is commonly preceded by the occurrence of a spike on train 4. 
Thus, it is likely that neuron 4 is common input to neurons 6, 8 and 12. 
Figure 6.21: A snapshot of the Thnnel representation depicting the 15 spike trains of trial one, in 
which the order of the trains is defined by the Toolbox clustering algorithm and spike trains 6, 8 and 
12 are highlighted 
Figure 6.22 shows the original snapshot of the Thnnel in which spike trains 5, 9 and 11 are 
highlighted and it is very clear that a relationship exists between these trains. 
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Figure 6.22: A snapshot of the Thnnel representation depicting the 15 spike trains of trial one, in 
which the order of the trains is defined by the Toolbox clustering algorithm and spike trains 5, 9 and 
11 are highlighted 
From figure 6.23, it is possible to note that the synchronous spiking in trains 5, 9 and 11 is preceded 
by a spike in train 6. As it is already known that neuron 4 is a common input to neurons 6, 8 and 12, 
it is deduced that this is a three level hierarchy of neurons. 
Inspection of train 2 using figure 6.23 and additional snapshots of the Tunnel also revealed that a 
relationship exists between trains 2 and 4. Therefore, it is possible that neuron 2 connects to neuron 
4, which subsequently connects to neurons 6, 8 and 12. 
The final snapshot of this analysis is shown in figure 6.23 where the original snapshot is shown 
with spike trains 2, 4, 5, 6, 8, 9, 11 and 12 highlighted. 
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Figure 6.23: A snapshot of the Thnnel representation depicting the 15 spike trains of trial two, in 
which the order of the trains is defined by the Toolbox clustering algorithm and spike trains 2, 4, 6, 
8, 12, 5, 9 and 11 are highlighted 
These observations help to reinforce the assembly proposed from the Correlation Grid analysis for 
this larger group of neurons. 
6.1.3.4 Summary of the Spike Train Tunnel analysis 
The results of the Spike Train Tunnel analysis permit the proposed coupling shown in figure 6.16, 
to be confirmed with greater reliability. The Thnnel facilitates the finer details of the relationship 
of synchronous and related spikes to be extracted. This finer detail permits the 'direction' of the 
functional relationships between the neurons to be confirmed. Moreover, the absence of a functional 
relationship between the two groups and neurons 13 and 15 is apparent. 
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6.1.4 Summary of the analysis of Trial One 
The initial Gravity Transform analysis identified two functional groups, (1, 3, 7, 10 and 14) and (4, 
5, 6, 8, 9, 11, and 12), two likely unrelated neurons, 13 and 15, and an ambiguous neuron, 2. 
The existence of two functional groups was confirmed using the Correla tion Grid. In addition, the 
ambiguity of neuron 2 was resolved ; it was weakly related to the larger group. Moreover, the solitary 
nature of neurons 13 and 15 was reinforced. Thus the two groups, (1, 3, 7, 10 and 14) and (2, 4, 5, 6, 
8, 9, 11, and 12) and two solitary neurons, 13 and 15 were confirmed. 
In addition, a structure for the connections of the underlying neurons was proposed . This structure 
was fur ther confirmed by analysing the dataset in the Spike Train Tunnel. 
The results of this three stage analysis permitted the original assembly of neurons to be recon-
structed . It should be noted that this was one of the earlier trials in this project and as such the 
original dataset was created and generated by the investigator. Thus the relationship between the 
neurons was known' . However, the assembly was not referenced during the analysis; it was solely 
used at the end to confirm if the correct structure had been regenerated. 
6.2 Trial Two 
For this trial , an assembly of 10 neurons was simulated for a period of 300,000ms. Note, the structure 
and connections of the neurons in this assembly were unknown to the analysts prior to the investigation. 
The raster plot for the first 3000ms of this dataset is shown in figure 6.24. 
Figure 6.24: Raster plot of trial two spike trains. 
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6.2.1 Stage 1: Gravity Transform analysis 
The Gravity Transform algorithm was used to analyse the undertaken on the dataset of trial two. It 
was computed with a charge increment, a= 0.2, charge decay, T = 0.05, and system aggregation, b = 
10. 
Recall , in the Gravity Transform each neuron is represented by a ' particle and the behaviour of 
each particle is governed by the corresponding neurons spike train. In the following analysis, of the 
Gravity Transform results, the part icles representing the neurons are analysed. 
6 .2.1.1 Distance Graph 
The Euclidian distance graph for this computation is shown in figure 6.25, note that all distance pairs 
are shown. 
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Figure 6.25: Euclidian distance graph of the gravity transform for dataset of case study two, with 
constants a = 0.2, T = 0.05 and b = 10, note all distance pairs are plotted. 
From t he distance graph, it is possible to observe some separation and grouping of distance pairs. 
The most striking feature of this distance graph is the highly separated group D1 as shown in figure 
6.25. This group consists of the distances between particles: 1 with 3, 5, 7 and 9; 3 with 5, 7 and 9; 
5 with 7 and 9; and 7 with 9. In addition, a second group of separated distance pairs is notable, D2 
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in figure 6.25, consisting of the distances between particles: 1 with 4, 8 and 10; 3 with 4, 8 and 10; 4 
with 5, 7 and 9; 5 with 8; 7 with 8 and 10; 8 with 9; and 9 with 10. 
From this highly distinct separation of distance pairs, it is possible to hypothesis that the spike train 
dataset was generated from a neuronal assembly with some internal functional separation. Moreover, 
it is likely that neurons 5, 7, 8 and 9 form a functional group, due to the particles representing these 
neurons being attached in a similar manner. In addition, it is possible to suggest that neurons 1, 3, 
4, and 10 form a second functional group. 
6.2.1.2 PCA 
In addition to viewing the results of the Gravity Transform as a distance graph, PCA was applied to 
this data. PCA was used to form a projection of this multi-dimensional dataset onto a 2-dimeusional 
sub-plane. The result of this analysis was plotted in MatLab and is shown in figure 6.26. 
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Figure 6.26: This plot shows the result of the gravity transform for trial two dataset, with constants 
a = 0.2, T = 0.05 and b = 10, projected onto a 2-dimensional sub-plane using PCA. 
First note the cluster of particles, indicated as Ct in figure 6.26. Although there is considerable 
overlapping, by a process of elimination using the legend, it is possible to deduce that this cluster 
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consists of the particles 1, 3, 4, 5, 7, 8, 9 and 10. Also note the separation of particles 2 and 6 from the 
cluster (CI). It is possible to hypothesis from this separation t hat the neurons represented by particles 
2 and 6 exhibit a different spiking behaviour to the remainder of the group. Thus, it is possible that 
these neurons form a separate functional group, as they are approximately equidistant from the main 
cluster. However , they have a strong tendency to cluster with the group, thus it is also possible they 
are related to part, or all, of the main cluster. 
Closer examination of the cluster C1 in figure 6.26, enlarged in figure 6.27 for clarity, reveals two 
separate groups, labelled as C2 and C3. It is clear that C3 consists of particles 4, 8 and 10. Also, 
despite overlapping of data, it is possible to observe that C2 is made up of particles 1, 3, 5, 7 and 9. 
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Figure 6.27: Enlargement of tight cluster shown in figure 6.26. 
As with the separation of distance pairs in the graph shown in figure 6.25, the separation of particles 
tends to suggest the presence of more than one functional group of neurons, in the underlying assembly. 
However, the constituent members of the groups differ in the PCA representation and t he distance 
graph representat ion. From the enlarged PCA plot, figure 6.27, particles 1, 3, 5, 7 and 9 and 4, 8 and 
10 form groups. From the overall P CA plot, figure 6.26, particles 2 and 6 seem to related, but t he 
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manner is unclear. 
6.2.1.3 Summary of Gravity Transform analysis 
From this first stage of analysis, it is clear that the underlying neuronal structure consists of at least 
two functional groups. In addition, the behaviour of particles 2 and 6 is significantly different from 
the remainder of the group, However, the exact structure of these groups is unclear, as there is an 
ambiguity between the results gleaned from the distance graph and the PCA plot. 
Combining the results of this analysis the following hypotheses can be offered. 
1. Neurons 5, 7 and 9 show a strong functional relationship. 
2. Neurons 1 and 3 show a strong functional relationship. 
3, Neurons 4 and 10 show a strong functional relationship. 
4. It is possible that neurons (1 and 3) and (4 and 10) are related. 
5. The relationship of neurons 2, 6 and 8 is unclear. 
Further analysis is required tu test these hypotheses and to define the connections of the groups 
of inter-connected neurons. The second stage of the analysL~ of trial two uses the Correlation Grid t.o 
achieve this. 
6.2.2 Stage 2: Correlation Grid analysis 
6.2.2.1 The Correlation Grid for trial two 
The Correlation Grid for the original trial two multi-dimensional spike train dataset was generated 
with a correlation bin size of lms and a correlation window of lOO bins (lOOms). The Grid was 
subsequently filtered and clustered; the resultant Correlation Grid L~ shown in figure·6.28. 
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Figure 6.28: The final Correlation Grid depicting the two main groups of the trial two dataset. 
Initial inspection of the Grid reveals that two main groups exist. These are referred to as the upper 
and lower groups, as indicated in figure 6.28. T he upper group consists of the spike trains of neurons 
1, 3, 4 and 10, which were identified as having a function relationship during the Gravity Transform 
analysis. The lower group consists of the spike trains of neurons 2, 5, 6, 7, 8 and 9. A functional 
relationship for part of the lower group (neurons 5, 7 and 9) was discovered during stage 1 of this 
analysis. These groups are examined in detail in §6.2.2.2 and §6.2.2.3. 
In addition there appears to be a link between the upper and lower groups. Note the correlations 
between spike t rains 2 and 10 and spike trains 6 and 10, indicated by the spade symbols (• ) in figure 
6.28. 
Closer inspection of the cross--correlograms, fo r each of these pairs, shows a peak that is barely 
higher than the upper bound of the confidence interval. See figure 6.29 for the cross--correlogram 
of spike trains 6 and 10. Recall, values which fall inside the confidence interval arc not statically 
signification, and thus they indicate that no synchrony exists between the spike trains represented. In 
addition, peaks that fall barely outside the confidence interval can be considered a random occurrence 
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and thus not indicating synchrony of spiking. For this reason, these correlations can be discounted. 
T hus, it is possible to conclude that two independent groups exist. 
Bins (1 ms) 
95% 
Significance 
Interval 
Figure 6.29: The cross-correlogram of spike trains 6 and 10 of trial two. Note that there are no truly 
signification peaks in this cross-correlogram. 
6.2.2.2 T h e upper group of trial two 
In order to interpret the upper group of trial two, the top portion of the Correlation Grid has been 
enlarged and is shown in figure 6.30. 
Figure 6.30: Enlargement of the upper group of the Correlation Grid of trial two data. 
Note, the upper group consists of the spike trains of neurons 1, 4, 10 and 3, as ordered in the grid . 
Further, there are stronger correlations between the spike trains of neurons 1, 4 and 10. In addition, 
spike train 3 correlates, although more weakly, with spike tra ins 1, 4 and 10. 
Closer inspection of the cross-correlograms for this group reveals t hat spikes tend to occur on trains 
3, 4 and 10 after a spike on train 1. In addit ion, neurons 3, 4, and 10 tend to spike synchronously. 
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Thus it is possible to deduce that neuron 1 is a common input source to neurons 3, 4 and 10, as shown 
in figure 6.31. 
Figure 6.31: The neuronal assembly of the upper group of trial two. 
In addition, it is possible to observe that the strength of the connection between neurons 1 and 3, 
see figure 6.32(a) for the cross-corrclogram, is weaker than that of the connection between the neuron 
pair (1, 10) , see figure 6.32(b). Note that the cross-correlogram for spike trains (1, 4) is similar to 
that of the cross-correlogram of neuron pair (1 , 10). 
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(a) The cross-correlogram of spike t rains l and 3 of {b) The cross-correlogram of spi ke trains 1 and 10 of 
Lrial Lwo. trial two. 
Figure 6.32: Comparison of cross-correlogram from the upper group of the Correlation Grid for trial 
two 
6.2.2.3 The lower group of trial two 
As with the upper group, to aid interpretation of the lower portion of the Correlation Grid it has been 
enlarged and is shown in figure 6.33. 
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Figure 6.33: Enlargement of the lower group of t he Correlation Grid of trial two data. 
From this figure, two overlapping groups are apparent. The top group, of this portion of the grid, 
consists of the spike trains of neurons 2, 6, 5 and 8; and the bottom group consists of the spike trains 
for neurons 5, 8, 7 and 9. Recall, from the analysis of t he first trial (§6.1.2.4), that overlapping groups 
tend to indicate connected hierarchies. 
The interpretation of the bottom group is relatively straightforward, the pattern is similar to that 
of the upper group of this trial (§6.2.2.2). The bottom group represents a common input circuit, 
with neuron 5 providing common input to neurons 7, 8 and 9. This hypothesis can be confirmed 
by inspecting the individual cross-correlogram for this portion of the grid. Note that the cross-
correlograms for each of the spike train pairs (5, 7) , (5, 8) and (5, 9) exhibit a significant peak with 
positive delay. Moreover, the cross-correlograms between spike trains 7, 8 and 9 exhibit a significant 
peak with zero delay, indicating that the neurons tend to spike coincidently. 
The top group depicts neuron 2 connecting to both neurons 5 and 6. In addition, a connection 
exists from neuron 2 to neuron 8. It is likely that this is attributable to the connection from neuron 2 
to neuron 8 via neuron 5. By examining the details of the cross-correlogram between spike trains 2 
and 8, this hypothesis was verified. The cross-correlogram displays a significant peak with a positive 
delay approximately twice that of the peak in the cross-correlogram for spike trains 2 and 5. The link 
between the top and bottom groups, for this portion of the Grid, is clearly via neuron 5. 
In addition to these relationships, the Grid shows a second link between the two groups, from 
139 
6.2 Trial Two Chapter 6: Empirical Testing 
neuron 6 to neuron 9, indicated in figure 6.33 by a club symbol (4 ). 
Therefore it is possible to propose the assembly shown in figure 6.34 was t he functional structure 
of the lower group shown in the Correlation Grid. 
Figure 6.34: Proposed assembly for the lower group of the Correlation Grid of trial two data. 
6.2.2.4 Summary of the Correlation Grid observations 
From this second stage of analysis of the dataset for trial two, it is possible to propose the neuronal 
assembly depicted in figure 6.35. 
Figure 6.35: The proposed neuronal assembly of tria l two. 
The proposed structure supports the first four hypotheses generated during the first stage of 
analysis. The functional relationship of neurons 5, 7 and 9 is clear. In addit ion, the feasible relationship 
between neurons 1, 3, 4 and 10 is shown. Moreover, t he ambiguity surrounding neurons 2, 6 and 8 is 
resolved. 
After completion of the second stage analysis , the Spike Train Thnnel is used to examine the finer 
details of the temporal relationships between the spike t rains. 
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6.2.3 Stage 3: Spike Train 'funnel analysis 
To provide confirmation of the neuronal assembly proposed in figure 6.35, the dataset for trial two 
was further analysed using the Spike Train Tunnel. As previously, the spike trains in the Tunnel 
representation have been reordered according to the results of the cluster analysis of this dataset. 
The Tunnel analysis was broken into three sections, based on the functional relationships found 
during the previous analysis stages. These groups are: 
• the sub-group of neurons 1, 3, 4 and 10 
• the sub-group of neurons 5, 7, 8 and 9 
• the sub-group of neurons 2, 5, 6 and 9 
6.2.3.1 The sub-group of neurons 1, 3, 4, and 10 
To aid clarity, the proposed architecture of this common input structure, from the stage two analysis, 
is reproduced in figure 6.36. 
F igure 6.36: The neuronal assembly proposed for neurons 1, 3, 4 and 10 of trial two. 
Figure 6.37 shows a snapshot of the Spike Train Tunnel generated for this dataset. Note that 
trains 1, 3, 4 and 10 are highlighted for clarity. 
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Figure 6.37: A snapshot of the Spike Train Tunnel for trial two, with spike trains 1, 3, 4 and 10 
highlighted . 
Note the first two spikes on spike t rain 1. These spikes are followed (with differing delays) by spikes 
on spike trains 3, 4 and 10. Moreover, this arrangement is prevalent throughout the whole Tunnels 
length. 
It appears, that to generate a spike on spike trains 4 and 10 requires an accumulation of charge 
greater than that of a single spike from neuron 1. In contrast it is common for neuron 3 to spike after 
each spike from neuron 1. 
Also note the first spike visible on spike t rain 3. This spike is ignored during t he previous analysis as 
it does not form a sequence. Recall that neurons are modelled as point Poisson processes. Therefore, a 
neuron will randomly generate spikes according to a Poisson distribution. Thus, the first visible spike 
on spike train 3 can be considered as a randomly generated spike and not part of a spiking sequence. 
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6.2.3.2 The sub-group of neurons 5, 7, 8 and 9 
For clarity the proposed architecture for this group of inter-connected neurons, identified in the stage 
two analysis, is shown in figure 6.38. Figure 6.39 shows a snapshot of the Tunnel for the trial two 
dataset, with the spike trains 5, 7, 8 and 9 highlighted. 
Figure 6.38: The neuronal assembly proposed for neurons 5, 7, 8 and 9 of trial two. 
With this common input structure it would be normal to observe a set of near synchronous spikes 
on spike trains 7, 8 and 9, preceded by a spike on spike train 5. Note this pattern is apparent in figure 
6.39, starting with the first spike on spike train 5. 
Figure 6.39: A snapshot of the Spike Train Tunnel for trial two, with spike trains 5, 7, 8 and 9 
highlighted. 
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6.2.3.3 The sub-group of new-ons 2 , 5, 6 and 9 
For clarity the proposed architecture for this group of inter-connected neurons, identified in the stage 
two analysis, is shown in figure 6.40. Figure 6.41 shows a snapshot of the Tunnel with the spike trains 
2, 5, 6 and 9 highlighted. 
Figure 6.40: The neuronal assembly proposed for neurons 2, 5, 6 and 9 of trial two. 
With tltis structure of neurons, a near synchronous spike on both spike trains 5 and 6, following a 
spike on spike train 2 is likely to be observed. Moreover, this sequence of spikes is likely to generate 
a spike on spike train 9, with some delay. 
Figure 6.41: A snapshot of the Spike Train Tunnel for trial two, with spike trains 2, 5, 6 and 9 
highlighted. 
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Note the first spike on spike train 2, which is followed by a spike on both spike trains 5 and 6; 
these spikes are subsequently followed by a spike on spike train 9. Also note, the lower spiking rate of 
both spike trains 2 and 6, which is obvious throughout the Tunnel. 
Recall the slower aggregation of the particles representing neurons 2 and 6 during the Gravity 
Transform analysis; these two particles did not form part of the main cluster. This lower spiking rate 
may account for the slower aggregation. 
6.2.3.4 Summary of the Spike Train Thnnel analysis 
The results of the third stage analysis of the trial two dataset, in the Spike Train Thnnel, reinforces 
the neuronal coupling structure proposed in figure 6.35. Moreover, additional features have been 
discovered. The lower firing rates of neurons 2 and 6 are evident in the Tunnel representation of this 
datasct, this feature helps to explain the slower aggregation, of the related particles, shown in the 
Gravity Transform. 
6.2.4 Summary of the analysis of Trial Two 
From the Gravity Transform analysis of this dataset, it was possible to suggest that the underlying 
neuronal structure consisted of two (or more) separate functional groups. In addition, it was possible 
to hypothesise that neurons 5, 7 and 9 formed part of one functional group and that neurons 1, 3, 4 
and 10 formed part of a second. However, the relationship of these neurons was unclear. Likewise, 
the relationship of neurons 2, 6 and 8 was ambiguous. 
The Correlation Grid analysis confirmed the existence of two separate functional groups, consisting 
of neurons 1, 3, 4 and 10 and neurons 2, 5, 6, 7, 8 and 9. This reinforced the observations from the 
Gravity Transform and clarified the relationship of neurons 2, 6 and 8. 
Moreover, it was possible to propose a connection architecture for the neurons in these functional 
groups. Further analysis, in the Spike Train 1\mncl, confirmed this structure. In addition, the Tunnel 
highlighted additional information regarding the firing properties of neurons 2 and 6 which clarifies 
their clustering pattern in the Gravity Transform. 
This process of analysis permitted a functional coupling structure to be proposed for the neurons 
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underlying the spike train dataset in this trial. In addition, details regarding the delays and firing 
rates of the neurons were also deduced. 
Note, the architecture of connections of the neurons in this assembly was unknown to the analyst 
prior to the investigation. FUrthermore, the results of the analysis yielded an entirely accurate neural 
architecture. 
6.3 Trial T hree 
For this trial, an assembly of 10 neurons were simula ted for a period of lOOOOOms. Note, the ar-
chitecture of connections of the neurons in this assembly was unknown to the analyst prior to the 
investigation. 
The raster plot for the first 3000ms of this dataset is shown in figure 6.42. 
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Figure 6.42: Raster plot of trial two spike trains. 
6.3.1 Stage 1: Gravity Transform analysis 
In this first stage of the analysis of the Gravity Transform of the t rial three dataset was computed 
using a charge increment, a = 0.2, charge decay, T = 0.05 and overall aggregation, b = 25. 
Recall, in the Gravity Transform, each neuron is represented by a 'part icle ' and the behaviour of 
each particle is governed by the corresponding neuron 's spike t rain. In the following analysis , of the 
Gravity Transform results the pa rticles representing the neurons are analysed . 
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6.3.1.1 Distance Graph 
The Euclidian distance graph for this computation is shown in figure 6.43. Note, all distance pairs 
are shown. 
0 89055 
t ime (ms) 
Figure 6.43: Euclidian distance graph of the Gravity Transform for the trial three dataset, with 
constants a = 0.2, T = 0.05 and b = 25, note all distance pairs are plotted. 
From the distance graph shown in figure 6.43 it is possible to see a separation of distance pairs. 
The three groups of most closely related distance pairs have been labelled on the graph. Dt represents 
distance pairs for particle 1 with 3, 5, 7 and 9; 2 with 3; 3 with 5, 7 and 9; 5 with 7 and 9; and 7 
with 9. Group D2 represents the distance pairs of particle 1 with 2; and 2 with 5, 7 and 9. Finaliy, 
D3 represents the distance pairs of particle 1 with 4 and 6; 3 with 4 and 6; 4 with 5, 7, and 9; 5 with 
6; and 6 with 7 and 9. 
From these initial observations, no discernible groups are evident. It appears that all particles are 
attracted to each other with similar bias. This effect would tend to suggest that the spike trains of 
the neurons represented by the particles are highly correlated. In turn, the neuronal assembly has a 
high level of interconnection. 
6.3.1.2 PCA 
In addition to viewing the results of the Gravity Transform as a distance graph, PCA was applied 
to this dataset to a id the investigation. A 2-dimensional PCA projection of the Gravity Transform 
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analysis of t his dataset is shown in figure 6.44. 
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Figure 6.44: Plot of the result of the Gravity Transform for dataset of t ria l t hree, with constants a = 
0.2, T = 0.05 and b = 25, projected onto a 2-dirnensional sub-pla ne using P CA. 
From the PCA plot t he follow is evident: eight of the ten particles form a cluster , marked as C1 in 
t he figure; particles 8 and 10 a re approximately equidistance from t he main cluster. Enlargement of 
t he cluster yields no addition hint to the underlying neuronal grouping represented by the part icles. 
However, it would appear that both particles 8 and 10 have a lower tendency to cluster with the 
other particles. It is therefore reasonable to hypothesise that t he spike trains for these particles are 
less strongly correlated with the other spike t ra ins in t he dataset. Thus, it is likely that the underlying 
neurons represented by particles 8 and 10 are less comprehensibly connected with the other neurons. 
6.3.1.3 Summary of Gravity Transform analysis 
From the results this first stage of analysis of t he trial three dataset, it is possible to hypothesise 
that the spike train dataset was generated from an assembly of neurons with a high level of inter-
connection. However, it is not possible to draw any conclusions about the internal structure; apart 
from the fact t hat it would appear that t he spike trains of neurons 8 and 10 are less highly correlated 
with the others in the dataset. 
Further detailed analysis is required to extract any informat ion regarding the functional relation-
148 
6.3 Trial Three Chapter 6: Empirical Testing 
ship within t his dataset. To achieve this, the tria l three dataset was further analysed using the 
Correlation Grid. 
6.3.2 Stage 2: Correlation Grid analysis 
6.3.2.1 Creating the Correlation Grid for trial three 
The Correlation Grid for the original trial t hree multi-dimensional spike train dataset was generated , 
with correlation bin size of lms and a correlation window of 100 bins (lOOms). Subsequently, the Grid 
was filtered and clustered. The resultant Correlation Grid is shown in figure 6.45. 
Initia l inspection of the Grid reveals t hat there is considerable interconnection within this data 
set; this is consistent with the findings of the first stage of analysis, using the Gravity Transform. 
However, it is possible to partition this Grid into three groups: t he upper, middle and lower groups 
as depicted in figure 6.45. The upper and lower groups of this case study a re discussed in detail in 
§6.3.2.2 and §6.3.2.3 respectively. 
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Figure 6.45: The final Correlation Grid depicting the three main groups of the tria l three dataset. 
The most dominant feature of the Correlation Grid, shown in figure 6.45, is t he strong correlation 
between spike trains 8 and 10, the middle group as indicated in the diagram. Generally, this feature 
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infers a direct connection between the underlying neurons. Examination of the cross-correlogram 
for this pair confirms the assertion that there is a connection from neuron 10 to neuron 8 as the 
cross-correlogram exhibits a significant peak with positive delay, indicating a time delayed spike prop-
agation from neuron 10 to neuron 8. Recall , from the Gravity Transform analysis, that the particles 
representing neurons 8 and 10 were separated from the cluster of particles. 
Another dominant feature of this Correlation Grid is that all three groups are somehow linked to 
neuron 10. This is indicated by the shading in all of the cells labelled wit h a diamond ( 0). This 
indicates that neuron 10 is likely to be the root of the assembly. 
6 .3.2.2 The upper gt·oup of trial three 
In order to interpret the upper group of trial three, the top portion of the Correlation Grid is enlarged 
and shown in figure 6.46. 
Figure 6.46: Enlargement of the upper group of the Correlation Grid of trial three data. 
The upper group consists of neurons 1, 4, 6, and 5. Note that, there is a stronger correlation 
between spike trains 1 and 4; 4 and 6; 6 and 5 in comparison to the remainder. Therefore, it is likely 
that t hese neuron pairs are connected. Examination of their respective cross-correlograms confirms 
this hypothesis. 
The correlation between spike t rains 1 and 6 is significant but the reason for this correlation is 
unclear. The cross-correlogram for this pair is shown in figure 6.47. Note, in this cross-correlogram 
the main correlation peak occurs around 15rns, this is approximately twice that of the correlation 
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delays observed in cross-correlograms of spike trains (1, 4), (4, 6) and (5, 6). Thus, there is a time 
delay in the spike propagation from neuron 1 to neuron 6. There is also a second (less significant) 
peak with a slightly larger time delay. 
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Figure 6.47: The cross-correlogram of spike trains 1 and 6 of trial three. 
The increased time delay indicates that the corresponding neurons are connected via an interm& 
diate neuron. The presence of two peaks in the cross-correlogram suggests that two different paths 
exist between neurons 1 and 6. 
Figure 6.48 shows the cross-correlgoram of spike trains 4 and 5 of t rial three. The strength of 
correlation between neurons 4 and 5 also indicates a significant relationship. Upon closer inspection, 
the cross-correlogram of spike t rains 4 and 5 shows a correlation peak close to zero. This indicates 
that the neurons spike synchronously. Thus, suggesting that the two neurons are receiving correlated 
input. 
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Figure 6.48: The cross-correlogram of spike trains 4 and 5 of trial three. 
From these observations, it is possible to deduce the connection scheme shown in figure 6.49. T ltis 
architecture shows that neuron 1 is a common source to neurons 4 and 5 and that they both have 
connections to neuron 6. 
Figure 6.49: The neuronal assembly of the upper group of trial three. 
6.3.2.3 The lower group of trial three 
In order to interpret the lower group, the lower portion of the Correlation Grid is enlarged and shown 
in figure 6.50. 
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Figure 6.50: Enlargement of the lower group of the Correlation Grid of trial three data. 
From this figure, it is apparent that spike train 2 correlates strongly with both spike trains 7 and 
9. Likewise, spike train 9 correlates with spike train 3. In addition, spike train 2 correlates, less 
strongly, with spike train 3. It is possible to hypothesise from these observations that a connection 
exists between neuron 9 and both neurons 2 and 3. Similarly, that there is a connection between 
neuron 7 and 3. Inspection of the cross-correlograms for these pairs confirms this hypothesis. 
It is also possible to specify the direction of these connections, as shown in figure 6.51. This 
structure also explains the weaker correlation between spike trains 2 and 3, as these neurons both 
receive input from neuron 9. 
Figure 6.51: The neuronal assembly of the lower group of trial three. 
6.3.2.4 Interconnection of upper and lower groups in trial three 
As hypothesised previously, neuron 10 links both the upper and lower groups. By investigat ing the 
cross-correlograms of spike train 10 with each of the upper and the lower groups, it is possible to 
deduce that neuron 10 connects to both neurons 9 and 1. 
From the grid shown in figure 6.45, it is also possible to observe another link, between the upper 
and lower groups. This correlation is between spike trains 3 and 6 and is indicated by the heart symbol 
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(<::?). 
Note that the cross-correlogram of neurons 3 and 6 showed a single peak, slightly delayed, thus 
indicating a direct connection between neurons 3 and 6. 
6.3.2.5 Summary of the Correlation Grid observations 
From the stage two analysis of the trial three dataset, it is possible to propose a coupling structure 
for the neuronal assembly underlying the spike trains. This structure is depicted in figure 6.52. T he 
structure of this assembly also expla ins the weak correlations, shown in the grid, which have not yet 
been considered. 
Figure 6.52: The neuronal assembly of trial three. 
The correlat ion between spike trains 10 and 4 is clear; neuron 10 is connected to neuron 4 via 
neuron 1. Likewise, the correlation between spike trains 8 and 9 is due to common input. The 
correlations between spike trains 4 and 8; 6 and 8; 2 and 8 is not immediately obvious. However, t hese 
correlations are attributable to t he fact that all inputs are governed by neuron 10. 
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6.3.3 Stage 3: Spike Train 'I\mnel analysis 
To further confirm the neuronal assembly proposed from the stage 2 analysis of the trial three dataset , 
the dataset was further analysed using the Spike Train Tunnel. The spike trains in the Tunnel 
representation were re-ordered according to the results of the cluster analysis performed on the dataset. 
The analysis of this dataset in the Tunnel was broken into three stages. These stages are based on 
the partitioning of the Correlation Grid and are as follows: 
1. the sub-group of neurons 1, 4, 5 and 6; 
2. the sub-group of neurons 2, 3, 7 and 9; 
3. the sub-group of neurons 10, 1, and 9. 
6.3.3.1 The sub-group of neurons 1, 4, 5 and 6 
For ease of reference, the proposed connection architecture for neurons 1, 4, 5 and 6 is shown again in 
figure 6.53. This connection st ructure shows that the output of neuron 1 is the input of both neurons 
4 and 5; and thus, the output of neurons 4 and 5 is the input of neuron 6. 
Figure 6.53: Proposed connection structure for neurons 1, 4, 5 and 6 
A snapshot of lhe Tunnel is shown in figure 6.54, note trains 1, 4, 5 and 6 have been highlighted 
to aid investiga tion. 
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Figure 6.54: Snapshot of the Spike Train Tunnel for trial three, with spike trains 1, 4, 5 and 6 
highlighted 
Note the fi rst spike on spike train 1, shown in figure 6.54, t his spike is subsequent ly followed by 
a spike on spike train 4 and t hen a spike on spike train 5. The spikes on spike traius 4 and 5 are 
followed by a spike on spike train 6. This sequence of propagated spikes is also evident further along 
the Tunnel. This pattern of firing supports the proposed structure for these four neurons. 
6.3.3.2 Sub-group of neurons 2, 3, 1 and 9 
To aid clarity, the proposed structure of neurons 2, 3, 7 and 9 is shown again in figure 6.55. 
Figure 6.55: The neuronal assembly proposed for the sub-assembly of neurons 2, 3, 7 and 9. 
Firstly, the common input relationship between neurons 9, 2 and 3 was examined. Figure 6.56 
shows a snapshot of the Spike Train Tunnel, wit h spike t rains 2, 3, and 9 highlighted, which displays 
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a firing pattern that supports the proposed relationship. 
Figure 6.56: Snapshot of the Spike Train Tunnel with t rains 2 3 and 9 highlighted 
In figure 6.56, note the coincident spikes on spike trains 2 and 3, the first spike on each train, which 
are preceded by a spike on spike train 9. Also note the 2nd and 3rd spike on spike t rain 9, which are 
both followed by near coincident spikes on spike trains 2 and 3. 
Secondly, the common output relat ionship between neurons 2, 7 and 9 was investigated. For this 
analysis another snapshot, from further along the Tunnel, is used. This snapshot is shown in figure 
6.57, note the relevant spike trains are highlighted. 
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Figure 6.57: Snapshot of the Spike Train Tunnel with trains 2, 7 and 9 highlighted 
Observe the first and second spikes visible on spike train 2 in th is figure. Note, that both these 
spikes are preceded by spikes on spike trains 7 and 9. 
It is possible to observe t hese spiking patterns in a number of segments of the Tunnel for this 
dataset. These observations reinforce the proposed neuronal structure shown in figure 6.55. 
6.3.3.3 The sub-group of neurons 1, 8, 9 and 10 
The assembly proposed for the neurons in this dataset, from the Correlation Grid analysis , denotes 
neuron 10 as the root of the main assembly. In addition, neuron 10 supplies common input to neurons 
1, 8 and 9. To investigate this structure of the assembly another snapshoot of the Tunnel is used, 
shown in figure 6.58 note the relevant spike trains are highlighted. 
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Figure 6.58: Snapshot of the Spike Train Thnnel with spike trains 1, 8, 9 and 10 highlighted 
The first feature that is apparent from observing spike trains 8 and 10 (in this segment and in 
general throughout the Thnnel) is that they bot h have a much lower firing rate, compared to the rest 
of the spike trains in the Thnnel. 
In addit ion, it is common for spikes on spike train 8 to be preceded by spikes on spike t rain 10, as 
demonstrated by first spike on spike trains 8 and 10 as shown in figure 6.58. 
The common input relationship of spike trains 1 and 9 with 10 is noted by the common presence 
of a spike on train 1 and 9 following a spike on spike train 10. However, it should be noted that there 
appears to be a significant difference in the propagation delays of this common input set, as it is rare 
to find coincident spikes on spike trains 1, 8 and 9. 
6.3.3.4 Summary of the stage three analysis 
The results of the analysis of the trial three dataset in the Spike Train Thnnel help to confirm the neu-
ronal coupling structure proposed in figure 6.52. Moreover, an additional feature has been discovered. 
The lower firing rate of spike trains 8 and 10 is evident in t he Thnnel representation. This behaviour 
helps to explain the slower aggregation of their related particles shown in the Gravity Transform 
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analysis. 
In addition, the variety of propagation delays is evident. For example, from figure 6.58·it is possible 
to observe that a spike from neuron 10 generates spikes from neurons 1, 8 and 9 with varying delays. 
The delay for a spike from neuron 8 is relatively short; however, the time taken for a spike to result 
from neuron 9 is approximately five times longer. Likewise, the propagation delay between neurons 
10 and 1 appears to be approximately twice that of the delay between neurons 10 and 9. 
6.3.4 Summary of the analysis of Trial Three 
The initial analysL~ of the dataset with the Gravity Transform yielded little information regarding the 
internal functional structure of the dataset. However the results of the Gravity Transform analysis 
support the·theory that the dataset was generated from a group of highly connected neurons. However, 
it. was apparent that neurons 8 and 10 exhibited a slightly different behaviour in contrast to the rest 
of the group. The Tunnel analysis showed that this difference was due to the significantly lower firing 
rates of neurons 8 and 10 compared to the other neurons. 
The Correlation Grid analysis supported the theory of a highly connected group·of neurons. How-
ever, it was possible to segment this group into a number of smaller sub-assemblies. In addition, each 
of the sub-assemblies was inter-connected. From this analysis, it was possible to propose a plausible 
functional connection architect.ure. 
This architecture was·further tested using the Spike Train Tunnel representation. The results from 
the Tunnel analysis supported the proposed architecture and also highlighted additional characteris-
tics. The Tunnel representation revealed that neurons 8 and 10 had relatively low spiking rates in 
comparison to the other neurons; furthermore, it revealed the variation in propagation delays in the 
root group. 
This process of analysis permitted a functional coupling structure to be proposed for the neurons 
underlying the spike train dataset. In addition, details regarding the delays and firing rates of the 
neurons were revealed. 
Note, the architecture of connections of the neurons in this assembly was unknown to the analyst 
prior to t.he investigation. Furthermore, the results of the analysis yielded an entirely accurate neural 
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architecture. 
Chapter Summary 
This chapter has shown .that by combining t.he analysis and Visualization techniques implemented in 
the Tool box, the underlying neuronal assembly of datasets can be extracted. In particular, the second 
and third studies demonstrated the extraction of a neuronai assembly solely from the multi-dimensional 
spike train dataset. No other information was available prior to the analysis. 
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Evaluation and The Way Ahead 
7.1 Introduction 
The identification of synchronous spiking activity between the neurons, within multi-dimensional spike 
train recordings, is paramount to understanding many of the brain's functions. A limited number 
of methods exist for the analysis of synchronicity between groups of neurons, snch as the Gravity 
Transform. However, the quantity of resultant data from these methods can pose their own analysis 
problems. 'fherefore, new innovative techniques are clearly required in order to reformat and present 
data in a manner that can be explored more easily. It is clear that techniques from the field of 
Information Visualization have a valuable contribution to make towards solving these· problems. 
'fhis thesis has presented new contributions to the Gravity Transform algorithm and the visual-
ization of its output. In addition, it has presented a novel visualization technique in which a tunnel 
is used to represent the individual spikes on spike trains. Finally, the most significant contribution of 
this thesis, based on the experimental evidence, is the Correlation Grid. 
Subsequently, each of these contributions are evaluated and the future direction of each is discussed. 
Each of the analysis and Visualization techniques discussed in Chapter 5 is evaluated based on 
the experience gained from their development and subsequent use in many case studies (including the 
three case studies represented in Chapter 6). These are: 
1. Visualization techniques for use with the Gravity Transform algorithm 
2. The Spike Train Tunnel 
3. The Correlation Grid 
162 
7.1 Introduction Chapter 7: Evaluation and The Way Ahead 
7.1.1 Visualization techniques for use with the Gravity Transform algo-
rithm 
The Gravity Transform, developed by Gerstein et al. [GA85J, is a very useful tool for the analysis 
of synchronous spiking within multi-dimensional spike train recordings. Within the Toolbox, several 
methods have been implemented for visualizing the output of the Gravity Transform[SWB02]. In 
addition, the original algorithm was adapted'to increase the speed and accuracy ofcalculation[SWB02]. 
These are: 
1. the interactive distance graph 
2. PCA plots 
3. ICA plots 
Case studies one and two described in Chapter 6 demonstrated· the usefulness of the Gravity Trans-
form visualization techniques. In particular, they demonstrated how effective the Euclidian distance 
graph and PCA visualization, of the Gravity Transform output were in identifying the functional 
separation of the dataset. Thus, it was possible to infer some of the internal relationships. 
In contrast, the visualization of the Gravity Transform results of the third case study yielded little 
information. Note that. this case study consisted of a highly interconnected dataset. Thus it is possible 
that the error induced by reducing the data to two-dimensions may have excluded critical information. 
Thus, it is likely that if the data was examined in its original high-dimensional state, further details 
may have been extracted. 
Additionally, the use of high dimension representations, such as Parallel Coordinates would be 
useful in the analysis of these datasets. In particular, versions of Parallel Coordinates that support 
the animation of datasets, over time, and the identification of clusters, such as the Animator [BS04] 
tool (also developed by the Visuali?.ation Lab, University of Plymouth), have already been shown to 
be useful. 
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7.1.2 The Spike Train Tunnel 
From the experimental evaluation of the Spike Train Tunnel, as detailed in the case-studies in Chapter 
6, it has been demonstrated that this Visualization can aid in identifying synchronous firing within 
multi-dimensional spike train datasets, In particular, this visualization is useful for identifying re-
peating spiking patterns within the dataset. Moreover, it can be used to infer details regarding the 
connection delays between neurons. 
Evaluation of the Tunnel has identified two possible improvements that could be made to the 
Tunnel representation. Firstly, the ability to view multiple non-consecutive segments of the dataset 
simultaneously; and secondly the ability to highlight spikes that occur within a specific time-frame of 
each other. 
7.1.2.1 Multi"Segment Tunnel 
It is common for analysts to identify repeating pattern of spikes (sometimes at regular intervals) 
throughout a dataset. Currently, the Tunnel environment only supports the display of a contiguous 
section of the dataset. Thus, this limitation can make the comparison of spiking patterns difficult, 
unless the repeating patterns are very close together. 
Therefore, the next version of the Tunnel should facilitate the simultaneous display of a number of 
different segments of the .dataset. This segmented display would permit the analyst to select .a number 
of portions of the dataset in order to compare patterns and investigate repetition. 
7.1.2.2 Correlation time-frame indication 
The identification of synchronous spikes is relatively straightforward when the number of spike trains is 
relatively small, ·Up to approximately 20 spike trains. However, as the number of spike trains increases 
this comparison is increasing difficult, particularly when the synchronous trains are on opposite sides 
of the Tunnel representation, 
To reduce the complexity of this comparison task, it. is proposed that the analyst should have the 
capability to highlight spikes that occur within a specified correlation time-frame. Then, the analyst 
would be able to position a static overlay onto the TunneL This overlay would colour code the spike 
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as the spike trains animate underneath it. This colour coding would aid the analyst in inferring the 
temporal sequence of spikes within the Thnnel. 
7.1.3 The Correlation Grid 
The Correlation Grid presents the analyst with an interactive overview of all of the cross-correlations 
of a multi-dimensional spike train dataset using a simple 2D plane (image). Initially, the order of the 
spike trains in this display is the order in which they appear in the data file. 
The case studies·in Chapter 6 demonstrated the usefulness of this method. In all cases, it was pos-
sible to identify the underlying neuronal a.'iSembly solely from using the Correlation Grid visualization 
of the multi-dimensional spike train recordings. 
The experimental evaluation of this technique has shown it to be extremely effective in the speci-
fication of functional relationships within these datasets. 
Thus, this visualization technique constitutes a major contribution to the field. It is clear the most 
significant of the visualization techniques presented in this thesis. This technique has been presented 
to the user community and the initial responses have been very positive. F\1rther analysis is underway. 
Despite the success of this technique, initial feedback has led to the identification of a number of 
improvements that could be made to the Correlation Grid. These include the introduction of: 
1. a selection of spike train ordering algorithms 
2. a facility to identify and annotate sub-groups of the Correlation Grid by marking and labelling 
3. a peak height encoding method 
4. a peak delay encoding method 
Once these improvements are made to the current version of the Correlation Grid it is likely to 
become a key method used by neurophysiologists. 
7.1.3.1 Ordering algorithms 
Currently the only method to order the spike trains within the Grid is via the cluster analysis algo-
rithm. Despite the effectiveness of this method, demonstmted during the case studies, it is useful to 
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fine-tune the order manually. 
F\1rthermore, the Toolbox should enable the user to specify their own spike train ordering al-
gorithm. And finally, it may be useful to enable the user to fine-tune the order of the spike train 
manually. 
7.1.3.2 Annotation 
In the example Correlation Grids previously shown, the sub-groups of spike trains under investigation 
were marked and labelled on each of the figures for clarity. All of this annotation was performed 
manually. A dynamic form of this mark-up would enhance the technique and increase efficiency. 
7.1.3.3 Peak Height Encoding 
Currently, the comparison of cells that are not adjacent in the Grid is problematic due to the limited 
encoding scope of the grey scale system used. An improvement to the display would be the use of 
an RGB colour value to encode the height(s) of the peaks(s). Moreover, the analyst should have the 
capability to partition this encoding scale in a non-linear manner to effectively grollp peaks of different 
heights. 
In order to support the analyst in this partitioning of the correlation peak heights, a histogram of 
all significant peak heights could be used to display the distribution of peaks. The analyst could then 
interactively select partitions of this histogram to encode as different cell colours or sizes. This would 
significantly improve efficiency in the analysis stage. 
7.1.3.4 Peak Delay Encoding Method 
Whenever a cross-correlogram of two spike trains exhibits a significant peak this indicates that the 
corresponding neurons are likely to be connected. However, this connection can be one of three general 
types: 
l. neuron A connected to neuron B with a positive peak delay - this is where the peak is to the 
right hand side of the origin of the histogram 
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2. neuron B connected to neuron A with a negative peak delay - this is where the peak is to the 
left hand side of the origin of the histogram 
3. neuron A and neuron B both having a connection from a third neuron, possibly via an interme-
diate neuron with no peak delay- this is where the peak is at (or very close to) the origin of the 
histogram 
In order to resolve this ambiguity the delay of the main correlation peak must be taken into account. 
Thus; in addition to encoding the height of the main correlation peak, the delay of this peak should 
also be encoded in the Grid display. 
7.2 Software Testing and User Group Testing 
During the development of the various methods of the Tool box, the algorithms have been tested to 
evaluate their correctness and to assess their usefulness. To evaluate correctness white box testing 
was conducted to ensure that the various components performed their specified tasks correctly and 
efficiently. 
In order to assess the usefulness of the techniques a small user group was ·formed. This comprised 
the research student undertaking the work, the supervisor and the studies advisor, an eminent Neu-
roscientL~t. Due to time limitations, it was not possible to expand this group to include other users. 
However, the group membership does reflect the user community to which this work contributes. 
During training, many different datasets were analysed. Initially, simple, known, assemblie~~ were 
analysed. This initial testing was undertaken to develop the users capabilities in using each technique. 
Subsequently, the capabilities obtained from initial analysis were used in the analysis of more 
complex assemblies. Furthermore, the testing progressed to the analysis of 'blind' data; where the 
underlying neuronal structure was unknown to the analyst. The datasets for all of these blind trials 
were generated by Neuroscientists, to maintain a close relationship with experimentally recorded data. 
Three of the key case studies undertaken during testing have been described in detail in chapter 6. 
This experimental testing has demonstrated that the techniques are extremely useful for investigating 
firing synchrony within multi-dimensional spike train data~ets. These techniques facilitated the iden-
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tification of functional groups contained in the datasets. Moreover, in most cases the exact neuronal 
connection architecture used to.generate the dataset was recovered. 
Within the field of Information Visualization.a current and very important principle, is that of user 
group testing. This has been highlighted at the recent IV04[BBC+04] and InfoVis2003[MN03] confer-
ences. Thus, further detailed testing must be undertaken with domain users, such as Neuroscientists. 
The results of this testing will in turn drive future development. 
7.3 Future Directions 
In addition to the improvements to the current tool, the development and testing of these ·methods 
has generated ideas .for other novel analysis techniques.and research directions. 
7.3.1 Multiple-View System 
One of the main aims of the Visualization of Inter-Spike Association project ]SWB] is to produce 
an integrated investigation environment for Neurophysiologists. In this environment investigators 
should have the ability to perform multiple analyses on their datasets and view the results in various 
visualizations simultaneously, thereby .producing a multiple-view system. 
The usefulness of combining the methods described in Chapter 5 into a mult.icview system has 
been highlighted during the case studies in Chapter 6. In these studies it was necessary to compare 
the results of different visualization to extract the details of the underlying structures. 
Currently, one of the key issues of effective multi-view investigation is the linking of actions between 
views [NorOl, Rob03]. In order to achieve this, each visualization must have similar, or comparable, 
interaction primitives. For example; the direct user annotation proposed for the Correlation Grid (see 
§7.1.3.2) could link with the current filtering processes in the Tunnel (train dimming) and Distance 
Graph (selective display). 
Without this linkage the methods are still useful, but their true power as analysis tools is in their 
linkage. 
A comparative study of the effectiveness of the Toolbox methods, both individually and in a 
multi-view environment, should be conducted; to examine the benefits of desktop, multiple monitor 
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and large scale displays. In addition, new interaction techniques should be developed to support 
improved interaction within these environments. 
7.3.2 Sonic Model 
The Sonic model was inspired by the disciplines of sound design and engineering for theatre, television 
and film. These fields exploit the ability of the human audio system to integrate disparate sound 
sources and to mentally produce a 'sound field'. This field permits the sound designer to create the 
effect of sounds occurring from specific points around the audience. For example, the sound of an 
explosion from behind an audience, or the sound of a gun shot from the left of a cinema projection 
screen. 
In addition, it is possible to create sound effects that are perceived to move with an object. For 
example, in a cinema this means that the sound effect is perceived to occur from the same position as 
the object appear in the picture and the sound appears to move (or track) with the·object. Further, 
when watching a film, with stereo or surround sound, suppose a car enters the picture from the left 
of the picture, travels across the picture, and leaves the picture from the right. The audio effect of 
the car 'tracks' the location of the car. This sound tracking is achieved by emitting the sound effect 
of the car from the left, centre and right speakers with differing delays. The effect is created by the 
delayed correlation of the sound effect waveforms emitted from the various-speakers. 
This principle could also be used to develop an innovative method for analysing the synchrony of 
spiking within multi-dimensional datasets. 
It is proposed that the spike trains would be encoded as frequency modulated waveforms. Each 
waveform would be the output of a point sound source, positioned around a circular perimeter within 
a modelling space. The interaction of these point sound sources would then be modelled over time. 
When two similar waveforms-in the modelling space are correlated an amplified waveform would be 
produced. Thus, two spike trains-that exhibit synchronous spiking activity will produce two waveforms 
that would be correlated within the modelling space. By recording the amplitude of the signals within 
the modelling space, the synchrony of the spike trains could be examined. Two perfectly correlated 
spike trains would produce two waveforms.that correlated and produced a maximum; amplitude equal 
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to the sum of the two waveforms involved. 
The size of the circular perimeter, on which the point sound sources are located, defines the corre-
lation timeframe similar to the correlation window used with the cross-correlation function. Maxima 
at the centre of this circle would indicate the presence of spike trains that were correlated with no de-
lay. Maxima away from the centre would indicate the presence of correlated spike trains with varying 
delays. By examining the maxima, the correlation of the underlying spike trains could be evaluated. 
Some initial implementation and testing has been undertaken with this method. However, the 
main implementation is yet to be developed in order to demonstrate usefulness of this method. 
7.3.3 Display Walls 
During the experimental evaluation of the current methods, the usefulness of collaborative exploration 
has been highlighted. Moreover, the value of large-scale displays, such as display walls, has also been 
shown. In particular, the Correlation Grid and Spike Train Tunnel work well on large scale displays. 
However, despite the prevalence of large scale displays, the user interaction techniques for these 
systems are still based on the techniques of standards desktop environments. Where the mouse is an 
efl'ective, and now ubiquitous, interface for the single display desktop computer, it poses considerable 
user interaction overheads when used on multiple-display or large scale display systems. The time 
taken to traverse elongated displays with a traditional mouse is time consuming, compared to the 
traditional single monitor system for which the mouse is intended. 
7.4 Conclusions 
Retrieving insight and understanding from multi-dimensional spike train recordings is absolutely 
paramount to our comprehension of how the Human brain functions. The accuracy and efficiency 
with which this data can be recorded has increased dramatically over recent years. Thus, a huge 
amount of experimental data recorded from the Human brain is now recorded and stored, but anal-
ysis of this data is still extremely limited. Scientists have only begun to 'scratch the surface' in 
understanding this data and thus, how the brain functions. 
The lack of appropriate methods to efficiently analyse this large body of data is a significant 
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limitation in the fight to comprehend the secrets of the Human brain. The techniques proposed 
in this thesis begin to alleviate this problem, by providing more efficient and effective displays for 
current analysis techniques; new methods that provide interactive access to the data; and methods 
that support the analysis of larger datasets. This is the beginning of an import.ant and significant area 
of research which is capable of improving the treatment of serious brain diseases such as Alzheimer's 
and Parkinson!s. 
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Temporal coding has an important role in the debate on information encoding by spike 
trains. It establishes that information is encoded in the seemingly random patterns of spikes, 
even in the exact temporal arrangement of inter-spike intervals. Subsequently, one of basic 
principles that underlie information processing in the brain is the principle of synchronisation 
of neural activity [I] [2]. Vast quantities of experimental data and mathematical models 
indicate that the synchronisation principle may be useful in devising various systems of 
information processing. 
The experimental evidence that is currently available requires analysis in order to extract 
inherent information. Analysis of multidimensional spike trains using standard tools such as 
cross-correlograms is increasingly complex due to the quantity of data involved. Hence, new 
methods of dealing with this data are needed. In 1985, one such analysis tool called the 
"Gravity Transformation" [3][4] was developed at the Multiple Unit Laboratory at 
Department of Neuroscience in the University of Pennsylvania [5]. 
It is based on the principle of gravitational interaction of particles where each neuron is 
represented by a particle and the movement of that particle is described in an n-dimensional 
space, where n is the number of neurons under investigation. All particles start equidistant 
from one another and the gravitational force (or charge) exerted by a particle is proportional 
to the spike train of the corresponding neuron. Each spike contributes charge and this charge 
decays exponentially over time. Thus, should two or more neurons spike coincidently, their 
corresponding particles will have an attractive force that causes the particle to move closer 
together. Let us suppose that two neurons have an above average synchrony of firing. Over 
time this would result in a strong attractive force between their corresponding particles. This 
would result in aggregation in n-dimcnsional space. Since, significant synchrony can indicate 
synaptic coupling [6] the aggregation of the particles can show the assemblies represented by 
the spike train data. 
The gravity transformation has made a significant contribution to the field however there 
arc some difficulties with the display of output data for large numbers of particles. 
2. Parallel Coordinates 
The use of parallel coordinates, originally pioneered in the 1980's, is a technique used to 
represent diverse sets of multidimensional data. In 1990, Inselberg [7] [8] renewed the use of 
parallel coordinates for the analysis of large quantities of multidimensional data and 
introduced some new representation features that have led to a marked increase in their 
utilization. 
lnselberg's representation of parallel coordinates denotes data points.as y-axis coordinate 
values distributed along the x-axis. In this scheme, a specific point in n-dimensional 
Euclidean space is represented by n y-axis values distributed along the x-axis. In the last 
decade much research has focused on the development of parallel coordinates in order to 
4th Neural Coding Workshop, Plymouth, UK 10-15 September 2001 
analyse even greater quantities of data. An example of this is the concept of hierarchical 
parallel coordinates [9]. 
3. Visualisation Tool 
It has been established that parallel coordinates can be used to identify correlations 
between variables and to convey aggregation information. Subsequently, this focuses on the 
application of parallel coordinates to the visualization of data produced by the gravity 
transformation in order to support the investigation of greater numbers of neurons. Naturally, 
the advantage of parallel axes over orthogonal axes is the fact that their limitations are based 
on the size of the display area available. Note that since there is no loss of data when using 
parallel coordinates that there is no "cost" to be considered for the gains achieved. 
'This paper presents a software analysis tool, VISA, used for the Visualization of Inter-
Spike Associations that supports the analysis of multidimensional spike trains using both the 
gravity transformation and parallel coordinates. In additional to this, it provides additional 
functionality such as animation of the parallel coordinates display over time thus in this case 
depicting the aggregation of particles in the gravity transformation data. There is also the 
capability to view the display output in a static mode. Most significantly, the·tool supports the 
display of any subset of particles for closer inspection. Since the range of values represented 
by each parallel axis is dependent upon the group of particles viewed on that axis, this is 
effectively a zoom facility. 
Currently, the parallel coordinates may be used for relatively larger values of n than the 
standard output display of the gravity transformation. Indeed, provided that scrolling 
windows are deemed acceptable to the user, there is no theoretical limit to the number of 
neurons that could be displayed in this manner. However, in practice, significant demands for 
interaction with the graphical user interface reduce the overall effectiveness of the software 
tool since user perception is a significant factor in the process. Note that the use of 
hierarchical parallel coordinates offers additional significant opportunities for future 
development of the VISA. 
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Abstract 
The gravity transform algorithm is used to study the dependencies in firing of multi-dimensional spike trains. 
The pros and cons of this algorithm are discussed and the necessity for improved representation of output 
data is demonstrated. Parallel coordinates are introduced to visualise the results of the gravity transform 
and principal component analysis is used to reduce the quantity of data represented whilst minimising loss of 
information. 
1 Introduction 
Solution of many problems in the field of 
Neuroscience is associated with the theoretical 
comprehension of a large body of experimental data. 
More specifically, investigation of information 
processing in the nervous system is associated with 
the analysis of vast quantities of simultaneously 
recorded multi-d imensional spike train data. Much 
of this analysis is based on the principle of 
synchronisation of neural activity (Borisyuk and 
Borisyuk (1997); Fries et al. (200 I)) . 
The experimental evidence that is currently available 
requires further, in-depth analysis in order to extract 
inherent information. Analysis of multi-dimensional 
spike trains using traditional tools such as cross-
correlograms is increasingly complex due to the vast 
number of pairs involved. Hence, new methods of 
analysing this data are required. Among other 
methods, the 'Gravity Transform' algorithm, 
developed by Gerstein and Aertsen ( 1985); Gerstein 
et al. ( L 985), has a lot of potential. 
In this paper, an implementation of the original 
Gravity Transform algorithm is presented alongside 
simulation results. Three trials, based on different 
neuronal assemblies, are presented. This includes a 
trial where n is large, relative to previously 
published results for the method. Subsequently, 
conclusions are drawn regarding the advantages and 
disadvantages of the method. 
As the size of n increased in these trials, the output 
of data became increasingly complex. In addition to 
traditional representations of gravity transform data, 
Parallel Coordinates, were also used to support 
interpretation of the data. These are an innovative 
means of representing n-dimensional data sets. 
In addition to investigating new methods of 
visualising these large quantities of data, reduction 
of data sets was also investigated. Thus, this paper 
presents the results of using Principal Component 
Analysis (PCA) to create more manageable data sets 
whilst maintaining the most significant 
characteristics of the data. An additional two trials, 
based on different neuronal assemblies, are 
discussed to highlight the effectiveness of using 
PCA. In these trials, PCA is used to reduce data sets, 
created by the gravity transform, which are 
subsequently plotted and analysed. 
2 The Gravity Transform 
T he gravity transform is a method of analysis of 
spike train dependencies and synchronisation based 
on the principle of gravitational interaction of 
particles. Each neuron is represented by a "virtual 
particle; the movement of those particles is 
described in n-dimensional space, where n is the 
number of spike trains under investigation. All 
particles start equidistant. 
The gravitational force resulting from the charge of 
a particle is calculated on the basis of the spike train 
of its corresponding neuron. Each spike contributes 
into the charge and this contribution decays 
exponentially over time. If two or more neurons 
spike coincidently, their corresponding particles will 
exert an attractive force that causes the particles to 
move closer together. 
Let us suppose that several neurons have an above 
average synchrony. Over time this would result in a 
strong attractive force between their corresponding 
particles. In turn, this would cause the particles to 
aggregate into specific patterns in n-dimensional 
space. Gerstein specifies that over time all particles 
wiJI eventually aggregate together into a single 
cluster due to these attractive forces. Since 
significant synchrony can indicate synaptic 
coupling, (Baker and Gerstein, 2000), the 
aggregation of the particles can show the assemblies 
representing the neuronal interactions. In fact, the 
aggregation reflects neuronal activity. 
Note that all spike trains used for experimentation 
were generated using an enhanced Integrate and Fire 
generator defined by Borisyuk and Borisyuk ( 1997). 
2. 1 Description of the Gravity 
Transform Algorithm 
Let us consider n simultaneously recorded spike 
trains with epoch [O,T] . Suppose that the ;th spike 
train is represented by spikes at times T1,T'b·· ··Tk-
The 'charge' of the th particle corresponding to the 
spike train is described by the following procedure. 
Each spike contributes a quantity of charge a, 
which decays exponentially over time with constant 
-r. Thus the charge on particle i at time t depends on 
the sum of all preceding spikes and is given by 
k 
q;(t) = LQ(t-Tm) -A.; 
m=l 
{
a if x= O 
Q(x) = ae-xlr if x > 0 
0 otherwise 
where A.; =ark I T is the average firing rate of 
neuron i. The charge function q;(t) of the particle 
is pre-calculated with a time step ~(~ =1 ms), 
thus q;(ti ), ti = j!J., j = 0 ,1, .. . , and intermediate 
charge values are linearly interpolated from the 
stored values. The dynamics of interactive particles 
in n-dimensional space is governed by the 
equations: 
dxt (I) _ b ( )~ ( ) xJ (t)- xt (I) 
- qi t L..Jqj t -=-----
dl i=l R!i(t) 
where ( x~ (t) , ... , x; (t)) is the position of particle i 
at time t; k=1,2, .. . ,n; i=l,2, ... ,n; Ry(t) is the 
Euclidean distance between particles i and j; a, b 
and -r are constants. All particles in the system are 
initialised at timet = 0 to be equidistance: 
X;m (O) = 100 if i =m and x~(O) = 0 otherwise. (1) 
Integration within this implementation of the 
algorithm is achieved by an adaptive step-size 
Runga-Kutta 4th order algorithm (Press et al. , 
1992). The use of this ODE solver permits the 
algorithm to progress through the integration with 
an optimal time step whilst maintaining a low 
cumulative error compared to an algorithm using a 
fixed time step. 
2.2 Distance Graphs 
In the original implementation of the gravity 
transform method, output is represented by a 
'distance graph'. This graph depicts the Euclidean 
distance between each pair of particles in the system 
over time. 
Using the neuron circuit shown in Figure 2.1, 
depicting three groups of excitatory neurons and a 
solitary neuron, spike train data was generated. This 
trial lasted Ss and neurons had a firing rate of 
approximately 0.2670 spike/s. A raster plot of a 
portion of this data is shown in Figure 2.2. 
M J:A 1:::\ c;v (iill ~Gill 10 
Figure 2.1 Specification of the connections between the 
10 neurons used as input to the spike train generator. 
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Figure 2.2 A raster plot depicting a portion of the 10 
spike trains generated for the neuron assembly shown in 
Figure 2.1. 
The cross-correlograrns of four neuron pairs are 
shown in Figure 2.3. 
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Figure 2.3 This figure depicts cross-correlograms of 
(a) neurons 1 & 2, (b) neurons 2 & 3, (c) neurons 1 & 3, 
and (d) neurons 1 & 4. 
The correlation of synchronous activity within the 
first group is shown in Figure 2.3(a)-(c), which 
clearly shows pair-wise interdependencies (the high 
peak on each graph depicts synchronous firing). 
Additionally, the cross-correlogram (different scale) 
for neurons 1 and 4 is shown in Figure 2.3(d). This 
shows that no dependency exists between these 
neurons. 
The same data was input to the gravity transform 
and the distance graph shown in Figure 2.4 resulted. 
This graph has been annotated, using set theory 
notation, in order to identify individual distance pair 
plots. Let dii represent the Euclidean distance 
between the particles i andj. 
Time (ms) 2500 
Figure 2.4 Distance graph of the results of the gravity 
transform where a=0.3, t=0.4 and b=1. 
At time t three distinct groups are apparent. The top 
group represents the distances between neurons 1 to 
9 and neuron 10. The lower, and middle, groups 
represent all intra-group, and inter-group, distances 
respectively. Note that overlapping occurs. 
The final intra-group distances, st={dl2, dn, d23}, 
s2={d45, d46, ds6} and s3={d1s, d19, ds9} show the three 
groups of neurons aggregating. The final inter-group 
distances, s4={d;;:i=1, ... ,3,j=4, ... ,6} , ss={d;;: i=1 , ... ,3, 
j =7, ... ,9} and S? {d;;: i=4, ... ,6, j=7, ... ,9}, show the 
distances between the three aggregating groups. The 
final distances between neurons 1 to 9 and neuron 
10, sr {d;;: i=lO, j = l, ... ,9}, show that the solitary 
neuron has no tendency to group with any of the 
other neurons. 
This interpretation of a distance graph highlights the 
usefulness of the technique in identifying groups of 
neurons within assemblies. However, it should be 
noted that it is generally difficult to produce a 
distance graph of similar quality to the one shown in 
Figure 2.4. The quality of the distance graph is 
highly influenced by the number of neurons in the 
assembly and the choice of parameter values: (i) the 
increment of charge per spike, a, (ii) the charge 
decay rate, r, (ii i) the overall aggregation of the 
system, b. For Figure 2.4, a=0.3, r=0.4 and b= I. 
The gravity transform is sensitive to the 
"appropriate" specification of the constants that 
represent the decay, increment and aggregation. 
Inappropriate choice of these values may result in all 
particles becoming relatively coincidental within n-
dimensional space, before any useful information 
about neuronal groups is discovered. Alternatively, 
it could result in the particles aggregating at such a 
low rate that they appear unrelated. Hence, it is 
sometimes necessary for the investigator to ' fine-
tune' the specification of these constants in order to 
gain useful distance graphs. . 
To demonstrate this problem, first of aU, constder 
the neuron assembly in Figure 2.5. 
Figure 2.5 Specification of the connections between the 
10 neurons used as input to the spike train generator. 
Time (ms) 600 
Figure 2.6 Distance graphs of the results of the gravity 
transfomJ where n= 10, £F0.5, r=0.5, b=5(1efl) and 
b=0.1 (right). Note the differing scales. 
This assembly was used to produce spike train data 
for a trial lasting 20s. This data set was input to the 
gravity transform with parameters a=0.5, r=0.5 and 
b=5. The resultant distance graph is shown on the 
left in Figure 2.6 where s1={d;;: i=l , .. . ,10, j=2, ... ,10, 
i<j}. 
Note that it is not possible to distinguish the two 
groups in the assembly, even though the scale is 
relatively small . 
Using the same input data set, the gravity transform 
was executed with another set of parameters: a=0.5, 
r=0.5 and b=O.l. The resultant distance graph is 
shown on the right in Figure 2.6 where s2={d;;: 
i=6, ... ,10, j =7, ... ,10, i<j}, s3={d;;: i=I , ... ,5,j=6, .. . ,10, 
i<j} and s4={d;;: i= 1, .. . ,5, j=2, ... ,5, i<j}. From this 
graph, the structure of the assembly can be derived. 
Hence, the groups of neurons l to 5 and 6 to 1 0 are 
notable as is the separation between the groups. 
Limited simulation results have shown that 
appropriate ranges for the parameter values are 
O.l <a<0.5; 0.3<r<0.5 and O. l <b< 2. A method of 
automatic specification of these parameters, based 
on the distribution of inter spike intervals, is under 
investigation. 
2.3 Increasing the number of particles 
In the relevant publications, the maximum number 
of particles used within the gravity transform is 
relatively small, n ~ 10. This section reports on trials 
using the gravity transform based on relatively large 
values of n. In these trials, where n is relatively 
large, the use of distance graphs to display the 
output proved to be less useful , due to the vast 
number of individual pair plots that exist. 
Consider an assembly of 50 neurons. The connected 
portion of this assembly, involving 20 neurons, is 
shown in Figure 2.7. The remaining 30 neurons of 
this assembly are not shown as they are 
unconnected. 
Figure 1. 7 Specification of the circuit used by the 20 
connected neurons. The remaining 30 neurons are not 
shown as they are unconnected. The complete assembly 
was used as input to the spike train generator. 
This assembly was used to produce spike train data 
for a trial lasting 20s. This data was input to the 
gravity transfonn, with a=0.4, r-0.3 and b=l. 
The resultant distance graph is shown is Figure 2.8 
where s1={d!i: i= l1 , ... ,20, j=12, ... ,20, i<j}, ~={d!i: 
i=l, j=2, ... ,1 0} and s3={d!i: i=2, ... ,10, j=3, .. . ,10, 
i<j}. The different clusters are notable, however, 
detail is obscured by the quantity of data displayed. 
Time (ms) 10000 
Figure 2.8 Distance graph of the results of the gravity 
transform where n=50, a=0.4, r=0.3 and b=l. 
Since, this problem increases with the size of n, the 
interpretation and analysis of the large quantities of 
output from the gravity transfonn requires more 
sophisticated methods of representation. In the 
remainder of this paper, two solutions to the problem 
of representing this data are proposed: (a) Utilisation 
of parallel coordinates to visualise the information, 
and; (b) Reduction of the quantity of data 
dimensions displayed whilst minimising loss of 
information. 
3 Data Presentation 
With the use of large numbers of particles, the 
gravity transfonn results in vast multi-dimensional 
data sets which represent the position of each 
particle in every dimension at every time point. The 
visual representation of the result should accurately 
convey the position of the particles particularly their 
direction. This poses a significant analysis problem 
which may be handled by introducing an alternative 
method of data representation. 
The use of parallel coordinates, originally pioneered 
in the 1980's, is a technique used to represent diverse 
sets of multi-dimensional data. In 1990, lnselberg 
and Dimsdale (1990) and Wegman (1990) renewed 
the use of parallel coordinates for the analysis of 
large quantities of multi-dimensional data and 
introduced new representation features that led to a 
significant increase in their use. 
lnselberg's representation of parallel coordinates 
denotes data points as vertical axis coordinate values 
distributed along a horizontal axis. In this scheme, a 
specific point in n-dimensional Euclidean space is 
represented by n vertical axes values distributed 
along the horizontal axis. For example, suppose we 
have the points a and b in 3-dimensional (p,q,r) 
space: a(2,0,0) and b(l,2,2). Figure 3.1 depicts these 
as parallel coordinates using three vertical axes p, q 
and r. 
a 
b . ... ...... .. .. .. ...... .. I 
.,.. __ ..... .... ..... 0 
p q r 
Figure 3.1 lllustration of a 3-dimensional parallel 
coordinate plot. Representation of points a(2,00) and 
b(J,2,2), using parallel coordinates. 
Parallel coordinates can be used to identify 
correlations between variables and to convey 
aggregation infonnation. In this paper we, propose 
the idea of using parallel coordinates as a simple 
means of representing n-dimensional coordinates in 
a 2-dimensional plane. This would represent a 
snapshot of the gravity transfonn. It is proposed that 
these coordinates are animated over time to 
represent the changing position of particle within the 
gravitational system. 
3.1 Parallel Coordinates: Example One 
The assembly of 10 neurons, depicted in Figure 2.5, 
is used to generate spike train data for 20s. This data 
is input to the gravity transfonn and its output is 
visualised using parallel coordinates. In total there 
are 20000 intervals (time step=lms). Hence, the 
animation is made up of 20000 snapshots. 
Additionally, since n= I 0, each snapshot of the 
parallel coordinates depicts the position of all 10 
particles in I 0-dimensional space. The legend for all 
this data is shown in Figure 3.2 and Figure 3.3 
depicts snapshot 2000 of the animation 
Figure 3.1 Legend of the animated parallel coordinates. 
Figure 3.3 Representation of particle positions using 
parallel coordinates. Snapshot 2000 showing all 10 
parallel coordinates in all 10 dimensions. 
Recall that all particles in the system are initialised 
at time t = 0 to be equidistance (1 ). 
Hence, the initial range of each vertical axis will be 
from 0 to lOO. In Figure 3.3 some change, from this 
initial position, is noted in the plot. However, change 
is more obvious in snapshot 6000, shown in Figure 
3.4, where a separation of the data in two groups is 
noted . 
.. __ .. _ 
Figure 3.4 Snapshot 6000 showing all 10 parallel 
coordinates in all /0 dimensions. 
Note that snapshot 10000 of this animation, given in 
Figure 3.5, shows two very distinct groups. Closer 
examination reveals that all five particles, in the first 
group, are at the same position denoted in the 
diagram by the overlap of their parallel coordinates. 
All particles from the second group are also 
coincident at a different location to the ftrst group. 
.~ . 
Figure 3.5 Snapshot 10000 showing all 10 parallel 
coordinates in a/110 dimensions. 
Figures 3.3 to 3.5 reveal more information than the 
distance graph shown on the left in Figure 2.6 even 
though they were generated from the same data set. 
Thus, parallel coordinates can be significantly less 
sensitive to change than distance graph displays. 
3.2 Parallel Coordinates: Example Two 
The use of distance graphs to view the output from 
the gravity transform is somewhat limited to smaller 
values of n. In this section, the data used to create 
the distance graph in Figure 2.8 is viewed using 
parallel coordinates. Recall that the assembly of 
connected neurons is given in Figure 2.7 and that 
n=50. The trial lasted 20s leading to 20000 
snapshots in the animation (time step=lms). 
Note that due to the large number of particles a 
legend is in not included but grouping is described in 
detail. Additionally, due to the limitations of the 
equipment available for displaying output, only the 
most significant 29 axes of the overall 50 are 
captured in each snapshot. This is satisfactory to 
analyse this example as the major activity is 
confined within neurons 1 to 20. 
Figure 3.6 Snapshot 5000 of the animation showing all 50 
parallel coordinates in 29 dimensions. 
Figure 3.6 shows snapshot 5000 of the animation. 
Close inspection reveals that the group of particles 
denoted by the straight line along the bottom of the 
plot includes all the particles ll-20. Note that a 
zoom facility is used to isolate groups and identi fy 
these groups accurately. It is also possible to suggest 
that two more groups may exist in the top left of the 
plot. 
Figure 3.7, showing snapshot 7500, confirms the 
conjecture that two more groups exist. Closer 
inspection reveals that the upper group throughout 
this plot relates to particles 31 to 50. The lower 
group that zigzags at the left denotes particles 2 to 
10. This directly re flects the neuron assembly. Note 
that a zoom faci lity was used, to include/exclude 
particles in order to accurately identify the members 
of each group. 
Figure 3.7 Snapshot 7500 of the animation showing all 50 
parallel coordinates in 29 dimensions. 
3.3 Future use of Parallel Coordinates 
One of the most significant benefits of using parallel 
coordinates in comparison to distance graphs, is the 
fact that, evidence to date suggests, they are 
significantly less sensitive to the specification of 
aggregation, decay and increment parameters. 
Numerous trials were performed in which the data 
used to generate 'poor' distance graphs was 
represented in parallel coordinates. In general, this 
data was analysed successfully using parallel 
coordinates. 
One of the main disadvantages of parallel 
coordinates is the impact that standard display 
equipment limitations has on their use. This was 
demonstrated in §3.2, where the assembly of 50 
neurons, highlighted the fact that the maximum 
number of vertical axes, easily viewed in parallel 
coordinates, is approximately 30 (based on a 
standard monitor size). Future research will 
incorporate alternative projection facilities to 
overcome these limitations. 
Recently, within the domain of "Information 
Visualisation" much research has focused on the 
development of parallel coordinates in order to 
analyse even greater quantities of data. An example 
of this is the concept of hierarchical parallel 
coordinates (Fua et al., 1990). Future work will 
investigate using hierarchical parallel coordinates for 
representation of larger data sets. 
4 Dimension Reduction 
In addition, to alternative methods of data 
representation, it is also possible to reduce the 
quantity of data represented whilst maximising the 
amount of information portrayed. PCA is one 
method of achieving this type of reduction. 
PCA (Biswas et al., 1981 ; Gnanadesikan and Wilk, 
1969), is used to find the "best" subspace for the 
projection of multi-dimensional data. This method 
achieves a higher degree of representation accuracy 
by maintaining as much of the overall data structure 
as possible. The PCA method used in these trials 
was achieved by analysing the covariancc matrix of 
a selected time slice of the output from the gravity 
transform. A eo-variance matrix depicts the position 
of each particle in each dimension at a chosen time t. 
Note that t is chosen to be a point after which useful 
aggregation has occurred. The eigenvalues and 
eigenvectors are derived using Householder's 
reduction and an Implicit QL algorithm, (Press et al., 
1992; StatLib ). Subsequently, the same eigenvectors 
are used to project each time slice of the output from 
the gravity transform. 
4.1 PCA Example One 
Using the assembly of 15 neurons given in Figure 
4.1 , spike train data was generated. This trial lasted 
20s and neurons had a firing rate of approximately 
0.323 1 spike/s. 
~~ ~Yinfl 
Figure 4.1 Specification of the connections between the 
15 neurons used as input to the spike train generator. 
Figure 4.2 shows this data using a standard raster 
plot representation. 11 :-. :· :·-: :: :' :·.: :-.. :. : =:-:: :: :: · .. :·: 
t~ ::·.:/:: :::(:/.:::; . \::.:~·=:;::;.::.;/:h:.:L:i/ f 
z 5 ::.~·:: :·:: .::::f:;: .. :;·.:::;;·::::::·:;; ·::;:·u;: ~·;::·:T: ;:f:::·: 
2~ .. ~~. d~~ .. ~~ .. i~·~· 3~ ·;~0 ... i~ Jk .. ~;~ ... 
Time(ms) 
Figure 4.2 A raster plot depicting a portion of the 15 
spike trains generated for the neuron assembly shown in 
Figure 4.1. 
Subsequently, the data was input to the gravity 
transform where a=O.l, r-0.2 and b=O.l. The 
resultant distance graph is shown Figure 4.3 where 
st= {dii: i=l , ... , IO, ) =2, ... ,10, i<J} , s2={du: i=l, ... , lO, 
)= 11 , ... ,15} and s3 = {du: i=ll, .. . ,l5, )=12, ... ,15, 
i<j} . 
Time (ms) 10000 
Figure 4.3 Distance graph of the results of the gravity 
transform where n=/5, a=O. l, t:=0.2 and b=O.I. 
The data set output from the gravity transform, 
shown in Figure 4.3 as a distance graph, was 
reduced to two dimensions using PCA. The output 
of this method is displayed in Figure 4.4. 
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Figure 4.4 This plot depicts the trajectories of all 15 
particles over time, after the output of the gravity 
transform was reduced from 15 dimensions to 2 
dimensions using PGA. 
Note that the trajectory of each particle is 
represented as a number of discrete points in space 
over time. In this representation, neurons I to 5 and 
neurons 6 to 10 can be seen as two distinct groups. 
In addition, note that neurons 11 to 15 are beginning 
to fonn a third group. Recall that only two of the 
original 15 projected dimensions are portrayed. 
4.2 PCA Example Two 
In Figure 4.5, an assembly of 20 neurons is shown. 
This assembly was used to generate spike train data 
for a trial lasting 20s where neurons had a fLring rate 
of approximately 0.0438 spike/s. 
Q~q)C))~ 11 
w~ 
Figure 4.5 Specification of the connections between the 
20 neurons used as input to the spike train generator. 
Figure 4.6 shows the data set generated using a 
raster plot 
Figure 4.6 A raster plot depicting a portion of the 20 
spike trains generated for the neuron assembly shown in 
Figure 4.5. 
This data set was subsequently used as input to the 
gravity transfonn with a=O.S, r=0.7and b=l. The 
distance graph shown in Figure 4.7 was produced. 
Note that s1= {di/: i=6, ... ,9,j=7, .. . ,9, i<j}, s2= {d!/: i= l , 
}=2, ... ,5} and s3= {d!/: i= l ,j=l0, ... ,13} . 
Figure 4. 7 Distance graph of the results of the gravity 
transform where n=20, CF0.5, r=O. 7 and b=1. 
In Figure 4.7, neurons 6 to 9 (s1) are easily identified 
whilst neurons 1 to 5 (52) and 10 to 14 (s3) are 
masked by the other distances pairs plots. 
The data set output from the gravity transfonn, 
shown as a distance graph in Figure 4.7, was 
reduced to 2 dimensions using PCA. The output of 
this method is displayed in Figure 4.8. 
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Figure 4.8 This plot depicts the trajectories of all 20 
particles over time, after the output of the gravity 
transform was reduced from 20 dimensions to 2 
dimensions using PGA. 
The distance pairs relating to the solitary neurons 
cluster at the centre of the display, indicating that 
they have no tendency to cluster with other neurons. 
A zoom of this cluster is shown in Figure 4.9. 
Figure 4.8 also shows another group, neurons 6 to 9 
clearly distinct from the rest. However, it is difficult 
to draw any further conclusions from this plot. Note 
that the arrows indicate the general direction of the 
trajectory. 
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Figure 4.9 This plot depicts the trajectories of particles 
2-5 and 11-20, after the output of the gravity tra/ISform 
was reduced from 30 dimensions to 2 dimensions using 
PGA. 
4.3 Limitations of PCA 
As demonstrated, dimension reduction can be used 
to convey the majority of the information contained 
in the original n-dimensional data set. Moreover, it 
can result in an improved representation of the data. 
However, a balance needs to be maintained between 
dimension reduction and loss of information. A 
comparison of Figure 4. 7 and 4.8 highlights the loss 
of infonnation that can result from dimension 
reduction. Note that the use of a non-linear reduction 
may ease this problem (Sarnmon (1969)). 
In addition to the reduction of dimensions, 
investigating innovative methods of representing 
large quantities of data, such as parallel coordinates, 
can alleviate the problem of representing vast data 
sets. 
5 Conclusions 
This paper reports on the use of visualisation in the 
analysis of synchronous activity in multi-
dimensional spike train data derived from the gravity 
transform algorithm On the basis of our simulations 
we derived approximate values for the algorithm 
parameters: . aggregation, charge and delay. 
Numerous tnals were run using relatively large 
numbers of spike trains. These were successful 
whilst highlighting the limitations of using distance 
graphs to output the data. 
Parallel coordinates and animation techniques were 
used to support the analysis of these vast data sets. 
In additio~ to these innovative methods of display, 
concentrallon of the data can also alleviate the 
problem of representing vast data sets. 
PCA was used to reduce the quantity of data whilst 
maximising the quality of the data retained. This 
method is very useful in creating manageable data 
sets, yet limited due to display. Hence, future work 
will incorporate the use of parallel coordinates for 
the display of PCA output data in addition to output 
directly from the gravity transform. 
In conclusion, no single method will overcome the 
problems of analysing synchronous activity in multi-
dimensional data sets, However, the combination of 
many diverse methods from domains such as 
mathematics and statistics, information visualisation 
and graphics will provide a very practical platform 
on which to analyse this quantity of data. 
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1. Introduction 
Temporal coding has an imponant role in the debate 
on information encoding by spike trains. It establishenhat 
information is encoded in the seemingly random patterns 
of spikes, even in the exact temporal arrangement of inter-
spike intervals. Subsequently, one of basic principles that 
underlie information processing in the brain is the 
principle of synchronisation of neural activity [I] [2]. Vast 
quantities of experimental data and mathematical models 
indicate that the synchronisation principle may be useful 
in devising various systems of information processing. 
The experimental evidence that is currently available 
requires analysis in order to extract inherent information. 
Analysis of multidimensional spike trains using standard 
tools such as cross-correlograrns is increasingly complex 
due to the quantity of data involved. Hence, new methods 
of dealing with this data are needed. In 1985, one such 
analysis tool called the "Gravity Transformation" [3][4] 
was developed at the Multiple Unit Laboratory at 
[)epanment of Neuroscience in the University of 
Pennsylvania [ 5]. 
It is based on the principle of gravitational interaction 
of particles where each neuron is represented·by a particle 
and the movement of that particle is described in an n-
dimensional space, where n is the number of neurons 
under investigation. All particles start equidistant from 
one another and the gravitational force (or charge) exerted 
by a particle is proportional to the spike train of the 
corresponding neuron. Each spike contributes charge and 
this charge decays exponentially over time. Thus, should 
two or more neurons spike coincidently, their 
corresponding particles will have an attractive force that 
causeNhe panicle to move closer together. Let us suppose 
that two neurons have an above average synchrony of 
firing. Over time this would result in a strong attractive 
force between their corresponding particles. This would 
result in aggregation in n-dimensional space. Since, 
significant synchrony can indicate synaptic coupling [6] 
the aggregation of the particles can show the assemblies 
represented by the spike train data. 
The gravity transformation has made a significant 
contribution to the field however there are some 
difficulties with the display of output data for large 
numbers of particles. 
2. Representation of n-dimensional data 
Parallel coordinates, originally pioneered in the 
1980's, is a technique used to represent diverse sets of 
multidimensional data. In 1990, Inselberg [7] [8] renewed 
the use of parallel coordinates for the analysis of large 
quantities of multidimensional data and introduced some 
new representation features that have led to a marked 
increase in their utilization. 
lnselberg's representation of parallel coordinates 
denotes data points as y-ax.is coordinate values distributed 
along the x-ax.is. In this scheme, .a specific point in n-
dimensional Euclidean space is represented by n y-axis 
values distributed along the x-axis. In the last decade 
much research has focused on the development of parallel 
coordinates in order to analyse even greater quantities of 
data. An example of this is the concept of hierarchical 
parallel coordinates [9]. 
3. Visualisation Software 
It has been established that parallel coordinates can 
be used to identify correlations between variables and to 
convey aggregation information. Subsequently, this 
focuses on the application of parallel coordinates to the 
visualization of data produced by the gravity 
transformation in order to support the investigation of 
greater numbers of neurons. Naturally, the advantage of 
parallel axes over orthogonal axes is the fact that their 
limitations are based on the size of the display area 
available. Note that since there is no loss of data when 
using parallel coordinates that there is no "cost" to be 
considered for .the gains achieved. 
This paper presents a software analysis tool, VISA, 
used for the Visualization of Inter-Spike Associations that 
supports the analysis of multidimensional spike trains 
using both the gravity transformation and parallel 
coordinates. In additional to this, it provides additional 
functionality such as animation of the parallel coordinates 
display over time thus in this case depicting the 
aggregation of particles in the gravity transformation data. 
There is also the capability to view the display output in a 
static mode. Most significantly, the tool supports the 
display of any subset of particles for closer inspection. 
Since the range of values represented by each parallel axis 
is dependent upon the group of particles viewed on that 
axis, this is effectively a zoom facility. 
Currently, the parallel coordinates may be used for 
relatively larger values of n than the standard outpllt 
display of the gravity transformation. Indeed, provided 
that scrolling windows are deemed acceptable to the user, 
there is no theoretical limit to the number of neurons that 
could be displayed in this manner. However, in practice, 
significant demands for interaction with the graphical user 
interface reduce the overall effectiveness. of the software 
tool since user perception is a significant factor in the 
process. Note that the use of hierarchical parallel 
coordinates offers additional significant opportunities for 
future development of the VISA. 
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Abstract 
The current ability to record neural acllvtty within the 
brains of mammals has led to the production of a large 
body of experimental data. The analysis and comprehension 
of this data is key to the understanding of many basic brains 
unctions, for example learning and memory. 
The main constituent of this data is multi-dimensional spike 
train recordings. As the analysis of these datasets, by 
traditional means, becomes more complex and time 
consuming the need for bel/er methods of data analysis 
increases. 
This paper presents an innovative method for analysis of the 
relationships wilhin large multi-dimensional spike train 
datasets. This method, called the 'Correlation Grid, ' is 
based. on the Information Visualisation principles; overview 
the data, filter and zoom the data and obtain details-on-
demand [1}. The features of the Correlation Grid are 
described, including filtering and statistical sorting 
methods. 
I Introduction 
Explanations to many questions in the field of 
euroscience are dependent on the theoretical 
nderstanding of a large body of experimental neural data. 
pecifically, this understanding is fundamental to the 
. xploration of information processing within the nervous 
ystem. A primary component of this data is simultaneously 
'ecorded multi-dimensional spike trains. Significant 
search in this area is steered towards the principle of 
ynchronisation of neural activity [2](3]. 
Further, in-depth, analysis of the available 
xperimental evidence is required in order to extract 
nherent information. The analysis of neural data, such as 
ulti-dimensional spike trains, is increasingly complex 
sing traditional tools, like cross-correlograms, due to the 
ast quantity of data involved. Consequently, new analysis 
ethods are required to deal with this data. 
The specific computer science field of Information 
isualisation is focused on innovations in the representation 
f vast quantities of data. A guiding principle of 
nformation Visualisation is that the investigator should 
ave control over the data representation that they are•using. 
Moreover, the investigator should be able to manipulate the 
data by applying relevant techniques, in order to steer that 
direction· of the analysis. For example, it may be appropriate 
to use statistical or other mathematical routines to sort and 
organise the data. 
The "information-seeking mantra", introduced by 
Shneiderman [I] in 1996, highlighted user requirements in 
this area. It proposed that users should have the ability to 
overview data, zoom and filter this data and to obtain 
details-on-demand. This mantra was widely adopted 
throughout the Information Visualisation community as a 
basis for defining user requirements. Frequently different 
levels of detail are viewed using different visualizations. 
Resulting in a number of different views of the data. For 
consistency, these multiple views should be linked 
[4](5](6]. 
In this paper, a method of dealing with the analysis of 
relatively large numbers of spike trains, involving cross-
correlation, is proposed. 
2 Neurophysiological data 
Within the mammalian nervous system, there are many 
different types of neurons, each of which performs a 
different task. . These neurons communicate via small 
electrical impulses . 
A neuron accumulates electrical charge from other 
neurons attached to it. When this accumulation reaches an 
internal threshold, the neuron will initiate an action 
potential. When a neuron initiales action potentials over 
time, it is said that the neuron is firing. For example, the 
application of pressure to the skin causes pressure-sensitive 
neurons.to fire. 
Note that action potentials are often referred to as 
spikes and a series of the spikes, over time, is called a spike 
train. 
2.1 Spike trains 
Spike train data is the primary data recorded during 
experimental Neurophysiology. This data is a record of the 
spiking activity of a collection of neurons under 
investigation. Figure 2-1 shows a section, from 200ms to 
700ms, of a typical spike train recording for three neurons. 
In thjs figure, a horizontal plot represents the spike train of 
each neuron. Each horizontal plot denotes the occurrence of 
spikes, at specific times, by a vertical line. 
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Figure 2-1 : An example of a typical spike train 
recording for three neurons over a period of 
500ms. 
700 
It has been established that information is encoded in 
this data. However, it has also been shown that spikes from 
a single neuron are identical [7]. Thus, the form of 
individual spikes is believed to carry little information. 
Instead, it is the spiking frequency and thus, inter-spike-
intervals that carry information. Moreover, the 
synchronisation of spikes within this data is of prime 
interest. Research [2] has shown that spike synchrony is key 
to information processing within the brain. 
2.2 Coupling 
Connections between neurons fall into to general 
groups; these are Direct Synaptic coupling and Common 
Input coupling. In both cases the firing patterns of the 
neurons will be synchronised. 
(i) (ii) 
Figure 2-2: An example of (i) direct synaptic 
coupling and (ii) common input coupling 
Figure 2-2 {i) illustrates Direct Synaptic coupling, 
here neuron A is coupled so that it stimulates neuron B. If 
euron A fires, then neuron B has an increased probability 
f firing. Figure 2-2 (ii) illustrates Common Input coupling, 
here neuron A stimulates both neurons B and C, resulting 
· the correlation of their input. Thus, if neuron A fires then 
oth neurons B and C have increased probabilities of firing. 
.3 Multi-dimensional spike train data 
Explanations to many questions in the field of 
euroscience are dependent on the comprehension of large 
ets of experimental data. For example, many fundamental 
rain processes, such as memory, learning and attention, are 
till unclear in many respects. One of the central theories 
xplaining how the brain processes information is the 
synchronisation of neural actlvtty. Research [2] suggests 
that the synchronisation principle may be useful in 
describing various brain systems. 
Much experimental data has been recorded, from the 
mammalian brain. The majority of this data is in the form of 
multi-dimensional spike train recordings. Investigation of 
this data centres on the synchronisation of spikes between 
spike trains, to derive the coupling of the underlying 
neurons. 
Neurophysiologist& still utilise traditional analysis 
methods due to the absence of more substantial software 
support. However, due to the quantity of data involved these 
methods are both time consuming and complex. 
3 Traditional methods of analysis 
Currently there are a variety of methods to analyse 
multi-dimensional spike train data. The cross-corre/ogram 
is one of the most common and measures the temporal 
correlation of one spike train with another. Like the cross-
correlogram, most current methods are designed for use 
with only a pair of neurons, and these methods do not scale-
up to deal with larger assemblies. 
3.1 Pair-wise correlation 
The cross-correlogram [8][9] is used to measure the 
synchronisation between the spike trains of two neurons. 
One spike train is designated to be the reference train. The 
other is known as the target. A time frame for correlation 
must be specified, this is to account for the inherent delay in 
neural circuits. The time frame, or correlation window, 
consists of a number of equal time segments, called bins. 
The correlation window is centred over the fust spike 
of the reference train. The number of target train spikes that 
fall within each bin is calculated. This is repeated for each 
subsequent spike in the reference train. 
The result of each comparison is added to the previous 
to give the overall correlation; an example of this is 
illustrated in Figure 3- 1. 
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Figure 3-1 An example of a Cross Correlogram 
calculation using a six-bin window 
The overall correlation is then plotted using a cross-
correlogram. 
3.2 The cross-correlogram 
The resultant cross-correlation, plotted as the cross-
correlogram, shows the correlation of the target train with 
respect to the reference train. This is illustrated in, Figure 
3-2, for two spike trains recorded from neurons coupled as 
shown in Figure 2-2(i). 
Bins (Jms) 
Figure 3-2 Example cross-correlogram for two 
connected neurons 
Should a significant peak [10], as shown in Figure 3-2, 
be evident in this plot a correlation exists between the two 
trains . In this case the two neurons are likely to be 
connected. In contrast when no peaks are evident from the 
cross-correlogram, see Figure 3-3, it is likely that the 
neurons are not connected. 
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Figure 3-3 Example cross-correlogram for two un-
connected neurons 
It takes one cross-correlogram to represent the 
relationship between the spike trains of two neurons. Thus, 
for any significantly sized neuronal assembly, numerous 
cross-correlograms would be required to analyse the 
connectivity of the assembly. New problems are posed by 
this large quantity of data. This is because all pair-wise 
results must be analysed to understand any relationships 
between the underlying neurons. 
3.3 Peak significance 
It is possible for a peak in the output of a cross-
orrelogram to be 'false ' . These false peaks are random 
ccurrences and due to the high spike frequency of the train. 
number of methods have been proposed to deal with this 
roblem including the Brillinger normalisation and 
onfidence interval [I 0]. 
The Brillinger method normalises the results of the 
ross-correlogram, giving each bin, in the output, a mean 
alue of one. This normalisation supports the comparison of 
oss-correlograms with different train lengths, as the 
uantity of spikes on each train is taken into account. In 
ddition, a confidence interval , based on the data, is 
alculated. Any peaks that are within this interval are 
efined to be random. Ln contrast, peaks greater than this 
nterval are considered to show significant correlation. 
Figure 3-4 illustrates a Brillinger normalised cross-
correlogram, for a pair of common input neurons. Note the 
majority of bins have values around one, falling within the 
Brillinger confidence interval. Thus, these bins do not show 
statistically significant correlation. ln contrast, the central 
peak is much greater than the confidence interval, showing 
a significant correlation between the input spike trains. Thus 
indicating a high likelihood of the neuronal coupling. 
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Figure 3-4 Example Brillinger normalised cross-
correlogram with confidence interval 
4 Current methods of analysis 
A number of innovative methods exist for the analysis of 
spike trains from large groups of interconnected neurons, 
called assemblies. The 'Gravity Transform', originally 
developed by Gerstein and Aertsen [11][ 12][13] is one 
notable method. The Gravity Transform algorithm can be 
used to study the firing dependencies of multi-dimensional 
spike trains. Recent work by Stuart et al. [14) has enhanced 
the output of the original Gravity Transform algorithm 
using visuali sation techniques including parallel coordinates 
to support the display of the Gravity Transform output. 
However, a great deal work is still necessary in this area 
in order to fully support exploration of large multi-
dimensional data sets. For this reason, the spike train 
'Correlation Grid' has been developed. 
5 Correlation grid 
The Correlation Gird presents users with an overview 
of cross-correlogram results, for a number of spike trains. 
For a given dataset, of n spike trains, all unique cross-
correlograms are generated, where the user specifies the bin 
and window size. Subsequently, the cross-correlograrns are 
normalised using the Brillinger method. Finally, the results 
of these cross-correlograms are displayed as an n-by-n grid 
of grey scale cells, representing the individual correlations 
between al l pairs of spike trains. 
The grid encodes the ' height ' of the largest peak in 
each cross-correlogram. The peaks are in coded from white, 
representing no peak, to black, representing the largest peak 
in the grid. 
The user can select whether to view 'all peaks' or just 
significant peaks. Significant peaks are those that fall 
outside of the Brillinger confidence interval specified for 
the grid. ln addition, the individual cross-correlograms can 
be view by selecting the corresponding cell in the grid. 
To demonstrate the Correlation Grid, a dataset of ten 
spike trains was generated, over 2000ms, for the assembly 
of neurons shown in Figure 5-1. 
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Figure 5-1 Neuron assembly for test data set 
In this assembly, the spike trains of neurons one, three, 
five and seven will be correlated, as their corresponding 
neurons are connected. Like wise the spike trains of neurons 
two, four and six will correlate. In contrast, the spike trains 
of neurons eight, nine and ten will not correlate with any 
others as they are unconnected, thus have a random firing 
pattern. 
A Correlation Grid for this dataset was generated, with 
a bin size of 2ms and window size of 100. The resultant 
grid, showing al peaks, is shown in Figure 5-2. 
Figure 5-2 Example Correlation Grid showing all 
peaks (bin size 2ms, window size 100) 
On close examination of this Grid, it is possible to 
deduce that spike trains one, three, five and seven are 
correlated. Note the higher peaks (represented by darker 
greys) between these columns/rows. Likewise, it is possible 
to conclude that a relationship exists between the spike 
trains of neurons two, four and six. 
The clarity of these relationships is greatly improved 
by filtering the grid so it only containing significant peaks. 
This fi ltered grid is shown in Figure 5-3. Recall the 
orrelation between spike trains one, three, five and seven 
hich is more prevalent in this filter Grid. Like wise the 
orrelation between train two, four and six. 
Figure 5-3 Example Correlation Grid showing only 
significant peaks (bin size 2ms, window size 100) 
With the removal of the non-significant peaks the grid 
is less cluttered. It is now easier to identify the correlation 
between the connected neurons, shown in Figure 5-1. 
Moreover the lack of correlation between spike trains 
is more apparent. From an examination of Figure 5-3 it is 
possible to see that trains eight, nine and ten have minimal, 
or no, correlation with other trains. 
5.1 Cluster analysis 
The identification of groups, or clusters, of correlations 
is key to understanding the relationships between the 
underlying neurons. It is possible to identify these clusters 
visually, however this is not easily expanded for problems 
with larger datasets. 
To aid with the identification of correlation clusters, a 
statistical cluster analysis method has been implemented. 
This method uses the height of the most significant peak, if 
any exist, of each cross-correlogram to build a dendrograph 
for the correlation gird. This in turn is used to generate the 
initial display order of the spike trains. 
The effect of clustering is shown in Figure 5-4. This 
grid was generated from the same data as used to create the 
grid in Figure 5-3, based on the neural assembly in Figure 
5- l . Cluster analysis was performed on the grid, to 
determine the optimal sequence of spike trains in the grid. 
This analysis was performed using significant peaks only. 
With the aid of filtering and clustering it is possible to 
clearly identify the groups in the neuronal assembly shown 
in Figure 5-1. 
Figure 5-4 Example Correlation Grid, showing only 
significant peaks and clustered (bin size 2ms, 
window size 1 00) 
From Figure 5-4 it is possible to identify the 
correlations in the neuron 'ring'; neurons one, three, five 
and seven. They are shown in the top left portion of the 
grid. Additionally, the common input group; neurons two, 
four and six; are also grouped together in the centre of the 
diagram. Finally, from the same figure, the independent 
neurons, eight, nine and ten, are all in the lower right 
portion of the grid. 
From closer examination of the cross-correlograms of 
the fina l cluster, of unconnected neurons, it is apparent that 
the peaks are relatively small. See Figure 5-6 (i), which 
shows the cross-correlation for neurons two and ten. 
Bins (2ms) 
(i) 
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Figure 5·5 Cross-correlograms for (I) neurons two 
and ten (ii) neurons two and four from the 
previous Grid 
From the display it is possible to see that the peaks are 
relatively small, only slightly greater than the confidence 
interval. In contrast the correlations of connected neurons, 
shown in Figure 5-6 (ii) for neurons two and four, show 
relatively large peaks. Thus, for neurons eight, nine and ten, 
it would be possible to infer that these peaks do not 
represent true correlation between the spike trains. Hence, 
these neurons are not coupled to any others in the assembly. 
This overview of cross-correlograms facilitates 
improved fine-tuning of the correlation parameters. This 
fine-tuning is commonly needed to obtain the highest clarity 
of result. 
Increasing the bin size, for example, means more 
spikes are taken into consideration. Thus, a peak must be 
higher to be classed as significant. This principle is 
illustrated in Figure 5-6 where the bin size for the grid has 
een changed to 3ms. The same dataset and previous 
indow size were used to create this grid. 
Figure 5·6 Example Correlation Grid showing only 
significant peaks (bin size 3ms, window size 1 00) 
The grid in Figure 5-6 has been filtered to solely show 
significant peaks and clusters. Note that correlation only 
exists between the spike trains of the coupled neurons. For 
example, spike trains eight, nine and ten show no 
correlation with any other spike trains. 
6 Future work 
The work presented in this paper is part of an 
Information Visualisation project, at the Centre for Neural 
and Adaptive Systems, called Visualisation of Inter-Spike 
Associations (VISA) [15]. Specifically, this paper has 
presented work on an innovative method for analysis of 
large neural assemblies using cross-correlation. However, a 
number of areas still require attention. 
Currently, users are unable to alter the order of the 
spike trains. The ability to reorder the gird and to fine-tune 
the display will be implemented. 
Empirical testing is underway to evaluate the usability 
of this visualization method. Subsequently, it is likely that 
this tool will be integrated into the VISA Toolbox [15]. 
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Abstract 
The current ability to record neural activity within the 
brains of mammals has led to the production of a large 
body of experimental data. The analysis and 
comprehension of this data is key to the understanding of 
many basic brains functions, for example learning and 
memory. 
The main constituent of this data is multi-dimensional 
spike train recordings. As the analysis of these datasets, by 
traditional means, becomes more complex and time 
consuming the need for bel/er methods of data analysis 
increases. 
This paper presents an innovative method for analysis of 
the relationships within large multi-dimensional ~pike 
train datasets. This method, called the 'Correlation Grid, ' 
is based on the Information Visualisation principles; 
overview the data, filter and zoom the data and obtain 
details-on-demand [I]. The features of the Correlation 
Grid are described, including filtering and statistical 
sorting methods. 
1 Introduction 
Explanations to many questions m the field of 
Neuroscience are dependent on the theoretical 
understanding of a large body of experimental neural data. 
Specifically, this understanding is fundamental to the 
exploration of information processing within the nervous 
system. A primary component of this data is 
simultaneously recorded multi-dimensional spike trains. 
Significant research in this area is steered towards the 
principle of synchronisation of neural activity [2][3]. 
Further, in-depth, analysis of the available 
experimental evidence is required in order to extract 
inherent information. The analysis of neural data, such as 
multi-dimensional spike trains, is increasingly complex 
using traditional tools, like cross-correlograms, due to the 
vast quantity·of data involved. Consequently, new analysis 
methods are required to deal with. this data. 
The specific computer science field of Information 
Visualisation is focused on innovations in the 
representation of vast quantities of data. A guiding 
principle of Information Visualisation is that the 
investigator should have control over the data 
representation that they are using. Moreover, the 
investigator should be able to manipulate the data by 
applying relevant techniques, in order to steer that 
direction of the analysis. For example, it may be 
appropriate to use statistical or other mathematical 
routines to sort and organise the data. 
The "information-seeking mantra", introduced by 
Shneiderman [I] in 1996, highlighted user requirements in 
this area. It proposed that users should have the ability to 
overview data, zoom and filter this data and to obtain 
details-on-demand. This mantra was widely adopted 
throughout the Information Visualisation community as a 
basis for defining user requirements. Frequently different 
levels of detail are viewed using different visualizations. 
Resulting in a number of different views of the data. For 
consistency, these multiple views should be linked 
[4][5][6]. 
In this paper, a method of dealing with the analysis of 
relatively large numbers of spike trains, involving cross-
correlation, is proposed. 
2 Neurophysiological data 
Within the mammalian nervous system, there are 
many different types of neurons, each of which performs a 
different task. . These neurons communicate via small 
electrical impulses. 
A neuron accumulates electrical charge from other 
neurons'attached to it. When this accumulation reaches an 
internal threshold, the neuron will initiate an action 
potentiaL When a neuron initiates action potentials over 
time, it is said that the neuron is firing. For example, the 
application of pressure to the skin causes pressure-
sensitive neurons to fire. 
Note that action potentials are often referred to as 
spikes and a series of the spikes, over time, is called a 
spike train. 
2.1 Spike trains 
Spike train data is the primary data recorded during 
experimental Neurophysiology. This data is a record of the 
spiking activity of a collection of neurons under 
investigation. Figure 2-1 shows a section, from 200ms to 
700ms, of a typical spike train recording for three neurons. 
In this figure , a horizontal plot represents the spike train of 
each neuron. Each horizontal plot denotes the occurrence 
of spikes, at specific times, by a vertical line. 
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Figure 2-1: An example of a typical spike train 
recording for three neurons over a period of 
500ms. 
700 
It has been established that information is encoded in 
this data. However, it has also been shown that spikes 
from a single neuron are identical [7]. Thus, the form of 
individual spikes is believed to carry little information. 
Instead, it is the spiking frequency and thus, inter-spike-
intervals that carry information. Moreover, the 
synchronisation of spikes within this data is of prime 
interest. Research [2] has shown that spike synchrony is 
key to information processing within the brain. 
2.2 Coupling 
Connections between neurons fall into to general 
groups; these are Direct Synaptic coupling and Common 
Input coupling. In both cases the firing patterns of the 
neurons will be synchronised. 
(i) (ii) 
Figure 2-2: An example of (i) direct synaptic 
coupling and (ii) common input coupling 
Figure 2-2 (i) illustrates Direct Synaptic coupling, 
where neuron A is coupled so that it stimulates neuron B. 
If neuron A fires, then neuron B has an increased 
probability of firing. Figure 2-2 (ii) illustrates Common 
Input coupling, where neuron A stimulates both neurons B 
and C, resulting in the correlation of their input. Thus, if 
neuron A fires then both neurons B and C have increased 
probabilities of firing. 
2.3 Multi-dimensional spike train data 
Explanations to many questions in the field of 
Neuroscience are dependent on the comprehension of 
large sets of experimental data. For example, many 
fundamental brain processes, such as memory, learning 
and attention, are still unclear in many respects. One of the 
central theories explaining how the brain processes 
information is the synchronisation of neural activity. 
Research [2] suggests that the synchronisation principle 
may be useful in describing various brain systems. 
Much experimental data has been recorded, from the 
mammalian brain. The majority of this data is in the form 
of multi-dimensional spike train recordings. Investigation 
of this data centres on the synchronisation of spikes 
between spike trains, to derive the coupling of the 
underlying neurons. 
Neurophysiologists still utilise traditional analysis 
methods due to the absence of more substantial software 
support. However, due to the quantity of data involved 
these methods are both time consuming and complex. 
3 Traditional methods of analysis 
Currently there are a variety of methods to analyse 
multi-dimensional spike train data. The cross-correlogram 
is one of the most common and measures the temporal 
correlation of one spike train with another. Like the cross-
correlogram, most current methods are designed for use 
with only a pair of neurons, and these methods do not 
scale-up to deal with larger assemblies. 
3.1 Pair-wise correlation 
The cross-correlogram [8][9] is used to measure the 
synchronisation between the spike trains of two neurons. 
One spike train is designated to be the reference train . The 
other is known as the target. A time frame for correlation 
must be specified, this is to account for the inherent delay 
in neural circuits. The time frame, or correlation window, 
consists of a number of equal time segments, called bins. 
The correlation window is centred over the first spike 
of the reference train. The number of target train spikes 
that fall within each bin is calculated. This is repeated for 
each subsequent spike in the reference train. 
The result of each comparison is added to the 
previous to give the overall correlation; an example of this 
is illustrated in Figure 3-1. 
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Figure 3-1 An example of a Cross Correlogram 
calculation using a six-bin window 
The overall correlation is then plotted using a cross-
correlogram. 
3.2 The cross-correlogram 
The resultant cross-correlation, plotted as the cross-
correlogram, shows the correlation of the target train with 
respect to the reference train. This is illustrated in, Figure 
3-2, for two spike trains recorded from neurons coupled as 
shown in Figure 2-2(i). 
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Figure 3-2 Example cross-correlogram for two 
connected neurons 
Should a significant peak [I 0] , as shown in Figure 
3-2, be evident in this plot a correlation exists between the 
two trains. In this case the two neurons are likely to be 
connected. ln contrast when no peaks are evident from the 
cross-correlogram, see Figure 3-3, it is likely that the 
neurons are not connected. 
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Figure 3-3 Example cross-correlogram for two 
un-connected neurons 
It takes one cross-correlogram to represent the 
relationship between the spike trains of two neurons. Thus, 
for any significantly sized neuronal assembly, numerous 
cross-correlograms would be required to analyse the 
connectivity of the assembly. New problems are posed by 
this large quantity of data. This is because all pair-wise 
results must be analysed to understand any relationships 
between the underlying neurons. 
3.3 Peak significance 
It is possible for a peak in the output of a cross-
correlogram to be 'false'. These false peaks are random 
occurrences and due to the high spike frequency of the 
train. 
A number of methods have been proposed to deal with this 
problem including the Brillinger normalisation and 
confidence interval (1 0]. 
The Brillinger method normalises the results of the 
cross-correlogram. giving each bin, in the output, a mean 
value of one. This normalisation supports the comparison 
of cross-correlograms with different train lengths, as the 
quantity of spikes on each train is taken into account. In 
addition, a confidence interval, based on the data, is 
calculated. Any peaks that are within this interval are 
defined to be random. In contrast, peaks greater than this 
interval are considered to show significant correlation. 
Figure 3-4 illustrates a Brillinger normalised cross-
correlogram, for a pair of common input neurons. Note the 
majority of bins have values around one, falling within the 
Brillinger confidence interval. Thus, these bins do not 
show statistically significant correlation. In contrast, the 
central peak is much greater than the confidence interval, 
showing a significant correlation between the input spike 
trains. Thus indicating a high likelihood of the neuronal 
coupling. 
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Figure 3-4 Example Brillinger normalised cross-
correlogram with confidence interval 
4 Current methods of analysis 
A number of innovative methods exist for the analysis 
of spike trains from large groups of interconnected 
neurons, called assemblies . The ' Gravity Transform', 
originally developed by Gerstein and Aertsen [11][12](13] 
is one notable method. The Gravity Transform algorithm 
can be used to study the firing dependencies of multi-
dimensional spike trains. Recent work by Stuart et al. (14] 
has enhanced the output of the original Gravity Transform 
algorithm using visualisation techniques including parallel 
coordinates to support the display of the Gravity 
Transform output. 
However, a great deal work is still necessary in this 
area in order to fully support exploration of large multi-
dimensional data sets. For this reason, the spike train 
'Correlation Grid' has been developed. 
5 Correlation grid 
The Correlation Gird presents users with an overview 
of cross-correlogram results, for a number of spike trains. 
For a given dataset, of n spike trains, all unique cross-
correlograms are generated, where the user specifies the 
bin and window size. Subsequently, the cross-
correlograms are normalised using the Brillinger method. 
Finally, the results of these cross-correlograms are 
displayed as an n-by-n grid of grey scale cells, 
representing the individual correlations between all pairs 
of spike trains. 
The grid encodes the 'height' of the largest peak in 
each cross-correlogram. The peaks are in coded from 
white, representing no peak, to black, representing the 
largest peak in the grid. 
The user can select whether to view 'all peaks' or just 
significant peaks. Significant peaks are those that fall 
outside of the Brillinger confidence interval specified for 
the grid. ln addition, the individual cross-correlograms 
can be view by selecting the corresponding cell in the grid. 
To demonstrate the Correlation Grid, a dataset of ten 
spike trains was generated, over 2000ms, for the assembly 
of neurons shown in Figure 5-l. 
cfc6 
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Figure 5-1 Neuron assembly for test data set 
In this assembly, the spike trains of neurons one, 
three, five and seven will be correlated, as their 
corresponding neurons are connected. Like wise the spike 
trains of neurons two, four and six will correlate. In 
contrast, the spike trains of neurons eight, nine and ten 
will not correlate with any others as they are unconnected, 
thus have a random firing pattern. 
A Correlation Grid for this dataset was generated, 
with a bin size of 2ms and window size of I 00. The 
resultant grid, showing al peaks, is shown in Figure 5-2. 
Figure 5-2 Example Correlation Grid showing all 
peaks (bin size 2ms, window size 100) 
On close examination of this Grid, it is possible to 
deduce that spike trains one, three, five and seven are 
correlated. Note the higher peaks (represented by darker 
greys) between these columns/rows. Likewise, it is 
possible to conclude that a relationship exists between the 
spike trains of neurons two, four and six. 
The clarity of these relationships is greatly improved 
by filtering the grid so it only containing significant peaks. 
This filtered grid is shown in Figure 5-3. Recall the 
correlation between spike trains one, three, five and seven 
which is more prevalent in this filter Grid. Like wise the 
correlation between train two, four and six. 
Figure 5-3 Example Correlation Grid showing 
only significant peaks (bin size 2ms, window size 
100) 
With the removal of the non-significant peaks the 
grid is less cluttered. It is now eas ier to identify the 
correlation bet\veen the connected neurons, shown in 
Figure 5-l. 
Moreover the lack of correlation between spike trains 
is more apparent. From an examination of Figure 5-3 it is 
possible to see that trains eight, nine and ten have 
minimal, or no, correlation with other trains. 
5.1 Cluster analysis 
The identification of groups, or clusters, of 
correlations is key to understanding the relationships 
between the underlying neurons. It is possible to identify 
these clusters visually, however this is not easily expanded 
for problems with larger datasets. 
To aid with the identification of correlation clusters, a 
statistical cluster analysis method has been implemented. 
This method uses the height of the most significant peak, 
if any exist, of each cross-correlogram to build a 
dendrograph for the correlation gird. This in turn is used to 
generate the initial display order of the spike trains. 
The effect of clustering is shown in Figure 5-4. This 
grid was generated from the same data as used to create 
the grid in Figure 5-3, based on the neural assembly in 
Figure 5-1. Cluster analysis was performed on the grid, to 
determine the optimal sequence of spike trains in the grid. 
This analysis was performed using significant peaks only. 
With the aid of filtering and clustering it is possible to 
clearly identify the groups in the neuronal assembly shown 
in Figure 5-l . 
Figure 5-4 Example Correlation Grid, showing 
only significant peaks and clustered (bin size 
2ms, window size 1 00) 
From Figure 5-4 it is possible to identify the 
correlations in the neuron 'ring' ; neurons one, three, five 
and seven. They are shown in the top left portion of the 
grid. Additionally, the common input group; neurons two, 
four and six; are also grouped together in the centre of the 
diagram. Finally, from the same figure, the independent 
neurons, eight, nine and ten, are all in the lower right 
portion of the grid. 
From closer examination of the cross-correlograms of 
the final cluster, of unconnected neurons, it is apparent 
that the peaks are relatively small. See Figure 5-6 (i), 
which shows the cross-correlation for neurons two and ten. 
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(i) 
Figure 5-5 Cross-correlograms for (i) neurons 
two and ten (ii) neurons two and four from the 
previous Grid 
From the display it is possible to see that the peaks 
are relatively small, only slightly greater than the 
confidence interval. In contrast the correlations of 
connected neurons, shown in Figure 5-6 (ii) for neurons 
two and four, show relatively large peaks. Thus, for 
neurons eight, nine and ten, it would be possible to infer 
that these peaks do not represent true correlation between 
the spike trains. Hence, these neurons are not coupled to 
any others in the assembly. 
This overview of cross-correlograms facilitates 
improved fine-tuning of the correlation parameters. This 
fi ne-tuning is commonly needed to obtain the highest 
clarity of result. 
Increasing the bin size, for example, means more 
spikes are taken into consideration. Thus, a peak must be 
higher to be classed as significant. This principle is 
illustrated in Figure 5-6 where the bin size for the grid has 
been changed to 3ms. The same dataset and previous 
window size were used to create this grid. 
Figure 5-6 Example Correlation Grid showing 
only significant peaks (bin size 3ms, window size 
100) 
The grid in Figure 5-6 has been filtered to solely 
show significant peaks and clusters. Note that correlation 
only exists between the spike trains of the coupled 
neurons. For example, spike trains eight, nine and ten 
show no correlation with any other spike trains. 
6 Future work 
The work presented in this paper is part of an 
Information Visualisation project, at the Centre for Neural 
and Adaptive Systems, called Visualisation of Inter-Spike 
Associations (VISA) [ 15]. Specifically, this paper has 
presented work on an innovative method for analysis of 
large neural assemblies using cross-correlation. However, 
a number of areas still require attention. 
Currently, users are unable to alter the order of the 
spike trains. The ability to reorder the gird and to fine-tune 
the display will be implemented. 
Empirical testing is underway to evaluate the 
usability of this visualization method. Subsequently, it is 
likely that this tool will be integrated into the VISA 
Toolbox (15]. 
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Analysis of multi-dimensional Spike Trains using VISA 
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In general, experts involved in research on neural coding agree that information in nervous 
system is encoded in the spatio-temporal patterns of spikes. However, there are two distinct 
opinions about the manner in which this encoding takes place. Some experts consider that 
temporal coding is based on the exact timing of spiking activity of a single neuron whilst 
others believe that this encoding is solely based on the firing rate of a single neuron [I). The 
authors subscribe to the former opinion. Substantial quantities of simultaneously recorded 
spike train data exist, in addition to the numerous models developed for the generation of this 
data. However, current software systems to support the analysis and exploration of these 
large datascts are not adequate. The main focus of the research presented in this paper is the 
development of improved software systems to study the spatio-temporal patterns in these 
datasets. 
Experimental data has shown that spatio-temporal patterns are variable within these datasets, 
Thus, when the same stimulus is presented to a subject twice; the resulting patterns can vary. 
However, when a larger neural population is studied, it is still possible to identify a sub-
population, under variable conditions, that exhibits synchronous activity. 
This paper describes several techniques based on Information Visualization that support the 
exploration of multidimensional spike train datasets and the identification of sub-populations 
of synchronously active neurons. Traditional measures of assessing synchrony, such as pair-
wise cross correlation functions are becoming increasingly time-consuming and complicated 
when the number of simultaneously recorded spike train increases. Therefore, new, computer 
methods of dealing with these vast data sets are essential. 
2. The VISA Visualisation Tool 
In the previous workshop on Neural Coding, 200 I, an initial prototype of the 
visualization tool was presented [2, 3). This tool is called, VISA, Visualization of Inter-Spike 
Associations, and it supports the analysis of multidimensional spike train data. It supported 
the use of the gravity transformation algorithm [ 4, 5] and the display of its output data using 
parallel coordinates [6, 7]. Additionally, these parallel coordinates could be animated over 
time. 
Much software development in the area of Information Visualization is now designed 
upon the much-cited "Information Seeking mantra" introduced by Shneiderman [8). This 
mantra states the basic requirements of any useful information visualization system as 
"Overview first, zoom and filter, then details on demand". This mantra has been adopted as 
the fundamental premise upon which the VISA tool has been designed. The main aim of this 
tool is to enable users to view their data at different levels of detail, from abstract 
representations of the complete data set to specific representations that enable inspection of 
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individual data items. The latest version of VISA includes additional numerical methods and 
visualization algorithms. 
3. Additional functionality 
Users require a wide variety of different ways to look at the same data set. This is largely 
due to the fact that representations accentuate some aspects of data sets but rarely do they 
expose all features of a data set. Additionally, the increasing size of data sets currently under 
investigation also means that multiple, and often synchronized, views of data are now 
required. To support this requirement for a range of representations of the same data set, 
additional functionality has been incorporated into VISA. This includes the addition of two 
new visualization tools: the "Correlation Grid"[9] and the "Tunnel"[ 1 0] representations. 
The Correlation Grid is a technique used to represent the synchronous activity exhibited 
by clusters of spiking neurons. Let us consider a dataset of n spike trains. To quantify the 
similarity of spike trains, the cross correlation function of each pair of neurons is calculated. 
Subsequently, each of these functions are normalized using the Brillinger method [11]. This 
normalization is used to define the distance between two spike trains subsequently used for 
cluster analysis. The results of cluster analysis are represented using an n*n grey-scale grid. 
The scale goes from white, representing no significant correlation between the two 
corresponding spike trains, to black, representing the most significant correlation within the 
current dataset. The Correlation Grid allows clearly visualize the clusters of synchronous 
spike trains. 
The "Tunnel" also allows to find clusters of synchronous activity and this method uses 
3D representation of information and immersion possibilities, such as those used in Virtual 
Reality, to locate neurons that are spiking synchronously. Multiple spike trains are 
represented as bands or strips that make up the walls of a long tunnel. This representation 
supports movement of the user through the Tunnel. Additionally, it support the reordering of 
spike trains, to aid the identification of trains that are synchronized. For example, the cross 
correlation based clustering method can be used to reorder the spike trains within the tunnel, 
so that trains that are most similar are adjacent to each other. 
4. Results of synchronization analysis supported by visualization 
In this section, a simplified case study is described. This case study illustrates how the use 
of visualization representations supports the investigation of synchrony in artificially 
simulated neural activity. 
4.1 The neuronal assembly 
In order to illustrate the new visualization techniques included in the VISA toolbox, a 
data set was generated, for 20000 msec with a time step of 1 msec, using an enhanced 
integrate-and-fire generatorc[12]. This dataset was based on an assembly of ten neurons with 
the connection scheme shown in Figure 1. 
0 
Figure 1: The neuronal assembly used to generate data depicted in Figures 2 and 3. 
2 
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4.2 The Correlation Grid 
The Correlation Grid is a representation that provides an overview of all of the individual 
cross correlograms for a given data set. An example of this representation for the generated 
data is shown in Figure 2. 
Figure 2: An example of the Correlation Grid 
As explained in section 3, this grid is based on the cross correlation functions of neuron 
pairs. Note that the cluster analysis based on the Brillinger method, inherent in this 
representation, reorders the spike trains in order to highlight similarity between train pairs. 
This significantly increases the usefulness of this representation. The Correlation Grid shows 
two clusters of synchronously working neurons (#1, 3; and 4; # 2, 5, 7, 8, 6, 10) and one 
independent neuron (#9). Also, the second cluster is consists of two overlapping sub-clusters: 
(#2, 5, 7, 8; and 8, 6, 10). All these findings correspond to connection scheme for spike train 
generator (Fig. I). 
4.3 The Tunnel visualization 
The "Tunnel" visualization is a method of analyzing the firing patterns of multiple 
neurons. This environment presents different views of the same dataset and an additional 
overlay that encodes · coincidence. 
Figure 3: A snapshot of the Tunnel representation of the generated dataset over 500ms. 
The Tunnel is a cylindrical virtual environment that has been designed to provide useful 
user interaction. Figure 3 shows the Tunnel visualization of the generated dataset from 
1 OOOms to 1500ms. Each of the numbered horizontal bands, that comprise this Tunnel 
3 
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visualization, encodes the spike train of the corresponding neuron. The two 'end' bands, band 
1 and band 9 in Figure 3, are adjacent to.each other, thus forming the tunnel environment. 
Note that in figure 3 the order of the spike trains within the Tunnel is .based on the cluster 
analysis shown in Figure 2. Thus, it is possible for the user to reorder spike trains in order to 
highlight synchrony between trains. Additionally, inside·the tunnel, the user is able to 
navigate or "fly" through the tunnel at different speeds, in order to identify "interesting" 
features in the dataset at different positions in the tunnel. 
5. Conclusion 
Since the VISA tool is now equipped with the fundamental functionality required to 
investigate neural assemblies, this paper will describe a series of analyses that are currently 
underway. The paper shall report on the usefulness of the visualization techniques currently 
available, and the results obtained by using a combination of all the techniques available 
using VISA. 
Note that this research and the development of the VISA software is an ongoing project. 
It is anticipated that further use of the tool will also lead to further requirements defmition. 
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1 Introduction 
Many unresolved issues in the field of Neuroscience are 
, dependent upon the comprehension of vast quantities of neural 
data. Exploration of information processing within the nervous 
system depends upon the comprehension of this data. This 
research focuses on simultaneously recorded multicdimensional 
spike train data that is used in the investigation of the principle of 
synchronisation of neural·activity [Borisyuk and Borisyuk 1997]. 
In order to "mine" this data for inherent information, these data 
sets require thorough and diverse analysis. Since these data sets 
arc large, conventional means of analysis, such as the use of cross-
corrclograms, arc insufficient on their own. 
Thus, advanced techniques are being developed to exploit new 
and traditional analysis methods for larger data sets. 
This paper presents the initial evaluation of a method.of dealing 
with the analysis of relatively large numbers of spike trains, based 
upon the cross-corrclogram, called the Correlation Grid (Waiter et 
al. 2003). 
2 The VISA Tool 
An initial prototype of the visualization tool was presented at the 
Neural Coding Workshop in 2001 [Stuart et al. 2002(a)). This tool 
is called; VISA, Visualization of Inter-Spike Associations, and it 
supports the analysis of multidimensional spike train data. It 
supported the use of the gravity transformation algorithm 
[Gerstein and Aertsen 1985) and the display of its output data 
using parallel coordinates [lnselbcrg and Dimsdale 1990). 
Additionally, these parallel coordinates could be animated over 
time [Stuart et al. 2002(b)). 
Much sofiware development in the area of Information 
Visualization is now designed upon the much-cited "Information 
Seeking mantra" introduced by Shnciderrnan [ 1996). This mantra 
states the basic requirements of any useful information 
visualization system as "Overview first, zoom and filter, then 
I details on demand". Tllis mantra has been adopted as the 
fundamental premise upon which the VISA tool has been 
!designed. The main aim of this tool is to enable users to view their 
. data at different levels of detail, from abstract representations of 
the complete data set to specific representations that enable 
inspection of individual data items. The latest version of VISA 
includes additional numerical methods and visualization 
algorithms, including the Correlation Grid (Waiter et al. 2003) and 
cluster analysis. 
3 The Cross-Correlogram 
A cross-correlogram is used to visually represent the synchrony 
between the spike trains of two neurons. This representation is 
plotted as a histogram and represents the spiking activity of one 
neuron, designated to be the 'target' neuron, with respect to a 
second neuron, designated the 'reference' neuron. 
The cross-correlogram is analysed for the existence of 
'significant' peaks as defined by Brillinger[1979). The height, 
position (with respect to zero) and the number of peaks all help to 
determine the type and number of connections, if any, between the 
neurons. 
A cross-correlogram with a significant peak after zero indicates 
that the-target neuron has a tendency to spike aficr the reference 
neuron. In contrast, a significant peak belore zero would indicate 
that the reference neuron tends to spike afier the target neuron. A 
peak at or near zero indicates the neurons tend to spike 
coincidently. 
4 The Correlation Grid 
The Correlation Gird presents users with an overview of the cross-
correlogram results, for· a number of spike trains. 
So, for a given dataset, of n spike trains, all unique cross-
correlograms arc generated, for specified correlation parameters 
of bin and window size. Subsequently, the cross-correlograms-arc 
normalised using the Brillingcr[ 1979) method. Finally, the results 
of these cross-correlograms arc displayed as an 11-by'" grid of 
grey scale cells, representing the individual correlations between 
all<pairs of spike trains. 
The grid encodes the 'height' of the largest peak in each cross-
correlogram. The peaks are in coded from white, representing no 
peak, to black, representing the largest peak in the grid. 
The user can select whether to view 'all peaks' or just significant 
peaks. Significant peaks are those that lie outside of the Brillingcr 
confidence interval specified for the grid. In addition, the 
individual cross-correlograms can be view by simply selecting the 
corresponding cell in the grid. 
The identification of groups, or clusters, of correlations is key to 
understanding the relationships between the underlying neurons. It 
is possible to identify these clusters visually, however this is not 
easily expanded for problems with larger datasets. 
To aid with the identification of correlation clusters, a statistical 
cluster analysis method has been implemented. This method uses 
the,height of the most significant-peak, if any exist, of each cross-
correlogram to:build a dendrograph for the correlation gird. This 
in turn is used to generate the initial display order of the spike 
trains . 
5 Correlation Grid Trial 
Note that all'spike trains used for experimentation were generated 
using an enhanced Integrate and Fire generator defined by 
Borisyuk and Borisyuk ( 1997). 
For this example, a dataset of fillecn spike trains was generated, 
over 2000ms, for th~bly of neuro~own in Figure 5-I. 
0000 0 ; 
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Figure 5-1 The assembly of 15 neurons 
A Correlation Grid for this data was generated, with bin size 3ms 
and window size of 100 bins, and cluster analysis applied. This 
Grid is shown in 5-2. 
. .,..1111:11:1111:111:!11:1~ 
Figure 5-2 Correlation Grid of spike train data in Figure 5-l , with 
bin size 3ms, window lOO 
On initial inspection of the Grid, three groups of spike trains are 
identifiable, the first, spike trains l , 5, 6, 8 and 9. The second, 
containing spike trains 2, 4, 7, 13, 15 and 11. The third, spike 
trains 3, 10, 12 and 14. Based upon experimental experience, it is 
possible to infer there are two separate neuronal assemblies, 
corresponding to the spike trains in the first and second groups, 
and several separate, unrelated neurons, the third group. 
On closer inspection of the firs t group, it is possible to see that the 
correlations between spike train 5 and trains I, 6, 8 and 9 are the 
stronger, darker grey, compared to the rest of this group. Note, 
auto-correlations, correlation of a spike train with itself, are shown 
in the grid and are generally the darkest greys of the whole grid. 
It is possible to hypothesize from this that neuron 5 connects to 
neurons l , 6, 8 and 9. In addition, the correlations between spike 
trains I, 6, 8 and 9 are due to these connections, rather than a 
separate connection. More over, this hypothesis can be confirmed 
by inspecting the cross-correlations of these spike trains. Figure 
5-3 shows the correlation between spike trains (a) 5 and 6, (b) l 
and 5 and (c) l and 6. 
~  
(a) spike trains 5 and 6 bons (3msi lu.. 
. ' (b) spkie trails 1 and 5 bins (31rs] 
(c) spiko trails 6 and 8 b<ns (3ms) 
Figure 5-3 Cross-correlograms from grid shown in Figure 5-2 for 
spike trains (a) 5 and 6, (b) I and 5 and (c) I and 6 
ln Figure 5-3 (a), observe that the correlation between spike trains 
5 and 6 is high. Additionally, this correlation peak is to the right 
of zero, thus indicating a "positive" delay for the correlation . This 
shows that the connection is from neuron 5 to neuron 6, as neuron 
6 has a tendency to spike after neuron 5. Likewise, there is a 
strong correlation between neurons I and 5, see Figure 5-3 (b). 
However this correlation has a "negative" delay, indicating a 
connection from 5 to 1. Contrasting to these correlations, spike 
trains I and 6, see Figure 5-3 (c), is not relatively strong (note 
differing scales) and the peak is around zero. This indicates that 
the two neurons have a tendency to spike at the same time, thus 
indicating that they are likely to have the same input. ln this 
scenario, it is highly likely that they both have connections from 
neuron 5. The resultant correlations for the other neuron pairs in 
the firs t group are similar to these examples. Therefore, it is 
possible to deduce the neuronal configuration for the first group as 
that shown in Figure 5-1. 
A similar, more extended, yet equally success ful approach is taken 
to the analysis of the second group. However, due to space 
limitations, this analysis is not included here. 
From these initial trials, the Grid appears to be useful. lts 
overview, filtering and sorting functionality in addition to the 
details of individual cross-correlations makes it possible to 
"recover'' the assembly of neurons from the spike train dataset. 
This is very significant to our users as many neurophysiologists 
record "real" data in their laboratories that requires the type of in-
depth analysis that we have presented in this paper. 
6 Future Work 
The work presented in this paper is part o f a Visualisation project, 
led by Dr. Liz Stuart, called Visualisation of Inter-Spike 
Associations [VISA]. Specifically, this paper has presented the 
preliminary evaluation of an information visualisation method 
developed for the analysis of large neural assemblies using cross-
correlation. 
Significant development of this visualization method, particularly 
with respect to user interaction, is planned. Further empirical 
testing is planned and underway. 
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Abstract 
This paper presents a visualization technique specifically designed to support the analysis of synchronous 
firings in multiple, simultaneously recorded, spike trains. This technique, called the Correlation Grid, 
enables investigators to identify groups of spike trains, where each pair of spike trains has a high probability 
of generating spikes approximately simultaneously or within a constant lime shift. Moreover, the correlation 
grid was developed to help solve the following reverse problem: identification of the connection architecture 
between spike train generating units, which may produce a spike train datasel similar to the one under 
analysis. To demonstrate the efficacy of this approach, results are presented from a s111dy of three simulated, 
noisy, spike train datasets. The parameters of the simulated neurons .were chosen to reflect the typical 
characteristics of cortical pyramidal neurons. The schemes of neuronal connections were not known to the 
analysts. Nevertheless, the correlation grid enabled the analysts to find the correct connection architecture 
for each of these three data sets. 
1 Introduction 
Synchronisation of neural discharges is considered 
to be an important principle of information 
processing by cortical neural circuits (Nase et al. 
2003; Neuenschwander et al., 2003, Schmidt 2003). 
Analysis of synchronisation of simultaneously 
recorded spike trains is usually based on the 
calculation of a counting function, such as a cross-
correlation function or a cross-correlogram (Gerstein 
and Kirkland, 200 I). Cross-correlograms are a 
common and useful means of representing the 
relationship between pairs of spike trains, recorded 
in this way. 
However, for any significantly sized neuronal 
architecture, numerous cross-correlograms would 
require in-depth analysis in order to identify 
synchronous activity in and between groups of spike 
trains. Indeed, investigation into the functional 
connectivity of neuron groups is a very important 
area of research. 
The objective is the identification of a feasible 
architecture of connections between elements that 
could account for the original spike train data and 
subsequent correlation functions. Typically in 
mathematics, the reverse problem.is very difficult to 
solve and non-unique solutions may exist. 
Nevertheless, the results of our blind testing are 
promising. 
Furthermore, new problems are posed by the 
increasingly large neural assemblies that are 
currently recorded. 
In this paper, the role that information visualization 
may play in alleviating some of these problems is 
discussed. A visualization technique, called the 
Correlation Grid (Waiter et al. 2003), is used to 
analyse a simultaneously recorded dataset of n spike 
trains. Subsequently, this grid is used to identify 
clusters of synchronous spike trains. Thus, it 
supports the proposal of a scheme of functional 
connectivity based on the fact that high correlation 
between spike trains corresponds to significant 
functional connection. 
In order to imitate the experimental data of multi-
spike train recordings, a biologically-inspired 
generator of spike trains with interconnections 
according to a predefined connection scheme, 
(Borisyuk 2002) is used. Each spike train is 
generated on the basis of an enhanced integrate and 
fire model and some specified connection 
architecture with particular synaptic weights. Note 
that all results in this paper are obtained in the 
regime of blind testing. Only the spike trains were 
made available for analysis, These spike trains are 
used to generate the Correlation Grid, which is 
analysed and used to identify the underlying 
connection architecture of neurons. Finally, this 
proposed architecture is assessed with respect to the 
original· used to generate the data. 
Progressively, the number of correct connection 
identifications has increased during empirical 
testing, resulting in improvements to the 
methodology used. Currently, it is possible ·to obtain 
a completely accurate connection scheme. In this 
paper, three trials are presented, which correspond to 
a different number of spike trains and/or connection 
schemes. 
2 Brillinger normalisation of cross-
correlogram 
The cross-correlogram for each pair of spike trains is 
calculated in order to create the correlation grid. To 
create the cross-correlogram of a ' target' spike train 
relative to a 'reference' spike train, a standard 
counting function (Gerstein 2001, MuLab) is used 
This function counts the number of spikes in the 
reference spike train relative to the spikes in the 
target spike train. Figure 2-1 (i) depicts a typical 
cross-correlogram for a pair of connected neurons 
with a time shift corresponding to the delay in spike 
propagation from one neuron to another. In contrast, 
a typically flat cross-correlogram for a pair of 
unconnected neurons is shown in Figure 2-1 (ii). 
(i) 
Blns(ilms) 
(ii) 
Figure 2-1 An example of a cross-correlogram of (i) two 
correlated spike trains and (ii) two unc01nlated spike 
trains 
In order to make statistically significant judgements 
regarding the nature of the peaks, in the cross-
correlogram, the Brillinger normalisation is applied 
to the data (Brillinger 1979) and the peaks exceeding 
the higher bound of the 95% confidence interval are 
considered to be s ignificant peaks. Figure 2-2 shows 
a normalised cross-correlograms for the same data as 
shown in Figure 2-1 and boundaries of 95% 
confidence interval. The highest significant peak is 
referred to as the 'main' peak. Thus, the main peak 
can be considered to be a measure of the proximity 
of two spike trains. 
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Figure 2-2 An example of a Brillinger normalised cross 
correlogram with confidence interval of (i) two correlated 
spike trains and (ii) two uncorrelated spike trains. 
Subsequently, the value of this main peak is used to 
quantify the distance between pairs of spike trains in 
the clustering algorithm as well as the density of 
shading in the corresponding cell of the correlation 
grid. 
3 The correlation grid 
The correlation grid is an overview of multiple 
cross-correlograms for a number of spike trains. 
Hence, for a given dataset, of n spike trains, all pair 
wise cross-correlograms are generated and 
normalised using the Brillinger method, and the 
main peaks c i,J• (i = l , ... ,n,j = I, ... ,n) are 
calculated for all pairs. Finally, the results are 
displayed as an n-by-n symmetrical grid of grey 
scale cells, representing correlations between all 
pairs of spike trains. Thus, the magnitudes of main 
peaks are encoded from white, representing a non-
significant peak, to black, representing the largest 
peak in the grid. The user has the flexibility to view 
'a ll peaks' or solely significant peaks. Significant 
peaks are those that exceed the higher bound of the 
confidence interval. In this paper, we analyse neural 
circuits with positive connection strengths only. 
When the main peak of the cross-correlogram 
exceeds the higher bound of the Brillinger interval, a 
positive functional connection exists between the 
neurons generating these spike trains. In principle, 
negative connections should also be considered as 
they will result in peaks that are lower than the low 
bound of the significance interval. 
Addi tionally, it is useful to reorder the rows and 
columns of correlation grid in order to highlight the 
inherent relationships between multiple spike trains. 
The method used to accomplish this reordering is the 
cluster analysis algorithm. 
3.1 The clustering algorithm 
Let us consider an n-by-n correlation grid of cells as 
a matrix of similarities between objects (spike 
trains). Thus, the pair of spike trains who cross-
correlogram has the largest main peak is considered 
to be the most similar (the most correlated) pair of 
spike trains. 
In the trials, different algorithms were used to cluster 
spike trains. These included the following methods: 
nearest neighbour (the minimum of measures 
between objects in two groups), furthest neighbour 
(the maximum of measures between objects in two 
groups), and a centroid clustering algorithm. In 
conclusion, the most efficient algorithm is the 
furthest neighbour method. Intuitively this algori thm 
creates tight clusters and all objects inside the cluster 
have limited dissimilarity. 
Figure 3-1 Cluster analysis dendrogramfor trial one data. 
also shown as the correlation grid in Figure 4-3. 
Figure 3-1 shows a cluster analysis dendrogram for 
the data from trial one. This data is also depicted as 
the 'initial ' correlation grid shown in Figure 4-3. In 
order to enhance the perception of groups within this 
correlation grid, a left-hand recursive algorithm is 
used to redefine the ordering of spike trains. 
This algorithm descends this binary tree (see the 
dendrogram, Figure 3-1) and at each node, it initially 
follows the leftrnost branch. Thus, the algorithm 
recursively follows the leftmost branch until it 
reaches a leaf node. Upon finding a left node, the 
algorithm then traverses the rightmost branch of the 
current sub-tree before ascending back up the tree to 
find the next rightmost branch to be followed. 
Subsequently, this new ordering is used to re-order 
the spike trains in the correlation grid. The resultant 
correlation grid is shown in Figure 4-5. This shows a 
significant improvement to the visualization of these 
groups of synchronously spiking trains. From this 
grid, it is immediately possible to infer that all spike 
trains are arranged into two separate clusters: ( l , 3, 
7, 10 and 14) and (2, 4, 6, 8, 12, 5, 9, and 11 ) and 
also that spike trains 13 and 15 are independent. 
Additionally, it is immediately notable that the 
second main cluster has some overlapping 
connections that require further analysis . 
4 Data analysis and connection 
structure identification 
In this section, the results of three trials are 
presented. Each dataset was generated using 
simulations of integrate and fire neurons with 
particular coupling between elements. The 
parameters of the model were chosen to mimic the 
general neurophysiological characteristics of cortical 
neurons. All connection strengths in these 
simulations were chosen to be positive. 
For example, in trial one, an assembly of 15 neurons 
was simulated for a period of 20000 ms. The mean 
inter-spike interval (lSI) was 75 ms, the standard 
deviation of the 1S1 of the dataset was 53 ms and its 
coefficient of variation was 0.7. The !SI Histogram 
for spike train number 6 is shown in Figure 4-1 (a) 
and its autocorrelation is shown in Figure 4-1. This 
figure depicts (a) the ISI histogram of spike train 6 
and (b) the autocorrelation of spike train 6 from the 
trial one dataset. 
!: . . 
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Figure 4-1 This figure depicts (a) the JSJ histogram of 
spike train 6 and (b) the autocorrelation of spike train 6 
from the trial one dataset. 
Figure 4-2 Raster plot of trial one spike trains 
We call this analysis "blind trials" because the only 
spike trains have been available for analysis. 
4.1 Trial One. Creating the correlation 
grid 
Initially, the cross-correlogram for each pair of 
fifteen spike trains is calculated wi th a bin size of 
1ms and a time-window of lOOms (100 bins). The 
correlation grid for the first data set is shown in 
Figure 4-3. 
Figure 4-3 The initial correlation grid for trial one data 
For step two, all peaks that do not exceed the higher 
bound of the confidence interval of the Brillinger 
normalization are ignored. Thus, Figure 4-4 solely 
shows the significant values of the main peaks as 
r f"norP_<,f"n:tf"£1 in White. 
Figure 4-4 The filtered correlation grid for trial one data 
The final stage of creating the correlation grid is the 
application of the clustering algorithm. Figure 4-5 
shows the striking affect that clustering may have on 
a correlation grid. This improved ordering supports 
the identification of groups and their position within 
any hierarchies that exist. The interpretation of the 
correlation is discussed in the followi section. 
Figure 4-5 The filtered and reordered correlation grid for 
trial one data 
4.1 .2 Interpretation of the correlation grid 
In itial inspection of the grid reveals that three main 
groups exist. Let us refer to these as the upper, 
middle and lower groups. These groups are indicated 
by dashed boxes in Figure 4-6. 
Figure 4-6 The final correlation grid depicting the three 
main groups in the trial one dataset 
The top and middle groups are examined m 
significant detail in sections 4.1.3 and 4.1.4. 
The lower group is very c lear. As there is no 
indication of any significant relationships of either 
neuron with any other neuron in the assembly, it is 
feasible to conclude that both neurons 13 and 15 are 
completely unconnected. 
4.1.3 The upper group of trial one 
In order to interpret the upper group, the top portion 
of the correlation grid is enlarged and is shown in 
Figure 4-7. 
Figure 4-7 Enlargement of the upper group of the 
correlation grid of trial one data 
Note that the upper group is made up of neurons 1, 
3, 7, I 0 and 14. Further, there is a stronger 
correlation (denoted by the darker grey shade) 
between neuron 1 and all of the other neurons in the 
group. Note that neurons 3, 7, 10 and 14 exhibit a 
correlation to one another. Thus, it is likely that 
neuron 1 is connected to all of the other neurons: 3, 
7, 10 and 14. Thus, it is likely that the correlation 
between neurons 3, 7, 10 and 14 is due to the fact 
that they have a common input. 
This hypothesis is confirmed by closer inspection of 
the cross-correlograms of the neuron pairs (1, 3) and 
(3, 7), shown in Figure 4-8 and Figure 4-9, 
respectively. 
Figure 4-8 The cross-con·elogram of spike trains I and 3 
of trial one 
Figure 4-8 depicts the correlation of neurons 1 and 
3. As anticipated, there is a time delay between the 
spikes of these neurons. From the diagram, it is 
possible to deduce that there is a high probability 
that a spike will be generated by neuron 3 
approximately 25-30ms after neuron 1 spikes. Thus, 
there is an excitatory connection from neuron I to 
neuron 3. 
Figure 4-9 The cross-correlogram of spike trains 3 and 7 
of trail one 
Figure 4-9 depicts the correlation of neurons 3 and 
7. As anticipated, there is direct synchronous spiking 
activity between these two neurons due to the fact 
that both are stimulated by neuron 1. 
All of these observations support the hypothesis that 
the sub-assembly of the upper group is a circuit with 
a common source. This is depicted in Figure 4-10. 
Figure 4-10 The neuronal assembly of the upper group of 
trial one 
4.1.4 The middle group of trial one 
In order to interpret the middle group, the middle 
portion of the correlation grid is enlarged and shown 
in Figure 4-11. 
From this Figure, three main groups are apparent. 
The 2-group of neurons 2 and 4, the 4-group made 
up of neurons 4, 6, 8 and 12 and the 6-group made 
up of 6, 8, 12, 5, 9 and 11. Note that the 2-group and 
4-group overlap, as do the 4-group and 6-group. 
This overlapping indicates that there are connections 
between these groups and the overlapping neurons in 
principle could provide these couplings. 
2-group 
4-group 
6-group 
Figure 4-11 Enlargement of the middle group of the 
correlation grid of trial one data 
The 2-group is relatively straightforward. It depicts 
neuron 2' s influence on the spike trains of neuron 4. 
The 4-group has a similar structure depicted in 
Figure 4-7. Thus, it is possible to infer that neuron 4 
is a common input to neurons 6, 8 and 12. 
The 6-group requires further analysis. Thus, it is 
shown again in Figure 4-12. In this figure, the 
different values of the main peaks within the 6-
group are highlighted using solid lines. Very high 
correlation exists between neuron 6 and neurons 5, 9 
and 11. High correlation exists between these 
neurons 5, 9 and 11 . Finally, there is a low 
correlation between neurons 8 and 12 with neurons 
5,9and~~1~l.--~~~-.-.--,-, 
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Figure 4-12 Enlargement of the middle group of the 
correlation grid of trial one data with further 
classification 
The higher correlations form a familiar hierarchical 
pattern. Thus, neuron 6 connects to 5, 9 and 11 . 
However, this is still some ambiguity regarding the 
connections between neurons 5, 9 and 11 with 
neurons 8 and 12. 
It is probable that this low correlation is attributable 
to the fact that neuron 4 is a common input to 
neurons 8 and 12 and also to neurons 5, 9 and 11 via 
neuron 6. To verify this assertion, the cross-
correlogram of neurons 8 and 11 , shown in 4-13, is 
examined. As anticipated, there is a delayed 
correlation due to the fact that neuron 4 excites both 
neurons 8 and 11; however the excitation of neuron 
11 is via neuron 6 accounting for the delayed 
correlation peak in Figure 4-13. 
Figure 4-13 The cross-correlogram of spike trains 8 and 
11 of trial one 
4.1 .5 Summary of trial one observations 
From this analysis, it is now possible to re-create the 
coupling structure of this assembly of neurons based 
on the correlation grid and details from some of the 
cross-correlograms. This is depicted in Figure 4-14. 
After completion of the analysis we have compared 
the result obtained with connection scheme used in 
simulations and have found their complete 
correspondence. 
@@ 
Figure 4-14 The neuronal assembly for trial one 
4.2 Trial two 
For this trial, an assembly of I 0 neurons were 
simulated for a period of l OOOOOrns. The raster plot 
for a portion of tills data is shown in Figure 4-15. 
Note that the architecture of connections of the 
neurons in this assembly was unknown to the 
analysts prior to the investigation. Furthermore, the 
results of the analysis yielded an entirely accurate 
neural architecture. 
Figure 4-15 Roster plot of trial two spike trains 
4.2.1 The correlation grid for trial two 
Initially, the correlation grid was generated for this 
data, based on calculations of cross-correlograms 
with a bin size of I ms and a time-window of 1 OOms 
( I 00 bins). Subsequently, the grid was filtered and 
clustered according to algorithms described above 
and the resultant correlation grid is shown in Figure 
4-16. 
Initial inspection of the grid reveals that there is 
considerable interconnection within this data set. In 
particular, note the distribution of grey cells in the 
grid. This grid can be partitioned into three groups: 
the upper, middle and lower groups as depicted in 
Figure 4-16. The upper and lower groups of trial two 
are discussed in detail in sections 4.2.2 and 4.2.3 
Figure 4-16 The final correlation grid depicting the three 
main groups of the trial two dataset 
The most dominant feature of the correlation grid 
shown in Figure 4-16 is the correlation between 
spike trains 8 and 1 0, the middle group as indicated 
in the diagram. Generally, this feature infers a direct 
relationship between the two neurons. Further 
examination of the cross-correlogram of this pair 
(time delay in spike propagation from neuron 10 to 
8), confirms that there is a connection from neuron 
10 to neuron 8. 
Another dominant feature of the correlation grid 
shown in Figure 4-16 is that all three groups are 
somehow linked to neuron l 0. This is confirmed by 
the shading in all of the cells labelled with a 
diamond ( + ). This indicates that neuron l 0 is likely 
to be the root of the assembly. 
4.2.2 The upper group of trial two 
In order to interpret the upper group of trial two, the 
top portion of the correlation grid is enlarged and 
shown in Figure 4-17. 
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Figure 4-1 7 Enlargement of the upper group of the 
correlation grid of trial two data 
Note that the upper group consists of neurons I, 4, 6, 
and 5. Further, there is a stronger correlation 
between spike trains I and 4; 4 and 6; 6 and 5 in 
comparison to the remainder. Therefore, it is likely 
that these pairs are connected. Examination of their 
respective cross-correlograms confirms this 
hypothesis. 
The correlation between spike trains l and 6 is 
significant but unclear. Therefore, the cross-
correlogram for this pair, shown in Figure 4-18, is 
examined. Note that in this cross-correlogram the 
main peak occurs around 15ms. Thus, there is a time 
delay in the spike propagation from neuron l to 
neuron 6. There is also a second (less significant) 
peak with a slightly larger time delay. 
Figure 4-18 The cross-correlogram of spike trains 1 and 6 
of trial two 
These time delays indicate that the corresponding 
neurons are connected via some intermediate 
neuron(s). The presence of two peaks in the cross-
correlogram suggests that two different paths exist 
between the neurons 1 and 6. 
The strength of correlation between neurons 4 and 5 
also indicates significant correlation. Upon closer 
inspection, the cross-correlogram of spike trains 4 
and 5 shows a correlation peak close to zero (see 
Figure 4-19). This indicates that these neurons spike 
synchronously. Thus, suggesting that the two 
neurons are receiving common input. 
Figure 4-19 The cross-correlogram of spike trains 4 and 5 
of trial two 
From these observations, it is possible to deduce the 
connection scheme shown in Figure 4-20. This 
architecture shows that neuron 1 is a common source 
to neurons 4 and 5 and that they both have 
connections to neuron 6. 
Figure 4-20 The neuronal assembly of the upper group of 
trial two 
4.2.3 The lower group of trial two 
In order to interpret the lower group, the lower 
portion of the correlation grid is enlarged and shown 
in Figure 4-21. 
r r 1 
Figure 4-21 Enlargement of the lower group of the 
correlation grid of trial two data 
From this figure, it is apparent that spike train 2 
correlates strongly with both spike trains 7 and 9. 
Likewise, spike train 9 correlates with spike train 3. 
In addition, spike train 2 correlates, less strongly, 
with spike train 3. It is possible to hypothesise from 
these observations that a connection exists between 
neuron 9 and both neurons 2 and 3. Similarly, that 
there is a connection between neurons 7 and 3. 
Inspection of the cross-correlograms for these pairs 
confirms this hypothesis. 
It is also possible to specify the direction of these 
connections, as shown in Figure 4-22. This structure 
also explains the weaker correlation between spike 
trains 2 and 3, as these neurons both receive input 
from neuron 9. 
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Figure 4-22 The neuronal assembly of the lower group of 
trial two 
4.2.4 Interconnection of upper and lower 
groups in trial two 
As hypothesised previously, neuron 10 links both 
the upper and lower groups. By investigating the 
cross-correlograms of spike train 10 with each of the 
upper and the lower groups (not shown here due to 
space limitations), it is possible to deduce that 
neuron 10 connects to both neurons 9 and l . 
From the grid, it is also possible to observe another 
link, between the upper and lower groups. This 
correlation is between spike trains 3 and 6 and is 
indicated by the heart symbol ( • ) in Figure 4-16. 
Note that the cross-correlogram of neurons 3 and 6 
showed a single peak, slightly delayed, thus 
indicating a direct connection between neurons 3 
and 6. 
4.2.5 Summary of trial two observations 
From this analysis, the overview and details of the 
correlation grid, it is possible to deduce the 
underlying neuronal assembly of the data set, as 
depicted in Figure 4-23. The structure of this 
assembly also explains the weak correlations, shown 
in the grid, which have not yet been considered. 
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Figure 4-23 The neuronal assembly of trial two 
The correlation between spike trains 10 and 4 is 
clear; neuron 10 is connected to neuron 4 via neuron 
I. Likewise, the correlation between spike trains 8 
and 9 is due to common input. The correlations 
between spike trains 4 and 8; 6 and 8; 2 and 8 is not 
immediately obvious. However, these correlations 
are attributable to the fact that all inputs are 
governed by neuron 10. 
This assembly was completely and correctly 
reassembled based on the data available from the 
cross-correlograms and the correlation grid. 
4.3 Trial three 
For this trial, an assembly of 10 neurons were 
simulated for a period of 300000ms. Note that the 
architecture of connections of the neurons in this 
assembly was unknown to the analysts prior to the 
investigation. Again, the results of the analysis 
yielded an entirely accurate neural architecture. 
4.3.1 The correlation grid for trial three 
A correlation grid was generated for this data, with a 
bin size of Lms and a time window of LOO bins. The 
grid was subsequently 
resultant correlation 
Figure 4-24 The final correlation grid depicting the two 
main groups of the trial three dataset 
Initial inspection of the grid reveals that two main 
groups exist. Let us refer to these as the upper and 
lower groups as indicated in Figure 4-24. These 
groups are examined in detail in sections 4.3.2 and 
4.3.3 . 
In addition, there appears to be a link between the 
upper and lower groups. Note the correlations 
between spike trains 2 and 10 and spike trains 6 and 
10, indicated by the spade symbols ( •) in Figure 
4-24. 
Figure 4-25 The cross-corre/ogram of spike trains 6 and 
10 of trail three. Note that there are no truly signification 
peaks in this cross-correlogram 
Closer inspection of the cross-correlograms, for 
these pairs, shows a peak barely higher than the 
confidence interval, see Figure 4-25. For tbis reason, 
these correlations can be discounted. Thus, it is 
possible to conclude that two independent groups 
exist. 
4.3.2 The upper group of trial three 
In order to interpret the upper group of trial three, 
the top portion of the correlation grid is enlarged, as 
shown in F igurjeJ!4-ilj2ii6!. l)!!:llll!!!llll!!ll 
Figure 4-26 Enlargement of the upper group of the 
correlation grid of trial three data 
Note that the upper group consists of neurons 1, 4 , 
10 and 3, as ordered in the grid. Further, there are 
strong correlations between spike trains I , 4 and 10. 
Also note that spike train 3 correlates, relatively 
weakly, with spike trains L, 4 and l 0. Further to 
closer inspection of their cross-correlograms, it is 
possible to deduce that neuron 1 connects to neurons 
3, 4 and 10, as sbo~7. 
Figure 4-27 The neuronal assembly of the upper group of 
trial three 
In addition, it is possible to observe that the strength 
of the connection between neurons 1 and 3, see 
Figure 4-28 for the cross-correlogram, is weaker 
than that of the connections between neurons pairs 
(I , 4) and (I , 10), see Figure 4-29 . 
,., ., 
Figure 4-28 Tire cross-correlogram of spike trains I and 3 
of trail three 
Figure 4-29 The cross-correlogram of spike trains I and 
I 0 of trail three 
4.3.3 The lower group of triaHhree 
In order to interpret the lower group of trial three, 
the lower portion of the correlation grid is enlarged 
and is shown in Figure 4-30. 
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Figure 4-30 Enlargement of the lower group of the 
correlation grid of trial three data 
From this figure, two main, overlapping groups are 
apparent. The top group consists of neurons 2, 6, 5 
and 8; and the bottom group which consists of 
neurons 5, 8, 7 and 9. Recall from section 4.1.4, that 
overlapping groups tend to indicate different, 
connected hierarchies. 
The interpretation of the bottom group is relatively 
straight-forward, it has a similar pattern and 
structure to·the upper group of this trial. The bottom 
group depicts neuron 5, one level higher than 
neurons 7, 8 and 9. 
The top group depicts neuron 2 connecting to both 
neurons 5 and 6. In addition, a connection exists 
from neuron 2 to neuron 8. It is likely that this is 
attributable to the connection from neuron I to 
neuron 8 via neuron 5. By examining the details of 
the cross-correlogram (not shown due to space 
limitations), between spike trains 2 and 8, it is 
possible to verify this hypothesis. The link between 
the top and bottom.groups is clearly via neuron 5. 
In addition to these relationships, the grid shows a 
second I ink between the two groups, from neuron 6 
to neuron 9, indicated in Figure 4-30 by the 
following symbol ( "'). 
4.3.4 Summary of trial three observations 
From this analysis, the overview and details of the 
correlation grid, it is possible to deduce the 
underlying neuronal assembly of the data set, as 
''''""'~ 
Figure 4-31 The neuronal assembly of trial three 
5 Conclusions 
This correlation grid, which is based on information 
visualisation, has proven to be an effective tool in 
supporting the study of synchronous spiking in 
multi"dimensional neuronal systems. This method 
has helped us to define the unknown structure of 
connections between neurons. At this stage, only a 
small number of simulated data sets have been 
analysed. However, these initial empirical studies 
have yielded success1ve correct connection 
architectures. 
These empirical studies are continuing with a variety 
of datasets from larger and more diverse assemblies. 
The results from these studies will be published in 
the future. 
6 Future Work 
The Correlation Grid will be developed to support 
software functionality such as (i) greater direct user 
manipulation, (ii) the facility to "zoom" and "hide" 
data in the grid, (iii) the capability to vary the 
thresholds of "significance" which underlie the 
colour coding, (iv) encoding other information such 
as the number of peaks & peak delay in each 
individual cross correlogram and (v) multiple 
threshold colour coding will be introduced. 
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Abstract 
Currently, the focus of research within Information Visualization is steering towards genomic data visualization 
[27]due to the level of activity that the Human GenomeProject[12)has generated. However, the Human Brian 
project [11), renowned within Neuroinformatlcs, is equally challenging and exciting. Its main aim is to increase 
current understanding of brain function such as memory, learning, attention, emotions and consciousness. it is 
' understood thatthis task will.require~the "integration of information from the level of the gene to the level of 
behaviour". 
The work presented in this paper focuses on the visualization of neural data. More specifically, the data being 
analyzed is multi-dimensional spike train:data. Traditional methods, such as the 'raster plot' and the 'cross-
correlogram', are still useful but they do not scale up for larger assemblies of neurons. 
In this paper, a new innovative method called the Tunnel is defined. Its design is based on the principles of 
Information Visualization; over:view the data, zoom and filter data, data details on demand [22). The features of 
this visualization environment are described. This includes data filtering, navigation and a 'flat map' overview 
facility. Additionally, a 'coincidence overlay map' is presented. This map washes the Tunnel with colour, which 
encodes the coincidence of spikes. 
Keywords 
Information visualization, neural data, spikes. spike trains, analysis. visualization environment. 
1 Introduction 
Solution of many problems in the field of 
Neuroscience is associated with the theoretical 
comprehension of a large body of experimental 
neural data. Specifically, investigation of 
information processing in the nervous system is 
associated with the analysis of these vast 
quantities of neural data. More specifically, this 
data is simultaneously recorded, multi-
dimensional spike train data. Much of the 
research effort in this area is steered towards 
the principle of synchronization of neural activity 
(4)[7). 
The experimental evidence that is currently 
available requires further, in-depth analysis in 
order to extract inherent information. Analysis of 
neural data such as,multi-dimensional spike 
trains using traditional tools, like raster plots and 
cross-correlograms, is increasingly complex due 
to the vast amount of data involved. Hence, new 
methods of analysing this data are required. 
Information Visualization is.one of the fields of 
computer science that deals with innovations in 
the representation of vast quantities of data. 
This,field is already recognised for its current 
and potential contribution to large scale,projects 
such at the Human Genome Project [12) and the 
Human Brain Project [11). Information 
Visualization has also led the development of 
many useful visual representations for 
hierarchical and temporal data. These 
visualizations include techniques such as 
treemaps [21), space filling visualizations based 
on radial layouts [23) and the use of helical 
structures (13). Other fundamental techniques 
such as parallel coordinates (14], have already 
been successfully applied to the analysis·of 
multi-dimensional spike train datasets [24), as 
well as the innovative use of other basic 
geometric primitives[26]. 
One of the fundamentals of the field of 
Information Visualization is the ability of the 
investigator to interact with the data being 
analyzed, in order to achieve greater insight 
Thus, the investigator should be able to 
navigate throughout the data, to identify and 
explore specific-subsets ofinterest. When 
visualising large datasets, the issue of efficient 
navigation is amplified. lt is important for the 
user to be able to move quickly to points of 
interest without becoming disoriented within the 
data. By limiting the ways in which the user can 
navigate, this problem•can be alleviated. The 
user can be constrained to follow predetermined 
paths throughout the data space. Subsequently, 
reversing or re-tracing your steps (17] becomes 
trivial. In addition, providing the user with 
different frames of reference can also.help [20). 
In addition to navigation capabilities, the 
investigator should also have control over the 
representation itself. Thus, in order to steer the 
analysis, they should be able to manipulate the 
data by applying appropriate techniques. For 
example, it may be appropriate to sort or 
organise the data using statistical or other 
mathematical routines. 
Traditionally, analysis of multi-dimensional spike 
train data has.not supported real-time user 
interaction. In 1996, Shneiderman (22]identified 
user interaction.as one of the·essential 
components of Information Visualization, 
Shneiderman also.introduced the "information-
seeking mantra" that highlighted user 
requirements,in this area. This mantra specified 
that users should have the capability to 
overview.data, zoom and filter this data and to 
obtain details-on-demand. This mantra was 
widely adopted throughout the Information 
Visualization community as a•basis for defining 
user requirements. In many cases, different 
visualization& are utilised to represent data at 
differing levels of detail. Thus, resulting in the 
creation of a number of different views of the 
same data. Ideally, these multiple views should 
be linked for consistency (3)[16][17]. 
In this paper, an interactive method for exploring 
neural data is presented. This representation of 
data is based on current Information 
Visualization.and virtual reality principles. lt 
supports multiple views of the neural data as 
well as real time interaction by means of a 
'toolbox' that facilitates zooming, filtering and 
manipulation of the data. 
2 NeuraliData 
There are many different types of neurons in the 
mammalian nervous system, each of which 
performs a different task. For example, 
excitation of motor neurons controls muscle 
fibres resulting in the contraction of muscles. 
These neurons communicate via,relatively weak 
electrical impulses, 
2.1 Spikes and Spike Trains 
In general, a neuron accumulates electrical 
stimulus from other neurons coupled to it, until 
some internal threshold is reached. Once its 
threshold is reached, the neuron initiates an 
action potential. When a neuron initiates action 
potentials·over time, we say that the neuron is 
firing. Note that action potentials are more 
commonly referred to as spikes and a series of 
these spikes over time is known as a spike train. 
Spike train data is one of the main types of data 
collected during neurophysiological 
experimentation. lt is a record of the activity of a 
collection of neurons under investigation, Figure 
1 shows a section, from 300ms to.BOOms, of a 
typical spike train recording for three neurons. In 
this figure, a horizontal plot represents the spike 
train of each neuron. This horizontal plot 
denotes the occurrence of spikes, at specific 
times, by a vertical line. 
I! is well established that information is encoded 
in this data but it1has also been established that 
each spike from a single neuron is identical [19]. 
Hence, the form of individual spikes is believed 
to carry little information. Instead, it is the 
spiking frequency and thus, inter"spike-intervals 
that carry information. Thus, research is focused 
on the analysis of multi-dimensional spike train 
data to reveal 'information about the 
synchronization of spike trains and the coupling 
of neurons. 
2.2 Coupling 
Direct Synaptic coupling and Common Input 
coupling are the general cases of coupling 
where synchronization may occur between the 
firing of two neurons. 
Direct Synaptic coupling is illustrated in Figure 2 
(i) where neuron A.is coupled so that it 
stimulates neuron B. If neuron A fires, then 
neuron B has an increased probability of firing. 
Common Input coupling is illustrated in Figure 2 
(ii), where neurons A and B are both coupled so 
that they receive stimulation from a third neuron 
C, resulting in the correlation of their input. 
Thus, if neuron C fires then both neurons A and 
B have increased probabilities of firing. 
2.3 Multi-Dimensional Spike Train Data 
One of the basic principles .that underlie 
information processing in the brain is the 
principle of synchronization of neural activity. 
Research (4] indicates that the synchronization 
principle may be useful in devising various 
systems of information processing. 
The current capability to record neural activity 
has led to the production of large quantities of 
experimental data. This data is in the form of 
multi-dimensional spike train recordings. 
Investigation of this data focuses on·the 
synchrony between spike trains and the 
coupling of neurons. 
Traditional methods of. analysis are still 
employed by 1Neurophysiologists in the absence 
of more substantial software support. However, 
this type.of analysis is both time consuming and 
complex due.to the quantity of data currently 
available. 
3 Traditional Methods of Analysis 
A number of methods exist to.analyze multi-
dimensional spike train data. Two of the most 
commonly used methods are the raster plot, 
which· directly plots the spike train data, and the 
cross-correlogram used to analyze the 
correspondence between spike trains. Most 
current methods are designed for use with a· pair 
of neurons and do·not scale-up to deal with 
larger numbers of· neurons. 
3.1 The Raster Plot 
The raste~ plot (1]•is one of the original methods 
for viewing and analysing spike train recordings. 
Each train is displayed as a line of dots, where 
each. dot representing the presence. of a spike at 
that time from the stimulus. Raster plots can be 
used'to compare a number of recordings from 
the same neuron. This aids in the identification 
of similarities between these trials. In addition, 
raster plots can be used to view a number of 
spike trains .from different neurons. 
Figure 3 shows two raster plots each displaying 
spike train data from two,neurons. From Figure 
3 (i) it can be deduced that the spike trains of 
neurons a, and b, are synchronised and thus, 
neurons a, and b, are likely to be coupled. From 
Figure 3 (ii), note that the spike trains of neuron 
a and b are not obviously correlated and thus 
neurons a and b are.less likely to be coupled. 
3:2 The·Cross-Correlogram 
The cross-correlogram [1][15]:quantifies the 
synchronization between the spike trains of two 
neurons. One spike train is designated to be the 
'reference' train. The other is known as the 
'target'. Due to the inherent delay in neural 
circuits, a time frame for correlation must be 
specified. This time frame, or correlation 
window, consists of a number of equal time 
segments, called 'bins'. 
The correlation window is centred· over the first 
spike of the reference train. The number of 
target train spikes that fall within each bin is 
calculated. This process;is·repeated for each 
subsequent spike in the reference train. The 
results of individual comparisons are summed 
up to give the overall correlation. 
This overall correlation is then plotted as the 
'cross-correlogram' (see Figure 4) for the two 
spike trains and shows the correlation of the 
target train with the reference train. 
If the cross-correlogram has a significant peak 
[6]a correlation exists between the two!trains, 
Consequently, it is likely that the two neurons 
are connected. In Figure 4 (i) the cross-
correlogram of two spike trains, from connected 
neurons, clearly shows a significant peak. In 
contrast, noting the different scale, the cross-
correlogram in Figure 4 (ii) shows no significant 
peaks, indicative of neurons that are not 
connected. 
The cross-correlogram is·a very useful and 
commonly used tool for representing the 
relationship between the spike trains of a pair of 
neurons. However, for any significantly sized 
neuronal assembly, numerous pair-wise results 
would be generated. This large quantity of 
resultant data poses its own analysis problem, 
as all pair-wise results must be analyzed to 
understand any relationship between the 
underlying neurons. 
4 Current Methods of. Analysis 
Other innovative methods also.exist for the 
analysis·of the spike trains of large groups of 
interconnected neurons, also known as 
assemblies. One notable method is the 'Gravity 
Transform', originally developed by·Gerstein 
and Aertsen [2][8][9]. The gravity transform 
algorithm can be used to study the 
dependencies in firing of multi-dimensional 
spike trains. Recent work by Stuart et al. [24] 
has enhanced the output from the original 
gravity transform algorithm using visualization 
techniques including parallel coordinates. 
However, much work is still needed in this area 
in order to fully support interactive exploration of 
these large multi-dimensional data sets. 
5 An incremental,approach to providing 
support 
The ultimate system for this type of problem 
would be an intelligent adaptive system that built 
up.knowledge and expertise based•on 
experimentation that provided positive and 
negative feedback to the system. This ideal 
system would receive a dataset from the user as 
input and would produce an assembly, perhaps 
even two or three, with·a certainty value or 
percentage associated with each topology 
suggested. 
However, the main milestone separating the 
current support available for this type of analysis 
from this "ideal" system is a reliable human-
centred approach that accurately specifies the 
topology of a network of neurons from.a 
multidimensional spike train dataset. 
This human-centred approach will not comprise 
a single, perfect representation that is suddenly 
discovered. On the contrary, this human-centred 
analysis approach will be a tool box of many 
different representations, each with individual 
strengths and weaknesses. However, the 
combined functionality of this suite of tools will 
enable the experienced user to accurately 
identify the topology of a network of neurons 
from•multi-dimensional spike train datasets as 
required by Neurophysiologists. 
Hence, our work is .focused on the design, 
implementation and testing of individual 
representations which, when coherently 
combined together, truly support the analysis.of 
multi-dimensional spike train data. This 
approach is a unique and significant 
development in this area as it is based on the 
principles of Information Visualization and 
Software Engineering. This paper presents a 
new representation~called the spike train 
'Tunnel', that enables the user to:investigate 
synchrony in the datasets. 
6 The Tunnei.Envlronment 
This environment presents different views of the 
dataset and an additional overlay that encodes 
spike coincidence. 1t enables· the user to focus 
on a specific subset of the dataset using a:set of 
interaction tools. Different frames of reference 
are provided to enable investigators to track 
their location within the data space. 
6.1 The Tunnel Visualization 
The Tunnel is·a cylindrical environment that 
supports user interaction. Figure 5 shows the 
Tunnel visualization of a randomly generated 
dataset over 200ms. 
Each of the numbered horizontal bands, that 
comprise this Tunnel visualization, encodes the 
spike train of the corresponding neuron. The ·two 
'end' bands, band 1 and band 10 in Figure 5, 
are adjacent to each other, thus forming the 
cylindrical environment. Note.that, time is 
represented down through the Tunnel. 
Overall, illumination inside the environment 
represents the firing of neurons. in the currently 
displayed portion of the dataset. Synchrony is 
detected by perception of the position, intensity 
and frequency of light sources at different parts 
of the Tunnel. 
In the Tunnel visualization, the investigator is 
able to 'fly' through the Tunnel to arrive at 
sections of the Tunnel• (subsets of the data) that 
are of specific interest. The user has control 
over both, the speed and direction of the flight. 
However, to minimise the possible side-affects 
of disorientation during navigation, motion is 
restricted to being along the Tunnels length. 
Thus, the·user is restricted to forward and 
reverse motion. 
6.2 Filtering Data 
To meet the user requirements previously 
discussed in section 1, the Tunnel has filtering 
functionality knowing as 'dimming'. Whilst in the 
filtering mode, dimming may be switched, on or 
off, for each oHhe spike trains individually. 
Figure 6 illustrates filtering of another 200ms 
dataset. In this dataset, the spike trains of 
neurons 4, 6 and 8 are identical. The remaining 
spike trains were all randomly generated. In this 
figure, all spike trains are dimmed with the 
exception of spike trains 4, 6 and 8. This filtering 
is designed to enable investigators to highlight 
spike trains of' interest while·maintaining context 
within the dataset. 
6.3 Coincidence Sorting 
As stated previously, in section 2.1, a key 
concept of spike train analysis is the 
identification of coincidence between spikes. 
Within the Tunnel environment, the investigator 
is able to.progressively sort the order of the 
spike trains to view spike coincidence. The user 
selects a spike on a reference train. 
Subsequently, the spike trains in the Tunnel are 
reordered, so trains with spikes coincident to the 
selected spike are adjacent. Trains that do not 
have any coincident spikes are inherently 
moved away from the reference train. 
To. illustrate coincidence sorting, another 200ms 
dataset, based on an assembly of ten neurons, 
was generated. In this assembly, neurons three 
and ten fire every 12ms and neuron eight fires 
every 7ms. To illustrate the.progressive sorting 
feature of the Tunnel, neurons four and six fire 
every 7ms and 12ms. 
The Tunnel visualization·of this unsorted dataset 
is illustrated in Figure 7, where the selected 
spike on the reference train is indicated by the 
arrow. Note the first coincident spikes (at 12ms) 
on spike train three and four, and the following 
non-coincident spike (at 14ms), solely on train 
four. Subsequent to sorting, spike trains four 
and eight are moved.adjacent to the reference 
train, six, due to coincidence with the selected 
spike. This reordering is shown in Figure 8. 
The Tunnel visualization.provides a progressive 
sorting facility. When a·successive sort is 
applied, the order of sorted spike trains is 
initially preserved. However, as this· ordering is 
applied, any train with a spike correlated to the 
currently selected spike overrides this order. 
This supports 'fine-tuning' of the spike train 
order within the Tunnel. 
As a result of this type•of successive sort, highly 
correlated spike trains are nearer to each other. 
This is demonstrated in Figure 9. Spike train 
three, four and ten are near to train six due to 
their correlation with the currently selected 
spike. Note that, the previous ordering of train 
four adjacent to train six persists as it correlated 
to both the first and second selected spikes. 
Since train three only correlated to.the currently 
selected spike, it cannot displace train four. In 
contrast, note that train ten displaces spike train 
eight. 
6.4 Coincidence Summary 
In addition to individual spike coincidences, the 
overall spike coincidence of the dataset is also 
of interest. Thus, the Coincidence Summary 
was developed. This representation derives a 
summary of neuron firing and colour codes this 
data. 
Each spike train in the dataset is divided into a 
number of equal time slots, n, commonly 
referred to as "bins". The size of bin is specified 
by the user, but is usually relative to the neural 
transmission.delay time. 
Each spike train has an associated array made 
up of n elements, where each.element of the 
array is associated with a bin. Each bin is 
inspected and if one, or more, spikes occur 
inside the bin, the corresponding element in the 
associated array is set equal to one, otherwise 
zero. Note, the total number of spikes in each 
bin is not important, but the presence, or 
absence, of a spike within that bin. 
When all of the associated arrays have been 
calculated, an intermediate summary array,.of n 
elements, is created. lt is computed from the 
associated arrays, such that, the ith element of 
this intermediate summary array is equal to the 
sum of the ith element of each associated array, 
Subsequent to·computation, if an element of the 
intermediate summary array is less than two, 
there is no spike coincidence. Thus, these 
elements are set equal to zero in the final 
summary array. Note that the maximum value of 
an element in this final summary array is equal 
to the total number of spike·trains in the dataset. 
This array is used to create the Coincidence 
Summary Visualization. 
The dataset used,to create the visualization in 
Figure 11 comprised ten spike trains each 
lasting 200ms. Each of the spike trains were 
created by appending four, 50ms trains 
together, such that the first and third segments 
were low in spike frequency in comparison to 
the second and fourth segments. Thus, for this 
200ms dataset, the final summary array is made 
up of 67 elements where there are sixty-six 3ms 
bins and one 2ms bin. Due to the way in which 
the dataset was generated, elements 1-17 and 
35 -51 of the final summary array will be 
relatively low in value with respect to elements 
18-34 and 52-67. 
This data is.encoded for the Coincidence 
Summary Visualization using colour based on 
the Hue map shown in Figure 10. 
The Coincidence Summary Visualization (CSV) 
for the lunnel is illustrated in Figure 11. Recall, 
that the labels (red) of the trains bear no relation 
to coincidence, they have been added to.this 
paper for clarity. 
Note that the majority·of the visualization viewed 
at this position in the Tunnel primarily displays 
the first segment of the final summary array. 
Due to the relatively low values of the first 
segment, this is represented by different hues of 
blue. 
lt•is possible to distinguish the second.segment 
of the·final summary array, at the centre of the 
visualization. Due to the relatively high values in 
this segment,.it is represented by mainly red 
and yellow hues. 
6.5 Combining them Together 
In addition to viewing the CSV, itis also possible 
to superimpose the Tunnel visualization onto the 
CSV. An example of this is shown in Figure 12 
where the data used to generate the CSV in 
Figure 11 has been superimposed by the 
corresponding Tunnel visualization of this 
dataset. 
This combination of the CSV and the Tunnel 
visualization increases the complexity of the 
display but also helps identify coincidence 
between spike trains. 
Note that in this combined visualization, the 
colour used to represent a spike is defined by 
the corresponding colour in the•CSV. This 
relates to the overall firing activity at that time in 
the Tunnel. 
6.6 The 'Flat Map' Representation 
Investigators can also oveNiew the data using 
the 'Flat Map' representation as shown in Figure 
13. This is similar to the raster plot discussed in 
section 3.1 however, it has additional 
functionality. This functionality enables the user 
to select a 1000ms subset of the data for 
analysis. lt is this selected 1000ms subset that 
is subsequently displayed in greater detail within 
the Tunnel representation. 
To define the required: subset the user interacts 
directly with the Flat Map resulting in a broad 
black "Boundary indicator" which defines the 
current portion to be viewed in detail in the 
tunnel. Note that this detailed'viewing is a 
dynamic process, effectively the user flies 
through the segment. The "progression 
indicator" on the Flat Map indicates to the user 
their progression within the segment. 
Figure 13, depicts the flat map for the 
demonstration dataset used in section 5.3. 
Although the tunnel is capable of displaying 
1000ms at any given time, this demonstration 
dataset is only 200ms long in order to clarify the 
concepts presented. Thus, it is the majority of 
this 200ms dataset that is shown in the tunnel 
representation shown in Figure 7. 
6.7 Undo/Redo Facility 
In addition to user interaction and navigation, 
the Tunnel'supports a comprehensive 
undo/redo facility. Shneiderman asserted that 
the ability to back track adaptation to the 
visualization was key to the refinement of 
understanding [22). Thus, the user should be 
able to easily return to previous states of the 
visualization. 
Towards this end, the environment tracks all 
changes to the spike train order enabling the 
user to selectively undo/redo refinements to aid 
understanding. 
7 Empirical Testing 
In this section, the results of two trials are 
presented. Each of the trials use a dataset that 
was generated using an advancediintegrate and 
fire model of neurons with particular coupling 
between elements [4). The parameters of this 
model were chosen to imitate the general 
neurophysiological characteristics of cortical 
neurons. All connection strengths in these 
simulations were chosen to be positive. 
7.1 Trial One 
In this trial, an assembly of 10 neurons, as 
shown,in Figure 14, was simulated for a period 
of 20000 ms. The mean inter-spike inteiVal (I SI) 
was 70ms, the standard deviation ofthe ISI of 
the dataset was'53ms and its coefficient of 
variation was 0.76. 
7. 1. 1 Clustering 
The random ordering of spike trains within the 
Tunnel poses a·number of problems when 
attempting to analyze their interconnection(s). 
Thus, it is preferable to have trains with a high 
temporal correlation adjacent to each other. To 
achieve this, the stripes of the tunnel 
(representing each spike train) are reordered 
using a clustering algorithm. 
A range of different mathematical clustering 
algorithms were analyzed to perform the 
clustering of the spike trains. These algorithms 
included a nearest neighbour algorithm (the 
minimum of measures between objects in two 
groups), a furthest neighbour algorithm (the 
maximum of measures between objects in two 
groups); and a centroid clustering algorithm [5]. 
The most suitable algorithm is the furthest 
neighbour method as this algorithm creates tight 
clusters between objects and all objects inside 
clusters have limited dissimilarity. 
7. 1. 2 The smaller group of trial one 
A Tunnel representation for the triaL one data 
was compiled and subsequently sorted using 
the selected clustering algorithm. This is shown 
in Figure 15, in which the trains 1, 3, 5 and 7 
have been highlighted, for the segment of the 
dataset between 3000ms and 4000ms. This is a 
useful feature of the tunnel environment. 
Observe the simultaneous spiking activity on 
trains 3, 5 and 7. Further, note that these spikes 
are preceded by a spike on train 1. lt was also 
possible to see this spiking pattern occurring 
further along the tunnel. Although it is not easy 
to see this from Figure 15, it is possible to see a 
pattern of spikes around the second and third 
spikes on train 1. Subsequently, it is reasonable 
to infer that .a functional relationship exists 
between these neurons. Furthermore, since the 
spikes on train 1 precede those of the other 
trains, it is likely that neuron 1 is a common 
input to neurons 3, 5 and 7. This is confirmed by 
referring back to•Figure 14. 
7. 1. 3 The larger group of trial one 
Figure 16 shows the same snapshot as Figure 
15, however, in Figure 16 the spike trains 4, 6, 
8, 9and 10 are illuminated. Observe the 
simultaneous spiking activity on trains 6, 8, 9 
and 10. Furthermore, note·that these spikes are 
also preceded by. a spike on train 4. Again, it is 
reasonable to infer that neurons 6, 8, 9 and 10 
are connected·and that neuron 4 is a common 
input to them. This·is also confirmed by referring 
back to Figure 14. 
7.1.4 Unconnected neuron 
By observing train 2 along a number of sections 
in the tunnel, it is possible to see that there is no 
notable synchrony with any other trains. This is 
due to the fact that neuron 2 is unconnected in 
the assembly in Figure 14. 
7. 1. 5 Summary 
Overall the simple assembly depicted in Figure 
14 can be deduced solely using the Tunnel 
representation. 
7.2 Trial Two 
In this·trial, an assembly of 15 neurons, as 
shown in Figure 17, was simulated for a period 
of 20000 ms. The mean inter-spike interval (ISI) 
was 75ms, the standard deviation of the•ISI·of 
the dataset was 53ms andiits coefficient of 
variation was·0.7. The ISI histogram for spike 
train 6 is shown in Figure 19(a) and its 
autocorrelation is shown in Figure 19(b), The 
raster plot of the first 3000ms of this dataset is 
also shown in Figure 18. The initial spike train 
tunnel for these 15 spike trains is shown in 
Figure 20, in which the order of the stripes:is 
based:on the default order of the spike trains in 
the data file. Recall that the user sees up to 
1000ms ofthe dataset at a time in this 
representation, hence, Figure 20 displays a 
snapshot ofthe•first 1000ms of the dataset. 
Note, that from this random ordering of the 
trains it is difficult to extract useful information, 
However, when viewing several snapshots, or 
'flying' through this section of the tunnel, it is 
possible to identify similarity between trains. 
Figure 21 shows the same·snapshot of the 
Tunnel as Figure 20 except that in this figure the 
trains 5, 6, 9, and 11 are highlighted. Note the 
spike-pair, the first two spikes, on train 6. This 
spike-pair is followed by a similar spike-pair on 
trains 5, 9 and 11, each with·different short 
delays. Thus, it is possible to infer that a 
relationship exists between.spike trains 5, 6, 9 
and 11. This synchrony. of spiking is attributable 
to the connections from neuron 6 to neurons 5, 
9 and 11; the lower sub-group in the assembly 
shown in Figure17. In Figure 21, the trains 5, 6, 
9 ahd 11 have been highlighted to aid clarity·in 
this diagram. Even though identification of 
relationships in this manner is possible, it is 
difficult and time consuming. The result of 
clustering the spike trains of this dataset, and 
subsequently, reordering the tunnel stripes, is 
shown in Figure 22. 
7. 2. 1 The smaller group of trial two 
Subsequent to clustering, itis easier to identify 
trains that are related. In Figure 23, spike trains 
3, 7, 10 and 14 are highlighted. Note how the 
clustering algorithm has assigned trains 3, 7, 10 
and 14 adjacent to one another. Also note the 
coincident spikes on all four trains, midway 
down through the tunnel. Additionally, the 
occurrence of synchronous spikes on trains 3, 7, 
10, 14, was observed in other parts of the 
tunnel. As these neurons tend to spike 
coincidently, it is reasonable to suggest that 
these neurons are all receiving a similar input. 
Further note that it is possible to see this 
synchronous firing,is commonly preceded by·the 
occurrence of a spike on train 1 as shown in 
Figure 23. 
Indeed, from Figure 17, it is noted that spike 
trains 3, 7, 10 and 14 are generated by a.group 
ofcommon input neurons; namely neurons 3, 7, 
10 and 14 which receive common input from 
neuron 1. 
7.2.2 The largergroup of trial two 
In Figure 24, spike trains 6, 8 and 12 are 
highlighted to make•it easier for the user to view 
the·relationship between·these trains. Closer 
examination also shows thatthis synchronous 
firing is commonly preceded by the.occurrence 
of a spike on train 4. Thus, it is likely that neuron 
4 is common input to neurons 6, 8 and 12. 
In Figure 25, spike trains 5, 9 and 11 are 
highlighted and it is very clear that a relationship 
exists between these trains. From Figure 26, it 
is possible to note that the synchronous spiking 
in trains 5, 9 and 11 is preceded by a spike in 
train16. As it is already known that neuron 4 is a 
common inputto neurons 6, 8 and 12, it is 
deduced that this is a three level hierarchy of 
neurons. 
Inspection of train 2 using Figure 26 and 
additional snapshots of the tunnel also revealed 
that a relationship exists between trains 2 and 4. 
Therefore, it is possible that neuron 2 connects 
to neuron 4 which subsequently connects to 
neurons 6, 8 and 12. 
However, these relationships are not as clear 
from the Tunnel representation and it is likely 
that an additional representation, called'the 
Correlation Grid [26]-which is accurate .in the 
identification of hierarchies, would be required to 
reinforce this aspect of the investigation. 
7.2.3 Unconnected neurons 
With the clustered order of the spike trains•in the 
Tunnel representation, it is clear that spike 
trains 13 and 15 have no correlation with any of 
the other trains in this dataset. This·is notable 
from· the-lack of temporal relationships shown 
for these spike trains in.Figure 22, as opposed 
to the. other groups. 
7. 2.4 Summary. of trial two 
From the clustered version ofthe Tunnel 
representation, it is possible to extract the 
information relating to the inter-neuron and inter-
group relationships. However, it may be 
necessary, to support such an inferred definition 
of a neural·assembly with additional·evidence 
such as data from the correlation grid technique. 
This will become more apparent from 
subsequent empirical trials. 
8 Future Work 
The work presented in this paper Is part of an 
Information Visualization project, at the Centre 
for Interactive Intelligent Systems, University of 
Plymouth, called Visualization of Inter-Spike 
Associations·(VISA) [25]. Specifically, this paper 
has described an innovative visualization 
technique for the analysis of multi-dimensional 
spike train data called the Tunnel visualization. 
Testing ofthis representation to date:has 
concentrated on datasets of approximately 20 
spike trains over 20000ms. In these cases, the 
assemblies of the neurons that produced the 
spike train data were:known to the investigator. 
This initial feasibility testing has been beneficial, 
reinforcing the efficacy of the method. However, 
this testing has also highlighted a number of 
limitations to the current version of the Tunnel 
representation. Each of these weaknesses is 
identified and future plans to strengthen these 
areas are described. 
In this paper, all:of the snapshots of the Tunnel 
have spike train numbers appended to.aid 
identification. This is a trivial problem which will 
be addressed by simply developing a subtle 
labelllng·system that does not infer with data 
representation. A number of identification 
methods exist and currently two.are under 
consideration. To identify a specific train, the 
user could "mouse:over" the train to see its 
number. Alternatively, a semi transparent 
overlay of the train number could be developed. 
Moreover, it is likely to be more appropriate to 
implement both methods, allowing the user to 
select between them. 
Currently, the 'flat map' overview of the Tunnel 
identifies the section of the data that the user 
has chosen to zoom in upon, but it does not 
track the user's position. This is.not helpful to 
the user and thus, an.exocentrlc frame of 
reference (20) will be developed for the Tunnel, 
to enable the user to identify their current 
position within the Tunnel. 
Currently, the user may only select one, 
continuous, area of the tunnel to zoom. 
However, this representation does not provide 
the user with the facility to zoom in on a number 
of disjoint sections of the Tunnel, 
simultaneously. This is problem.as the user is 
largely interested in synchrony and repeated 
patterns of activity within the whole dataset. 
Thus, the user may need to view and compare a 
number of sections (subsets of the whole 
dataset) of interest. An efficient method of 
shrinking areas of less interest in order to focus 
on areas of greater interest will be investigated. 
Hitherto.theweaknesses of the Tunnel 
representation described are changes which 
need to be implemented to improve the general 
use of this representation specifically. 
However, there is a more significant issue that 
also needs to be addressed. lt is understood 
that the human-centred analysis system, see 
section.s, that will provide the overall combined 
functionality required by Neurophysiologists, will 
comprise a range of representations. However, 
it also well established'that the usefulness of 
multiple views is significantly increased if views 
are linked [16]. As the Tunnel representation is 
an integral part of the VISA system, its 
contribution to .the overall analysis.problem will 
be significantly advanced if it is used in 
connection with the other representations of 
VISA. 
Thus, it is envisaged that future effort will be 
focused on meaningfully linking the Tunnel 
representation with other representations within 
the VISA system. In the future, it is likely that the 
VISA project will not only link representations 
together but it will provide a visual programming 
interface to enable users·to "build" their own 
analyzes interactively. 
Finally, with respectto empirical testing, further 
testing is currently underway to evaluate the 
usability of this visualization method with larger 
numbers of neurons. Subsequent to this, 
significant.testing will begin on·real,data 
recorded by Neurophysiologists who· are keen to 
collaborate on this project. 
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Figure I : An example of a typical spike train recording for three 
neurons over a period of SOOms 
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Figure 2: An example of (i) direct synaptic coupling and (ii) 
common input coupling 
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Figure 3: An example of two raster plots denoting (i) correlated 
spike trains, and (ii) spike trains with no apparent correlation 
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Figure 4: An example of a cross-correlogram from (i) two 
connected neurons and (ii) two detached neurons 
Figure 5: A snapshot of the Tunnel representation of the randomly 
generated dataset over 200ms 
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Figure 6: A snapshot of dunmmg functionality) within 
the Tunnel environment of a 200ms dataset 
Figure 7: A snapshot of the Tunnel visualization for the unsorted 
dataset 
Figure 8: A snapshot of the Tunnel visualization depicting sorting 
Figure 9: A snapshot of the Tunnel visualization depicting 
progressive sorting 
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Figure 10: O:Jlour coding for Coincidence Summary visualization 
Figure 11 : A snapshot of the Coincidence Summary visualization 
for a 200ms dataset 
Figure 12: A snapshot of the Tunnel visualization superimposed 
onto the CSV 
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Figure 13: The Flat Map representation of the data segment 
depicted in the Tunnel representation of Figure 7 
0 
Figure 14: The assembly often neurons used to generate the spike 
train datasets used in trial one 
Figure 15: A snapshot of the Tunnel representation depicting the 
I 0 spike trains of trial one, in which the order of the trains is 
defined by the clustering algorithm and spike trains I, 3, 5 and 7 
are highlighted 
Figure 16: A snapshot of the Tunnel representation depicting the 
10 spike trains of trial one, in which the order of the trains is 
defined by the clustering algorithm and spike trains 4, 6, 8, 9 and 
I 0 are highlighted 
@@ 
Figure 17: The assembly of fifteen neurons used to generate the 
spike train datasets used in trial two 
Figure 18: Raster A raster plot depicting the first 3000ms of the 
dataset generated for trial two 
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Figure 19: This figure depicts (a) the ISf histogram of spike train 
6 and (b) the autocorrelation of spike train 6 from the dataset used 
in trial two 
Figure 20: A snapshot of the Tunnel representation with 'random' 
ordering of the 15 spike trains of the second trial 
Figure 21: A snapshot of the Tunnel representation with 'random ' 
ordering of the 15 spike trains of the second trial, in which trains 
5, 6, 9 and 11 are highlighted 
Figure 22: A snapshot of the Tunnel representation depicting the 
15 spike trains of trial two, in which the order of the trains is 
defined by the clustering algorithm 
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Figure 23: A snapshot of the Tunnel representation depicting the 
15 spike trains of trial two, in which the order of the trains is 
defined by the clustering algorithm and spike trains 3, 7, 10 and 
14 are highlighted 
Figure 24: A snapshot of the Tunnel representation depicting the 
15 spike trains of trial two, in which the order of the trains is 
defined by the clustering algorithm and spike trains 6, 8 and 12 
are highlighted 
Figure 25: A snapshot of the Tunnel representation depicting the 
15 spike trains of trial two, in which the order of the trains is 
defined by the clustering algorithm and spike trains 5, 9 and 11 
are highlighted 
Figure 26: A snapshot of the Tunnel representation depicting the 
15 spike trains of trial two, in which the order of the trains is 
defined by the clustering algorithm and spike tmins 2, 4, 6, 8, 12, 
5, 9 and 11 are highlighted 
