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Mesoscopic integrated circuits achieving high-fidelity control of elementary quantum systems re-
quire new methodology for benchmarking. We offer circuit-level statistical description of rare-error
accumulation in terms of a universal random-walk model for on-demand electron transfer. For
a high-fidelity single-electron circuit, realized in the experiment as a chain of quantum dots in
a GaAs/AlGaAs heterostructure, the error of the transfer operation is probed by charge count-
ing. Error rates for extra (P+) or missing (P−) electrons of the electron shuttle are measured to
P− = (6.92±0.14)×10−5 and P+ = (2.13±0.08)×10−5 with uncertainty due to correlated noise in
the environment. Furthermore, precise control over the timing of the random walk allows to explore
the role of memory as the clock frequency is increased.
Precise manipulation of individual quantum particles
in complex single-electron circuits for sensors, quantum
metrology, and quantum information transfer [1, 2] re-
quires tools to certify fidelity and establish a scalable
error model. A similar challenge arises in the gate-based
approach to universal quantum computation [3–8] where
benchmarking gate sequences [9–13] are employed to val-
idate independent-error models [14] which are crucial for
scaling towards fault-tolerance [15, 16]. Here, we intro-
duce the idea of benchmarking by error accumulation
to integrated single-electron circuits. We experimentally
realize clock-controlled transfer of electrons through a
chain of quantum dots, and describe the statistics of ac-
cumulated charge by a random-walk model. High-fidelity
components and unprecedented accuracy of charge count-
ing enable the detection of excess noise beyond the sam-
pling error, the identification of the timescale for con-
secutive step interaction, and an accurate estimate for
the failure probabilities of the elementary charge trans-
fer. Abstracting errors from component to circuit level
opens a path to leverage charge counting for microscopic
certification of electrical quantities challenging the preci-
sion of metrological measurements [17], and to introduce
fidelity control in building blocks of quantum circuits [18–
21].
The random-walk benchmarking addresses the ques-
tion of uniformity in time of repeated identical operations
by error accumulation. The error signal (syndrome) con-
sidered here is the discrete charge stored in the circuit
after executing a sequence of t operations. The measured
deviation x in the number of trapped electrons is mod-
elled by the probability ptx for a random walker to reach
integer coordinate x from initial position of x = 0 in t
steps, see Figure 1. In the desired high-fidelity limit of
near-deterministic on-demand transfer of an fixed num-
ber of electrons any residual randomly occurring errors
that alter x will be very rare and the walker will re-
main stationary most of the time, with occasional steps
of length one. Here we study to what extent two single-
step, x → x ± 1, probabilities P± describe the statistics
of x collected by repeated operation of the circuit, and
how deviations from independent error accumulation can
be detected and quantified, revealing otherwise hidden
physics. The baseline random-walk model with t- and
x-independent P± predicts the following distribution:
ptx≥0 = (1− P+ − P−)t−x(P+)x
(
t
x
)
×
2F1
(
x− t
2
,
x− t+ 1
2
;x+ 1;
4P+P−
(1− P+ − P−)2
)
(1)
with ptx<0 obtained from Eq. (1) by x → −x and P± →
P∓ (see derivation in Supplementary Note I). Here the
first term of the product describes decay of fidelity that
is exponential in t, while the binomial coefficient and
the Gaussian hypergeometric function 2F1 (here a poly-
nomial of order at most t) take into account the self-
intersecting paths as single-step errors accumulate and
partially cancel at large t (see Figure 1).
Experimentally, the high-fidelity circuit for electron
transfer is realized by a chain of quantum dots in which
the first and the last dot are operated as single-electron
pumps [22] and the central dot provides the error sig-
nal as shown in Figure 1. A clock of frequency f drives
the pumps to transfer one electron per cycle through the
chain. The excess charge x from accumulating errors
is inferred from a differential measurement by a charge
detector capacitively coupled to the central dot, read-
ing out the detector state before and after each sequence
transferring t electrons. Although the individual accu-
racy of the active components can exceed metrological
precision [23], their simultaneous operation in a meso-
scopic circuit [24] precludes the prediction of transfer fi-
delity from component-wise characterization due to inter-
actions and cross-talk between the elements in the chain
(see Supplementary Note VI B), exemplifying the need
for circuit-level benchmarking.
Figure 2a shows the counting statistics measured for
device A at f = 30 MHz for t up to 104 compared to
predictions of the baseline model. General trends ex-
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FIG. 1. (a) Measured statistics of finding the walker at posi-
tion x after t steps. (b) Sample micrograph and measurement
scheme. After the initial charge measurement t clock cycles
are applied. The paths taken by 30 simulated walkers (using
error rates extracted from the counting statistics) are repre-
sented by the linewidth. A final charge measurement yields
the end-point of the random walk as the difference between
initial and final charge.
pected from the random walk are evident: for short se-
quences, t < 1000  (P+ P−)−1/2, the power-law rise
of the probabilities pt|x|>0 corresponds to the exponential
decay of error-free transfer fidelity pt0 which remains close
to 1. For longer sequences the distribution spreads and
the weight of self-intersecting paths (e.g. orange line in
Fig. 1) increases, in accordance with Eq. (1).
The key question for random-walk benchmarking is
whether the uncorrelated residual randomness defined by
two probabilities P+ and P− predicts the entire proba-
bility distribution. This question is answered in three
steps: (i) significance testing of deviations from the base-
line model as a statistical null hypothesis to delineate the
inevitable sampling error from model error; (ii) extend-
ing the model to accommodate correlated excess noise
[25] detected in the first step; (iii) perform parameter es-
timation of the noise model that yields average values of
P± with an estimate of the variability.
For consistency testing, we have increased the num-
ber N of samples per sequence by a factor of ∼ 10,
and limited t to 100. Fisherian significance tests [26] are
used to define consistency regions of p-value greater than
0.05 in the parameter space (P+, P−) where the base-
line model cannot be rejected at this significance level
(see Methods). Figure 2b shows quasielliptic consistency
regions computed for each sequence length t separately,
randomly clustering in a tight area with the sizes shrink-
ing roughly as ∼ 1/√t, as expected. Their overlap is only
partial: best-fit global (P+, P−) estimated from maximal
likelihood (marked on the axes of Figure 2b) lies outside
of 7 regions out of 42. A more rigorous test on whether
this inconsistency can be explained by sampling error
alone is provided by Fisher’s meta-analysis method (Fig-
ure 2c): under the null-hypothesis, the cumulative distri-
bution of p-values obtained separately should be uniform
(a straight line) [27, 28] (see Supplementary Note II C)
which is not the case for the best-fit baseline model (tri-
angles in Figure 2c). Quantitatively, the baseline model
yields global Fisher’s combined p < 3× 10−6, and hence
is statistically rejected. We attribute this incompatibil-
ity to excess noise due to imperfections in the physical
realization of the baseline model. Nevertheless, the tight
clustering observed in Figure 2b suggests that the excess
noise is rather small, and could potentially be explained
by the presence of two-level fluctuators [29] causing para-
metric variability.
To quantify the excess noise the step probabilities
P± are drawn randomly from a Dirichlet distribution
[30, 31] (Supplementary Note III) over the standard
2-simplex; the corresponding concentration parameters
α = {α 〈P−〉 , α (1− 〈P+〉 − 〈P−〉), α 〈P+〉} are specified
by two means, 〈P±〉, and one additional spread param-
eter α which controls the variance, ∆P 2± = 〈P±〉 (1 −
〈P±〉)/(α+1). This extra randomness can be introduced
at different timescales [32]. Uncorrelated noise (new P±
after each step of a walk) is equivalent to the baseline
model with P± → 〈P±〉, and is already ruled out by the
significance tests above. We compare a “fast fluctua-
tor” model in which a new pair of P± is drawn indepen-
dently after completion of each individual random walk
versus a “slow drift” model in which the values of P± are
randomly reset only after all N realizations for a fixed
number of steps have been collected. Although short
of proper time-resolved noise metrology [33], contrasting
these two correlated-noise models gives an indication of
the relevant timescales (nanoseconds versus half-hour in
the experiments). The sensitivity of Fisher’s significance
testing makes it possible to distinguish between the two
models, which cannot be resolved by the second moment
of 〈ptx〉 as utilized, e.g., for noise-averaged fidelities in
randomized benchmarking of quantum gates [25]. The
results of Fisher’s combined test (see Figure 2c) favour
the “slow drift” (p = 0.71) over the “fast fluctuator”
(p < 3 × 10−6) model. The corresponding best-fitting
Dirichlet distribution (plotted in the inset of Figure 2b)
gives 1σ uncertainty estimates P− = (6.92±0.14)×10−5
and P+ = (2.13 ± 0.08) × 10−5. Parametric instability
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FIG. 2. (a) Measured ptx for device A; error bars are given by the standard deviation of the binomial distribution, solid lines show
a least-squares fit of Eq. 1. (b) P± (white dots) and p > 0.05 consistency regions (color indicating the sequence length). The inset
shows the probability density function of the Dirichlet distribution with parameter α = (2.43× 103, 3.50× 107, 7.47× 102).
The colorscale corresponds to the integrated distribution and the red lines mark the area identical to a symmetric normal
distribution at k = 4. (c) Empirical cumulative distribution of p-values for different models in comparison to the uniform
distribution (black line).
at only a few-percent level validates the simple random
walk as a robust representation of error accumulation in
this high-fidelity single-electron circuit.
The methodology to quantify independent error ac-
cumulation described above makes it possible to probe
the effect of increased clock frequency on the circuit and
thereby investigate response times of the electron shut-
tle and interactions between subsequent steps. In device
B the error rates are P− = (6.31 ± 0.23) × 10−3 and
P+ = (2.71 ± 0.043) × 10−2 at the same frequency of
30 MHz as device A investigated above. Ten-fold increase
of the clock frequency to 300 MHz is introduced by uni-
form time compression of signals controlling the transfer
operations; the resulting counting statistics is presented
in Figure 3a (circles). The random-walk model with con-
stant P±, Eq. (1), no longer applies even qualitatively,
which raises the question whether the fidelity of the cir-
cuit has decreased to a point where errors can no longer
be considered rare as outlined in the beginning. This
question is answered in the negative with the help of
the following theorem which sets a precise bound on the
applicability of the random-walk approach with possibly
non-stationary error rates.
Spread condition. If distributions (ptx) and (p
t+1
x )
satisfy
x−1∑
y=−∞
pty ≤
x∑
y=−∞
pt+1y ≤
x+1∑
y=−∞
pty for all x, (2)
then there exists a set of transition probabilities P
(x,t)
±1
such that (pt+1x ) is generated from (p
t
x) by a Markov chain
pt+1x = p
t
x +
∑
s=±1
[
P
(x−s,t)
s ptx−s − P (x,t)s ptx
]
. Con-
versely, any discrete-space, discrete-time random walk
with steps of lengths at most 1 (our definition of a high-
fidelity circuit) satisfies the spread conditions (2), see
Supplementary Note V for proof of both claims.
We find that the distributions measured on device B
do satisfy the spread conditions (2) as long as all x are
fully resolved in counting (t ≤ 6). We estimate the non-
stationary but x-homogeneous single-step error probabil-
ities of the corresponding Markov chains, P
(x,t)
±1 = P
t
±,
by a numerical deconvolution of the Markov process
equation (Supplementary Note VI A). The resulting er-
ror rates P t± in Fig. 3b provide reasonable prediction
4246
t
10-5
10-4
10-3
10-2
10-1
100
10-5
10-4
10-3
10-2
10-1
100
pt
x p tx
2 4 6 8 10 12 14 16 18
t
pt2
pt1
pt0
pt-1
pt-2
246
t
10-3
10-2
10-1
100
10-3
10-2
10-1
100
P
±
2 4 6 8 10 12 14 16 18
t
P
±
P-
P+
1 2 43
t
st
im
ul
us τdelayτop
τdelay = 3.3 nsτdelay = 0 ns
a
b
FIG. 3. (a) Measured ptx for device B at a clock frequency of
300 MHz and τDelay = 0 s (left, t-axis inverted) and τDelay =
3.3 ns (right). Dashed lines represent ptx predicted by decon-
volved single-step error rates and pt−1x . (b) Single-step error
rates P t± for τDelay = 0 s (left, t-axis inverted, dashed lines
show guide to the eye) and τDelay = 3.3 ns (right, translu-
cent area corresponds to the 1σ uncertainty estimates). Inset
depicts the timing diagram of the sequence – a stimulus of
duration τop drives the transfer operation followed by delay
time τDelay before the next step.
(dashed lines) of the measured ptx in Fig. 3a (circles).
The t-dependence of P t± is strong and reproduced well-
above the noise. This implies memory: probabilities for
the next step depend on how many steps have there been
before. P t± do not saturate within t ≤ 6 indicating a long
memory time of more than 6 τop = 20 ns.
To probe this memory effect, we introduce a delay time
τDelay between otherwise unaltered signals driving the
transfer operations thus extending the physical time f−1
corresponding to a single step of the random walk from
τop to τop + τDelay as sketched in Figure 3b. With in-
creasing delay, a gradual reduction of the t-dependence
in P t± is observed until, for τDelay > 3 ns (see right part of
Fig. 3a and b), the stationary behaviour consistent with
the baseline model is recovered. Surprisingly, τDelay suf-
ficient to recover stationary behaviour is on the order
of a single step duration τop, significantly shorter than
the number of steps with pronounced memory effect at
τDelay = 0 ns (Figure 3b). Both times are significantly
longer than the expected timescales in GaAs systems
for relaxation via electron-electron or phonon interac-
tion [34–36], and raise the need for a dedicated investiga-
tion. In Fig. 3b P t±, estimated at each t by deconvolution
(squares), are compared with the confidence intervals of
the “slow-drift” model with stationary P± (color bands).
The comparison shows good agreement and is consistent
with our framework for random-walk benchmarking of
high-fidelity single-electron circuits.
In conclusion, the view of single-electron components
as elements of a digital circuit has enabled an abstract
and universal description of fidelity in terms of the ran-
dom walk of an error syndrome. Accumulation of errors
over long sequences allows to probe fast and accurate op-
erations beyond the bandwidth of a slow single-charge de-
tector. The accompanying statistical methodology quan-
tifies the stability of the error process and uncovers short
memory times, both of which are elusive to direct ob-
servation. In quantum metrology, an accurate estimate
of the circuit error has an immediate application: the
variance of the current I = (Is + Id)/2 flowing into (Is)
and out of (Id) the circuit is given by the variance of the
differential charge x, which corresponds to the displace-
ment current Is − Id = efx/t. Hence, the variance of
x, ∆x2 ≈ (〈P+〉+ 〈P−〉) t+ (∆P 2+ + ∆P 2−) t2, provides a
bound for the deviation of the current I from the error-
free value ef , enabling counting-verification of a primary
standard for the ampere. In the broader context, sensi-
tive tests of single-electron circuits create new ground for
developing benchmarking techniques of engineered quan-
tum systems.
METHODS
Devices A and B were fabricated from GaAs/AlGaAs
heterostructures with two dimensional electron gas
(2DEG) nominally 90 nm below the surface. Quantum
dots are formed by CrAu top gates depleting a shallow-
etched mesa [37]. The charge detector is formed against
the edge of a separate mesa and capacitively coupled to
the central quantum dot via a floating gate [38].
All measurements were performed in a dilution refrig-
erator at a base temperature of 20 mK and 0 T external
field. The charge detector signal is read out by rf reflec-
tometry [39]. Sinusoidal pulses generated by arbitrary
waveform generators modulate the entrance barriers of
the single electron pumps and drive the clock-controlled
electron transfer [22]. The drift-stability of the control
voltages is estimated to be better than 10−8. Charge
transfer and detector readout are triggered in a sequence:
5(i) readout of the initial detector state, (ii) application
of t sinusoidal pulses to both pumps simultaneously, (iii)
readout of the final detector state, (iv) reset by connect-
ing the intermediate dot to source. These steps are re-
peated, with an repetition rate up to 4 kHz, until a set
number (N =1× 105 to 2× 106) of counts is accumu-
lated. The difference between initial and final detector
state yields the charge x deposited on the central quan-
tum dot by the burst transfer, providing raw data for
subsequent statistical analysis.
Fisher’s p-value for each experimentally measured x-
resolved set of N counts is defined as the probability
of an equally or more extreme outcome under the null-
hypothesis being tested (either the baseline random walk
or one of the two excess noise models with Dirichlet-
distributed P±); it is evaluated by Monte Carlo sampling
as described in the Supplementary Notes II and III.
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7SUPPLEMENTAL INFORMATION
SUPPLEMENTARY NOTE I. BASELINE MODEL
Consider a time-homogeneous discrete-time random walk on the set of integers which starts at 0 and at each step
moves +1 with probability P+, moves −1 with probability P− and stays at the same vertex with probability P0; here
we assume P+, P−, P0 ∈ (0, 1), P− + P0 + P+ = 1.
To describe this process formally, consider a random variable K = (K−1,K0,K+1) following a multinomial distri-
bution with t > 0 trials and three categories, with associated probabilities P−, P0 and P+, respectively. Then the
random variable X = K+1 −K−1 corresponds to the position of the random walker after t steps, since all steps can
be modeled with independent discrete random variables with three possible outcomes (−1, 0 and +1, respectively)
and respective probabilities P−, P0 and P+. First we show that the probability mass function of the discrete variable
X ∈ {−t,−t+ 1, . . . , t− 1, t} is given by (1); i.e., let ptx := Pr(X = x), then
Claim 1. The probability mass function (PMF) of the variable X is
ptx =
(P+)
x(P0)
t−x (t
x
)
2F1
(
x−t
2 ,
x−t+1
2 ;x+ 1;
4P+P−
P 20
)
, x ≥ 0,
(P−)−x(P0)t+x
(
t
−x
)
2F1
(
−x−t
2 ,
−x−t+1
2 ;−x+ 1; 4P+P−P 20
)
, x < 0,
(3)
for x ∈ {−t,−t+ 1, . . . , t− 1, t}.
Proof. Suppose that x ≥ 0; then the event X = x, i.e., the event of the random walker being at the position x
after t steps, is equivalent to the event that the multinomially distributed variable K = (K−1,K0,K+1) satisfies
K+1 −K−1 = x (i.e., to the event that the random walker has moved K+1 steps to the right and K−1 = K+1 − x
steps to the left). Therefore Pr(X = x) can be obtained from the multinomial distribution’s PMF:
ptx =
∑
k:
k1−k−1=x
k−1+k0+k1=t
Pr(K = k) =
(t−x)/2∑
s=0
Pr (k = (s, t− x− 2s, x+ s))
=
(t−x)/2∑
s=0
t!
s!(x+ s)!(t− x− 2s)! P
s
−P
t−x−2s
0 P
x+s
+ .
The latter quantity can be equivalently expressed as
ptx = P
x
+P
t−x
0
(
t
x
) (t−x)/2∑
s=0
(t− x)!
(x+ 1)s(t− x− 2s)!s!
(
P+P−
P 20
)s
,
where (a)s stands for the Pochhammer’s symbol. Furthermore,
(t− x)!
(t− x− 2s)! = (t− x)(t− x− 1) . . . (t− x+ 1− 2s)
= 4s
(
t− x
2
− s+ 1
)
s
(
t− x− 1
2
− s+ 1
)
s
.
Using the identity (−a)s = (−1)s(a− s+ 1)s, this expression simplifies to 4s
(
x−t
2
)
s
(
x−t+1
2
)
s
, therefore
ptx = P
x
+P
t−x
0
(
t
x
) (t−x)/2∑
s=0
(
x−t
2
)
s
(
x−t+1
2
)
s
(x+ 1)s s!
(
4P+P−
P 20
)s
.
It remains to recognize now that the sum coincides with the definition of the Gaussian hypergeometric function 2F1,
thus we arrive at (3). The case x < 0 follows from similar considerations.
We note that similar discrete distributions have been considered before. In particular, [40] considers an analogue
of our random variable X and computes pt0 (termed “return probability p0(t)” in the paper). X is also closely related
8to the inverse trinomial distribution [41, 42], defined via a random walk on the line. Nevertheless, we are not aware
of prior work establishing the PMF (3) of X.
For reference, we derive an exponential approximation to the transfer fidelity (return probability) pt0 for small and
large t, using the asymptotics 2F1
(
t+1
2 ,
t+2
2 ; 1; z
) ∼ (1−√z)−t−1/2/(z1/4√2pit) for t→∞ [43, Eq. (2.31)],
pt0 ≈
P
t
0 , t (P+P−)−1/2
(P0+2
√
P+P−)
1/2+t
(2pi t)1/2(P+ P−)1/4
, t (P+P−)−1/2
.
Finally, consider N independent observations of the random variable X, i.e., i.i.d. random variables X1, . . . , XN ∼
X. Let Zx = |{j ∈ {1, . . . , N} : Xj = x}| be the number of times the value x ∈ {−t, . . . , t} appears among these N
observations. Then the random variable
ZN,t = (Z−t, Z−t+1, . . . , Z0, Z1, . . . , Zt)
follows a multinomial distribution with N trials and 2 t+1 categories, labeled from −t to t, and respective probabilities
ptx. When there is no ambiguity, this notation is simplified to Z. The probability to observe a particular vector
z ∈ N2t+10 ,
∑t
x=−t zx = N (where N0 stands for the set of nonnegative integers) is
Pr(Z = z) = N !
n∏
x=−n
(ptx)
zx
zx!
. (4)
SUPPLEMENTARY NOTE II. MODEL CONSISTENCY TESTING
The experimental data consist of observations (actually, rebinned observations as described in Supplementary Note
II B) of random variables ZN1,t1 , ZN2,t2 , . . . , ZNL,tL , for several different pairs (N1, t1), . . . , (NL, tL), which, according
to the model outlined in Supplementary Note I, all share the same step probabilities (P−, P+).
We consider the problem of determining if there is a parameter P± such that the experimental data do not contradict
the model, at the fixed significance level. More generally, we are interested in extracting a region in the parameter
space such that the experimental data do not contradict the model for each choice of the parameter from the region;
for brevity, we will refer to this region as consistency region. It should be stressed that this approach is different
from parameter estimation problem, in that here we are interested in parameter values which cannot be statistically
rejected as incompatible with the data, whereas the parameter estimation techniques deal with estimating the values
of the parameters in some fashion, e.g., by finding the values of parameters under which the experimental data are
most probable under the assumed model.
The problem of testing consistency of the model with a specific parameter value is twofold: since the data correspond
to several pairs of (N, t), with different parameters N, t but the same step probabilities (P−, P+), there are two
questions to be asked:
1. Are the data for the particular value of (N, t) consistent with the model for some parameter P±?
2. Are all the data consistent with the model for some fixed value of P±?
We start by testing consistency with the model in case of an observation of ZN,t for a single pair (N, t).
A. Fisher’s significance testing
Let z0 be an observation of the random variable Z := ZN,t, with prescribed parameters t,N but unknown proba-
bilities P−, P0, P+.
We employ Fisher’s significance testing framework in order to extract the consistency regions for the parameter
θ = (P−, P0, P+). In its simplest form, a Fisherian test formulates [26] a single hypothesis, the null hypothesis H0,
which specifies the null distribution (i.e., in our case H0 : θ = θ
∗ for some fixed θ∗); then a certain test statistic T is
computed from the observation z0, leading to a value T (z0). The p-value of the test is the tail probability of T (Z)
9under H0. In our setting, the test statistic will be non-negative and smaller values will indicate stronger disagreement
with the null hypothesis. Then the p-value of the test is
p(z0) =
∑
z:
T (z)≤T (z0)
Pr(Z = z),
where Pr(Z = z) stands for the probability of the event Z = z under the null hypothesis and the sum is over all those
values z of the random vector Z that satisfy T (z) ≤ T (z0) In the Fisher’s significance testing framework the p-value
is interpreted as “a measure of extent to which the data do not contradict the model” [26, p.122]. Therefore Fisher’s
significance testing allows to check if H0 must be rejected (at the chosen significance level) for the particular value
θ∗; next, we shall employ Fisher’s significance testing to extract the region of those θ values for which the respective
H0 cannot be rejected, see Supplementary Note II B.
The problem of testing whether the parameters of a multinomial distribution equal specified values has been well-
investigated [44–47]. The common approaches (such as Pearson’s χ2 test, G2 test or power-divergence test [46] which
subsumes the former tests) are asymptotic tests which can be highly biased. This is due to the fact that under the
null hypothesis the random variable X has vanishingly small tail probabilities (and the actual observed samples z
have zero observed counts in the respective positions). This phenomenon makes the asymptotic tests ill-suited for the
actual data.
An alternative to the aforementioned tests is the exact multinomial test [46], which enumerates all possible multi-
nomial outcomes; its test statistic T is the probability of obtaining the particular outcome under the null hypothesis.
Then the p-value of the test is ∑
z:
Pr(Z=z)≤Pr(Z=z0)
Pr(Z = z).
However, the exhaustive enumeration quickly becomes computationally intractable as N grows. We instead apply
a Monte Carlo test (proposed in [48], see also [47, 49, 50]), which can be seen as an extension of the exact multinomial
test. In the Monte Carlo hypothesis testing procedure, a large number (say, Nsim) samples from the multinomial
distribution under the null hypothesis are simulated; for each sample z the test statistic Pr(z) is calculated (i.e.,
the probability to draw z from the distribution Z under the null hypothesis). Let k be the number of samples for
which the test statistic is at least as extreme as for the observed vector z0 (i.e., the number of samples z for which
Pr(z) ≤ Pr(z0)). Then the p-value of the test is (k + 1)/(Nsim + 1).
B. Consistency regions
Since P0 = 1 − P+ − P−, the Monte Carlo tests are applied to extract 95% consistency region for the vector
(P−, P+). This region is defined as the set of all admissible (P−, P+) values for which the p-value obtained by testing
the hypothesis H0 : θ = (P−, (1− P− − P+), P+) is at least 0.05.
In practice, since the observed vector z0 has many zero entries (as N is too small to observe “X = x” when |x|
is large) and, since the experimental data is limited to small |x|, the data are rebinned. I.e., instead of the random
variable Z we consider a random variable Z˜ = (Z˜−3, Z˜−2, Z˜−1, Z˜0, Z˜1, Z˜2, Z˜3) where Z˜x = Zx for x ∈ {−2,−1, 0, 1, 2},
but
Z˜−3 =
∑
x≤−3
Zx, Z˜3 =
∑
x≥3
Zx,
and perform the aforementioned tests against an observation z˜0 of Z˜. Further on, this subtlety will be assumed
implicitly, i.e., when talking of the random variable Z or its observation z0, the rebinned counterparts Z˜ and z˜0 are
to be understood.
C. Combining the p-values
The discussion above attempts to answer if the data are consistent with some P±, for a particular value of (N, t);
the challenge now is to combine the statistical tests done for all L pairs of (N, t). While for each fixed pair (N, t) the
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95% consistency region can be constructed from the observation of the respective ZN,t, the goal is to obtain a global
measure of discrepancy between the data and the hypothesis H0 : θ = (P−, (1− P− − P+), P+), taking into account
the observations for all pairs (N, t).
This task can be viewed as the problem of combining several independent p-values, which arises in meta-analysis
[27]. When testing a true point null hypothesis and the test statistic is absolutely continuous, it can be shown that
the p-values under the null hypothesis are uniformly distributed in [0, 1]. This allows to apply, e.g., Fisher’s method
of testing uniformity [28] (for an overview of other ways to combine p-values, see [51, Appendix A]). In our case both
the random variables ZN,t and the test statistic are discrete, thus under the null hypothesis all p-values obtained for
each pair (N, t), only approximate the uniform distribution. Fisher’s method is used to approximately determine the
combined p-value, even though in case of sparse discrete distribution this approximation may [52] yield conservative
results.
In practice, due to the computational cost involved with computing the combined p-value, this global consistency
test is only performed for a single value of θ. The value (P+, P−) = (2.13× 10−5, 6.92× 10−5) we performed the
combined test on is the one under which the observed data are most probable, i.e., the maximum likelihood estimate,
see Supplementary Note II D. However, the combined p-value 2.23× 10−6 means that H0 needs to be rejected; also
visually (see Figure 2c), triangles) it is clear that the distribution of p-values is far from uniform. Hence one concludes
that this model with fixed P± for all pairs (N, t) is incompatible with the experimental data.
D. Maximum likelihood estimation
The preceding discussion tries to determine if the data contradict the model, within the given level of significance.
However, if one only tries to find the most suitable choice of parameters P±, a natural approach is to maximize the
likelihood function, i.e., (in case of a single observation for a single pair (N, t)) maximize the expression in (4), with
zx being the actual observed values, with respect to the unknown parameters P±. Since the task is equivalent to
maximizing the logarithm of the likelihood,
`N,t(θ) = ln Γ(N + 1) +
n∑
x=−n
(
zx ln
(
ptx(θ)
)− ln Γ(zx + 1)) ,
where ptx(θ) stands for the RHS in (3) and ln Γ is the natural logarithm of the gamma function.
Since the observations across the L different pairs (Ni, ti) are assumed to be independent, the joint probability
of observing the complete data is the product of individual probabilities for each separate (Ni, ti), i.e., the global
log-likelihood function to be maximized is
`(θ) =
L∑
i=1
`Ni,ti(θ).
Maximizing this function over the standard 2-simplex using the experimental data gives the maximum likelihood
estimate (P+, P−) = (2.13× 10−5, 6.92× 10−5).
SUPPLEMENTARY NOTE III. DIRICHLET DISTRIBUTION-BASED RANDOM-WALK MODELS
Further we consider the case when the step probabilities P−, P+ are themselves random variables. We assume that
(P−, P0, P+) follows a Dirichlet distribution, which is [30] “one of the key multivariate distributions for random vectors
confined to the simplex”. The Dirichlet distribution also becomes important when the observed data are superficially
similar to the multinomial distribution but exhibit more variance than the multinomial distribution permits. As
authors in [30, p.199] note, “One possibility of this kind of extra variation is that the multinomial probabilities” are
not constant across the trials and the vector of probabilities can be interpreted as a random vector in the standard
simplex; in this case the Dirichlet distribution is a convenient choice, resulting in a compound probability distribution,
the Dirichlet-multinomial distribution [30, Definition 6.1].
The Dirichlet distribution on the standard 2-simplex ∆2 with positive parameter vector α = (α0, α1, α2), denoted
by Dir(α), is a probability distribution with [30, Definition 2.1] the density function
fα(θ) =
∏2
i=0 Γ(αi)
Γ(
∑2
i=0 αi)
θα0−10 θ
α1−1
1 θ
α2−1
2 , θ = (θ0, θ1, θ2) ∈ ∆2. (5)
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The mean value and the variance of θi, i = 0, 1, 2, is
E(θi) =
αi∑2
j=0 αj
=: α˜i, Var(θi) =
α˜i(1− α˜i)
1 +
∑2
i=0 αi
,
respectively, i.e., the mean value of θi is proportional to the parameter αi, but the variance of θi decreases as
∑2
i=0 αi
is increased. This allows to employ the Dirichlet distribution to model the scattering of the vector (P−, P0, P+) ∈ ∆2
around its mean value with a single additional parameter characterizing the magnitude of the scattering.
We proceed by considering two extensions of the baseline model, one where the variable θ = (P−, P0, P+) is chosen
independently for each of the N separate random walks, and another where θ = (P−, P0, P+) is the same for all N
random walks (but another θ ∼ Dir(α) is independently drawn if either N or t is changed).
A. Model 1 (fast fluctuator)
Let α = (α−1, α0, α1) be a fixed vector of positive parameters. For each pair (N, t) we consider the following
process:
• repeat N times:
– choose a random vector θ = (P−, P0, P+) ∼ Dir(α) (independently each time);
– perform t steps of the random walk with the respective step probabilities (P−, P0, P+);
– observe the position of the random walker X ∈ {−t,−t+ 1, . . . , t− 1, t};
• given the N observations X1, . . . , XN , denote Zx = |{j ∈ {1, . . . , N} : Xj = x}| and define the random variable
ZN,t = (Z−t, Z−t+1, . . . , Z0, Z1, . . . , Zt).
This model corresponds to choosing step probabilities P−, P+ independently for each repetition of a random walk
of a fixed length t. This way the random variable ZN,t again has multinomial distribution, but now with modified
(compared to the baseline model) probabilities incorporating the underlying Dirichlet distribution.
To describe this process more formally, for each pair (N, t) let K = (K−1,K0,K+1) have Dirichlet-multinomial
distribution with t > 0 trials and parameter α = (α−1, α0, α1). Define a random variable X = K+1−K−1, supported
in the set {−t,−t + 1, . . . , t − 1, t}; denote ptx := Pr(X = x) and define a multinomial variable ZN,t with N trials,
2t+ 1 categories (from −t to t) and the respective probabilities ptx, x ∈ {−t,−t+ 1, . . . , t− 1, t}.
Since K follows the Dirichlet-multinomial distribution, its PMF (for a vector of nonnegative integers k =
(k−1, k0, k1) s.t. k−1 + k0 + k1 = t) satisfies [31, Eq. 35.152]
Pr(K = k) =
t! Γ(α•)
Γ(t+ α•)
Γ(k−1 + α−1)Γ(k0 + α0)Γ(k1 + α1)
k−1! k0! k1!Γ(α−1)Γ(α0)Γ(α1)
,
where we denote α• :=
∑
i αi. Notice that if we keep the fractions θi :=
αi
α•
fixed, then in the limit α• → ∞ the
random variable K becomes multinomially distributed, i.e.,
Pr(K = k) −−−−→
α•→∞
t!
k−1! k0! k1!
θ
k−1
−1 θ
k0
0 θ
k1
1 .
This follows easily from the gamma function property Γ(k + a) ∼ Γ(a)ak as a→∞.
Henceforth,
ptx =
∑
k:
k1−k−1=x
k−1+k0+k1=t
Pr(K = k) =
(t−x)/2∑
l=max{0,−x}
Pr (K = (l, t− x− 2l, x+ l))
=
t! Γ(α•)
Γ(t+ α•)
∏
i Γ(αi)
(t−x)/2∑
l=max{0,−x}
Γ(l + α−1)Γ(t− x− 2l + α0)Γ(x+ l + α1)
l!(t− x− 2l)!(x+ l)! . (6)
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Observe that keeping the fractions αiα• fixed and letting α• →∞ makes the probabilities ptx given by (6) tend to the
respective probabilities given by (1) (with P− = α−1/α• and P+ = α1/α•).
After N independent observations the multinomial vector ZN,t is obtained, supported in the set{
z ∈ N2t+10 :
∑t
x=−t zx = N
}
, with
Pr(ZN,t = z) = N !
n∏
x=−n
(ptx)
zx
zx!
, z ∈ N2t+10 ,
t∑
x=−t
zx = N. (7)
The variable ZN,t still has the multinomial distribution, as in the baseline model, and Eq. (7) is the same as (4)
but with ptx given by (6). However, in contrast to the baseline model, the vector K has the Dirichlet-multinomial
distribution instead of the multinomial distribution as before. That, in turn, implies that the probabilities ptx are not
calculated from (3), but given by (6) instead. In effect, ZN,t is a multinomial distribution, but different probabilities
associated with its categories, when compared to the baseline model.
Consistency of this model is tested similarly as in the baseline case:
• For each particular pair (N, t), we perform a Fisherian test of the hypothesisH0 : α = α∗ for some fixed α∗, given
an observation z0 of Z = ZN,t. The test is again conducted in the Monte Carlo manner as described previously,
by drawing Nsim samples from the multinomial distribution under the null hypothesis and extracting the p-value
as (k+1)/(Nsim+1). Here k indicates the number of the simulated samples z satisfying Pr(Z = z) ≤ Pr(Z = z0).
• Consistency of the model taking into account all L different pairs (N, t) is done by combining the L obtained
p-values, via Fisher’s method of testing uniformity.
The value α∗ to be tested in the previous step is again the maximum likelihood estimate, obtained by maximizing
the function
`(α) =
L∑
i=1
`Ni,ti(α),
where
`N,t(α) = ln Γ(N + 1) +
n∑
x=−n
(
zx ln
(
ptx(α)
)− ln Γ(zx + 1)) ,
and ptx(α) is given by the RHS of (6). Maximizing this function over the parameter space using the experimental
data gives the maximum likelihood estimate α∗ = (9.08× 101, 1.31× 106, 2.78× 101). However, the combined p-
value 2.08× 10−6 again indicates that H0 needs to be rejected; as it is seen in Figure 2c) (squares), the distribution
of p-values still remains far from uniform. Consequently, this model is also incompatible with the experimental data.
B. Model 2 (slow drift)
Let again α = (α−1, α0, α1) be a vector of positive parameters. Now we consider the following process for each pair
(N, t):
• choose a random vector θ = (P−, P0, P+) ∼ Dir(α);
• repeat N times:
– perform t steps of the random walk with the respective step probabilities (P−, P0, P+);
– observe the position of the random walker X ∈ {−t,−t+ 1, . . . , t− 1, t};
• given the N observations X1, . . . , XN , denote Zx = |{j ∈ {1, . . . , N} : Xj = x}| and define the random variable
ZN,t = (Z−t, Z−t+1, . . . , Z0, Z1, . . . , Zt).
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This way, the vector θ = (P−, P0, P+) ∼ Dir(α) is drawn independently across different pairs (N, t), yet for each
particular (N, t) it is fixed for all N random walks (the N random walks are assumed to be conditionally independent
given θ). The resulting random variable ZN,t has a discrete compound distribution, akin to the Dirichlet-multinomial
distribution; however, ZN,t is not multinomially distributed anymore.
More formally, for each pair (N, t) and a fixed vector θ = (P−, P0, P+) let ptx(θ), |x| ≤ t, be defined as in the
RHS of (3). The random variable ZN,t is defined by compounding the multinomial distribution (4) with the Dirichlet
distribution Dir(α), i.e., ZN,t is supported in the set
{
z ∈ N2t+10 :
∑t
x=−t zx = N
}
and its PMF is obtained by
marginalizing over the Dirichlet variable: for z ∈ N2t+10 such that
∑t
x=−t zx = N ,
Pr(ZN,t = z) =
N !∏n
x=−n zx!
∫
∆2
n∏
x=−n
(
ptx(θ)
)zx
fα(θ) dθ, (8)
where the integration is over the standard 2-simplex ∆2 and fα(θ) is the PDF of the Dirichlet distribution (see (5)).
It is worth mentioning that since only the parameters P±, P0 are chosen from the Dirichlet distribution, instead of
all 2t + 1 event probabilities associated to the multinomial distribution, the resulting compound distribution is not
Dirichlet-multinomial.
Technically, the key difference from the previous model is that all N random walks use the same (randomly drawn
from Dir(α)) vector θ, therefore marginalization of θ happens only after forming the counts vector ZN,t. In contrast,
in the previous model the Dirichlet variable is marginalized after forming the vector K, resulting in the Dirichlet-
multinomial distribution for K and a standard multinomial variable ZN,t.
Given an observation z0 of ZN,t, we again perform Monte Carlo test of the hypothesis H0 : α = α
∗, for some
fixed α∗. However, now the probability Pr(ZN,t = z) has the complicated analytical form (8), which is difficult to
compute numerically. Therefore also Pr(ZN,t = z) is estimated via Monte Carlo approximation, i.e., for the particular
parameter α∗ and the observed vector z0 we
• draw Nsim independent samples θ ∈ ∆2 from Dir(α∗);
• for each of the sampled vectors θ = (P−, P0, P+) draw a sample z from the multinomial distribution specified
by (4) (where the probabilities ptx are computed using the sampled values P−, P+).
• This way Nsim vectors z1, . . . , zNsim are obtained, among them many may coincide. Suppose that there were
obtained m distinct vectors z′1, . . . , z
′
m, with their respective frequencies k1, k2, . . . , km,
∑
i ki = Nsim. We can
assume that k1 ≤ k2 ≤ . . . ≤ km.
• Suppose that z′j coincides with the actual observation z0, and (provided that j < m) kj < kj+1; then the p-value
of the test is declared (k + 1)/(Nsim + 1), where k := k1 + k2 + . . . + kj . In case z0 does not occur among the
Nsim obtained vectors, the p-value is declared 0.
By employing the outlined procedure, we can perform consistency testing similarly as before:
• For each particular pair (N, t), we perform a Fisherian test of the hypothesisH0 : α = α∗ for some fixed α∗, given
an observation z0 of Z = ZN,t. The test is again conducted in the Monte Carlo manner as described previously,
by drawing Nsim samples from the multinomial distribution under the null hypothesis and extracting the p-value
as (k+1)/(Nsim+1). Here k indicates the number of the simulated samples z satisfying Pr(Z = z) ≤ Pr(Z = z0)).
• Consistency of the model taking into account all L different pairs (N, t) is done by combining the L obtained
p-values, via Fisher’s method of testing uniformity.
The value α∗ to be tested in the previous step is found now differently, compared to the previous models. This is due
to the fact that the probabilities Pr(Z = z) are estimated only approximately via Monte Carlo, which complicates
maximizing the likelihood function.
Instead, we fix the fractions αiα• to the best values of P± found in the baseline model (Supplementary Note II D)
and optimize the parameter α•, i.e., α is in form α• · (P−, P0, P+), where P± = (2.13× 10−5, 6.92× 10−5). The cost
function associated with α• is
C(α•) =
L∑
i=1
∣∣∣∣p(i) − iL
∣∣∣∣ ,
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where p(i) stands for the ith smallest value among p1, p2, . . . , pL, where the latter are the p-values returned by the L
tests of the hypothesis H0 : α = α• · (P−, P0, P+). In other words, the cost function measures the distance between
the empirical distribution function of p-values and the line corresponding to the cumulative distribution function
corresponding to the uniform distribution.
The minimization of the cost function over α• gives the optimal parameter α∗ = (2.43× 103, 3.50× 107, 7.47× 102).
The combined p-value equals 0.71, therefore the null hypothesis H0 : α = α
∗ cannot be rejected. Also, as it is seen
in Figure 2c) (diamonds), the distribution of p-values visually conforms to the uniform. Henceforth, the experimental
data do not contradict this model.
SUPPLEMENTARY NOTE IV. SLOW DRIFT MODEL: VARIANCE OF RANDOM WALKER’S
POSITION
In this section we derive the formula for the variance of the random walker’s position ∆x2 used in the concluding
part of the main text.
Consider repeatedly sampling random walker’s position in the slow drift model; we are interested in the sample
variance. However, the samples are correlated, since the model assumes using the same parameter θ ∼ Dir(α)
for several (N) successive random walks. Henceforth, we consider the following scenario: draw θ(1) ∼ Dir(α) and
run t steps of the random walk with step probabilities θ(1) for N times; let X
(1)
1 , X
(1)
2 , . . ., X
(1)
N be the random
walker’s position after the respective random walk has been completed. Afterwards, the step probabilities reset,
i.e., a new parameter θ(2) ∼ Dir(α) is independently drawn, and N times random walk of t steps is run with step
probabilities θ, resulting in random variables X
(2)
1 , X
(2)
2 , . . ., X
(2)
N . The process is continued until, say, K blocks
X(k) :=
(
X
(k)
1 , X
(k)
2 , . . . , X
(k)
N
)
, k = 1, 2, . . . ,K, are obtained. It is important to stress that
1. the blocks X(1),X(2), . . . ,X(K) are assumed to be pairwise independent;
2. within each block, variables X
(k)
i and X
(k)
j , i 6= j, k = 1, 2, . . . ,K, are assumed to be conditionally independent
given θ(k), i.e.,
(X
(k)
i ⊥⊥ X(k)j ) | θ(k).
Let M := KN ; we are interested in the quantity
S :=
1
M
K∑
k=1
N∑
i=1
(
X
(k)
i −X
)2
,
where X := 1M
∑K
k=1
∑N
i=1X
(k)
i . In particular, the task is to find ∆x
2 := E(S) in the K →∞ limit.
Claim 2. The expectation ∆x2 = E(S) in the P±  1, K →∞ limit satisfies
∆x2 =
A
1 + α•
(
tα•(M − 1)
M
+
t2(K − 1)
K
)
≈ (〈P+〉+ 〈P±〉) t+ (∆P 2+ + ∆P 2−) t2,
where
A := (α˜−1 + α˜1)− (α˜−1 − α˜1)2 ;
α˜±1 :=
α±1
α•
; α• := α−1 + α0 + α1;
〈P±〉 := E(P±) = α˜±1;
∆P 2± := Var(P±) =
α˜±1(1− α˜±1)
1 + α•
.
Proof. We start by noting that each block X(k) is an independent observation of the random variable X =
(X1, X2, . . . , XN ), where X is obtained by the process above with K = 1. Let us define a random variable
15
Y = 1N (X1 + . . . + XN ), then there are K iid variables Y1, . . . , YK ∼ Y corresponding to the blocks X(1), . . . ,
X(K) . We can express
S =
1
M
∑
i,k
(
X
(k)
i
)2
− 2
M
∑
i,k
(
X
(k)
i
)
X +X
2
=
1
M
∑
i,k
(
X
(k)
i
)2
−X2
and
X =
1
K
(Y1 + Y2 + . . .+ YK).
Since X
(k)
i are identically distributed, we have
E
(
1
M
K∑
k=1
N∑
i=1
(
X
(k)
i
)2)
=
M
M
· E(X21 ) = Var(X1) + E(X1)2;
since Y1, . . . , YK are iid, we have
(Y1 + Y2 + . . .+ YK)
2 =
K∑
k=1
Y 2k +
K∑
k=1
K∑
l=1
l 6=k
YkYl
and
E
(
X
2
)
=
1
K
E(Y 2) +
K − 1
K
E(Y )2 =
1
K
Var(Y ) + E(Y )2.
Consequently,
∆x2 = Var(X1) + E(X1)
2 − 1
K
Var(Y )− E(Y )2.
Let us show that
E(X1) = t (α˜1 − α˜−1) (9)
Var(X1) =
Atα•
1 + α•
+
At2
1 + α•
, (10)
E(Y ) = E(X1), (11)
Var(Y ) =
Atα•
N(1 + α•)
+
At2
1 + α•
, (12)
then we will arrive at
∆x2 = Var(X1)− 1
K
Var(Y ) =
Atα•(M − 1)
M(1 + α•)
+
At2(K − 1)
K(1 + α•)
,
as desired.
Equalities (9) and (10). If θ = (P−, P0, P+) is a fixed parameter, then the position of the random walker after t
steps with step probabilities given by θ is given by δ1 + . . .+ δt, where δi ∼ δ are iid and
δ =

−1, with prob. P−,
0, with prob. P0,
+1, with prob. P+.
Consequently, for the Dirichlet-distributed θ the conditional expectation / variance E(X1 | θ) and Var(X1 | θ) satisfy
E(X1 | θ) = t (P+ − P−)
Var(X1 | θ) = t (P+ + P−)− t (P+ − P−)2 .
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By the laws of total expectation / variance, we obtain (9) and (10):
E(X1) = E (E(X1 | θ)) = t(α˜1 − α˜−1)
Var(X1) = E(Var(X1 | θ)) + Var(E(X1 | θ))
= tE
(
P+ + P− + 2P+P− − P 2+ − P 2−
)
+ t2 Var (P+ − P−)
=
tα•A
1 + α•
+
t2A
1 + α•
.
To show the last equality, recall the relevant properties of (P−, P0, P+) ∼ Dir(α):
E(P±) = α˜±1;
Var(P±) =
α˜±1(1− α˜±1)
1 + α•
;
Cov(P+;P−) =
−α˜−1α˜1
1 + α•
.
Thus
Var (P+ − P−) = Var (P+) + Var (P−)− 2 Cov(P+;P−) = A
1 + α•
and
E
(
P+ + P− + 2P+P− − P 2+ − P 2−
)
= E (P+ + P−) + 2 (Cov(P+;P−) + E(P+) E(P−))−
(
Var (P+) + E(P+)
2
)− (Var (P−) + E(P−)2)
= E (P+ + P−)− (E (P+ − P−))2 −Var (P+ − P−)
= A− A
1 + α•
=
α•A
1 + α•
.
Equality (11). This equality trivially follows from the definition of Y and the fact that Xi are identically dis-
tributed:
E(Y ) =
1
N
E(X1 + . . .+XN ) =
N
N
E(X1).
Equality (12). The variance of the sum X1 + . . .+XN is the sum of the covariances:
Var(X1 + . . .+XN ) =
N∑
i=1
Var(Xi) + 2
∑
1≤i<j<N
Cov(Xi, Xj)
However, Xi are identically distributed, therefore
Var(Y ) =
1
N2
(
N Var(X1) + (N
2 −N) Cov(X1, X2)
)
(13)
Var(X1) is given by (10), it remains to find Cov(X1, X2). By the law of total covariance,
Cov(X1, X2) = E (Cov (X1, X2 | θ)) + Cov (E (X1 | θ) ,E (X2 | θ))
Since X1, X2 are conditionally independent given θ, the conditional covariance vanishes: Cov (X1, X2 | θ) = 0. More-
over, as X1, X2 are identically distributed,
E (X1 | θ) = E (X2 | θ) = t (P+ − P−) ,
thus
Cov(X1, X2) = t
2 Var (P+ − P−) = t
2A
1 + α•
.
We arrive at
Var(Y ) =
1
N
(
A · tα• + t
2
1 + α•
+ (N − 1) t
2A
1 + α•
)
=
Atα•
N(1 + α•)
+
At2
1 + α•
,
which concludes the proof.
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SUPPLEMENTARY NOTE V. PROOF FOR SPREAD CONDITION
This section contains the proof for the spread condition shown in (2) in the main text.
Claim 3. For any random process on the line with steps of length 1, the spread condition (2) must be satisfied.
Proof. If the random process is at location y ≤ x − 1 after t time steps, it must be at a location y′ ≤ x after t + 1
time steps. Hence,
∑x−1
y=−∞ p
t
y ≤
∑x
y=−∞ p
t+1
y .
On the other hand, if the process is at a location y ≤ x after t+ 1 time steps, it has been at a location y′ ≤ x+ 1
after t time steps. Hence,
∑x
y=−∞ p
t+1
y ≤
∑x+1
y=−∞ p
t
y.
We note that the claim applies not just to Markov processes but to any random process that can move at most
distance 1 in one time step. For example, it applies to processes where the transition probabilities depend not just
on the current location but also on locations in previous time steps.
Claim 4. If two probability distributions (ptx)x∈Z and (p
t+1
x )x∈Z satisfy the spread condition (2), then there exists a
set of transition probabilities P
(x,t)
±1 such that (p
t+1
x )x∈Z is generated from (p
t
x)x∈Z by a Markov process
pt+1x = P
(x−1,t)
+1 p
t
x−1 +
(
1− P (x,t)+1 − P (x,t)−1
)
ptx + P
(x+1,t)
−1 p
t
x+1, x ∈ Z.
Proof. Let qtx =
∑x
y=−∞ p
t
y; then the spread condition is equivalent to
qtx−1 ≤ qt+1x ≤ qtx+1, for all x ∈ Z.
Consider a Markov process in which the probability of moving left from a location x at time t is defined by
P
(x,t)
−1 =
0 if qtx−1 ≥ qt+1x−11
ptx
(
qt+1x−1 − qtx−1
)
otherwise,
and the probability of moving right is defined by
P
(x,t)
+1 =
0 if qtx ≤ qt+1x1
ptx
(
qtx − qt+1x
)
otherwise.
The probability to stay at x is defined as P
(x,t)
0 := 1− P (x,t)+1 − P (x,t)−1 . Notice that the spread condition implies
qt+1x−1 − qtx−1 ≤ qtx − qtx−1 = ptx and qtx − qt+1x = qtx−1 + ptx − qt+1x ≤ ptx,
thus P
(x,t)
−1 ≤ 1 and P (x,t)+1 ≤ 1. Finally, we have P (x,t)0 ≥ 0. To see that, it suffices to consider the case when P (x,t)+1
and P
(x,t)
−1 are both positive; then we have to show(
qtx − qt+1x
)
+
(
qt+1x−1 − qtx−1
) ≤ ptx.
However, this inequality clearly holds, since(
qtx − qt+1x
)
+
(
qt+1x−1 − qtx−1
)
=
(
qtx − qtx−1
)
+
(
qt+1x−1 − qt+1x
)
= ptx − pt+1x ≤ ptx.
Therefore we have defined valid transition probabilities.
To see that this process produces (pt+1x )x∈Z, let q
t+1
x be the probability of being at a location x
′ ≤ x after applying
these transition probabilities to the distribution (ptx)x∈Z. We show that q
t+1
x = q
t+1
x for all x, thus the probability of
being at any particular x0 equals q
t+1
x0 − qt+1x0−1 = pt+1x0 . We consider two cases.
1. If qtx ≤ qt+1x , we have P (x,t)+1 = 0 and
qt+1x = q
t
x + p
t
x+1P
(x+1,t)
−1 = q
t
x +
(
qt+1x − qtx
)
= qt+1x .
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2. If qtx > q
t+1
x , we have P
(x+1,t)
−1 = 0 and
qt+1x = q
t
x−1 + p
t
x
(
1− P (x,t)+1
)
= qtx−1 + p
t
x −
(
qtx − qt+1x
)
= qt+1x ,
which concludes the proof.
A consequence of these two claims is that, given just the probabilities ptx, we cannot distinguish whether they come
from a (possibly non-stationary, not translation-invariant) Markov process or from a more general process that moves
at most distance 1 in one time step. (In the second case, the spread condition will be satisfied and then, because of
Claim 4, there will be a time and location dependent Markov process that gives the same ptx.)
SUPPLEMENTARY NOTE VI. ASSESSING P± VALUES FROM THE EXPERIMENTAL DATA
A. Estimation of step-wise probabilities P t± by deconvolution
Under the assumption that the P t±-values are independent of the position x of the random walker, they can be
extracted by deconvolution of ptx and p
t+1
x . For that let us expand the model used so far and consider a random walk
on the set of integers which at time t performs transition x 7→ x + j with probability P tj , x, j ∈ Z. Here P tj ∈ (0, 1)
for all j and
∑
j∈Z P
t
j = 1.
The experiment yields two vectors from R2m+1, m ∈ N, representing the distributions pt =(
pt−m, . . . , p
t
−1, p
t
0, p
t
1, . . . , p
t
m
)
and pt+1 =
(
pt+1−m, . . . , p
t+1
−1 , p
t+1
0 , p
t+1
1 , . . . , p
t+1
m
)
. We shall assume P tj = 0 for all j ∈ Z
s.t. |j| ≥ m. The distribution pt+1 represents the position of the random walker after t+ 1 steps and satisfies
pt+1x =
∑
j∈Z
P tj p
t
x−j ,
i.e., pt+1 = Pt ∗ pt is the discrete convolution of Pt = (P t−m, . . . , P t−1, P t0 , P t1 , . . . , P tm) and pt. Therefore Pt can be
extracted by discrete deconvolution, which is performed as follows.
Let pt+1, pt and Pt stand for the Fourier transform of pt+1, pt and Pt, respectively, then
pt+1 = Pt · pt, i.e., Ptx =
pt+1x
ptx
for all x.
The vector pt is calculated from pt as
ptx =
m∑
n=−m
ptn exp (−ixβn), where i =
√−1 and βn = 2pin
2m+ 1
,
similarly for pt+1. Now we can the get Pt by applying the inverse discrete Fourier transform to Pt:
P tj =
1
2m+ 1
m∑
n=−m
Ptn exp (inβj).
Further details on how the deconvolution is performed and the uncertainty propagates can be found in [53]. Now
that we have extracted Pt, we find for the experiment described in the main text, that P t|j|>1 ≈ 0 which allows us to
approximate P t+ = P
t
+1, and P
t
− = P
t
−1.
B. Comparison between measured and predicted P±
The characterization of the single electron pumps gives us their transport statistic q
(i)
m , which is the probability
of pump i ∈ {1, 2} transporting m ∈ Z electrons. Assuming independence of simultaneous pump operation we can
calculate the probability Px that charge on the island increases by x ∈ Z electrons (here P±1 is equivalent to P± in
(1) in the main text) as
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single pumps
m q
(1)
m q
(2)
m
0 0.000 21(5) 3.6(28)× 10−5
1 0.999 82(6) 0.999 975(19)
2 0.0(20)× 10−5 0.0(12)× 10−5
whole device
x Px (measured) Px (predicted)
−1 0.000 12(4) 0.000 21(5)
0 0.999 78(5) 0.999 80(6)
1 0.0(21)× 10−5 3.6(34)× 10−5
TABLE S1. Comparison between measured and predicted values of Px, showing good agreement.
single pumps
m q
(1)
m q
(2)
m
0 0.000 12(16) 0.000 00(14)
1 0.999 74(19) 1.000 00(14)
2 0.000 12(17) 0.000 00(14)
whole device
x Px (measured) Px (predicted)
-1 0.239(6) 0.000 12(21)
0 0.776(5) 0.999 74(24)
1 0.000 12(16) 0.000 12(22)
TABLE S2. Disagreement between measured and predicted Px-values for sharp-transient waveform.
Px(predicted) =
∑
m
q
(1)
m+x · q(2)m . (14)
Table S1 provides an example for agreement between measured and predicted values of P± for non-interacting
pumps.
For the measurement in Table S2 the waveform of the pump drive was changed from a low-frequency sinusoidal to
a sharp voltage transient. Here we see a strong disagreement between the prediction of single pump characterization
and the measurement of the P±-values. This disagreement is caused by a strong shift of the operation point which
occurs as soon as the pumps are operated simultaneously, indicating a strong correlation between the pumps.
