I. The Spin Spectrometer
The Spin Spectrometer1 at the Holifield Heavy Ion Research Facility (HHIRF) is a multidetector y-ray spectrometer consisting of 72 separate NaI detector elements closely packed in a 4ir geometry. The basic apparatus was constructed at Washington University and has been installed and implemented at the HHIRF at Oak Ridge National Laboratory. The spectrometer was designed especially for the investigation of the mechanisms of heavy-ion induced nuclear reactions and of the structure of nuclei with high angular momentum.
II. Electronics
The front-end electronics provide for each detector the y-ray energy (E), the time (T) relative to the event strobe, a pile up (PU) indicator, and a gated latch (GL) bit. Support electronics provide the necessary strobes, gates, clear pulses, control, and real time multiplicity. All of this information is managed in CAMAC using the Event Handler2 which performs a sparse data scan based on the pattern of the GL bits.
The signal from the photomultiplier (RCA 4522) tube base has a typical risetime of -20 ns for the applied voltage of about -2000 V. The signal is amplified in a LRS 612A X10 amplifier and both outputs from the amplifier are used, one for the linear digitization, the other for the timing determination, as shown in Fig. 1 .
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The linear signal is first passively shaped to a roughly triangular shape with'a base of about 250 ns.
The purpose of this shaping is to reduce the effect of the long tail characteristic of pulses from NaI (Tl) detectors. Even though this shaped pulse is reasonably narrow, the charge integrating ADC needs to integrate over at least 600 ns of the pulse in order to achieve the full energy resolution of the detector. The portion of the baseline after the triangular pulse has an average value of zero but has instantaneous fluctuations which affect the resolution out to the 600 ns point. We consequently run the device with a gate of 1000 ns so that the best energy resolution may be easily obtained. After 
III. CAMAC Event Management
The parameters associated with the 72 NaI detectors and any user devices are interfaced into modules in two CAMAC crates. The basic electronics for just the spectrometer include 6 ADC modules for the energies, 9 TDC modules for the times, 6 ADC modules for the pile up indicators, and one gated latch interface.
All of this is managed by the Event Handler (EH), a fast, programmable, data-acquisition interface with a pair of CAMAC auxiliary controllers as CAMAC I/O devices. The EH has front panel inputs which can be used to inform it when an event has been triggered. For example, it can poll the busy signal from the STROBE module or can itself be triggered by one of the strobe signals. When it recognizes the beginning of an event it can read the NaI-detector multiplicity register to see whether sufficient detectors have fired, or it can examine the GL register for the user electronics and check the number and/or pattern of detectors which have fired. If the event does not meet the criteria specified in the EH program, the EH can then "crash" the event by a pulse to the CLEAR module. (It may also find that the CLEAR module has performed a hardware generated crash.) It would then go back to waiting for the next event.
If the event is acceptable, the EH performs any setup necessary for the data stream and then waits for the various modules to finish digitizing. At the end of the digitizing-busy time, it examines each bit of the 72-bit gated latch and reads and transmits the relevant parameters for each bit that is set. In this way, it performs a sparse data scan. In the current EH there is a 1-js penalty for each zero channel; in the next version of the EH, the penalty should be essentially zero. When all parameters for the spectrometer and for the user electronics have been transmitted, an end-of-event word is transmitted and the final clean up of the electronics is performed. The End-of-event
The user parameters are put to the front to make data processing more convenient and possibly faster. But note that these data are indexed beyond the spectrometer data block. For general programming convenience, the spectrometer block always has the same form. Then, whatever transformations are required, the transforming routines can always use the same indices for the spectrometer.
V. Transformations
The raw data from the data acquisition system require a number of transformations, most of them very simple. It has become a reasonable observation that software fixes to hardware problems are quicker, cheaper, and possibly better than detailed hardware improvements. One group of these corrections arises largely from known and accepted deficiencies in the electronics hardware or in the patience of the researchers using the equipment. The ADC's and TDC's generally have a pedestal; that is, zero energy does not appear in the first channel ("zeroth" channel). In addition, the electronics may not be linear so that higher order correction terms are required.
Energy Pulse Height = Eo + E'*I + E"*I2
where I is the channel number. Eo = -Pedestal. We find that it is difficult to reduce the 2nd order term E" to zero for all 72 detectors, though it is generally fairly small. For energies greater than S MeV, this correction could be important.
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The first pass correction to the time difference
Time Difference = To + T'*I.
In general the time response is linear to the degree required by most experiments, but To is a function of the amplitude, To = function (amplitude). This dependence on amplitude is very difficult to correct in hardware but can be done easily in software.
Problems with the pile up indicator are very similar to those with the time response.
Pile Up Indicator = PUO(Amplitude) + PU'*I where PUO contains the ADC pedestal, any basic offset, and the dynamic slewing of the signal with pulse amplitude.
The next set of corrections arises from problems associated with the dynamics of the device as an instrument used in nuclear physics at this particular institution. Our main interest is in the study of systems in which there is always a mixture of y rays and neutrons associated with events of interest --but we wish to study the two types of radiation separately. How well we can separate the effects of one from the other is crucial to many of our experiments. The method we use to distinguish y rays from neutrons is the time-of-flight method. The inner radius of the spectrometer is 17.8 cm, and the detectors are 17.8 cm deep. It takes a typical neutron (En < 5 MeV) more than 5 ns to reach the front face of any crystal, and with a time resolution of -2 ns, separating neutrons from y-rays is straightforward. See Fig. 2 .
The timing resolution of an individual detector can be no better than is available from the trigger source. If the spectrometer is triggered by a Ge(Li) detector with an intrinsic timing resolution of 5 ns, then each NaI detector in coincidence with the Ge(Li) will exhibit a timing resolution dominated by this poor timing resolution, and neutron discrimination I-UL At (ns) Fig. 2 . Neutron and y-ray time-of-flight spectrum.
will be much poorer than is required. Fortunately, a software fix is available.
It is possible to average over all of the Nal detectors involved in a many y-ray event and establish a trigger time independent of the actual trigger source and with a timing resolution far better than that for an individual NaI, which is 2 ns. For a single detector: One 3-day experiment easily managed to generate 300 tapes, and the advent of 6250 BPI drives will scarcely reduce that rate of generating tapes.
Real-time preprocessing at these data rates is presently out of the question. The basic processing described in the previous sections has been done on a fairly competent minicomputer, and the data rate achieved was of the order 10 kbytes/s or less. This is too great a price to pay currently, and piles of tapes loom in our immediate future.
One must not become too gloomy. Many, perhaps a majority, of the currently planned experiments will have quite manageable data rates and will generate a tape an hour rather than the 8 per hour of the 'worst" experiments.
VII. Conclusions
The Spin Spectrometer is a device which is conceptually straightforward but in practice can be almost overwhelming. The load that this device places upon the support computers, both for data acquisition and for processing, is enormous. Part of this is due to the choice of correcting in software for deficiencies in the hardware. But most of the burden arises from the fact that this is a device designed from the beginning to measure in enough different dimensions that computers would be required for even the simplest of its operations. Our immediate challenge is not only to develop software sufficiently fast so as to analyze some of these data in one man's lifetime but to develop also the understanding of the characteristics of the device which will allow us to understand the physics we have set out to study.
