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ORTHOGONAL PROJECTIONS ON HYPERPLANES INTERTWINED WITH UNITARIES
WOJCIECH SŁOMCZYŃSKI AND ANNA SZCZEPANEK
ABSTRACT. Consider a sequence in a finite-dimensional complex (resp. real) vector space arising as the iterates of
an arbitrary point under the composition of a unitary (resp. orthogonal) map with the orthogonal projection on the
hyperplane orthogonal to the starting point. We show that, generically, the series of the squared norms of those points
sums to the dimension of the underlying space. The exact formula for this series in non-generic cases is provided as
well, along with the quantum-mechanical interpretation of this result.
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1. RESULTS
I
MAGINE that Alice and Bob live in two antipodal cities, say Alaejos in Spain (A for Alice) andWellington
in New Zealand (B for Bob), lying on the latitudes ϕ ≈ 41.3◦ N and S, respectively. Alice, an addicted
traveller, sets off from A and moves eastward along the parallel to some point C. By λ ∈ [0, 2pi) we
denote the difference of longitudes (in the sense of [5, Problem VIII, p. 170]) between A and C, see Fig. 1. At
this point she tosses a biased coin to choose her destination: deciding to either return to A or travel to B. The
coin’s bias is such that her odds of going home are inversely proportional to the squared ratio of the (Euclidean)
distances between C and the potential destinations A and B. That is, putting p for the probability of Alice going
to A, we have p/(1 − p) = |CB|2/|CA|2. To calculate p, one can apply the haversine and havercosine functions
(haversinx := sin2 x2 , havercosinx := cos2
x
2 ), so appreciated by navigators of all ages. Namely, from the law of
cosines it follows that p = havercosin(ΘCA) and 1 − p = havercosin(ΘCB), where ΘCA and ΘCB are the central
angles between C and A, and between C and B, respectively.
A
B
C
D
FIGURE 1. Red arrows represent Alice’s eastward journey fromA toC (or fromB toD),
where she has to decide whether to go to A or B. Green dashed segments show the
(straight-line) distances that separate Alice from her potential destinations.
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Should fate send Alice back to A, her trip is complete and she is done with travelling – at least for some time.
Assume she finds herself at B. As much as she loves visiting Bob, sooner or later she needs to get back home.
So one day Alice departs to the east along the parallel, arriving at pointD such that the difference of longitudes
of B and D is again equal to λ, i.e., D is antipodal to C. Once at D, she decides on her destination in the same
manner as before; namely, she goes to A with probability havercosin(ΘDA) = 1 − p, and to B with probability
havercosin(ΘDB) = p. In the latter case, having spent a few extra days at Bob’s place, she againmakes a journey
toD, repeating this procedure until eventually returning to A.
One can now ask: what is the average number of times Alice will visit Bob before getting home? Somewhat
surprisingly, the answer depends neither on ϕ, i.e., the localization of the antipodal cities, nor on λ, and it is
always 1, unless ϕ = ±pi/2 or λ = 0, in which case all Alice’s adventures are imaginary. Indeed, generically, we
deal here with an irreducible two-state (A and B) symmetric Markov chain in which the mean return time to A
is equal to 2, see Fig. 2.
From the characters’ namesonemight get the impression that (quantum) information theory is involvedhere
somehow, and this is indeed the case. Namely, let us replace the globe with the unit Bloch sphere S2, which is
isomorphic toCP1 [4, p. 61]. For every z ∈ CP1 we denote the corresponding element of S2 by rz . We then have
| 〈w, z〉 |2 = 12 (rw · rz + 1) forw, z ∈ CP1, see [4, p. 63]. Next, we swap the antipodal citiesA andB for the Bloch
vectors rz0 , rz1 , where rz1 = − rz0 , related to the elements of the orthonormal projective basis {z0, z1} of CP1,
and travels along parallels for the rotationOλ through the angle λ about the N-S axis of S2. By U we denote the
(projective) unitary operator corresponding to this rotation via rUz = Oλ(rz), where z ∈ CP1 [4, p. 88]. Finally,
the coin tossing is swapped for the rank-1 projection-valuedmeasurement (PVM) consisting of P0, P1 such that
P0 + P1 = I and related to the basis, i.e., P0w = z0 and P1w = z1 forw ∈ CP1.
We analyse the situation where successive measurements are performed on a two-dimensional quantum
system (qubit) whose evolution between two subsequent measurements is governed by U . Assume that z0 is
the initial state of the system. Then the probability of obtaining a string ofmeasurements outcomes (i1, . . . , in),
where im ∈ {0, 1} form = 1, . . . , n and n ∈ N, is given by the celebratedWigner formula [10]:
Pi1,...,in := ‖PinU · · ·Pi1Uz0‖2 = p0i1
n−1∏
m=1
pimim+1
with pjl := ‖PlUzj‖2 = | 〈zl, Uzj〉 |2 for j, l ∈ {0, 1} being the probability that we obtain l as the measurement
outcome, provided that the precedingmeasurement yielded the result j. The combined evolution of states (and
of measurement outcomes) is thenMarkovian with two states: z0, z1, the initial distribution concentrated at z0,
and the transition bistochastic matrix P := (pjl)j,l=0,1 [7, 8, 9]. In particular,
p00 = ‖P0Uz0‖2 = | 〈z0, Uz0〉 |2
= 12 (rz0 · rUz0 + 1) = 12 (rz0 ·Oλ(rz0) + 1)
= 12 (cos ΘCA + 1) = havercosin(ΘCA) = p,
and so p01 = p10 = 1 − p and p11 = p. To express p in terms of the geographic coordinates λ and ϕ, we call on
the renowned haversine formula [6], obtaining p = 1− cos2 ϕ ·haversinλ. Clearly, p = 1 iff λ = 0 orϕ = ±pi/2,
which is in turn equivalent to Uz0 = z0.
FIGURE 2. Alice’s travelling as a symmetric two-state
Markov chain. Clearly, the chain is irreducible iff p < 1.
ORTHOGONAL PROJECTIONS ON HYPERPLANES INTERTWINED WITH UNITARIES 3
We put
a0 := 1 and an := P1···1
n
= (1− p)pn−1 for n ∈ N\{0}
and
bn := an − an+1 = P1···1
n
0 for n ∈ N.
Thus, b0 = p and bn = (1 − p)2pn−1 for n ∈ N\{0}. Clearly, bn is the probability of obtaining the outcome 0
for the first time in the (n + 1)-th measurement (i.e., the probability that Alice returns home only after having
landed n times in B). The mean return time to z0 (i.e., one plus the average number of visits Alice pays to Bob)
is given by
M :=
∞∑
n=0
(n+ 1)bn =
∞∑
n=1
nbn +
∞∑
n=1
bn + p =
∞∑
n=1
(1− p)2npn−1 +
∞∑
n=1
(1− p)2pn−1 + p,
so we have
M =
{
2 if p < 1,
1 if p = 1.
On the other hand,
M =
∞∑
n=0
(n+ 1)(an − an+1) =
∞∑
n=0
an − lim
n→∞nan =
∞∑
n=0
‖(P1U)nz0‖2.
In consequence, we get the identity
∞∑
n=0
‖(P1U)nz0‖2 = 2
independently on U and z0, as long as Uz0 6= z0. Otherwise, we have
∑∞
n=0 ‖(P1U)nz0‖2 = 1. Note that P1 is
the orthogonal projection on the hyperplane orthogonal to z0.
The ultimate aimof the present paper is to extend this elementary result to higher dimensions. For simplicity,
from now on we abandon the projective approach and stick to Euclidean spaces. We claim that for a generic
choice of U ∈ U(Cd) and z ∈ Cd such that ||z|| = 1 we have
∞∑
n=0
||(PU)nz||2 = d,
where P stands for the orthogonal projection on span{z}⊥. More specifically, the following theorem holds.
Theorem 1. We have
∞∑
n=0
||(PU)nz||2 = d−
∑
λ∈σ(U)
dim(Θ ∩ Vλ).
where Θ := span{z}⊥ and {Vλ}λ∈σ(U) is the family of (orthogonal) eigenspaces of U, i.e., for λ ∈ σ(U) we put
Vλ := Ker(U − λI).
This result also has a quantum-mechanical (though not a geographical anymore) interpretation: in essence,
the same as in the qubit case. Namely, instead of a PVM consisting of two rank-1 projections, we now have
a PVM comprising one projection of rank 1 and one projection of rank d− 1. In consequence, the two-state
(z0 and z1)Markov chain is replaced by an aggregatedMarkov chainwith two outcomes 0 and 1 andwith hidden
state space given by the disjoint union of a point, corresponding to z0, and an (at most) countable subset of the
(d− 1)-dimensional projective space, which takes the place of z1. Accordingly, Theorem 1 provides another
operational meaning to the number of quantum degrees of freedom,1 i.e., to the dimensionality of the Hilbert
space underlying the quantum system, see also, e.g., [1, 2].
1The authors would like to thank Paweł Horodecki for suggesting this idea.
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In addition, an analogous result holds for real vector spaces, although the formula gets slightly more com-
plicated for orthogonal matrices need not be diagonalizable. Namely, let R be an orthogonal operator on Rd.
Let σ(R) denote its real spectrum; obviously, σ(R) ⊂ {−1, 1}. For λ ∈ σ(R) putWλ := Ker(R − λI), and by
A1, . . . , Ak (k ≤ d/2) denote the invariant planes of R, i.e., Aj (j = 1, . . . , k) is a two-dimensional subspace
ofRd with the property that there exists ϕj ∈R such that with respect to every orthonormal basis ofAj we have
R|Aj ∼
[
cosϕj ± sinϕj
∓ sinϕj cosϕj
]
with the sign depending on the orientation of the basis. Clearly,W1,W−1, A1, . . . , Ak constitute an orthogonal
decomposition ofRd. Also, let z ∈ Rd be a unit vector. We put Θ for the orthogonal complement of z inRd and
P for the orthogonal projection on Θ.
Theorem 2. We have ∞∑
n=0
||(PR)nz||2 = d−
∑
λ∈σ(R)
dim(Θ ∩Wλ)− 2|K|,
whereK := {j = 1, . . . , k : Aj ⊂ Θ}.
Again, generically,
∑∞
n=0 ||(PR)nz||2 = d. Note also that 2|K| =
∑
j∈K dimAj =
∑
j∈K dim(Θ ∩ Aj), so
the claim of Theorem 2 can be rewritten as
∞∑
n=0
‖(PR)nz‖2 = d −
∑
λ∈σ(R)
dim(Θ ∩Wλ)−
∑
j∈K
dim(Θ ∩Aj).
Before moving to the proofs, let us illustrate Theorem 2 with the following
Example. We fix a unit vector z ∈ R2 and put P for the orthogonal projection on Θ := span{z}⊥. Under the
standard identification of R2 with C we have z = eiθ for some θ ∈ R, so Θ = ei(θ+pi/2)R. It is straightforward
to verify that P acts as P : C 3 reiκ 7→ r sin(κ − θ) ei(θ+pi/2) ∈ C, where r ≥ 0 and κ ∈ R. We investigate
S :=
∑∞
n=0 ||(PR)nz||2 withR assumed to be an orthogonal operator onR2, i.e., a rotation or reflection.
Firstly, let ϕ ∈ [0, 2pi). Consider Rw := eiϕw for w ∈ C, i.e., R is the rotation about the origin through the
angle ϕ. For n ≥ 1 we easily obtain
(PR)nz = sinϕ cosn−1ϕ ei(θ+pi/2);
therefore, S = 1 +
∑∞
n=0 sin
2 ϕ cos2n ϕ.
• If ϕ /∈ {0, pi}, then S = 2. Note that σ(R) = ∅ andA1 = R2, so dim(Θ ∩A1) = 1 andK = ∅.
• If ϕ = 0, i.e., R is the identity, then PRz = Pz = 0 and S = 1. Clearly, σ(R) = {1}, W1 = R2, and
dim(Θ ∩W1) = 1.
• If ϕ = pi, i.e., R is the point reflection w 7→ −w through the origin, then PRz = −Pz = 0 and S = 1.
We have σ(R) = {−1},W−1 = R2, and dim(Θ ∩W−1) = 1.
Next, consider Rw := e2iϕ w for ϕ ∈ [0, pi), i.e., R is the reflection about the line through the origin which
makes an angleϕwith the real axis. Clearly, we have σ(R) = {−1, 1}, and the eigenspaces ofR readW1 = eiϕR,
W−1 = ei(ϕ+pi/2)R. It follows that
(PR)nz = − sin(2(ϕ− θ)) cosn−1(2(ϕ− θ)) ei(θ+pi/2)
for n ≥ 1. In consequence, S = 1 +∑∞n=0 sin2(2(ϕ− θ)) cos2n(2(ϕ− θ)).
• If ϕ /∈ {θ, θ + pi/2}, i.e., z /∈W1 ∪W−1, then S = 2. Note that dim(Θ ∩W1) = dim(Θ ∩W−1) = 0.
• If ϕ = θ, i.e., z ∈ W1 and Θ = W−1, then PRz = Pz = 0 and S = 1. Obviously, dim(Θ ∩W1) = 0 and
dim(Θ ∩W−1)=1.
• If ϕ = θ + pi/2, i.e., z ∈W−1 and Θ = W1, then PRz = −Pz = 0 and S = 1. We have dim(Θ ∩W1) = 1
and dim(Θ ∩W−1)=0.
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2. PROOFS
As both theorems are hyper-obvious for d = 1, in order to avoid trivial statements, we assume that d ≥ 2.
Proof of Theorem 1. Let us start by showing that for every n ∈ Nwe have
||(PU)nz||2 = αn − αn+1,
where αk := tr
(
(PU)k(PU)∗k
)
, k ∈ N. Put Pz := I − P , i.e., Pz is the orthogonal projection on span{z}. It
follows that
||(PU)nz||2 = 〈(PU)nz, (PU)nz〉
= tr((PU)nPz(PU)
∗n)
= tr((PU)n(I− P )(PU)∗n)
= αn − tr((PU)nP (PU)∗n)
= αn − tr((PU)nPUU∗P ∗(PU)∗n)
= αn − αn+1,
where n ∈ N, as desired. As a consequence, we obtain
∞∑
n=0
||(PU)nz||2 = tr I− lim
n→∞αn.
Next, observe that
∑
λ∈σ(U) dim(Θ∩Vλ) = dimW, whereW :=
⊕
λ∈σ(U)(Θ∩Vλ) is themaximal subspace
of Θ that is invariant under U . Clearly, it remains to show that
lim
n→∞αn = dimW. (1)
The following three quick lemmas pave the way for the proof of (1).
Lemma A. If v ∈ Θ is an eigenvector of PU with eigenvalue µ ∈ C and |µ| = 1, then v is also an eigenvector
of U with eigenvalue µ.
Proof of Lemma A. Fix v ∈ Θ\{0} and µ ∈ C. If PUv = µv and |µ| = 1, then ||PUv|| = ||v||. As U is unitary,
we also have ||Uv|| = ||v||. Moreover, ||Uv||2 = ||PUv||2 + | 〈z, Uv〉 |2. It follows that 〈z, Uv〉 = 0, i.e., Uv ∈ Θ.
Hence, Uv = PUv = µv, as required.
Lemma B. We have PU(W⊥) ⊂W⊥ ∩Θ.
Proof of Lemma B. Clearly, it suffices to show that W⊥ is invariant under PU . Letting u ∈ W⊥, due to the
invariance ofW⊥ under U we have Uu ∈ W⊥. Thus, since 〈PUu,w〉 = 〈Uu, Pw〉 = 〈Uu,w〉 = 0 for every
w ∈W , we conclude that PUu ∈W⊥.
In what follows, r stands for the spectral radius of an operator, i.e., the largest absolute value of its eigen-
values, and || · || denotes the spectral norm on L(Cd), i.e., the operator norm induced on the space of linear
transformations of Cd by the Euclidean norm.
Lemma C. PU is an endomorphism on W⊥ ∩Θ and r(PU |W⊥∩Θ) < 1.
Proof of Lemma C. The fact that PU is an endomorphism onW⊥ ∩ Θ follows from Lemma B. As for the spec-
tral radius, observe that r(PU) ≤ 1 since r(PU) ≤ ||PU || ≤ ||P || · ||U || and ||P || = ||U || = 1. Consequently,
r(PU |W⊥∩Θ) ≤ 1. Let µ ∈ σ(PU |W⊥∩Θ) and let v ∈ W⊥ ∩ Θ be an eigenvector of PU with eigenvalue µ. In
particular, we have v /∈W , which implies that v /∈ Θ ∩ Vλ for every λ ∈ σ(U). Hence, v is not an eigenvector of
U and Lemma A assures that |µ| < 1, as claimed.
We are now in position to prove (1). Namely, from Lemma C it follows that (PU |W⊥∩Θ)n → 0 as n → ∞,
so, via Lemma B, we obtain
(PU)nu = (PU)n−1(PUu) n→∞−−−−→ 0 for every u ∈W⊥. (2)
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Next, we observe that PU |W = U |W . Indeed, forw ∈ W we obtain Uw ∈ W ⊂ Θ, and thus PUw = Uw. In
consequence, PU |W is unitary, so
||PUw|| = ||w|| for every w ∈W. (3)
Lastly, put d˜ := dimW and choose an orthonormal basis {wi}di=1 of Cd such thatW = span
{
w1, . . . , wd˜
}
andW⊥ = span
{
wd˜+1, . . . , wd
}
. It follows that
αn = tr((PU)
∗n(PU)n) =
d∑
i=1
〈wi, (PU)∗n(PU)nwi〉 =
d∑
i=1
||(PU)nwi||2.
Applying (2) and (3), we obtain
lim
n→∞ ||(PU)
nwi|| =
{
0 if i = d˜+ 1, . . . , d
1 if i = 1, . . . , d˜
which gives lim
n→∞αn = d˜ and concludes the proof of (1), thus also that of Theorem 1. Ø
Proof of Theorem 2. Let R˜ ∈ L(Cd) be the complexification of R, i.e., R˜(x + iy) := Rx + iRy for x, y ∈ Rd,
see, e.g., [3, p. 282]. We have R˜ ∈ U(Cd), σ(R˜) ∩ R = σ(R) and σ(R˜)\R = {e±iϕ1 , . . . , e±iϕk}. For λ ∈ σ(R˜)
put Vλ := Ker(R˜− λI). By Θ˜ we denote the orthogonal complement of z inCd. Clearly, for x, y ∈ Rd we have
x+ iy ∈ Θ˜ ⇐⇒ x− iy ∈ Θ˜ ⇐⇒ x, y ∈ Θ; (4)
in particular, Θ˜∩Rd = Θ. Also, we put P˜ ∈ L(Cd) the orthogonal projection on Θ˜. Note that P˜ is the complex-
ification of P and P˜ |Rd = P . From Theorem 1 we obtain
∞∑
n=0
||(P˜ R˜)nz||2 = d−
∑
λ∈σ(R˜)
dimC(Θ˜λ),
where Θ˜λ := Θ˜ ∩ Vλ for λ ∈ σ(R˜). Obviously, since P˜ R˜|Rn = PR, it follows that
∞∑
n=0
||(P˜ R˜)nz||2 =
∞∑
n=0
||(PR)nz||2.
Therefore, it suffices to prove that∑
λ∈σ(R˜)
dimC(Θ˜λ) =
∑
λ∈σ(R)
dimR(Θ ∩Wλ) + 2|K|. (5)
The proof of (5) consists of two parts, addressing separately the real and non-real eigenvalues of R˜.
First, consider λ ∈ σ(R). Note that for x, y ∈ Rd we have
x+ iy ∈ Vλ ⇐⇒ x, y ∈Wλ (6)
We now show that
dimC(Θ˜λ) = dimR(Θ ∩Wλ). (7)
Let {wi}mi=1 ⊂ Rd be a basis of Θ ∩Wλ over R, wherem ∈ N. We claim that those vectors constitute a basis of
Θ˜λ over C. Since real vectors that are linearly independent over R are linearly independent over C as well, we
only need to show that spanC{wi}mi=1 = Θ˜λ. By (4) and (6) we obtain, respectively, Θ ⊂ Θ˜ andWλ ⊂ Vλ, so
wi ∈ Θ ∩Wλ ⊂ Θ˜λ for each i = 1, . . . ,m, thus also spanC{wi}mi=1 ⊂ Θ˜λ. To see that the opposite inclusion
also holds, consider u ∈ Θ˜λ. Again from (4) and (6) it follows that Reu, Imu ∈ Θ ∩Wλ = spanR{wi}mi=1, from
which we easily deduce that u ∈ spanC{wi}mi=1, as claimed. Hence, (7) holds. Summing (7) over σ(R) gives∑
λ∈σ(R˜)∩R
dimC(Θ˜λ) =
∑
λ∈σ(R)
dimR(Θ ∩ Wλ). (8)
ORTHOGONAL PROJECTIONS ON HYPERPLANES INTERTWINED WITH UNITARIES 7
Secondly, consider λ ∈ σ(R˜)\R. Recall that Vλ and Vλ¯ are orthogonal subspaces of Cd. Let x, y ∈ Rd and
observe that x + iy ∈ Vλ iff x − iy ∈ Vλ¯, and also that 〈x+ iy, x− iy〉 = ||x||2 − ||y||2 − 2i〈x, y〉 as well as
||x+ iy||2 = ||x||2 + ||y||2. We obtain
x+ iy ∈ Vλ ⇐⇒ 〈x, y〉 = 0, ||x|| = ||y|| = 1√2 ||x+ iy||, and x, y ∈ As for some s ∈ Iλ, (9)
where Iλ := {j = 1, . . . , k : e±iϕj = λ}. We putKλ := {j ∈ Iλ : Aj ⊂ Θ} and prove that
dimC(Θ˜λ) = |Kλ|. (10)
For each j ∈ Kλ we choose an orthonormal basis {xj , yj} of Aj . As the invariant planes of R are mutually
orthogonal, {xj , yj}j∈Kλ constitutes an orthonormal basis of
⊕
j∈KλAj . We claim that {xj + iyj}j∈Kλ is then
a basis of Θ˜λ. We easily verify that those vectors form an orthogonal (so linearly independent) set in Cd. Let us
show that they generate Θ˜λ. For brevity, putQ := spanC{xj + iyj}j∈Kλ .
By (4) & (9) we easily obtain xj + iyj ∈ Θ˜λ for each j ∈ Kλ, thus alsoQ ⊂ Θ˜λ. To see that the other inclusion
holds as well, let v ∈ Θ˜λ \{0} and put x := Re v, y := Im v. It follows from (9) that there exists s ∈ Iλ such
that {αx, αy} is an orthonormal basis ofAs, whereα :=
√
2/||v|| provides normalization. Since (4) assures that
x, y ∈ Θ, we deduce that s ∈ Kλ. As the transition matrix from {αx, αy} to {xs, ys} is orthogonal, for some
ψ ∈ Rwe have
αx = cosψxs ∓ sinψys,
αy = sinψxs ± cosψys.
Consequently, x + iy = α−1 eiψ(xs ± iys). If v ∈ spanC{xs − iys} ⊂ Vλ¯, then v ∈ Vλ ∩ Vλ¯ = {0}, which
contradicts the assumption v 6= 0. If v ∈ spanC{xs+iys}, then obviously v ∈ Q. Thus, {xj +iyj}j∈Kλ is indeed
a basis of Θ˜λ, and so (10) holds.
Recall that K := {j = 1, . . . , k : Aj ⊂ Θ}. Clearly, we have K =
⋃{Kλ : λ ∈ σ(R˜)\R}. Note also that
Kλ= Kλ¯ andKλ ∩Kµ = ∅ for µ /∈ {λ, λ¯}. Therefore, summing (10) over σ(R˜)\R, we obtain∑
λ∈σ(R˜)\R
dimC(Θ˜λ) = 2|K|. (11)
Adding (11) to (8) results in (5) and concludes the proof of Theorem 2. Ø
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