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1
1 Introduction
We start from the following time-dependent nonlinear Schro¨dinger-Poisson-
Slater equations
i∂tϕ+∆ϕ− (|x|−1 ∗ |ϕ|2)ϕ+ |ϕ|p−2ϕ = 0 in R× R3, (1.1)
where p ∈ (2, 6), the unknown ϕ = ϕ(t, x) : R+ × R3 → C is a complex
valued function. This class of Schro¨dinger type equations with a repulsive
nonlocal Coulombic potential is obtained by approximation of the Hartree-
Fock equation which has been used to describe a quantum mechanical system
of many particles, see for instance [5, 19, 20, 21].
Over the past few decades, the equation (1.1) has been extensively stud-
ied. In particular, considerable attention is paid on the study of standing
waves for (1.1). By standing waves, we mean solutions of (1.1) with the form
ϕ(t, x) = e−iλtu(x),
where λ ∈ R stands for the frequency. Clearly, standing waves e−iλtu(x)
solves (1.1) if and only if the couple (u, λ) satisfies the following stationary
equation
−∆u− λu+ (|x|−1 ∗ |u|2)u− |u|p−2u = 0 in R3. (Eλ)
In (Eλ), when λ ∈ R appears as a fixed and assigned parameter, re-
sults concerning the existence or non-existence of solutions to (Eλ), has been
widely established, see [2, 3, 14, 18, 22, 23, 27] and the references therein.
In particular, previous results on the multiplicity of solutions to (Eλ) have
also been obtained. We refer to [1, 4, 13, 24] and their references in that
direction. In those references, solutions are obtained as critical points of the
functional
Iλ(u) :=
1
2
‖▽u‖2L2(R3)−
λ
2
‖u‖2L2(R3)+
1
4
∫
R3
∫
R3
|u(x)|2 |u(y)|2
|x− y| dxdy−
1
p
∫
R3
|u|p dx,
which is well-defined and C1 in H1(R3).
Alternatively, motivated by the fact that people are particularly inter-
ested in “normalized solutions”, one can search for solutions of (Eλ) having
a prescribed norm. Precisely, for given c > 0, we look to
(uc, λc) ∈ H1(R3)× R solutions of (Eλ) with ‖u‖2L2(R3) = c.
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In this case, a solution uc ∈ H1(R3) of (Eλ) can be obtained as a critical
point of the functional
F (u) :=
1
2
‖∇u‖2L2(R3) +
1
4
∫
R3
∫
R3
|u(x)|2|u(y)|2
|x− y| dxdy −
1
p
∫
R3
|u|pdx, (1.2)
on the constraint
S(c) :=
{
u ∈ H1(R3) : ‖u‖2L2(R3) = c, c > 0
}
. (1.3)
The parameter λc ∈ R, in this situation, is not fixed any more and it appears
as a Lagrange parameter.
The above normalized problem associated to (Eλ), has been studied in
the literature [8, 9, 10, 11, 15, 16, 26]. In the cited references, the existence
and non-existence of normalized solutions to (Eλ) are established, depending
strongly on the value of p ∈ (2, 6) and of the parameter c > 0. Precisely, it
is proved that a solution which minimizes globally F on S(c), exists when
p ∈ (2, 3) and c > 0 small enough. When p ∈ (3, 10
3
), there exists a c0 > 0
such that such a solution exists if and only if c ≥ c0. When p ∈ (103 , 6), it
is not possible to find a solution as a global minimizer of F on S(c) since
infu∈S(c) F (u) = −∞, however it is proved in [10] that for c > 0 sufficiently
small, F admits a critical point which minimizes the energy among all solu-
tions on S(c).
Our contribution in this paper is the multiplicity of normalized solutions
to (Eλ). Namely, we prove that there exist infinitely many normalized so-
lutions of (Eλ). Up to our knowledge, in the existing literature, results in
that direction do not exist yet. The solutions are obtained as critical points
of the functional F on the constraint S(c). Our main result is the following
theorem:
Theorem 1.1. Assume that p ∈ (10
3
, 6). There exists c0 > 0 such that for
any c ∈ (0, c0), the equation (Eλ) admits an unbounded sequence of distinct
pairs of radial solutions (±un, λn) with ‖un‖2L2(R3) = c and λn < 0 for each
n ∈ N+.
Now let us underline the difficulties in showing this theorem. First, since
the functional F is unbounded from below on S(c) when p ∈ (10
3
, 6), the
genus of the sublevel set F α := {u ∈ S(c) : F (u) ≤ α} is always infinite.
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Thus to obtain the existence of infinitely many solutions, classical arguments
based on the Kranoselski genus, see [25], do not apply.
Secondly, it can be easily checked that the functional F , restricted to S(c),
does not satisfy the Palais-Smale condition, even working on the subspace
H1r (R
3) of radially symmetric functions where one has the advantage of the
compact embedding of H1r (R
3) into Lq(R3) for q ∈ (2, 6).
To overcome these difficulties we are inspired by a recent work of Bartsch
and De Valeriola [7]. In [7] the authors consider the problem of finding
infinitely many critical points for
J(u) :=
1
2
‖∇u‖2L2(R3) −
1
p
∫
R3
|u|pdx, (1.4)
on the constraint
Sr(c) :=
{
u ∈ H1r (R3) : ‖u‖2L2(R3) = c, c > 0
}
, (1.5)
when p ∈ (10
3
, 6). Actually in [7] more general nonlinearities can be handled
and in any dimension N ≥ 2.
In the problem treated in [7] the difficulties presented above already exist.
To overcome these difficulties the authors present a new type of linking geom-
etry for the functional J on Sr(c). This geometry is, according to the authors
of [7], motivated by the fountain theorem (see [6]). In [7] to set up a min-max
scheme and identify a sequence {ln} ⊂ R, ln →∞ of suspected critical levels,
the cohomological index for spaces with an action on the group G = {−1, 1}
is used. Indeed observe that the functional J is even, this is also the case of
F . This index which was introduced in [12] permits to establish the key in-
tersection property, see [7, Lemma 2.3] or our Lemma 2.3. The fact that the
suspected critical levels ln do correspond to critical levels is then obtained us-
ing ideas from Jeanjean [17]. The key point is the construction, for each fixed
n ∈ N, of a special Palais-Smale sequence associated with ln. That construc-
tion leads easily to get the bounededness and further non-vanishing of the
Palais-Smale sequence. In that aim one introduces an auxiliary functional
which permits to incorporate into the variational procedure the information
that any critical point of J on Sr(c) must satisfy a version of Pohozaev
identity. Having obtained the boundedness and non-vanishing of the Palais-
Smale sequence, the remaining is to show its compactness. The information
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that the suspected associated Lagrange multiplier is strictly negative is here
crucially used.
In our proof of Theorem 1.1 we follow mainly the strategy of [7]. How-
ever, due to the nonlocal term (|x|−1 ∗ |u|2)u in (Eλ), new treatments are
needed for our problem. In particular, the construction of a special Palais-
Smale sequence at each suspected critical level is more delicate, see Lemma
2.4. In addition, the restriction that c ∈ (0, c0) originates in the need to
show that the suspected associated Lagrange multipliers are strictly nega-
tive. This property is used to show that the weak limit of our Palais-Smale
sequences does belong to Sr(c). A similar limitation on c > 0 was already
necessary in [10] where the existence of just one critical point of F on S(c)
is proved. More generally in the proofs of this paper we make use of some
results derived in [10].
Notations: In the paper, for simplicity we write Ls(R3), H1r (R
3)...., and
for any 1 ≤ s < +∞, Ls(R3) is the usual Lebesgue space endowed with the
norm
‖u‖ss :=
∫
R3
|u|sdx,
and H1r (R
3) is the subspace of radially symmetric functions, endowed with
the norm
‖u‖2 :=
∫
R3
|∇u|2dx+
∫
R3
|u|2dx.
Moreover we define, for short, the following quantities
A(u) :=
∫
R3
|∇u|2dx, B(u) :=
∫
R3
∫
R3
|u(x)|2 |u(y)|2
|x− y| dxdy
C(u) :=
∫
R3
|u|pdx, D(u) :=
∫
R3
|u|2 dx.
2 Proofs of the main results
We first establish some preliminary results. Let {Vn} ⊂ H1r (R3) be a strictly
increasing sequence of finite-dimensional linear subspaces in H1r (R
3), such
that
⋃
n Vn is dense in H
1
r (R
3). We denote by V ⊥n the orthogonal space of Vn
in H1r (R
3). Then
5
Lemma 2.1. [7, Lemma 2.1] Assume that p ∈ (2, 6). Then there holds
µn := inf
u∈V ⊥n−1
∫
R3
(|∇u|2 + |u|2)dx
(
∫
R3
|u|pdx)2/p = infu∈V ⊥n−1
‖u‖2
‖u‖2p
→∞, as n→∞.
Now for c > 0 fixed and for each n ∈ N, we define
ρn := L
− 2
p−2 · µ
2
p−2
n , with L = max
x>0
(x2 + c)p/2
xp + cp/2
,
and
Bn := {u ∈ V ⊥n−1 ∩ Sr(c) : ‖∇u‖22 = ρn}. (2.1)
We also define
bn := inf
u∈Bn
F (u). (2.2)
Then we have
Lemma 2.2. For any p ∈ (2, 6), bn → +∞ as n→∞. In particular we can
assume without restriction that bn ≥ 1 for all n ∈ N.
Proof. For any u ∈ Bn, we have that
F (u) =
1
2
‖∇u‖22 +
1
4
∫
R3
∫
R3
|u(x)|2|u(y)|2
|x− y| dxdy −
1
p
∫
R3
|u|pdx
≥ 1
2
‖∇u‖22 −
1
pµn
(
‖∇u‖22 + c
) p
2
≥ 1
2
‖∇u‖22 −
L
pµn
(
‖∇u‖p2 + c
p
2
)
≥ (1
2
− 1
p
)ρn − L
pµn
c
p
2 .
From this estimate and Lemma 2.1, it follows since p > 2, that bn → +∞ as
n→∞. Now, considering the sequence {Vn} ⊂ H1r (R3) only from a n0 ∈ N
such that bn ≥ 1 for any n ≥ n0 it concludes the proof of the lemma.
Next we start to set up our min-max scheme. First we introduce the map
κ : H1r (R
3)× R −→ H1r (R3)
(u, θ) 7−→ κ(u, θ)(x) := e 32θu(eθx). (2.3)
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Observe that for any given u ∈ Sr(c), we have κ(u, θ) ∈ Sr(c) for all θ ∈ R.
Also from [10, Lemma 2.1], we know that{
A(κ(u, θ))→ 0, F (κ(u, θ))→ 0, as θ → −∞,
A(κ(u, θ))→ +∞, F (κ(u, θ))→ −∞, as θ → +∞. (2.4)
Thus, using the fact that Vn is finite dimensional, we deduce that, for each
n ∈ N, there exists a θn > 0, such that
g¯n : [0, 1]× (Sr(c) ∩ Vn)→ Sr(c), g¯n(t, u) = κ(u, (2t− 1)θn) (2.5)
satisfies {
A(g¯n(0, u)) < ρn, A(g¯n(1, u)) > ρn,
F (g¯n(0, u)) < bn, F (g¯n(1, u)) < bn.
(2.6)
Now we define
Γn :=
{
g : [0, 1]× (Sr(c) ∩ Vn)→ Sr(c) | g is continuous, odd in u (2.7)
and such that ∀u : g(0, u) = g¯n(0, u), g(1, u) = g¯n(1, u)
}
. (2.8)
Clearly g¯n ∈ Γn. Now we give the key intersection result, due to [7].
Lemma 2.3. For each n ∈ N,
γn(c) := inf
g∈Γn
max
0≤t≤1
u∈Sr(c)∩Vn
F (g(t, u)) ≥ bn. (2.9)
Proof. The point to show that for each g ∈ Γn there exists a pair (t, u) ∈
[0, 1]× (Sr(c)∩Vn), such that g(t, u) ∈ Bn with Bn defined in (2.1). But this
result can be proved exactly as the corresponding result for J in [7], see [7,
Lemma 2.3].
Remark 2.1. Note that by Lemma 2.3 and (2.6) we have that for any g ∈ Γn
γn(c) ≥ bn > max
{
max
u∈Sr(c)∩Vn
F (g(0, u)), max
u∈Sr(c)∩Vn
F (g(1, u))
}
.
Next, we shall prove that the sequence {γn(c)} is indeed a sequence of
critical values for F restricted to Sr(c). In this aim, we first show that there
exists a bounded Palais-Smale sequence at each level γn(c). From now on,
we fix an arbitrary n ∈ N.
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Lemma 2.4. For any fixed c > 0, there exists a sequence {uk} ⊂ Sr(c)
satisfying 

F (uk)→ γn(c),
F ′|Sr(c)(uk)→ 0, as k →∞,
Q(uk)→ 0,
(2.10)
where
Q(u) := A(u) +
1
4
B(u)− 3(p− 2)
2p
C(u). (2.11)
In particular {uk} ⊂ Sr(c) is bounded.
To find such a Palais-Smale sequence, we apply the approach developed
by Jeanjean [17], already applied in [7]. First, we introduce the auxiliary
functional
F˜ : Sr(c)× R→ R, (u, θ) 7→ F (κ(u, θ)),
where κ(u, θ) is given in (2.3), and the set
Γ˜n :=
{
g˜ : [0, 1]× (Sr(c) ∩ Vn)→ Sr(c)× R | g˜ is continuous, odd in u,
and such that κ ◦ g˜ ∈ Γn
}
.
Clearly, for any g ∈ Γn, g˜ := (g, 0) ∈ Γ˜n.
Observe that defining
γ˜n(c) := inf
g˜∈Γ˜n
max
0≤t≤1
u∈Sr(c)∩Vn
F˜ (g˜(t, u)),
we have that γ˜n(c) = γn(c). Indeed, by the definitions of γ˜n(c) and γn(c),
this identity follows immediately from the fact that the maps
ϕ : Γn −→ Γ˜n, g 7−→ ϕ(g) := (g, 0),
and
ψ : Γ˜n −→ Γn, g˜ 7−→ ψ(g˜) := κ ◦ g˜,
satisfy
F˜ (ϕ(g)) = F (g) and F (κ ◦ g˜) = F˜ (g˜).
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To prove Lemma 2.4 we also need the following result, which was estab-
lished by Ekeland’s variational principle in [17, Lemma 2.3]. We denote by
E the set H1r (R
3)×R equipped with ‖ · ‖2E = ‖ · ‖2+ | · |2R, and by E∗ its dual
space.
Lemma 2.5. Let ε > 0. Suppose that g˜0 ∈ Γ˜n satisfies
max
0≤t≤1
u∈Sr(c)∩Vn
F˜ (g˜0(t, u)) ≤ γ˜n(c) + ε.
Then there exists a pair of (u0, θ0) ∈ Sr(c)× R such that:
(1) F˜ (u0, θ0) ∈ [γ˜n(c)− ε, γ˜n(c) + ε];
(2) min
0≤t≤1
u∈Sr(c)∩Vn
‖(u0, θ0)− g˜k(t, u)‖E ≤
√
ε;
(3) ‖F˜ ′|Sr(c)×R(u0, θ0)‖E∗ ≤ 2
√
ε, i.e.
|〈F˜ ′(u0, θ0), z〉E∗×E| ≤ 2
√
ε ‖z‖E ,
holds for all z ∈ T˜(u0,θ0) := {(z1, z2) ∈ E, 〈u0, z1〉L2 = 0}.
Now we can give
Proof of Lemma 2.4. From the definition of γn(c), we know that for each
k ∈ N, there exists a gk ∈ Γn such that
max
0≤t≤1
u∈Sr(c)∩Vn
F (gk(t, u)) ≤ γn(c) + 1
k
.
Since γ˜n(c) = γn(c), g˜k = (gk, 0) ∈ Γ˜n satisfies
max
0≤t≤1
u∈Sr(c)∩Vn
F˜ (g˜k(t, u)) ≤ γ˜n(c) + 1
k
.
Thus applying Lemma 2.5, we obtain a sequence {(uk, θk)} ⊂ Sr(c)×R such
that:
(i) F˜ (uk, θk) ∈ [γn(c)− 1k , γn(c) + 1k ];
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(ii) min
0≤t≤1
u∈Sr(c)∩Vn
‖(uk, θk)− (gk(t, u), 0)‖E ≤ 1√k ;
(iii) ‖F˜ ′|Sr(c)×R(uk, θk)‖E∗ ≤ 2√k , i.e.
|〈F˜ ′(uk, θk), z〉E∗×E| ≤ 2√
k
‖z‖E ,
holds for all z ∈ T˜(uk ,θk) := {(z1, z2) ∈ E, 〈uk, z1〉L2 = 0}.
For each k ∈ N, let vk = κ(uk, θk). We shall prove that vk ∈ Sr(c) satisfies
(2.10). Indeed, first, from (i) we have that F (vk) →
k
γn(c), since F (vk) =
F (κ(uk, θk)) = F˜ (uk, θk). Secondly, note that
Q(vk) = A(vk) +
1
4
B(vk)− 3(p− 2)
2p
C(vk) = 〈F˜ ′(uk, θk), (0, 1)〉E∗×E,
and (0, 1) ∈ T˜(uk ,θk). Thus (iii) yields Q(vk) →
k
0. Finally, to verify that
F ′|Sr(c)(vk)→
k
0, it suffices to prove for k ∈ N sufficiently large, that
|〈F ′(vk), w〉(H1r )∗×H1r | ≤
4√
k
‖w‖2 , for all w ∈ Tvk , (2.12)
where Tvk := {w ∈ H1r (R3), 〈vk, w〉L2 = 0}. To this end, we note that, for
w ∈ Tvk , setting w˜ = κ(w,−θk), one has
〈F ′(vk), w〉(H1r )∗×H1r
=
∫
R3
∇vk∇wdx+
∫
R3
∫
R3
|vk(x)|2vk(y)w(y)
|x− y| dxdy −
∫
R3
|vk|p−2vkwdx
= e2θk
∫
R3
∇uk∇w˜dx+ eθk
∫
R3
∫
R3
|uk(x)|2uk(y)w˜(y)
|x− y| dxdy
− e 3(p−2)2 θk
∫
R3
|uk|p−2ukw˜dx = 〈F˜ ′(uk, θk), (w˜, 0)〉E∗×E .
If (w˜, 0) ∈ T˜(uk,θk) and ‖(w˜, 0)‖2E ≤ 2‖w‖2 when k ∈ N is sufficiently large,
then (iii) implies (2.12). To verify these conditions, observes that (w˜, 0) ∈
T˜(uk,θk)) ⇔ w ∈ Tvk . Also from (ii) it follows that
|θk| = |θk − 0| ≤ min
0≤t≤1
u∈Sr(c)∩Vn
‖(vk, θk)− (gk(t, u), 0)‖E ≤ 1√
k
,
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by which we deduce that
‖(w˜, 0)‖2E = ‖w˜‖2 =
∫
R3
|w(x)|2dx+ e−2θk
∫
R3
|∇w(x)|2dx ≤ 2‖w‖2,
holds for k ∈ N large enough. At this point, (2.12) has been verified. To end
the proof of the lemma it remains to show that {vk} ⊂ Sr(c) is bounded.
But since p ∈ (10
3
, 6) this follows immediately from the following relationship
between F (u) and Q(u),
F (u)− 2
3(p− 2)Q(u) =
3p− 10
6(p− 2)A(u) +
3p− 8
12(p− 2)B(u). (2.13)
Remark 2.2. Note that in [16, Lemma 2.1], it is proved that any critical
point u0 ∈ Sr(c) of F on Sr(c) must satisfy Q(u0) = 0. So far this infor-
mation has been used in Lemma 2.4 to construct a bounded Palais-Smale
sequence. As we shall see in our next result it is also useful to insure that
our Palais-Smale sequences do not vanish.
Proposition 2.1. Let {uk} ⊂ Sr(c) be the Palais-Smale sequence obtained
in Lemma 2.4. Then there exist λn ∈ R and un ∈ H1r (R3), such that, up to
a subsequence,
i) uk ⇀ un 6= 0, in H1r (R3),
ii) −∆uk − λnuk + (|x|−1 ∗ |uk|2)uk − |uk|p−2uk → 0, in H−1r (R3),
iii) −∆un − λnun + (|x|−1 ∗ |un|2)un − |un|p−2un = 0, in H−1r (R3).
Moreover, if λn < 0, then we have
uk → un, in H1r (R3), as k →∞.
In particular, ||un||22 = c, F (un) = γn(c) and F ′(un)− λnun = 0 in H−1r (R3).
Proof. Since {uk} ⊂ Sr(c) is bounded, up to a subsequence, there exists a
un ∈ H1r (R3), such that
uk ⇀
k
un, in H
1
r (R
3),
11
uk →
k
un, in L
p(R3).
We have un 6= 0. Indeed suppose by contradiction that un = 0. Then by
the strong convergence in Lp(R3) it follows that C(uk) → 0. Taking into
account that Q(uk) → 0 it then implies that A(uk) → 0 and B(uk) → 0.
Thus F (uk) → 0 and this contradicts the fact that γn(c) ≥ bn ≥ 1. Thus
Point i) holds.
The proofs of Points ii) and iii) can be found in [10, Proposition 4.1].
Now using Points ii), iii), and the convergence C(uk) →
k
C(un), it follows
that
A(uk)− λnD(uk) +B(uk)→
k
A(un)− λnD(un) +B(un).
If λn < 0, then we conclude from the weak convergence of uk ⇀
k
un inH
1
r (R
3),
that
A(uk)→
k
A(un), B(uk)→
k
B(un), C(uk)→
k
C(un).
Thus uk →
k
un in H
1
r (R
3), and in particular, ||un||22 = c, F (un) = γn(c) and
F ′(un)− λnun = 0 in H−1r (R3).
At this point we can prove our main result.
Proof of Theorem 1.1. By Lemma 2.4 and Proposition 2.1, to prove Theorem
1.1, it is enough to verify that if (un, λn) ∈ Sr(c)× R solves
−∆u− λu+ (|x|−1 ∗ |u|2)u = |u|p−2u, in R3,
then necessarily λn < 0 provided c > 0 is sufficiently small. However, this
point has been proved in [10, Lemma 4.2]. Thus the proof of the theorem is
completed.
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