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Abstrakt
Cı´lem te´to bakala´rˇske´ pra´ce je obecne´ sezna´menı´ s principy, funkcemi a vyuzˇitı´m do-
lova´nı´ dat a jeho realizaci v SQL Serveru 2008. Prvnı´ cˇa´st se zaby´va´ popisem integracˇnı´ch
sluzˇeb a metodikou uchova´va´nı´ vı´cerozmeˇrny´ch dat. Druha´ cˇa´st popisuje teorii a imple-
mentaci jednotlivy´ch pouzˇı´vany´ch metod. Trˇetı´ cˇa´st se pak zameˇrˇuje na pouzˇitı´ teˇchto
metod a porovna´nı´ vy´hodnosti jejich aplikace na zadana´ data.
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Abstract
The goal of this bachelor project is to show the principles, functions and usage of data
mining and its realisation in SQL Server 2008. The first part is concerned in description of
integration services and way of saving multidimensional data. The second part describes
theory and implementation of used functions. The third part is focused on using these
methods in SQL Server 2008 Developer Edition, comparing its efficiency of its aplications
on obtained data.
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Seznam pouzˇity´ch zkratek a symbolu˚
BI – Bussiness inteligence
CSV – Comma Separated Values
DM – Data Mining
DSS – Decision-Support Systems
EM – Estimation Maximization
EIS – Eecutive information system
KDD – Knowledge Discovery in Databases
MIS – Management Information System
MS – Microsoft
OLAP – On-line Analytical Processing
OLTP – On-line Transaction Processing
XMLA – XML for Analysis
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31 U´vod
Dolova´nı´ dat je vy´znamnou, ne-li nejvy´znamneˇjsˇı´, slozˇkou technologiı´ business intelli-
gence. Tyto technologie slouzˇı´ pro prˇevod surovy´ch historicky´ch dat firem na informace,
prˇı´padneˇ znalosti, ktere´ jsou snadno interpretovatelne´. Na za´kladeˇ takto zı´skany´ch in-
formacı´ je pak mozˇne´ optimalizovat firemnı´ procesy, marketingove´ kampaneˇ, atd.
Cı´lem me´ pra´ce bylo sezna´mit se s aplikacı´ integracˇnı´ch a analyticky´ch sluzˇeb (tedy
na´stroji pro dolova´nı´ dat) technologie MS SQL Servr 2008 a prove´st experimenty s apli-
kacı´ metod dolova´nı´ dat nad zadanou databa´zi.
V prvnı´ cˇa´sti sve´ pra´ce se veˇnuji obecne´mu popisu business intelligence, integracˇnı´m
sluzˇba´m a jejich vyuzˇitı´ a zpu˚sobu ukla´da´nı´ vicerozmeˇrny´ch dat.
Na´sledujı´cı´ cˇa´st je zameˇrˇena na popis analyticky´ch sluzˇeb, ktere´ da´va´ SQL Server
2008 k dispozici. V te´to cˇa´sti se u popisu kazˇde´ metody nejprve veˇnuji popsa´nı´ principu˚
jejı´ho zpu˚sobu analy´zy a na´sleduje popis toho, jak je konkre´tneˇ metoda implementova´na
v SQL Serveru 2008. Na za´veˇr popisu pak uva´dı´m seznam parametru˚ metody, ktere´ je
mozˇno pouzˇı´t pro jejı´ optimalizaci.
Poslednı´ kapitola obsahuje popis experimentu˚ s integracˇnı´mi sluzˇbami a samotny´m
dolova´nı´m dat. Experimenty byly provedeny nad souborem obsahujı´cı´m prˇihlasˇovacı´
data (logy) do syste´mu Moodle, ktery´ slouzˇı´ jako podpora pro e-learning. Pomocı´ inte-
gracˇnı´ch sluzˇeb tedy bylo potrˇeba data ze souboru korektneˇ vybrat a ulozˇit je do databa´ze
serveru. Na´sledovala aplikace jednotlivy´ch analyticky´ch sluzˇeb na zı´skanou databa´zi.
Popisy experimentu˚ s metodami sesta´vajı´ z uvedenı´ vstupnı´ho nastavenı´ a konfigurace
algoritmu testovane´ metody, de´lky vy´pocˇtu, interpretace vy´sledku a vyhodnocenı´ efek-
tivity (resp. informacˇnı´ho prˇı´nosu) metody.
V za´veˇru shrnuji zı´skane´ poznatky a zkusˇenosti s nasazenı´m integracˇnı´ch a aplikacˇnı´ch
sluzˇeb a sve´ dojmy s pracı´ se syste´mem MS SQL Server 2008.
42 Business Intelligence v SQL Serveru 2008
Luboslav Lacko [3] definuje pojem Business Intelligence jako proces transformace dat na
informace a na´sledny´ prˇevod teˇchto informacı´ na poznatky. Petr Berka [4] interpretuje
vy´znam tohoto pojmu rovnicı´:
business intelligence = artificial intelligence + business.
Luminita Hurbean [15] popisuje BI podle jeho funkce, jako na´stroj umozˇnˇujı´cı´ organi-
zacı´m extrakci uzˇitecˇny´ch informacı´ z rychle rostoucı´ho seznamu heterogennı´ch zdroju˚
dat, vcˇetneˇ ru˚zny´ch databa´zovy´ch platforem, datovy´ch skladu˚, datovy´ch trhu˚ a e-business
syte´mu˚.
SQL Server 2008 disponuje v oblasti Business Intelligence na´stroji pro integraci da-
tovy´ch zdroju˚, analy´zu dat a report vy´sledne´ analy´zy.
2.1 Integrace dat v SQL serveru 2008
Integracˇnı´ sluzˇby MS SQL Serveru 2008 poskytujı´ na´stroj pro sjednocenı´ heterogennı´ch
zdroju˚ dat. Mu˚zˇe jı´t o klasicke´ syste´my relacˇnı´ch databa´zı´ ru˚zny´ch spolecˇnostı´ (Oracle,
IBM, Microsoft,...), XML databa´ze, textove´ soubory s hruby´mi daty, podnikove´ syste´my
(naprˇ. SAP) nebo soubory tabulkovy´ch procesoru˚.
Integracˇnı´ sluzˇby je mozˇno navrhovat jako jednora´zovy´ nebo periodicky se vykona´vajı´cı´
proces (viz [3]). Druha´ mozˇnost se ty´ka´ prˇedevsˇı´m kazˇdodenneˇ se aktualizujı´cı´ch da-
tovy´ch skladu˚. Ve fina´le jsou data nahra´na do zadane´ho druhu databa´ze.
2.1.1 Transakcˇnı´ databa´ze vs. Analyticke´ databa´ze (OLAP)
Beˇzˇneˇ pouzˇı´vane´ transakcˇnı´ databa´ze jsou urcˇeny (a optimalizova´ny) pro prova´deˇnı´ nej-
ru˚zneˇjsˇı´ch obchodnı´ch transakcı´. Tomuto u´cˇelu je take´ uzpu˚sobena komplexnost a struk-
tura u´daju˚, ktere´ tyto databa´ze obsahujı´ a na tomto poli dosahujı´ vysoky´ch vy´konu˚. Pro
prova´deˇnı´ na´rocˇny´ch analy´z je vsˇak transakcˇnı´ model nevhodny´. Pro komplexnı´ analy´zy
jsou podstatneˇ vhodneˇjsˇı´ multidimenziona´lnı´ modely.
Vy´voj prˇechodu od transakcˇneˇ orientovany´ch syste´mu˚ po analyticky orientovane´
syste´my meˇl neˇkolik fa´zı´ [14].
• MIS - Vstupem teˇchto syste´mu˚ jsou data transakcˇnı´ch syste´mu˚. MIS poskytovaly
manazˇeru˚m pravidelne´ strukturovane´ zpra´vy, nicme´neˇ nebyly schopne´ asistovat
manazˇeru˚m v procesech rozhodova´nı´.
• DSS - Syste´my DSS (syste´my pro podporu rozhodova´nı´), jizˇ umozˇnˇujı´ nasazenı´ do
procesu strategicke´ho rozhodova´nı´ poskytova´nı´m vy´sledku˚ komplexnı´ch analy´z).
• EIS - Tyto syste´my jizˇ umozˇnˇily manazˇeru˚m prˇı´stup k dotazova´nı´ databa´zı´ - uzˇi-
vatelske´ rozhranı´ ”zakrylo”syntaxi SQL. Nevy´hodou vsˇak bylo omezenı´ sady ana-
lyticky´ch metod na prˇedem prˇipravene´ sˇablony. Slozˇiteˇjsˇı´ konstrukce proto bylo
nutne´ opeˇt vytva´rˇet prˇevodem dotazu do jazyka SQL. EIS jsou jizˇ oznacˇova´ny
termı´nem Business Intelligence.
5• OLAP - Soucˇasne´ syste´my OLAP se oproti EIS vyznacˇujı´ intuitivnı´m ovla´da´nı´m a
uzˇivatelsky prˇı´veˇtiveˇjsˇı´m rozhranı´m - mnohdy da´vajı´ k dispozici na´stroje pro vi-
zualizaci vy´sledku˚ analy´z. Definice teˇchto syste´mu˚ je volna´, jde spı´sˇe o syste´my
zalozˇene´ na urcˇity´ch principech. Pomeˇrneˇ dobrˇe je charakterizuje 12 pravidel OLAP
od Dr. Edgara Franka Codda (viz [3] - pro poneˇkud odlisˇna´ krite´ria syte´mu˚ OLAP
viz [4])
1. Multidimenziona´lnı´ konceptua´lnı´ pohled - OLAP musı´ nabı´zet multidimenziona´lnı´
model odpovı´dajı´cı´ potrˇeba´m.
2. Transparentnost - Architektura vy´pocˇtu˚, podrˇı´zena´ databa´ze a technologie OLAP
by meˇla pro by´t uzˇivatele prˇehledna´ a umozˇnˇovat mu snadne´ pouzˇitı´ front-
end na´stroju˚.
3. Dostupnost - Syste´m by meˇl prˇistupovat jen k datu˚m, ktere´ jsou nutne´ pro pro-
vedenı´ analy´zy.
4. Konzistentnı´ vykazova´nı´ - Ru˚st databa´ze by nemeˇl znatelneˇ ovlivnˇovat rychlost
analy´zy.
5. Architektura klient-server - Syste´m OLAP musı´ pracovat na za´kladeˇ architektury
klient-server.
6. Genericka´ dimenzionalita - Dimenze musı´ by´t co do struktury a operacˇnı´ch schop-
nostı´ ekvivalentnı´.
7. Dynamicke´ osˇetrˇenı´ rˇı´dky´ch matic - OLAP by meˇl prˇizpu˚sobovat sve´ fyzicke´
usporˇa´da´nı´ konkre´tnı´mu analyticke´mu modelu, vcˇetneˇ optimalizace osˇetrˇenı´
rˇı´dky´ch matic (viz Datove´ modely v OLAP).
8. Podpora pro vı´ce uzˇivatelu˚ - Syste´m musı´ podporovat pra´ci vı´ce uzˇivatelu˚ na
jednom modelu.
9. Neomezene´ krˇı´zˇove´ dimenziona´lnı´ operace - Syste´m musı´ by´t schopen rozpoznat
hierarchie dimenzı´ a vykona´vat asociovane´ kumulovane´ kalkulace jak nad
jednou, tak nad vı´ce dimenzemi soucˇasneˇ.
10. Intuitivnı´ manipulace s daty - Uzˇivatelske´ rozhranı´ by meˇlo umozˇnˇovat intui-
tivnı´ manipulaci se syste´mem a analyticky´mi sluzˇbami.
11. Flexibilnı´ vykazova´nı´ - Syste´m musı´ umozˇnˇovat analy´zu pomocı´ intuitivnı´ vizua´lnı´
prezentace, na za´kladeˇ usporˇa´da´nı´ rˇa´dku˚ a sloupcu˚.
12. Neomezene´ dimenze u´rovneˇ agregace - OLAP by nemeˇl zava´deˇt umeˇle´ omezenı´
pocˇtu podporovany´ch dimenzı´ modelu.
2.1.2 Datove´ modely v OLAP
Pro syste´my OLAP je typicke´, zˇe na data pohlı´zˇejı´ jako na tzv. datovou krychli (data cube).
Je beˇzˇne´, zˇe tyto ”kostky”majı´ vı´ce nezˇ 3 rozmeˇry (nejde tedy v prave´m slova smyslu
o krychle, ale spı´sˇe hyperkrychle (hypercubes)). Syste´my vyuzˇı´vajı´cı´ n-rozmeˇrne´ krychle
jsou oznacˇova´ny jako MOLAP (multidimensional OLAP).
6Atributy jsou zde reprezentova´ny dimenzemi, za´znamy pak tovrˇı´ jednotlive´ bunˇky
krychle. Kromeˇ samotny´ch za´znamu˚ z operacˇnı´ databa´ze obsahujı´ datove´ krychle take´
dı´lcˇı´ agregace, ktere´ prˇedevsˇı´m umozˇnˇujı´ velmi rychlou odezvu na ad-hoc dotazy (viz
[4]).
Za´znamy v teˇchto krychlı´ch se pak nacha´zejı´ na prˇı´slusˇny´ch pru˚secˇı´cı´ch jednotlivy´ch
dimenzı´. Tento zpu˚sob vsˇak vede k velice rˇı´dke´mu ukla´da´nı´ dat. Fyzicka´ implementace
se proto od logicke´ implementace lisˇı´. Nejrozsˇı´rˇeneˇjsˇı´ jsou tyto dva prˇı´stupy (viz [4]) -
oba dva jsou k dispozici v OLE DB:
• Hyperkrychle - Tento prˇı´stup implementuje datovy´ model tak, zˇe vsˇechny dimenze
na´lezˇı´ jedine´ n-rozmeˇrne´ krychli. Vy´hodou tohoto prˇı´stupu je jednoducha´ a srozu-
mitlena´ struktura.
• Multikrychle - V tomto modelu jsou data rozdeˇleny v neˇkolika mensˇı´ch krychlı´ch,
z nichzˇ kazˇda´ ma´ prˇirˇazeno jen neˇkolik vlastnı´ch dimenzı´. Tento prˇı´stup je sice
slozˇiteˇjsˇı´ nezˇ hyperkrychle, to je vsˇak vyva´zˇeno u´sporneˇjsˇı´m zpu˚sobem ulozˇenı´ dat.
Nevy´hodou syste´mu˚ MOLAP je jejich na´rocˇnost na datovy´ server (data jsou ulozˇena
jednak standardnı´m zpu˚sobem v relacˇnı´ databa´zi, jednak v multidimenziona´lnı´ databa´zi).
Tyto syste´my proto nejsou vhodne´ pro dynamicke´ aplikace a sve´ vyuzˇitı´ nacha´zejı´ spı´sˇe
ve strˇedneˇ velky´ch (5-10 milionu˚ za´znamu˚ v dimenzi) staticky´ch aplikacı´ch (naprˇ. analy´za
prodeje urcˇite´ho produktu). Vy´chozı´ nastavenı´ u´lozˇne´ho mo´du (storage mode) v SQL
Serveru 2008 je nastaveno pra´veˇ na MOLAP (viz [7]).
Pro opravdu rozsa´hle´ databa´ze (kde ma´ dimenze vı´ce nezˇ 10 milionu˚ za´znamu˚) jsou
vhodneˇjsˇı´ syste´my ROLAP (relational OLAP). Syste´my ROLAP pouzˇı´vajı´ pro analy´zu
data z relacˇnı´ch datovy´ch skladu˚, uzˇivateli je po zpracova´nı´ teˇchto dat zprˇı´stupneˇn mul-
tidimenziona´lnı´ pohled - nedocha´zı´ tak k vytva´rˇenı´ redundannı´ch dat jako u MOLAP.
Data i metadata se ukla´dajı´ do relacˇnı´ databa´ze a OLAP server z nich dynamicky gene-
ruje SQL prˇı´kazy pro zı´ska´nı´ uzˇivatelem pozˇadovany´ch dat.
2.1.3 Ukla´da´nı´ analyticky´ch dat v BI
V analyticky´ch syste´mech jsou data beˇzˇneˇ ukla´da´na na´sledujı´cı´mi dveˇma zpu˚soby.
Datovy´ sklad (Data store) - Mı´sto, kde jsou data urcˇena´ pro analy´zu ulozˇena se oznacˇuje
jako datovy´ sklad. Nejzna´meˇjsˇı´ definice datove´ho skladu pocha´zı´ od tvu˚rce tohoto kon-
ceptu - W. H. Inmona (prˇevzato z [3]): Datovy´ sklad je podnikoveˇ strukturovany´ de-
pozita´rˇ subjektivneˇ orientovany´ch, integrovany´ch, cˇasoveˇ promeˇnny´ch, historicky´ch dat
pouzˇity´ch na zı´ska´va´nı´ informacı´ a podporu rozhodova´nı´. V datove´m skladu jsou ulozˇena
atomicka´ a suma´rnı´ data.
Inmon definoval na´sledujı´cı´ vlastnosti typicke´ pro datove´ sklady:
- subjektova´ orientovanost - V datove´m skladu jsou oproti produkcˇnı´m databa´zı´m u-
chova´va´na pouze data pouzˇitelna´ pro strategicke´ rozhodova´nı´.
- integrace - Oznacˇuje fakt, zˇe na´zvy ukazatelu˚, meˇrˇı´tka a ko´dova´nı´ jsou sjednocene´.
7- cˇasova´ promeˇnnost - Fixace dat z produkcˇnı´ databa´ze - datovy´ sklad je pravidelneˇ
aktualizova´n (off-line).
- sta´lost - Data ulozˇena´ v datove´m skladu nejsou analyticky´mi dotazy nijak meˇneˇna.
Datovy´ sklad zpravidla nenı´ vytva´rˇen pro konkre´tnı´ analy´zu.
Datove´ trzˇisˇteˇ (Data mart) Datova´ trzˇisˇteˇ jsou prˇesneˇ specifikovane´ podmnozˇiny da-
tove´ho skladu urcˇene´ pro mensˇı´ organizacˇnı´ slozˇky firmy. Datove´ trhy mohou vznikat
”zdola”, kdy jsou jednotlivy´m firemnı´m oddeˇlenı´m vytvorˇeny datove´ trhy a na za´veˇr je
vytvozˇen zasˇt’it’ujı´cı´ datovy´ sklad, nebo ”shora”, kdy je nejprve vytvorˇen centra´lnı´ inte-
grovany´ datovy´ sklad a teprve z neˇj se odsˇteˇpı´ neˇkolik datovy´ch trhu˚.
Data zavedena´ v databa´zi, databa´zove´m skladu, prˇı´padneˇ kostce jsou jizˇ vhodna´ pro
aplikaci analyticky´ch sluzˇeb.
2.2 Proces hleda´nı´ znalostı´ v databa´zı´ch
Hleda´nı´ znalostı´ v databa´zı´ch (Knowledge Discovering in Databases) je proces, ktery´
se poprve´ objevil na zacˇa´tku 90. let - tehdy take´ vzrostla potrˇeba zpracova´vat firemnı´
data za u´cˇelem podpory podnikove´ strategie [4]. KDD je integracı´ statisticky´ch metod a
metod umeˇle´ inteligence, ktera´ umozˇnˇuje realizovat analy´zy nad rozsa´hly´mi databa´zemi
vedoucı´ k informacı´m, ktere´ jsou relevantnı´ pro podporu strategicke´ho rozhodova´nı´.
Ussama Fayyad [6] popisuje proces hleda´nı´ znalostı´ v databa´zı´ch, jako vy´voj metod a
technik, ktere´ majı´ da´t datu˚m vy´znam. Proble´mem, ktery´ ma´ KDD rˇesˇit pak je prˇevod dat
nı´zke´ u´rovneˇ (typicky rozsa´hle´, lidsky´mi silami obtı´zˇneˇ zpracovatelne´ databa´ze) do jine´
formy, ktera´ mu˚zˇe vykazovat veˇtsˇı´ mı´ru kompaktnosti, abstrakce, prˇı´padneˇ pouzˇitelnosti.
Pojem dolova´nı´ dat (data mining) je pak oznacˇenı´m aplikace konkre´tnı´ch algoritmu˚
extrahujı´cı´ch z databa´ze datove´ vzory - jde tedy pouze o cˇa´st KDD procesu (viz nı´zˇe).
Data mining (resp. KDD) ma´ sˇiroke´ vyuzˇitı´, at’ uzˇ jde o veˇdecky´ vy´zkum, pru˚mysl, fi-
nancˇnı´ctvı´, zdravotnictvı´ nebo marketingove´ analy´zy.
Proces doby´va´nı´ znalostı´ z databa´zı´ da´le Fayyad rozdeˇluje do na´sledujı´cı´ch fa´zı´:
1. Porozumeˇnı´ aplikacˇnı´ dome´neˇ.
2. Vytvorˇenı´ cı´love´ mnozˇiny dat - tzn. vy´beˇr mnozˇiny promeˇnny´ch na ktere´ se vy´zkum
bude prova´deˇt.
3. Procˇisˇt’ova´nı´ a prˇedzpracova´nı´ dat - odstraneˇnı´ sˇumu, vy´beˇr strategiı´ pro nakla´da´nı´ s
chybeˇjı´cı´mi datovy´mi poli, posouzenı´ vhodnosti pouzˇitı´ cˇasovy´ch rˇad.
4. Redukce dat a projekce - nalezenı´ znaku˚ pouzˇitelny´ch pro reprezentaci dat v za´vislosti
na cı´lech u´lohy.
5. Spojenı´ cı´le KDD s vhodnou DM metodou - sumarizace, klasifikace, regrese, atd.
6. Analy´za a vy´beˇr hypote´zy - vy´beˇr konkre´tnı´ho algoritmu a metod selekce.
87. Samotny´ DM proces - vyhleda´va´nı´ vzoru˚ v prˇı´slusˇne´ mnozˇineˇ dat, prˇevod vy´sledku˚
do prˇı´slusˇne´ formy (shluky, stromy, atd.).
8. Interpretace vydolovany´ch vzoru˚ - je mozˇne´, zˇe v ra´mci iterace procesu dojde k na´vratu
do ktere´hokoliv prˇedchozı´ho bodu, spada´ sem take´ vizualizace vy´stupu.
9. Nakla´da´nı´ s nabytou znalostı´ - prˇı´me´ pouzˇitı´ znalosti, zacˇleneˇnı´ do jine´ho syste´mu,
kontrola spra´vnosti.
Podrobne´mu popisu jednotlivy´ch metod a algoritmu˚ dolova´nı´ dat implementovany´ch
v SQL Serveru 2008 se veˇnuji ve zvla´sˇtnı´ kapitole.
2.3 Reportovacı´ sluzˇby
Vy´sledky procesu dolova´nı´ dat je v SQL Serveru 2008 mozˇno prezentovat pomocı´ tzv.
reportovacı´ch sluzˇeb. Tyto sluzˇby slouzˇı´ zejme´na pro zprˇı´stupneˇnı´ vy´sledku˚ analy´z, resp.
podmnozˇin teˇchto vy´sledku˚, skupina´m analytiku˚, prˇı´padneˇ prˇı´mo ”konzumentu˚ infor-
macı´”(viz. [3]).
Ve sve´ pra´ci se reportovacı´mi sluzˇbami nezaby´va´m - pro pouhe´ testova´nı´ analyticky´ch
sluzˇeb nemajı´ vyuzˇitı´.
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MS SQL Server 2008 poskytuje pro procesy dolova´nı´ dat mnoho na´stroju˚. Vy´beˇr a apli-
kace konkre´tnı´ho na´stroje za´visı´ na typu a parametrech rˇesˇene´ho proble´mu.
Implementovane´ metody (resp. konkre´tnı´ algoritmy) mu˚zˇeme rozdeˇlit podle za´kladnı´ho
zpu˚sobu, jaky´m pracujı´ na neˇkolik skupin. Jde o asociacˇnı´ metody, cˇasove´ rˇady, metody
shlukovacı´, rozhodovacı´ stromy, metodu Bayesovu a neuronove´ sı´teˇ1.
3.1 Popis DM metod v SQL Serveru 2008
Stati pojedna´vajı´cı´ o jednotlivy´ch metoda´ch, ktere´ SQL Server 2008 pouzˇı´va´ jsou rozdeˇleny
na dveˇ cˇa´sti. V prvnı´ cˇa´sti je popsa´na strucˇna´ historie zdroju˚ dane´ metody, obecneˇ platne´
principy a teoreticke´ za´zemı´.
Druha´ cˇa´st ma´ poskytnout detailnı´ vhled do principu˚ funkce metody, tak, jak je im-
plementova´na v SQL Serveru 2008, tj. popis konkre´tnı´ch algoritmu˚, parametru˚ funkcı´,
ktere´ jsou k dispozici a blizˇsˇı´ch specifikacı´ pro uzˇitı´ dane´ metody.
3.2 Mozˇnosti nastavenı´ DM modelu
SQL Server 2008 umozˇnˇuje nastavovat tzv. modelove´ znacˇky (Modeling Flags), pomocı´
ktery´ch je mozˇne´ dodatecˇneˇ uprˇesnit parametry DM modelu a le´pe tak prˇizpu˚sobit jeho
charakteristiky dane´mu proble´mu (naprˇ. omezenı´m mnozˇiny dat, se kterou DM algorit-
mus bude zacha´zet, atd.).
Jedna´ se o tyto znacˇky:
• NOT NULL
- Urcˇuje zˇe za´znamy takto oznacˇene´ho sloupce nesmı´ obsahovat pra´zdnou hod-
notu. V prˇı´padeˇ na´lezu pra´zdne´ hodnoty, ohla´sı´ analyticke´ sluzˇby jako chybu.
• MODEL EXISTENCE ONLY
- Urcˇuje, zˇe dany´ sloupec mu˚zˇe naby´vat dvou hodnot - Missing a Existing (v prˇı´padeˇ,
zˇe je nastaven na NULL, je bra´n, jako by byl nastaven na Missing). Tato znacˇka se
pouzˇı´va´ u sloupcu˚, kde je vy´znameˇjsˇı´ samotny´ fakt, zda je dany´ za´znam vyplneˇn
(Existing), nebo nevyplneˇn (Missing), nezˇ to, jakou hodnotu obsahuje.
• REGRESSOR
- Tento parametr urcˇuje, zˇe dany´ sloupec obsahuje potencia´lnı´ neza´visle´ promeˇnne´
(regresory). Tento parametr nezajisˇt’uje, zˇe bude za´znam sloupce pouzˇit jako regre-
sor (ma´ pro algoritmus pouze dopourucˇujı´cı´ funkci).
Kromeˇ parametru˚ cele´ho DM modelu nabı´zı´ SQL Server 2008 pro kazˇdou metodu
mnoho parametru˚, pomocı´ ktery´ch je mozˇne´ optimalizovat
1Prˇi psanı´ cele´ te´to cˇa´sti jsem ra´mcoveˇ cˇerpal z oficia´lnı´ technicke´ dokumentace firmy Microsoft [7]. V
textu jsou pak uvedeny odkazy i prˇı´me´ citace z ostatnı´ pouzˇite´ literatury.
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3.3 Mozˇnosti nastavenı´ parametru˚ algoritmu˚ metod pro DM
Algoritmy metod prova´deˇjı´cı´ch dolova´nı´ dat je v SQL Serveru 2008 mozˇno optimalizo-
vat pro konkre´tnı´ prˇı´pad pomocı´ mnozˇstvı´ parametru˚. Tyto parametry se lisˇı´ podle typu
metody. Teˇmito parametry lze prˇi jejich vhodne´m nastavenı´ znacˇneˇ ovlivnit (resp. opti-
malizovat) chova´nı´ algoritmu.
3.4 Metody vizualizace vy´sledku˚ analy´zy
Kazˇda´ z DM metod v SQL Serveru 2008 poskytuje na´stroj pro prˇehledne´ graficke´ zna´zorneˇnı´
vy´sledku˚, ktere´ umozˇnˇuje sledovat naprˇ. korelace mezi vstupy a vy´stupy, veˇtvenı´ rozho-
dovacı´ch stromu˚, prˇı´slusˇnost vstupnı´ch prvku˚ k vytvorˇeny´m shluku˚m, atd.
3.5 Asociacˇnı´ metody
Asociacˇnı´ metody jsou pouzˇı´va´ny naprˇı´klad pro tvorbu doporucˇovacı´ch syste´mu˚ (kdy
za´kaznı´kovi doporucˇujeme urcˇity´ produkt na za´kladeˇ informacı´ o jeho drˇı´veˇjsˇı´ch ob-
jedna´vka´ch), analy´zu na´kupnı´ch kosˇı´ku˚ a analy´ze vztahu˚ (pravidel). Tomuto vyuzˇitı´ aso-
ciacˇnı´ch algoritmu˚ se pocˇa´tkem 90. let veˇnoval Rakesh Agrawal.
V publikaci Doby´va´nı´ znalostı´ z databa´zı´ [4] nalezneme na´sledujı´cı´ za´pis asociacˇnı´ho
pravidla:
Ant => Suc,
kde leva´ strana pravidla je prˇedpokladem (antecedentem) a prava´ strana pravidla za´veˇrem
(sukcedentem).
Agrawal [12] podrobneˇji definuje forma´lnı´ asociacˇnı´ pravidlo jako implikaci
X => Ij ,
kde X je podmnozˇina prvku˚ z mnozˇiny aributu˚ I . Ij je samostatny´ prvek z mnozˇiny
I , ktery´ nenı´ obsazˇen v X .
Pro charakterizaci asociacˇnı´ch pravidel pouzˇı´va´ dveˇ velicˇiny: podpora (support) a spo-
lehlivost (confidence) - viz [4].
Podpora je hodnota vyjadrˇujı´cı´ pocˇet objektu˚ splnˇujı´cı´ch prˇedpoklad i za´veˇr :
P (Ant ∧ Suc) = a
a + b + c + d
.
Spolehlivost je hodnota vyjadrˇujı´cı´ podmı´neˇnou pravdeˇpodobnost za´veˇru, pokud je
prˇedpoklad platny´:
P (Suc | Ant) = a
a + b
.
V te´zˇe publikaci je uvedeno deˇlenı´ asociacˇnı´ch pravidel podle platnosti a pokrytı´
(Holseheimer, Siebs, 1994):
• Konzistentnı´ pravidla - platnost je rovna 1, leva´ strana je postacˇujı´cı´ podmı´nkou pro
splneˇnı´ prave´ strany.
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• U´plna´ pravidla - pokrytı´ je rovno 1, leva´ strana je nutnou podmı´nkou pro splneˇnı´
prave´ strany.
• Deterministicka´ pravidla - platnost i pokrytı´ je rovno 1, leva´ strana je nutnou a postacˇujı´cı´
podmı´nkou pro splneˇnı´ prave´ strany.
Nalezneme zde rovneˇzˇ zmı´nky a odkazy na dalsˇı´ charakteristiky asociacˇnı´ch pravi-
del.
3.5.1 Implementace asociacˇnı´ch metod v SQL Serveru 2008
Asociacˇnı´ algoritmus procha´zı´ mnozˇinou dat a vyhleda´va´ prvky, ktere´ se vyskytujı´ ve
stejne´m za´znamu. Asociovane´ prvky jsou na´sledneˇ seskupeny do mnozˇin prvku˚, jejichzˇ
minima´lnı´ velikost je definova´na parametrem MINIMUM SUPPORT.
Na za´kladeˇ teˇchto mnozˇin jsou da´le generova´na pravidla, ktera´ se pozdeˇji pouzˇijı´
pro predikci prˇı´tomnosti prvku, odvozene´ od prˇı´tomnosti jiny´ch prvku˚, ktere´ algoritmus
shleda´ du˚lezˇite´.
Samotny´ asociacˇnı´ algoritmus je implementova´n jako prˇı´ma´ implemenace Apriori al-
goritmu. Mimo tohoto algoritmu je pro hleda´nı´ asociacı´ mozˇne´ pouzˇı´t take´ algoritmus
rozhodovacı´ch stromu˚ - jejich vy´sledky se vsˇak mohou lisˇit. Zatı´mco u rozhodovacı´ch
stromu˚ jsou pravidla tvorˇena na za´kladeˇ zı´skany´ch novy´ch informacı´, v prˇı´padeˇ aso-
ciacˇnı´ch modelu˚ jsou pravidla zalozˇena pouze na hodnoteˇ spolehlivosti. Pravidlo, ktere´
ma´ vysokou spolehlivost totizˇ nemusı´ nezbytneˇ nutneˇ ve´st k vytvorˇenı´ nove´ informace.
Algoritmus generuje kandida´tnı´ mnozˇiny, jejichzˇ prvky prˇedstavujı´ uda´losti, pro-
dukty, a pod. Nejcˇasteˇji jde o bina´rnı´ hodnoty, jako ano/ne, chybeˇjı´cı´/existujı´cı´, atd. Pro
kazˇdou z mnozˇin je pak vygenerova´no hodnocenı´ jejı´ podpory a spolehlivosti. Atributy
obsahujı´cı´ spojite´ hodnoty jsou diskretizova´ny nebo seskupeny do ”kosˇu˚”(buckets).
Cˇı´slo vyjadrˇujı´cı´ pocˇet za´znamu˚, obsahujı´cı´ pozˇadovane´ hodnoty (resp. jejich kombi-
naci) se oznacˇuje jako du˚lezˇitost (neˇkdy take´ frekvence). Do modelu jsou tedy zarˇazova´ny
pouze ty mnozˇiny, ktere´ majı´ tuto hodnotu dostatecˇneˇ vysokou.
Takova´ mnozˇina prvku˚, ktera´ obsahuje veˇtsˇı´ mnozˇstvı´ kombinacı´ prvku˚, nezˇ je stano-
ven pra´h definovany´ parametrem MINIMUM SUPPORT se nazy´va´ frekventovana´ mnozˇina
prvku˚ (frequent itemset). Pokud sesta´va´ mnozˇina z prvku˚ {A, B, C} a hodnota parametru
MINIMUM SUPPORT je naprˇ. 10, musı´ by´t kazˇda´ samostatna´ hodnota A, B, C nalezena
nejme´neˇ v 10 za´znamech, aby byla zacˇleneˇna do modelu - tote´zˇ platı´ take´ pro kombinaci
prvku˚ {A, B, C}.
Mnozˇstvı´ prvku˚ obsazˇeny´ch v za´znamech je mozˇno vyja´drˇit take´ procentua´lneˇ, v
takove´m prˇı´padeˇ nastavı´me parametr MINIMUM SUPPORT na hodnotu mezi 0 (od-
povı´da´ 0%) a 1 (odpovı´da´ 100%). Do modelu pak budou zarˇazeny ty za´znamy, ktere´
obsahujı´ alesponˇ dane´ procento pozˇadovany´ch prvku˚, resp. mnozˇin.
Pra´h pro prˇı´pustnost pravidla je vyja´drˇena jako pravdeˇpodobnost. Pokud se naprˇı´klad
mnozˇina prvku˚ {A, B, C} objevuje u 50 za´znamu˚, ale stejneˇ tak se u jiny´ch 50 za´znamu˚
objevuje mnozˇina {A, B, D} a v jiny´ch 50 za´znamech mnozˇina {A, B}, nemu˚zˇeme oznacˇit
mnozˇinu {A, B} za zrˇejmy´ prediktor prvku C. Pocˇet pravidle vytvorˇeny´ch modelem
mu˚zˇeme omezit parametrem MINIMUM PROBABILITY.
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Kazˇde´mu vytvorˇene´mu pravidlu je prˇirˇazena hodnota vyjadrˇujı´cı´ jeho du˚lezˇitost (im-
portance). Ta se pocˇı´ta´ jinak pro pravidla a jinak pro mnozˇiny prvku˚.
Du˚lezˇitost mnozˇin prvku˚ se pocˇı´ta´ jako pravdeˇpodobnost mnozˇiny prvku˚ a celkove´ho
pocˇtu za´znamu˚. Meˇjme mnozˇinu obsahujı´cı´ prvky {A, B}. Analyticke´ sluzˇby nejprve
spocˇı´tajı´ vsˇechny za´znamy obshaujı´cı´ tuto kombinaci A a B a tu pak vydeˇlı´ celkovy´m
pocˇtem za´znamu˚ a normalizuje pravdeˇpodobnost.
Du˚lezˇitost pravidel se pocˇı´ta´ jako pravdeˇpodobnost prave´ strany pravidla na za´kladeˇ
jeho leve´ strany. Naprˇı´klad u pravidla If(A)Then(B) je nejprve spocˇı´ta´n pomeˇr mezi
za´znamy obsahujı´cı´ A a B a za´znamy obsahujı´cı´ B bez A. Pomeˇr je pak normalizova´n
pomocı´ logaritmicke´ sˇka´ly.
Tento algoritmus neprova´dı´ zˇa´dnou formu automaticke´ selekce rysu˚. Mı´sto nı´ je potrˇeba
vyuzˇı´t nastavenı´ parametru˚. Tı´mto mu˚zˇeme vyrˇadit prˇı´lisˇ beˇzˇne´ prvky a uda´losti (snı´zˇenı´m
hodnoty MAXIMUM SUPPORT), nebo naopak uda´losti a prvky s prˇı´lisˇ nı´zkou mı´rou
vy´skytu (zvy´sˇenı´m hodnoty MINIMUM SUPPORT), prˇı´padneˇ filtrovat nepodstatna´ pra-
vidla (zvy´sˇenı´m hodnoty MINIMUM PROBABILITY).
3.5.2 Parametry pro optimalizaci asociacˇnı´ metody
Vykona´va´nı´ algoritmu, zejme´na pak tvorba mnozˇin prvku˚ a pocˇı´ta´nı´ korelacı´ mu˚zˇe by´t
velice zdlouhave´. Jeho vy´kon je mozˇne´ pozitivneˇ ovlivnit spra´vny´m nastavenı´m rˇady
parametru˚.
Nejveˇtsˇı´mi prˇeka´zˇkami v rychle´m prova´deˇnı´ algoritmu mu˚zˇe by´t prˇı´lisˇ rozsa´hla´ mnozˇina
dat obsahujı´cı´ velke´ mnozˇstvı´ samostatny´ch prvku˚, nebo naprˇı´klad prˇı´lisˇ nı´zka´ hodnota
parametru minima´lnı´ velikosti mnozˇiny prvku˚.
MAXIMUM ITEMSET COUNT
- Specifikuje maxima´lnı´ pocˇet mnozˇin prvku˚, ktery´ ma´ by´t vyprodukova´n. Pokud
nenı´ cˇı´slo zada´no, je pouzˇita vy´chozı´ hodnota.
Vy´chozı´ hodnota je 200000.
MAXIMUM ITEMSET SIZE
- Specifikuje maxima´lnı´ mnozˇstvı´ prvku˚, ktere´ mohou by´t v jedne´ mnozˇineˇ. Nasta-
venı´ na 0 urcˇuje, zˇe velikost mnozˇiny je nelimitova´na.
Vy´chozı´ hodnota je 3.
MAXIMUM SUPPORT
- Specifikuje maxima´lnı´ pocˇet za´znamu˚, ktere´ mohou by´t pouzˇity pro mnozˇinu
prvku˚. Tento parametr slouzˇı´ k odstraneˇnı´ prvku˚, ktere´ se objevujı´ cˇasto a tı´m
pa´dem majı´ maly´ potencia´lnı´ vy´znam.
Pokud je tato hodnota nastavena na 1, reprezentuje hodnota procento ze vsˇech
za´znamu˚. Hodnoty veˇtsˇı´ nezˇ 1 reprezentujı´ absolutnı´ pocˇet za´znamu˚, ktere´ mu˚zˇe
mnozˇina prvku˚ obsahovat.
Vy´chozı´ hodnota je 1.
13
MINIMUM IMPORTANCE
- Specifikuje rozsah du˚lezˇitosti pro asociativnı´ pravidla. Pravidla s du˚lezˇitostı´ nizˇsˇı´
nezˇ tato hodnota jsou odfiltrova´na. (K dispozici pouze v edici Enterpise)
MINIMUM ITEMSET SIZE - Specifikuje minima´lnı´ pocˇet za´znamu˚, ktere´ mohou
by´t pouzˇity pro mnozˇinu prvku˚. Zvy´sˇenı´ tohoto cˇı´sla mu˚zˇe v modelu snı´zˇit pocˇet
mnozˇin prvku˚. Lze tak naprˇı´klad ignorovat jednoprvkove´ mnozˇiny.
Vy´chozı´ hodnota je 1.
MINIMUM PROBABILITY - Specifikuje minima´lnı´ pravdeˇpodobnost, zˇe je pravi-
dlo pravdive´. Naprˇı´klad nastavenı´ te´to hodnoty na 0,5 znamena´, zˇe nebude gene-
rova´no zˇa´dne´ pravdilo s pravdeˇpodobnostı´ nizˇsˇı´ nezˇ 50%.
Vy´chozı´ hodnota je 0,4.
MINIMUM SUPPORT
- Specifikuje minima´lnı´ pocˇet za´znamu˚, ktere´ musı´ mnozˇina prvku˚ obsahovat, nezˇ
algoritmus vygeneruje pravidlo. Nastavenı´m te´to hodnoty na me´neˇ nezˇ 1 je jako
minima´lnı´ cˇı´slo vypocˇı´ta´no jako dane´ procento z celkove´ho pocˇtu za´znamu˚.
Nastavenı´m na cele´ cˇı´slo vysˇsˇı´ nezˇ 1 docı´lı´me toho, zˇe se bude toto bra´t jako ab-
solutnı´ pocˇet za´znamu˚, ktere´ musı´ mnozˇina prvku˚ obsahovat. Algoritmus mu˚zˇe v
prˇı´padeˇ nedostatku pameˇti tuto hodnotu automaticky zvy´sˇit.
Vy´chozı´ hodnota je 0,03. To znamena´, zˇe aby byla mnozˇina prvku˚ zacˇleneˇna do
modelu je nutne´, aby byla nalezena nejme´neˇ ve 3% za´znamu˚.
OPTIMIZED PREDICTION COUNT
- Definuje pocˇet prvku˚ pouity´ch pro optimalizaci predikce. Vy´chozı´ hodnota je 0. V
takove´m prˇı´padeˇ bude algoritmus produkovat takove´ mnozˇstvı´ predikcı´, jake´ muje
zada´no v dotazu.
Nastavenı´m na nenulovou hodnotu, bude predikcˇnı´ dotaz vracet nejvy´sˇe tolik prvku˚,
kolik je tato hodnota, a to i v prˇı´padeˇ, zˇe pozˇadujete vı´ce predikcı´. Kazˇdopa´dne
mu˚zˇe nastavenı´ tohoto parametru zlepsˇit vy´kon predikcı´.
Pokud nastavı´me hodnotu naprˇı´klad na 3, bude algoritums pro predikce pouzˇı´vat




Cˇasove´ se´rie jsou metodou, ktera´ je pouzˇı´va´na v situacı´ch, kdy je potrˇeba prove´st od-
had vy´voje hodnoty urcˇite´ promeˇnne´ v cˇase (naprˇ. vy´voj prodejnosti produktu, atd.).
Nalezenı´ tohoto trendu se odvı´jı´ od zpracova´nı´ mnozˇiny za´kladnı´ch historicky´ch dat a
vytvorˇenı´ modelu. Na za´kladeˇ teˇchto vstupnı´ch dat se na´sledneˇ prova´dı´ predikce vy´voje
trendu.
V publikaci Time series analysis [11] je pak stochasticka´ cˇasova´ se´rie forma´lneˇ defi-
nova´na jako nekonecˇna´ rˇada
..., X−2, X−1, X0, X1, X2, ...
na´hodny´ch hodnot, nebo vektoru˚ .
Spojenı´ zdrojovy´ch dat a vy´sledku˚ predikce se pak oznacˇuje jako rˇada (se´rie). Pro
spra´vny´ pru˚beˇh analy´zy touto metodou je potrˇeba mı´t v za´znamech zpracova´vane´ da-
taba´ze sloupec dat, ktera´ urcˇujı´ cˇasove´ obdobı´, pro ktere´ za´znam platı´.
3.6.1 Implementace cˇasovy´ch rˇad v SQL Serveru 2008
Microsoft SQL Server 2008 poskytuje pro pra´ci s cˇasovy´mi rˇadami dva odlisˇne´ algoritmy.
Prvnı´m je, uzˇ ve verzi 2005 obsazˇeny´, algoritmus ARTxp a druhy´m je algoritmus ARIMA,
ktery´ je noveˇ prˇidany´ v SQL Serveru 2008.
Ve vy´chozı´m stavu jsou pro tre´nova´nı´ modelu pouzˇı´va´ny oba algoritmy separovaneˇ
- pro zı´ska´nı´ optima´lnı´ch predikcı´ se pak jejich vy´stupy mı´chajı´. Je vsˇak mozˇne´ i pouzˇitı´
pouze jednoho z algoritmu˚, cˇi nastavenı´ pomeˇru mezi algoritmy.
3.6.1.1 ARTxp Algoritmus ARTxp (autoregressive tree algorithm) je vy´sledkem vy´voje
Microsoft Research a je zalozˇen na algoritmu rozhodovacı´ch stromu˚ .
ARTxp algoritmus take´ narozdı´l od algoritmu ARIMA podporuje tzv. krˇı´zˇenou pre-
dikci. Pokud pouzˇijeme pro tre´nova´nı´ algoritmu dveˇ oddeˇlene´ prˇı´buzne´ rˇady, je mozˇne´
pouzˇı´t vy´sledny´ model pro predikci vy´sledku jedne´ cˇasove´ rˇady na za´kladeˇ chova´nı´
jiny´ch rˇad (vyuzˇitelne´ naprˇ. pro prˇı´pady, kdy prodejnost jednoho produktu ovlivnˇuje
prodej druhe´ho). Krˇı´zˇena´ predikce je vyuzˇitelna´ take´ pro tvorbu hlavnı´ho modelu, ktery´
je pouzˇit pro tvorbu dalsˇı´ch rˇad.
Algoritmus ARTxp je vhodny´ pro predikci na´sledujı´cı´cho kroku (stavu).
3.6.1.2 ARIMA Modely ARIMA (autoregressive integrated moving average) jsou jed-
nou z nejvy´znameˇjsˇı´ch trˇı´d modelu˚ pro analy´zu cˇasovy´ch rˇad. ARIMA je definova´na
linea´rnı´mi relacemi mezi pozorova´nı´mi a sˇumovy´mi faktory. Definice procesu ARIMA v
publikaci [11] znı´:
Cˇasova´ se´rie Xt je procesem ARIMA (p, d, q) v prˇı´padeˇ, zˇe5dXt je staciona´rnı´ ARMA (p, q)
proces.
Algoritmus ARIMA je optimalizova´n pro dlouhodobe´ predikce.
15
3.6.2 Parametry pro optimalizaci cˇasovy´ch rˇad
Oba algoritmy podporujı´ tzv. detekci sezo´nnosti, prˇı´padneˇ periodicity - pro tento u´cˇel je
pouzˇita rychla´ Fourierova transformace.
AUTO DETECT PERIODICITY
- Specifikuje detekci periodicity. Naby´va´ hodnot od 0 do 1. Vy´chozı´ hodnota je 0,6.
Pokud je hodnota blı´zka´ 0, je periodicita detekova´na pouze pro silneˇ periodicka´
data. Nastavenı´ hodnoty blı´zko 1 podporuje procha´zenı´ mnoha vzoru˚, ktere´ jsou
te´meˇrˇ periodicke´ a automaticke´ generova´nı´ stop periodicity.
Zahrnutı´ velke´ho mnozˇstvı´ stop periodicity bude mı´t tendenci ve´st k vy´razne´mu
zvy´sˇenı´ cˇasu pro tre´nova´nı´, ale model bude mnohem prˇesneˇjsˇı´.
COMPLEXITY PENALTY
- Kontroluje ru˚st rozhodovacı´ho stromu. Vy´chozı´ hodnota je 0,1.
Snı´zˇenı´m te´to hodnoty se zvysˇuje pravdeˇpodobnost veˇtvenı´. Zvy´sˇenı´ tuto pravdeˇ-
podobnost naopak snı´zˇı´. Tento parametr je k dispozici pouze v edici Enterprise.
FORECAST METHOD
- Urcˇuje, ktery´ algoritmus bude pouzˇit pro analy´zu a predikci. Mozˇne´ hodnoty jsou:
ARTXP, ARIMA nebo MIXED.
Vy´chozı´ hodnota je MIXED.
HISTORIC MODEL COUNT
- Specifikuje pocˇet historicky´ch modelu˚, ktere´ majı´ by´t vybudova´ny. Vy´chozı´ hod-
nota je 1. Tento parametr je k dispozici pouze v edici Enterprise.
HISTORICAL MODEL GAP
- Specifikuje cˇasove´ prodlevy mezi dveˇma po sobeˇ jdoucı´mi historicky´mi modely.
Vy´chozı´ hodnota je 10. Tato hodnota reprezentuje pocˇet cˇasovy´ch jednotek, kde
jednotka je definova´na datovy´m modelem.
Naprˇı´klad nastavenı´m te´to hodntoy na ”g”budou historicke´ modely budova´ny pro
data spadajı´cı´ do cˇasovy´ch u´seku˚ v intervalech g, 2g, 3g atd.
INSTABILITY SENSITIVITY
- Kontroluje bod, kde predikce odchylky prˇesa´hne urcˇity´ pra´h a algoritmus ARTXP
predikci potlacˇı´.
Vy´chozı´ hodnota je 1.
Tento parametr se aplikuje pouze pro algoritmus ARTXP a neovlivnı´ tedy modely
pouzˇı´vajı´cı´ algoritmus ARIMA. Prˇi pouzˇitı´ MIXED modelu je aplikova´n pouze pro
cˇa´st modelu pouzˇı´vajı´cı´ algoritmus ARTXP.
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Vy´chozı´ hodnota je 1. Toto nastavenı´ poskytuje pro modely ARTXP stejne´ chova´nı´
jako SQL Server 2005. Analyticke´ sluzˇby pro kazˇdou predikci monitorujı´ normali-
zovanou standardnı´ odchylku. V okamzˇiku, kdy tato odchylka prˇesa´hne tuto hra-
nici, vra´tı´ algoritmus hodnotu NULL a zastavı´ proces predikce.
Nastavenı´ na 0 zastavı´ detekci nestability. To znamena´, zˇe mu˚zˇete vytva´rˇet i ne-
konecˇny´ pocˇet predikcı´ bez ohledu na odchylky.
Tento parametr mu˚zˇe by´t modifikova´n pouze v edici Enterprise. V SQL Serveru
Standard je pouzˇitelna´ pouze vy´chozı´ hodnota 1.
MAXIMUM SERIES VALUE
- Specifikuje maxima´lnı´ hodnoty pouzˇite´ pro predikci. Tento parametr se pouzˇı´va´
spolu s parametrem MINIMUM SERIES VALUE pro omezenı´ predikce na urcˇite´
ocˇeka´vane´ rozmezı´. Naprˇı´klad mu˚zˇeme urcˇit, zˇe predikovane´ mnozˇstvı´ transakcı´
prodeje pro ktery´koliv den by nemeˇl prˇesa´hnout pocˇet produktu˚ v inventa´rˇi.
Tento parametr je k dispozici pouze v edici Enterprise.
MINIMUM SERIES VALUE
- Specifikuje minima´lnı´ hodnotu, ktera´ mu˚zˇe by´t predikova´na. Tento parametr by´va´
pouzˇı´va´n spolu s MAXIMUM SERIES VALUE pro omezenı´ predikce urcˇite´ ocˇeka´vane´
rozmezı´. Naprˇı´klad mu˚zˇeme urcˇit, zˇe predikovane´ mnozˇstvı´ transakcı´ prodeje nemu˚zˇe
by´t za´porne´ cˇı´slo.
Tento parametr je k dispozici pouze v edici Enterprise.
MINIMUM SUPPORT
Specifikuje minima´lnı´ pocˇet cˇasovy´ch u´seku˚, ktery´ je potrˇebny´ pro vytvorˇenı´ veˇtvenı´
ve stromu kazˇde´ cˇasove´ rˇady. Vy´chozı´ hodnota je 10.
MISSING VALUE SUBSTITUTION
Specifikuje zpu˚sob, jaky´m se vyplnˇujı´ mezery v historicky´ch datech. Ve vy´chozı´m
stavu nejsou mezery v datech vu˚bec povoleny. Na´sledujı´cı´ tabulka obsahuje vy´cˇet
mozˇny´ch hodnot tohoto parametru.
Previous - Opakuje hodnotu z prˇedesˇle´ho cˇasove´ho u´seku. Mean - Pouzˇı´va´ po-
hyblivy´ pru˚meˇr cˇasovy´ch u´seku˚ uzˇity´ch v tre´ninku. Numeric constant - Pouzˇı´va´
pro na´hradu chybeˇjı´cı´ch hodnot specifikovane´ cˇı´slo. None (vy´chozı´) - Nahrazuje
chybeˇjı´cı´ hodnoty hodnotami z krˇivky tre´novacı´ho modelu.
Pokud data obsahujı´ vı´ce rˇad, je vyloucˇeno, aby meˇly ”otrhane´”konce. Vsˇechny
rˇady by meˇly mı´t stejny´ pocˇa´tecˇnı´ a konecˇny´ bod.
Analyticke´ sluzˇby tuto hodnotu pouzˇı´vajı´ pro vyplneˇnı´ mezer v novy´ch datech prˇi
prova´dnı´ operace PREDICTION JOIN.
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PERIODICITY HINT
Poskytuje algoritmu stopy o periodicˇnosti dat. Naprˇı´klad pokud se prodeje lisˇı´
kazˇdy´ rok a meˇrnou jednotkou je meˇsı´c, je periodicˇnost 12. Parametr ma´ forma´t
{n, [,n]}, kde n je jake´koliv kladne´ cˇı´slo.
N v ”[]”za´vorka´ch je nepovinne´ a mu˚zˇe by´t opakova´no podle potrˇeby. Naprˇı´klad
pro stopy vı´cecˇetne´ periodicˇnosti dat ukla´dany´ch kazˇdy´ meˇsı´c mu˚zˇeme zadat {12,
3, 1} - vzory tak budeme detekovat pro rok, kvarta´l a meˇsı´c.
Periodicˇnost ma´ silny´ vliv a kvalitu modelu. Pokud se zadane´ stopy lisˇı´ od aktua´lnı´
periodicˇnosti, mohou by´t vy´sledky neprˇı´zniveˇ ovlivneˇny.
Vy´chozı´ hodnota je 1.
Pouzˇitı´ za´vorek je povinne´. Tento parametr ma´ datovy´ typ string a pokud je zada´n
jako cˇa´st prˇı´kazu Data Mining Extension (DMX), je nutne´ jej uve´st v uvozovka´ch.
PREDICTION SMOOTHING
- Specifikuje ”promı´chanost”modelu pro optimalizaci prˇedpoveˇdi. Mu˚zˇete zde za-
dat jakoukoliv hodnotu mezi 0 a 1, nebo pouzˇı´t na´sledujı´cı´ hodnoty.
Popis hodnot:
0 - urcˇuje, zˇe predikce pouzˇı´va´ pouze ARTXP. Prˇedpovı´da´nı´ je optimalizova´no
pouze pro me´neˇ predikcı´.
1 - urcˇuje, zˇe predikce bude pouzˇı´vat pouze ARIMA. Prˇedpovı´da´nı´ je optima-
lizova´no pro vı´ce predikcı´.
0,5 (vy´chozı´) - urcˇuje, zˇe majı´ by´t pouzˇity oba algoritmy, a vy´sledky majı´ by´t
smı´cha´ny.
Pro kontrolu tre´ninku pouzˇijte parametr FORECAST METHOD.
Tento parametr je k dispozici pouze v edici Enterprise.
3.7 Shlukovacı´ metody
Shlukovacı´ metody (te´zˇ analy´za shluku˚) slouzˇı´ ke zpracova´va´nı´ vı´cerozmeˇrny´ch dat (ob-
jektu˚ s vı´ce nezˇ jednou promeˇnnou) a nacha´zenı´ podobnostı´ mezi takovy´mi daty.
Pomocı´ teˇchto metod je mozˇno ze vstupnı´ mnozˇiny objektu˚ vytvorˇit na za´kladeˇ je-
jich vza´jemne´ podobnosti tzv. shluky. Metody shlukova´nı´ jsou nejbeˇzˇneˇji pouzˇı´vany´m
zpu˚sobem bezdozorove´ho ucˇenı´ (unsupervised learning) - viz [8].
V publikaci [8], jsou uvedeny na´sledujı´cı´ trˇi hlavnı´ cı´le analy´zy shluku˚, cituji:
- Popis systematiky, jenzˇ je tradicˇnı´m vyuzˇitı´m shlukove´ analy´zy pro pru˚zkumove´ cı´le
a taxonomii, cozˇ je empiricka´ klasifikace objektu˚.
- Zjednodusˇenı´ dat, kdy analy´za shluku˚ poskytuje prˇi hleda´nı´ taxonomie zjednodusˇeny´
pohled na objekty.
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- Identifikace vztahu, kdy po nalezenı´ shluku˚ objektu˚, a tı´m i struktury mezi objekty, je
snadneˇjsˇı´ odhalit vztahy mezi objekty.
Procesy shlukove´ analy´zy mu˚zˇeme rozdeˇlit na za´kladeˇ pozˇadavku˚ na formu vy´sledny´ch
shluku˚ i podle pouzˇity´ch metod podle neˇkolika krite´riı´ (pro podrobneˇjsˇı´ informace o
krite´riı´ch shlukova´nı´ viz [1] a [2]).
3.7.1 Rozdeˇlenı´ podle vlastnostı´ shluku˚
Prvnı´m zpu˚sobem, jaky´m mu˚zˇeme rozdeˇlovat metody shlukova´nı´ je zpu˚sob zarˇazova´nı´
prvku˚ do vytva´rˇeny´ch shluku˚. Shlukova´nı´, kdy je kazˇdy´ prvek spojen s pra´veˇ jednı´m
shlukem, nazy´va´me disjunktnı´. Naopak, pokud prvek (nebo jeho cˇa´sti) mu˚zˇe na´lezˇet vı´ce
shluku˚m, mluvı´me o prˇekry´vajı´cı´m se shlukova´nı´.
Algoritmy, ktere´ vytva´rˇejı´ disjunktivnı´ shluky oznacˇujeme jako hrube´ (hard clustering
algorithms), algoritmy tvorˇı´cı´ prˇekry´vajı´cı´ se shluky oznacˇujeme jako jemne´ (soft cluste-
ring algorithms).
Dalsˇı´m krite´riem je fakt, zda shluky vytva´rˇejı´ urcˇitou hierarchii, nebo ne. Metody,
ktere´ tvorˇı´ plochou mnozˇinu shluku˚ bez jake´koliv explicitnı´ struktury oznacˇujeme jako
ploche´ shlukova´nı´ (flat) nebo take´ nehierarchicke´ shlukova´nı´. Tyto algoritmy jsou nedeter-
ministicke´ a jako vstup vyzˇadujı´ specifikaci pocˇetu vytva´rˇeny´ch shluku˚.
Vy´stupem hierarchicky´ch algoritmu˚ jsou hierarchie shluku˚ (dendrogramy) - takove´
vy´stupy majı´ veˇtsˇı´ informacˇnı´ hodnotu, nezˇ jsou vy´stupy ploche´ho shlukova´nı´. U tohoto
typu algoritmu˚ nenı´ vyzˇadova´na specifikace pocˇtu vy´stupnı´ch shluku˚ a veˇtsˇina z nich se
chova´ deterministicky. Tento fakt je bohuzˇel vykoupen nizˇsˇı´ efektivitou (slozˇitost teˇchto
algoritmu˚ je nejme´neˇ kvadraticka´, zatı´mco ploche´ shlukova´nı´ ma´ linea´rnı´ slozˇitost).
3.7.2 Implementace shlukova´nı´ v SQL Serveru 2008
SQL Server 2008 ma´ pro shlukove´ metody dolova´nı´ dat dveˇ metody - EM shlukova´nı´,
(ktera´ se rˇadı´ mezi jemne´ metody) a metodu K-pru˚meˇru˚ (spadajı´cı´ mezi metody hrube´).
3.7.2.1 EM shlukova´nı´ EM shlukova´nı´ je v SQL Serveru 2008 pouzˇı´va´na jako vy´chozı´
shlukovacı´ metoda - oproti metodeˇ K-pru˚meˇru˚ poskytuje neˇkolik vy´hod. Jde zejme´na o
jeho neza´vislost na limitech pameˇti, schopnost pouzˇı´vat pouze-doprˇedne´ kurzory 2 a
prˇekona´nı´ zpu˚sobu˚ vzorkova´nı´. Tento algoritmus je navı´c pouze ”jednopru˚chodovy´”.
Algoritmus prova´dı´ iterativnı´ trˇı´benı´ dat ze vstupnı´ho shlukove´ho modelu a proveˇrˇuje
vy´sˇi pravdeˇpodobnosti, zˇe dany´ datovy´ bod na´lezˇı´ jednotlivy´m shluku˚m (cozˇ mu˚zˇe ve´st
k neprˇesnostem prˇi sumarizaci - body mohou by´t redundantneˇ zapocˇı´ta´ny pro kazˇdy´
shluk, ve ktere´m jsou obsazˇeny. Vy´sledky dolovacı´ho modelu jsou tomu vsˇak prˇizpu˚sobeny).
Algoritmus koncˇı´ ve chvı´li, kdy pravdeˇpodobnostnı´ model odpovı´da´ skutecˇny´m datu˚m.
2Jde o nejrychlejsˇı´ updatovatelny´ typ kurzoru v SQL Serveru 2008. Podporuje pouze doprˇedny´ se´riovy´
prˇı´stup k za´znamu˚m. Dı´ky toho nenı´ mozˇne´ prˇistupovat k za´znamu˚m, ktere´ jizˇ byly kurzorem ”prˇejety”.
Pouzˇitı´ tohoto typu kurzoru je opodstatneˇne´ prˇedevsˇı´m v prˇı´padech, kdy je nejvysˇsˇı´ prioritou rychlost vy-
hleda´va´nı´ a mı´ra vyuzˇitı´ pameˇt’ove´ho prostoru.
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Pokud jsou za beˇhu algortimu vygenerova´ny pra´zdne´ shluky, prˇı´padneˇ shluky, ktere´
obsahujı´ mensˇı´ mnozˇstvı´ datovy´ch bodu˚ nezˇ je stanoveny´ pra´h, dojde k ”prˇesazenı´”teˇchto
shluku˚ a EM algoritmus je spusˇteˇn znovu.
Vy´sledkem aplikace te´to metody je souhrn pravdeˇpodobnostı´ prˇı´slusˇnosti vsˇech dvo-
jic datovy´ bod - shluk. Kazˇdy´ bod tedy de facto na´lezˇı´ do vsˇech shluku˚ modelu, ovsˇem
pro ru˚zne´ shluky s ru˚znou pravdeˇpodobnostı´.
SQL Server 2008 nabı´zı´ dva typy EM shlukova´nı´: sˇka´lovatelne´ (scalable EM) a nesˇka´-
lovatelne´ (non-scalable EM). Prˇi pouzˇitı´ vy´chozı´ho nastavenı´ algoritmu sˇka´lovatelne´ho
shlukova´nı´ je pro pocˇa´tecˇnı´ sken pouzˇito prvnı´ch 50,000 za´znamu˚. V prˇı´padeˇ, zˇe je sken
u´speˇsˇny´, jsou pro model pouzˇita tato data - pokud ne, je nacˇteno dalsˇı´ch 50,000 za´znamu˚.
Tato verze EM shlukova´nı´ pouzˇı´va´ loka´lnı´ buffer a je tedy schopna prova´deˇt ite-
race rychleji nezˇ nesˇka´lovatelna´ verze EM shlukova´nı´ (rozdı´l v rychlosti mu˚zˇe by´t azˇ
trojna´sobny´). Ve veˇtsˇineˇ prˇı´padu˚ navı´c nedocha´zı´ ke snı´zˇenı´ kvality vy´sledne´ho modelu.
V prˇı´padeˇ, kdy je pouzˇito nesˇka´lovatelne´ EM shlukova´nı´ je nacˇtena vela´ mnozˇina
za´znamu˚, cozˇ umozˇnˇuje zvy´sˇit prˇesnost shlukovacı´ metody, nicme´neˇ mohou vy´razneˇ
vzru˚st na´roky na pameˇt’.
3.7.2.2 Metoda K-pru˚meˇru˚ (K-means) Tato metoda je asi nejdu˚lezˇiteˇjsˇı´ metodou plo-
che´ho shlukova´nı´. Je pouzˇı´va´na v prˇı´padech, kdy je datovy´ soubor tvorˇen kvantitativnı´mi
promeˇnny´mi.
Metoda K-pru˚meˇru˚ (neˇkdy te´zˇ teˇzˇisˇt’, viz [8]) prova´dı´ zacˇlenova´nı´ objektu˚ ze vstupnı´ho
datove´ho souboru do prˇedem definovane´ho pocˇtu shluku˚ na za´kladeˇ jejich vzda´lenosti
od centera´lnı´ch bodu˚ (shlukovy´ch pru˚meˇru˚, neˇkdy te´zˇ centroidu˚) teˇchto shluku˚. Jedna´
se o tzv. algoritmus hrube´ho shlukova´nı´ a kazˇdy´ datovy´ bod je tedy zacˇleneˇn do pra´veˇ
jednoho shluku.
Uzˇivatel, zpravidla analytik, urcˇı´ v mnozˇineˇ dat tzv. za´rodecˇne´ body (seed centroids),
pocˇet takto vybrany´ch bodu˚ - centroidu˚ se ulozˇı´ do promeˇnne´ K. Algortimus na´sledneˇ
provede vy´pocˇty euklidovske´ vzda´lenosti pro vsˇechny dvojice centroid - datovy´ uzel.
Uzel je pak umı´steˇn do shluku na´lezˇejı´cı´mu centroidu, ktere´mu je nejblı´zˇe. Pote´ je pro
kazˇdy´ existujı´cı´ shluk spocˇı´ta´n novy´ cenroid na za´kladeˇ zpru˚meˇrova´nı´ hodnot bodu˚
na´lezˇejı´cı´ch do dane´ho shluku a znovu se zjisˇt’ujı´ vzda´lenosti vsˇech bodu˚ a na´sledneˇ
prˇı´padne´ prˇerˇazova´nı´ bodu˚ do jine´ho shluku. Tento postup se opakuje do te´ doby, do-
kud docha´zı´ k prˇesunu˚m uzlu˚ mezi shluky.
Metoda K-pru˚meˇru˚ poskytuje dva zpu˚soby vzorkova´nı´ mnozˇiny dat. Jde o nesˇka´lova-
telnou metodu K-pru˚meˇru˚ (non-scalable K-means), ktera´ najednou nacˇte celou mnozˇinu dat
a provede jeden shlukovacı´ pru˚chod, a sˇka´lovatelnou metodu K-pru˚meˇru˚ scalable k-means,
ktera´ nacˇte prvnı´ch 50,000 za´znamu˚ a dalsˇı´ nacˇı´ta´ pouze v prˇı´padeˇ nutnosti.
3.7.3 Parametry pro optimalizaci shlukova´nı´









3 Sˇka´lovatelna´ metoda K-pru˚meˇru˚
4 Nesˇka´lovatelna´ metoda K-pru˚meˇru˚
Vy´chozı´ hodnota je 1.
CLUSTER COUNT
- Specifikuje prˇiblizˇny´ pocˇet shluku˚, ktere´ majı´ by´t algoritmem vygenerova´ny. Po-
kud je mnozˇstvı´ dat potrˇebne´ pro vytvorˇenı´ tohoto pocˇtu shluku˚ nedostatecˇne´, vy-
generuje algoritmus maxima´lnı´ mozˇny´ pocˇet shluku˚. Prˇi nastavenı´ tohoto parame-
tru na hodnotu 0 je pro nalezenı´ idea´lnı´ho pocˇtu shluku˚ pouzˇita heuristika.
Vy´chozı´ hodnota je 10.
CLUSTER SEED
- Specifikuje ja´drove´ cˇı´slo, ktere´ je pouzˇito pro na´hodne´ generova´nı´ shluku˚ pro
pocˇa´tecˇnı´ nastavenı´ modelu.
Zmeˇnou tohoto cˇı´sla je mozˇno meˇnit zpu˚sob jaky´m jsou budova´ny pocˇa´tecˇnı´ shluky
a na´sledneˇ porovnat modely vybudovane´ za pouzˇitı´ odlisˇy´ch jader.
Pokud je ja´dro zmeˇneˇno, ale nalezene´ shluky se prˇı´lisˇ nezmeˇnı´, je model povazˇovatelny´
za relativneˇ stabilnı´.
Vy´chozı´ hodnota je 0.
MINIMUM SUPPORT
- Specifikuje minima´lnı´ pocˇet za´znamu˚, ktere´ jsou potrˇeba pro vybudova´nı´ shluku.
Pokud je pocˇet za´znamu˚ ve shluku nizˇsˇı´ nezˇ tot cˇı´slo, je shluk oznacˇen jako pra´zdny´
a vyrˇazen.
Nastavenı´m tohoto cˇı´sla na prˇı´lisˇ vysokou hodnotu mu˚zˇe zpu˚sobit vypadnutı´ va-
lidnı´ch shluku˚ z modelu.
Vy´chozı´ hodnota je 1.
MODELLING CARDINALITY
- Specifikuje pocˇet vzorovy´ch modelu˚, ktere´ jsou zkonstruova´ny v pru˚beˇhu shlu-
kovacı´ho procesu.
Snı´zˇenı´m pocˇtu kandida´tnı´ch modelu˚ mu˚zˇe zvy´sˇit vy´kon vy´meˇnou za zvy´sˇenı´ ri-
zika, zˇe bude ztracen dobry´ kandida´tnı´ model.
Vy´chozı´ hodnota je 10.
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STOPPING TOLERANCE
- Specifikuje hodnotu pouzˇitou pro urcˇenı´ dosazˇenı´ konvergence a ukoncˇenı´ bu-
dova´nı´ modelu. Konvergence je dosazˇeno v okamzˇiku, kdy celkova´ zmeˇna ve shlu-
kovy´ch pravdeˇpodobnostech je mensˇı´ nezˇ pru˚meˇr parametru STOPPING TOLERANCE
deˇlene´ho velikostı´ modelu.
Vy´chozı´ hodnota je 10.
SAMPLE SIZE
- Specifikuje pocˇet za´znamu˚, ktere´ algoritmus pouzˇije pro kazˇdy´ pru˚chod (ma´ smysl
pouze v prˇı´padeˇ, zˇe hodnota CLUSTERING METHOD je nastavena na neˇkterou ze
sˇka´lovatelny´ch metod). Nastavenı´m na 0 budou vsˇechna data zpracova´na jednı´m
pru˚chodem. Nacˇı´ta´nı´ cele´ mnozˇiny dat mu˚zˇe zpu˚sobit proble´my s pameˇtı´ a vy´konem.
Vy´chozı´ hodnota je 50000.
MAXIMUM INPUT ATTRIBUTES
- Urcˇuje maxima´lnı´ pocˇet vstupnı´ch atributu˚, ktere´ mohou by´t poskytnuty algo-
ritmu prˇed aplikova´nı´m selekce rysu˚. Nastavenı´ na 0 urcˇuje, zˇe nenı´ zˇa´dne´ povo-
lene´ maximum atributu˚.
Zvysˇova´nı´ pocˇtu atributu˚ mu˚zˇe znatelneˇ snı´zˇit vy´kon.
Vy´chozı´ hodnota je 255.
MAXIMUM STATES
- Specifikuje maxima´lnı´ podporovany´ pocˇet diskre´tnı´ch stavu˚ na atribut. Pokud je
pocˇet stavu˚ pro dany´ atribut vysˇsˇı´ nezˇ hodnota tohoto parametru, pouzˇije algorit-
mus pro tento atribut ”nejoblı´beneˇjsˇı´”stavy a ostatnı´ stavy ignoruje.
Zvy´sˇenı´ tohoto cˇı´sla mu˚zˇe znatelneˇ snı´zˇit vy´kon.
Vy´chozı´ hodnota je 100.
3.7.4 Implementace sekvencˇnı´ho shlukova´nı´ v SQL Serveru 2008
Tato shlukovacı´ metoda je pouzˇı´va´na k analy´ze dat, ktera´ obsahujı´ uda´losti u ktery´ch
mu˚zˇeme pozorovat propojenı´ skrze navazujı´cı´ ”dra´hy”(sekvence). Jde naprˇı´klad o porˇadı´
v jake´m vkla´da´ klient elektronicke´ho obchodu zbozˇı´ do kosˇı´ku nebo dra´hu jednotlivy´ch
kliknutı´ uzˇivatele prˇi prohlı´zˇenı´ webu. Algoritmus pak prova´dı´ shlukova´nı´ vstupnı´ch
objektu˚ na za´kladeˇ shody teˇchto sekvencı´.
Tento algoritmus je hybridem mezi shlukovacı´m EM algoritmem a analy´zou Mar-
kovsky´ch rˇeteˇzcu˚ 3.
3Markovsky´ rˇeteˇzec je pravdeˇpodobnostnı´ (stochasticky´) proces, ktery´ spolnˇuje tzv. Markovu vlastnost
(tj. v kazˇde´m stavu procesu je pravdeˇpodobnost prˇechodu do dalsˇı´ch stavu˚ na drˇı´veˇjsˇı´ch stavech procesu
neza´visla´). Tento proces je definova´n dveˇma parametry: vektorem absolutnı´ch pravdeˇpodobnostı´ a maticı´
pravdeˇpodobnostı´ prˇechodu
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Specifikem te´to metody je pouzˇitı´ sekvencˇnı´ch dat, tedy sledu˚ uda´lostı´ v cˇase, prˇı´padneˇ
sledu˚ prˇechodu˚ mezi ru˚zny´mi stavy. Nejprve dojde k analy´ze pravdeˇpodobnosti prˇechodu˚
a na´sledneˇ provede meˇrˇenı´ vza´jemne´ odlisˇnosti, resp. vzda´lenosti vsˇech existujı´cı´ch sek-
vencı´. Na za´kladeˇ teˇchto kroku˚ se pak vyberou sekvence vhodne´ jako vstupy pro shlu-
kovacı´ EM algoritmus.
Pocˇet stavu˚, ktere´ jsou pouzˇity pro zı´ska´nı´ pravdeˇpodobnosti soucˇasne´ho stavu je de-
finova´n rˇa´dem Markovske´ho rˇeteˇzce. Pro kazˇdy´ Markovsky´ rˇeteˇzec je urcˇena prˇechodova´
matice, ktera´ obsahuje prˇechody pro vsˇechny kombinace stavu˚. Vzhledem k tomu, zˇe tato
matice roste s prˇiby´vajı´cı´mi stavy exponencia´lneˇ, docha´zı´ k rychle´mu na´ru˚stu pozˇadavku˚
na pameˇt’ nutnou pro jejı´ uchova´nı´ a na vy´kon CPU prˇi zpracova´nı´.
Shlukova´nı´ sleduje dva typy atributu˚ - sekvencˇnı´ a nesekvencˇnı´. Kazˇde´mu shluku
prˇı´slusˇı´ Markovsky´ rˇeteˇzec, ktery´ zachycuje u´plnou mnozˇinu ”cest”a da´le matice, ktera´
obsahuje sekvenci prˇechodu˚ stavu˚ a pravdeˇpodobnostı´. Bayesovo pravidlo pak v za´vislosti
na pocˇa´tecˇnı´m rozlozˇenı´ urcˇı´ pravdeˇpodobnosti vsˇech atributu˚ dane´ho shluku, vcˇetneˇ
sekvencı´.
MS algoritmus sekvencˇnı´ho shlukova´nı´ umozˇnˇuje do modelu prˇida´vat nesekvencˇnı´
atributy - ty jsou pak ”prˇimı´cha´ny”k sekvencˇı´m, cozˇ umozˇnı´ pouzˇitı´ klasicke´ho shlu-
kova´nı´. Model sekvencˇnı´ho shlukova´nı´ kazˇdopa´dneˇ vede k vytvorˇenı´ mnohem veˇtsˇı´ho
monozˇstvı´ shluku˚, nezˇ obycˇejna´ shlukovacı´ metoda a proto je prova´deˇn tzv. shlukovy´
rozklad (cluster decomposition), ktery´ oddeˇluje shluky obsahujı´cı´ sekvence a shluky ob-
sahujı´cı´ ostatnı´ atributy.
Algoritmus sekvencˇnı´ho shlukova´nı´ vyzˇaduje neˇkolik hodnot. Prvnı´ hodnotou je klı´cˇ
(single key), ktery´ jednoznacˇneˇ identifikuje dany´ za´znam.
Druhou hodnotou je samotna´ sekvence - jde o vhnı´zdeˇnou tabulku obsahujı´cı´ identi-
fika´tory sloupcu˚ sekvencı´ (musı´ jı´t o porovnatelny´ datovy´ typ - naprˇ cˇı´selny´ identifika´tor
webove´ stra´nky, textovy´ rˇeteˇzec, atd.). Pro kazˇdou sekvenci je povolen pra´veˇ jeden iden-
tifika´tor a pro kazˇdy´ model mu˚zˇe existovat pouze jeden typ sekvencı´.
Trˇetı´, nepovinnou, hodnotou jsou nesekvencˇnı´ atributy (mu˚zˇou obsahovat vhnı´zdeˇne´
sloupce).
3.7.5 Parametry pro optimalizaci sekvencˇnı´ho shlukova´nı´
CLUSTER COUNT
- Specifikuje prˇiblizˇny´ pocˇet shluku˚, ktere´ majı´ by´t algoritmem vytvorˇeny. Pokud
nemu˚zˇe by´t u dat toto mnozˇstvı´ shluku˚ vytvorˇeno, vytvorˇı´ algoritmus tolik shluku˚,
kolik je mozˇne´. Prˇi nastavenı´ tohoto parametru na 0 je pro nalezenı´ pocˇtu budo-
vany´ch shluku˚ pouzˇita heuristika.
Vy´chozı´ hodnota je 10.
MINIMUM SUPPORT
- Specifikuje minima´lnı´ pocˇet za´znamu˚ potrˇebny´ch pro vytvorˇenı´ shluku.
Vy´chozı´ hodnota je 10.
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MAXIMUM SEQUENCE STATES
- Specifikuje maxima´lnı´ pocˇet stavu˚, ktere´ mu˚zˇe sekvence mı´t. Nastavenı´ tohoto
cˇı´sla na hodnotu vysˇsˇı´ nezˇ 100 mu˚zˇe zpu˚sobit, zˇe algoritmus vytvorˇı´ model, ktery´
ebude poskytovat smysluplne´ informace.
Vy´chozı´ hodnota je 64.
MAXIMUM STATES
- Specifikuje maxima´lnı´ algoritmem podporovany´ pocˇet stavu˚ pro nesekvencˇnı´ atri-
but. Pokud je pocˇet stavu˚ nesekvencˇnı´ho atributu vysˇsˇı´ nezˇ povolene´ maximum,
pouzˇije algoritmus ”nejpopula´rneˇjsˇı´”stavy a chova´ se, jakoby zby´vajı´cı´ stavy scha´zely
(missing).
Vy´chozı´ hodnota je 100.
3.8 Rozhodovacı´ stromy
Princip algoritmu rozhodovacı´ch stromu˚ je sˇiroce rozsˇı´rˇen i v rˇadeˇ ne-informaticky´ch
veˇdnı´ch disciplı´n (zejme´na naprˇ. v biologii). V podstateˇ jde o postupne´ rozdeˇlova´nı´ jed-
notlivy´ch prvku˚ do kateogoriı´, na za´kladeˇ jejich parametru˚.
Konstrukce stromu probı´ha´ pomocı´ metody rozdeˇl a panuj (divide and conquer) - vstupnı´
data se rozdeˇlujı´ na sta´le mensˇı´ podmnozˇiny, ve ktery´ch prˇevla´dajı´ prvky se stejnou hod-
notou dane´ho parametru. Tento postup je te´zˇ oznacˇova´n jako top down induction of decision
trees (indukce rozhodovacı´ho stromu shora dolu˚ - zkra´ceneˇ TDIDT)[4].
Obecne´ sche´ma takove´ho algoritmu je k dispozici v publikaci [4]:
algoritmus TDIDT:
1. Zvol jeden atribut jako korˇen dı´lcˇı´ho stromu.
2. Rozdeˇl data v tomto uzlu na podmnozˇiny podle hodnot zvolene´ho atributu a prˇidej uzel pro
kazˇdou podmnozˇinu.
3. Existuje-li uzel, pro ktery´ nepatrˇı´ vsˇechna data do te´zˇe trˇı´dy, pro tento uzel opakuj postup
od bodu 1, jinak skoncˇi.
Podstata spra´vne´ho pru˚beˇhu algoritmu spocˇı´va´ ve zpu˚sobu vy´beˇru atributu, ktery´ se
pouzˇije pro veˇtvenı´. Za tı´mto u´cˇelem jsou zpravidla pouzˇı´va´ny techniky naprˇ. z oboru˚
teorie informace a pravdeˇpodobnosti (Shannonova entropie, informacˇnı´ zisk, pomeˇrny´
informacˇnı´ zisk, vzda´lenost mezi atributem a trˇı´dou [5], atd.).
3.8.1 Implementace rozhodovacı´ch stromu˚ v SQL Serveru 2008
Syste´m SQL Server 2008 podporuje tvorbu rozhodovacı´ch stromu˚ jak z diskre´tnı´ch, tak
ze spojity´ch atributu˚. Procesy tvorby a spra´vy stromu obstara´va´ hybridnı´ algoritmus.
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MSDT algoritmus ucˇı´ Bayseovskou sı´t’4 pomocı´ prˇedchozı´ch znalostı´ a statisticky´ch
dat. Cˇa´st ktera´ obsluhuje metodiku vy´beˇru vhodny´ch dat pro ucˇenı´ je zalozˇena na tes-
tova´nı´ podobnostnı´ rovnosti (likelihood equivalence).
Kazˇdy´ prˇı´pad prˇebı´ra´ prˇednostnı´ Bayesovskou sı´t’ a mı´ru jejı´ du˚veˇryhodnosti. S pouzˇitı´m
te´to sı´teˇ algoritmus vypocˇı´ta´ pravdeˇpodobnost a posteriori sı´t’ovy´ch struktur a vybere ty
s nejvysˇsˇı´ hodnotou.
Metoda pro vy´pocˇet nejlepsˇı´ho stromu je vybra´na na za´kladeˇ zadane´ u´lohy. Mu˚zˇe
jı´t o linea´rnı´ regresi, klasifikaci nebo asociacˇnı´ analy´zu. Tvar stromu dane´ho modelu je
za´visly´ na ohodnocovacı´ metodeˇ a dalsˇı´ch pouzˇity´ch parametrech (jejich zmeˇna mu˚zˇe
ovlivnit rozdeˇlenı´ uzlu˚).
Proces tvorby stromu˚ vyuzˇı´va´ pro urcˇenı´ nejhodnotneˇjsˇı´ch atributu˚ tzv. selekce rysu˚ -
ta za´rovenˇ vyrˇazuje rˇı´dce zastoupene´ atributy. Jednotlive´ hodnoty jsou navı´c umı´steˇny
do ”kosˇu˚”, ktere´ jsou pro urychlenı´ vy´konu zpracova´va´ny jako celek.
Strom je budova´n na za´kladeˇ rozpozna´va´nı´ korelacı´ mezi vstupy a vy´stupy. Po analy´ze
vsˇech atributu˚ je vybra´n ten, podle neˇjzˇ je mozˇno vy´stupy nejle´pe rozdeˇlit. Mı´sto oddeˇlenı´
je urcˇeno rovnicı´ pocˇı´tajı´cı´ informacˇnı´ zisk - atribut s nejvysˇsˇı´m uzˇitkem je pouzˇit pro
rozdeˇlenı´ hodnot podmnozˇiny, na ktere´ jsou rekurentneˇ analyzova´ny stejny´m procesem
tak dlouho, dokud je strom mozˇno da´le veˇtvit.
V prˇı´padeˇ, zˇe jsou prediktibilnı´ atributy i vstupy diskre´tnı´, prova´dı´ se vy´pocˇet vy-
tvorˇenı´m matice a na´sledny´m ohodnocenı´m kazˇde´ jejı´ bunˇky.
Pokud jsou atributy diskre´tnı´, ale vstupy jsou spojite´, je provedena automaticka´ dis-
kretizace vsˇech takovy´ch vstupu˚.
Pro atributy diskre´tnı´ povahy, je pouzˇit klasifikacˇnı´ postup.
V prˇı´padeˇ atributu˚ obsahujı´cı´ch spojite´ hodnoty je pro indikaci rˇezu pouzˇita linea´rnı´
regrese.
3.8.2 Linea´rnı´ regrese
Linea´rnı´ regrese je metoda pouzˇı´vana´ pro nacha´zenı´ linea´rnı´ch vztahu˚ mezi za´vislou a
neza´vislou promeˇnnou. Regresnı´ krˇivka, ktera´ tuto relaci vyjadrˇuje, je definova´na tzv. re-
gresnı´ rovnicı´ y = ax+ b. Kde y prˇedstavuje vy´stupnı´ promeˇnnou, x vstupnı´ promeˇnnou
a a a b jsou nastavitelne´ parametry. Tyto parametry uda´vajı´ odchylku dane´ho prvku od
idea´lnı´ krˇivky.
Z technicke´ho hlediska je algoritmus linea´rnı´ regrese u´pravou algoritmu rozhodo-
vacı´ch stromu˚, optimalizovanou pro modelova´nı´ pa´rovy´ch spojity´ch atributu˚. Pro tento
u´cˇel jsou parametry algoritmu nastaveny tak, aby zamezily ru˚stu stromu a data se tak
drzˇela v jedine´m uzlu - strom tedy netvorˇı´ zˇa´dne´ veˇtve.
4Bayesovska´ sı´t’ je pravdeˇpodobnostnı´ model reprezentovany´ acyklicky´m orientovany´m grafem. Tento
model vyjadrˇuje podmı´neˇnou za´vislost na´hodny´ch promeˇnny´ch (pozorovatelne´ velicˇiny, skryte´ promeˇnne´,
nezna´me´ parametry, atd.). Hrany zde reprezentujı´ hodnotu podmı´neˇnou za´vislost - uzly, ktere´ nejsou
prˇilehle´ nevykazujı´ zˇa´dnou za´vislost.
Uzel je spojen s pravdeˇpodobnostnı´ funkcı´, jejı´mizˇ vstupy jsou prˇı´slusˇne´ vstupy pro rodicˇovsky´ uzel a
vy´stupem pravdeˇpodobnost promeˇnne´ reprezentovane´ vlastnı´m uzlem [9].
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Te´to vlastnosti je dosazˇeno tı´m, zˇe parametr MINIMUM LEAF CASES je nastaven
na vysˇsˇı´ nebo stejnou hodnotu, jako je celkovy´ pocˇet za´znamu˚, ktere´ algoritmus vyuzˇı´va´
k tre´nova´nı´ modelu. Algoritmus tak nikdy nevytvorˇı´ veˇtvenı´ a vykona´va´ tedy linea´rnı´
regresi.
Linea´rnı´ regrese pouzˇı´va´ pro selekci rysu˚ metodu sko´re zajı´mavosti, je tomu tak proto,
zˇe model podporuje pouze spojite´ hodnoty.
Tato metoda nacha´zı´ vyuzˇitı´ prˇi prˇedvı´da´nı´ vy´voje trendu˚ na za´kladeˇ obchodnı´ch
dat, predikce vy´teˇzˇku chemicky´ch reakcı´, kalibraci meˇrˇı´cı´ch syste´mu˚, atd.
3.8.3 Parametry pro optimalizaci rozhodovacı´ch stromu˚
Vy´konnost algoritmu metody rozhodovacı´ch stromu˚ je mozˇne´ ovlivnit uprˇesneˇnı´m teˇchto
parametru˚:
COMPLEXITY PENALTY
- Kontroluje ru˚st rozhodovacı´ho stromu. Nı´zka´ hodnota zvysˇuje pocˇet sˇteˇpu˚, vy-
soka´ jej naopak snizˇuje. Vy´chozı´ hodnota je zalozˇena na pocˇtu atributu˚ konkre´tnı´ho
modelu:
- Pro 1 azˇ 9 atributu˚ je vy´chozı´ hodnota 0,5.
- Pro 10 azˇ 99 atributu˚ je vy´chozı´ hodnota 0,9.
- Pro 100 a vı´ce atributu˚ vy´chozı´ hodnota 0,99.
FORCE REGRESSOR
- Prˇikazuje algoritmu pouzˇı´t ucˇene´ sloupce jako regresory, bez ohledu na du˚lezˇitost
sloupcu˚ urcˇenou algoritmem. Tento parametr je pouzˇı´va´n pouze pro stromy predi-
kujı´cı´ atributy se spojitou hodnotou.
MAXIMUM INPUT ATTRIBUTES
- Urcˇuje maxima´lnı´ pocˇet vstupnı´ch atributu˚ ktere´ mohou by´t poskytnuty algo-
ritmu prˇed aplikova´nı´m selekce rysu˚. Nastavenı´ na 0 selekci rysu˚ pro vstupnı´ atri-
buty vyrˇadı´.
Vy´chozı´ hodnota je 255.
MAXIMUM OUTPUT ATTRIBUTES
- Urcˇuje maxima´lnı´ pocˇet vy´stupnı´ch atributu˚ ktere´ mohou by´t poskytnuty algo-
ritmu prˇed aplikova´nı´m selekce rysu˚. Nastavenı´ na 0 selekci rysu˚ pro vy´stupnı´
atributy vyrˇadı´.
Vy´chozı´ hodnota je 255.
MINIMUM SUPPORT
- Urcˇuje minima´lnı´ pocˇet listovy´ch hodnot potrˇebny´ch pro vytvorˇenı´ sˇteˇpu v roz-
hodovacı´m stromu.
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Tuto hodnotu je vhodne´ zvy´sˇit, pokud je mnozˇina zpracova´vany´ch dat prˇı´lisˇ velka´
- vyhneme se tak prˇetre´nova´nı´ (overtraining).




2 Bayesian with K2 Prior
3 Bayesian Dirichlet Equivalent (BDE) Prior(vy´chozı´)
SPLIT METHOD
Urcˇuje metodu pouzˇitou pro rozsˇteˇpenı´ uzlu. K dispozici jsou na´sledujı´cı´ mozˇnosti.
ID Na´zev
1 Bina´rnı´: Indikuje, zˇe strom ma´ by´t rozdeˇlen do dvou veˇtvı´, neza´visle na cˇı´selne´
hodnoteˇ atributu.
2 Kompletnı´: Indikuje, zˇe strom mu˚zˇe vytva´rˇet tolik sˇteˇpu˚, kolik ma´ atribut hodnot.
3 Obojı´: Specifikuje, zˇe sluzˇby analy´zy (Analysis Services) mohou rozpoznat, kte-
rou z rozdeˇlovacı´ch metod je vhodne´ pouzˇı´t pro zı´ska´nı´ nejlepsˇı´ch vy´sledku˚.
Vy´chozı´ hodnota je 3
3.9 Naivnı´ Bayesova metoda
Bayesu˚v teore´m je pojem z teorie pravdeˇpodobnosti (pojmenova´n je po Thomasu Baye-
sovi, ktery´ jej poprve´ rozebral ve sve´m pojedna´nı´ An Essay towards solving a Problem in the
Doctrine of Chances ). Toto tvrzenı´ ukazuje, jak jedna podmı´neˇna´ pravdeˇpodobnost za´visı´
na jejı´ inverzi.
P (A | B) = P (B | A)P (A)
P (B)
Zastoupenı´ jednotlivy´ch hypote´z, je vyja´drˇeno tzv. apriornı´ pravdeˇpodobnostı´ P(A). Zmeˇnu
pravdeˇpodobnosti hypote´zy v prˇı´padeˇ nasta´nı´ uda´losti B pak vyjadrˇuje podmı´neˇna´ prav-
deˇpodobnost P (B | A) (te´zˇ aposteriornı´ pravdeˇpodobnost). Pravdeˇpodobnost evidence je
vyja´drˇena velicˇinou P(B).
Za´kladnı´m prˇedpokladem naivnı´ho bayesovske´ho klasifika´toru je prˇedpoklad, zˇe prˇi
platnosti hypote´zy B jsou evidence A podmı´neˇneˇ neza´visle´.
Bayesovska´ klasifikace se pouzˇı´va´ naprˇ. prˇi filtrova´nı´ spamu z E-mailovy´ch schra´nek,
klasifikaci dokumentu˚, nebo pravdeˇpodobnosti bonity klientu˚ bank, a pod.
3.9.1 Implementace naivnı´ Bayesovy metody v SQL Serveru 2008
Naivnı´ Bayesova metoda (slovo naivnı´ je zde pouzˇito proto, zˇe nebere v u´vahu take´
pouze potencia´lneˇ existujı´cı´ za´vislosti) je klasifikacˇnı´ algoritmus pouzˇı´vany´ pro predik-
tivnı´ modelova´nı´.
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Algortimus vycha´zı´ z Bayesova teore´mu a je urcˇen prˇedevsˇı´m pro rychle´ generova´nı´
dolovacı´ch modelu˚ a zjisˇt’ova´nı´ vztahu˚ mezi vstupnı´mi a predikovany´mi sloupci. Na´sledneˇ
je vhodne´ na za´kladeˇ vy´sledku˚ aplikovat dalsˇı´, na´rocˇneˇjsˇı´ a efektivneˇjsˇı´ metody.
Algortimus pocˇı´ta´ pravdeˇpodobnost vsˇech stavu˚ pro kazˇdy´ vstupnı´ sloupec. Vy´stupem
je mnozˇina vsˇech mozˇny´ch stavu˚ predikovane´ho sloupce.
Pro prˇı´padne´ graficke´ zna´zorneˇnı´ je mozˇno pouzˇı´t na´stroj Microsoft Naive Bayes Viewer.
3.9.2 Parametry pro optimalizaci naivnı´ Bayesovy metody
MAXIMUM INPUT ATTRIBUTES
- Urcˇuje maxima´lnı´ pocˇet vstupnı´ch atributu˚, ktere´ mohou by´t poskytnuty algo-
ritmu prˇed aplikova´nı´m selekce rysu˚. Nastavenı´ na 0 selekci rysu˚ pro vstupnı´ atri-
buty vyrˇadı´.
Vy´chozı´ hodnota je 255.
MAXIMUM OUTPUT ATTRIBUTES
- Urcˇuje maxima´lnı´ pocˇet vy´stupnı´ch atributu˚, ktere´ mohou by´t poskytnuty algo-
ritmu prˇed aplikova´nı´m selekce rysu˚. Nastavenı´ na 0 selekci rysu˚ pro vy´stupnı´ atri-
buty vyrˇadı´.
Vy´chozı´ hodnota je 255.
MINIMUM DEPENDENCY PROBABILITY
- Specifikuje minima´lnı´ pravdeˇpodobnost za´vislosti mezi vstupnı´mi a vy´stupnı´mi
atributy. Tato hodnota je pouzˇı´va´na k nastavova´nı´ limitu˚ velikosti obsahu genero-
vany´m tı´mto algoritmem. Tato vlastnost naby´va hodnot od 0 do 1. Vysˇsˇı´ hodnoty
snizˇujı´ pocˇet atributu˚ v modelu.
Vy´chozı´ hodnota je 0,5.
MAXIMUM STATES
- Specifikuje maxima´lnı´ podporovany´ pocˇet diskre´tnı´ch stavu˚ na atribut. Pokud je
pocˇet stavu˚ pro dany´ atribut vysˇsˇı´ nezˇ hodnota tohoto parametru, pouzˇije algorit-
mus pro tento atribut ”nejoblı´beneˇjsˇı´”stavy a ostatnı´ stavy ignoruje.
Vy´chozı´ hodnota je 100.
3.10 Neuronove´ sı´teˇ
Neuronove´ sı´teˇ jsou zhruba 60 let stary´m vy´pocˇetnı´m (respektive matematicky´m) mo-
delem. Prˇedlohou tohoto konceptu jsou biologicke´ neuronove´ sı´teˇ. Prvnı´ matematicky´
na´vrh vytvorˇil v roce 1943 matematik Walter Pitts ve spolupra´ci s neurofyziologem Warre-
nem McCullochem.
Na za´kladeˇ tohoto modelu vytvorˇili prvnı´ elektronicky´ obvod, ktery´ simuloval jed-
noduchou neuronovou sı´t’. V roce 1949 vydal Donald Hebb svou pra´ci ”The Organization
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of Behavior”, ve ktere´ poukazuje, zˇe spoje mezi neurony se posilujı´ tı´m vı´ce, cˇı´m vı´ce jsou
pouzˇı´va´ny.
Chova´nı´ umeˇly´ch neuronovy´ch sı´tı´ se ve sve´ podstateˇ nelisˇı´ od chova´nı´ jejich bio-
logicky´ch proteˇjsˇku˚. Neuron se skla´da´ z neˇkolika vstupnı´ch kana´lu˚ a jednoho kana´lu
vy´stupnı´ho, pomocı´ ktery´ch je propojen s jiny´mi neurony. Vstupnı´ kana´ly majı´ nastavene´
va´hy, pomocı´ ktery´ch je neuronem vyhodnocova´na priorita jejich signa´lu.
Od doby vzniku prvnı´ch neuronovy´ch sı´tı´, dosˇlo k vytvorˇenı´ ru˚zny´ch specificky´ch
druhu˚ (topologiı´), ktere´ se vı´ce, cˇi me´neˇ lisˇı´ ve zpu˚sobu ucˇenı´, propojenı´ neuronu˚, atd.
3.10.1 Implementace neuronovy´ch sı´tı´ v SQL Serveru 2008
Neuronove´ sı´teˇ jsou v SQL Serveru 2008 reprezentova´ny dveˇma metodami. Prvnı´ meto-
dou je model sı´teˇ vı´cevrstve´ho perceptronu, druha´ metoda, logisticka´ regrese, je princi-
pielneˇ shodna´ s prvnı´ - lisˇı´ se vsˇak v neˇktery´ch technicky´ch detailech.
Obra´zek 1: Sche´ma vı´cevrstve´ho perceptronu
3.10.1.1 Vı´cevrstvy´ perceptron MS SQL Server 2008 pouzˇı´va´ model mnohovrstve´ho
perceptronu. Vı´cevrstva´ sı´t’ sesta´va´ ze vstupnı´ vrstvy neuronu˚, skryte´ vrstvy a vy´stupnı´
vrstvy. Neurony stejny´ch vrstev spolu nejsou spojeny, zato jsou propojeny se vsˇemi neu-
rony vrstvy na´sledujı´cı´.
Vstupnı´ data vcha´zı´ jako vstup do vstupnı´ vrstvy a odtud se pak lavinoviteˇ sˇı´rˇı´ do
vy´stupnı´ vrstvy. Vstupnı´ neurony zprostrˇedkova´vajı´ hodnoty vstupnı´ch atributu˚ modelu
pro dolova´nı´ dat, jejich vstupem jsou tedy pu˚vodnı´ data.
Neurony skryte´ vrstvy zajisˇt’ujı´ spojenı´ mezi vstupnı´ a vy´stupnı´ vrstvou. Vstupy
kazˇde´ho z neuronu˚ te´to vrstvy jsou propojeny se vsˇemi vy´stupy vsˇech neuronu˚ vrstvy
prˇedchozı´, lisˇı´ se ovsˇem v nastavenı´ vah. Cˇı´m je va´ha vysˇsˇı´, tı´m je tento vstup du˚lezˇiteˇjsˇı´.
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Va´ha mu˚zˇe naby´vat jak kladny´ch tak za´porny´ch hodnot - tı´m je rˇesˇen proble´m inhibice
(pro hodnoty za´porne´), respektive aktivace (pro hodnoty kladne´) jednotlivy´ch neuronu˚.
Vztah mezi skrytou a vy´stupnı´ vrstvou je analogicky´ vztahu mezi vrstvou vstupnı´ a skry-
tou.
3.10.1.2 Logisticka´ regrese Algoritmus logisticke´ regrese vycha´zı´ z prˇedchozı´ me-
tody. Oproti nı´ je zde vsˇak hodnota parametru HIDDEN NODE RATIO pevneˇ nastavena
na hodnotu 0. Skryta´ vrstva zde tı´m pa´dem neexistuje. Tento model tedy pracuje stejneˇ,
jako model logisticke´ regrese.
Logisticka´ regrese je statistickou metodou a vznikla jako alternativa metody nejmensˇı´ch
cˇtvercu˚ pro takove´ prˇı´pady, kdy je vysveˇtlovana´ promeˇnna´ bina´rnı´. Mu˚zˇe slouzˇit jako
klasifikacˇnı´ metoda v prˇı´padeˇ, zˇe nejsou splneˇny podmı´nky vı´cerozmeˇrne´ho norma´lnı´ho
datove´ho modelu.
Tato metoda odhaduje pravdeˇpodobnost vy´skytu urcˇite´ho jevu na za´kladeˇ zna´my´ch
hodnot, ktere´ majı´ na dany´ deˇj vliv (neza´visly´ch promeˇnny´ch). Pravdeˇpodobnost, zˇe deˇj
nastane (tzn. sledovana´ promeˇnna´ nabude hodnoty 1), je urcˇena tzv. logistickou funkcı´.
V praxi se metoda logisticke´ regrese pouzˇı´va´ zejme´na v le´karˇstvı´ (hleda´nı´ faktoru˚
ovlivnˇujı´cı´ch vy´skyt infarktu, rakoviny, atd.) socia´lnı´ch veˇda´ch (hleda´nı´ faktoru˚ ovlivnˇujı´cı´ch
vy´skyt socio-patologicky´ch jevu˚) a pru˚myslu (ohodnocova´nı´ vy´robnı´ch jednotek).
3.10.2 Parametry pro optimalizaci neuronovy´ch sı´tı´
HIDDEN NODE RATIO - Specifikace pomeˇru mezi pocˇtem neuronu˚ skryte´ vrstvy
a pocˇtem neuronu˚ vstupnı´ a vy´stupnı´ vrstvy. Pocˇa´tecˇnı´ mnozˇstvı´ neuronu˚ ve skryte´
vrstveˇ je da´no vzorcem:
HIDDEN NODE RATIO ∗ SQRT (vstupn´ı neurony ∗ vy´stupn´ı neurony)
Vy´chozı´ hodnota tohoto parametru je 4,0.
HOLDOUT PERCENTAGE
- Specifikace procenta za´znamu˚ z tre´ninkovy´ch dat pouzˇity´ch pro kalkulaci chyby
zpozˇdeˇnı´, ktera´ je pouzˇita jako jedno ze zastavovacı´ch krite´riı´ prˇi pru˚beˇhu tre´nova´nı´
modelu.
Vy´chozı´ hodnota je 30.
HOLDOUT SEED
- Specifikace cˇı´sla, ktere´ je pouzˇito jako ja´dro pseudo-na´hodne´ho genera´toru pro
na´hodne´ rozpozna´nı´ pozastavovacı´ch dat. Pokud je nastaven na 0, generuje algo-
ritmus ja´dro zalozˇene´ na jme´nu dolovacı´ho modelu.
Vy´chozı´ hodnota je 0.
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MAXIMUM INPUT ATTRIBUTES
- Urcˇuje maxima´lnı´ pocˇet vstupnı´ch atributu˚ ktere´ mohou by´t poskytnuty algo-
ritmu prˇed aplikova´nı´m selekce rysu˚. Nastavenı´ na 0 selekci rysu˚ pro vstupnı´ atri-
buty vyrˇadı´.
Vy´chozı´ hodnota je 255.
MAXIMUM OUTPUT ATTRIBUTES
- Urcˇuje maxima´lnı´ pocˇet vy´stupnı´ch atributu˚ ktere´ mohou by´t poskytnuty algo-
ritmu prˇed aplikova´nı´m selekce rysu˚. Nastavenı´ na 0 selekci rysu˚ pro vy´stupnı´
atributy vyrˇadı´.
Vy´chozı´ hodnota je 255.
MAXIMUM STATES
- Specifikuje maxima´lnı´ podporovany´ pocˇet diskre´tnı´ch stavu˚ na atribut. Pokud je
pocˇet stavu˚ pro dany´ atribut vysˇsˇı´ nezˇ hodnota tohoto parametru, pouzˇije algorit-
mus pro tento atribut ”nejoblı´beneˇjsˇı´”stavy a ostatnı´ stavy ignoruje.
Vy´chozı´ hodnota je 100.
SAMPLE SIZE
- Specifikuje pocˇet za´znamu˚ pouzˇity´ch pro tre´nova´nı´ modelu. Algoritmus pouzˇije
bud’ toto cˇı´slo, nebo procentua´lnı´ vyja´drˇenı´ zı´skane´ z parametru HOLDOUT PERCENTAGE.
Vy´chozı´ honota je 10000.
31
4 Experimenty s dolova´nı´m dat pomocı´ SQL Serveru 2008
Cı´lem experimentu˚ v te´to pa´ci, je demonstrace integracˇnı´ch a analyticky´ch sluzˇeb SQL
Serveru 2008. Testova´nı´ reportovacı´ch sluzˇeb zde nema´ prakticky´ vy´znam.
Pro experimenty byla zvolena databa´ze logu˚ ze syste´mu Moodle Slezske´ univerzity
v Opaveˇ. Tato databa´ze sesta´va´ z sˇesti sloupcu˚:
Kurz - obsahuje ko´d urcˇujı´cı´ studijnı´ kurz
Cˇas - cˇas prˇihla´sˇenı´ do syste´mu
IP adresa - IP adreas z ktere´ se student prˇihlasˇoval
Cely´ na´zev - rˇeteˇzec zastupujı´cı´ pro u´cˇely anonymizace skutecˇne´ jme´no studenta
Akce - provedeny´ druh akce (naprˇ. prˇihla´sˇenı´, otevrˇenı´ souboru, atd.)
Informace - doplnˇujı´cı´ informace sloupce ”Akce”(naprˇ. jme´no otevı´rane´ho souboru,
cˇı´slo prohlı´zˇene´ diskuze, atd.)
Soubor s databa´zı´ je typu ”flat file” (prˇı´pona .csv5). Prvnı´ rˇa´dek obsahuje na´zvy sloupcu˚
tabulky, da´le na´sledujı´ jednotlive´ za´znamy (sloupce jsou oddeˇleny strˇednı´ky). Celkem
soubor obsahuje 517 269 za´znamu˚ (49,4 MB).
Testy metod dolova´nı´ dat byly prova´deˇny na pocˇı´tacˇi obsahujı´cı´m procesor Intel Pen-
tium Core Duo (2,8 GHz) vybavene´m 2 GB RAM pameˇti. Pro prohlı´zˇenı´ a manipulaci s
daty zdrojove´ho souboru se mi osveˇdcˇil program PSPad - MS Word, MS Excel a Open
Office Calc nebyly schopny tento objem dat korektneˇ zobrazit.
4.1 Tvorba integracˇnı´ho projektu
Prˇed samotny´mi pokusy s aplikacemi jednotlivy´ch DM metod je nejprve potrˇeba zave´st
data ze souboru do databa´ze.
Po prvnı´m pokusu o tvorbu DM modelu nad celou databa´zı´ jsem se bohuzˇel setkal
s neu´speˇchem - prˇi zpracova´va´nı´ databa´ze analytickou sluzˇbou docha´zelo k prˇetecˇenı´
pameˇti. Rozhodl jsem se proto pro extrakci za´znamu˚ do zvla´sˇtnı´ch souboru˚. Rozdeˇlenı´
jsem provedl na za´kladeˇ hodnoty sloupce ”Kurz” - kurzu˚, ktery´m odpovı´dal relativneˇ
vysoky´ pocˇet za´znamu˚.
Vybra´ny byly tyto kurzy (za na´zvem kurzu je v za´vorce uveden jeho ko´d): Mikroe-
konomie A (OPF-ZS-08/09-EK/EMIA-E), Sociologie (OPF-ZS-08/09-SV/ESOC-E) a En-
glish 1 (OPF-ZS-08/09-KCJK/EA11-E).
5Comma Separated Values - databa´zovy´ soubor s hodnotami oddeˇleny´mi zpravidla cˇa´rkou
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Obra´zek 2: Sche´ma hlavnı´ho integracˇnı´ho projektu
4.1.1 Extrakce dat do souboru˚
Proces tvorby za´kladnı´ho integracˇnı´ho projektu, ktery´ prova´dı´ rozdeˇlova´nı´ za´znamu˚ ze
zdrojove´ho souboru, sesta´val z na´sledujı´cı´ch kroku˚:
1. V programu SQL Server Business Intelligence Developmnet Studio (v neˇmzˇ probı´ha´
vesˇkera´ na´sledujı´cı´ cˇinnost) jsem vytvorˇil novy´ integracˇnı´ projekt (Integration ser-
vices project).
2. Da´le je potrˇeba vytvorˇit cı´love´ CSV soubory, do ktery´ch se budou extrahovane´
za´znamy ukla´dat6.
6Prˇi pozdeˇjsˇı´ tvorbeˇ manazˇeru˚ spojenı´ s teˇmito soubory jsem zjistil, zˇe je vhodne´ do teˇchto souboru˚ rucˇneˇ
vlozˇit na´zvy sloupcu˚ zı´skane´ ze zdrojove´ho souboru (tedy prvnı´ rˇa´dek). Manazˇery spojenı´ meˇly v neˇktery´ch
prˇı´padech s kopı´rova´nı´m na´zvu˚ sloupcu˚ ze zdrojove´ho souboru proble´m.
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3. V nove´m projektu jsem na panel Control Flow umı´stil prvek Data Flow Task. Tato
u´loha se da´le skla´da´ z bloku pro nacˇtenı´ dat, jejich roztrˇı´deˇnı´ a na´sledne´ ulozˇenı´ do
novy´ch CSV souboru˚.
4. Dalsˇı´ cˇa´st tvorby pokracˇovala na panelu Data Flow, ktery´ slouzˇı´ k sestavenı´ jednot-
livy´ch kroku˚ u´lohy toku dat. Nejprve je potrˇeba urcˇit zdroj extrahovany´ch dat, pro
tento u´cˇel jsem pouzˇil box ”Flat File Source”.
5. Pro spojenı´ projektu se soubory a databa´zemi se pouzˇı´vajı´ tzv. manazˇery spojenı´ (con-
nection manager). Tento projekt pracuje pouze se soubory - je tedy potrˇeba vytvorˇit
managery spojenı´ pro zdrojovy´ soubor a vsˇechny vy´stupnı´ soubory.
6. Na´sleduje steˇzˇejnı´ cˇa´st - tvorba funkcˇnı´ cˇa´sti, ktera´ provede rozdeˇlenı´ nacˇı´tany´ch
za´znamu˚ do prˇı´slusˇny´ch vy´stupnı´ch souboru˚. K tomuto u´cˇelu slouzˇı´ box Conditi-
onal Split. Datovy´ vstup tohoto boxu je tvorˇen prˇipojenı´m zdrojove´ho souboru. Ve
vlastnostech te´to komponenty je pak mozˇno nastavit pocˇet vy´stupnı´ch ”veˇtvı´”a je-
jich podmı´nky. Pro kazˇdy´ kurz, ktery´ chceme ze zdrojove´ho souboru extrahovat,
vytvorˇı´me novou veˇtev s podmı´nkou formulovanou na´sledovneˇ:
SUBSTRING(Kurz, 2, 22) == ”OPF − ZS − 08/09− EK/EMIA− E”
Program tedy zjisˇt’uje, zda dany´ za´zam ve sloupci ”Kurz”naby´va´ hodnoty ”OPF-
ZS-08/09-EK/EMIA-E”(v tomto prˇı´padeˇ jde o podmı´nku pro extrakci za´znamu˚
ty´kajı´cı´ch se kurzu mikroekonomie - podmı´nky pro ostatnı´ kurzy jsou tvorˇeny ob-
dobneˇ).
7. Nakonec je potrˇeba vytvorˇit vy´stupnı´ cˇa´sti integracˇnı´ho projektu. Vy´stup dat zameˇrˇı´me
do CSV souboru˚ vytvorˇeny´ch ve druhe´m kroku. Pro tento prˇı´pad jsem pouzˇil kom-
ponenty Flat File Destination, ktere´ se starajı´ o za´pis vstupnı´ch dat do souboru urcˇene´ho
manazˇerem spojenı´. Teˇchto komponent (a k nim prˇı´slusˇejı´cı´ch manazˇeru˚) je potrˇeba
vytvorˇit tolik, kolik je vy´stupnı´ch souboru˚.
Da´le jizˇ jen zby´va´ napojit vy´stupnı´ veˇtve komponenty Conditional Split na vstupy
komponent Flat File Destination(viz obr. 2) a spustit projekt.
4.1.2 Zavedenı´ obsahu souboru do databa´ze
Po vytvorˇenı´ oddeˇleny´ch souboru˚ obsahujı´cı´ch za´znamy ty´kajı´cı´ch se jednotlivy´ch kurzu˚
je potrˇeba nacˇı´st jejich obsah do relacˇnı´ databa´ze. Postup pro jednotlive´ soubory se nijak
nelisˇı´.
1. Pomocı´ na´stroje SQL Server Management Studio jsem zalozˇil novou databa´zi, ktera´
bude slouzˇit pro ulozˇenı´ zdrojovy´ch dat do jednotlivy´ch tabulek.
2. V SQL Server Business Intelligence Developmnet Studiu jsem podobneˇ, jako v mi-
nule´m prˇı´padeˇzalozˇil novy´ integracˇnı´ projekt, sesta´vajı´cı´ z jedine´ u´lohy - Data Flow
Task.
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3. Na panel Data Flow jsem umı´stil komponenty Flat File Source, ktera´ urcˇuje zdrojovy´
soubor s daty a OLE DB Destination, urcˇujı´cı´ cı´lovou databa´zi.
4. Nakonec jsem vytvorˇil manazˇery spojenı´ pro Flat File soubor a OLE databa´zi. Manazˇera
spojenı´ se souborem jsem prˇipojil k souboru se zdrojovy´mi daty a manazˇera spojenı´
s databa´zı´ jsem prˇipojil k databa´zi vytvorˇene´ v prvnı´m kroku a nechal jej vytvorˇit
tabulku pro zava´deˇna´ data.
Spusˇteˇnı´m projektu dojde k zavedenı´ dat ze souboru do cı´love´ databa´ze, resp. ta-
bulky.
4.2 Testova´nı´ analyticky´ch sluzˇeb
Po zavedenı´ dat ze zdrojovy´ch souboru˚ do databa´ze je mozˇno prˇistoupit k testu˚m jed-
notlivy´ch analyticky´ch metod. Cı´lem na´sledujı´cı´ch experimentu˚ je porovnat efektivitu a
vhodnost vy´stupu˚ pro zpracova´nı´ zadane´ho typu dat.
Pro u´cˇel testova´nı´ analyticky´ch sluzˇeb jsem zvolil soubor s daty kurzu Mikroekono-
mie A. Tento soubor sesta´va´ ze stejny´ch sloupcu˚ jako soubor se zdrojovy´mi daty. Soubor
obsahuje 65013 za´znamu˚.
Tvorba projektu analyticke´ sluzˇby je pro vsˇechny analyzovane´ soubory identicka´. Po
zalozˇenı´ nove´ho analyticke´ho projektu je potrˇeba urcˇit umı´steˇnı´ zdrojovy´ch dat (Data Sour-
ces), resp. zdrojovy´ pohled (Data Source Views) - k tomu u´cˇelu slouzˇı´ prˇı´slusˇne´ polozˇky pa-
nelu Solution Explorer. Sloupec ”Cely´ na´zev”jsem pouzˇil jako klı´cˇ. Sloupec ”Kurz”je, dı´ky
prˇedchozı´mu rozdeˇlenı´ za´znamu˚ do zvla´sˇtnı´ch souboru˚ podle hodnot sloupce ”Kurz”,
zbytecˇny´ (vsˇechny za´znamy tohoto sloupce jsou v ra´mci jednoho souboru stejne´).
Vsˇechny metody byly testova´ny s parametry nastaveny´mi na vy´chozı´ hodnoty. Pouzˇite´
sloupce a vesˇkere´ ostatnı´ odlisˇnosti jsou vzˇdy zmı´neˇny.
4.2.1 Test shlukovacı´ch metod
Shlukovacı´ metodu jsem pouzˇil pro analy´zu cˇetnosti hodnot jednotlivy´ch sloupcu˚. Jako
vstupnı´ hodnoty jsem pouzˇil sloupce IP adresa, Cˇas (hodnota sloupce Cˇas byla diskreti-
zova´na), Akce a Informace. Jako klı´cˇovy´, jsem pouzˇil sloupec Cely´ na´zev. Predikce nebyla
pozˇadova´na nad zˇa´dny´m sloupcem.
Analy´za trvala 57 sekund.
Tato metoda da´va´ uzˇivateli k dispozici cˇtyrˇi panely s graficky´mi vy´stupy: Cluster
Diagram, Cluster Profiles, Cluster Characteristics a Cluster Discrimination.
Panel diagramu shluku˚ (viz obr. 3) na´m umozˇnˇuje videˇt vztahy mezi jednotlivy´mi
shluky a sı´lu vazeb mezi nimi (sı´la vazeb je prˇı´mo u´meˇrna´ intenziteˇ barvy spojovacı´
hrany). Barva uzlu˚ zna´zornˇuje procento z celkove´ populace, ktere´ shluk zastupuje (rozlisˇova´nı´
barvou uzlu˚ se da´ zmeˇnit na ktery´koliv ze vstupnı´ch atributu˚).
Panel s profily shluku˚ (viz obr. 4) je z informacˇnı´ho hlediska ze vsˇech nejprˇı´nosneˇjsˇı´.
Vidı´me zde zastoupenı´ hodnot parametru˚ v jednotlivy´ch shlucı´ch. Prvnı´ sloupec oznacˇuje
vstupnı´ sloupec, druhy´ nejasteˇji se vyskytujı´cı´ hodnoty pro dany´ sloupec a shluk. Zbyle´
sloupce zachycujı´ pomeˇry mezi hodnotami ve shlucı´ch.
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Obra´zek 3: Diagram shluku˚ (Cluster Diagram)
Vidı´me, zˇe naprˇ. nejcˇasteˇji prova´deˇne´ akce jsou: prohlı´zˇenı´ u´vodnı´ stra´nky kurzu,
za´pis do kurzu a prohlı´zˇenı´ blogu. Drtiva´ veˇtsˇina prˇihla´sˇenı´ probeˇhla prˇed 30.12.2008. Ze
sloupce s IP adresami vidı´me, zˇe nejcˇaseˇji probı´halo prˇihlasˇova´nı´ z adres 85.71.147.124,
78.45.87.250 a 77.242.83.208.
Panel s charakteristikou shluku˚ (viz obr. 5) na´m umozˇnˇuje procha´zet obsah jednot-
livy´ch shluku˚ a zjistit, s jakou pravdeˇpodobnostı´ naby´va´ za´znam umı´steˇny´ v dane´m
shluku urcˇity´ch hodnot.
Na´stroj pro vizualizaci vy´sledku˚ shlukovacı´ metody da´le obsahuje panel cluster dis-
crimination, ktery´ umozˇnˇuje porovna´vat dvojice zvoleny´ch shluku˚.
Shlukovacı´ metody na´m umozˇnˇujı´ pouzˇı´t dva typy algoritmu˚, vy´chozı´ hodnota te´to
metody je nastavena na algoritmus sˇka´lovatelne´ho EM-shlukova´nı´. Rozhodl jsem se proto
da´le otestovat algoritmus K-pru˚meˇru˚ (nastavenı´m parametru CLUSTERING METHOD
na hodnotu 3). Jak je videˇt z obra´zku 6, dosˇlo v rozvrzˇenı´ k urcˇity´m zmeˇna´m.
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Obra´zek 4: Profily shluku˚ (Cluster Profiles)
Prakticky vymizely shluky, ktere´ by obsahovaly vı´ce nezˇ dveˇ hodnoty - ve sloupci Cˇas
se tak shluky me´neˇ prˇekry´vajı´. Byly zde take´ nalezeny dveˇ nove´ opakujı´cı´ se IP adresy
(217.77.165.49 a 88.146.164.51).
Da´le zde byla vyselektova´n shluk skupiny uzˇivatelu˚, kterˇı´ se zacˇa´tkem semestru zapi-
sovali do kurzu (cluster cˇ. 3 - za´znamy z tohoto clusteru byly pravdeˇpodobneˇ v prˇedchozı´m
prˇı´padeˇ zahrnuty do clusteru cˇ. 1). Nicme´neˇ i po aplikaci odlisˇne´ metody zu˚staly neˇktere´
shluky zcela stejne´ (viz na´sledujı´cı´ tabulku).
EM-shlukova´nı´ shlukova´nı´ K-mean
cˇı´sla shluku˚ 8 9
cˇı´sla shluku˚ 2 2
cˇı´sla shluku˚ 6 6
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Obra´zek 5: Charakteristika shluku˚ (Cluster Characteristics)
4.2.2 Test naivnı´ Bayesovy metody
Pro aplikaci naivnı´ Bayesovy metody jsem jako vstupnı´ sloupce zvolil Cˇas, Akce a IP ad-
resa, sloupec Informace jsem pouzˇil jako predikovany´ a sloupec Cely´ na´zev jako klı´cˇovy´.
Analy´za trvala 48 sekund. Vizualizace vy´sledku˚ sesta´va´ ze cˇtyrˇ panelu˚: ”Dependency
network”, ”Attribute profile”, ”Attribute characteristics”, ”Attribute discrimination”.
Panel Dependency network obsahuje sı´t’ za´vislostı´. Vy´sledkem te´to analy´zy byla za´vislost
hodnoty atributu Informace na hodnote atributu Akce. Lze tedy prˇedpokla´dat, zˇe prediko-
vany´ sloupec Informace nenı´ vy´razneˇ za´visly´ na hodnota´ch zbyly´ch sloupcu˚.
Panel s profily atributu˚ 7 zobrazuje hodnoty sloupce Informace a ty hodnoty sloupce
Akce, ktere´ je vyvola´vajı´. Nenı´ prˇekvapive´, zˇe v kurzu Mikroekonomie A je nejvı´ce za-
stoupena akce zobrazujı´cı´ u´vodnı´ stra´nku kurzu a k nı´ na´lezˇı´ informace (tedy parametr
akce) obsahujı´cı´ ko´d kurzu Mikroekonomie A.
Vzhledem k tomu, zˇe na sloupce Akce a Informace nenı´ mozˇne´ aplikovat diskretizaci, je
graficky´ vy´stup naivnı´ Bayesovy metody pro toto mnozˇstvı´ hodnot pomeˇrneˇ nevhodny´.
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Obra´zek 6: Charakteristika shluku˚ (Cluster Characteristics) po pouzˇitı´ algoritmu K-mean
Panel s charakteristikou atributu˚ pro tuto analy´zu neobsahuje zˇa´dne´ informace a
panel diskriminace atributu˚ na´m umozˇnˇuje porovna´vat u dvojic parametru˚ Informace
pravdeˇpodobnost, zˇe se objevı´ v za´znamu s prˇı´slusˇnou hodnotou Akce.
Mimo fakt, zˇe hodnota sloupce Informace je za´visla´ prima´rneˇ na hodnoteˇ sloupce
Akce (a tedy hodnoty sloupcu˚ Cˇas a IP adresa majı´ celkem zanedbatelny´ vliv), neprˇinesla
analy´za naivnı´ Bayesovou metodou zˇa´dne´ zajı´mave´ poznatky.
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Obra´zek 7: Bayesova metoda - profily atributu˚
4.2.3 Test asociacˇnı´ch pravidel
Metodu asociacˇnı´ch pravidel jsem vyzkousˇel dveˇma zpu˚soby. Poprve´ pro zjisˇteˇnı´ pravi-
del za´vislosti mezi sloupci Akce (vstupnı´) a Informace (predikovany´) - jako klı´cˇ jsem opeˇt
pouzˇil sloupec Cely´ na´zev.
Vy´pocˇet te´to analy´zy trval 29 sekund. Vy´sledkem byl souhrn nalezeny´ch pravidel,
ten je ve vizualizacˇnı´m na´stroji zna´zorneˇn v panelu Rules (viz obr. 8).
Tato analy´za nema´, vzhledem k za´vislosti mezi sloupci, ktera´ byla zjisˇteˇna v prˇedchozı´
analy´ze, vy´znam pro hleda´nı´ samotny´ch pravidel. Nicme´neˇ mu˚zˇeme dı´ky nı´ vysledovat
nejcˇasteˇji se vyskytujı´cı´ akce a k nim prˇı´slusˇejı´cı´ parametry. Pro tento u´cˇel se hodı´ panel
Dependency network (viz obr. 10), ktery´ zachycuje sı´t’ za´vislostı´ Informacı´ na Akcı´ch. Z neˇj
je zrˇejme´ naprˇ. zˇe nejvı´ce navsˇteˇvovane´ je diskuznı´ fo´rum s cˇı´slem 1256. U tohoto fo´ra je
za´rovenˇ nejvysˇsˇı´ vy´skyt pozˇadavku˚ o zası´la´nı´ novy´ch prˇı´speˇvku˚ na e-mail.
Da´le je naprˇ. patrne´, zˇe u testu cˇ. 1889 je nadpru˚meˇrneˇ vysoky´ pocˇet akcı´ ”quiz
view”(oznacˇuje prohlı´zˇenı´ podmı´nek testu) a ”quiz continue attempt”(oznacˇuje opako-
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Obra´zek 8: Asociacˇnı´ pravidla - nalezena´ pravidla
vany´ pous o absolvova´nı´ testu) - z toho mu˚zˇeme vyvodit, zˇe sˇlo pravdeˇpodobneˇ o obtı´zˇny´
test.
U testu cˇ. 1885 je evidentneˇ nadpru˚meˇrny´ pocˇet akcı´ ”quiz review”(oznacˇuje prohlı´zˇenı´
vy´sledku˚ absolvovane´ho testu) a ”quiz attempt”(oznacˇuje vyhodnocenı´ testu), cozˇ by
mohlo znamenat, zˇe tento test byl absolvova´n velky´m pocˇtem studentu˚ kurzu a navı´c se
prˇi jeho absolvova´nı´ studentu˚m darˇilo le´pe nezˇ pru˚meˇrneˇ (chybı´ zde vazba na akci ”quiz
continue attempt”- ta se pro tento test evidentneˇ vyskytovala jen podpru˚meˇrneˇ).
Podruhe´ jsem se pokusil pomocı´ asociacˇnı´ch pravidel zjistit za´vislost akcı´ na cˇase.
Sloupec Cˇas jse pouzˇil jako vstupnı´, sloupec Akce jako predikovany´ a sloupec Celkovy´
na´zev jako klı´cˇ. Protozˇe se da´ prˇedpokla´dat, zˇe kardinalita sloupce Cˇas bude velmi vy-
soka´ (soubor obsahuje za´znamy za necely´ jeden rok), a vy´sledky analy´zy by tak byly
neprˇehledne´, rozhodl jsem se nad tı´mto sloupcem prove´st diskretizaci (akce nastavitelna´
prˇi tvorbeˇ DM procesu).
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Obra´zek 9: Asociacˇnı´ pravidla - mnozˇina nalezeny´ch prvku˚
Analy´za trvala 31 sekund. Z vizualizace vy´sledku˚ analy´zy (viz obr. 11) je zrˇejme´, zˇe
proces diskretizace rozdeˇlil hodnoty sloupce Cˇas na 5 obdobı´. Ze sı´teˇ za´vislostı´ je evi-
dentnı´, zˇe naprˇ. zatı´mco zobrazova´nı´ u´vodnı´ stra´nky kurzu probı´ha´ po cely´ rok, tak naprˇ.
prohlı´zˇenı´ blogu˚ probı´ha´ azˇ od konce ledna a odhlasˇova´nı´ z kurzu probı´ha´ azˇ na konci
roku.
4.2.4 Test neuronovy´ch sı´tı´
Pro test metody neuronovy´ch sı´tı´ jsem zvolil jako vstupnı´ parametry sloupce Akce, IP
adresa a Cˇas (diskretizova´n). Predikova´n byl sloupec Akce a jako klı´cˇ slouzˇil sloupec Cely´
na´zev. Analy´za probeˇhla za 38 sekund. MS SQL Server vybral ze sloupce Akce pro pre-
dikci hodnoty ”quiz view”a ”forum add post”. Pravdeˇpodobnost uskutecˇneˇnı´ teˇchto akcı´
pak prova´deˇl na za´kladeˇ IP adresy, prˇı´padneˇ cˇasove´ho obdobı´ (viz obr. 12).
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Obra´zek 10: Asociacˇnı´ pravidla - sı´t’ za´vislostı´ informacı´ na akcı´ch
Dvojice hodnot, jejichzˇ pravdeˇpodobnost je pomeˇrˇova´na je mozˇno da´le volit, nicme´neˇ
ne vzˇdy je mozˇne´ pro vsˇechny dvojice pravdeˇpodobnost dopocˇı´tat a zobrazit graficky´
vy´stup.
Tato metoda pro zadany´ soubor dat nenı´ prˇı´lisˇ vhodna´. Poble´m vidı´m opeˇt v tom,
zˇe nenı´ mozˇne´ prove´st diskretizaci zˇa´dne´ho sloupce kromeˇ sloupce s cˇasovy´m u´dajem.
Vy´stup je navı´c prezentova´n formou pomeˇrˇova´nı´ hodnot z dvojice sloupcu˚, cozˇ v prˇı´padeˇ,
zˇe kardinalita obou teˇchto sloupcu˚ nenı´ mala´, ma´ ten efekt, zˇe vizualizace vy´stupu te´to
analyticke´ metody je znacˇneˇ neprˇehledna´.
U obecne´ analy´zy takove´ho typu dat tedy tato metoda selha´va´. Vhodna´ by byla v
prˇı´padeˇ, zˇe bychom potrˇebovali analyzovat chova´nı´ jednoho nebo neˇkolika ma´lo stu-
dentu˚ (na za´kladeˇ hodnoty sloupce Cely´ na´zev), prˇı´padneˇ pocˇı´tacˇu˚ (na za´kladeˇ IP adres).
Pro tento prˇı´pad naopak nejsou prˇı´lisˇ vhodne´ realtivneˇ obecneˇ zameˇrˇene´ metody, jako je
shlukova´nı´.
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Obra´zek 11: Asociacˇnı´ pravidla - sı´t’ za´vislosti akcı´ na cˇase
Dalsˇı´m vhodny´m uzˇitı´m by byla predikce sloupce s nı´zkou kardinalitou (v idea´lnı´m
prˇı´padeˇ bina´rnı´ - naprˇ. sloupec obsajujı´cı´ logickou hodnotu podle toho, zda dany´ student
na konci semestru u´speˇsˇneˇ ukoncˇil kurz, nebo nikoliv).
4.2.5 Test logisticke´ regrese
Logisticka´ regrese je v SQL Serveru 2008 z technicke´ho hlediska specifickou formou neu-
ronove´ sı´teˇ. Testem te´to metody jsem se rozhodl analyzovat za´vislost sloupce Akce na
cˇase. Jako klı´cˇ jsem tedy nastavil sloupec Cely´ na´zev, jako vstupnı´ Cˇas a jako predikovany´
Akce.
Test se plnohodnotneˇ podarˇil azˇ napodruhe´. Napoprve´ selhal na´stroj pro vizuali-
zaci - du˚vodem byl prˇı´lisˇ vysoky´ pocˇet hodnot ve sloupci Cˇas. Podruhe´ jsem tedy prˇed
spusˇteˇnı´m analy´zy nechal prove´st diskretizaci sloupce Cˇas. Dı´ky tomu se viuzualizace
omezila na zobrazenı´ peˇti cˇasovy´ch obdobı´. Analy´za trvala 31 sekund.
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Obra´zek 12: Neuronove´ sı´teˇ - prˇehled preferencı´
Podobneˇ jako metoda neuronovy´ch sı´tı´ umozˇnˇuje logisticka´ regrese porovna´va´nı´ prav-
deˇpodobnosti uskutecˇneˇnı´ urcˇite´ho jevu. V nasˇem prˇı´padeˇ pravdeˇpodobnost uskutecˇneˇnı´
jedne´, nebo druhe´ zvolene´ akce v pru˚beˇhu jednotlivy´ch obdobı´.
Pro demostraci jsem zvolil pomeˇr mezi hodnotami ”course enrol”a ”course unenrol”-
tedy pomeˇr toho, jak se v jednotlivy´ch obdobı´ch lisˇilo prˇihlasˇova´nı´, resp. odhlasˇova´nı´ z
kurzu Mikroekonomie A. Je na prvnı´ pohled patrne´, zˇe prˇihlasˇova´nı´ do kurzu probı´halo
nejvı´ce v pru˚beˇhu meˇsı´ce ledna. V na´sledujı´cı´ch obdobı´ch pak probı´halo jen odhlasˇova´nı´
(prˇihlasˇova´nı´ na kurz bylo evidentneˇ cˇasove´ omezeno).
4.2.6 Test sekvencˇnı´ho shlukova´nı´
Metoda sekvencˇnı´ho shlukova´nı´ slouzˇı´ k odhalenı´ na´vaznostı´ urcˇity´ch prova´deˇny´ch akcı´.
Prˇi tomto testu byly vstupnı´mi hodnotami sloupce Cˇas (opeˇt diskretizova´n), IP adresa, In-
formace a Akce. Klı´cˇovy´m sloupcem byl sloupec Cely´ na´zev. Pro predikci jem nevybı´ral
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Obra´zek 13: Logisticka´ regrese - prˇehled preferencı´
zˇa´nou hodnotu - sˇlo mi pouze o nalezenı´ sekvencı´, ne predikci potencia´lneˇ na´sledujı´cı´ch
akcı´.
De´lka analy´zy byla 49 sekund. Algoritmus sekvencˇnı´ho shlukova´nı´ vsˇak ve zdrojove´
databa´zi nenalezl zˇa´dne´ sekvence. Mu˚zˇeme tedy prˇedpokla´dat, zˇe studenti sve´ aktivity
v syste´mu Moodle neprova´deˇli v zˇa´dne´m zaznamenatelne´m vzoru.
Vy´sledkem analy´zy bylo vytvorˇenı´ pouhy´ch trˇı´ shluku˚ (viz obr. 14), v porovna´nı´ s
klasicky´mi metodami shlukova´nı´ je informacˇnı´ prˇı´nos te´to analy´zy jen minima´lnı´.
4.2.7 Test metody rozhodovacı´ch stromu˚
Pomocı´ metody rozhodovacı´ch stromu˚ mu˚zˇeme prova´deˇt deˇlenı´ vstupnı´ mnozˇiny dat
na podmonozˇiny aplikacı´ se´rie krite´riı´. Testova´nı´ te´to metody bylo pomeˇrneˇ dost proble-
maticke´. S vy´chozı´m nastavenı´m algoritmu v podstateˇ nebylo mozˇne´ vytvorˇit veˇtvenı´ -
vytvorˇeny´ strom sesta´val z jedine´ho uzlu.
46
Obra´zek 14: Sekvencˇnı´ shlukova´nı´ - profily shluku˚
Proble´m jsem vyrˇesˇil nastavenı´m hodnot parametru COMPLEXITY PENALTY (nı´zka´
hodnota zvysˇuje pravdeˇpodobnost veˇtvenı´) na hodnotu 0.1 a parametru MINIMUM SUPPORT
(uda´va´ minima´lnı´ pocˇet polozˇek v uzlu stromu) na hodnotu 2 (ve vy´chozı´m stavu byla
nastavena na 10) Prˇi testova´nı´ te´to metody jsem jako vstupy pouzˇil sloupce Informace
a IP adresa, jako lı´cˇ slouzˇil sloupec Cely´ na´zev a predikoval jsem sloupec Akce. Analy´za
probı´hala 39 sekund.
Nicme´neˇ vy´sledky ani tak nebyly prˇı´lisˇ uspokojive´. Algoritmus vybral ty hodnoty
sloupce Akce, ktere´ meˇly vy´znamne´ zastoupenı´ a na za´kladeˇ k nim prˇı´slusˇejı´cı´ch (resp.
neprˇı´slusˇejı´cı´ch) hodnot sloupce Informace prova´deˇl bina´rnı´ veˇtvenı´ (viz obr. 15).
Nalezena byla pouha´ trˇi hodnotı´cı´ krite´ria. Kazˇdy´ uzel pak obsahuje ty akce, ktere´
naby´vajı´ hodnoty uvedene´ v popisku uzlu. Takto provedena´ analy´za tedy neprˇinesla
zˇa´dne´ uzˇitecˇne´ informace. Je mozˇne´, zˇe na veˇtsˇı´ mnozˇineˇ dat by bylo mozˇne´ veˇtvenı´
prova´deˇt sna´ze i prˇi vy´chozı´m nastavenı´, pouzˇitı´ vy´znamneˇ veˇtsˇı´ vstupnı´ databa´ze bohuzˇel
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Obra´zek 15: Rozhodovacı´ strom
dostupny´ hardware neumozˇnˇoval. Metodu rozhodovacı´ch stromu˚ by bylo jednodusˇsˇı´
aplikovat na databa´zi obsahujı´cı´ prˇeva´zˇneˇ numericka´ data.
Bohuzˇel jsem nemohl otestovat funkcˇnost metody cˇasovy´ch rˇad a metody linea´rnı´
regrese, protozˇe kromeˇ cˇasove´ho vstupu da´le vyzˇadujı´ dalsˇı´ vstup, ktery´ obshauje spojite´
hodnoty. V testovacı´ databa´zi se vsˇak zˇa´dny´ sloupec obsahujı´cı´ takova´ data nevyskytuje.
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5 Za´veˇr
Ve sve´ pra´ci jsem obecneˇ popsal jednotlive´ funkce programu MS SQL 2008, ktere´ slouzˇı´
pro podporu Business Intelligence. Jedna´ se o integracˇnı´, analyticke´ a reportovacı´ sluzˇby.
Ve zvla´sˇtnı´ kapitole jsem popsal principy funkce, zpu˚soby implementace a vhodna´ pouzˇitı´
jednotlivy´ch analyticky´ch sluzˇeb.
V cˇa´sti zaby´vajı´cı´ se experimenty jsem demonstroval aplikaci integracˇnı´ch a analy-
ticky´ch sluzˇeb na zadana´ data a vyhodnotil vhodnost jednotlivy´ch zpu˚sobu˚ analy´zy.
Program MS SQL Server 2008 poskytuje znacˇne´ mnozˇstvı´ na´stroju˚ pro integraci da-
tovy´ch zdroju˚ (naprˇ. vytvorˇenı´ databa´ze z textove´ho souboru, souboru tabulkove´ho pro-
cesoru, atd.), filtraci vstupnı´ch dat, jejich dodatecˇnou u´pravu, atd. Pouzˇitı´ integracˇnı´ch
sluzˇeb je pomeˇrneˇ intuitivnı´. Prˇi pra´ci s programem nenı´ nezbytneˇ nutna´ znalost jazyka
MS SQL, prakticky vsˇechny potrˇebne´ prˇı´kazy jsou generova´ny automaticky.
Obsazˇene´ analyticke´ sluzˇby jsou mocny´m na´strojem pro dolova´nı´ dat. Pomocı´ nich je
mozˇne´ nacha´zet v databa´zı´ch vzory, ktere´ umozˇnujı´ na´sledne´ predikce.
Data, ktera´ jsem obdrzˇel pro demostraci metod dolova´nı´ dat, ktere´ MS SQL Server po-
skytuje, jsem nejprve upravil pomocı´ integrcˇnı´ch sluzˇeb a na´sledneˇ je nahra´l do databa´ze
serveru.
Na´sledneˇ jsem na nich otestoval funkcˇnost jednotlivy´ch metod. Ne vsˇechny se uka´zaly
jako vhodne´. Nejlepsˇı´ vy´sledky poskytly metody shlukovacı´ a asociacˇnı´ pravidla. Po-
mocı´ teˇchto jsem zjistil naprˇ. nejcˇasteˇjsˇı´ hodnoty vstupnı´ch sloupcu˚, prˇı´padneˇ vztahy
mezi nimi. Pomocı´ metody neuronovy´ch sı´tı´ a logisticke´ regrese pak bylo mozˇno sledo-
vat naprˇ. chova´nı´ vybrany´ch uzˇivatelu˚, prˇı´padneˇ pocˇı´tacˇu˚.
Naivnı´ Bayesova metoda a metoda rozhodovacı´ch stromu˚ se uka´zaly jako neefek-
tivnı´, metodu cˇasovy´ch rˇad a linea´rnı´ regresi pak dı´ky charakteru vstupnı´ch dat nebylo
mozˇno otestovat vu˚bec.
V pru˚beˇhu pra´ce s MS SQL Serverem 2008 jsem se setkal s neˇkolika neprˇı´jemnostmi.
Program obcˇas prˇestal odpovı´dat, zejme´na prˇi na´hledu na panel vizualizace vy´sledku˚
analy´zy a prˇi rozbalova´nı´ nabı´dky dostupny´ch serveru˚ (prˇi tvorbeˇ manazˇeru˚ spojenı´).
Da´le mi prˇipadalo nevhodne´ vyhodnocova´nı´ chybny´ch nastavenı´ projektu azˇ prˇi spusˇteˇnı´
analy´zy (omylem jsem nastavil diskretizaci pro sloupec obsahujı´cı´ text, progam prˇi analy´ze
zhavaroval, protozˇe diskretizace nad tı´mto typem dat nebyla mozˇna´).
Domnı´va´m se, zˇe MS SQL Server 2008 je vy´borny´m prostrˇedkem pro operace do-
lova´nı´ dat, nicme´neˇ jeho metody nejsou univerza´lnı´ a nemusı´ by´t pro analy´zu dane´ho
typu dat stejneˇ vhodne´ - je tedy potrˇeba je pouzˇı´vat uva´zˇliveˇ.
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