In the context of image coding, a number of reversible integer-to-integer wavelet transforms are compared on the basis of their lossy compression performance, lossless compression performance, and computational complexity. Of the transforms considered, several were found to perform particularly well, with the best choice for a given application depending on the relative importance of the preceding criteria. Reversible integer-to-integer versions of numerous transforms are also compared to their conventional (i.e., non-reversible real-to-real) counterparts for lossy compression. At low bit rates, reversible integer-to-integer and conventional versions of transforms were found to often yield results of comparable quality. Factors affecting the compression performance of reversible integer-to-integer wavelet transforms are also presented, supported by both experimental data and theoretical arguments.
. The inverse transformation equations can be trivially deduced from the forward transformation equations, and thus are not given here.
When transforming finite-length signals, it is necessary to adopt some strategy for handling filtering at the signal boundaries. In image coding applications, symmetric extension [20] is often employed for this purpose. To use symmetric extension, however, the underlying filter bank must preserve signal symmetry. Although most of the transforms considered in this paper are derived from linear filter banks with linear-phase filters, this is not sufficient to ensure compatibility with symmetric extension. Due to the very coarse quantization introduced in order to force a filter bank to map integers to integers, the symmetry-preserving property is often lost.
In our study, one of two techniques for handling finite-length signals is employed, depending on the transform at hand. In both instances, the method employed results in a nonexpansive transform for signals of arbitrary length. In cases where the underlying reversible integer-to-integer filter bank preserves signal symmetry, symmetric extension is used. More specifically, this strategy is employed in the case of the 5/3, 9/7-M, 5/11-C, 5/11-A, 13/7-T, 13/7-C, and 9/7-F transforms. In the case of the other transforms, a simple signal extension technique is employed-namely, the various signals being processed are extended by the repetition of their first and last sample values. Periodic extension is avoided due to its poor performance in image coding applications.
Reversible integer-to-integer wavelet transforms approximate their parent linear transforms. For this reason, the characteristics of the parent transforms are of great interest. In the case of linear wavelet transforms, a number of characteristics have been shown to potentially influence a transform's effectiveness for coding purposes, including the number of vanishing moments of the analyzing and synthesizing wavelet functions, the regularity of the analyzing and synthesizing scaling functions, coding gain, and the frequency selectivity of the analysis filters. These parameters are given for each transform in Table III . Also of great importance is the shape of the synthesizing scaling and wavelet functions. It is the shape of these functions that ultimately determines the signals for which a transform is effective. In addition, the shape of these functions determines the nature of the artifacts obtained in lossy signal reconstructions. The synthesizing scaling and wavelet functions for each transform are shown in Figs. 1-12.
III. COMPUTATIONAL COMPLEXITY AND MEMORY REQUIREMENTS
All of the reversible transforms considered in this study are calculated using only fixed-point arithmetic. In particular, only integer addition/subtraction, multiplication, and division operations are required. Since all filter coefficients are approximated by dyadic rational numbers, all division operations can be implemented as bit shifts. For the purposes of computational complexity analysis, we assume that the two's complement representation for integers is used. By assuming a two's complement representation, we can take advantage of the fact that Assuming a one-level wavelet decomposition (in one dimension), the number of addition, multiplication, and shift operations required per two input samples for each transform is given in Table IV . In each case, two sets of numbers are provided. The first set shows the number of operations in the straightforward implementation of the transform.
The second set, shown in parentheses, indicates the number of operations required if all multiplications are converted to shift and add operations (via Booth's algorithm [21] ). This complexity metric is of particular interest for hardware implementations or software implementations on architectures where integer multiplications are more costly than addition and shift operations. In the case where both sets of numbers are the same, only one is given. Symmetry in filter coefficients was considered in the calculation of these values.
Note that although a number of the transforms have equal operation counts, some require more multiplications than others. In particular, note that the 5/3, 2/6, 5/11-C and 5/11-A transforms are truly multiplierless (i.e., their underlying lifting filters all have coefficients that are strictly powers of two). Evidently, the 5/3 and 2/6 transforms require the least computation, followed by the SPB, 9/7-M, 2/10, 5/11-C, and 5/11-A transforms as a group, and then the 6/14, SPC, 13/7-T, and 13/7-C transforms as a group, and lastly the 9/7-F transform which requires the most computation.
As mentioned previously, reversible integer-to-integer versions of transforms have the potential for simpler implementations than their conventional counterparts. In the conventional case, all operands are real-valued. In the reversible integer-to-integer case, however, many operands are integers. Since, in both cases, approximately the same number of bits are required for the integer part of numbers, it follows that more bits require processing in the conventional case.
Thus, reversible integer-to-integer transforms can offer reduced computational complexity through a smaller wordsize for arithmetic operations. One might even be able to use a smaller number of bits to represent transform coefficients in some cases. Using a smaller number of bits, however, does increase the risk of numerical overflow. Fortunately, the invertibility of liftingbased transforms can be made to hold even in the presence of overflow (e.g., by exploiting the properties of modulo integer arithmetic as in [12] ). Provided that occurrences of overflow are infrequent, lossless compression performance is not seriously affected. In the case of lossy compression, however, one needs to be much more cautious about overflow.
Overflow has the potential to cause very disturbing artifacts, especially if the overflow impacts coefficients that affect large areas in the reconstructed image.
IV. EXPERIMENTAL RESULTS
As part of our study, various experimental results were obtained regarding the compression performance of the transforms under evaluation. In the sections that follow, we briefly present these results without any analysis. A detailed analysis of the results will be provided in Section V.
A. Evaluation Methodology
For evaluation purposes, the JPEG-2000 verification model (VM) software (version 0.0) was employed. Although some support for reversible integer-to-integer wavelet transforms was provided in this software, much of the functionality required for our analysis was not present. Therefore, in order to facilitate our testing, the original transform-related code was replaced with new and more flexible code. This new transform code is described at some length in [22] .
The JPEG-2000 VM software employed in this work handles both lossy and lossless compression using transformbased methods. In the lossy case, a subband transform is applied to the original image, the transform coefficients are quantized using trellis coded quantization (TCQ) [23] , and the resulting TCQ indices are entropy coded to yield the compressed bit stream. In the lossless case, a reversible integer-to-integer subband transform is applied to the original image, and the transform coefficients are then bitplane and entropy coded.
The various transforms under consideration were employed for decorrelation purposes in the image coder described above, and the results examined. Both lossy and lossless compression were considered in our analysis. Using the various transforms, each of the test images was compressed in a lossy manner at several bit rates (i.e., 0.0625, 0.125, 0.25, 0.5, 1, and 2 bpp), in addition to being compressed losslessly. In the lossless case, compression performance was measured in terms of the final bit rate. In the lossy case, compression performance was assessed using both the PSNR and subjective image quality metrics. Since more than one definition of PSNR exists, we note that the one employed in this study is
where
compression ratios from 16:1 to 128:1, the bit rates corresponding to these compression ratios were of most interest.
The participants involved in the subjective testing came from diverse backgrounds, some having a strong grounding in image processing and/or image coding, while others were end users with no special technical training. Two types of subjective evaluations were employed in our study as described below.
The first type of subjective evaluation served to compare the image quality obtained with different reversible integerto-integer wavelet transforms. For a specific test image and bit rate, a particular region of the lossy reconstructed images obtained with the various transforms was shown under magnification. The original image was also shown for reference purposes. Then, a human observer was asked to assign a simple integer ranking to the different results, with a value of one corresponding to best result and larger values indicating poorer results. In instances where a distinction in quality could not be made between two or more results, these results could be assigned the same rank. This process was repeated for various test images, bit rates, regions of interest within the image, and observers. The rankings were then used to determine the most effective transform from a subjective image quality standpoint.
The second type of subjective evaluation was used to compare the quality of the lossy reconstructed images obtained with reversible integer-to-integer and conventional versions of the same transform. For a specific test image, bit rate, and transform, a particular region of interest in the lossy reconstructed images obtained with the reversible integer-to-integer and conventional versions of a transform was shown under magnification. Again, the original image was also shown for reference purposes. Then, the observer was asked to rank the two reconstructed images relative to one another. The ranking was done on an integer scale from -2 to 2. The values -2, -1, 0, 1, 2 correspond to the result obtained with the reversible integer-to-integer version of the transform being significantly worse than, slightly worse than, the same as, slightly better than, and significantly better than the result obtained with the conventional version, respectively. This process was repeated for numerous transforms, images, bit rates, and observers.
B. Lossless Compression Performance
Each of the test images in Table V was compressed in a lossless manner using the various transforms under evaluation, resulting in the bit rates shown in Table VI . For each image, the best result has been highlighted. Clearly, no single transform performs best for all of the images. In order to provide additional insight into the results of Table VI, relative differences were also computed. For each image, the best transform was used as a reference and the relative differences for the remaining transforms were calculated. Often, the difference between the best and worst transforms is less than 2%. For the images where this difference is more significant (i.e., greater than 2%), the relative performance numbers have been included in Table VII. As one might expect, image content is an important factor influencing transform effectiveness. If one considers only natural imagery, some particularly useful observations can be made. In addition to the lossless results for each image, Table VI provides the average bit rate for each transform taken over all of the natural 8-bpp images. For images of this type (e.g., cafe, gold, woman), the 5/11-C, 5/11-A, and 13/7-T transforms generally perform best, followed closely by the 9/7-M and 13/7-C transforms. The 5/3 transform also fares reasonably well considering its very low computational complexity. For images with a relatively greater amount of high-frequency content (e.g., cmpnd2 and target), the 5/3 transform tends to yield the best results, often by a significant margin.
In [11] and [2] , Calderbank et al. compare the lossless compression performance of several reversible integer-tointeger wavelet transforms also considered in our study (i.e., the 2/6, 5/3, SPB, 9/7-M, 5/11-C, and 9/7-F transforms).
The image coder employed in their evaluation was based on techniques described in [1] . Generally, the results presented by Calderbank and his colleagues coincide with our findings. For example, both studies found that (for lossless compression): 1) the 5/3 transform outperforms the 2/6 transform for the vast majority of images; 2) the 9/7-F transform consistently performs very poorly; and 3) the 5/11-C transform fares amongst the best for natural imagery. Interestingly, the 13/7-T transform, which we found to be particularly effective for natural imagery, was described in [11] and [2] , but was not included in their performance evaluation.
In the context of a reversible embedded image coder based on the EZW coding scheme [24] , lossless compression results similar to those above have also been obtained [6, 25] . Thus, these results appear to be consistent across most types of lossless coders, especially those employing bitplane coding of the transform coefficients.
C. Objective Lossy Compression Performance
Each of the test images in Table V was compressed in a lossy manner at several bit rates using the various transforms under evaluation. The image quality was then measured using the PSNR metric as defined by (1) . The results for a representative subset of the test images are given in Table VIII . For each test image and bit rate pair, the best result has been highlighted.
For low bit rates (i.e., compression ratios of 16:1 or greater), the 9/7-F, 6/14, 13/7-C, and 13/7-T transforms are consistently the best performers in approximately that order. The SPC and SPB transforms fare the worst. As the bit rate increases, lossy compression performance becomes increasing influenced by the lossless performance characteristics of the transforms. These results will be revisited later in Section V-B for analysis purposes.
In applications where lossy image reconstructions are processed by a computer system (e.g., some scientific applications), the use of a distortion metric based on the mean-squared error (i.e., PSNR) can be quite appropriate. Unfortunately, the PSNR can be a poor measure of image quality for applications in which images are to be viewed by humans.
Hence, a subjective evaluation, the results of which are presented in the next section, was necessary.
D. Subjective Lossy Compression Performance
Since the PSNR does not necessarily correlate well with image quality as perceived by the human visual system, we supplemented our objective results with a subjective evaluation. This subjective testing was undertaken as specified in Section IV-A. In order to make the testing more practical, the evaluation was divided into two stages. The same testing strategy was used in each stage. Only the transforms under evaluation in each case differed.
In the first stage, the 5/3, 2/6, SPB, 9/7-M, 2/10, SPC, 13/7-T, and 9/7-F transforms were compared. After obtaining the rankings for 14 sets of images using 12 observers, these results were averaged together to yield the overall rankings given in Table IX . From these results, we see that the transforms fall into three distinct performance categories. The 9/7-F, 5/3, 13/7-T, and 9/7-M transforms perform best, followed by the 2/6 and 2/10 transforms, followed by the SPB and SPC transforms. These numerical results generally agree with comments made by participants during the subjective tests-namely, that the transforms fall into three distinct performance categories.
The second stage of subjective testing included some of the best transforms from the first stage and several new transforms, resulting in the following set of transforms: 5/3, 9/7-M, 5/11-C, 5/11-A, 6/14, 13/7-T, and 13/7-C. After conducting the subjective tests with 14 sets of images and 12 observers, the rankings were averaged together with the results shown in Table X . In this round of tests, the general consensus amongst the test participants is that all of the transforms are very close in terms of subjective quality, with the possible exception of the 6/14 transform which performs slightly worse. In other words, although the average rankings may differ by a large amount in this stage of the testing, it is important to note that even large disparities correspond to very minute differences in subjective image quality.
Considering the results from both stages of the subjective testing, we conclude that the 9/7-F, 5/3, 13/7-T, 13/7-C, 5/11-C, 5/11-A, and 9/7-M transforms have the best performance, followed by the 6/14, 2/6, and 2/10 transforms, followed by the SPB and SPC transforms. We will again revisit these results in Section V-B where they will be examined in more detail.
E. Reversible Integer-to-Integer Versus Conventional Transforms for Lossy Compression
Using both reversible integer-to-integer and conventional versions of the transforms listed in Table I , the test images in Table V were compressed in a lossy manner at several bit rates. The reconstructed images obtained with the two different versions of each transform were then compared. The difference in the PSNR for a representative subset of the images is given in Table XI . A negative value corresponds to poorer performance in the reversible integer-to-integer transform case. As is evident from these results, the performance is almost always degraded in terms of PSNR in the reversible integer-to-integer transform case, although the degradation is often very small. These numerical results also suggest some other important trends that will be discussed later in Section V-A.
Subjective testing was also undertaken to compare the quality of the lossy image reconstructions obtained with reversible integer-to-integer and conventional versions of transforms. This testing was performed as described previously in Section IV-A. Due to the time consuming nature of subjective testing, only a subset of the transforms listed in Table I was used, namely the 5/3, 2/6, SPB, 9/7-M, 2/10, SPC, 13/7-T, and 9/7-F transforms. After averaging the scores obtained using 7 sets of images (per transform) and 10 observers, the results in Table XII were obtained. These numerical results indicate the relative performance of the reversible integer-to-integer and conventional versions of the transforms.
A negative value corresponds to better performance in the conventional transform case. From the experimental results,
we can see that in most cases there is only a small bias favoring the conventional version of a transform. Thus, there is a very slight performance penalty associated with using reversible integer-to-integer transforms in place of their conventional counterparts. In most practical applications, however, this difference in performance is not likely to be of concern. Again, we will revisit the results for analysis purposes in Section V-A.
V. ANALYSIS OF EXPERIMENTAL RESULTS
Having briefly presented the various experimental results, we now examine these results in more detail in the sections that follow. To begin, we discuss the factors that affect the relative lossy compression performance of reversible integerto-integer and conventional versions of transforms. Then, factors influencing the compression performance of reversible integer-to-integer wavelet transforms are presented.
A. Reversible Integer-to-Integer Versus Conventional Transforms for Lossy Compression
In Section IV-E, we presented results comparing the lossy compression performance of reversible integer-to-integer and conventional versions of transforms. Examining these results more closely, we see that several factors affect the performance of reversible integer-to-integer transforms relative to their conventional counterparts: 1) whether the underlying filter bank has IIR filters, 2) the number of lifting steps in the filter bank, 3) the quantization function used in the lifting steps, 4) the depth of the image (in bpp) being compressed, and 5) the bit rate used for compression of the image. Each of these factors is discussed in detail below.
Impact of IIR Filters
In the calculation of reversible integer-to-integer wavelet transforms, results are quantized to integer values in numerous places. If the underlying filter bank has IIR filters, this very coarse quantization occurs inside feedback paths.
Thus, quantization errors can accumulate indefinitely 1 . For this reason, there is a much bigger difference between the reversible integer-to-integer and conventional versions of a transform in the case where the transform is associated with a filter bank having IIR filters. In the case of the transforms studied, the SPB and SPC transforms are associated with such filter banks. It is evident that these two transforms suffer the greatest degradation in performance as a result of the reversible and integer-to-integer properties. 
Number of Lifting Steps
Clearly, the number of lifting steps also influences the compression performance. Since each lifting step further causes the approximation error to increase, transforms with fewer lifting steps will tend to perform better, all other things being equal. Consider, for example, the 5/3, 5/11-C, and 5/11-A transforms. All three transforms have the same first two lifting steps. The 5/3 transform, however, has only two lifting steps, while the other two transforms have three.
At least in terms of PSNR performance, the 5/3 transform typically has less degradation in performance than the 5/11-C and 5/11-A transforms.
Quantization Function
The function used to quantize results to integer values also affects the difference in performance between reversible integer-to-integer transforms and their conventional counterparts. In this study, we chose to use a biased floor function
) for this purpose. One could conceivably remove the bias of one-half, however. Such a change would reduce computational complexity at the expense of introducing systematic error. The resulting performance degradation at low bit rates is typically small. At higher bit rates, however, the degradation can be more significant, especially in the case of lossless compression.
¡
Moreover, it may even be difficult to show that the resulting nonlinear system is stable.
Depth of Image
As the dynamic range of the signal grows, the errors introduced by quantizing various results to integer values are relatively smaller. For 8-bpp images there is a clear difference in PSNR performance between the reversible integerto-integer and conventional versions of a transform, especially at higher bit rates. In the case of 12-bpp images (e.g., sar2), however, there is little difference in performance provided that the transforms are based on FIR filter banks.
Bit Rate
As the bit rate is lowered, the difference in compression performance between reversible integer-to-integer and conventional versions of a transform decreases. At a sufficiently low bit rate, the quantization of transform coefficients becomes so coarse that any errors introduced by quantizing intermediate results to integers are masked by quantization of the coefficients themselves.
B. Factors Affecting Compression Performance
In our study, three factors were found to affect the compression performance of a reversible integer-to-integer wavelet transform: 1) the performance characteristics of its parent linear transform, 2) how closely it is able to approximate its parent linear transform, and 3) the dynamic range of the coefficients produced by the transform. The first two factors affect both lossy and lossless compression performance. The last factor is typically only important in the case of lossless compression performance. Each of these factors will be discussed in turn in the remainder of this section. Table XIV lists several parameters for each transform relevant to compression performance. Comments about these parameters will also be made at the appropriate point in the paragraphs that follow.
Parent Linear Transform
The first point above has been covered in depth by many researchers, and techniques for the design of linear wavelet transforms are plentiful in the literature. Some design considerations include: time and frequency resolution, number of vanishing moments, regularity, and coding gain. The effectiveness of a particular transform is also to some extent signal dependent.
Section IV-C presented the PSNR lossy compression performance results for the various transforms. The 9/7-F, 6/14, 13/7-C, and 13/7-T transforms were found to be most effective. Looking at parameter ¢ ¡
in Table III , we can see that these four transforms also have the parent linear transforms with the highest coding gain. Thus, the coding gain of the parent linear transform is of great importance, as one might suspect.
In Section IV-D, the subjective lossy compression performance results for the various transforms were presented. To a large extent, the subjective performance of these transforms can be explained by examining the synthesizing scaling and wavelet functions of their parent linear transforms as shown in Figs. 1-12 . From these plots, we can see that the 9/7-F, 13/7-T, 13/7-C, 5/11-C, 5/11-A, and 9/7-M transforms have very smooth synthesizing scaling and wavelet functions, leading to their favorable performance. In the case of the 5/3 transform, the scaling and wavelet functions have discontinuities in their first derivatives. Since there are no oscillations or jump discontinuities in these functions, however, the 5/3 transform is still able to perform very well. In fact, the 5/3 transform is especially attractive as it often introduces less pronounced ringing artifacts than the other transforms due to its short filters. Although sometimes very good at preserving high frequency textures, the SPB and SPC transforms perform worst, due largely to their tendency to introduce ringing artifacts. This behavior can be attributed to the fact that both transforms are associated with filter banks having IIR synthesis filters. The 6/14 transform often introduces more ringing artifacts than some of the other transforms, leading to its relatively poor performance. This ringing is associated with the greater oscillatory nature of the synthesizing wavelet and scaling functions. In the case of the 2/6 transform, blockiness often results. This behavior can be attributed to the relatively rougher synthesizing scaling and wavelet functions associated with this transform.
Lastly, the 2/10 transform often results in more pronounced ringing artifacts, leading to its poorer performance. This behavior can be attributed to the larger support of the synthesizing scaling and wavelet functions.
Approximation Behavior
The approximation characteristics of reversible integer-to-integer wavelet transforms have not been given much serious attention to date. This is, however, an important factor to consider. Clearly, even if a reversible integer-to-integer transform is derived from a linear transform with desirable properties, the extent to which these properties are present in the reversible integer-to-integer transform depends entirely on how well it approximates its parent transform. The predominant source of error is the quantization of intermediate results to integers. This error depends on the quantization function employed, the number of lifting steps in which this quantization is performed, and whether recursive filtering structures are used.
The number of lifting steps associated with each transform is given in Table XIV. In the case of lossless compression, most of the best transforms tend to have only two or three lifting steps. All other things being equal, as the number of lifting steps increases so too does the approximation error. In the lossy case, the approximation error is less critical.
Unless the approximation error is very large, it is usually masked by the error introduced by transform coefficient quantization. Notice in particular that the 9/7-F transform has the most lifting steps of the transforms considered, and it also has arguably the poorest lossless compression performance.
To further demonstrate the influence of the number of lifting steps on compression performance, we losslessly compressed several images using two different versions of the 13/7-T transform. The first version of the transform is the one given in Table II which has two lifting steps. The second version has four lifting steps. In each case, we measured the lossless bit rate and average approximation error. As can be seen from the results in Table XIII , the lossless compression performance is better for the version of the transform with two lifting steps. Note that the approximation error is also lower in this case as well. This observation suggests that, all other things being equal, transforms with two lifting steps (i.e., interpolating transforms) may offer the most promise for lossless compression 2 .
Dynamic Range
In the case of lossless compression, all bits of the transform coefficients must be encoded. Thus, as the dynamic range of the transform coefficients increases, so too does the number of bits required to encode these coefficients. For this reason, dynamic range is an important factor affecting lossless compression performance. Typically, the coefficients obtained by the application of a transform have a greater dynamic range than the original samples. This dynamic range growth is, therefore, of concern. The worst-case dynamic range growth of a particular transform is an approximate function of the 1-norm of its analysis filters. The 1-norms of the lowpass and highpass analysis filters determine the Incidentally, using similar reasoning, it would seem that reversible integer-to-integer ¡ -band wavelet transforms (where
) [6] are not likely to be as effective for lossless coding as 2-band transforms.
worst-case growth in the lowpass and highpass channels, respectively. As the 1-norms increase, the worst-case dynamic range growth also increases. For reference purposes in what follows, the analysis filter 1-norms for each transform are given in Table XIV .
Since, in the case of a wavelet transform, the lowpass subband signal is successively decomposed, the worst-case dynamic range growth associated with the lowpass channel can potentially have the most effect on the dynamic range of the transform coefficients. To date, much attention has been focused on worst-case lowpass-channel dynamic range growth. For example, it is often cited that the 2/6 and 2/10 transforms are particularly well suited to lossless compression as they have no dynamic range growth in the lowpass channel. While the no lowpass-channel growth attribute can help contribute to good lossless compression performance, it is not good to place too much emphasis on this property.
The first problem with the above philosophy is that it is based on a worst-case argument. The class of signals that lead to transform coefficients having the maximum possible magnitudes are rarely encountered in practice. The worst case and actual dynamic ranges are thus quite different. Therefore, one must instead consider the typical distribution of coefficient magnitudes as opposed to the worst-case scenario. There is, however, a more fundamental problem with placing too much emphasis on lowpass-channel dynamic range growth. Namely, reduced growth in the lowpass channel often comes at the expense of increased growth in the highpass channel. For images, however, the 1D transform is applied twice at each level of wavelet decomposition: once horizontally and once vertically. This yields a subband structure like that shown in Fig. 15 . This means that one quarter of all transform coefficients (i.e., the HH band) are the result of two highpass filtering stages. Similarly, three quarters of all coefficients have been obtained by highpass filtering in at least one direction. Thus, if the lowpass-channel growth is made smaller at the cost of increased highpass-channel growth, this can, at some point, become counterproductive. Although the lower frequency bands may have coefficients with a smaller dynamic range, the number of coefficients in these bands is relatively small, and their influence is less significant.
Consider, for a moment, the 5/3 and 2/6 transforms, both being comparable in complexity. Unlike the 5/3 transform, the 2/6 transform has no growth in the lowpass channel. The 5/3 transform, however, has a lower highpass-channel growth. (See Table XIV .) In Section IV-B, the 5/3 transform was shown to outperform the 2/6 transform for lossless compression on the vast majority of the test images. In Table XV , for three of the test images, we show the average coefficient magnitude for the HL , LH , and HH bands individually and all bands together, and the lossless bit rate obtained with each transform. For the gold and target images, where the 5/3 transform yields a notably lower bit rate, the HL , LH , and HH bands have coefficients with lower average magnitudes in the 5/3 case. The average coefficient magnitude is also lower for both images with the 5/3 transform. In the case of the cmpnd1 image, where both transforms yield approximately the same bit rate, the average coefficient magnitudes for the HL , LH , and HH bands are much closer. Since the coefficient magnitudes are closer in this instance, the lower average magnitudes for the lower frequency bands in the 2/6 transform case become a dominating factor influencing performance.
From the above argument, we can conclude that the amount of growth in the lowpass channel is not necessarily a good predictor of a transform's effectiveness for lossless compression. In fact, in Section IV-B, we saw that the best transforms for lossless compression all have worst-case growth in the lowpass channel. Clearly, one must also consider the amount of growth in the highpass channel.
Examining the 13/7-T and 13/7-C transforms, we observe that they have very similar lifting filter coefficients. The 13/7-T transform, however, has analysis filters with smaller 1-norms. In Section IV-B, the 13/7-T transform was found to often outperform the 13/7-C transform for lossless compression. Again, this helps to illustrate that, all other things being equal, the transform with analysis filters having smaller 1-norms will typically perform better for lossless compression.
In the case of the 9/7-F transform, another factor helps to contribute to its poor lossless compression performance. This transform is the only transform of those considered with a lowpass analysis filter having a DC gain greater than one.
(See Table XIV .) This larger gain contributes to increased growth in the dynamic range of the transform coefficients.
VI. CONCLUSIONS
Several reversible integer-to-integer wavelet transforms have been compared on the basis of their lossy compression performance, lossless compression performance, and computational complexity. For lossless compression, image content is an important factor influencing transform effectiveness. For smooth images, the 5/11-C, 5/11-A, and 13/7-T transforms are most effective, while the 5/3 transform performs best for images with a greater amount of high frequency content. In the case of lossy compression, both objective (i.e., PSNR) and subjective performance measures were employed. In terms of PSNR performance, the 9/7-F, 6/14, 13/7-C, and 13/7-T transforms yield the best results. At the same time, the 9/7-F, 5/3, 9/7-M, 5/11-C, 5/11-A, 13/7-T, and 13/7-C transforms achieve the most favorable subjective ratings. Of the transforms considered, the 5/3 and 2/6 transforms have the lowest computational complexity while the 9/7-F transform has the highest. Unfortunately, the 9/7-F transform, although very good for lossy compression, is significantly higher in complexity than all of the other transforms, and performs poorly for lossless compression.
Obviously, no one transform has superior lossy and lossless compression performance for all classes of images in addition to low computational complexity. Therefore, tradeoffs are involved, and the most appropriate choice of transform depends on the needs of the application at hand. For example, in the case of applications requiring low computational complexity, the 5/3 transform is particularly attractive. It performs reasonably well for both lossy and lossless compression, and has the lowest computational complexity of all of the transforms evaluated.
Reversible integer-to-integer and conventional versions of the same transforms were also compared. Using reversible integer-to-integer versions of transforms instead of their conventional counterparts for lossy compression was found to only introduce a slight degradation in subjective image quality in many cases. When transforms associated with FIR filter banks are employed, the performance penalty is almost negligible. At low bit rates, the difference in PSNR performance is also small.
By examining the performance characteristics of the various reversible integer-to-integer wavelet transforms, we were also able to determine several factors that affect the compression performance of such transforms. By considering these factors in the future, we can hope to design new and more effective transforms.
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