Problema periódico asociado a la ecuación KDV: funciones con valores en espacios de Banach, regulación parabólica y métodos de compacidad by Isaza Jaramillo, Pedro et al.
y de acuerdo a los lemas 2.3.5 y 2.3.3 exister'\ constantes (', (", ('", 
independientes de m ta les que: 
2 3( II B(u )( t) 11 dt ~ ( .. 
o m V* 11 um 11 Lro f J, T ¡ H) 11 um IIL2 ( 0, T; V) 
~ ('" lIum "L2(0,T¡V) 
y 11 um 1\2 ( 0, T ; V) ~ e'. 
Por /o tanto: 
2 ~ 2 (IIA s Il2 ('2 + e"¡ e' ) ;i 2 (( s + 1)2 e'2 + e'" e'11 u~ nl 2 (O T . y*)
, , 
y así quedo demostrada la existencia de una constante e~ independiente de 
m, ta l que 'V m E IN uu~ II 2 ~ e. ~L T i V*) 
2.4 PASO AL LI M/TE 
l-laciendo uso del rE:Or ~ ., a 1.4 .7 (lema j .:::om '¡dad ) fXobo' emas que la 
co 
suc es ió n d e soluc iones o p-ox imadas {ú } _ 1 d el PYJ F)( 11) (: tiene un 
m rn ­
l ímite , que ~ solución dé bil de d icho b lema. 
Lema 2 .4.1 
.CO c .'isten ur (l '; bsuc~sjó" í e. :1:; \ lJ :n= l y lino iu nClan 
6' 
~ W1,2(0,T;V,H) () Loo(O,T; H) tales que: 
U 
€ 
UtJ --+ u(: en 
2 .L (0, T ¡ H) fu er te, a.e. tE(O,T) en H, y 
Io'_ro 
a.e. en Q = ~ x (0, T ) (2.19 ) 
.-,+ u (: en L2 ( 0, T ; V) débi 1 (2.20), UtJ 
u .---. u (: 
en LCD(O,T; H) débil * (2.21 ) , y 
U 
, ~. en L2 (0, T ; y*) débi l ( 2.22 ) • u u (: 
U 
Demostración 
Aplicando el teorema 104.7 al espacio W1,2 (0, T ; V, H), donde: 
V 4 H ~ V* es una terno de evolución con compacto, y teniendo 
i lit 
presentes las estimaciones (2.13) Y (2.14) del lema 2.3.3 y (2.18) del 
lema (2.3.8), se puede extraer de {u } una subsucesión {u } tal que:
m tJ 
2 
u - u en L (0, T i H ) fuerte,
tJ (:
lJ_ co 
función u e:L(OT'H) la observación a I teOremapara a 19una (: 
2 
,,' 
Por 
1 .1.2 Y e I teorema 1. 1 .11 puede suponerse tambi én que: 
en H a . e. t ~ (0, T) Yu (t) - u (t)
lJ (: 
u a. e. e'1 Q. 
- u (:lJ 
2 
son acotadas en L (0, T ; V) YDe olTa parte, como { u } y {u~ }
m 
?L- ( 0, T; V*) respectivamente, y estos espacios son reflexivos, podemos 
67 
afirmar (Vf6 apéndice A), además, que existen v E. l2 (O, T ; Y) Y L2 (O, T; H) en L ( O, T; H) se verifica fácilmente que dicha función es 
' 

2 * 
•
wE L (O,T;Y ) tales que: 
Ue; 
2 
--+ v en L ( O, T ; Y) débi I yulJ 
2 
U 
I 
~ w en L (O, T ; y*) débi l. 
lJ 
Probemos que u E W 1,2 (O, T ; Y, H) Y u l = w. Establezcamos prime-
E E 
2 
ro la igualdad u = v. En realidad, como u 
-- v en L (0, T ; Y ) 
E U 
2 2 .débi I y L2( 0, T ; Y) 4 L (0, T ; H) entonces u 
- v en L (0, T ; H)
lJ 
2 
débi 1; pero u lJ - u E en L (O, T ; H) fuerte, y por lo tanto, débi l. 
Luego, por la unicidad del límite débi 1, u E = v. 
Pera concluir que u E W1,2(0, T; Y, H) Y u' = w, apliccremos el 
E E 
2teorema 1.4.4. Sean VE Y Y <t>ED ( O,T), entonces <t> (.)vEL (O,T¡Y) y 
I T , 
fT ,(U (t), v)H <t> (t) dt = - f < u ( t), v >y*y <t>(t) dt. 
o lJ . o U 
Así, cuando JI -+ co, se ti ene de las corwergenc¡as débi les establecidas ante­
riormente que: 
T TJ (uE (t), v)H <!J '(t)dt ~ < w (t), v >y*y <t> (t) dt,o 
y así u E W1,2(0,T;Y,H) y u = w . 
E E 
CO 

Por último, como { u }m:;;:: 1 es acotada en L00 ( O,T ; H) que es el dual 

m 

1 

del espacio separable L (O, T ; H), puede suponerse que { u lJ } converge a 
una cierta función en LOO (O, T ; H) débil *, y por la inmersión de 
68 
F\-obcJ"emos ahora que la función cuya existencia es garantizada poruE 
el lema 2.4.1 es solución débil del problema PYIF ( II)E · 
Con el fin de simplificar la esaitura introduciremos las siguientes notacio­
nes : 
designa la fun­1 2 v f. Y , <u', v >y*yPara u E W' ( O, T ; Y, H) y¡) 
ción de ( O, T) en R definida por: 
t E ( O, T ). <u',v > y*y (t) :;;:: < u' ( t),v > y*y, 
ii) Para u E L2(0, T; Y) y v E Y, a E (u, v) designa la función de (O, T) 
en I,R d efi n ida por : 
t E ( O, T).a E(u,v) ( t) = a E ( u (t), v) 
iii) Para u E. L2 (O, T ; Y) n LOO ( O, T ; H) Y v f:: Y, b ( u, u, v) designa la 
función de ( O, T) en IR definida por : 
= b(u ( t),u(t),v), t E (O, T ) • b(u,u,v ) (t) 
y b ( u,u,v) que<u', v > * ' ( u,v)Con relación a las funciones a EY V 

acabamos de definir se tiene la siguiente afirmación: 

n 
afirmar (ver apéndice A), además, que existen v E L2 (0, T ; V) Y L2 (O,T; H) en L' ( O,T; H) se verifica fácilmente que dicho función es 
2 * 
wE 	l (O,T;V ) tales que: ,.
U e 
2 
U
-+ v en L (0, T ; V) débi I yu 
, 2 
u ~ w en L (0,T;V*) débil. 
W 
Probemos que u E W 1,2 (0, T ; V, H) Y u' = w. Establezcamos prime-

E E 

2ro 	 la igualdad u 
E 
= v. En realidad, como u 
W - v en L (0, T ; V ) 
2 2 	 2 .débi I y L (0, T ; V) ~ l (0, T ; H) entonces u 
-+ v en L (0, T ; H)

W 

2
débil; pero U
-
en L (O,T; H) fuerte, y por lo tanto, déb¡ l.w u E 

Luego, por la unicidad del límite débil, u = v.
E 
Pera 	 conclu ir que u E W1,2 (0, T ; V, H) Y Uf w , E E = aplicaremos el 
2teorema 1.4.4. Sean v t V . Y q, t D( 0, T), entonces q, ( • ) v t L (0, T ; V) Y 
T 	 , T ,f ,(u (t), v)H q, (t) dt = 
- ~ 	<uu ( t), v >V*V <t>(t) dt.o 	 U . 
Así, cua ndo p ... co, se ti ene de las cO'1vergencias débi les establecidas ante­
riormente que: 
T Tf 	 (u E (t),v)H q,'(t)dt
o 	 f < w (t), v >V*V<t>(t) dt, o 
y así u E W 1,2(0,T;V,H) y u = w.E 	 E 
CO 00Por 	 último, como { um }m =1 es acotada en l (0, T; H) que es el dual 
del 	 espacio separable l' (0, T ; H), puede suponerse que { u } converge a 
w
uno cierta función en lOO (0, T; H) débil *, Y por la inmersión de 
68 
Probcremos ahora que lo función cuya existencia es garantizada poruE 
el lema 2.4.' es solución débil del problema PV I F (II)E • 
Con 	 el fin de simplificar la esaituro introduciremos las siguientes notocio­
nes : 
1 2 	 designa lo fun-Paro u E, W' (0, T ; V, H) Y v E V, <u',v >V*V¡) 
ción 	de (0, T) en R definida por : 
tE,(O,T).<u', 	v > V*V (t) = < u'(t), v > V*V ' 
a E (u, v) designa la función de (0, T)ii) 	 Poro u E L 2 ( 0, T ; V) Y v E V , 
en IR definida por : 
o E(u,v) (t) = a E (u (t), v) t E (0, T ). 
coiii) Para u € L2 (O, T ; V) n L (0, T ; H) Y v E: V, b ( u, u, v) designa la 
función de (0, T) en IR definida por: 
b(u,u,v) (t) = b(u (t), u (t), v), t E ( 0, T ) . 
y 	 b (u, u, v) queCon 	 relación a los funciones <u', v > * , a E ( u,v)V V 
acabamos de definir se tiene la siguiente afirmación: 
" 
Lema 2.4.2 
2Las funciones a E (u,v) y b(u,u,v) pertenecen aL (O,T)<u',v > V*v' 
Demostración 
2 T 2 i} = ~ I <u' ( t ), v> V * V I dtD <u',v >V*V "L2 ( 0, T) 
2 2 T 2 ~ ( Du'(t)"V* /lvll dt = l/vI/ J I/ u '(t)/I * dt < +00 
O V V o V 
2 T 2 T 
ii) DaE (u, v) UL2 ( 0, T) = f lo (u(t), v)1 dt =J 1< AE(u(t)),v> * :o E O V V 
2 . 2 T 2 ~ I A( a 1/ v l/v ~ I u ( t ) l/v d t < + ce 
2 T . 2 jii) Rb (u,u,v)1I 2 = J Ib ( u( t), u ( t), v)1 dt 
L (0, T ) o 
T 2 2 2 
= ~ 1 < B(u)(t), v >V*V' dt ~ < +00l/vI/v IIB (u)I/L2 ( 0,T¡V*) 
• 
Lema 2.4.3 
Sean { u]J } y u ( como en el lema 2.4. 1, entonces: 
·"I~ 
¡ ) "'Ii E N (u' ,W. ) = < u I W. > --+ < u· , W i > * en 
'11 
lJ I lJ I V*V ( V V 
'" D' (0, T ) = D'((O,T);IR). 
ii} 'ti ¡ E IN o ( u ,W.) -+ o ( u ,W¡) en DI ( O,T).( ]J I E E 
70 
Demostración 
2 
-- entonces \)J (. )W¡ E. L (0, T ¡ V) ¡como¡IJ E 0(0, T),Sea 
L2(0,T¡V*) débil (2.22 ), entonces : 
I .---. Uf en 
u E 
lJ 
-
( < u ~ (t),W¡ > V*V tj¡(t)dt./ < u l (t),W i > * \)J (t)dt 

o]J V V 
 lJ - CO 
LuegO: 

en DI (0, T) ( i ) 
( u]J I , W i) ---+ < u~ , W ¡ >V * V 
en L2 (0, Ti V) débil (2.20), entonces:
--+ u(Como ulJ 
T * ~ J,. < \)J (t) AE 
* W¡, uE (t) > dt,~ <tj¡( t) A( Wi' ulJ (t) >V * V d t o V*V 
lJ ~co 
eS decir: 

JT < A EuE (t ),W i > *V \)J(t)dt,
( < A U (t), W¡ > * \)J (t) dt o V 
o ( ll .... V V lJ-_ CO 
lo cual significo que: 

en DI (O, T) ( ¡ i ) . 

o E ( u lJ ' W¡) ---+ 0E ( uE ' W ¡ ) ~ 
Lema 2.4.4 

2 

Lo sucesión { u u } CD es acotado en L (O, Ti H). 
lJ lJ p = l 
Demostración 

Utilizando el lema 2.3.4 Y los estimaciones opriori (2.13) y (2.14) ob­
tenemos: 
71 
Lema 2.4.2 
2Las funciones 	 a (u, v) y b (u, u, v) pertenecen a L (O, T)<ul,v>V*V' E 
Demostración 
i) 2 = ~T <u'(t), v> V*V,2 dtU <u',-v >V*V "L2 (0, T) 
2 2 T 2 ~ { IIu'(t)"V* IIvll dt = " v " J t)" * dt < + 0011 u 1 ( 
o 	 V V o V 
2 T 2 T 	 2ii) DaE (u, v) U L 2 (O, T ) = f la (u(t), v)' 	 dt =J 1< AE;(u(t)),v> * I :o E; o V V 
2 2 T 2 
~ I Ac I "v "V ~ lu ( t) "V d t < + ex> 

2 T 2 

iii) Rb(u,u,V)\2(0,T) = J Ib(u(t), u (t), v)1 dt 
o 

T 2 
 22< 
= ~ 1 < B(u)(t), v >V*V' dt ~ 	 +0011 v"v 11 B(u ) 11 L 2 (O, T ¡ V*) 
~ 
Lema 2.4 .3 

Sean { u\..l} y u E como en el lema 2.4.1, entonces: 

i ) 'V i E N (u ,W.) = , \..l ' ! < u \..l W. I > V*V --+ < u~ ,W¡ >V*V en 
D'(O,T) = D'((O,T)¡IR). 
i i) 'r;J i E IN a (u ,W.) ~ a (u ,W.) 	 en D' ( O, T ) . 
C \..l I E E I 
70 
DemOStroc ión 
2
entonces lj.J (. )W¡ E. L (O, T ¡ V) j comoSea lj.J ~ D ( O, 1), 
L2 (O, T ¡ V*) débil (2.22), entonces:
u' .---. u' en 
\..l E 

_ «u~ (t), W¡ >V*V lj.J(t) dt.
{ < u' (t),W¡ > * ljJ (t)dt 

O \..l V V \..l _00 

Luego: 

en D'(O,T) (i ) 
(u\..l', Wi) --+ < u~, W¡ >V*V 
en L2 (O, T¡ V) déb¡1 (2.20), entonces:Como u\..l --+ uE; 

,. * 

-+ f < ljJ (t) A Wi' uc- (t) > dt ,( <1jJ(t) AE; *Wi , u\..l (t) >V*V dt o E ~ V*V 
o \..l-+OO 

es decir: 

-
T ~ < A c Uc (t), W¡ >V* V 1jJ( t) dt,{ < Ac- u (t),Wi > * ljJ(t)dt o ~ \..l V V \..l_OO 
lo 	 cual significa que: 

en D' (O, T) (¡ i ) . 

a E (u \..l' Wi ) ~ (u[ , W¡)a E 	 ~ 
Lema 2.4.4 

2 

La sucesión { u u } ro es acotada en L (O, Ti H). 
\..l \..l P= 1 
Demostración 

Utilizando el lema 2.3.4 y las estimaciones apriori (2.13) y (2.14) ob­
tenemos: 
71 
2 T 4JT I u (t) u ( t ) I dt = J 11 u ( t ) n 4 d t 
o \.l \.l o 	 \.l L ( ~ ) 
~ ( JT /lu (t)1I 3 2 lIu\.l(t)IJ ,( ) dt 
o \.l L ( ~) H f¿ 
, T T 2 1/2 ~ (Jo 11 u \.l ( t ) BH' ( r2 ) dt ~ (" ( ~ Uu \.l ( t ) IV dt) 
~ (" /lu \.l U 2 ) ~ ('" 	 (independiente de \.l).
L (O,T¡V ~ 
Observación. 
2 
El lema 2.4.4 nos perm i te suponer que existe X E: L (O, T; H) tal que 
2 
u\.l u\.l --,,)( en L (0,T;H) 	débil (2.23), 
pasando nuevamente a una subsucesión adecuada que segui remos denotan­
do {u } • 

1;; 
 \.l 
El punto crucial en la prueba de 	que u es solución débi I del (P VI F ) ( 11)
€ € 
es demostrar que )c = u € u€. Para ello utilizamos el siguiente lema: 
Lema 2.4.5 
Sean G un abierto de IR n x IR, 9 \.l Y 9 funciones de Lq ( G), 1 < q < 00 
+I I' lll 
'11' 
tal es que: 
9 ~ 9 a.e. en G11 9 \.111 Lq ( G) = < (, \.l 
qEntonces 9\.l ~ g en L ( 	G) débil. 
72 
Dernostrac ión 

Ver [5], pág. 12. 

Con base en el lema 2.4.5 tiene 	lugar: 
Lema 2.4.6 
Sean { u\.1} y {u€} como en el lema 2.4.1, entonces: 
2~i~1'J b(u\.l' u\.l,W¡) --+ b(u€, u€,W i ) en L (O,T) débil. 
Demostración 

por la observación que sigue al lema 2.4.4 podemos suponer que existe 

ex ~ L2 (O, Ti H) tal que u \.l u\.l 	 ---. ")( en L2 (O, T; H) débiL 
G = Q = ~ x (O, T), g\.1 = U¡.¡ u W'Si en el lema 2.4.5 tomamos 
9 = u U € ' q = 2, entonces: 
E 
~ ( (1 ema 2.4.4), 
11 u\.l u \.l IIL2 (Q ) 
del lema 2.4.1; Por lo tan-
u E u € a. e • en Q por (2.19 )u u ~ 
U \.l 

--+ u u en L2(Q) débil.
to u u E E\.l \.l 
Por la unicidad del límite débil, teniendo presente ( 2.23) Y el teorema 
211! ~ L (O, T) : 1 .1 .11, concluímos que )( = u€ 	 U € . De esta manera si 
T 	
11! ( t ) dt foT b ( u \.l ( t ), W i , u\.l (t )) 11! ( t) d t ro 2 b ( u \.l ( t ), u \.1 ( t ), Wi ) 
fT f (u (t) (x ))2 dW i l1!(t)dxdt
dxo r2 \.l ­
73 
2 T 4JT lu (t) u (t)1 dt = J "u (t)n 4 dt 	 Dernostrac ¡ón 
o lJ lJ 	 o lJ L( ~ ) 
-
Ver [5], pág. 12. 
3 
~ e fT "u (t)U lIu (t)" 'r ) dt2o 	 lJ L ( ~) lJ H , rl 
Con base en el lema 2.4.5 tiene lugar: 
~ e' ( lIu lJ (t)BH'( ~ ) dt ~ e" ( (UulJ(t)I~ dt)1/2 
Lema 2.4.6 
~ 
rl I I ' ..... < (. 	d d' d )1... In epen lente e lJ •
-¡ ;;; e" 11 u lJ 11 L2 ( 0, T ; V) = 	 Sean {ulJ } y {u(} como en el I.ema 2.4.1, entonces: ~ 
2~i~1'J b(u , ulJ,Wi ) --+ b(u E , uf:.,W¡) en L (0,T) débil. lJ
 
Observación. 

2 Demostrac¡ónEl lema 2.4.4 nos permite suponer que existe }(E:L (0,T¡ H) tal que 
Por la dbservación que sigue al le-no 2.4.4 pode-nos suponer que existe 
2 
ulJ u lJ ~ ")( en L (0,T; H ) débil 	 (2.23), 
'X ~ L2 (0, Ti H) tal que u ,lJulJ -- ")( en L2 (0, T¡ H) débil. 
0= Q = Q x (O,T), glJ = U¡.¡u lJ ,Si en el lema 2.4.5 tomamospasando nuevamente a una subsucesión adecuada que segui remos 	denotan­
9 = u U E ' q = 2, entonces:do {u } • ElJ 
1: 1 ~ e (1 ema 2.4.4), 
11 ulJ ulJ IIL2 (Q)El punto crucial en la prueba de que u es solución débil del 	(PV I F) (11)
E 	 ( 
es demostrar que ')c = uE u[" Para ello utilizamos el siguiente 	lema : del lema 2.4.1 ¡ Por lo tan-u u a • e. en Q por (2.19)UlJ ulJ ---. f:. f:. 
2 
_ U U en L (Q) débi l.to u u ]J lJ E ( 

Lema 2.4 .5 

IR n q 
Por la unicidcxl del límite débil, teniendo presente (2.23) Y el teorema 
Sean 0 un abierto de x IR, 9 lJ Y 9 funciones de L ( 0 ), 1 < q < 00 
11 1.1 2 
"1 	 ljJ "= L (0, T) : 1 .1 .11, concluímos que ')( = uf:. u E. De esta manera SI
tales que: 
T foT b ( u lJ ( t ), Wi , ulJ (t)) ljJ (t ) d t fo 2 b ( u lJ (t ), u lJ ( t ), Wi ) \lJ (t ) dt 
< e, 9 ~ 9 a.e. en 0
"glJ"Lq( 0 ) = lJ 
fT f (u (t) (x ))2 dW i ljJ (t ) dxdt dxEntonces 	 en L q ( 0) d ébi I • o Q lJ ­glJ --+ 9 
73
72 
t (u (t)2 ~ lIJ(t)) dt 
o 
ll 
... ' dx 
U-CX) 
T ~ (UE (t)2, dW. --L dx lIJ (t))dt 
T 
= f 2b(uE (t),u E (t),Wi ) lIJ(t ) o 
• 
Lema 2.4.7 
Para toda v ~ V , 
<u' v > + a (u v) + b (u u v) = O 
E V*V E E ' E' E' (en L2 (O,T)) 
Demostrac ió n 
Puesto que las funciones u U son soluciones "aproximadas" los lemas 2.4.3 
y 2.4.6 nos permiten concluír que: 
\f i E N 
< uE' ,Wi > * + a E (uE ' Wi ) + b (u ' u €' W ) = O 2 V V E i en L (0,1 
En particular, si v es una combinación lineal finita de las W , se tiene 
i 
2< u',v > * +0 (u,v)+b(u ,u,v) = O en LE VV E E E E (0, T)'. 
CX)Ahora bien, si v ~ V, existe una sucesión {vm }m = l tal que v - vm 
en V Y cada vm es combinación lineal finita de las W i , entonces pode­
mos afirmar, usando los lemas 2.3.6 y 2.3.5 que: 
2<u 'E ' v > * + a E (u ,v) + b (u E ' u E ' v) = O en L (O, T).V V E ~ 
Solo nos resta demostrar que u E (O) = u ' O 
74 
Lema 2.4 .8 
,la función cuya existencia fué establecida en el lema 2.4.1.Sea u E 
Entonces uE (O) = uO ' 
Demostrac,jón 

Si v ~ V, por la fórmu la de integración por partes (teorema 1 .4.6) : 

(u (t), v) - (u (O), v) = ft <u' (s), v > * ds 
lJ jJ O jJ V V 
= fT < U ' ( s), )' fs) v > * ds te(O,T). 
o U [O, t V V 
De otra parte, como u E: W1,2(0, T¡V, H), existe U E E e (0, T¡ H) tal 
E 
que ~ E (t ) = u (t) a.e. t~(O,T). Por lo tanto, de acuérdo al le-E 
ma 2.4.1 : 
u (t) ~ ~ (t) en H a.e. tE(O,T).
U E 
Tomando límite cuando jJ _ CX) en la primera igualdad, considerando que 
2 
u)J (O) = uO)J ~ Uo en H, que s ~'X [O, t ] (s)v E: l (O, Ti V) Y 
teni endo presente (2.22) se si gue que: 
a.e. tE(O,T).(uE (t ), v) - (uo ' v) = f < u~ (s), 'X [O, t ] ( s ) v >V* V ds 
Dado que ambos miembros de la anterior igualdad son continuos como funciones 
de t, la igualdad es válida para todo t E. [ O, rJ ; en particular, para t = 0, 
NI' l:: KS ll>AU !,' Al' IONAl 
BIB.. nTEr- . " ..,·"·n:fl,l 75 
dW. 

= ( (u J./ t)2 , --L 1li(t)) dt
dx Lema 2.4.8 

T dW. T 
 la función cuya existencia fué establecida en el lema 2.4.1.J (U (t )2 --L. Sea U E:o E: ' 1li(t))dt = f 2b(uE: (t), u E: (t),W ) ljJ(t ) 
u- CO d x io 
Entonces uE: (O) = uO ' 
~ 
Lema 2.4.7 

Demostración 

Para toda v ~ V , 

Si v é V, por la fórmu la de integración por partes (teorema 1 .4.6) : 

< u~ v >V*V + a E: (u E: 'v) + b(u E: ' uE: 'v ) = O (en L2 (O, T)) 
 {u (t),v) - (uu(O),v) = J\u' (s),v > * ds 

u o u V V 
Demostració n 
= JT < U '( s ), ~ fs ) v > * ds te(O,T). 
o lJ [O,t V V 
Puesto que las funciones Uu son soluciones "aprox imadas" los lemas 2.4.3 
y 2.4.6 nos penniten concluír que: 1De otra parte, como uE: E: W ,2(0,T¡V, H), existe u E: E C(O,T¡H) tal 
~i E N que tí (t) = uE: (t) a.e. t ~(O,T). Por lo tanto, de acuerdo 0,1 le­2< uE:' ,Wi > V* V + a E: (uE: ' W i ) + b (u ' u E: ' W ) = O E:E i en L (O, T 
En particular, si v es una combinación lineal finita de las W 
i 
, se tiene 
< u',v >V*E: V +0 E: (u,v)+b(uE: E: ,u,v)E: = O en L
2 (O, T)'. 
:;14 
'""., 
Ahora bien, si v E V, existe una sucesión co (vm } m = l tal 
en V Y cada vm es combinación lineal finita de las W¡, 
mos afirmar, usando los lemas 2.3.6 y 2.3.5 que: 
que v 
m 
- v 
entonces pode­
<u'E: ' v > * V V + a E: (u ,v)E: + b (u E: ' u E: ' v) = ° en 
2L (O, T). ~ 
Solo nos resta demostrar que u E: (O) = u 
O 
' 
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ma 2.4.1 : 
u (t) --+ ~ (t) en H a.e. tE(O,T). 
)J E: 
Tomando límite cuando lJ - co en la primera igualdad, considerando que 

2 

uu (O) = ~ Uo en H, que s -'X [O,t ] (s)v E: L (O,T¡V) yuO lJ 
teniendo presente (2.22 ) se sigue que : 
t(ü E: (t ), v) - (uo , v) = « u ~ (s), 'X [O, t ] ( s ) v > V * V ds a.e. E (O, T). 
Dado que ambos miembros de la anterior igualdad son continuos como funciones 
de t, la igualdad es válida para todo t € [0, T]¡ en particular, para t = O, 
NI \ c KSIL>AU ~' A( ' l () NA 
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es decir: 
(~ E (O), v) - (u ' v) :: f o <U I (s), v > * ds:: O.o o E V V 
Finalmente, por la densidad de V en H, concluímos que ~E (O) = u ' •o 
Los resultados 2.4.7 y 2.4.8, pueden ser reunidos en el siguiente teore­
ma de existencia: 
Teorema 2.4.9 
1Dada U ~ H, existe una función uE ~ W ,2(0, T; V,H) n Lex>(O, Ti H)
o 
solución débil del problema (PVIF)(II) • 
E 
2.5 REGULARIDAD DE LAS SOLUCIONES DEBILES u ' E > O.E 
Nuestro objetivo en esta sección es probar que las soluciones débiles u 
E 
construídas en la sección 2 A, son tales que: 
u E L2 (0,T;V4 ) y U E L
2 (0,T¡H) ~ L2(Q),I 
E E 
donde Q = í2 x (O, T). 
Lema 2.5.1 
Sea la solución débil del problema (PV I F) (11) construída anterior­uE E 
76 
Entonces:
mente. 
aUE 2 E: L (O,T; H) L2 (Q)u -E a x 
Demostrac ión 
au L22 (O, T¡V1 ) y puesto queentonces ~ ~ Como u e L (O T· V)s ", a x 

2 ex>
L (O, T; L (Q) ) • Luego:V <-. LCX)(Q), ~ ~ 
1 a x 
2au 2 ::: ( I u (t) d Uf ( t) 1 dt 
o E dxUU E ..::..:.L 112(0 Ti H)ax L , 
d uE (t) .2 2I u E (t ) 1 dt~ t 
o U dx Lex> ( Q ) 
2 au 2 ex» < + CD 
:; I ~ 11 2 (O T. L (Q)11 u E \ ro (O., T ; H) axL, , .~ 
au 2
---1. E: L (O, T; H), entonces:Si f ::: - uE ax 
a.e. tf:.(O,T)
.(u '(t), v > * + a (u (t),v) = < f(t),v >V*y 
E: V Y E E (2.23) 
'VVf::.y 
u (O) UoE 
La regularidad de u será consecuencia de los ' siguientes teoremas de exis-
E 
tencia y unicidad poro problemas lineales no homogéneos: 
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2.5 
es decir: Entonces:mente. 
"" au E 2 L2( u E (O), 	v) - (uo ' v) = JO < U '(s), v > * ds = O. u E; L (O, T¡ H) (Q)E° E V V a x 
Finalmente, por la densidad de V en H, concluímos que ~E (O) = u ' • Demostracióno 
Los resultodos 2.4.7 y 2.4.8, pueden ser reunidos en el siguiente teore­
ma de existencia: 
Teorema 2.4.9 

1
Dada Uo 	eH, existe una función tW ,2(0,T¡V,H) n Lco(O,T¡ H)uE 

solución débi I del probl ema (P V I F )( " ) • 

E 
REGULARIDAD DE LAS SOLUCIONES DEBILES u ' E > O. 
E 
Nuestro objetivo en esta sección es probar que las soluciones débiles u 
E 
construídas 	en la sección 2.4, son tales que: 
2u E L2 (O,T¡V4 ) y u' E L (0,T¡H) = L2(Q),E E 
donde Q 	 = Il x (O,T). 
Lema 2.5.1 
Sea u E la solución débil del problema (PV I F) (1/) construída anterior­
E 
7ó 
au 	 22 entonces ~ € L (O,T¡V1 ) y puesto queComo u €: 	 E L (O, T ¡ V ), a x 
2( CDVI <-. Loo(Q), ~ ~ L O, Ti L (Q) ) • Luego: 
a x 
au 2 = (" 'u (t) d Uf ( t) ,2 dt~1I2(OT;H) o E dxIIu E ax 	 L , 
d uE (t) .2 I u E (t ) ,2 	 dt~ t 
o 	 11 dx Loo(Q) 

2 

~ 	 au 2 CD)) < + coI ..:...:f:. 	 H 2(0 T. L (QlIu " oo (OT'H) axL, ,E L _" ~ 
au 2 ~ E 	 L (O, Ti H), entonces:Si f = -	 U 
E ax 
a,e, .tE; 	(O,T)<u '(t), 	v> * + a (u (t),v) = < f(t),v >V*V 
E 	 V V E E 
(2.23) 
"IvE;V 
u (O) = 	UoE 
La regularidad de u será consecuencia de los siguientes teoremas de exis-
E 
tencia y 	unicidad pora problemas li necles no homogéneos: 
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Lema 2.5.2 (J.L. Lions l ver [ 3], pág. 218) 
Sean H un espacio de Hilbert Con producto interior (,) y norma l. I ¡ 
v c... H * * I .
- H L. V una terna de evo uci on, donde Y también es unLit 
espacio de Hilbert, con norma 11 "y. 
Para T > O fijo y para casi todo tE [O, T J, sea a (t ¡ • , • ): V x Y _ IR 
una forma bi lineal tal que: 
i) La función t --+ a(t¡u,v) es medible 
'Vu,vE.V, 
ii) la(t¡u,v)1 ~ M I/uUy Dvly a.e. tf.(O,T) "I/u,VtY, 
2 2i i i) la(t¡ u,v)1 ;;: a Uv l/y - clvl a.e. tE,(O,T) "iVf:.Y, 
donde el > O, M Y c son constantes. 
;-, 
2 
Entonces, dados fE L (0, T¡ y*) Y U EH, existe una única función 
o 

u tal que: 

2 2 * 
uE L (O,T¡Y) "C(O,T¡H), u'E L (O,T¡Y) y 
<ul(t),v> * + a(t¡u(t),v):::: < f(t),v > * 
y y y y a.e. tf:.(O,T) 'Vv 
u(O) = U 
o 
Observación. 
Nótese que la forma bi lineal a definida por (2.7) satisface las hipótesisE 
78 
del lemo 2.5.2 con H == l2(n) y y = Y2' 
Lema 2.5.3 
Sea A: D (A) - H un operador line'.]! no ac?i"::Jdo y cerrado en el 
,.. 
espacio de Hilbert complejv H. Supongamos que existe un Aa E IR tal 
que si Re 1, > Aa entonces A + A I es un isomor fismo de D (A) sobre 
.. 
... c-1 
H y 11 (A + Al) "SL( ~f) ~ 1 \ I + 1 

2'" - ..... 

Entonces, dados f E L (O, T ¡ H) Y U o E [D ( Al, HJ 1 existe un úni­
"22 "­
ca u E L (O, T ¡ D (A )) te I que: 
<'V 
u'+Au=f 
u(O) = uo 
donde en D(A) se considera la norma del gráfico. 
Demostración (Yer lions-Magenes [6], tomo 11, pág. 22 ). 
Observación. 
? - 2­Con relación al lema 2.5.3, como u €o L- (O, T ; D (A)) y f €. L (O, T ; H), 
2 "" Al- """ 
entonces u I E L (O, T ; H), y por lo tanto u €. C ( O, T i l D ( A ), H) 1 ). 
"2" 
(Yer teorema 1.5.1). 
De esta manera la condición u (O) = uo ti ene sentido. 
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Lema 2.5.2 2 _(J.L. Lions, ver [3], pág. 218) del lema 2.5.2 con H = L ( J ) y V - V2' 
Sean H un espacio de Hilbert con producto interior (,) y norma /. /; 
V <-. H * * / ~ 
- H <-. V una terna de evo uci on,¿lt donde V también es un 
espacio de Hilbert, con norma" l/V' 
Para T > O fijo y para casi todo tE [O, T], sea a ( t ¡ • , • ): V x V ~ IR 
una forma bilineal tal que: 
i) La función t ..--... a(t¡u,v) es medible 
'!(u,vE.V, 
i i) 10(t;u,v)1 ~ M IIuDV IvlV a.e. t€(O,T) "1 U,v E. V, 
i i i ) la(t¡ u,v)1 ~ a 2 Dv /IV - 2 c/vl a.e. tE.(O,T) Ir/v~V, 
donde Ct> O, M Y c son constantes. 
2 
Entonces, dados f E L (O, T ¡ V*) y U EH, existe una única función 
o 
u tal que: 
2 ,2 * UE, L (O,T;V) n C(O,T;H), u EL (O,T;V) y 
<u'(t),v ) * + a(t¡u(t ) ,v) = < f(t),v ) * a.e. t~(O,T) "IvV V V V 
u (O) = U 
o 
observac i ón • 
Nótese que la forma bilineal a E definida por (2.7) satisface las hipótesis 
78 
Lema 2.5.3 
... 
Sea A: D (A ) -- H un operador line':l: no ac?j°:Jdo y cerrado en el 
,.. 
espacio de Hilbert complejo H. Supongamos que existe un AO E IR ta i 
que si Re A > Aa entonces A + A I es un isomorfismo de O (A) sobre 
N N 
H Y 11 (A + A l) -1 11 BL ( H) ~ c I A I + 1 
2 ~ ~ ~ 

Entonces, dados f E L (O, T ; H) Y U o E [O ( Al , H] 1 existe un úni­
"22 "­
ca u E L (O, T ; D (A)) ta I que: 
,., 
u'+Au=f 
u (O) = uo 
donde en D (A) se considera la norma del gráfico. 
Demostración (Ver Lions - Magenes [6], tomo 11, pág. 22 ). 
Observación. 
? ~ 2­Con re lación al lema 2.5.3, como u t L - ( O, T ; O ( A )) y f E L (O, T ; H ), 
2 '" ,.., ,..." 
entonces u I E L ( O, T ; H), y por lo tanto u E C ( O, T ; l O ( A ) , H] 1 ) . 
"2" 
( Ver teorema 1.5.1). 
De esta manera la condición u(O) uo tiene sentido. 
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,.. 2Para nuestro ¡robl ema concreto definamos el operador A en H == l (re ¡ De otra pate, existe una constante c tal que: 
así: 
Ilu(l)IIH ~ ~ lIu(2)II H + c Dl:JIR (ver [3], pág. 132) .... 4 (') 1')D (A) = { u E H (r1 ; IC ) / u I (O) = u" ( 1 ), 
= O, 1,2,3 } 
Luego : 
-A u = E u(4) + )3) ( E> O) (2.24 ) 
< 1 2 2 2
uu ( 1 ) II~ 
- -lIuIl2 +2c lIull ...H 2 H( Q,{) H 
Entonces tienen lugar los siguientes lemas; En consecuencia, 

,.. 2 1 2 22
lema 2,5.4 Re (Au,u) ~ E (luI H2 (Q;IC) - "2 lIuIl H2 (Q ; C) - ( 1 + 2c ) BuIlH) 
Existe Ao ~ O fa I que; 
E 2 2 2 
~ -2 lIull 2 - E( 1+2c)lIull-
H( Q ¡<I:) H 

\fu~D ( A) 
- E 2 

N 
Re (A u, u) ~ 2" 2 A Du 11_11 u 11 H2 ( f¿ ; ( ) o H y se tiene el lema para Aa ::: E (1 + 2 c2 ). 
donde (,) denota el producto interior en H. 
¡¡: lema 2.5.511'11 
11 Demostración. 

Ptra cada A ~ «: ta I que Re ,\ ~ A o y cada f EH, existe un único

'" Si u = u + E D (A), donde u 1 y u son de valor real,1 u2 2 
 "" 
u E D(A) tal que: 
"­
(Au,u) = (E u (4) + u (3) + i E u(4) + ( 3 ) 
' u 1 + i u ).1 1 2 u2 
 2
 A u + A u = f. 

Usando integración por partes y las condiciones de frontera: 
 Demostrac ión 

2
 
.... Sea V = {u E H ( Q ¡() / u (O) = u ( 1), U"I(O) = U"'(l)}; V es un espa­
Re ( Au,u) :::: E f u (2) u ( 2)) + E (u(2) ( 2) )

' 1 ' u
 2
1 2 ' 2 
 cio de Hilbert complejo con la norma de H ( Q ; (). Consideremos en V 

= E 11 u ( 2) II~ 
 la forma sesquilineal:H 
2 

:::: 2
E ( 11 u 11 2 11 u ( 1 ) 11: 
 B,\ (., v) = E (u ( 2 ), ) 2 )) + (u ( 1 ), ) 2 )) + ,\ ( u, V ) •11 u "H ),H (f¿ ;IC) H 

80 11 
 81 

,., 
¡¡tI¡ 
,.. 2 
Para nuestro ~oblema concreto definamos el operador A en H == l (Q; 
así: 
D ( A) = { u f H4 ( Q ,; (; ) ! u (j) ( O) = u(¡) ( 1 ), =0,1,2,3 } 
,.. 
A u = Eu(4) + (3)u (2.24 )( E> O) 
Entonces tienen lugar los siguientes lemas: 
lema 2.5.4 
Existe \ 0 ~ O lo I qu e : 
... 
\iuED(A) 2 11 u 11 H2 ( 11 ; ([ ) 
2\ nu 11 .... 
o H 
'" ERe (A u, u) ~ 2" 
donde (,) denota el producto interior en H. 
Demostración. 
Si u = u1 + i u2 E D (A), donde u1 y u2 son de valor real, 
(Au,u) = ( (4) + (3) +. (4) +E u 1 u , E U 1 2 
(3) u +iu 
2 
).
u2 1 
Usando integración por partes y las condiciones de frontera: 
- E f u (2) u(2)) + E (u (2) ( 2) )Re (Au,u) = \ 1 ' 1 2 ' u 2 
= E 11 u ( 2) II~ 
H 
2 ( 1) 2 2 
== E ( 11 u n 2 IIu 11­ - null .... ). 
H (II ;{) H H 
De otro pcrte, existe una constante e ta I que: 
Hu(l)lI¡; ~ ~ lIu(2)U¡; + c UulR (ver [3], póg. 132) 
Luego : 
nu ( 1 ) II~ 
H 
En consecuencia, 
< 1 
= -
2 
222 
lIull 2 + 2c lIull ... 
H ( II ,([) H 
,.. 2 1 2 2 2 ~ E ( I u I H2 ( 11 ; (;) - "2 11 u 11 H2 ( Q ; e) - (1 + 2 c ) Du 11 H')Re (Au,u) 
E: 2 
> -lIull2 Ir) 
= 2 H( Q ;\L. 
2 2 
- E( l +2c) lIull .....H 
y se tiene el lema para \ = E (1 + 2 c 2 )o . 
lema 2.5.5 
fUa cada A ~C tal que Re \ ~ \ 0 Y cada fE:H, existe un único 
"" 
u E D ( A) ta I que: 
A u + \ u = f. 
Demostración 
Sea V={UEH2 ( Q ¡{) / u(O) = u ( l), U"I(O) =ut,l(l)}; V es un espa­
cio de Hilbert complejo con la norma de H2 ( 11 ¡ ([). Consideremos en V 
la forma sesqu i Iin ea I : 
B\ (", v) = E: (u ( 2 ), v ( 2 )) + (u ( 1 ), v ( 2 )) + \ (u, v ) . 
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Entonces a A es acotada, es decir, existe una constante M ta I que: 
't:ju,ve V I al. (u, v) I ~ M 11 u l/v I v Iv . 
Ademós a A es coerciva. En efecto, para u ~ V , 
-	 2-laA(u,u)l ~ Re BA(u,u) = E lIu(2) II~ + Re A lIuO HH 
2 	 2~ 	 f lIu IIQ A 
o 
JlullH + ReA Hu "H 
2 
~ 
-2 
E 
HuI!'"V puesto que Re A ~ Aa· 
De otra parte, F: V - ~, definido ¡::or: 
F ( v) ::: J f V = (f, v) 'Vv E. "-V, 
o 
es 	un funcional conjugado lineal y acotado en V. 
Por lo tanto, según el lema de Lax - Mi Igram (ver [7], póg. 41), existe 
un único u E V tal que: 
AJ 
a	A (u, v) = (f, v ) 'ti v € V . 
,... '" 
Veamos que u E D (A) Y que A u + A u = f. 
co ­Sea u * E C (Q) ta I qu e u * ( 1) = u * ( O) = u ( O) Y 
tll t ) ( u *) (1) = (u * ;' (O) ::: u' 1'( O) • 
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Entonces w :: U - U * E. H~ ( Q i «:). Para v e cC; (Q ; «:), después 
de integrar par partes, se tiene que: 
SI. (w,v) ::: (f,v) - BA(u*, v) = (f - Eu*(4) - u*(3) - AU*, v). 
Entonces, si g: = f - Eu*(4) - u*(3) - AU*, 9 E: H Y 
.... co 
B A (w, v) = (g, v). Vv E ~ ( Q ; «:) 
2 
Como w E Ho ( ~ ; (), entonces por el teorema de regularidad al F"oblema 
4 
de Dirichlet (ver I[ 7 ], póg. 67), se tiene que w E: H ( Q ; «:) y 
11 w 11 H4(Q ; () ~ c (1 9 11 ¡:¡ + 11 w 11 H ) . 
4 
En 	 particu lar, u = u * + W E H ( 0 ; 4:). 
4
'" Sea v E ~ ( Q; «:). Como aA (u, v) = (f, v ) y u E: H (Q ; () , inte ­
grando por partes, se obti ene: 
( E u ( 4 ) + u ( 3) + A u, v) = (f, v) , 
y 	 par la densidad de C~ ( Q i «:) en H, 
Eu(4) + u(3) + AU = f en H 
Para concluir la F"ueba del lema resta p-obar que u(2)(O) = u(2)(1) y 
u(3)(O) = u(3)(1). 
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,.. 
Entonces B" es acotada, es 	decir, existe una constante M tal que: 
-
'Vu,ve,V I B" (u, v) I ;;; 	 M 11 u IIV I v IV . 
Además B" es coerciva. En efecto, para u ~ V , 
....
-	 2IBA (u,u)1 ~ Re B,,(u,u) 	 == E IIu(2) II~ 
H + Re " 
lIuA H 
E 2 2 2 ~ 	
'2 lIullV A o lIull-H + Re" lIu "H 
E 2 ~ 	
- lIull- puesto que Re2 V " ~ Ao' 
De otra parte, F: v- <t, definido por : 
"" F(v) = J f"V = ( f, v) 	 'Vv € V, 
~ 
..... 
es 	un funcional conjugado lineal y acotado en V. 
Por lo tanto, se gÚn el lema de lax - Mi Igram (ver [7], pág. 41), existe 
un único u E V tal que: 
,..,
-B " 	(u, v) = u, v ) "Iv E V . 
- "­Veamos que u E D (A) Y que A IJ + "U = f. 
ex:> 	 ­Sea u * E e (n) ta I que u * ( 1) == u * (O) == u (O) Y 
( u * )' '( 1) = ( u * f l( O) = U'II( O) • 
82 
2 
wEntonces = u - u * E. Ho ( It ; <1:). Para v E e: (It ; <1:), después 
de integrar por partes, se tiene que: 
BA (w, v) = (f, v) - B" (u *, v) == (f - E u *( 4) - u *( 3) - "U *, v). 
. 	 (4 ' (3) -­Entonces, SI g: == f - E u * ) - u * - JI. u *, 9 ~ H Y 
'" 	
ex:> 
B " 	(w, v) == (g, v) • "Iv €o~ (~;() 
2 
Como w E. Ho ( ~ ; (), entonces por el teorema de regularidad al problema 
de Dirichlet (ver [7], pág. 67), se tiene que w E H4 (~ ; () y 
II w 11 H4(~ ; () ~ e (1 9 II H + 11 w II I~:O . 
4 
En particu lar, u = u * + w 	 E H ( ~ ; I[). 
~ 4 
Sea v E ~ ( º; (). Como B A (u, v) = (f, v ) y u E H ( ~ ; <1:) , inte­
grando por partes, se obtiene: 
(4) (3)
( E u + U +" u, v) == (f, v ) , 
,., 
y 	por la densidad de c~ ( ~ ; () en H, 
(4) + (3) + \ - fEU u I\U - en H 
Para concluir la prueba del lema resta probar que u(2)(O) = u(2)(1) y 
u(3)(O) = u(3)(1). 
83 
Sea v ~ V tal que v (O) = v ( 1) = O, V'IX O) = v'1~ 1) = 1. Entonces 
B (u,v) = E { u(2)(1) - u(2)(0) } + (E u(4) +u(3) + A u,v).A 
Por tanto: 
( f, v) = d u ( 2 ) ( 1) - u ( 2 ) ( O) } + (E u (4) + u ( 3) + Au, v ) , 
y como E u(4) + u(3) + A u = f en H, concluimos que: 
u(2)(1) - u(2)(0) = O 
Análogamente, tomando v EV tal que v(O) = v(l) = 1, v'ltO) = J'~l) = O, 
se concluye que u(3) (O) = u( 3) ( 1 ). ~ 
lema 2.5.6 
Sea A el operador lineal definido por (2.24). Entonces existen constantes 
positivas c y Ao ta les que para todo A E ([ con Re A ~ Ao' existe 
(A + Al)-]. E Bl ( H) Y 
1 c ~ "(A + A l)- I Bl ( H ) 
lA I + 
Demostración 
Si \ es la constante del lema 2.5.5 entonces para A E ([ con Re A ~ A O' 
".. -1"'" ,..
está definido el operador (A + Al) : H - D (A) • 
.- ~ -1 
Sean f ~ H Y u = (A + Al) f E D (A ) . 
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Pera n E Z, denotemos por u(n) y f(n) los coeficientes de Fourier de 
,.. 
u y f respectivamente, con relación a I sistema ortogona I completo en H 
• 2 00 
{el nTIX }n=-OO' 
Por las condiciones de periodicidad para las funciones u E D (A), tene­
mos: 
,.. . ") /"""- 2 2",
ul(n) = .2n TI u(n , u"(n) = -4n TI u(n), 
..-... ..--.... 
3u(3)(n) = - i8n3 n ~(n) , u(4)(n) = 16n4TI 4 íJ(n), 
y como E u ( 4) + u (3) + A u = f, entonces : 
..... A( \04( €. 16 n 4 TI 4 - .I 8 n 3 TI 3 + A ) u ()n = f . n ) 'ti n ~ 7L • 
f ( n ) 
luego U(n) = 
E 16 n4 TI 4 - i 8 n3 TI 3 + A 
De otra parte, puede demostrarse que si R e A > O entonces: 
4 4 . 3 3 2TIE 
'Vne7L I €.16n TI - 18n TI + A l ~ I A 1.J1 + 4 E2n2 
Por lo tanto, empleando la identidad de Parseval, si R e A ~ Ao 
002 n(A + A I f 1 f ,,~ = lIull .... = I Iu(n ) ,2 H n =-<:0 
2 22 2 ro 
+ 4TI E 2 + 4TI EA 
~ 
n 1__ 00 If(n)1 = 11 fll~2 2 24TI 2 E2 lA , 4TI ( 1), 12 
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Seo v E V tal que v (O) = v ( 1) ::: O, Vll~ O) = .Jltl) = 1. Entonces 
B A(u,v) = E { u(2)(1) - u(2)(0)} + ( E u(4)+u(3)+ A u,v). 
Por tonto: 
(f,v) = d u(2) ( 1) - u(2)(0) } + ( Eu(4) + u(3) + AU,v), 
y como E u(4) + u(3) + A u = f en H, concluimos que: 
u(2)(1) - u(2)(0) = O 
Análogamente, tomando v EV tal que v(O) = v(l) = 1, v11tO) = JI'l) = O, 
se concluye que u(3) (O) = u ( 3) ( 1 ). ~ 
lema 2.5.6 
Sea A el operador lineal definido por (2.24). Entonces existen constantes 
positivas c y " o toles que para todo A E ~ con Re A ~), o' existe 
1(A + A I ) - E Bl ( H) y 
'" -1 _ c ~11 (A + A 1) I Bl ( H ) 
J I. , + 
Demostración 
Si \ es la constante del lema 2.5.5 entonces para A E ~ con Re A ~ Ao' 
~ -1,-J ". 
está definido el operador (A + ), ') : H - D (A) • 
.- ,... -1 
Sean f ~ H Y u = (A + >"') f E D (A ) . 
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P~a n E Z, denotemos por u(n) y f(n) los coeficientes de Fourier de 
.... 
u y f respectivamente, con relación al sistema ortogonal completo en H 
·2 00 {el n nx }n =-00. 
Por las condiciones de periodicidad para las funciones u E. D (A), tene­
mos: 
~I (n) = i 2 n n u ( n ) , ~ ( n) = - 4 n2 n 2 ~ ( n ) , 
"......... 	 ~ 

3u(3)(n) = - i8n3 n ~(n) , u(4)(n) = 16n4n 4 u(n), 
y como E u (4 ) + u ( 3) + A u = f, entonces: 
( E 16 n 4 n 4 - i 8 n 3 n 3 + A ) u(n) = f (n ) \1 n ~ Z. 
f ( n ) 
luego U(n) = 
4 	 4 3E 16 n n - i 8 n n 3 + A 
De 	otra parte, PJede demostrarse que si Re A > O entonces: 
'V n E Z I E 16 n4 n 4 _ i 8 n3 n 3 + " 1 ~ _¡;::::::=2=n=E==== I A 1.
2
J1 +4E 2 n 
Por lo tonto, empleando la identidad de Parseval, si Re A ~ 1. 0 
002 
D(A + A J f 1 f ,,~ = lIull ..... = L 'u (n ) ,2 H n =_CO 
2 2 00 	 2 2 
A+ 4n E 	 2 + 4n E 2 
~ 	 1 If(n)1 = IIfllR 
4 n 2 E2 l A ,2 · n-_ OO 4n2E21 AI2 
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'/1+4 rr2 i L' Es deci r (A + A I f 1 ~ Bl (H) y 11 (A + Al) -1 11 ~ -~-..;......--
2rre:IAI 
Tomando Ao suficientemente grande, de la anterior estimación se con­
duye la existencia de una constante c (que depende solo de e: tal 
c que si Re A ~ A ' II(A + AI)-l n ~ o I Al + 1 
" 
ObsEf'vación 
-Del lema 2.5.6 se sigue, en particular, que el conjunto resolvente de A 
.. 
es no vacío, y por tanto el operador A es necesariamente cerrado. 
'" Aplicando el lema 2 .5.3 al operador A definido por ( 2 .24) yola fun­
dU s 
ción f = - u e: 
-, la cual por el lema 2.5.1 pertenece adX 
2 2 "­L (0, T ; H) L. L (O,T; H ) , entonces podemos concluír que para: 
.... ,., 
Uot e D(A) e [D(A), H] ,existe un único:v 4 1/22 ,.. 
u e L (O, T ; D (A)) tal qu e : 
"'­
u' + Au = f 
u (O) = U 
o 
Ademós, por la definición de A, si endo f y de va lor reo 1, podemosuo 
2
afirmar qu e u E L (0, T ; V 4) • 
2 
En particular u' E L (0, T; H) Y u es solución del problema: 
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<u'(t), v>v*v + a E (u(t), v) = < f(t),v >V*V a.e. t~(O,T) 
(2.25) 
'ive.v 
u (O) U o 
En consecuencia, como la forma bi lineal a e: satisface ,las hipótesis del le­
ma 2.5.2, teniendo presentes (2.23), ( 2.25 ) Y la afirmación de unicidad 
del lema 2.5.2, concluímos que u e: = u . 
2Es decir, u e: E l2 (0, T ; V 4 ) y U I ~ l (0, T ; H).s 
Hemos probado entonces el siguiente resultado de regularidad: 
Teorema 2.5. 7 

Si el dato inicial U es de valor real, y pertenece a (D (A ), ¡:¡ 1! ' 
o 
en particular si U eV4' los soluciones débiles del ( PVIF)(II)e:o U s 
construídas son toles que: 
2 L2 u s E L ( 0, T ; V 4 ) y U I ~ l2 (0, T ; H) s ( Q ) 
s 
Obser vac ión 
Por la regularidad de u , la fórmu la de integración por partes usua I y la 
s 
densidad de V en H, de lo igualdad ( 2.9) se sigue que: 
4 d3 Ud Us (t ) ( t)
s du s (t)
u' s (t ) + s -1- + u ( t ) 
= ° en H a.e. tE (0, T ) d x4 d x3 s dx 
(2.26 ) 
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~ 1 1 + 4 lT 2 E2 1 Es decir (A + A I f 1 E BL (H) y H(A + Al )-1 " 
2lTf:IAI 
Tomando A o suficientemente grande, de la anterior estimación se con­
cluye la existencia de una constante c (que depende solo de f: tal 
c 
que si ~ \ II(A + Alf11l ;;Re A 1\0'- l A' + 1 " 
Observación 
-Del lema 2.5.6 se sigue, en particu lar, que el conjunto resolvente de A 
... 
es no vacío, y por tanto el operador A es necesariamente cerrado. 
'" Aplicando el lema 2 .5.3 al operador A definido por (2.24) yola fun­
dU 
ción f = - Uf: ---....L, la cual por el lema 2.5.1 pertenece a 
8x 

2 2 "­L (0, T ; H) L. L (0, T; H), entonces podemos concluír que para: 
.... ,.., 
uo t V4 C. D(A) e [ D(A), H] ,existe un único:1/22 ,.. 
u E L (O, T ; D ( A ) } ta I qu e : 
......lu + Au = f 
u(O) =u 
o 
,.. 
Ademós, por Jo definición de A, si endo f y de va lar reo 1, podemosUo 
2
afirmar que u E L (0, T; V4 ). 
2En particular u J E L (0, T ; H) Y u es solución del problema: 
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<ul(t), v>V*V + a E: (u(t), v) = <f ( t), v >V* V a.e. tE(O,T) 
(2.25 ) 
'VvE.V 
u (O) = U o 
En consecuencia, como la forma bi lineal af: satisface las hipótesis del le­
ma 2.5.2, teniendo presentes ( 2 .23), ( 2.25) Y la afirmación de unicidad 
del lema 2.5.2, concluímos que u E = u. 
Es decir, Uf: E L2 (0,T¡V4 ) y u~ E L2 (0, T ; H). 
Hemos probado entonces el siguiente resultado de regu laridad : 
Teorema 2.5.7 
Si el dato inicial uo es de valor real, y pertenece a [D (A ), H] t ' 
en particular si U eV4, las soluciones débiles del (P\IIF)(II)f:o uE 
construídas son tales que : 
2 2 2 
u E E L ( 0, T ; V 4 ) y U J E. L (0, T ; H) == L (Q ) 
E 
Observación 
Por la regularidad de u , la fórmu la de integración por partes usua I y laE 
densidad de V en H, de la igualdad (2.9) se sigue que: 
l d
4 
uE (t ) d3 uE tt) duE(t) 
u E (t) + E + + u ( t ) 
= ° en H a.e. tE (0, T ) d x4 d x3 E dx 
(2.26 ) 
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ó también: 
4 d 3 u E: 2 2~ U I + E: ~+ + uE: 
= ° en L (0, T ; H) =- L (Q). E: dx4 dX 3 d x 
") 
'J. 
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3. TEOREMAS DE EXISTEN CIA PARA EL PROBLEMA CON 
CO NDI CI ONES DE FRONTERA PERIODICAS 

ASO CIAD O A LA ECUACION K.d.V. 

En e l presen te cap ítu lo ut i lizaremos las soluciones u del Ff"oblema 
E: 
(P V I F) ( 11) obtenidas en el ca pítu lo anterior para hallar una so lución 
E: 
de l FTo blema (PV I F) (1). Esta Se obtendrá mediante un paso al límite 
cua ndo E - 0+ Y su naturaleza dependerá de la regularidad del dato 
inic ia I u •o 
3.1 DEF INICION DE SO LUC IO N y TE OREMAS PRINCIPALES 
A con tinuac ión Fl'ecisoremas el concepto de so lució n al Fl'oblema (PVIF ) ( 1) 
y enunciaremos los dos teoremas de existenc ia que serón establecidos a lo 
largo del capítu lo. 
Defi ni ció n 3. 1 • 1 
Sea uo~V l . Se dice que una fu nc ión U ELoo ( 0,T ; V ) con1 
l 2 
u E L (0, T; V*) es solución del Ff"oblema ( PV I F ) ( 1) si: 
89 
ó también : 
ó4U 3 2 _ 2 
U I + E 
g; + ~ + u ~ = o en L (0, T ; H) = L (Q). 
E ax4 dX3 E a x 
t 
~ 
'J. 
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3. TEOREMAS DE EXISTENCIA PARA EL PROBLEMA CON 
CONDICIONES DE FRO NTERA PERIODICAS 

ASOCIADO A LA ECUACION K.d.Y. 

En el presente capítulo utilizaremos las so lucio nes u del ¡roblema
E 
(PY I F) (11) obtenidas en el ca pítulo an terior para hallar una solución 
E 
del p-ob lema (PY I F) (1). Esta se obtendrá mediante un paso al límite 
cuando E - 0+ Y su natura lezo dependerá de lo regularidad del dato 
inicia l u ' o 
3. 1 DEFIN ICION DE SOlUCION y TEORE MAS PRINCIPALES 
A continuación rrecisaremos el concepto de solución al ¡:roblema (PYI F) (1) 
y enunciaremos los dos teoremas de existenc ia qu e serán establecidos a lo 
largo d e l capítu lo. 
Definición 3.1. 1 
Seo U E V1 • Se dice que una func ión u E {O ( O, T ; Y1 ) cono 
u lE l2 (0, T ; y*) es solución del problema ( PV I F) (1) sí : 
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du(t) d2 v du{ t ) 

< ul{t ), v >V*V + ( dx ' dx 2 ) + (u (t) d x v ) = o a.e. t E (O, T)
f 
~ V EV ( 3. 1 ) 
y u (O ) = Uo 
00 du ( t)
Nótese que como a.e. t E (O, T ) u l t) E L ( $1) Y , E H entonces 
d u( t ) 
u(t) dx EH . Ademós, puesto que u E C(O, T; [V , f V*] ) y1/2 
UoE V, e [V " V* ~/2 ' la condición u ( O) = Uo ti ene sentido . 
Teorema 3.1.2 
Sea E V l ' en tonces existe una función u E Loo ( O, T ; V 1 ) conUo 
u' E l2 (O,T;V*) soluc ión del pro b lema ( PVI F )(I). 
Teorema 3.1.3 

Sea uoE V , entonces existe una única u E Loo (O, T i V) con 

u ' e L2 ( O,T;V,*) solución del problema (PVIF)(I). En part icu lar, 

tiene lugar la igualdad; 

2 d ( u ( t )) , v) =O<u'(t ), v > * _ (d (U ( t) dv)
' dx + ( u (t ) a . e . t ~ (O, T ) V V A dx 
"QvE,V ( 3 .2 ) 
Es importa nte ser'íalar que cuando el dato inicia l uo per tenece a V, no se 
obtiene unicidad de la solución. 
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3.2 ESTIMACIONES APR IORI SO BRE LAS SOLUCIONES u 
E 
Comenzaremos suponiendo que Uo E: V, . Como Uo - Uo (O) E H; ( $1 ), exis­
te uno colecc ión {VE t >O con VE E O ( n) ta l que: 
VE -.. U - uo ( O) en H' ( $1 ) cuando E - 0+o 
Así para U = V + u ( O) tendremos que:o E oE 
U O E E: V 4 Y uO E --- U en V, (3.3 )o 
Puesto que u E e [V4 ' H] , por el teor ema 2.5.7, para cadaV4OE 1/ 2 
E > O el problema (P VI F) ( II)E con dato inicial U tiene una solución 
OE 
u E ta l que u E € l2 (O, T ; V 4 ) Y u E ' E l2 ( O, T ; H). 
Presentcremos inic ialmen te algunos lemas de ca rócter técnico que serón uti­
lizadas para es tablecer la s estima ciones a -¡:rior i sobre las soluciones u E • 
En ade lante la letra e denotará di versas constantes. 
Lema 3.2. ' 
Para los espoc io s V4 , V, V 1 y H tienen lugar los siguientes resultados de 
interpolación 
i) [V, H ~/2 = V, 
9 1 
d2d u (t v d u ( t ) 
, -- ) + (u ( t ) , v) = o a • e. t ~ (O, T ) < u' ( t ), v >V*V + ( --ax­ dx2 d x 
VVE:V ( 3.1 ) 
y u (O) == uo 
t 
00 du (t)
Nó tese que como a .e. t E ( O, T ) u ( t) E L ( n) y d x E H entonces 
d u( t) 
u ( t ) d x e H. Además, puesto que u E C(O, T ; [V1 ' V*] ) y1/2 
U E V 1 e [Vl' v* ~/2 ' la c o ndi ción u (O ) = tiene sentido.uoo 
Teorema 3.1.2 
Sea U t: V 1' entonces existe una función u E LOO (O, T ;V 1) cono 

u 'E L2 ( O,T¡V* ) solución del pro b lema ( PVI F )(I). 

Teorema 3 . 1 .3 
Sea uoE V , entences existe una única u E Lco ( O, T ¡ V) con 
u 1e L2 (0, T ¡V *) soluc ión del problema ( PVIF) (I) . En particular,1

tiene lugar la igualdad : 

d2( u ( t dv d( u ( t», v) =O a.e. tE ( O,T)<u'(t ), v >V*V - ( d x2 , rx) + ( u( t) dx 
'VVE.V ( 3 .2 ) 
Es importante señalar que cuando el dato inicial U per tenece a V 1 no seo 

obtiene unicidad de la solución. 

o 
3.2 ESTIMACIONES APRIORI SOBRE LAS SOLUCIONES u 
E 
Comenzaremos suponiendo que Uo E: V l . Como U - U ( O) E H; (n ), exis­o o 
te una colección { ve } O con V e E D ( Q ) tal que : 
~ t> c-
VE --+ U - uo ( O) en H'( n ) cuando E -- 0+o 
Así para U = VE + U (O) tendremos que:OE o 
U O E E: V 4 y - U en V1 (3.3 )UO E o 
Puesto que u E V4 e [V4 ' H] , por el teorema 2.5.7, para cada O E 1/2 
E > O el fX'oblema ( PV I F) ( II)E con dato inicial U tiene una soluciónOE 
2 2tal que u EL (0,T¡V4 ) y u ' E L ( O,T; H).u E E E 
Presentaremos in icialmente a Igunos lemas de carácter técnico que serán uti­
lizadas paro es tab lecer las estimaciones a - p-iori sobre las soluciones u E • 
En ade lante la letra c denotará di v ersas constantes. 
Lema 3.2." 
Para los espacios V4 ' V, V1 y H tienen lugar los siguientes resultados de 
inter polación 
i) [ V, H ~/2 = V 1 
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i i) [ V 4' H ]1/2 = V. 
Demos trae ión 
Probaremos la igualdad (ii), siendo la p-ueba de la igualdad (i) similar. 
Sean D ( A) el conjunto de aquellos v E: V fXlra los cua les el funcional 
w ---. [V, W), W E, V, tiene una extensión continua a H y 
f\ 	 D ( f\) ---+ H definido por: 
( f\ 	 v, w) = [v, w J 'Vw E. V • 
El operador ti así definido es autoadjunto y fXlsitivo con D (!I 1/2) = V 

(ver sección 1.5 capítulo 1). Ademós, D( f\) = V4 ' ya que si v (: D{ ti) 

entonces: 

2 2 
(dv dw) dv dwW 	 ' d x2 + (d x' d x) + (v, w) = (ti v, w) Ir:Jw E V, 

y razonando como en la demostración del lema 205.5 se tiene que v E. V4. 

Por otra parte si v E V4' entonces, para todo w E V 

2
d2 v d w d v d w 1
I[v,w] I = (W' dx2 ) + (-crx' dx) + (v,w)I 

I d4 d
2 

= ( __v ___v + v, w) 1 $ 3 11 v n I w / 

dx 4 dx2 V4 

y así v E D ( ti ). 
De /0 anterior V = D ( ti 1/2.) = [ D ( A), H ]1 / 2 = [V4, H]l/2 . 
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Observación 
,.. 2 ,.., 4 (O) (")
Si H = L ()2 ; G:), V 4 = { u ~ H ()2 ; G:) I u I ( 1) =u I (O), i ~ 3} Y 

2
V = 	{u E H ( )2 ; G:) ! u(j)(O) = u(¡)(l), i = 0,1 } entonces fXJede 
demostrase de manera simi lar al punto ( ii) del lema 3.2.1 que: 
_.... ,.., 
[ V 4, H ~!2 = V. 
Lema 3.2.2 
Sean u, w E: L2 (0, T; V) con U', w ' E L2 (0, T; H). Entonces uw E L2 (0, T; V) 
Y {u w r = u I W + U W I E L2 (O, T ; H ) . 
Demostración 
Claramente u{t)w{t) E.V a.e. t E,(O,T). Ademós: 
2 

c (Iu{t) w{t)111 u{ t ) w( t ) "V ~ 	 + I d u(t) w(t) I 

d x? ) 
2
~ c { Iu ( t ) I 11 w ( t ) 11 <D + 11 u ( t ) 11 I d w ( t ) I 

L ( )2 ) L co ()2) " 

2
 
+ 	 I du{t) /11 dw ( t ) n + IIw(t)II I d w(t) I } 
dx dx LCO( Q) L<D( Q) dx2 
;:¡ c 	 ¡ lIu(t)llV IIw(t)IIV + lIu(t)"V I/w(t)II +lIu(t)II I/w(t)II +lw(t)II lIu(t) IV} , 

L 1 1 V V 1 V V 1 

y teniendo en cuenta que u, we C(O, T; [V, H ~/2) = C(O, T; V ) (lema 3.2.1)1
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ji) [ V 4' H ]1/2 = V. 
Demostración 
Probaremos la igualdad (ii), siendo la prueba de la igualdad (i) similar. 
Sean D ( tI.) el conjunto de aquellos v E: V para los cua les el funcional 
w ----+ [V, W), W ~ V, tiene una extensión continua a H y 
ti. 	 D ( tI.) --+ H definido por : 
( ti. v, w) = [v, W ) ~w E V • 
El operador ti. así definido es autoadjunto y positivo con D ( ti. 1/2) = V 

(ver sección 1.5 capítulo 1). Además, D ( fI) = V4, ya que si v E: D ( ti. ) 

entonces: 

2 2
(d v d w dv dw
W' dx2) + (dx' dx) + (v,w) = (flv,w) \;jwe V, 

y razonando como en la demostración del lema 2.5.5 se tiene que v ~ V4 . 

Por otra parte si v E V4' entonces, para todo w E V 

2 2 

1 d v d w d v d w I
I [ v, w ) I = (-:;:2' --::i'":2) + (-rx' d ) + (v, w)dx dx x x 

4 2 

( __V ___v + v w) ~ 311vR= I d d 1 	 Iwld x4 d x2 ' - V4 

y así v E D ( ti. ). 
De lo anterior V = D ( ti. l/Z) = [ D ( tI.), H ] / = [V4, H ]l/2 .1 2 
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Observación 
2
Si H = L (Q ¡(), V ={u~H4( rl ;~)/u(j) ( 1)=u(j)(0),j~3 } y4 

2
V = 	{ u ~ H ( Q ¡ () / u (j)( O) = u(i)(l), i = 0,1 J entonces puede 
demostrase de manera simi lar al p..¡nto (ii) del lema 3.2.1 que: 
... f'# "" 
[V4, H ~!2 = V. 
Lema 3.2.2 
2
Sean u, w E: l2 (0, T; V) con u', w' E L2 (0, T; H). Entonces uw ~ L (0, T; V) 
Y (uw)' = u'w + uw' E l2(0, T; H ) . 
Demos trae ión 
Claramente u ( t ) w ( t) E V a.e. t E (0, T ). Además: 
2 

lIu(t)w(t)II ~ e (Iu(t) w(t)1 + I d u(t) w(t) 1 
V d x2 ) 

d2 w( t) I 
~ c {lu(t)llIw(t)"LCO ( Q) + lIu(t)IILCO(Q) I dx2 
2
 
+ 	 I du(t) 111 dw( t ) " + IIw(t)1I I d w(t), } 
dx dx LCO( Q) L<D( Q) ' '1 
~ c {"u(t)"V IIw(t)IIV + IIu(t)"V IIw(t)II +IIu(t)II IIw(t)II +lw(t)II lI u (t)I),V V V V
1 	 1 1 1 

y teniendo en cuenta que u, WE C ( 0, T; [V, H ~/2) = C(O, T; VI) (lema 3.2.1) 
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se 	sigue entonces que existe una constante c independiente de t tal que: 
lIu(t)w( t)II ;;; c (lIw(t)II + lIu(t)n )'V 	 V V 
2 
con lo cua I se obser va que IJ w E L ( O, T ; V ) . 
, 
,De 	manera si mi lar puede probarse que u w, w'ue L2 ( 0,T¡H). 
Sea ahora v E V. Es fáci I ver que la función t - w( t) v pertenece a 
W1,2(0,T¡V,H) y que su derivada es tI-+W'(t)vE:L2 (0,T¡H). 
Sean 'U,; ~ e ( O, T ¡ H ) los rep-esentantes continuos de u y w respectiva­
mente. De acuerdo al teorema 1.4.6 (fórmula de integración por partes) 
aplicado a las funciones: 
t ........-. u(t ) , t ~w ( t)v 

tenemos : 
(~ ( t)~ ( t), v) - ( C' ( O)~(O), v) ( ~ ( t), w(tJ v) - ( ü (O), w( O) v) 
t 
= f {( u' ( s), w ( s) v) + (w' ( s ) v, u ( s ))} ds 
o 
= 	 ft (u' ( s)w (s) +w' ( s)u ( s), v) ds 
o 
es decir la función t f-----+ ( u ( t) w ( t), v) es igual a.e. t E ( O, T) a la 
función absol utamente conti nua I---io ( lí ( t) w( t), v) cuya derivada a .e. es 
la función t 1-----+ (u' ( t) w( t) + u ( t) w' ( t), v). 
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En otros palabras, (u(.) w( .), v) E W1, 1 (O, T). Además, como 

2
 
u w.: L (O, Ti V), el teorema 1.4.4 nos permite concluir que: 
1
uw.:W ,2(O,T¡V,H) y (uw)' = u'w + uw'. 
Comentari o • 
Por. comodidad en la notación, en adelante , al uti lizar la fórmula de in­
tegracián por partes, identificaremos las funciones de W1,2(O, T¡ V, H) 
con sus representantes conti nuos. 
o bservac ión • 
Aplicando en forma inductiva el lema 3.2.2 a las funciones u = u yE 
k 
W 	 = ' k = 1,2, ••• , n -1, obtenemos que:uE 
n 	 ' n-1 2( ) 12Iu En E L 2 (0, T¡ V) y ( u ) = n u u E L O, T¡ H , n = , , •••E E E 
y usando integración por partes, vemos que: 
nJ u;(t) -J uEn(O) = (uE (t),l) - (u(n(O),l) =t(nu~-l(s)u~(s),l)dsQ n 	 o 
t I n 1 
= n f (u((s), u E- (s))ds (3.4)o 
Lema 3.2.3 
Para las soluciones uE del problema (PV IF) (11) E tienen lugar las siguien­
tes afirmaciones: 
95 
se 	sigue entonces que existe una constante c independiente de t tal que: 
lIu(t)w(t)II ~ c (lIw(t)II + lIu(t)D )'V 	 V V 
2 
con lo 	 cual se observa que uw E L (0, T; V). 
, 
2 
De 	manera simi lar puede probarse que U 1 w, W 1 U E L ( 0, T ; H). 
Sao ahora v E V. Es fóci I ver que la función t.....- w( t) v pertenece a 
W1,2(0,T¡V,H) y que su derivada es t...-w '(t)vE:L2 (0,T¡H). 
Sean ~,;, ~ ((O, T ¡ H) los ref7esentantes continuos de u y w respectiva­
mente. De acuerdo al teorema 1.4.6 (fórmula de integración por partes) 
aplicado a las funciones: 
t t---t u (t), t .......- w{t)v 

tenemos: 
(~(t) ~(t), v) - (~(O) ~(O), v) = (~(t), w(H v) - (ü(O), ~(O) v) 
t 
= 	 J ((ul(s), w(s) v) + (wl(s) v, u(s)) } ds 
o 
t 
= 	 J (ul(s)w(s) + wl(s)u(s), v) ds 
o 
es decir la función t f---+ (u(t) w(t), v) es igual a.e . t E (O, T) a la 
función absolutamente continua ~ (u(t) ~(t), v) cuya derivada a.e. es 
la función t ~ (ul(t)w(t) + u(t)wl(t), v). 
94 
En otras palabras, (u(.) w( .), v) E W1, 1 (0, T). Además, como 

2
 
uWE L (0,T;V), el teorema 1.4.4 nos permite concluir que: 
UWEW1,2(0,T¡V,H) y (UW)I = u1w + uw l • 
Comentario. 

Por. comodidad en la notación, en adelante, 01 uti lizar la fórmula de in-

t eg rac ión por partes, identificaremos Jos funciones de W1,2 (0, T¡ V, H) 

con sus representantes cont inuos. 

o bservac ión • 
Aplicando 	en forma inductiva el lema 3.2.2 o las funciones Uc: = u y 
k 
w 	 = U , k = 1,2, ••• , n -1, obtenemos que:c: 	 ' . 
lut E L2 (O,T¡V) y (u n )1 n u n-l u EL2 (0,T¡H),n=1,2, •••
c: c: c: 
y usando integración por portes, vemos que: 
n 	 f n nJ u c: (t) - Uc: (O) = (uc: (t), 1 ) (uc:n (0),1) =t (nu~-l(s) u~ (s), 1) ds 
rt rt o 
nJt ( ( n-l ( s » ds= Uc:I s), Uc: (3.4 ) 
o 
Lema 3.2.3 
Para las soluciones Uc: del problema (PV IF) (") c: tienen lugar Jos siguien­
tes afirmaciones: 
95 
d uE:' 2 * d v~ • • ( ) )i) (-) E L (0, T ¡ V 1 ) Y < ( ) (t ), v > V 'lrV =(u t, d 
í) x ox 1 1 E: x 
a.e. t .:(O,T) 'tve,V1 
, (02uE ). E. L2 (O, T¡ V*) y a 
2 
uE: )' ) _ ( • ( ) d 2 v)
- I i) 
ox2 < ( o~2 (t, v> V * V - uE: t , ~ 
a.e. tf(O,T) "Iv E: V. 
auoUE ' 2 * ,iii) (UE:--)E: L (O,T¡V¡) y « u E ~)(t),v >v*v = - ( U r' ( t ) u,.. (t), dv ) 
ox oX ¡ 1 c.. c.. dx 
a.e. tE,(O,T) "'vE:V¡. 
Demost rac ión 
i) Sean u = uE: y VE:V. Como uE:C(O,T¡V ) (Teorema 1.5.1 y le­
ma3.2.1), la expresión (u(t), ~:) está bien definida paratado te[O,T] 
' dv V' 1" ' d I f' Id'Y a demas, como dx El, se tiene, por ap Icaclon e a ormu a e In­
1
tegración por partes a funciones de W ,2 (0, T ; V¡, H): 

t dv)
(u(t), *) -(u(O), *) = f (u'(s), dx d s 
o 
Usando el hecho de que V es denso en observamos que la anteriorV1 
igualdad es válida para v E Vl . De otra parte, para v E: V¡, teniendo 
presente que au E C (0, T ¡ H), para todo t ~ [0, T ] podemos definir la 
oX 
expresión g(t) : = (du{t) ,v ) y g(t) = -(u{t ), ddv) 'VtE [ O,T].
dx x 
Así g es una función absolutamente continua con derivada 
-(u ~ (t), ~:) a.e. tf;(O,T). Además: 
dv ) II-(u'{t),dx ~ lu'(t)1 IIvll
 
V1 

y por tanto el funcional v ..--, - (u'(t), ~:) pertenece a vt a.e. tE (0, T). 
De esta manera, definiendo a.e. t E:{O, T), h(t) E:vt por 
dv )< h{ t ), v > *V (u'{t), c¡; 'VvE;V¡

V 1 1 

vemos que IIh(t)IIV * ~ lu'(t)1 y por tanto hE:L2 (0,T¡Vt), yen 1 
Virtud •. del teorema ¡.4.4 h = ( ou dx). ' I lo cua I prueba "I ) 
La prueba del ii) es similar a la de i). 
iii) Observemos inicialmente que con un procedimiento similar al de la 
demostración del lema 3.2.2 se puede probar que u au E: L2 (0, T; V¡ ).
ox 
1 
Como por (i) ~~ E W ,2 (0, T; V¡, H) Y para v E V¡ la función 
t ....... u(t)VEW¡,2(0,T;V1,H ), del teorema 1.4.6 podemosconcluír 
que la función t ~ (u{t) d~(:), v) ~ (d~~t), u(t)v) es igual 
a.e. tE (0, T) a la función absolutamente continua con derivada: 
au ' 
< (a) 
x 
{t ), u (t ) v > 
V 1 V 1 
* + < u'{t)v , ' du(t
dx 
) 
¡ 
* >v V¡ 
d u( t) )
- (u'{t), dd (u(t) v)) + (u'(t ), 
x v dx 
= (u'{t), u(t) ~: ) - (u'{t ) u(t ), ~~ ) a.e. tE(O,T). 
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au '2 '* au , 	 '( ) dv)i) ( __E) E L (0, T¡ V1 ) y < (~) (t), V>V*V =( u t, dx Ea x 	 1 1 
a.e. 	 tE;(O,T) ~vE.V1 
, 2 '* 2 	 d2v1i) (~)' é L2 (0, Ti V ) Y (~ )'( t), v> V*V = (u E'(t),'d;2)< ax2ax2 
a.e.tf(O,T) ttlvE;V. 
aUE' 2 '* a U- , 	 dv 
i i i ) 	 (u E: --) E: L (0, T ¡ V 1 ) Y < (u E ~) (t), v > '* v = - (UE' (t ) uE (t ), -) ax 	 ox 1 dxV 1 
a.e. 	 tE(O,T) 'VvEV1. 
Demostración 
i) 	 Sean u = u y v f:. V. Como u E: C(O, Ti V) (Teorema 1.5.1 y le-E 
ma 3.2.1), la expresión (u(t), ~:) está bien definida para todo tE [0, T] 
' dv Vy a demos, como dx E: 1, se tiene, por aplicación de lo fórmula de in­
tegroción por portes a funciones de W1,2 (O, Ti V1' H): 
t dv (u(t) , *") - (u(O), *) = J (u'(s), crx) ds 
o 
Usando el hecho de que V es denso en V1 observamos que la onterior 
igualdad es válida para v E V1. De otra parte, poro v E: V1, teniendo 
presente que ~ E C (O, T ¡ H), poro todo t E: [O, T] podemos definir looX 
expresión g(t): = (d~(t) ,v) y g(t) = - (u(t), ~~) 'VtE: [O,T]. 
Así g es una función absolutamente continuo con derivado 
- (u ~ (t), ~:) a.e. t E: (O, T). Además: 
dV)11- (u'(t), dx ~ I u' ( t ) I 11 v "V1 
y por tonto el funcional v t--+ - (u ' (t), ~~) pertenece a Vt te-(O,T).o.e. 
De esta manera, definiendo a.e. t e-(O, T), h(t) EVt por 
dv )
< h(t), v>Vt 1 -(u'(t)'(f; 'V v E;V 1V
vemos que Ilh(t)IIV '* ~ lu'(t)1 y por tanto hE:L2 (0,T¡Vt), yen 1 
virtud del teorema 1.4.4 h = (~~ )', lo cual prueba i). 
La prueba del ii) es similar a la de i). 
iii) Observemos inicialmente que con un procedimiento similar al de la 
demostración del lema 3.2.2 se puede probar que u au E: L2 (0, T¡ V1 ).
ox 
1 
Como por (i) ~~ E: W ,2{0, Ti V1 ' H) y para ve-V1 lo función 
t ~ u(t)vE:W1,2(0,T¡V1,H), del teorema 1.4.6 podemosconcluír 
que la función t 1-+ (u(t) dU,(t), v) = (du,{t), u{t)v) es igual 
a.e. 	 t E (O, T) o la función absolutamente continua con derivada: 
< (~xu)'{t), u(t)v > '* + < u'{t)v ' du{t) 
o 	 V V ' dx >V * V11 1 	 1 
d u{ t) 	)
- (u'{t), dd (u{t) v)) + (u'(t), 
x v dx 
dv dv )(u'(t), u(t) dx ) = 
- (u' ( t ) u( t ), dx a.e. tE{O,T). 
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, 
Como I{u'{t) u(t), ~~)I ~ lu'(t)1 lIu(t)nLOO(~) IIvll 
V1 , 
el funcional v ........... -(u'(t)u(t), ~:) pertenece a V * 1 a.e. 
yasí definiendo a.e. t ~ (O, T), h (t) ~ vt por: 
= - (u'(t)u(t), ~~)< h(t), v > V~V1 
tt(O,T) 
se tiene que: 
con 
11 h ( t ) IIV * ~ I u' ( t ) I 
1 
2 *)lo cual hEL (0,T¡V1 
11 u ( t ) n 
Loo(~) 
~ hyademas 
~ C I u' ( t ) I , 
(au),= ua; 
Con 
que 
base 
serán 
en el lema 3.2.3 establecemos a continuación dos igualdades 
utilizadas más adelante en nuestros cómputos •. 
Por aplicación del lema 3.2.3 (ii) 
partes, observamos que: 
dUe:{t) 2 dUe:(O) 2 
d x I d x I = 
y 
_ 
de la fórmula de integración por 
d2 u (t)( [ d2 u (O) 
, u (t)) + ( [2
e: dx 
'u (O))
e: 
40
.. 
1 
También de las afirmaciones i) y 
f u (t) ( d u[ (t) 2 ~ E ,) dx f ~ 
t 
= - f 
o 
iii) de 
ue:(O) 
d2 u (s)
2 (u[ I ( S ), [,.,) d s 
dx 
este lema se sigue que: 
(d u[ (O) 2
,) dx = 
(3.5 ) 
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dUe:(t) (( du [ (O) dUe: (O))
= (us{t) ~ (t) d x ) - uE O) d )( , d x 
u (s ) ,. d d u (s)
= / { - (u ~ (s) uE (s), d
2 
d ;2 ) - ( uE (s), d x ( u [ ( s ) Jx 
d2 t 	 . u (s) t . d u (s) 2 
= - 2 f f u '(s) u , (s) S dx ds - f f u' (s) ( dE ) 
o I¿ E - dx 	 o ~ e: x 
Lema 3.2.4 (Lema de Interpolación) 
1Si v ~ H ( u ) entonces: 
1/2 d 1/2i) 	 < C Ivl (Ivl + I.-:!.J)IIv 11 LOO ( ~) = dx 
Si v E H3 ( ~ ) entonces: 
d311/12 	 1/12
i i) IIvll L4 ( ~ ) ~ C Ivl ( Ivl + I d x31) 
C d3 5/12i ii ) 11 	 dv 11 ~ Ivl 7/12 (Ivl+1 vI)
dx L4(~) V 
4Si v E: H ( rt) entonces: 
7 12 4 
iv) 	 dv II < C Iv 1 / ( 1 v I + I d vI) 5/12Ud; L4( ~ ) = d x4 

2 
 4d v C Iv 11/2 ( Ivl + I d v , ) 1/2v) 1-1 :5 
d x2 - ~ 
Demostración 
Poro probar i) sean x, xo ~ ~ 
99 
. 
)) } d s 
dx ds (3.6 ) 
Como I (U ' (t ) U( t), ddv) I ~ I U' ( t ) I U U( t ) n OO( ) 11 v IIV , 
x - L ~ 1 
el funcional v ............ -(u'(t ) u(t), ~~) pertenece a V]* a.e. tE:(O,T) 

y así definiendo a.e. t E:(O, T), h(t ) E:vt por: 
~ 
< h(t), v >V;V] = - ( ul(t ) u( t ), ~~ ) 
se tiene que: 
IIh(t)IIV * ~ lu'(t)1 Uu(t)1I ~ C lu'(t)l,1 Loo( ~ ) 
2 * 
_ ( dU)'con lo cual h ~ L (O, T; V 1 ) y además h - u­
dX 
Con base en el ,lema 3.2.3 establecemos o continuación dos igualdades 
que serán utilizadas más adelante en nuestros cómputos. 
Por aplicación del lema 3.2.3 (ii) y de lo fórmula de integración por 
partes, observamos que: 
d2 d2du(t) 2 du(O) 2 u (t) u (O)
= - ( (- , Ue- (t» + ( ( 2 ' u ( O ) ) I d x I c.. d x ( 
t d2 u (s) 
= - f 2 (u(' (s), (') )ds ( 3.5 ) 
o dx 
También de las afirmaciones i) y jji) de este lema se sigue que: 
~ du (t) 2 du (0)2
'J. f u( (t ) ( d( ) dx f u ( O) ( ~ ) dx = 
~ x ~ 
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du(t) du({O)
= (uE:{t) ~ (t) d u( (O) )
-.-)-(u(O)( dx 
2t 
= f {- (u ~ (s) u( (s ), d u( (s ) ) _ ( u' (s), d (u (s) du( (s) » } ds 
o d x2 ( d x ( d x 
2 
t d u ( s ) t d u (s) 2 
== - 2 l f ul(s)u _ (s ) f dx ds - f f u'(s)( dE: ) dx ds (3.6 ) 
o Si ( :.. dx2 o ~ ( x 
Lema 3.2.4 (Lema de Interpolación) 
]
Si v E: H ( ~ ) entonces: 
1/ 2 d 1/ 2 i) < e Ivl (Ivl + I~J)IIvIlLOO( ~) = dx 
Si v ~ H3 ( Sl ) entonces: 
11/1 2 d 3 v 1/1 2 
ii) IIvll l 4 ( ~ ) ~ C Ivl (Ivl + '~') 
d 3d 7/12 5/12¡ii ) 11 2 /1 4 ~ e Ivl ( Ivl + I ~ 1) 
dx L ( ~ ) d x" 
Si v ~ H4 ( ~ ) entonces; 
4dv 11 < e Iv' 7/12 ( Ivl + I d vI ) 5/ 12 iv) il dx L4( ~ ) = 4d x
2 
v) Id v ~ C Iv 11 / 2 ( Ivl + I d 4 vI) 1/2d x2 I d7 
Demostración 
Pa ra p robar i) sean x, X E: Slo 
99 
L 
2 2 ~o dv 
v (x 	 ) = v (x) + 2 f v- ;;; v2 (x ) + 2 Ivl 
o 	 Jl dx 
integrando 	respecto a x en .n.: 
v 
2 (x ) ;;; jvl2 + 21vl I~I ti X o f: ~ •o dx 
Por lo tanto: 
dv 1/2 
IvlLex> ( ~ ) ;;; c Ivl 1/ 2 ( Iv I + I dx 1) , lo cual 
De acuerdo al teorema 1.5.3 se ti ene que: 
3 2 	 Hl/4( ~ ) ,[ H	 ( Q ), L ( Q ) )11/12 
"f por 	tonto, segun (1 .13) 
Ivll 11 / 12 3H 1/ 4 ( Q) , e 1v 1 ( 1 v 1 + 1~ 1 ) 1/1 2 d x 3 
4 
Además es ciert o que ( ver [8 ]) H 1/ 4 ( rI ) c...,. L ( ~ ) con 
tinua, y por consiguiente se tiene ii ) . 
3 2 H 5/ 4 ( ~ ) , ySimilarmente, [ H ( Q ), L ( ~ ) ]7/ 12 
37 12 ( Ivl 	 + I ~ 1') 5/ 1 21/ v 11 H 5/ 4 ;;; c Iv1 / 3d x( Q) 
dv < vAdemás 1I-I/ 4 ( ) = c 11 dd 11 1/ 4 ;;; c 11 v" dx 	 L ~ x H ( Q ) H 
100 
I dv 	I de lo 	cual se verifica ii i) . <IX 
dv 
Para probar iv), aplicamos iii ) a d;" y observamos que: 
4 
( Ivl + I ~ ;;; c 11 v "H3 ( Q d x4:4 1) 	 ;;; c "v/!4 < c (Ivl+J~I)H ( ~	 ) = • 
Finalmente v ) s e deduce de l hecho de que: 
establece i). 

[ H4 ( Q ) , L 2 ( ~"¿) ] 1/2 H2 ( ~ ) , (teorema 1.5.3 ) 

y así: 
2 d41/2 1/2 	 1/2 v '11. I d vI ;;; 11 v 11 H2 ( S"2 ) :5 c Iv l ' 11 v II ' 4 ( < C Ivl ( Ivl + I 4J)d x2 - H rI ) = 	 dx 
~ 
Pasamos ahora a efectuar las est imaciones a-priori sobre las funciones u 
[: 
Recordemos que u [: satisface la igualdad (2.26 ) , es deci r : 
4 d 3 u ( t ) d u_ ( t ) 
U ' ( t) 	+ d u ( t[: [: f: + ~3 + u (t ) dt. = O o.e. tE (O,T) (3.7),
d x 4 d x E xinmersión con-

mu ltiplicando (3.7 ) por u ¡.~ (t ) , integrando e n Q y teniendo en cuenta 

q ue por los propiedades de frontera de u [: , 

., 
aSI : 
3 	 o4u [ 32 u 2 
o U E 	 dx = Ef 	 ~u d x = O, f u 2 o y f u = f (-2 ) dx,a x3 [: [ ox 	 4 [S"2 	 ~ Q ox ~ a x 
concluimos que: 

por e I teorema
5/ 4 ( ~ ) 
d21.5.4 " , u [ ( t ) 2 _ (u [: (t ), u[: (t ) ) + [ 2 I - O o .e. t é (O, T) ; 
dx 
UNIVtJ{~1 UAU j' :/'.<, " ¡:" A!, 
B1BLIOTECA CENT{{A l 
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..-/ 
2 2 "o dv I dv Iv ( x ) = v ( x) + 2 J v d v2 (x) 	 + 2 Ivl o	 ~ dx
" x 

integrando respecto a x en .n.: 

2 2 

v (x ) ~vl + 21vl I~I 'V Xo E: st .4 o ~ dx 
Por lo tanto: 
dv 1/2 .Ivl 	 1/ (Iv 1 + 1- 1) ,lo cual establece 1).Loo( st) ~ c Ivl 2 dx 
De acuerdo al teorema 1.5.3 se ti ene que: 

3 2 1 4
H / ( st ),[ H ( st ), L ( Si ) J11/12 

y por tanto, según (1.13) 

BvII 11/12 3
H1/4 ( ~) • e Iv I ( Iv I + I ~ 1) 1/12
dx3 
Además es cierto que (ver [8]) Hl/4( st) ~L4(st ) con inmersión con­
tinua, y por consiguiente se tiene ii ) . 
3 2	 .. Sim i larmente, [ H ( st) , L ( st ) ]7/ 12 = 	 H5/
4 ( st ), y OSI: 
37 ( Ivl + 1L:::. 1') 5/1 211 vII H5/ 4 ~ c 1v 1 /12 
d x3(íl ) 

dv < 
 por e I teoremaAdemás 11-1I4( )= c 11 ~ 11 1/4 ~ c 11 vII 5/ 4 dx L st dx H ( st ) 	 H ( st ) 1.5.4 
100 
de lo cual se verifica iii). 
dv 
Para probar iv), aplicamos iii ) a dx y observamos que: 
d 3	 4v . <(Ivl+I d7 I) = c 11 v 11 H3 ( ro) < = c 11 v II H4 ( st ) ~ c (Ivl+l~x~f). 
Finalmente v) s e deduce del hecho de que: 
4 2 	 H2[ H ( st ), L ( ~¿) ] 1/ 2 = (st ) , (teorema 1.5.3 ) 
.. y OSI: 
2 1/2 1/ 4 '/1I d v 	 /~ c Ivl 1 2 11 vII ' 4 ( s c Ivl 2 (1 v I + 	Id ~I)d x2 I ~ 11 v II H2 ( n ) H \ st ) -	 dx 
~ 
Pasamos ahora a efectuar las estimaciones a-priori sobre las funciones u 
E 
Recordemos que u satisface la igualdad ( 2.26 ) , es decir: 
E 
4 d 3 u ( t ) du ~ (t)
E UfU I ( t ) + E d ( t + f:3 + u ( ( t ) i ' := O a.e. tE (O, T) (3.7),d x4 dx x 
multiplicando (3.7) por u , ( t ), integrando en íl y teniendo en cuenta 
e 
que por las propiedades de frontero de u ( 	 , 
o3u E 	 Ou( dx = o4u ( J ( o 2 u ( 2J o 3 u dx = O f 2 	 O Y J u = x E ,u 	 ( st ~) dx,Q [ ox 	 4st st ox
c oncluimos que: 
d2 I uE ( t) 2 _ 
(u( (t ) , u( (t ) ) + ( 1 d x2 I - O a. e. tE(O,T)¡ 

UNIVf::J<'~!U}\U i'I/\l/\ ¡:... AA 
BIBLIOTECA CENTRAl 
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-" 
i nt egrando esta expresión en [O, t J se tiene que: 
l 2 1 2 t d2u E (s) 12 ds ~ O2 I UE (t ). I - '2 I u E ( O ) I = - E ~ I d x2 
... y OSI : ~ 
I u E (t ) I ~ I UE (O) I = I UOE I ~ "UOE 11 H' ( Sl ) ~ c, 
con lo c ual: 
< C VE > O ( 3.8 )lIuE IILCO(O,T;H ) = 

Además : 

2 
T d uE (s) I 2 d s ~ 2I u (O) I 2 11 ~ c ,EJ 
o I d x E ~ nuOE H' ( Sl ) 
y p or tanto: 
~a2 Uf: C,'V E> O ( 3.9 )/€" 11 a x 2 11 L2 (0
, 
T; H) 
03 U E auEPara est i ma r y multipl iquemos ahora (3.7) por3a x ox
2 0 2u q¡(u) = u + 2 
ox2 
donde u = ' e integremos en Sl • Teni end'o en cuenta que:u E 
3 
u 3 -,,au- dx -- O, J 2 ~ 02u O yox2 dx =f ox Sl ox 3 Sl 
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3 a2au a u 2 u (a u a 2u 2 a 3uf (u dX + --3) (u -t- 2 --2 ) dx = . 2 u -a - ~ dx + J u -;:3 dx Sl dX a x Sl x a x Sl a x 
3 2 
+ f u3 él u dx + J 2 ~ ~ dx 
n a x Q ax 3 ax2 
2 - 3 2 a 3u
-= - J u ~ dx + J u -- dx = O,3 3r¿ a x 0 a x
obtenemos que: 
a 4uJ u' q¡ (u) dx + t: J ~ q¡ (u) dx = O 

Sl Q 

Integrando esta última expresión en [O, t] obtenemos: 
-t: 2 d2 u{s ) t d4 u(s) 2 d2 u(s)J ('u'(s), u (s) + 2 ,, ) d s + EJ ( 4' u (s) + 2 2) ds = O. 
o dx o d x d x 
Aplicando (3.4 ) Y (3.5) concluimos que: 
1J u3( t ) d x - l J u3 ( O) dx _ I d u ( t ) I 2 I du(O) 12 _ JtJ 2 ( ) du(s) iu(s)d d~ E u s d ~J x_Q 3 \1 dx d X o Sl x d xv 
t d3 u(s ) 2 

- 2E f I 3 ' os = O (3 .10) 

o dx 
Ahora, utilizando el estimativo ( 3.8) Y el lema 3.2.4 (i ) , vemos que: 
J u 3 (t)dxl ~ lu (t) ,2lIu(t ) \CO ( D ) ~ el lIu(t ) "LCO ( Sl) rt 
~ c2 I u ( t ) I 1/2 ( I u ( t )' + I d u ( t ) 1) 1/ 2 
d x 
+ I d u ( t ) I ) 1/ 2 I du(t ) ,2~ c3 (1 :$ C4 + ~ d x 2 dx 
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4 
integrando esta expresión en [O, t 1 se tiene que: 
t1 	 d2u e: (s) ,2 ds ~ O
'21 I Ue: (t) ,2 2" 'ue: (O ) ,2 == - E f 

o d x2 
y OSI: 
'u ( (t)1 ~ 'uE (O ) ' 	 == IUoe: ' ~ lIuOE "H
' 
( O ) ~ c, 
con lo cual: 
'V ( > O 	 ( 3.8 )11 u( "Lce (O, T; H) :;; c 

Ademá s : 

2

T d uE (s) I 2 d s ~ 2 2 

e: J 	 I u ( (O ) 1 11 ~ c,
o I d x2 	 ~ BUoe: H' ( O ) 
y 	por tanto: 

a2 uf 11 ~ 

c, VE > O ( 3.9 )
vI[ 11 a x2 L 2 (O, T; H) 
aue: a3 u EPara e stimar 	 y mu Itipl iquemos ahora (3.7) por3
ax ax

2 a2 u
( u ) u + 2 

a x2 
donde u == e integremos en O Ten iend'o en cuenta que:u E ' 

3 2
3 	 a u u l1L dx == O, 	 2 ~ -- dx = OJ 	 Yax 	 ax 3 ax2 O 	 O 
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,,3 	 2
dU + o u ' ( 2 + 	2 a ~ ) d _ ( a u a 2u 2 d 3uJ { u- --)u - - x - 2 u - ~ dx + J u -- dx 
~ oX ox3 ax2 ¿ ax d xL. n ax 3 

3 2 

+ J u3 d u dx + 	f 2 ~ 1...JL dxQ a x dX 3 ax2 
:: - f 2 (, 3u dx 	 + J 2 d 3 u dx = O I 
u -3 
u a x 3 !Íl a x 

obtenemos que: 
d 4uJ u I \{J (u ) dx + [ 	 f ~ \ji (u ) dx = O 
O 	 O ó x 

Integrando esta último expresión en [O, ~ 1 obtenemos: 
I
-t; . 2 	 d2 u(s ) , t d4 u(s ) 2 d2 u{s ) 
I
J (u{s ),u{s ) +2 " ) d s + EJ ( 4 U (s ) + 2 ,, ) ds = O. 
o 	 dx o d x d x 

Aplicando (3.4 ) Y 	 ( 3.5) concluimos q ue: 
3

1.J 	 u3(t)dx - l f u3(0 ) dx - I du {t ) , 2 + 1 du{ O) 12_ E /J 2u{s ) du(s ) d u(s )dxds 
3 ~ 3 O d x d x o Si d x d x3 
t d3 u{s ) 2 

- 2 E f I 3 I ds = O ( 3.10) 

o d x 

Ahora, utilizando el 	estimati vo ( 3 .8 ) y e l lema 3.2.4 (i ), vemos que: 
2
f 
( ' 
u 
3 (t ) dxl ~ lIu {t ) \CO ( Si ) lu (r) 1 ~ el lIu ( t ) II LCO ( Si ) 
"' 
1/ 2 	 /~ c2 lu ( t ) 1 ( lu(t ) I + / du ( t ) 1) 1 2 

dx 

~ c3 ( 1 + I du {t ) / ) 1/2 :;; c4 + 1. I d u ( t) 2 

d x 	 2 d x I 
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ya que para c4 suficientemente grande 

1/ 2 3 2

c3 (1 + a) ~ + '2 a 'Va > O.c4 
También, usando el lema 3.2.4 ( ii) y (jii ) se tiene que : 
" 

I J () du ( s) d 3 u(s) dx I ~ Hu ( s)1I 4 11 du ( s ) " ,d 3 u ( s ) , 

S? u s d x d x3 . L ( n ) d x L4 ( S? ) d x3 

3u
~ C 'u(s),3/ 2 (Iu ( s ) ' + I d3u~s) ') 1/2 ,d (;) 1
s dx 	 dx 
y por ( 3.8 ) esta úl tima 	 expresión no excede a : 
3 	 3
c6 ( 1 + I d u ( s ) I ) 1/2 ,d u ( s ) 
dx3 d x3 I 
3 I d3u ( s)1 2+~ c7 4 d x 3 
f. . 	 (1/2 . 3 2 w ya que para 'C 7 su IClentemente grand e c6 1 + a ) . o. ~ c7 + '4 o. '( o. > O. 
Usando estos es timativos 	 y el hecho de que LJ ( O) = u ' concluimos deOE 
(3.10) 	que : 

3
 
I du(r) ,2 t 	 d u ( s) ,2 d s + 2 s r 	 ~Jo d x 3dx , 
d uOE 2 1 3 3 t d3 u ( s \ Z. c1--' +- I U	 E (x ) I dx + - E J 1 I , d s + 2 c7 E t + --.! + 1.. , d u ( t) ,2odx 3 Q 2 o d x3 	 3 2 d x ' 
y así: 
...
..
'. l,du(t),2 + ~/ld3u ( s ) ,2ds ~ 2 1 3 	 c4 
+ 3 11 Uo E 11 + 2 E c t + -32 d x 2 o 	 d x3 11 uo E 11,H ( S? ) LOO (S?) 7 
104 
~ c V' t ~ [ O, T ] 	 V'0 <E~ 1 , 
3
,,3 ~ ya que lIu o E LCD (S? ) c lIuo s IIH' ( n ) 
Por lo tanto : 
a u D 
~ c 'VO < E~ 1 	 (3.11)II~ LOO ( OT ¡ H d x , 
y 
a3U E ~ c VO < [ ~ 1 	 ( 3.12)vIS 11 d x3 11 L 2 ( O, T ; H) 
De (3.8) Y ( 3.11 ) concluímos: 
< c 'VO <E ~ 1 ( 3.13)lIuE "LOO ( O,T;V ) = 1
De nue'110 u ti lizando ( 3. 7), ( 3.8 ) y ( 3.11 ) se tiene que para v l:V, 
O < E ~ l y a .e. tr:	 ( O, T ) : 
I 	 du ( t ) d ' ) 2 2 2u[ ( t d v J d 	 UE (t) d v d I 
, (u (t ), v ) H I = , - J u (t) l v dx - f ' ~dX- E -x 
E n E x r, d x d x Q d x2 d x2 
' ó lo 
d I) ( t ) d u ( t) d2 uE ( t) 
< C Ivll 00 ( ) J u ". ( t ) lidE I + I dE '¡I v "V + E I 2 1 11 v "V
= L n '- x x dx 
d2 
~ ( c + E I u E ( t ) 
 y fX'r tonto:d x2 I "v"V 
2 
HUi (t)1I * < c + 	 I d u ;- (t )E V = E ~ I a.e • t E (O, T) ,d x2 
y de ( 3.9 ) conclu ímos 	que: 
l OS 
ya que para c4 
c3 
suficientemente grande 
(1 + CJ. ) 1/2 ~ c + 3 4 "2 CJ. 2 'r:J a > O. 
4 
También, 
I f u ( s) 
Q 
usando el lema 3.2.4 ( ii) y (iii ) se tiene que: 
d u ( 5) d 3 u ( s ) 
d x d x 3 ' d x I ~ OU (5)1I 4 II du ( 5) 11 I d3u ( s ) L ( Q ) dx L4 (Q ) dx~ 
3 
( I u ( s ) 1 + I d u ( s ) ' ) 1/2 ,d3 u ( s ) 
d x 3 d x 3 I 
~ c 5 I u ( s ) I 3/ 2 
I 
y por ( 3.8) esta última expresión no excede a : 
ya que para 'C 7 
3 
c ( 1 + I d u ( 5 ) 1/ 2 
6 3 ')dx 
~ 
3 ,d3 u ( s),2 
c 7 + 4 d x3 
suficientemente grande c6 
3Id u ( s)1 
d x3 
1/2 ( 1 + a ) . a . ~ c7 3 + "4 a 2 V a > O. 
Usando estos 
( 3.10) que: 
estimat ivos y el hecho de qu e u (O) UOE ' concluimos de 
du {t ) ,2
I dx 
IduOE ,2 
d x 
+ 2E 3 ') 2t d U \ S I d s 
o ' d x3 
+ ..!. J lu (x )1 3 d X 'r 
3 n o [ 
~ 
1. [ /,d3u (s) l~s+2C7 E 
2 o d x 3. 
t + c4 
3 
+ .l,du ( t) 12 
2 d x 
..,
.. 
' 1 
y así; 
..!., du {t) ,2 
2 d x 
+ S 
2 
/, d 
3 
u( s ),2 ds 
o d x3 
~ 2 
11 uOE 11 r H ( 0, ) 
1 3 
+ -3 11 Uo E 11 LOO (Q) + 2 E e 7 t 
e4 
+ -3 
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~ e T:/ t ~ [ O, T ] 'VO <E~ l , 
ya que 11
3 ~ 11 3 IIuOE LCX)( SIi) e lIuo E H' ( 5l ) 
Por lo tanto : 
.~ u 

':/0 <E 1; 
 1u~aLOO ( O T i H , ~ c ( 3.11 )a x , 
y 
a3U E; ~ 
e VO < s~ 1 ( 3.12)/E JI a x3 11 L 2 ( O, T ¡ H) 
De (3.8) >' ( 3.11 ) cone'uímos: 
IrJO <E ~ 1 ( 3.13)UuE IILOO ( 0,T¡V ) = < e 1
De nuevo u ti lizando ( 3.7 ), ( 3.8) ( 3.11 ) se tiene que para v ~v, 
O <E~l y a.e. t~ ( O, T ) ; 
.. 2 2 2 
I d u ( t) duE( t ) d v d J d u( (t) d vd I
, (u ( t)' V)H'=J- Ju_(t) dE vdx - J ~X- E -x
E Q t..
. 
X ri d x d x Q d x2 d x2 
d u r ( t ) d u ( t ) d2 uE ( t ) 
< e Iv" ro I ) 1u,- ( t ) lidc.. I + I dE I 11 v 11 V + E , 2' 11 v /IV
= L d"t c.. x x dx 
d2 u [ ( t) 
~ ( e + E I d x2 I JI v IIV y por tanto ; 

I d2u E (t ) , lIu~ ( t) II * ~ c + E a.e. t E (O,T),V d x2 
y de ( 3.9 ) conclui mos que: 
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11 u 	 (3.14)E• I L2 (O,T;V*) ~ e 'qO <E $1 
3.3 PASO AL LIMITE (DEMOSTRACION DEL TEOREMA 3.1.2) 
De las estimaciones apriori (3.13 ), (3.14 ) Y ( 3.11) concluímos que exis­
ten una sucesi ón {E n} , En - 0+ Y funciones u, w y 9 tales que: 
00
-
u en L (O,T¡V ) débi I * (3.15)u E 1 n 

2 * 

u ----+ w en L ( O,T; V ) débi I (3.16)
En 
él uEn 
......... g en LOO (O, Ti H) débi I 	 (3.17)
* 
él x 
Además de (3.13) y (3.14 ), aplicando el teorema 1.4.7 (lema de compa­
cidad) en el espacio W1,1·l, (O, T; VI' V*), podemos suponer que existe una 
función ul tal que: 
2 
u ~ en L (O, T; H) fuerte y a.e. t E- (O, T) (3.18 )u1En 
Fácilmente se ve que u1 = u ya que de (3.15) y (3.18 ) se tiene respec­
2
tivamente que ~ u en L2 (O, T i H) débil y u En ~ u1 en L (O, T¡ H)u E n 
débi l. 
dU 	 1Observemos ahora que 9 En efecto, SI h E L (O, T i H), y para
élx 
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*casi 	 todo t E: (O, T) definimos h* (t) E: VI por 
<h*(t),v> *V = J h( t) ~ 
fl dxVII 
* 1 * entonces hE- L (0,T¡V ).1 
De acu erd o a (3. 15) : 
T dU E (t)
J J h( t ) n d x d t = 
 h* > 	 1 * 
o st d x 	 <uEn ' LOO (0,T;V
1
), L (0,T¡V1 ) 
* 
----+ <u,h > oo 1 * 
n _00 L ( O, T ¡ VI)' L (O, T ¡ VI) 
i" J 	h(t ) du(t) dx dt= 
o st d x 
= < 	~ h > 
élx' Loo(O, T ¡ H), L1 (O, T¡ H) 
De otra parte por (3.17): 
T dU E (t) d U 
J J h( t ) n dx dt = < En h > 

o st dx 	 d X LCO(O,T¡H), L1 (0,T¡H) 
- < g, h > 1 
n~OO LCD (O,T; H), L (O,T; H) 
él uPor consi gui ente 9 = dX 
Asi mI smo probaremos en seguida que w = u· y que ademós u(O) = u ' O 
2Por el teorema 1.4.4 UEL (O,T;V1 ) tiene derivada en L
2 (0,T;V*) 
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I11 uE I (3.14)L2 (0,T¡V*) ~c 'VO < E~l 
3.3 PASO AL LIMITE (DEMOSTRACION DEL TEOREMA 3.1.2) 
De las estimaciones apriori (3.13), (3.14) Y (3.11) concluímos que exis­
ten una sucesi ón {E n} , En - 0+ Y funciones u, w y 9 tales que: 
00
-
u en L (0,T¡V ) débil * (3.15)u E 1 
n 

2 * 

u ---+ w en L (O,T;V) débi I (3.16)
En 
oUEn 
~g en LOO (0, T¡ H) débi I (3.17)* 
ox 
Además de (3.13) y (3.14 ), aplicando el teorema ' I.4.7 (lema de compa­
cidad) en el espacio W1.l,4 (0, T ¡ V 1 ' V*), podemos suponer que existe una 
func ión u1 tal que: 
2 
u ---+ en L (0, T; H) fuerte y a.e. te:(O,T) (3.18)u1En 
Fácilmente se ve que u1 = u ya que de (3.15) y (3.18) se tiene respec­
tivamente que u E --. U en L2 ( 0, T ¡ H) débil y u E ~ u en L2 (0, T¡ H) 
n 1n 
débi l. 
1= OUObservemos ahora que 9 En efecto, SI hEL (O,T; H), y poro
ox 
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*casi todo t E: (0, T) defi nimos h * (t) E: V 1 por 
< h*(t), V> = J h ( t) dv*V dxí¡VIl 
* 1 * entonces h E- L (0, T ¡ V 1 ). 
De acuerdo 0(3.15): 
T dU F (t)
J J h( t ) - n d x d t * 

- h > 1 * 
o rt d x - < uEn ' LOO (0,T¡V ), L (0,T¡V )
1 1 
---.. * <u,h > oo 1 * 
n_O:> L (0,T¡V 1 ), L (0,T¡V )1 
JT J h(t) du(t) dx dt 
o rt dx 
ou 
= < - h > 1
ox' Loo(O T· H) L (0, T¡ H) 
" I 
De otra parte por (3.17): 
T oU ­d u En ( t) dx dt =J J h( t ) < 41 h > 
o rt dx d X LO:>(O,T¡H), L1 (0,T¡H) 
--+ < g, h > 00 1 
n~OO L (O, T; H), L (0, T¡ H) 
ou
Por consi gui ente 9 = ox 
Asi mi smo probaremos en seguida que w = u' y que además u(O) = uo ' 
2Por el teorema 1.4.4 u E: L (0, Ti V1 ) tiene derivada en L2 (0, T; V*) 
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2
si y solo si existe una función u ' f L (O, T; V*) tal que para todo v ~ V 
(: ( O, T) a una función ab­lo función t ~ (u(t ), v ) es igual a.e. 
a.e. t f: (O, T).solutamente continua con deri vado '(1' ) v > *V<u " V 
u' es úni ca. Así, para v E V , teniendo en cuen-Además, dicha función 
" 
1'0 que u , E: C(O,T¡H ), para todo t f [ O,T J 
'Il 
t 
(U E: (1' ), v ) ( U E ( Q), v < u ._ (s), v > * ds. 
o t..n V Vnn 
(3. 19) 
= <. u· ,g >2 * 2 ) 
En L (O, Ti V ), L (O, T i V 
don de g( s ) = X fs)v.[O, t 
De (3.18 ) Y (3.16 ) Y del hecho de que ( O) =: U ---+ u en H,uE n OE o n 
se obtiene de (3.19), cuando n ---+ ro que : 
( u( 1' ), v ) - (uo ' v ) = <: W r g >L 2 ( O, T ¡ V* L2 (O. T ; V ) 
( 3.20 )
t 
a.e. tf;(O,T)j < w ( s ),v > * d s 
o V V 
2 * y así u' = w ~ L (O, Ti V ) , por el teo rema 104.4. 
*También se conc luye que u E: C (O, Ti V ) , es decir, existe una función 
u * E:: e (O, T i V* ) tal qu e u ( t ) = u *( t) a. e . t E:: ( O, T), con lo c ua I la 
func ión t ~ < u* ( t) , v > * es continua y además: V V 
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<u*(t), v > * = (u(t), v)H o.e. l' E: (O,T),V V 
y así de (3 .20 ) ; 
t" 
<u*(t), v >V*V - ( uo ' v ) = f <u'(s ) , v >V*'/ ds 'ite[O,T]o 
(Se ten ía igualdad o.e . I pero ahola ambos miembros de la igualdad son 
con ti nuos y OSI : '" 
<u* (t ), v>V*V - (lJo ' v ) ~ O cuando l' -+ 0+ 
pero por la c onti nuidad de u* 
---+ f<u* ( t ), v> V*V t -O+ < u* ( O), v> V*v 
y por tanto: 
(uo ' v ) = <u*(O ), v ~*V 
y como <uo ' V) * = ( uo ' v ) ~ v E: V , en tonces 
. V V 
u* {O ) = u en V * 
o 
Nuest ro obje ti vo a hora e s demostrar que la función IJ que hemos obtenido 
med iante e l paso al l ím ite es solución del ( PVIF )( I ) . Como ya se ha 
ro 2 • * probado que u €o L (O, Ti V1 ) y u ' f L (0, T¡ V ) Y u ( O) = u ' solo o 
nos resta establecer la igualdad ( 3.1 ) . Para ello probaremos el siguiente 
lema: 
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4 
2
si y solo si existe una función u' ~ L (0, Ti V*) tal que para todo v ~ V 
la función t ~ (u(t ), v) es igual a.e. t ~ ( O, T) a una función ab­
solutamente continua con deri vado ' (t ) v > * a.e. t~(O,T).<u , V V 
Además, dicha función u' es única. Así, para v E V, reniendo en cuen­
ta que u " E: C ( O, T ; H ) , para todo t E: [ O, T ] 
1) 
t 
( Uf: (t ), v ) - (U E (O ), ") =f < u ~ ( s), v> * ds. 
n n o C-n V V 
(3. 19 ) 
g > 2< U En L2 (O, Ti V* ), L (0, T ; V ) 
donde 9(S ) -- X fs)v.[O, t 
De (3.18 ) Y (3.16 ) Y del hecho de que u ( (O ) =: U -+ u en H,
n O( n o 
se obtiene de (3.19 ), cuando n -+00 que : 
(u(t ), v ) - (U01 v) = <w, 9 >L2 ( 0,T ¡ V* ), L2 (O,T;V) 
( 3.20 )
t 
-=!< w ( s ) , v > * d s a .e. tf:(O,T) 
1) V V 
2 * y así u' = WE L (O, T¡ V ) , por el teorema 1.4.4. 
También se concluye que u E: C (O, T¡ V * ), es decir, existe una función 
u * ~ C (O, T; Vn) tal que u ( t) == u *( t) a. e. t ~ ( O, T), con lo cua I la 
función t ~ <u* ( t ), v > * es con t inua y además: 
V V 
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<u*(t), v >V*V - (u(t ) , v)H a.e. tt(O,T), 
y así de ( 3.20 ) : 
t 
<u*(t), v >V*V - ( uo ' v ) == f <u' ( s ), v > V * V ds 'tft€[O,T]o 
(Se ten ía igualdad a .e ., pero ahoia ambos miembros de la igualdad son 
con ti nuos "y OSI: 
<u * (t ), v>V* V - ( uo ' v ) - O cuando t -+ 0+ 
perQ por la continuidad de u* , --. 
f<u* ( t ), v >V* V t-O+ < u*(O ),v >V*v 
y por tanto: 
(uo ' v ) = <u*(O ), v 'V*V 
y como <.uo ' v>V* V =:( uo ' v ) 'ti v f: V , e ntonces 
u* (O ) - u en V* 
o 
Nuest ro obje tivo a hora es demostrar q ue la función u que hemos obtenido 
mediante el poso al l ími te es solución del ( PVIF )( I ) . Como ya se ha 
00 2 • * probado q ue uf L (O, T¡ V1 ) Y u' f L (O, T¡ V ) y u (O ) = u ' solo o 
nos resta est abi ec e r la igualdad (3.1 ) . Para ello probaremos el siguiente 
lema: 
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Lema 3.3.1 
Si 9 é e: ( O, T; V ), entonces: 
T d u E n T dU 
f f
º
UE n 9 dx dt - f , u - 9 dx dt d x o í1 dX 
~ o 
Demostración 
d U 2 ( d u co 
Es cloro que u d x E: L O, r; H ) puesto que u dX éL (O, T; H). 
Observamos que : 
2I u 2 ( t) - u ( t ) 1 ~ ( 11 u E: ( t ) 11 + Hu( t ) 11 ) 1 u c- ( t ) 
En n LOO Ul) LOO ( Q) '-n 
~ c ( 11 u E (t ) "V + 11 u ( t ) II V ) I UE ( t ) - u ( t ) 1 ~ e I u E ( t) - uC t 
n 1 1 n n 
y así: 
2 2 
u 11 2 ~11 u En e 11 u E n-u 11 L 2 (O, Ti H) L (O,TiH ) 
2 2 2 
y d e ( 3 .18) se tiene que --+ u en L ( O, T; H ) • uE 
n 
Ahora, 
T au En 9 dx dt = 
o Jnu '-n d 
T 1 T 2 a9 T
.!. f f u En ª-.a dx d t ----+ - r f u ~- d x d t = f f udX 2 ' 0 Q d X 2 o n n .... Q:) o 
~ 
'. 

Usa ndo (3 .7 ) vemos qu e para 9 se cumpl e que:
fe; ( O, Ti V ) 
.. 
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- u ( t ) I 
du 
dX 9 dx dt • 
, 
T T 
r d 2 u En ¿ dx dt<u' (t ), g( t ) > * dt + En -- . 2 
o E n V V o d x2 él x 
a UE T d U c n 
,+ f n 29 dx dt + f 9 dx d t = O ( 3 .21 
O j1 ax2 él x2 o I~ 
c-
- n (, x 
Ap lica nd o (3. 9 ) vem os que el v olar a bsolu to del segund o t érmino d e (3.21 ) 
no exceDe 
a2 Ul n 
€ n 11 ? 11 9 11 2 <C C /---¡:-- 11 g 11 2 - o 
n (¡ X2 L-(O,T;H ) L ( O, T¡ V ) = > - n L(O,T; V ) 
uande. n -+ co . 
y usando ( 3.16) , (3.1 7) Y el lema 3. 3.1 se tiene d e (3.21 ) cuando n_ ro 
que: 
T 
, (' d U ~ dx + d U f ( U'(t), gUh * dt + O ( d t ¡'T f u a-; 9 d x ·:H = O. T j o , .~) " a x o ~ o V V ox ~
Asf, definiendo o e. t E ( O, T\ h(t) E: V * por: 
d u ( t ) 
= f ~ dx,< ( t ), v >V *V J fc d x d x2 
entonces E. LCO (O, T; V*) c...~ 2( 0, Ti V * ) y 
( U f + h + u dU 
.¡. 2 ' = OoX g > 2'0 T'L ~ , , J, L (O,T; V ) 
2Por lo de nsidad d e C~( O, T ;V ) e n L ( 0,T ;V) ( Teorema 1.1.7) se con-
c luye q ue: 
11 1 
4 
Lema 3.3.1 
Si gE:C;: (O,T¡V ) , entonces: 
TT d u S n d U 
U 9 d x dt - f , u dX 9 dx dtJ f S n d x o Qo n 
Demostración 
d U 2 d U (]) 
Es claro que u ~ l ( O, T; H ) puesto que u él (O,T;H).
d X dX 
Observamos qu e : 
2 ( )_ 2( t ) 1 ~(lI u (t) 1I + Hu( t ) 11 ) I u , ( t ) - u (t ) II u f.: t u E: n Loo ( n ) Loo (!;"t)-n 
~ c ( nu s (r ) IIV + JI u ( t ) IIV ) I uE: (r) - u (t ) I ~ c I u S ( t ) - u( t ) I 
n 1 1 n n 
y así: 
2 2lIu ~ - u 11 2 ~ e 11 Us - u 11 2 . 
n L(O,T ¡ H ) 
'- n l ( O, Ti H ) 
2 2 2 y de ( 3 .1 8 ) se tiene q ue Us ~ u en L ( O,T¡H ) . 
n 
Ahora, 
T 3 u En 9 dx dt = f f u sn él xo n 
T ­-r 1 T 2 el d U 
= 
1 f f u E2 ~ d x d t ---. 2" f f u 2 d x dt -- f )( U - 9 dx dt .3x2 o rl n ~ o n dX o rt dXn ro 
, 
Usando (3 .7) vemos q ue para 9 ~Co (]) (O , Ti V ) se cumple que: 
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T T 
( 'él 2 u E:n a2r;t dx dtf <u' (t ), g( t ) > * dt . E 
. 2o s n V V n o r2 a x2 ax 
T aUS n 29 T ::J " u '-- n 
+ f f 2" d x dt ;- .r J gd xd t = o (3 .21 )
us n 2, xo 1. él x2 ax o n 
Aplica nd o (3 .9) vem os que el v a lor a 6solu ro de l segundo término d e (3.2 1 ) 
no excede 
- 2
" n d u, n 11 11 11 < C ,1 - C - 11 gil 2 ( ) - O 
-n (, x2 L 2 ( O, T; H) 9 L 2 ( O, T; V) . - n l O, T; V 
cuand n-:lo OO 
y usando (3. 16), (3.1 7 ) y el lema 3 .3.1 se tiene d e (3 .21 ) cuando n _ co 
que: 
T T a2 . r dU T u auf < u'{t ) , gUh * dt + O T I J ~ P d x d t + (f a;- 9 dx d t O. 
o I
_ 
ox axL. )oo V V 
Así, definiendo a.e. t E (O,T', h(~) f:;V· por; 
d2d u ( t ) v ~ h ( t ), v >V * V - f dx2 dx d x 

,(]) * 1. * 

~~ 
entonces n E: L (O, Ti V ) ~ l (O, T; V ) y 
< u ' + h + u ~ , 9 >'" .. 2 =0l L(O T'V' ) L ( O T-V)(¡x r' , , " 
2Por la de nsidad d e C: ( O, T¡ V ) e n L ( O, T; V) ( Teo re ma 1.1.7 ) se con­
cluye que: 
11 1 
dU 2 * 
U I + h + u ax = o en L (O, T; V ) A continuación probaremos que también se tiene: 
02 u 
y por tanto a.e. t E (O, T) : U E I ~ c ,

él x2 Lco (O, T; H) 

*u'{t) + h(t) + u(t) du(t} = O en V con e independiente de E , O < [. ~ 1 • dx 
lo cua l signi fieo que: Para ello, usando la notación u := multipliquemos (3.7 ) por:uE ' 
2
' ( ') ,du(t) d \¡ d .. l't ·\ 224 
<u t , v > * V + { , - -) + (u( t ) ~, = O a . e. t~(O,T) lfI (u) = u3 + 3 ( ~ ) + 6 u o u + lª- l......J!. V d x d x2 d x ox a x2 5 o x4 
Vv f.. V, 
e integremos en ~ . Notando que por las propiedades de frontera de u, 
es dec ir, t iene lugar (3.1). ~ 
a u o3 uI (u a + "-3 ) lfI (u ) dx := O 
:;¿ x a x 
3.4 DEMOSTRACION DEL TEOREMA 3.1.3 se tiene que: 
a uI u ' lfI (u ) dx + E I 4 lfI (u ) dx = O. 

Existenc i a . Como U E: V C. V = [V4 , H ] ( ver observación al lema :;¿ :;¿ ax 4 
o 1/2 
3 .2 .1 ), el teorema qaran tiza para cada E > O la existencia de una 
Integrando esta última expresión en [ 0, t ] obtenemos: 

función u, é :""(O,T: '4) con uc:: ' E:L2 (0, T ; H) so lución al problema 

t 3 t du(s) 2 d 2 u(s) }PVIF)(II, on daro in iclol u ' Obse rv emos, además, que: I I 
~ o I I u(s ) u (s)dxds + 31 I u(s){( d ) +2u(s ) 2 dxds + 
o ~ o :;¿ x dx 
u(: E: C(O,T¡V) (to;;'!r10 3. 2 .1 ( ii) ) y por tanto la igualdad u E (O) = Uo 
+ 158 / 1 u'{s ) d4u~s) dx ds + E/ I d4uis) lfI (u{s) ) dx ds 
o :;¿ dx o :;¿ dxtie ne sentido. ° 
y util izando la igualdad (3.4 ), el lema 3.2.3 (i i ), el teorema 1.4.6 (Fór-
Asf u sat isface ( 3.7 ), y como en la sección 3.2 podemos obtener los es-E 
mula de integración por partes) y la igualdad (3.6 ) se sigue que: 
~ 
'
..
. timat ivos ( 3 . 8 ) , (3.9 ), (3.11) Y (3.12 ), en los cuales la constante C de­
2 2 
p ende solo de 11 UD IIV y es independiente de O < E ~ 1 . : I u4 (t ) dx -l I u4 (0 ) dx + 2.. 1 (d u{t » 2 dx - J.. I (d u(0 » 2 dx 
:;¿ u 5 :;¿ d x2 5 :;¿ d x2 
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4 
au 	 2 * 
u' + h + u ax = O en L (O, T; V ) 

y por tanto a.e. t E (O, T): 

u ' ( t) + h(t) + u{t) du(t) = O en V* 

dx 
c ual sign i Fico q ue: 
2 
<,u' (t ),v>v*v + ( d x d x2 " ) + {u{t} ~ , v - O a .e . t ~ (O, T)dx 
"'iv e. V, 
es dec ir, tiene lugar (3.1). ~ 
3.4 DEMOSTRACION DEL TEOREMA 3.1.3 
.,.... --
Exi stenci a • Como U E: V c:. V=:[ V4' H ] ( ver observación al lema o 	 1/2 
3.2 . 1 ), el teorema 2.5.7 garantiza para cada E > O la existencia de uno 
función u, é 'LV ,r ; '4) (' on u ' E:L2{OrT ¡ H) so luc ión 01 problemaE 
(PVIF)(II) on doro iniCial Observ emos, además, que:(; o ' 
u €: C(O,T;V) (Icllla 3 .2 .1 ( ii ) ) Y por tanto la igualdad u (O) = Uo~ E 
t ¡e ne sentido. 
Así ut: satisface ( 3. 7) , y 	como en lo sección 3.2 pcx:lemos obtener los es­
~ 
'1 t imat ivos (3. 8), (3.9), (3.11) 	Y (3.12), en los cuales la constante e de­
.. 
p end e solo d e 1I 1J0 IIV y es independiente 	de O < E ~ 1 • 
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A continuación probaremos 	que también se tiene: 
a2 uJI ¡;: I ~ c 

d x2 LOO{O, Ti H) 

con c independiente de 	 E , O < [ ~ 1 • 
Para ello, usando la notación u =: multipliquemos (3.7) por:u[, 
224 
if!(u) =: u3 + 3 (~) + 6 u ~ + .!-ª. ~ 

d x d x2 5 a x4 

e integremos en Q . Notando que por las 	propi'edodes de frontera de u, 
d u a 3 uJ (u ~ + -3 ) \ji (u) 	dx =: O 
Q o x él x 
se tiene que: 
a4 uJ u' \ji (u) dx + [ J \ji ( u) dx 	 =: O. 
Q 	 4Q él x 
Integrando esta último expresión en [ O, t ] obtenemos: 
2/ 3 	 t du(s) 2 d u{s) }J u'(s) u (s) dx ds + 3J J u'{s){{ d ) + 2 u{s) 2 dx ds + 
o 	 Q o Q x dx 
4 
't 
+ J:Q. /"J '() d u{ s) 	 d d + [J J d 4 u( s) \ji( u{s) )dx ds -= O5 u s 4 x 	 s 
o Q d x o Q d x4 
y utilizando la igualdad (3.4), el lema 3.2.3 (ii), el teorema 1.4.6 (Fór­
mula 	de integración por partes) y lo igualdad (3.6) se sigue que: 
2 21 J u4{t)dx _1. J u4 (0)dx + 2.. J (d u{t))2 dx _ ~ {d u(0))2 4 Q 4 Q 5 Q d x2 5 J Q d x2 dx 
113 
l 
40 
3 f u( t) ( du(t) )2 dx + 3 J u(O ) (du(O))2 dx + 1~ E:/ J (d (s))2 dx ds 
Q d x Sl d x .) o Sl d x4 
t d4 u(s) 	 du(s) 2 d2u~s) 
+ E:J J ~:"':4~ {u3( s) + 3 u(s) ( ) -t- 6 u(s) ,., }dx ds = O (3.22) 
o Sl d x 	 d x dx 
Teniendo p"esentes las esti."aci ,:)nes (3.8) y (3.11) Y el lema 3.2.4 (iv), (v) 
conseguimos la p"esente estimación 
f d 4 u(s) {u3(s) + 3 ü(s) (d u(sl)2 + 6 u(s) d 2 u(s) } dx I 

Sl d x4 d x d x2 

4 4 	 4 2 
Id u(s)1 I d u ( s ) I 11 d u ( s) 11 2 I d u(s ) I I d u ( s ) I 
~ c + c + c 

dx4 d x4 d x L 4 ( Sl ) d x 4 d x2 

4	 
c + I d4 u (s) 5/6 d4 u (s) d4u(s) 1/2d u(s)1 + c d4 ~(s) I { 	 + C 4 \{c+\;;; c I 	 JI} I \}dx4 I dx4 	 dx dx4 I 

1 8 	 d4 u ( s ) I 2 + C,

< - I 4 . (c 1 constante escogida sufi ci entemente grande); 
= 5 dx 
y así, regresa.,do a (3.22): 
2 2u9 J (d u(s))2 dx < 2. J (d o / dx + ±J ( u )4 dx + ~ J (u ( t ))4 dx 
5 Sl d x2 5 Íl d x 2 	 o
 \G 	 Sl 
du(t) 2 	 duo 2 

+ 	3 J u( t) (-d-) dx - 3 J Uo (dx"") dx + E: c 1 t Sl x Sl 
9 2 1 4 1 4 du(t) 2
;;; 
"5 11 u o 11 V + 4" 11 u o 11 Lco( Sl) + 4" 11 u ( t ) 11 Lco ( Sl) + 3 11:; ( t ) 11 Lco un I ~ I 

2 

+ 3 	 11 u 11 00 11 u IIV + E:C 1 t 

o L (Sl) o 
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:;¡ e 'VE: O < E: ~ 1 VtE:[O,TL 
Por lo tonto: 

2
u a	uE 11 
 ;;; c 'VE: Q<E:;;;1r 	 (3.23)ax2 LCO(O,T¡H) 
lo cual, junto con (3.8) y (3.11) implica que: 
< c 'lt:JE:, O <E:~AUE: U'Loo(O, T ¡ V) = 	 (3.24) 
Por otra parte, utilizando (3.7), se tiene poro v E;V 1 

d2 	 3
d u (t) 	 u (t) d v + J d u, (t)1(uE: I ( t), v) 1 = IJ - u (t) dE: v dx + J ~ d dx E: E: d v 

\G E: x \G dx x Sl d x1 - dx dx 1 

d u (t) d2 u (t) d3 
+€\ uE:(t);;; 	 e IIvll CO( ) lu (t)\ 1 E 1+1 E I II vII
L \G E: d x d x2 V 1 d x 3 I 11 v "V 1 

d3 uE: ( t) 

!í (c + E: 1 3 1) 11 v l/V

dx 	 1 

con 	 Jo cual 
d3uE:(t)

11 u I ( t ) l/V * ~ c + E: I 3 ,
I
E: 1 
 dx 
y usando lo estimación (3.12) concluímos que: 
11 u I 	 I 
 (3.25 )E: L2(O,T¡V;) ;;; c 'VE:, O<E:;;;l 
De las estimaciones (3.24) y (3.25) se deduce la exister'lcia de una suce­
sión E:n~O ydefuncionesu,u 1 ,w,g toles que (3.17) y (3.18) 
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2 
_ 3 f u( t) ( d~(t) ) dx + 3 J u ( O) (d~(O»2 dx + 1~ E/' J (éO(;»2 dx ds 
S1 x S1 x ::> o S1 dx 
2d4 ( ) d U( S) 2 d uf S ) t. u S {u3 ( s) + 3 u(s) ( ) -t- 6 u(s) ~}dx ds = O (3.22) 
+ E f f dxdx4 dxO Q 
" 
Teniendo p-esentes los esti'Tloci:lnes (3.8) y (3.11) Y el lema 3.2.4 (iv), (v) 
conseguimOS la p-esente estimación 
uf d4u~s) {'}(s) + 3 u(s ) (dd (sl)2 d2u~) } dx I+ 6 u(s) 

S1 dx x dx 

4 2 4 I d u ( s ) I "d u ( s) ,,2 I d4 u(s ) I I d u ( s ) I li u(s ) 1 + e + e ~ e 
dx4 d x4 d x L 4 ( S1 ) d x4 d x2 
4 4 d4 u( s) 5/ 6 e + I d~~ u (s) \ 1/2d u(s)l{~ e liu(s)1 + c c + 1--,-1 } + c dx 4 ,} 
dx4 1 d x4 dx 
4 ~ ~ Id u(s)1 2 (el constante escogido suficientemente grande);
5 d x4 + el 
y os í, regreso.,do o (3.22): 

2u
~ f (d2 u(s))2 dx ~ 2. f (d o )2 dx + ! f ( u )4 dx + !f (u ( t))4 dx o 
5 d x2 5 S1 d x2 S1 S1 
Si 
duo 2 
+3f ( t)(du(t)2 3f U (-d-) dx +Siu d x ) dx - S1 o x Ee1 t 
4 1 4 d u( t) 29 2 1 
~ 5' lIuo "V + '4 luo " LCX>( S1 ) + '4"u(t)"LCX>( S1 ) + 3Ih ( t)I\cx>( S1 ) I~I 
2 
+ 3 11 u 11 00 "u "V + Ee 1 ~ 
o L ( S1 ) o 
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:;¡ C 'VE, O < E ~ 1 'Vt~[O,Tl. 
Por lo tonto: 
2 

g a uE 11 CX> 5 e 'VEr O<E~l (3.23)
ax2 L (O, T; H) ­
lo cual, junto con (3.8) y (3.11) implico que : 
< e 'VE, O<E~l (3.24 )OuE"LCO(O,T;V) ­
Por otro parte, utilizando (3.7), se tiene poro v~V1 
2d u (t) d3 u ( ) td UE( t) d v dxI (uE I ( t), v) I = IJ - u (t) dE v dx + J +EJ E dv 2 dx S1 d x3 dx dx IS1 E x S1 dx 
d2 3d u (t) u (t) + € I d uE ( t) 
~ e IIvIlLCO(~) IUE (t)1 I E I + I f I U v l/V IlIvllVd x d x2 1 dx 3 1 
d3 u ( t) 

~ (e + E I E3 1) 11 v IIV 

dx 1 
con Jo cual 
d3 u (t) 

11 u I ( t) IIV * ~ e + E I ~ I 
E 1 dx 
y usa.,do la estimación (3.12) coneluímos que: 
II u I (3.25 )E I L2 ( O T.V*) ~ e ~E' 0<E5 1 
, , 1 ­
De Jos estimaciones (3.24) Y (3.25) se deduce la existencia de uno suce­
sión E n ~ O Y de funciones u, u ' w, g tales que ( 3.17) y (3.18)1 
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se cumplen y además: 
-
coL (O,T¡V) débil * ( 3 .26 )u[ u en 
n 
2 
~w en L (O, T ¡ V t) débi I ( 3.27)u 
~ 
. tn 
Como (3.26) Y (3.27) implican (3.15) y (3.16), es válido aquí el pro­
cedimiento de la prueba del teorema 3.1.2 (con U = u ) y así se tieneo [ o 
que w = u' y que u*(O) = U donde u* es la única representante de 
o 
clase continua de u en L2 (0,T¡V*). Sin embargo como u~L2(0,T;V) 
y u' E L2 (O, Ti vt) entonces u (; C(O, T; H), es decir, existe una única 
üEC(O,T; H) tal que ü(t) = u(t) a.e. t€:(O,T). 
Como ü E:: C (O, T ; V*) entonces, por la un icidad de u *, u* = u y por 
tanto u(O) = u*(O) = uo ' 
Además, la igualdad (3.2) se sigue inmediatamente de (3.1), teniendo 
presente que: 
( du(t) d2 v d2 u(t) dv) 
'Vve V . 
dx d x2 ) ( dx2 'dx 
2 
Unicidad. Sean u,veLco(O,T;V) con U',v' ,E:L (0,T;Vt), que satis­
facen (3.2), con u(O) = v(O) =u ' Sea w = u - v. Entonces 
o 
~
-
w( O) = O Y para todo v E: V Y a .e. s E: (O, T) : 
d2 w(s) dw(s) dv~) du(s)
<w'(s), w(s}> * - ( 2' d ) =f (v(s) -d- w(s)-u(s) --w(s))dx;
V V dx x Q x dx 
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integrando en [O, t J, usando integración por partes, observando que: 
( d2 w( s) , dw(s) = O 
a .e . s E (O, T) ,dx2 dx 
y que ~ E Lco(O, T¡ H'(Q)) ~ Lco(O, T; Lco(Q)), se tiene paradX 

t~[O,TJ : 

1 2 t ~ du(s) 
- I w( t)l = J J (v( s) d w (s) - u (s) -r- w (s)) dx ds2 o Q x x 

t d v( s) 2

= 
- f f (w( s)) dx ds 
o Q dx 

:;; c f t I w( s) I 2 ds 

o 
y del lema de Gronwall y el hecho de que I w(O) I = O, concluimos que 
Lw(t) 1= O a.e. t E (O, T), Y por tanto w = O • 
~ 
Comentario Fina l. 

La igualdad (3.1) puede ser interpretada como una ecuación diferencial 

parcial atendiendo a las siguientes consideraciones: 

* *Sean 
'1' '2' i1 , las inmersiones canónicas:i2 
* * ."
V ~ V1 ':-+ H =H '-:-: 'L: VV1II L, L, ¡ 
. * - . * * *Si = i 1 o i : V --+ H, 
, - '2 o H ::. H* --+V2 i 1 : y 
lC = {w e ex' CIT )! vJ i)( O) = w i'( 1 ), 
= O, 1, ...... } la apl icación 
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se cumplen y además: 
00 
uE: ~ u en L (O,T¡V) débil * (3.26 ) 
n 
2 
u ---+ w en L (0, T ¡ V 1*) débi I ( 3.27 ) 

t tn 

Como (3.26) Y (3.27) implican (3.15) y (3.16), es válido aquí el pro­
cedimiento de la prueba del teorema 3.1.2 (con u = u ) y así se tieneOE: o 
que w = u' y que u *( O) = U donde u * es la úni ca representante de 
o 
L2 2 clase continua de u en (0, T ¡ V*). Sin embargo como u ~ L (0, T ¡ V) 
2 y u'E L (0,T¡Vt) entonces u EC(O,T¡ H), es decir, existe una única 

üEC(O,T¡ H) tel que u(t) = u(t) a.e. tE:(O,T). 

Como u E": C(O, T; V*) entonces, por la unicidad de u*, u* = u y por 

tanto u(O) = u*(O) = u ' 

o 
Además, la igualdad (3.2) se sigue inmediatamente de (3.1), teniendo 
presente que: 
(du(t) d2 v (d2 u(t) dv '1v~V.dx d x2 ) dx2 'dx) 
Unicidad. Sean u,v~Loo(O,T;V) con u',V'tL2(0,T¡Vt), que satis­
facen (3.2), con u (O) = v( O) = u . Sea w u - v. Entonces 
o 
....
. w(O) = ° y para todo v ~ V Y a.e. s E(O, T):
' J 
d2 w(s) dw(s) dv~) du(s)
<w '( s), w( s» * - ( 2' d ) =J (v( s) -d- w( s) - u( s) -­
V V dx x D x dx 
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w( s)) dx ¡ 
integrando en [0, t J, usando integración por partes, observando que: 
2( d w{ s) , d w( s) = ° a .e. s E (0, T) ,dx2 dx 
y que 1:! E Loo(O,T¡ H'(~)) '-* Loo(O,T¡ Loo( ~ )), se tiene paradX 
t~[O,TJ 
1 2 t dv(s) du(s)
-2 I w( t) I = J J (v{ s ) d w (s) - u ( s) -d w (s )) dx ds 
o D x x 
t 
= - J J d v( s) (w( S ) )2 dx ds 
o D dx 

~ c Jt I w{ s) I 2 ds 

o 
y del lema de Gronwall y el hecho de que Iw(O)1 = 0, concluimos que 
lw(t) 1 = ° a.e. tE(O,T), y por tanto w = ° . 
.. 
Comentario Fina l. 
La igualdad (3.1) puede ser interpretada COmo una ecuación diferencial 
parcial atendiendo a las siguientes consideraciones: 
Sean 11 ,12 , i1 
* 
, i * las inmersiones canónicas:2 
V ~ V¡ <-:- H =H * ~ V¡ * '----+ V'!<... 
l;z. L, L, Ll 
Si = i o i 
2 V --+ H, i * = 1
* 
o * H =. H* 
---+V * y1 2 11 : 
C = {w ~ cm (TI )! ..J j '( O) = w\ i'( 1), 
= 0, 1,.. •.•• } la aplicación 
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d3 y por tanto: j* o e ~ v* es ta I qudx! 
dU + a3_u 	 2+ u ~ = O en L (O, T ; V * ).d t ax 3 ax'" 	 d3 d .2d~ w 	 ...... 
= (--3' v) = (~, ~) 'Vw € e Tlv f:V.d x3 ' v > \/* \/ 	 d x d x2 dx 
~ 
De modo similar, la igualdad (3.2) puede ser interpretada como la ecuo-Por tanto : 
ción diferencial parcial 
d3 w 
:;;Ili* --,., 11 IIw IIV 

d x"> 1 
 (¡ 3ou u + d u 	 2 * +~ u = O en L ( O, T ; V 1 ).at 	 a x 
y en consecuencia, como e es denso en Vl' existe una ún ica extensión 
d3* 
continua h : V 1 ~ V de i * o ~ , y h es ta l que: 
dx 
2 
= (dw, ~)<h( w), v >V . V 	 \fw ~ vl ' TlveV. dx dx2 
d3 w 
De esta manera resulta natural definir para wE.V 1 , 	 -3- como el ele-
dx 

* mento h(w) E: V • 
Con esta de fin ición, Jo igualdad (3 . 1 ) puede escri birse entonces como: 
, d3 u(t) 	 du(t)
<u (t), v > * + < , v > * + (u( t) --, v) = O 
V V d x3 V V dx 
o.e. tE:(O,T) 'VveV. 
Es decir: 
~ 
'A 	 3
.. 
'() d u(t) ( ) du(t) _ O V* 
u t + + u t - en o.e. t ~(O, T) , 

dx3 d x 
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d3 y por tanto:j* o e ~ V* es tal que;d:! 
')dU + avu 	 2 *+ u ~ = O en L (O, T ; V ).at ax 3 axd3	 d ,2d3 w 	 w 
< i* 
- -3 I v> V* V = (--3' v) = (~, ~) 'tJw E e "':Iv f:. V . dx d x2 dx 	 dx 
De modo similar, la igualdad (3.2) p..¡ede ser interpretada como la ecuo-Por tanto: 
ción diferencial parcial 
d3 w 
~lIi* - -113 IIw "V 

dx 1 
 au a3 u + u au 	 2 *+a;r = O en L (O, T ; V I ) • at 	 d x 
y en consecuencia, como e es denso 	en Vl' eXiste una única extensión 

d3
* 
continua h: VI -+ V de i* o ~ I Y h es tal que : 
d x" 
2 
- d w , ~) 
'V'w 4: V1 , 'Vvf;V.< h( w ), v >V*V - (dx dx2 
d3 w 
De esta manera resulta natural definir para w ~ V1 ' 	 -3- como el ele-
dx 

* mento h(w) f V . 
Con esta defini ción, la igualdad ( 3 .1) p..¡ede escribirse entonces como: 
I d3 u(t) 	 d u ( t ) 
<u (t), v > * + < , v > * + (u(t)--'v)=O
V V dx3 V V dx 
a . e. t ~ ( O, T) -..¡ v f:. V . 
Es decir: 
~ 
'l
.. 	 d3 u (t) du(t) 
u I( t) + 3 + u( t) = O en V * a.e. t ~ (O, T) , 

dx dx 
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APIENDIICIE lA 
Reuniremos en este primer apéndice algunos resultados relativos a lias topo­
logías débiles en un espacio de Banach X y su dual topol ógico X* • 
A . l Definic iones 
Sea (X, 11 B) un espacio normado sobre 1< ~ {R, <t} Y X* su duol. 
La topología más débi l en X pora lo cual todos las aplicaciones 
( x* X -+ 1< ) f X* son continuos se denomino lo topología débil en X 
y lo denotamos por a (X, X*). Dicho topología es Hausdorff y uno suce­
sión {xn} de elementos de X converge o un xot X débilmente (es decir, 
con respecto o lo topología a(X,X*)) si y solo si x*(Xn) --+ x*(Xo) 
'Vx* E X*. Además por el princfpio del acotcrniento uniforme, si --+ XoXn 
débilmente entonces {II Xn I } es uno sucesión acotado en R. 
Seo i : X -+ X** = (X*)* definido por ix{X )(x*) = x*(x) Vx*e. X*. 
x 
Lo aplicación i X se llamo aplicación canónico y es uno isometría lineal. 
Esto permite identificar a X con el subespacio ix (X) de X**. Se dice 
que X es reflexivo cuando ix. (X) = X**. La ,topología más débil en X* 
para la cual todas las aplicaciones de X* -+ 1< pertenecientes a iX (X) 
* son continuas se denomino topología débi I * en X : y la denotamos por 
ó(X*,X). 
120 
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APIEN DIICIE lA. 
Reuniremos en este primer apéndice algunos resultados relativos a las topo­
logías débiles en un espacio de Banach X y su dual topológico X* • 
A.l 	 Definiciones 
eo ( X,II U) un espacio norrnado sobre 1< ~ { R, G:} Y X* su dual. 
La topología más débil en X poro la cual todas las aplicaciones 
( X* : X ) f X* son continuas se denomina la topología débil en X 
y la denotamos por a (X,X*). Dicha topología es Hau!dorff y una suce­
sión {xn} de eiementos de X converge a un Xo t X débilmente (es deci r, 
con respecto a la topología a(X,X*)) si y solo si x*(><n) --+ x*(xo) 
'ilx* e X*. Además por el principio del acotaniento uniforme, si --+ Xoxn 
déb¡ Imente entonces {II X n a }es una sucesión acotada en R. 
Sea ix X --+ X** = (X*)* definida por ix(X)(x*) = x*(x) 'TIx*E X*. 
La aplicación i X se llama aplicación canónica y es una isometría lineal. 
Esto permite identificar a X con el subespacio ix (X) de X**. Se dice 
que X es reflexivo cuando ix (X) = X**. La .topología más débi I en X* 
para la cual todas las aplicaciones de X* -+ 1< pertenecientes a ix (X) 
* son continuas se denomina topología débi I * en X : y la denotamos por 
ó(X·,X). 
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Obviamente él (x* , X) ~ a (x* , x**) (y ambas topologías son iguales si X 
es refl e x ivo ) . Se ti ene tambi én que él (X * , X) es Hausdorff y que una 
' { * ' X* * X*d'b" ' sucesron x J en converge a Xo E e I - * (es decir con respec­n 
to a la topología ¿ (X*,X)) si y solo si x~(x) -+ x~(x) "f/xéX. 
A.2 Teoremas de Compacidad 
Enunciaremos ahora algunos resultados importantes sobre las topologías débil 
y débil-*. 
Teorema A.2.1 (Banach-Alaoglu-Bourbaki) 

Sea (X, 11 11) un espacio normado sobre IK. Entonces Ia bola unitaria 

B* = { x* E X* I 11 x* n ~ 1 } 
de X* es compacta con respecto a la topología él (X*, X). 
Demostración (Ver [9 J, pág. 174). 
El teorem a A.2.1 permi te concl uír que B* es él ( X * , X) compacta. Sin 
embargo las aplicaciones requieren con frecuencia la compac!dad por suce­
siones de B* con respecto a la topología él( X* , X). Los siguientes re­
sultodos muestran que éste es el caso cuando X· es separable. 
Teorema A.2.2 
Seo (X, 11 1\) un espacio normado separable sobre 1<. Entonces la bola 
121 
unitaria S* de X* con la topologra inducida por él (X* IX) es metriza­
ble. 
Demostración (Ver [19], p. 67 
Corolario A.2.3 

Sea (X, 11 11) un espac io normado separable sobre D<. 
 Entonces toda su­
* 
ce!.ión {xn } acotada en X* tiene una subsucesión débi I * convergente. 
Corolario A . 2.4 
Sea (X, 11 'U) un espacio normado separable. Entonces X* es separable 
con respecto a la topología él (X * , X). 
Si X es un espacio reflexivo se tiene también el siguiente teorema de 
compacidad: 
Teorema A.2.5 
Sea (X,II U) un espacio reflexivo. Entonces toda sucesión {x } acotada 
n 
en X tiene una subsucesión débilmente convergente. 
Demost raC ión (Ver [9], pág. 177). 
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Obviamente 6 (x* ,X ) t; O (X* , x** ) (y ambas topologías son iguales si X 
es reflexiva). Se tiene también que 6 (X*/X ) es Hausdorff y que una 
sucesión { x~ } en X* converge a x~ E X* débil- * ( es decir con respec­
to a la topología :5 (X* ,X )) si f solo si x~ ( x ) .-....,. x~ (x) 'f/x E X . 
A.2 Teoremas de Compacidad 
Enunciaremos ahora algunos resultados importantes sobre las topologías débi I 
y débi 1- * • 
Teorema A.2.1 (Banach-Alaoglu-Bourbaki ) 

Sea (X, 11 11) un espacio normado sobre K. Entonces la bola unitaria 

B* == { x* E X* I IIx* 11 ~ 
de X* es compacta con respecto a la topología 6( X* , X ) • 
Demostración ( Ver [9 J, pág. 174). 
El teorema A.2.1 permite concluír que B* es eS ( X* , X ) compacta. Sin 
embargo las aplicaciones requieren con frecuencia la compacidad por suce­
siones de B* con respecto a la topología 6( X* , X). Los siguientes re ­
sultados muestran que éste es el caso cuando X es separable. 
Teorema A.2.2 
Sea (X, 11 11 ) un espacio normado separable sobre 1<. Entonces la bola 
121 
unitaria B* de X* con la topología inducida por 6 (X* IX ) es metriza­
ble. 
Demostración (Ver [19J/p.67 ) 
Corolario A.2. 3 

Sea (X,II 11 ) un espacio normado separable sobre 1<. 
 Entonces toda su­
ce!.ión { x~ } acotada en X* tiene una subsucesión débi I * convergente. 
Coro la ri o A . 2. 4 
Sea (X, 11 ti) un espacio normado separable. Entonces X* es separable 
con respecto a la topol ogía 15 (X * ,X ) . 
Si X es un espacio reflexivo se t iene también el siguiente teorema de 
compacidad: 
Teorema A.2.5 
Sea (X,II 11) un espacio reflexivo. Entonces toda sucesión {x } acotada 
n 
en X tiene una subsucesión débi Imente convergente. 
Demostrac ión (Ver [9 J , pág. 17 7) . 
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A.IENDICIE Ii 
LA 	 INTEGRAL DE BOCHNER 
Todos los espacios de Banach considerados aquí son reales. Sin embargo, 
las definiciones y resultados presentados pueden ser extendidos sin dificul­
tad al caso complejo. 
B. 1 Funci ones med lbles y el Teorema de Pettis 
Definición B.l .1 
Sean (S, ¿ ,\..1 un espacio de med ida, X un espac lo de Banach y 
f: 	S -+X. 
i) 	 Se dice que f es N - simple si el rango de f es contable y 
f-l < [a } >E ¿ V a ~ Rango de f. 
ii) 	 Se dice que f es simple si el rango de f es finito, 
f-l < [ a } >E ¿ " a E Rango de f y si 'r::t o E Rango de f y o t=- 0, 
-1\..I(f <[ a }» < +CO. 
Definición Bol .2 
Sean (S, ¿ , \..1) un espacio de medido, X un espacio de Banoch y 
f : 	 S~X. 
123 
--
~ 
' J 
APIENDlelE m 
LA 	 INTEGRAL DE BOCHNER 
Todos los espacios de Banach considerados aquí son reales. Sin embargo, 
las definiciones y resultados presentados pueden ser extendidos sin dificul­
ad al caso complejo. 
B. 1 	 Func iones med ibles y el Teorema de Pettis 
Definición B.1. 1 
Sean (S, ¿ , 11 ) un espacio de medida, X un espac lo de Banach y 
f: 	S -+X. 
i) 	 Se dice que f es N - simple si el rango de f es contable y 
f-l < { a } >E ¿ V a ~ Rango de f. 
ii) 	 Se di ce que f es simple si el rango de f es finito, 
f-l < [ a }> E ¿ 'Va ~ Rango de f y si ~aE Rango de f y a =1=0, 
-111(f <[ a }» < +00. 
Definición B.1.2 
Sean (S, ¿ , JJ) un espacio de medida, X un espacio de Banach y 
f: 	 S--+X. 
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i) Se dice que 
*todo el> ~X 
f es estalarmente medible o déb ¡Imente medible 
la aplicación el>o f: S ~ R es medible. 
si para 
ii} Se dice que 
si ón ( fn } : 
f es 
fn : 
fuertemente (contable) medible si existe una 
S - X de funciones IN -simples tal que 
suce­
fn (t) - f( t) en X lJ a.e. tE:S. 
iii) Se dice que 
cero tal que 
f 
f 
es casi de 
<S ...... Bo > 
valor separable si 
es un subconjunto 
de medidaexiste Be ~ ¿ 
separable de X. 
El siguiente teorema relaciona las nociones (i) Y (ii) en la definición B.l.2 
Y permite reducir la medibilidad para funciones con valores en un espacio 
de Banach a la medibilidad de funciones con valor real. 
Teorema B.1.3 (Pettis). 
Sea n ( S, ¿ , IJ ) un espacio de medida, X un espacio de Banach y 
f: S ~ X. Entonces f es fuertemente (contable) med ible si y solo 
f es casi de valor separable y f es escalarmente medible. 
si 
Demostra ción (Ver [17] I [18] ). 
') 
' ~
.. Corolario 
Sean (S, 
B.l.4 
¿ , lJ ) un espacio de medida, X un espacio de Banach y 
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f: S - IR. Si existe una sucesión de funciones fuertemente (contable) 
medibles tales que fn (t) - f(t) en X. lJ a.e. t E S, entonces f es 
fuertemente (contable) medible. 
Si Mesc(S;X) y Mfc ( S;X) denotan los espacios lineales de funciones 
escalarmente medibles y fuertemente ( contable) medibl es respectivamente, 
entonces cuando X es separable, el teorema de Pettis nos permite con-
c lu ir que Mese (S ; X) = Mfc ( S; X ). 
Defin ic ión 8.1.5 
Sean (S, ¿ )J) un espacio de medida y ( X, 11 11) un espacio de Banach. 
Si 1:;; p < + en, definimos el espacio LP ( S; X) como el espacio 
P 1/pL (S; X) = { f E Mfc (S; X ) ! 11 fllp 
= (~Jlf( s)IIPdp) · < +oo} 
De otro lado, definimos el espacio LOO (S; X ) COmo el espacio 
ro 
L ( S ; X) = { f E Mfc ( S; X ) ! 11 fllao = Supess 11 f ( s ) 11 < + ro } 
s E S 
los espacios LP(S;X) son espacios normados si identificamos funciones que 
coinciden lJ . a.e. 
8.2 La integral de Bochner 
Sean (S, ¿ , lJ ) un espacio de medida, X un espacio de Sanach y F s el 
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i) 	 Se dice que f es escalarmente medible o déb ¡Imente medible si poro 
todo <!l E X * lo aplicación <!lo f: S ~ R es medible. 
ii) 	 Se di ce que f es fuertemente (contable) medible si existe uno suce­
sión {f } : fn : S -+ X de funciones IN - simples tal quen 
fn (t) - f (t) en X ]J a.e. t E: S . 
i ii) 	 Se dice que f es casi de valor separable si existe Be E ¿ de medido 
cero tai que f <S " Bo > es un subconjunto separable de X. 
El siguiente teorema relaciono los nociones (i) y (ii) en lo definición 8 . 1.2 

y permite reducir lo medibilidad poro funciones con valores en un espacio 

de Banach o lo medibilidad de funciones con valor reai. 

Teorema B.l.3 (Pettis). 

Sean ( S, ¿ , ]J ) un espacio de medido, X un espacio de Banach y 

f: S ~ X. Entonces f es fuertemente (contabl e ) med ible si y solo SI 
f es casi de valor separable y f es escalarmente medible. 
Demostrac ión (Ver [17] , [18J ). 
Corolario B.l.4 
Sean (S, ¿ , ]J ) un espacio de medido, X un espacio de Banach y 
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f: 	S - IR. Si existe uno sucesión de funciones fuertemente (contable) 
medibles toles que fn (t) - f(t) en X. L1 a.e. t t S, entonces f es 
fuertemente (contable) medible. 
Si 	 Mesc(S¡X) y Mfc ( S¡ X) denotan los espacios lineales de funciones 
esco larmente medibles y fuertemente ( contabl e) medibles respectivamente, 
entonces cuando X es separable, el teorema de Pettis nos permite co,,­
e lu ír 	 que Mese ( S ¡ X ) = Mfc ( S ¡ X ) . 
Definic ió n B.l.5 
Seon (S, ¿ ]J) un espacio de medido y (X, 11 11) un espacio de Bonach. 
Si l:;¡ p < + a:> , definimos el espacio LP ( S; X) como el espacio 
l P ( S ¡ X) = { f E M fc ( S ¡ X ) ! 11 f 11 p 
= ( ~ 11 f( s ) "p d jJ ) . l/p < +00 } 
De 	otro lodo, definimos el espacio La:> ( $ ¡ X) como el espacio 
00 
L ( S;X) = { fE Mfc(S¡X ) ! IIflloo = Supess IIf(s)1I < + a:> } 
S E S 
P 
los espacios L ( S ¡X) son espacios normados si identificamos funciones que 
co i n cid en L1 . o • e • 
8.2 	 La integral de Ibchner 
Seon 	 (S, ¿ , ]J ) un espacio de medida, X un espacio de Bonach y F s el 
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espac io de funciones simples de S en X. Claramente: 
Fs ~ Mfc ( S ¡ X ) n L' ( S ; X ). 
Defini c ión a.2. 1 Para XE FSf el elemento 
¿ 1J ( x- 1 < {a }» a 

a *= Rang. x 

o =F O 
de X, es denom ina do la integral de Bochner de x y denotado por : 
J x (s ) d U (s) ó sirr,plemente f x d U • 
S 
El o perador I s - X definido por I (x ) =: I x dlJ es un operador P­
neo l y acotado de (Fs , 11 11 1 ) en X. Por lo tanto existe una única ex ten ­
~ión de I ( denotada también por 1) a la clausura deFs en L' ( S¡X). Di­
c ho clau sura será llamada espacio de funciones 80chner integrables y será 
denotada por B' ( S¡X). Para XE B' ( S ¡ X) el volar I(x ) se denomina 
integral de Bc.c hner de !.e d eno ta j x ( s ) d U ¡s ) . 
S 
Si x E a' (S; X ) y B E ¿ , entonces fáci ¡mente se pru e ba que "x B . x E B' ( S ¡ X ) 
donde xa es la funci ó n característica de B. En e ste caso definimos : 
fx d lJ =: J "x B • x d \J 8 S 
Los sigu ientes teoremas reunen algunas de las principales propiedades de la 
integral de Bochner : 
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Teorema S.2. 

Sea x E B' ( S ; X ) 

i) Si ( Si ) es una colección contable de conjuntos mutuamente disjuntos 
de [ , entonces 
en 

f x d U = I f x d IJ 

U 8 , i =1 aL 

i i) Para todo E > O, exi ste 6 > O tal que 
I 	 f x du 11 < E V' B E ¿ con u( B) < <5 
S 
Demostrac ión ([ 17 J, [4 1 ). 
Teor ema 8 . 2 . 3 

Sean X, Y ~spacios de Banach. x E B' ( S ; X ) Y T 
 x -- y un operador 
lineal acotodo. Ento nces T o x E B' ( S; Y) Y 
, Toxd u = T J xd u 'q B E i 8 B 
Demostración ( 17 ]) 
Por la def in ición del espacio B' ( S¡X ) , B' ( S ;X) ~ L' ( S¡X). Sin embar­
go, 
Teor ema B.2.4 ( Bochner). Seon ( S f ¿ , U ) un espacio de med ida y X 
12 7 
espacio de funciones simples de S en X . Claramente: 
'f s ~ Mfc ( S ; X ) (\ L' ( s ; x ). 
Defin ic ión B.2 . 1 Para x E Fs , el elemento 
I Ld x- 1 <{a } > }a 

a E: Ra ng. x 

a =F O 

de 	 X, es denom ina do la integral de Bochner de x y denotado por : 
f x ( s) d \J ( s ) Ó simplemente J x d ll . 
S 
El opera dor I - X definido por I (x ) = J x dw es un operador 1:Fs 
neal y acotado de ( Fs , 11 "1 ) en X. Por lo tanto existe una única ex ten­
sión de I (denota da también por 1) a la clausura de Fs en L' ( S;X). Di­
cha clausuro será llamada espacio de funciones 80chner integrables y será 
denotoda por B'( S;X ) . Para XE B' ( S ;X) el volor I(x ) se denomina 
se d eno ta J x ( 5 ) d ).J \ s ) • 
S 
Si x E: B'(S~X ) y BE ¿ , entonces fácilmente se prueba que XS,X E B' ( S; X) 
donde xB es la func ió n característico de B. En es t e ca so ~ ,:: finimos: 
xd lJ J x B • x d lJ 8 S 
Los sigu ie ntes teorema s reun en algunas de las principales propiedades de la 
integral de 80chner : 
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Teorema S.2. 

Sea x ~ B' ( S ; X ) 

j) 	 Si ( Si ) es una colección contable de conjuntos mutuamente disjuntos 
de L , entonces 
00 
J x d lJ = ¿ J x d lJ 

U 8, i =1 
 8. 
i i) 	 Paro todo 1;; > O, exi ste 6 > O ta I que 
I 	r x d ).J 11 < t:: V' B E ¿ con w{ B) < <5 
S 
Demostración (r 17 J, [ 4 ] ) . 
Teor ema B.2 .3 

Sean X, Y ~spacios de Banach. x E 8' ( S; X ) Y T 
 X - y un operador 
linea l acotado. En to nces T o x E": 8' ( S ; y) Y 
, To x d ).J = Tr xd W 'V B E": L 
8 'S 
Demostración [ 1 7 J ) 
Por la d e f inició n del espacio B' ( S¡ X) , B' ( S ¡X ) ~ L' ( S; X ) . Sin embar­
go 
Teorema 6.2.4 ( 80chner ) . Sean ( S, ¿ lJ ) un espac io de medida y X 
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I 
un espacio d e Bana ch separable. Entonces B' ( S ; X) = L' (S¡X). 
Demostrac ió n : r18 L 
Teorema B.2 .5 ( Teorema de la convergencia dominado). 
Seo n 1 ~ P <+ ro ( S, ¿ , 1.1 ) un espacio de medido y X un espacio de 
Banoch . Suponga mos que { xn } es una sucesión en L
P ( S ¡ X ) ta I que 
Xn( s ) ~x(s) en X U , a.e. SE:S )'queexiste t LP ( S ¡ X ) tal 
que 11 x'l ( . ) I ~ I p ( s ) 11 1.1 . o.e. s ~ S entonces x ~ LP ( S; X ) Y 
UXn - x 0_ - O . 
Demostración: [4]. 
Teor ema 8 . 2 .6 (Lema de Fatou ) 
Seon ( $, [ , ~J ) un espacio de medida, X un espacio de 80nach y { xn } 
una sucesión en L' ( S; X ) tal que xn(s) ~ x ( s ) débilmente lJa.e. SE S. 
En tonc es : 
J llxlld lJ $ !l!!! J 11 X n 11 d U 

S 
 S 
DemoslToc ión : [ 4 ] . 
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Teorema 8 • 2 • 7 ( Fu b i ni) 
Sean ( S, ¿ S, 1.1) Y ( T, ¿ T' >.. ) espacios de medido O - fi ni tos y seon 
( S x T , ¿ Sx T ' 1.1 x >.. ) el espacio de medido producto y x E L' ( SxT¡X) 
donde X es un espacio de B:Jnoch. Entonces: 
ij x ( s, .) EL' \ T ; X ) lJ . a.e. s f S 
ii) s ....... J x(s,t ) d >"( t ) E. L' ( S;X) 

" 
¡ji) 	 J ( J x(s,t ) d ,,( t ) d lJ ( s ) = J x d ( IJx >..) 
S T SxT 
Demostroc ión: [ 4] . 
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un espacio de Bonach separable. Entonces S' ( S ;X) L'(S¡X). 
Demostración : r18]. 
Teorema 8.2.5 \ Teorema de la convergencia dominada). 
Seon 1 ~ P <+ en (S, ¿ , \.1 ) un espacio de medida y X un espacio de 
Banac h . Suponga mos que { xn } es una sucesión en L
P( S ; X) ta I que 
xn(s) '-'x(s) e n X w . o.e. s"S yqueexiste P E: LP ( S ; X) ta I 
qu e JI x., ( • ) I ~ I P (s ) 11 \.l . a.e. s E. S entonces x ~ LP ( S; X ) Y 
nxn - x D. - O . 
Demostración: [4 1. 
Teorema B. 2.6 (Lema de Fatou) 
Seon ( S, ¿ ; W ) un espacio de medida, X un espacio de 8anach y { xn } 
una sucesión en L'(S ¡X ) tal que xn(s) ~ x ( s) débilmente wa.e. SE S. 
En tonces : 
f llxlldw ~ ~ f 1/ X n 11 d w 
S S 

Demostrac ión: [ 4 ] • 
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Teorema 8.2.7 ( Fubini ) 
Sean ( S, ¿ S, lJ) Y (T , ¿ T, A) espacios de medida O -finitos y sean 
(S x T , í: \.1 x A) el espacio de medida producto y x E l' (Sx T ; X)Sx T' 
donde X es un espacio de &:mach. Entonces: 
i) x (s, .) EL' ( T ¡ X ) \.l. a. e. s E S 
i j) s ..... f x (s, t ) d >c (t) EL' ( S ; X ) 
T 
i i i ) 	 J x ( s, t ) d A ( t )) d w ( s) = f xd( \.Ix>C )
S T Sx.T 
Demostrac ión: [4] . 
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