ABSTRACT Machine learning algorithms such as clustering, classification, and regression typically require a set of parameters to be provided by the user before the algorithms can perform well. In this paper, we present parameter independent density-based clustering algorithms by utilizing two novel concepts for neighborhood functions which we term as unique closest neighbor and unique neighborhood set. We discuss two derivatives of the proposed parameter independent density-based clustering (PIDC) algorithms, termed PIDC-WO and PIDC-O. PIDC-WO has been designed for data sets that do not contain explicit outliers whereas PIDC-O provides very good performance even on data sets with the presence of outliers. PIDC-O uses a two-stage processing where the first stage identifies and removes outliers before passing the records to the second stage to perform the density-based clustering. The PIDC algorithms are extensively evaluated and compared with other well-known clustering algorithms on several data sets using three cluster evaluation criteria (F-measure, entropy, and purity) used in the literature, and are shown to perform effectively both for the clustering and outlier detection objectives.
I. INTRODUCTION
The problem of data clustering falls into the category of unsupervised machine learning where for most clustering algorithms, the objective is to partition the records of a dataset into non-overlapping groups or clusters of similar records, such that each record is assigned to only one cluster. There are variations for clustering algorithms (e.g. fuzzy clustering) where each record can belong to more than one cluster. Many approaches have been proposed to perform the clustering task such as partitioned-based clustering (e.g. k-means, k-means++ [1] and other variants), hierarchical clustering [2] , spectral clustering [3] , [22] , expectation maximization (EM) [29] , grid-based clustering [4] , correlationbased clustering [5] , subspace clustering [23] and densitybased clustering [6] . Partitioned-based clustering methods such as k-means are widely used and often employed.
However, the k-means algorithm suffers from three major deficiencies: (i) It requires the user to pre-provide some initial information such as the number of clusters before the start of the clustering process (i.e. the algorithm is not parameter independent); (ii) It is limited to detecting spherical clusters and is not able to detect clusters of arbitrary shapes; and (iii) It is not able to operate on datasets containing outliers or contaminated by noise which is often the case in datasets from the real-world. The problem of (i) is not particular to k-means, and this deficiency is also found in many other clustering algorithms, due to the nature of unsupervised learning. This has motivated some authors to propose clustering algorithms that are parameter independent. Some earlier approaches focused on variations for k-means to make the algorithm parameter independent. Examples of these are X -means [7] and the method for satellite imagery by Koonsanit et al. [8] which proposed techniques to address the problem of selecting the number of clusters k value automatically. However, these techniques can only find spherical Gaussian clusters and cannot handle the presence of outliers. Some other algorithms which have been proposed for parameter independent clustering are PFClust [9] , APScan [10] , DSets-DBScan [11] and DSets-Histeq [20] . The PFClust algorithm proposed by Mavridis et al. is able to automatically determine the number of clusters without requiring any parameters to be specified by the user. This algorithm operates on a random sampling aspect and requires multiple repetitions on a dataset to increase the probability of finding the best possible clustering. Thus, the parameter independent feature is obtained at a cost of increased computational complexity. Other works for the automatic clustering problem can be found in [26] using differential evolution, [27] using genetic algorithms, and [28] using fuzzy techniques.
The APScan algorithm proposed by Ester et al. [6] combines the affinity propagation (AP) clustering approach with DBSCAN. Their technique first uses AP to partition the dataset into patches, and calculates the density of each patch to output a normalized density list to be used for the next algorithm stage based on a modified DBSCAN variation. Note that although the AP algorithm does not require the number of clusters to be pre-specified, the algorithm still requires a ''preference'' parameter to be used [12] . Thus, the APScan algorithm is not fully parameter independent. Recently proposed algorithms which are parameter independent are the DSets-DBSCAN algorithm by Hou et al and DSets-Histeq by Hou & Liu. In DSets-DBScan, the authors proposed image enhancement techniques to be applied onto the pairwise similarity matrix of the input data using histogram equalization transformations to make the clustering results invariant. A closer study of their algorithm shows an implicit parameter (MinPts) is used (as in DBSCAN) to denote the minimum number of points in the neighborhood. The authors proposed a set of heuristic rules based on their investigation of several datasets and fixed this parameter to a value of 3, and showed that their algorithm was less influenced by this parameter compared to DBSCAN.
The problem of (ii) has been well studied in the literature. Some clustering algorithms which are able to detect clusters consisting of arbitrary shapes are kernel k-means [18] , spectral clustering [19] , [22] and density-based clustering approaches. The kernel k-means and spectral clustering map the data into a new feature space to identify clusters that are non-linearly separable in the input space. However, these algorithms require the number of cluster centers to be predefined. In this respect, density-based approaches are useful due to its ability to discover clusters of arbitrary shapes without requiring the number of clusters to be pre-specified by the user [13] - [15] . The DBScan algorithm [6] is representative of the density-based clustering approach, where the data is clustered using connectivity and density-based functions. The algorithm utilizes two connectivity functions termed as density-reachable and density-connected, and each data instance is defined as either a core point or a border point. The algorithm works to expand core points to form a cluster around itself. The disadvantage of DBScan is that it requires two parameters to be carefully selected to cluster a dataset. The two parameters relate to the minimum cluster size and the neighborhood radius. The challenge is that the two parameters require carefully tuning for different datasets. Thus, a clustering algorithm which is parameter independent is highly desirable. The problem of (iii) is another major disadvantage of many non-density based clustering algorithms. This is another strong advantage of DBScan where the clustering algorithm is able to cope with outliers or datasets contaminated by noise, as long as the two parameters of the minimum cluster size and neighborhood radius have been correctly selected.
In this paper, we propose density-based clustering algorithms which are independent of the parameter settings. We utilize two novel concepts for neighborhood functions to develop our parameter independent clustering algorithms, which we term as Unique Closest Neighbor (UCN) and Unique Neighborhood Set (UNS). The UNS for a particular sample point is unique and relies only on the distribution of the records of the dataset. We discuss two derivatives of the proposed parameter independent density-based clustering (PIDC) algorithms, termed PIDC-WO and PIDC-O. PIDC-WO has been designed for datasets that do not contain explicit outliers whereas PIDC-O provides very good performance even on datasets with the presence of outliers. PIDC-O uses a two-stage processing where the first stage identifies and removes outliers before passing the records to the second stage to perform the density-based clustering. Our algorithms are computationally efficient in the sense that we do not use the random sampling aspect and multiple repetitions to find many candidate solutions, and then narrow to a ''best'' clustering solution. We show that our algorithms, while remaining parameter-free performs effectively both for the clustering and outlier detection objectives. The remainder of the paper is organized as follows: Section II discusses the UCN and UNS concepts for neighborhood functions. Section III presents the proposed PIDC-WO algorithm for datasets that do not contain explicit outliers. Section IV extends the discussion and presents the proposed PIDC-O algorithm for datasets with the presence of outliers. Finally, conclusions are given in Sections V.
II. UNIQUE CLOSEST NEIGHBOR AND NEIGHBORHOOD SET
In this study, we consider that a dataset D has n number of records, D = {R 1 , R 2 , . . . , R n }, m number of attributes A = {A 1 , A 2 , . . . , A m } and k is the number of clusters in a dataset. The attributes of a dataset can be categorical and/or numerical. For numerical attributes, we calculate the distance between two records using the city block distance function. Note that other distance functions (e.g. Euclidean distance) can also be used. For categorical attributes, the distance between two categorical values can be calculated using either the Hamming distance function or any other similarity based distance functions. This section discusses the concept of Unique Closest Neighbor (UCN) and Unique Neighborhood Set (UNS). This is illustrated by considering the dataset in Fig. 1 containing six records labelled from A to F. We define the concept of the UCN of a record R i as the neighbor record that has the minimum distance to record R i . This can be formulated mathematically as,
In the event that two or more records have the same minimum distance with R i , then the UCN of R i will be randomly selected from one of the records that have the same minimum distance with R i . Note that by this definition, there will only be one neighbor record which is the closest to record R i (i.e. node R i has a single unique neighbor). In Fig. 1 , we have:
Next, we define the concept of a Unique Neighborhood Set (UNS). The UNS of a record R i is defined as the set containing all the records which have the UCN of R i . This can be formulated mathematically as,
In Fig. 1 , we have:
. , UNS(F) = {}
We also make use of the cardinality of a set to denote the number of items contained in each UNS set. In Fig. 1 , we have:
The concepts of UCN, UNS and cardinality would be very useful to design our parameter independent density clustering (PIDC) algorithms. We will formally present the PIDC algorithms in the following sections. However, we can see that the cardinality plot of the UNS in Fig. 1 gives us some useful and intuitive views and we can draw some observations: (i) The densest record in a cluster (termed the cluster head (CH) following the terminology used in sensor networks) would have a high cardinality value. In Fig. 1 , records A and E would be the likely candidates to form the CH because they both have two records voting for them to be the CH. The votes for record A to be the CH come from records D and E, whereas the votes for record E to be the CH come from records A and F. Intuitively, record A should be the better candidate for CH. Thus, other than using the cardinality, we will also use the sum of the minimum distances to the CH for the voting records as a secondary criteria, whenever there is a tie in the cardinality voting; (ii) The outlier records would have a low cardinality. In Fig. 1 , records D and F would be the likely outlier candidates since they do not attract any votes from neighboring records. From the figure, record F would be a more likely outlier than record D. Again, we can make use of the distances information as a secondary criterion to decide on outliers; and (iii) Both records B and C have a cardinality value of one, and they are not likely to be either CHs or outliers. We term them simply as member records. Section III will formalize the PIDC algorithms using the UNS and cardinality value to decide on the CHs (and by relation the number of clusters), the member records belonging to each CH, and the outliers.
III. PARAMETER INDEPENDENT DENSITY CLUSTERING WITHOUT OUTLIERS (PIDC-WO) ALGORITHM
This section discusses the PIDC-WO algorithms which utilize the UCN and UNS concepts. We discuss two derivatives of the parameter independent algorithms (PIDC-WO1 and PIDC-WO2). PIDC-WO1 is designed using only the UNS concepts and is fully parameter independent. PIDC-WO2 is also parameter independent but uses an internal variable, r to denote the maximum transmission range of the UNS (borrowing from sensor network terminology). In this case, records which fall within the transmission range would also be considered as neighboring records, even though the records do not belong in the UNS. The final part of the section gives extensive evaluations and comparisons with other wellknown clustering algorithms on several datasets under a number of cluster evaluation criteria.
A. PIDC-WO1 ALGORITHM Fig. 2 shows the PIDC-WO1 algorithm. In Step 1, we calculate the UCN for all the records of a dataset D using the FindUCN function. The FindUCN function uses the concept of Unique Closest Neighbor (UCN) discussed in Section II. In Step 2, the UCN is given as input to another function called FindUNS which produces the UNS. The function FindMaxUNS in Step 3 finds the record that has the maximum cardinality in the UNS. In cases of a tie, we use the distances of the sum of the minimum distances to the CH as a secondary criteria. In this case, node A has a smaller sum of distances compared to node E, and is selected as the CH. In Step 4, the UNS of the record that has the maximum cardinality is stored into a temporary set G. The records in G are inserted into cluster C k and removed from the dataset D. Initially, the value of k is set to 1.
Step 5 is an iterative process that finds the UNS of each record in G considering current records in D. The UNS of all records in G are stored into set N . To calculate the UNS for records in G we follow the following process. For every record R i in D, we find which record in G the record R i has the minimum distance using the distMin(R i , G) function. We calculate the UNS for every record (say R g ) in G. The record R i is considered as a member of the UNS of R g if the distance between R i and R g is less than the distance between R i and any other record in D. If R i is a UNS of R g then we add R i in N and remove R i from D. Once we calculate the UNS for each record in G and form N , then we add all the records into C k and assign N to G.
Step 5 continues as long as the cardinality of G is greater than zero. After the completion of Step 5, a cluster C k will be produced and then k is incremented by one to prepare for the next cluster.
Step 1 to Step 5 continues as long as the number of records in D is greater than zero. On the completion of the algorithm, all the clusters of dataset D are stored in C. We now explain the steps of PIDC-WO1 using a toy dataset. In Table 1 , we present a two-dimensional (X and Y ) dataset having nine records. Fig. 3a shows the records of the dataset. As per Step 1 and Step 2 of PIDC-WO1we calculate the UCN and UNS for each record of the dataset. The |UNS| of each record is presented in the last row of Table 1 . According to Step 3 of the algorithm, we then find the record having the maximum |UNS|. In this dataset, the |UNS| of R 5 is the maximum (i.e. |UNS(R 5 )| = 3) that we highlighted in red in Fig. 3b and Table 1 . In Step 4, we find the UNS of R 5 . The UNS of R 5 is R 1 , R 2 and R 4 and R 5 , R 1 , R 2 , and R 4 are considered as members of cluster C 1 that we highlighted in red in Fig. 3c . In Step 4, we then remove R 5 , R 1 , R 2 , and R 4 from the dataset. In Step 5, we find the neighbors for each UNS of R 5 . The neighbor of R 2 is R 3 that is considered as a member of cluster C 1 (shown in red in Fig. 3d ) and is removed from the dataset. The neighbor of R 4 is R 6 . The record R 6 is considered as a member record of cluster C 1 as shown in red in Fig. 3e and R 6 is also removed from the dataset. The record R 1 has no neighbor. The records R 1 , R 2 , R 3 , R 4 , R 5 and R 6 are member records of cluster C 1 . For the next iteration, the number of records in the dataset is greater than 0, and therefore PIDC-WO1 will again execute Step 1 to Step 5 to find the next cluster C 2 that has records R 7 , R 8 and R 9 . Fig. 3f shows the record R 9 highlighted in yellow that has maximum UNS. Fig. 3g shows the records of cluster C 1 in red and the records of cluster C 2 in yellow.
B. PIDC-WO2 ALGORITHM
We now discuss the PIDC-WO2 algorithm as shown in Fig. 4 .
Step 1 to Step 4 of the PIDC-WO2 algorithm are the same as Step 1 to Step 4 of PIDC-WO1. In Step 5, we calculate the distance for each pair of records in G and pick the maximum distance and then store the maximum distance into radius r.
Step 6 is very similar to Step 5 in PIDC-WO1. Moreover,
Step 6 also updates the r value. If R i is a UNS of R g , then we add R i in N and remove R i from D. If the distance between R i and R g is greater than r then we assign the rvalue to be equal to the distance between R i and R g . However, if R i is not UNS of R g but if the distance between R i and any other record in G is less than r then we also add R i to N . At the end of Step 6, all the records of N are added into C k and assign G to N . After completion of Step 6, a cluster C k will be produced and then k is incremented by one.
Step 6 continues as long as the cardinality of G is greater than zero. All the clusters of dataset D are in C.
Step 1 to Step 6 continues as long as the number of records in D is greater than zero. Note that Step 5 uses the concept of a Unique Neighborhood Set Range (UNSR) and the FindUNSR function for set G. The concept is related to the radius of the UNS and we define it as the transmission range, r for a node to transmit to the furthest node contained in its UNS. This can be formulated mathematically as,
1 ≤ a ≤ |G| and 1 ≤ b ≤ |G|
Step 6 shows how the r value changes when a cluster grows. Note however, that this function does not require the parameter, r to be input.
IV. EXPERIMENTAL RESULTS
This section first gives some comparisons between the PIDC-WO1 and PIDC-WO2 algorithms, and then extends the discussion with comparisons with other well-known clustering methods. Fig. 5 shows a graphical comparison of the PIDC-WO1 and PIDC-WO2 algorithms for two datasets commonly used in the clustering literature (Spiral and Compound) respectively. Fig. 5 shows the differences between the VOLUME 6, 2018 two algorithm derivatives. The PIDC-WO1 algorithm results in many sub-clusters being formed (each color in Fig. 5 represents a different sub-cluster). This is significantly improved by the PIDC-WO2 algorithm where the clusters are wellformed (the Spiral and Compound results gave accurate 3 and 2 clusters respectively), showing the usefulness of including the nodes within the transmission range for the UNS.
For further investigation of the PIDC-WO2, we also used three cluster evaluation criteria (entropy, purity and F-measure) typically used to compare clustering results and performed comparisons with other well-known clustering methods (k-means++ [1] , DBSCAN [6] and Rodriquez and Laio [16] ) using eleven datasets used in the clustering literature. The k-means++ is an improved version of the original k-means and is representative of partitional-based clustering, DBSCAN is representative of density-based clustering, and the proposed clustering technique by Rodriquez and Laio [16] is very recent and state-of-the-art in the literature. The results can be seen in Table 2 . In our experiments for DBSCAN, we considered MinPts = 2 and radius = 0.01. For k-means++ the number of iterations used in experiments was 50.
The following discussion gives a summary of the three clustering measures used in this paper which are wellestablished in the literature. Full details can be found in the work by [30] . The entropy measure refers to the degree to which each cluster consists of objects of a single class. The entropy of each cluster i is calculated using the formula, e i = − L j=1 p ij log 2 p ij where L is the number of classes. The total entropy for a set of clusters is calculated as the sum of the entropies of each cluster weighted by the size of each cluster, i.e. e = k i=1 n i n e i , where k is the number of clusters and n is the total number of records. The purity of cluster i is p i = max j p ij and the overall purity of a clustering is given as j) ) where the precision of cluster i with respect to class j is precision(i, j) = p ij , and the recall of cluster i with respect to class j is recall(i, j) = n ij /n j , where n j is the number of objects in class j.
The F-measure compares the clustering quality and attains a maximum value of one when each class is contained in a single cluster. The F-measure of PIDC-WO2 is higher than the F-measures of DBSCAN and k-means++ which confirms the superiority of PIDC-WO2. The DBSCAN algorithm is also unable to cope with these datasets and gave low Fmeasure scores when many sub-clusters are formed for the same actual or true clusters. Interestingly, the k-means++ gave optimal F-measures for two datasets (ISBDB-DS1 and S2). On closer observation, these datasets are formed from spherical clusters and k-means++ performed well. For the remainder nine datasets, k-means++ also results in subclusters being formed due to the clusters being non-spherical. The technique by [16] also gave optimal F-measure scores for two datasets (DS3 and S1) and outperformed DBSCAN for ten out of the eleven datasets. The entropy measure is an external measure used to compare the extent to which cluster labels match supplied class labels with an entropy value of zero being optimal. The results showed that PIDC-WO2 and DBSCAN gave very similar and good scores, showing that the clustering quality is similar but DBSCAN produces some sub clusters from one true cluster.
On the other hand, k-means++ gave much higher entropy scores showing a major difference among the clustering quality. This is due to the algorithm making assumptions that the clusters are spherical in nature. It can be seen that for the datasets with mostly spherical clusters (DS1, ISBDB-DS1 and S2), k-means++ performed as well as PIDC-WO2. The final measure is the purity score which is a measurement of a clustering method to recover known classes from the true class labels even when the number of clusters is different from the number of known classes, with a purity value of one being optimal. Entropy and purity are closely related, and it can be seen that the same trends were obtained for the different datasets.
We performed visual observations on the clustering results to get further insights. Fig. 6 shows a graphical comparison for the PIDC-WO2 algorithm with DBSCAN, k-means++ and Rodriquez and Laio [16] for seven datasets (Spiral, Compound, DS2, ISBDB-DS2, ISBDB-DS4, S1 and S2) found in Table 2 . To perform the comparisons with [16] , we used the Matlab code provided by the authors and manually selected the clusters following the recommended procedure by the authors on their website [21] . It can be seen that PIDC-WO2 gave high quality clustering results without forming sub-clusters from the same true clusters, which are major deficiencies for the other methods. The recently proposed clustering techniques by [16] is not able to avoid the formation of these sub-clusters. This can be clearly seen in the Compound dataset when the inner cluster is correctly formed, but the outer cluster results in several sub-clusters being formed. We performed further investigation of the PIDC-WO2 algorithm for clustering a further six real-world higher-dimensional datasets (Blood Transfusion, Dermatology, Liver Disorder, Haberman, Primary Tumor, and Yeast) as shown in Table 3 . The number of records and dimensions for the datasets are also shown in the table. Comparisons were made with five well-known clustering methods (k-means++ [1] , DBSCAN [6] , Rodriquez and Laio [16] , Expectation Maximization (EM), and spectral clustering). The results obtained confirm the good performance of the algorithm for clustering high-dimensional datasets.
V. PARAMETER INDEPENDENT DENSITY CLUSTERING WITH OUTLIERS
The previous section has shown the effectiveness of the PIDC-WO2 algorithm for datasets that do not contain explicit outliers. This section extends the discussion and presents the proposed PIDC-O for datasets with the presence of outliers. This paper uses a definition of outliers following [10] where if a point (record) is not in a specified radius neighborhood of any high density point, it will be treated as a noise point or possible outlier. Some works for anomaly and outlier detection can be found in [24] using self-organizing maps, and [25] using density-based clustering techniques.
A. OUTLIER DETECTION USING UNIQUE NEIGHBORHOOD SETS (UNS)
The discussion in Section II has mentioned that outlier data points would have a low cardinality for its UNS (i.e. there would be few or no points that votes for the outlier point). Instead of using the |UNS| directly to detect outliers, we use a variation which is given below. We adapt a similar approach proposed by [17] for the outlier detection. For every record R i in dataset D, we find another record in D with whom R i has the minimum distance (mindist) and then we store the minimum distance in a matrix called the decision matrix for R i . The minimum distance (mindist) is formulated as follows,
The size of the decision matrix will be the same as the number of records in a dataset D. As an illustration, according to Fig. 1 , in the decision matrix the minimum distance for record A would be the distance between A and E (as from visual observation, the distance between A and E is less than the distance between A and D). Fig. 7 shows two decision graphs based on the decision matrices of two datasets (Compound and Spiral) that we used in our experiments. We next calculate the median of the values in the decision matrix. We also calculate the median absolute deviation (MAD) following a similar approach presented in [17] . If the distance value of a record in the decision matrix is greater than (median + (threshold × MAD)) then we consider the record as an outlier. In our experiments, the value of threshold equal to 6 was found to work well for all our datasets used in the experiments. The outliers are removed from the datasets and stored in the List of Outliers (LOO). The remainder (non-outlier) records in dataset D are given as input into PIDC-WO2 to produce the final clusters of the dataset. For outlier evaluation, we added in six and three data points as outliers in the Spiral and Compound datasets respectively. From the decision graph in Fig. 7 , it is clearly seen that Spiral has six outliers and Compound has three outliers. Fig. 8 shows the clustering performance of the PIDC-WO2 algorithm for four datasets with some added outlier data points (Spiral-Outlier, Compound-Outlier, DS2-Outlier and DS3-Outlier). For evaluation of the outlier performance, the outliers were added by inserting several isolated data points far away from the actual or true clusters. It can be seen that the presence of the outliers degrades the clustering quality for PIDC-WO2. This is because some outliers become part of the UNS data points for a cluster, and thus may increase r to a very high value when computing the UNSR, thus resulting in incorrectly merging of the true clusters. Fig. 9 shows the same four datasets using the PIDC-O algorithm and the effectiveness of the outlier detection in the first stage and the resulting clustering quality obtained. Table 4 shows a corresponding comparison of the objective clustering performance scores (F-measure, entropy and purity) for the PIDC-O and PIDC-WO2 algorithms with other clustering methods. The objective scores confirm that the PIDC-O performs better than PIDC-WO2 when the dataset contains outliers. In fact, the results showed that PIDC-O gave optimal performance for the three measures.
We now discuss the computational complexities of the techniques including our proposed techniques. The complexity for Step 1 of PIDC-WO1 algorithm is O n 2 m , where n is the number of records and m is the number of attributes in a dataset. The complexity for Step 2, Step 3 and Step 4 of PIDC-WO1 is O (n), O (n) and O n 2 m , respectively. The complexity of Step 5 of PIDC-WO1 is O n 2 m . The Step 1 to Step 5 of the algorithm will be executed k times, where k is the number of clusters for a dataset. Therefore, the overall complexity of PIDC-WO1 is O n 2 mk . Similarly, the overall complexity of PIDC-WO2 and PIDC-O is O n 2 mk and O n 2 mk , respectively. The complexity of DBSCAN, K-Means++, Rodriquez and Laio [16] , EM, Spectral Clustering is O n 2 , O (nmk), O (nmk), O (nmk), O n 3 respectively.
VI. CONCLUSION
This paper has presented novel clustering algorithms which are parameter independent and able to handle datasets with arbitrary shapes. Using the UCN and UNS, we have proposed two clustering algorithms (PIDC-WO1 and PIDC-WO2). We first compared the performance of PIDC-WO1 with PIDC-WO2 and showed that PIDC-WO2 gave well-formed clusters and accurate results. Next, we compared the performance of PIDC-WO2 with other well-known clustering algorithms in the literature. The results showed that PIDC-WO2 gave high quality clustering results without forming subclusters from the same true clusters, which are major deficiencies for other clustering methods. The next part of the paper extended the work towards datasets with the presence of outliers. We proposed the PIDC-O algorithm for clustering datasets with outliers which used a two-stage processing. The results on the datasets demonstrated that PIDC-WO2 gave good performance on datasets with outliers which were not handled well by other clustering methods. Our future work will extend the UNS concept and reduce the computational complexity of the proposed algorithms towards clustering arbitrary shape and complex datasets in important domains, especially for clustering high-dimensional datasets in the biomedical, health, agriculture, and environmental domains.
