Abstract In vitro models are invaluable tools for studying cell behavior in a highly controlled setting. Cell and tissue culture models of the nervous system can be utilized to elucidate neurobiological phenomena that are difficult to observe, manipulate, or measure in vivo. In the context of biomechanics, culture models that accurately mimic specific brain features can be used to determine tissue properties and tolerances to mechanical loading. There are several criteria that culture models must meet in order to complement in vivo and macroscopic biomechanical studies. In addition to providing an environment that is conducive to cell survival, cell type and source are critical to the interpretation of results. In this review, we present design criteria for ideal cultures, the current state of the art in neural cell and tissue culturing methods, and the advantages and limitations to using culture mimics. We will further present what insights in vitro models can provide to complement in vivo and macroscopic biomechanics in terms of meso-to microscale material properties and tissue-level tolerance criteria. The discussion will focus primarily on central nervous system (CNS) tissue, which is inherently complex in cytoarchitecture and organization. In addition, the CNS is not typically exposed to mechanical loading beyond physiological motion; therefore, it is expected that cell death and functional failure may be particularly prominent at large deformations and high loading rates. These and other B. Morrison III
factors must be considered when attempting to extract and culture CNS tissue or its components for studying neurobiological or neuromechanical phenomena.
Neural Tissue Structure and Composition

Heterogeneity of Brain Tissue
Brain is a heterogeneous tissue that is divided into distinct anatomical and functional regions. The gray and white matter comprise the cellular constituents, and the blood supply, cerebrospinal fluid/ventricular system, interstitial fluid, and extracellular matrix (ECM) make up the extracellular components. The intracellular space (ICS) and the extracellular space (ECS) can be considered as one scale of heterogeneity. The ICS is a composite with neurons and their extensions, glia cells, vascular cells, and other support cells. The orientation is quite organized in some areas and apparently random in others. Most neuronal communication in the brain exists on a local level (i.e. shorter interneurons, which comprise most neurons in the brain), with 1,000s of synapses on some neurons, creating an extremely complex network [1] . The brain has a very high cellularity compared to other organs and a very diverse cell population. Cell sizes range from \10 to [100 lm in cell soma diameter with axons ranging from microns to 100s of microns long. Dendrites are highly branched, permitting diversification and maximization of interactions between communicating neurons [1] .
Brain tissue can be divided further by anatomical regions. Just rostral to the spinal cord is the brain stem, a deep, well-protected portion of the brain comprised of the medulla oblongata, pons, and midbrain, which houses the controls to many homeostatic functions such as respiratory and cardiovascular regulation. The cerebellum, dorsal to the brainstem, helps control balance, posture, motor coordination, sensory and motor relaying. The diencephalon is the deep region of the brain that contains the thalamus (primary relay for sensory input and motor output) and the hypothalamus (neuroendocrine structure critical for maintaining homeostasis). Traveling toward the brain surface are the white matter tracts, the cerebral nuclei (basal ganglia, hippocampus, amygdala) and the cerebral cortex, comprised of six distinct, organized, interconnected layers. The isolation of any brain region (for primary culture) should consider the connections with other brain areas not represented in the culture and the possible effects (e.g., activation of compensatory responses) harvest and dissection may have. Interneuronal connections and interregional junctions are disrupted during tissue dissociation as are projection axons for most culture techniques, therefore the culturing procedures must consider these microinjuries and provide conditions conducive for repair and healthy culture maturation and reconnection. Some regions, such as the hippocampus are particularly vulnerable to excitotoxicity and the pH of the medium and constituents should allow for normal receptor function and neurotransmitter reuptake. Yet, this region is ideal for studying phenomena related to excitotoxicity, such as ischemia and trauma.
The Extracellular Space of Brain Tissue
In addition to the cell composition, the ECS is critical for communication, transport, and is essential for normal homeostatic function. It is approximately 20% of the total intracranial volume with half of this volume attributed to the blood and half to the cerebrospinal fluid (CSF) [2] . Some macroscopic parameters used to characterize brain tissue structure are the volume fraction of ECS and effective diffusivity or tortuosity. The ECS is composed of ECM proteins, as well as ions, neurotransmitters, metabolites, and peptides among other molecules. As most cultures are derived from prenatal or perinatal tissue, one must consider that the ECS is larger in the developing brain (36-46% by volume) than the adult, which may play an important role in the diffusion of nutrients and waste. The size of the ECS is especially important, since in most tissue culture systems it is essentially infinite. From a functional point of view, the anisotropy and inhomogeneity of brain tissue dictates the ECS shape, volume, and tortuosity, and hence intraneural (or interneuronal) diffusion parameters. For example, excess neurotransmitters, in addition to cellular reuptake, may diffuse to nearby capillaries or along elongated structures such as white matter tracts [3, 4] . Diffusion of extracellular substances will be discussed below in light of brain tissue dynamics and the artificial culture environment.
Neural Culture Models
Cells and tissues of the body may be explanted and kept alive ex vivo for extended periods of time, a process termed cell or tissue culture. Keeping the explanted tissue alive (i.e. metabolically active and functional) and preserving its phenotypic state similar to the in vivo state requires specialized culture conditions and nutrient medium reproducing vital conditions found in vivo. Specialized equipment required includes a tissue culture incubator which maintains physiological temperature (37°C) and gas tension (5% CO 2 ), laminar flow cabinets to maintain sterility, and in some cases bioreactor perfusion systems as described below. Explanted tissues may be cultured as thin slices of tissue, called organotypic slice cultures, or dissociated into suspensions of single cells to be plated as dissociated cultures. Cultures grown immediately after explantation are referred to as primary cultures.
Culture Model Utility
Cell and tissue culture models of the nervous system are desirable platforms for studying cell responses to various stimuli, including biochemical and pharmacological investigations, electrophysiological assessment, and mechanical stimulation or injury. These types of manipulations are not mutually exclusive and therefore it is critical to take into account the multimodal reactions that may follow a seemingly simple input. Well-characterized culture models, therefore, must mimic the cell states of brain tissue, including cell phenotype(s), cell-cell connections, cellextracellular communication, mechanical properties, chemical composition, and electrochemical balance. The advantages of a well-defined culture preparation are that the complexity of an intact organism is drastically reduced and the culture (both extra-and intracellular environments) can be manipulated much more readily than in an animal or human. Despite the inherent simplicity of culture systems, they can be invaluable for use in understanding neural function as well as supra-physiological states. In order to assemble realistic brain tissue surrogates in a dish, one must rigorously prioritize the above characteristics and properties in a non-biased manner. Simply put: do existing cell and tissue culture models mimic brain tissue? What key parameters are to be mimicked?
Design Criteria for Brain Mimetics
In order to recapitulate brain tissue in culture models, several criteria are critical and are represented in various degrees of fidelity among culture models. The source of the tissue must be considered in terms of species, developmental age, and brain regions. The type of culture is equally important: primary cells versus cell lines, dissociated cells plated in a constraint-free culture vessel or in a reaggregate or constrained (e.g., scaffold) format, cultured explants or slices (see Table 1 ). In some instances, a single cell type is desired, yet multi-typic cultures are becoming more commonplace given the complex intercellular interactions that contribute to cellular response. In addition, as discussed above, the immediate extracellular environment must be defined in terms of medium, medium supplements (serum vs. defined supplements), substrate, dimension (2D or 3D), gas composition, pH, and temperature (Table 1) .
In addition to these basic design considerations, specialty applications, such as mechanical property testing, mechanical and electrical stimulation, and fluidic control may require further manipulation. Geometric control will preserve the volume fraction of cells to extracellular space and relies on representative cell-cell connections and tissue-like cellular orientation. To this end, slice cultures meet this criterion. Topological features, such as soma shape, neuritic branching and glial-neuronal interactions are often lost with cell dissociation, yet can be maintained through culture manipulation (e.g., scaffolding).
While most brain regions can be cultured, we will focus on hippocampal and cortical dissociated and organotypic cultures in the subsequent sections. The particular purpose of a culture study should consider the cell type(s) to be cultured, as well as the source, age of animal, and other experimental variables. For an exhaustive methods-based description of culture methods across the regions of the nervous systems, the reader is referred to [5] .
Dissociated Cell Cultures
Specific cell populations may be isolated from animals or humans and dissociated, or separated from each other, to acquire a suspension consisting of numerous single cells. The classes of dissociated cell cultures consist of primary cells, secondary cells, and/or cell lines, which are then plated in some configuration (see Table 1 ) based on experimental objectives. Primary cell cultures consist of cells that are isolated directly from tissues and plated for experimentation. Primary cells therefore may closely represent the endogenous phenotype; however, many primary neural cell types are difficult to keep alive for extended periods of time. Secondary cell cultures consist of cells that were permitted to proliferate for several cycles in vitro prior to experimental use. This process is referred to as ''passaging'', and is typically done to amplify the cell number or purify a particular cell population; however, absent genetic manipulation passaging is limited by a finite number of cell divisions (Hayflick principle) [6] . Cell lines are primary cells that have been ''immortalized'', typically by genetic mutations or insertions, and may represent a clone of a particular type of cell, which can, in theory, be kept in [7] . Dissociated neural cells may be plated on planar (2D) surfaces, on or within three-dimensional (3D) matrices, or formed into 3D spheres, referred to as reaggregate cultures. These general configurations present a spectrum of critical factors that profoundly influence neural cell growth and function, such as culture architecture (2D vs. 3D; affecting morphology/cytoarchitecture), ECM constituents (affecting cell survival and process extension), and cell density (affecting degree of cell-cell interactions). Additionally, these factors are interrelated; for example the three-dimensionality, ECM properties, and cell density affect the ICS-ECS ratio as well as mass transport requirements (see below).
Planar cultures consist of dissociated neural cells plated directly on a rigid substrate, typically polystyrene or glass, with surface modifications to alter charge or present bioadhesive ligands to facilitate cell attachment [8] [9] [10] . Also, 3D neural cell cultures have been developed from dissociated cells as reaggregated sphere cultures [11, 12] or by distribution throughout a matrix [13] [14] [15] [16] [17] . For many neurobiological questions, the choice of a planar versus 3D culture configuration offers trade-offs between experimental complexity and fidelity in representing a specific response. In particular, important differences exist between cells cultured in planar versus 3D configurations in terms of the distribution and types of cellcell/cell-matrix interactions, access to soluble factors, and cell morphology that may drastically affect critical neural cell responses [18] . Cells within a 3D bioactive matrix present different types, quantities, and distribution of cell-cell and cell-matrix interactions [19] [20] [21] [22] compared to 2D counterparts. Specifically, cells in 3D contact ECM and experience cell-cell interactions (e.g., receptor-mediated, synaptic junctions) in all spatial directions. Alternatively, cells in 2D typically have a majority of the cell surface directly exposed to media, and may only experience cell-cell interactions in a single plane and are exposed to a much larger ECS as compared to the intact tissue organization. Also, the presence of a 3D matrix alters the cellular microenvironment, affecting concentrations of trophic and signaling factors secreted by cells. Not surprisingly, cells cultured in 2D have shown altered responses to exogenous factors independent of changes in surface area [23] . In addition, cells grown in 3D versus 2D environments have a starkly different morphology and cytoskeletal structure [24] . In the case of neurons, somata and growth cones in 2D are flatter compared to cells in 3D which present a rounder, more bulbous shape [25] . Thus, inherent differences in cell-cell/cellmatrix interactions coupled with corresponding alterations in cell morphology and alterations in the cellular microenvironment may have an impact on intracellular signaling and gene expression.
Given that all neural cells in vivo interact within a 3D environment at relatively high cell densities, quasi-planar neural cell culture models have been developed consisting of dissociated primary cells above a 3D matrix material [26] [27] [28] . These systems effectively approximate a 3D morphology/orientation and may support high 2D cell densities. However, cell-cell and cell-matrix interactions are still somewhat constrained, as cells are not distributed throughout the full thickness of the matrix. Conversely, complete three-dimensionality is achieved in reaggregate neural cultures that are developed by rotation-induced reassociation [11, 12, 29] . These systems produce spheres at high 3D cell densities where diffusion-based mass transport is enhanced by convection due to circulating media. In reaggregate culture systems, the volume available for growth is inherently limited based on surface area to volume ratios that permit survival, thus limiting the scope of 3D interactions. Moreover, the ECM components and cellular distribution are difficult to control in reaggregate cultures; however, these models are extremely useful for studying cell-cell interactions, growth, and function at cell densities that closely match those found in vivo. Three-dimensional cell culture models consisting of neural cells distributed throughout a matrix have also been developed [13, [15] [16] [17] [30] [31] [32] . In these systems, trade-offs exist between culture thickness (i.e., surface area to volume ratio), and hence the scope of 3D spatial interactions, and cell density, necessitating that relatively thick ([500 lm) cultures use cell densities at least an order of magnitude lower than that found in brain cortices [32, 33] . However, using these 3D scaffold-based neural cultures, key parameters governing neuronal survival and neurite outgrowth based on scaffold physical/biological properties and mass transport phenomena have been uncovered. For example, primary dorsal root ganglion (DRG) neurons survive and extend neurites through hydrogel matrices dependent on the (1) physical properties (e.g., agarose pore size [34] , stiffness [25] ), (2) ligand concentration (e.g., collagen [35] , RGD peptides in fibrin [36] ), and (3) substrate geometry [37] . Also, in 3D matrices, DRG neurite growth was inhibited by both certain biochemical and mechanical transitions [38] , whereas outgrowth was enhanced in engineered matrices by the presence of specific peptide sequences [39] . The survival of primary neurons from the cerebral cortex has been demonstrated within 3D matrices of collagen and/or various hydrogels (e.g., poly[N-(2-hydroxypropyl)-methacrylamide] [16] , poly(acrylate) [13] , agarose mixed with collagen [15] , collagen covalently linked to agarose [32] , and Matrigel [31] ), In general, primary cortical neuronal survival and the extent of neurite outgrowth are improved by the addition of specific bioactive cell-matrix interactions [13, 15, 16, 32] . However, neuronal survival and neurite outgrowth in 3D matrices are influenced by intrinsic (e.g., neuronal maturation, receptor expression) as well as extrinsic (e.g., matrix mechanical properties, ligand concentration) signals. Complex, non-linear, and often synergistic relationships exist between matrix mechanical properties and the presence and density of a specific ligand. However, these culture systems present a broad scope of 3D cell-cell/cell-matrix interactions, over a length-scale of millimeters. Importantly, these systems may be engineered from the bottom-up, presenting exquisite control over neural cell populations and scaffold parameters to enable optimization based on the individual neural cell populations and cell densities.
Additionally, neural culture models consisting of multiple cell types closer approximate the heterogeneity of in vivo neural tissue. This heterogeneity in celltype composition may be particularly important to represent such interactions as physical support and metabolic coupling between neurons and glial cells [40] [41] [42] . Co-cultures consisting of neurons and glia are typically 2D models, although multi-cellular 3D reaggregate cultures [43, 44] and 3D neuronal-astrocytic cocultures [14, 45] have been developed. In 2D neuronal-astrocytic co-cultures, the cells typically self-organize into a base layer of astrocytes with neurons on top [46] . Although this distribution spatially constrains neuron-astrocyte and neuronneuron interactions, planar co-cultures have established a pivotal role for astrocytes in neuronal survival and synapse formation [47, 48] . These neural cell culture models consisting of multiple cell types are capable of maintaining many positive aspects of in vitro modeling while closer approximating additional aspects of neural cytoarchitecture.
The Effects of Cell Density on Neuronal Survival in 3D Culture
A direct relationship between neuronal plating density and neuronal survival has been found [32, 49] . Primary cerebral cortical neurons were plated in thick (500-600 lm) bioactive matrices at cell densities varying over an order of magnitude (1,250-12,500 cells/mm 3 ), and culture viability was assessed at 2 and 7 days post-plating. At 2 days, neuronal survival was high in lower density cultures \5,000 cells/mm 3 , but poor in the higher density cultures. However, by 7 days, there was a parabolic relationship between cell plating density and cell viability, as cultures plated at either lower densities B2,500 cells/mm 3 or higher densities C6,250 cells/mm 3 exhibited extremely poor viability (\50% for each). However, neuronal cultures plated at 3,750-5,000 cells/mm 3 produced an optimum viability of *90%. It was postulated that neuronal death in low cell density 3D culture reflected some minimum threshold for neuron-neuron interactions, both physical and chemical, and was likely independent of mass transport limitations. However, mass transport limitations were likely the predominant reason that 3D neuronal cultures exhibited poor viability at high cell densities (C6,250 cells/mm 3 ). Taken together, these observations suggest an important balance between diffusional requirements (affecting the higher density cultures) and a potential threshold for cell-cell interactions (affecting the low density cultures). Increasing the cell density in 3D effectively decreases the available space for diffusion, increases tortuosity factors, and increases the overall rates of nutrient consumption and waste production, creating system-specific relationships between culture thickness, cross-sectional area for diffusion, cell type and cell density. Overall, viability in 3D neuronal cultures was highly dependent on cell density, but an optimized cell density range (3,750-5,000 cells/mm 3 for 500-600 lm thick cultures) yielded cultures with extensive neurite arborization, robust neuronal survival and active outgrowth.
Theoretical Analysis of Diffusional Parameters
Cell-cell and cell-matrix interactions are important for the reconstitution of brain tissue properties in a culture environment. The cell density is often an important parameter considered for dissociated cultures, directly related to the intercellular spacing, and thus crucial to function. The brain has low porosity and diffusivity compared to many other tissues. This is due, in part, to a high cell density and the tortuosity. Tortuosity is a measure of hindrance due to cellular obstructions to molecular diffusion. The volume fraction of the tissue (a = volume of ECS/ volume of tissue) and the tortuosity (k) have an inverse relationship. The volume fraction is therefore a function of the relative amounts of extracellular space, pore space, and void fractions [50] , and is relatively low in brain tissue. For sufficient mass transport, the brain overcomes low diffusivity by maintaining tightly coupled neuronal-glial interactions, with astrocytes in particular having an extension in direct contact with the vasculature. In addition, as with most tissue in the body, a dense vasculature network leaves brain cells in close proximity to a capillary, thus maintaining relatively short distances (typically \100 lm) to the convective nutrient source. However, simple 3D neural cell cultures have no such vasculature, and therefore typically rely on passive diffusion, which alters the cellular microenvironment by driving nutrients in and waste products out. Thus, mass transport phenomena become crucial in affecting the health and viability of neural cells cultured in 3D. Fick's 2 nd Law of Diffusion provides a mathematical framework to describe passive diffusion in 3D neural constructs and, in particular, assess the effects of increased cell density. For simplicity, this analysis was performed in one-dimension (e.g., 3D cell culture adhered to a substrate), approximating the cell-containing matrix as a disc (with specified cross-sectional area and thickness in the z direction), and initially assuming a constant diffusion coefficient, D.
This relationship accounts for passive diffusion into the matrix; however, the cells within the cultures are not passive, therefore the rate at which a particular nutrient is consumed must be considered. For this purpose, consumption includes a given nutrient being metabolized or immobilized on or within a cell, which if this process proceeds rapidly, local equilibrium may be assumed to exist between the extracellular (free) and consumed components of the nutrient. In this case, the concentration S of consumed substance is assumed to be first order and will be proportional to the concentration C of free (diffusing) nutrient by a consumption rate constant, k, described by the relationship S = kC. This consumption rate constant will be specific to a particular compound, as some nutrients freely cross the cell membrane while others exhibit specific mechanisms of entry. Also, consumption will vary as a function of cell number, cell type and level of metabolic activity. Accordingly, Fick's 2 nd Law may be modified to become
where a new diffusion coefficient, D c , is the diffusion coefficient given nutrient consumption, and is a synthesis of the free diffusion coefficient and the consumption rate constant. Assuming a large nutrient source (i.e. bulk medium volume above the matrix), the resulting concentration profile, C (z, t), within the cell culture may be calculated. The mass entering the matrix may then be described by the integration of the concentration profile times the effective area for diffusion (A eff ) over the thickness (w) through the matrix:
In acellular constructs, A eff would be equal to the overall cross-sectional area of the matrices; however, in cell-containing matrices, A eff is the total cross-sectional area of the matrix minus the average area (per plane) occupied by cells:
Thus, mass transport in this system is (1) governed by the diffusion/consumption characteristics of a particular compound, (2) proportional to the effective cross-sectional area for diffusion, and (3) effectively delayed by the culture thickness. For this analysis, the effective area for diffusion may be considered inversely proportional to cell density, as the open porosity of the matrix was assumed to be constant and thus not affected by cell density. Changes in diffusional area are demonstrated in confocal reconstructions of 3D neuronal cultures plated at various cell densities [49] . Increases in cell density will increase the tortuosity of the system as an enhanced cell-neurite network necessitates increasingly convoluted pathways for diffusion. Although this analysis addressed the rate of nutrient consumption, this relationship may be modified to describe the rate of metabolic waste production and subsequent diffusion out of the cellular microenvironment. This process will also be adversely affected by increases in cell density as this will increase the rate of waste production, possibly creating an unhealthy microenvironment for the cells. Here also, increases in culture thickness will serve to delay clearance of the waste from deep within 3D constructs.
Overall, mass transport must surpass specific metabolic thresholds for 3D culture systems to support viable cells, and given the inter-relationship between cell density (determining the effective area for diffusion) and culture thickness, changes in one parameter may compensate for another provided mass transport thresholds remain surpassed. In particular, the mathematical analysis was a useful tool to demonstrate that increasing the cell density in 3D effectively hinders mass transport by decreasing the available area for diffusion, increasing tortuosity, and increasing the rates of nutrient consumption and waste production. This analysis supports our conclusion that mass transport limitations were the predominant reason that 3D neuronal cultures exhibited poor viability at high cell densities (C6,250 cells/mm 3 ) [51] . Indeed, it has been demonstrated that enhanced mass transport through forced interstitial convection through the 3D neural cell cultures using custom-built micro-bioreactors was sufficient to support neuronal and neuronal-astrocytic co-cultures at cell densities of 10,000-50,000 cells/mm 3 (depending on total culture volume) [32, 33] . Thus, using interstitial convection to enhance mass transport enabled the construction of thick neural constructs approaching the cell densities of 100,000-1,000,000 cells/mm 3 reported in various cortical regions in vivo [52, 53] .
Thus, there are important design considerations and limitations that must be acknowledged for 3D in vitro systems. Although our analysis focused on the effects of cell density and culture thickness in relatively large volume cultures (*200 lL), it is important to note that these factors alone will not dictate mass transport thresholds. To be complete, the overall construct dimensions, geometry, and physical properties need to be taken into account (e.g., surface area to volume ratio, thickness, pore size, tortuosity, etc.). For instance, reaggregate cultures (or neurospheres) may have a cell density of 1,000,000 cells/mm 3 , which at several hundred microns in diameter have a high surface area to volume ratio potentially sufficient for support via passive diffusion (although there are necrotic cores in many cases). In non-optimized 3D cultures, cells may experience diffusional transport limitations, causing essential nutrients to be absent from some cells and possibly leading to accumulation of toxic waste products. Such phenomena may have devastating effects on cell survival, or insidiously may confound experimental results by altering gene expression, detrimentally effecting protein production and fidelity, and leading to appreciable deviations from in vivo behavior [54] . However, properly designed and optimized 3D models, where diffusional limits are not approached, may more faithfully recapitulate elements of native tissue than 2D models.
Application of 3D Neural Cell Cultures
Neural cell culture models have been reconstituted in 3D constructs to study neural mechanobiological phenomena within 3D microenvironments [14, 17, 31, 32, 45] . These models consisted of either predominantly primary cortical neurons or separately isolated primary cortical neurons and cortical astrocytes, each harvested from rodents, dissociated using standard techniques, and mixed in controlled ratios [14, 31, 32] . These neural cells were homogeneously distributed throughout the full thickness of bioactive scaffolds (typically 500-600 lm thick, up to 1 mm in some cases), and were maintained using a defined, serum-free, Neurobasal medium. Various ECM-or hydrogel-based scaffolds, including Matrigel (i.e., laminin, collagen IV, entactin, heparan sulfate proteoglycan [55, 56] ), collagen IV, and/or agarose have been used. Notably, these systems may be engineered from the bottom-up, with precise control over cellular (e.g., phenotypes, ratios, densities) and scaffold parameters (controlling mechanical properties and extent of bioactive motifs), to assess the influences of specific cellular and environmental factors on mechanobiological responses.
Neural cell survival, neurite growth, and functional maturation within these constructs were characterized. At the initial time of 3D plating, the dissociated neural cells had a spherical morphology (absent neurites) and were entrapped throughout the thickness of the matrix. Over days in culture, there was considerable process outgrowth resulting in the formation of 3D, interconnected neural networks by one week [31, 32] . Plating density was a critical parameter for neurons in 3D, with an optimal cell viability obtained at 3,750 cells/mm 3 (based on the starting surface area to volume ratio) [49] . Astrocytic presence significantly improved long-term culture viability, as cell viability in neuronal cultures was *90% at 7 days, but\70% at 21 days, whereas viability in co-cultures was[95% up to 21 days. Notably, long-term survival of 3D neuronal-astrocytic co-cultures was observed out to over 60 days in culture (unpublished observation).
Moreover, neuronal maturation was demonstrated through the expression of mature isoforms of neuron-specific cytoskeletal proteins and proper electrophysiological function over weeks in culture [45] . The presence of astrocytes also enhanced expression of neuronal functional markers via an increased rate of synapse formation and increased number of synapses per neuron. Neurons in 3D co-culture were found to have normal resting membrane potentials (average -56 mV), expressed voltage-sensitive ion channels (Na + and K + currents), displayed both spontaneous and evoked action potentials (average spike height 70 mV), and exhibited functional synapse formation and network properties. These tissue engineered 3D neural cell cultures provide an innovative platform for neurophysiological and mechanobiological investigations, and serve as an important step in the development of more physiologically-relevant neural tissue models.
Organotypic Slice Cultures
An alternative to artificial constructs, slices of brain tissue can be cultured for extended periods of time (i.e. in excess of 1 week) given the appropriate environment, thereby allowing the tissue to recover from the trauma of dissection. These cultures are surprisingly stable, maintaining the in vivo anatomy with high fidelity. Organotypic cultures are typically produced from young animals (\P11), and efforts have characterized the in vitro maturation process in detail, suggesting that they mature in vitro, albeit at a slower pace than in vivo. These culture systems represent an in vitro substrate between the complexity of in vivo models and simplicity of dissociated cell culture, and have been used in models of mechanical injury [57, 58] . Cultured structures include hippocampus [57] [58] [59] , cortex [60] , thalamo-cortical slices [61] , whole coronal brain sections [62] , and transverse sections of the spinal cord [63, 64] .
A critical determinant of organotypic culture health is gas transport which has been addressed through a number of strategies. In one method, tissue was adhered within a plasma clot to a cover-slip placed in rotating tubes with medium [65] . Cultures were sequentially submerged in medium and exposed to the atmosphere ensuring adequate gas exchange and nutrient supply. One limitation was that the cultures thinned to one or two cell layers thick [65] [66] [67] . An alternative strategy which produced much thicker cultures many cell layers thick maintained cultures on a silicone membrane with gentle rocking [57, 62] . A third method maintained thick cultures atop a porous membrane with medium delivered through the pores [68] [69] [70] .
Slice culturing has been observed to begin with an initial period of degeneration which was mostly cleared away by 5 days in vitro (DIV) [69, 71] . Over time, the total number of cells remained constant with only a 12% decrease at 21 DIV [69] . Neuronal numbers remained constant over 21 DIV in the thicker interface cultures [69] . Since total protein content remained constant, the thinning of the interface cultures may be explained by compaction of the ECS which is reminiscent of developmental compaction in vivo [69, 70] .
At the single cell and ultrastructural levels, some initial modifications due to the harvesting procedure were noted, but after about a week, cells and synapses developed normally [69, [71] [72] [73] [74] . As early as 4 DIV, synaptic density began to recover [65, 69, 71] , and by 28 DIV synaptic density was similar to age-matched in vivo levels [69, 72] . The neuronal projections of CA1 and CA3 were fairly resistant to remodeling, although some occurred [67] .
Microtubule associated protein-2 (MAP2), a cytoskeletal component, isoform expression (protein and message) mirrored the in vivo developmental program [75, 76] . Tau, another cytoskeletal protein, was initially expressed as a single isoform, but by 14 DIV, four isoforms were expressed, a process not replicated in dissociated cultures [75, 76] . Myelin basic protein (86%) and NCAM (neural cell adhesion molecule) isoforms (71-80%) were expressed at close to adult levels [76] . After an initial drop, MK-801 and AMPA binding, indicative of functional glutamate receptor expression, recovered by 5-10 DIV to in vivo levels [76, 77] . Glutamate receptor subtypes GluR1, Glur2/3, and NMDAR1 were expressed at comparable levels to age-matched controls (50, 40 , and 43%, respectively), although GluR4 was aberrantly expressed [76] . The anatomical pattern of excitotoxic death was similar to the in vivo pattern suggesting an anatomically correct distribution of NMDA, AMPA, and kainate receptors [78, 79] .
Within the slices, the DG to CA3 to CA1 excitatory pathway was well preserved, although with some sprouting [80] . Over the first weeks in vitro, field population spike and excitatory post-synaptic potential (EPSP) amplitudes increased until approximately 28 DIV and then stabilized [72, 81, 82] . Induction of long term potentiation (LTP), a cellular correlate of learning, was possible after 9-15 DIV, whereas in vivo, LTP can be induced after post-natal day 14 (P14) [72, 81] . Paired pulse facilitation (PPF), a measure of short-term synaptic potentiation, emerged in culture at approximately the same time as in vivo [72, 81] . Cultures grown on cover-slips were more excitable than interface cultures, possibly because of the substantial thinning and loss of cells, potentially including inhibitory interneurons [83, 84] . In contrast, thicker cultures were less excitable and did not burst when followed out to 80 DIV [70, 85] .
Progress has been made in the long-term culture of hippocampal tissue from either P20 [86] or as old as P30 [85] rat pups, although long-term culture of fully adult hippocampal tissue is not currently possible [87] . Greater success has been achieved with transverse spinal cord cultures which can be produced from mice as old as P21-42 [63] .
Neural Mechanical Properties
Existing experimental data and scaling relationships have been used to empirically derive mechanical thresholds to predict physiological outcome in animal experiments [88] . In order to examine cell and tissue level responses, high resolution finite element models (FEMs) require material properties on a corresponding scale. It is imperative that these assigned material properties coincide with those of living tissue to ensure accurate predictions of mechanical response to stress and strain in vivo. In addition to providing increased fidelity to FEMs, the material properties of living tissue can be emulated in culture systems that study mechanical cellular response.
Mechanical Properties of Brain
Measuring material properties of the brain poses particular challenges, in part due to its high cellularity as detailed above. Without the proper environmental conditions, e.g. adequate gas exchange, nutrient medium, hydration, correct osmolarity, temperature, and pH, cells within the excised tissue will die rapidly altering mechanical properties of the tissue. Determining mechanical properties under the same conditions required for culturing brain tissue avoids many of these pitfalls which may have confounded earlier investigations. A large range of shear moduli have been reported for different species, times postmortem, preconditioning, and frequencies/times, but a consensus is emerging that the shear modulus of brain is around 1 kPa, increasing with rate or frequency [89, 90] .
Brain is one of the softest tissues in the body. Therefore to measure reaction forces during testing requires either very sensitive transducers or large samples. Previous studies using relatively large samples (10-30 mm) have used shear [91] [92] [93] [94] [95] , compression [96, 97] , or tension [98, 99] . See in Chapter ''Brain Tissue Mechanical Properties'' of this volume for detailed discussions of brain properties at macroscopic scales. The use of relatively large tissue samples (at least 10-30 mm) makes the production of a homogeneous tissue sample difficult (depending on the structure of interest and species), thereby complicating interpretation of results. Brain is structurally heterogeneous with gray and white matter at the grossest level of distinction with many finer features (on the order of microns and millimeters) apparent upon histological examination. The use of smaller samples allows measurement of material properties of sub-regions and smaller structures and is aided by the use of novel, highly sensitive microprobes.
One motivation to measure material properties of anatomical structures in the brain is that inclusion of heterogeneous material properties in computational models affects the induced strain fields and hence the pattern of tissue injury [100] . Only by inclusion of particular anatomical structures within a model can the predicted injury pattern be compared and validated against the in vivo histological injury pattern. For example, the CA3 pyramidal layer of the hippocampus is particularly vulnerable to fluid percussion injury (FPI) models of TBI [101] . Predicting this preferential cell loss in CA3 with a computational model would be a substantial step toward its validation.
An alternate testing methodology that is less constrained by sample size is indentation [102] [103] [104] [105] [106] . Anatomical regions of interest can be tested in situ, limited by the size of the indenter and the sensitivity of the force transducer. Recently, this approach was used to measure linear viscoelastic mechanical properties of anatomical structures within coronal sections of the rat brain through stress relaxation experiments with a flat circular probe of radius 250 lm [106] . The CA1 subfield of the hippocampus was the stiffest brain region tested, whereas other hippocampal regions (CA3 and dentate gyrus) were significantly softer. The cerebellum was the most compliant region of the brain tested. On average, white matter regions were softer than gray matter, and about a two-fold difference between the stiffest and most compliant brain regions was observed (Fig. 1) . Overall, the brain became stiffer with animal age.
To capture the time-dependent relaxation behavior, multiple linear viscoelastic constitutive models were fit to the data, including a Prony series approximation (Eq. 5), a continuous phase lag model (Eq. 6) [107, 108] , and a power law model (Eq. 7) [109] .
The Prony series fit the complete data set with the largest R 2 value, although all model fits were greater than 0.92. Although the Prony series fit yields a non-unique set of parameters, its implementation into FEMs is straightforward, since it is usually an included constitutive description.
The main limitation of the indentation methodology is that the strain field beneath the indenter is not uniform. For a flat circular indenter, strains are maximal at the indenter edge consisting of both compressive and tensile strains. An analytical solution for calculating shear modulus exists: Modulus is presented at specific time points during the relaxation after indentations of approximately 10% strain (mean ± standard error of the mean). Overall, adult brain was slightly stiffer. White matter was softer than gray; the cerebellum was the most compliant structure tested. Alv alveus, BS brain stem, CbmG cerebellar gray matter, CbmW cerebellar white matter, CC corpus callosum, DG dentate gyrus, CA1 CA1 region of the hippocampus, CA3 CA3 region of the hippocampus, Ctx cortex, Th thalamus. Reproduced with permission from Mary Ann Liebert [106] in which P is the reaction force, R is the indenter radius, d is the indentation depth, and m is Poisson's ratio [110, 111] . The analysis assumes the tissue is homogeneous, isotropic, an infinite half-space, and that linear elasticity applies (i.e. small strains). A hereditary integral can be used to determine G(t) if d is not an ideal step function. Deviations from the analytical solution are influenced by the ratio of indenter radius to specimen thickness [112] . Additionally, although our study utilized a small indenter (R = 250 lm), the probe was a similar size to some of the anatomical structures of interest. Actuator vibration and force transducer sensitivity limited the use of smaller probes and faster indentation rates.
To further improve the spatial resolution of testing methods, the atomic force microscope (AFM) has been adapted for indentation of living brain tissue or brain cells [104, 105, 113] . With nano-Newton force resolution and micron spatial resolution, the AFM is well-suited for mechanical testing of brain allowing the use of micron scaled probes. Using a spherical tip of radius 12.5 lm so as to measure tissue properties as opposed to sub-cellular properties, significant differences were found between different anatomical structures within the hippocampus [104, 105] . For example, the CA1 pyramidal layer which contains neuronal cell bodies was the stiffest structure in the adult brain [105] . It was significantly stiffer than the adjacent CA1 stratum radiatum which is comprised of neuronal processes and glia. Another region within the hippocampus, the dentate gyrus was only 25% as stiff as the CA1 pyramidal layer in the adult brain at an indentation depth of 3 lm (approximately 30% indentation strain). These differences may be large enough to affect the induced strain field caused by injurious loading, thereby strongly influences the pattern of traumatic cell death. Future computational models of TBI may need to include this level of spatial detail to accurately predict regional cell death.
A further complication for characterizing the mechanical properties of brain tissue is its non-linearity with respect to strain. For indentation depths greater than 0.5 lm with a spherical probe of radius 12.5 lm in AFM studies, brain tissue became stiffer with indentation depth [105] . Several other studies using larger samples have reported strain stiffening for brain [95, 114, 115] , while others have reported strain softening but usually for lower strains than those analyzed in the AFM study [93, 98] . To capture this non-linear behavior, AFM data was fit to several non-linear elastic constitutive models including Neo Hookean (Eq. 9] [116], Mooney Rivlin (Eq. 10) [117, 118] , or Ogden (Eq. 11) [119] :
in which W was the strain energy density, I 1 and I 2 were the first and second invariants of the strain tensor, k 1 , k 2 , and k 3 , were stretch ratios in the principle directions, and E, C 1 , C 2 , l, and a were material parameters. The Ogden material description fit the material non-linearity with the smallest mean square error. Brain mechanical properties were also shown to be age dependent [105] . The brains of younger rats were softer and more homogeneous than adult rats. The increased stiffness correlated with increased lipid content and decreased water content. The effect of age is an active debate as results from another group indicated that younger brain was stiffer [120, 121] . Nonetheless, these results suggest that the induced strain field for younger animals will differ from that of older animals. Such age-dependence may be relevant for designing age-appropriate safety systems for the prevention of TBI.
Because the AFM methodology is inherently an indentation approach, analysis of force deflection curves suffer from the same limitations as described above for the flat circular punch indentation. An added complication for a spherical probe is that contact radius is not constant during indentation. Analytical solutions for spherical indenters exist but make several simplifying assumptions including sample homogeneity, isotropy, infinite thickness, and small strains. The classic solution makes an additional assumption that, for small indentation, the spherical indenter profile can be approximated as a paraboloid. Contact radius was assumed to be a ¼ ffiffiffiffiffi ffi Rd p (R and d defined above) to provide an expression for shear modulus [110] :
A solution for an explicitly spherical indenter also exists, but is slightly more complex as the expression for contact radius is transcendental and cannot be inverted [122, 123] :
Note that Ref. [124] contains an error and is missing a 2 in front of the aR term. The AFM approach can be extended to the viscoelastic regime by applying a small sinusoidal oscillation to the probe tip and measuring the phase difference between the scanner displacement and the probe deflection. Taking the Taylor series expansion of the analytical solution for indentation with a spherical probe for an oscillatory input yields [125] [126] [127] :
in which f osc * , the AFM probe force, and , the tissue indentation, are complex quantities with magnitude and phase. Splitting this into real and imaginary components yields the storage (G 0 ) and loss (G 00 ) modulus:
in which d 0 is the static indentation depth, k is the cantilever stiffness, a d is the magnitude of the scanner displacement, a r is the magnitude of the cantilever deflection, u is the phase lag between the two, c is the drag of the probe in the fluid, and x is the oscillation frequency. This methodology has been applied to measure viscoelastic properties of brain, producing both frequency and indentation-depth dependent storage and loss moduli (Fig. 2, unpublished  observations) . One of the recurring challenges is accurate contact point identification.
Mechanical properties of single brain cells have been measured with a similar approach [113] . Hippocampal neurons and astrocytes were indented with a 3 lm sphere with superimposed oscillations of 30, 100, and 200 Hz, although no indentation depth was reported. Neurons were stiffer than astrocytes. Shear modulus increased with frequency and ranged from about 100-300 Pa.
Several sources of non linear behavior can complicate analysis of dynamic indentation data. The first is the effect of large deformation on material response. If data from large-deformation indentation experiments is analyzed with linear elastic theory, a linearly elastic material will appear non-linear, exhibiting strain hardening behavior [128] . Simple shear excitation does not suffer the same complication. The second is due to the intrinsic non-linear material properties of the tissue which arises as the excitation strain is increased above the linear limit. A third source of non-linearity in response to a single frequency excitation is the existence of higher order harmonics in the tissue response. These higher order harmonics violate the basic assumptions of linear frequency analysis. Several strategies have been described to analyze this non-linear material behavior [129] [130] [131] . A Fourier transform of the tissue response will quickly identify whether higher order harmonics are contaminating the data.
Mechanical Properties of 3D Neural Cultures
In light of what is known about brain tissue properties, rheological properties (specifically, complex modulus) of Matrigel (7.5 mg/mL), a commonly used 3D cell scaffold, were measured over days in vitro as a function of frequency for the following conditions and time points: (1) Matrigel alone at 0 (immediately upon gelation), 11, and 14 days following casting in serum free cell culture medium at 37°C and 5% CO 2 ; (2) Matrigel with neurons and astrocytes at 2,500 cells/mm 3 at 14 days in culture at 37°C and 5% CO 2 . All groups except the 0 days group contained 5% serum. All rheology experiments were performed in hydrated samples on a Bohlin CVO Rheometer (East Brunswick, NJ) at 37°C under 0.005 strain with a frequency sweep from 0.01 to 10 Hz (n = 2-4 samples per condition). The trends among the conditions tested were similar across treatment groups with respect to frequency and time under culture conditions, suggesting that 3D cultures of cortical neurons/astrocytes in Matrigel retain the gross mechanical properties over 14 days and that this was independent of the presence of cells (Fig. 3) . Furthermore, the mechanical behavior was similar to that of brain [103-106, 121, 132, 133] , further supporting the use of 3D cultures and Fig. 3 The complex modulus of thick (500 lm) Matrigel constructs was examined as a function of incubation days, the presence of serum, and the presence of cortical neurons/astrocytes. All dimensions and incubation/rheology conditions were constant for the experimental groups (n = 2-4 samples per condition) for a frequency sweep of 0.01-10 Hz. As expected, complex modulus increased with frequency. The presence of serum during gelation and incubation time periods did not affect the baseline properties (i.e. those at 0 days with no serum). Furthermore, the presence of cells did not significantly affect the overall material properties of the 3D culture after 14 days in culture. Data presented as mean ± standard error of the mean emphasizing the need for mechanical characterization. Of note was that the protein concentration and cell density used were optimized previously for viability [51] . At 0.01 Hz, the order of the complex modulus was: 0 days without serum [11 days with serum [14 days (with or without cells, both with serum). At 10 Hz, the standard deviations were large, and as such, these results can only be taken as a trend, however, the following was the order of the central tendencies of the complex modulus: 0 days without serum \11 days with serum \14 days with 5% serum \14 days with cells and 5% serum. Further studies can help resolve the effects of the culture conditions on rheological properties, such as scaffold degradation, serum presence, and cell density.
Mechanical Loading of Neural Cell and Tissue Models
Mechanotransduction in Neural Tissues
Cells from different organ systems in the body experience different mechanical stimuli (from physiological to pathophysiological) and have different thresholds for activating biochemical and gene-level responses. The process of mechanical stimulation causing biochemical and molecular changes is termed mechanotransduction. Mechanotransduction, in general, is the biological mechanism by which cells interact with their environment and is comprised of a set of complex and dynamic processes. Transmembrane receptors, such as integrins, attach to ECM proteins such as collagen, fibronectin, and laminin. Adhesion receptors have specificity to the ECM ligand molecule and thereby, use different extracellular cues to direct various cell behaviors, such as migration and neurite outgrowth. This process involves an intracellular domain that binds to the cytoskeleton and intracellular signaling molecules such as vinculin, talin, paxillin, focal adhesion kinase (FAK), and proline-rich tyrosine kinase 2 (PYK2). While the function of neural adhesion receptors has been well studied under physiological conditions, the role of these receptors in pathologic mechanotransduction remains elusive. Cells of the CNS are not normally exposed to large deformations and as such, the mechanisms of signal transduction in response to mechanical stimuli in neurons, in general, are poorly understood. Notable exceptions are in the areas of sensory transduction and neural development. Sensory cells such as inner ear hair cells, for example, which are specialized mechanosensing cells, contain inherent mechanisms for transducing stretch to electrical activity [134] . The physical surrounding of a cell as it interacts with other cells directly or through cell-matrix interactions has been shown in many studies to influence normal function. For example, neurons grown on ECM coated elastomer could be electrically stimulated by mechanical indentation of the elastomer; furthermore this was shown to be dependent on intact ECM-cytoskeletal connections [135] .
Mechanical Response of Neural Cultures
Mechanotransduction has been studied in vitro by controlling the mechanical properties (i.e. rigidity, tortuosity, ligand density) of extracellular matrices and observing cell behavior [30, [136] [137] [138] [139] . It has been shown that neurons tend to support longer neuritic outgrowth on compliant substrates compared to rigid support scaffolds [25, 35, 140, 141] , whereas fibroblasts, spread and migrate more readily as rigidity was increased [142, 143] . When primary cortical neurons were cultured in a 3D environment with controlled mechanical properties and laminin density, however, it was observed that the more rigid formulation (G 0 = 565 Pa) supported more neurite extension than a softer (G 0 = 175 Pa) gel, suggesting that the 3D environment may provide additional extracellular cues for supporting neurons (unpublished observation). Of note, the stiffer gel mechanical properties were closer to that of brain compared to the softer culture scaffold [103-106, 121, 132, 133] , suggesting that cell specific tissue properties should be emulated when creating culture mimics. This concept of matching in vivo mechanical properties to culture conditions has been supported by other studies as well [140, 144, 145] . The response to mechanical stimulation may also be affected by the degree of differentiation, type and level of stress, cytoarchitectural complexity, and physical environment. Controlled biophysical cell and tissue culture conditions are especially critical in which the mechanical environment can be independently varied and the neural response directly measured.
Mechanical Injury to Neural Tissue
By applying a range of mechanical stimuli to neural tissue models, one can better understand specific cellular responses (e.g., neurotransmitter release, signaling pathways). Here, we focus on the mechanical responses to injurious physical insults observed in 2D and 3D neural cultures and the organotypic slice culture models. Ultimately, the identification of mechanotransduction mechanisms can best be achieved through a multidisciplinary approach, with a variety of cellular and tissue models, animal and human studies, and computer simulations. Traumatic insults to the brain and spinal cord deform cellular elements. Persistent injury can occur from a single mechanical event and subsequent insults may exacerbate the initial response, suggesting increased sensitivity due to an abnormal state [146] .
Cellular models of traumatic injury have been developed that mimic the mechanical parameters associated with large, high rate deformation to cellular elements of the brain. These in vitro injury model paradigms include transection, compression, stretch, and shear. Two-dimensional in vitro cultures are valuable tools for studying penetrating and blunt impact injury [147, 148] , as well as stretch injury [149] [150] [151] . Both 3D cultures derived from dissociated cells and brain slices have been used for neural injury studies [17, 152] . The most appropriate injury models, however, may be those that mimic the 3D in vivo configuration and that capture forces experienced during injury in vivo. In vitro models of TBI allow for well-characterized and repeatable injuries, the parameters of which can be controlled independently and precisely. While various studies have examined cellular and tissue levels thresholds to mechanical loading [31, [153] [154] [155] , the input parameters inherently vary from system to system, pointing to the continuing need to systematically study a range of mechanical stimuli to different culture systems in a comparative and parallel manner. Some general observations have been made across some laboratories. For example, the rate of application of mechanical loading dictates, to some degree, the severity of the injury [57, 60, 154, [156] [157] [158] [159] [160] , likely due to the viscoelastic response. Strain level, independent of rate, has also been associated with injury severity [31, 57, 60, [160] [161] [162] . It is likely that varying loading regimes, input parameters, cell preparations, time points for outcome measures, and other experimental variables play a role in these different responses. In addition, one must consider the nonlinearities that may be part of the injury response and the range of mechanical parameters with respect to the analogous in vivo loading conditions, many of which are difficult to link to specific pathologies.
Experimental models of superthreshold mechanical stimuli must be defined by: (1) the culture composition (including density, extracellular constituents, cell types, and developmental age) and mechanical properties; and (2) the mechanical parameters (e.g., stress, strain, and modality) that mimic the phenomenon being studied. In vitro systems eliminate systemic responses, while maintaining the ability to manipulate and observe cells during and after physical stimulation [57, [163] [164] [165] [166] . Cellular and tissue neural models preserve the ability to apply a more controlled mechanical input than in a correlate in vivo environment. Because complexity, such as additional cell types or extracellular stimuli can be added in a controlled fashion, such models play an important role in discerning the mechanical principles that govern physical and functional response and thresholds.
Defining Tolerance Criteria for Neural Tissue
Definition of Failure
Failure is a central theme of our studies on brain tissue and cultures, and our studies have benefited from a definition that is broader than the typical engineering definition of ultimate failure. Mechanical failure may be an adequate definition for load-bearing tissues of the human body like bone and even for soft tissues in the most extreme cases. However, tearing (fracture) of tissue or cells is only one mode of failure, and many others may exist for biological tissues as discussed below.
A fundamental difference between inert engineering materials and biological tissues is that the latter are alive and perform some form of active, physiological function. Therefore, the very concept of failure must be revised. The exact definition may be tissue-specific such as fracture for bone or laceration for skin. However, these definitions may be too insensitive to identify the onset of injury for the brain, i.e. tolerance criteria. For non load-bearing, highly cellularized, living tissues, failure can be defined in myriad ways and may occur far below mechanical failure limits.
Tolerance Criteria for Living Brain Tissue
Quantification of tolerance criteria for brain has a number of requirements including a living preparation, a means to apply precisely controlled mechanical stimuli, and a mechanism to verify tissue biomechanics. For brain and other highly cellular tissues, cell death may be a widely applicable outcome. This working definition of injury has been applied to determine tissue-level tolerance criteria for cell death in the rat hippocampus and cortex [60, 160] . In these studies, organotypic slice cultures of brain were subjected to controlled mechanical deformation, and the resultant cell death quantified in a region-specific manner over time [57] . An empirical relationship between input mechanical stimuli (tissue strain and strain rate) and cell death was calculated. The goal was to provide these transfer functions for incorporation into FEMs, providing them with the capability to predict biological responses in addition to typical mechanical parameters such as stress and strain.
It was found that cell death was not immediate in response to deformation that was below cellular ultimate failure limits [57, 60, 160] . Instead, cell death increased over 4 days after injury, highlighting a fundamental difference to engineering materials. Both CA3 and CA1 of the hippocampus were the most vulnerable regions to mechanical injury. Dentate gyrus was less vulnerable than other hippocampal regions. Cortex was much less susceptible than the hippocampus as a whole; interestingly, cell death in the cortex increased with increasing strain rate in contrast to hippocampal cell loss which was insensitive to rate. To illustrate, after 0.20 biaxial strain, approximately 35% of cells in CA1 and CA3 died versus 20% in the dentate gyrus and less than 5% in the cortex.
By quantifying both the input mechanical stimulus and the output biological response, it was possible to determine numerical relationships for predicting the time course and magnitude of post-injury cell death (Fig. 4) . These three empirical functions (Eq. 17) could be incorporated into FEMs, thereby equipping them with biological predictions to supplement mechanical predictions of stress and strain. 
In a similar model of biaxial stretch applied to dissociated cells, neurons from the hippocampus were significantly more vulnerable to injury than were neurons from the cortex (167) . Hippocampal neurons died after 30% stretch suggesting a threshold below this level. In contrast, few cortical neurons died after the same mechanical stimulus, suggesting a higher threshold in corroboration of the slice culture findings [60, 160, 167] .
An important consideration in modeling mechanobiological responses in neural cells is the complexity of the loading regime. For instance, all cellular strain fields in the brain, whether physiological or traumatic, will be three-dimensional, an inherent consequence of the three-dimensionality of complex neural morphologies and cell-cell/cell-ECM linkages. Moreover, even for relatively homogeneous bulk loading of the head and brain tissue, local cellular strain distributions may be heterogeneous combinations of tensile, compressive, and shear strains. To investigate the effects of strain field complexity on neuronal responses to high strain rate deformation, both 3D neuronal cultures and 2D neuronal cultures (sandwiched between layers of a 3D matrix) were subjected to bulk mechanical loading Fig. 4 Mathematical function representing tolerance criteria relating input biaxial strain to resultant cell death 4 days post-injury were derived from experimental data. The solid line represents the best fit with 95% confidence intervals indicated with dashed lines. The CA1 and CA3 regions of the hippocampus were the most vulnerable, followed by the dentate gyrus. The cortex was much less susceptible. Cortical cell death was dependent on applied strain rate whereas hippocampal cell death was not. Modified with permission from the Stapp Association [60] and with permission from Elsevier [160] Fig . 5 Cell viability in networks of neurons cultured in 2D and 3D following shear strain. Cells were subjected to high strain rate and magnitude shear deformation using a custom-built device. Viability was assessed 24 h after the application of control or strain conditions (live cells stained in cytosol and appear as larger areas with branching neurite patterns (green), nuclei of dead cells stained as punctate smaller areas (red)). Confocal reconstructions of neuronal cultures in 2D after a static control or b 50% strain, 30s -1 strain rate. Neuronal cultures in 3D after c static control or d 50% strain, 30s -1 strain rate (scale bar = 50 lm). e Graphical representation of cell viability. There was not a significant difference in viability in naive controls compared to static controls for either 2D or 3D culture; however, there was a significant decrease in both 2D and 3D viability after high rate deformation versus uninjured controls ( p \ 0.05). Moreover, there was a significant decrease in viability in 3D versus 2D under matched loading conditions (*p \ 0.05), implicating the complexity of the local cellular strain fields in more detrimental outcome following traumatic loading. Error bars represent standard deviation. Reprinted with permission from Mary Ann Liebert [31] consistent with tissue-level strains in closed-head TBI [31] . At matched strain magnitude (50% shear strain) and strain rates (20-30s -1 ) to the 3D cell-containing matrices, neuronal death was greater when neurons were cultured in 3D versus monolayer (Fig. 5) . These data implicate the complexity of the local cellular strain field, in addition to the magnitude and rate of individual strain components, in -1 strain rate (scale bar = 50 lm). Live neurons and remaining neurites stained with calcein can be seen as rounded structures with typical branching patterns (green) and the nuclei of dead cells are seen as punctate bright areas (red). There was approximately a 50% reduction in the total number of neurites following either chemical injury (excitotoxicity) or mechanical injury. d The orientation of remaining neurites was measured following these conditions. Following excitotoxic injury, the distribution of remaining neurites was consistent across all angles of orientation, indicating indiscriminate neurite loss. However, following high strain rate shear deformation, there was preferential loss of neurites at angles close to the horizontal plane ( p \ 0.05), correlating with orientations predicted to experience maximum shear strain, suggesting heightened sensitivity to shear strain. Error bars represent standard deviation. Adapted with permission from Elsevier [17] thresholds for neuronal death, and also indicate that tolerances were lower in realistic tissue constructs. Moreover, within these 3D constructs, the unique strain fields of individual neurons and neurites (micro-strains) may be calculated based on the cell orientation with respect to the bulk loading (meso-strains) [17] . This analysis revealed that the majority of neurite loss correlated with the direction of maximum shear strain (Fig. 6) , demonstrating increased sensitivity to the strain mode in complex loading regimes.
In comparison to neurons, significant astrocyte cell death was observed after 25% shear strain in the same constructs [17] . Although astrocyte death did not significantly increase after 50% shear compared to 25%, astrocyte death significantly increased as the strain rate was increased from 1 to 30s -1 [14, 17] . Interestingly, high shear strain (50%), quasi-static (1s -1 ) loading did not induce cell death, although this caused significant astrocyte activation measured by proliferation and hypertrophy, suggesting a direct mechanism of mechano-activation in astrocytes. However, at an intermediate strain rate of 10s -1 inducing significant cell death, astrocyte activation was maximal [14] , demonstrating that local cell death may amplify the astrocyte responses to trauma.
Multiple models injure cultured tissue with uniaxial as opposed to biaxial strains, either by fluid shear [151] or substrate deformation [159] . After fluid shear stress of NT-2 cells, a neuronal cell line, significant lactate dehydrogenase (LDH) release was measured immediately after 16% cell strain and at 24 h after 12% strain at strain rates below 7s -1 [151, 156] . After uniaxial strain applied to hippocampal cultures by substrate deformation, cell death was significantly increased after 50% but not 17% strain, suggesting a threshold above 17%, although in a follow up study, significant cell death was reported after 6% strain [168, 169] . When hippocampal slice cultures were subjected to uniaxial strain, no activated caspase 3 or calpain was detected after 50% strain. Caspase 3 is essential for execution of the intrinsic apoptotic pathway whereas calpain is activated by elevated intracellular calcium and is thought to play a role in necrotic cell death. Calpain was consistently activated after 75 and 100% uniaxial strain, whereas caspase 3 was activated after 75% but not 100% strain [170] . Although cell death was not directly measured, these results suggest that injury may activate different cell-death pathways depending on severity.
The reasons for the discrepancy in cell-death response after uniaxial loading between the fluid shear stress and substrate strain models may be due to experimental considerations. Verification of cell/tissue deformation was absolutely essential for each experiment. Although tissue may appear to be adhered to the substrate after injury, it may be anchored in only one region such that it does not stretch, but does not float away either. In the shear stress model, cell strain during injury was confirmed, whereas in the uniaxial slice model, it was not.
In a comparison of uniaxial and biaxial strain applied to cortical neurons, the post-injury calcium response was significantly greater after 30 and 50% biaxial strain with very few neurons responding to uniaxial strain [171] . Cell membrane permeability was greater after biaxial deformation, as well [171] . Although no cell death was measured 24 h after any injury up to 50% strain, these results suggested that biaxial strain may be a more severe injury than uniaxial strain [171] . The brain carries out essential functions of information processing, motor control, and consciousness which are dependent on neuronal electrophysiological function at the cellular level. One can image many injury mechanisms which may alter neuronal function without requiring cell death. Therefore, an additional tolerance criterion may be more appropriate for nervous system tissue: disruption of electrophysiological function. After either 5 or 10% biaxial strain applied to hippocampal slice cultures, evoked activity was significantly altered [172] . The maximal evoked response (R max ) was decreased by up to 75%, and the tissue became less excitable with up to 120% increase in the stimulus required to generate a half maximal response (I 50 ) [172] . These studies were conducted with microelectrode arrays (MEA) which have the advantage of sampling tissue activity from up to 60 locations simultaneously, providing unbiased and comprehensive quantification of activity throughout the neuronal network. MEA recordings are also compatible with dissociated cultures. After uniaxial strain via fluid shear stress, acute changes in activity were noted including an increase in burst interval [173] .
Conclusions and Future directions
Neural cell and tissue culture models offer a unique platform for studying mechanical response to physiological forces as well as neural trauma, where physical forces may cause structural failure due to excessive stress and strain, or result in sublethal dysfunction. Cells in culture, however, may differ in cell-cell configuration, material properties, cell signaling, and gene expression from in vivo counterparts. Recreating these structural components at the nano-, micro-, mesoand macro-scale, together with physiological and physical properties, allows development of robust culture systems, which in turn, aids in developing both constitutive models and guides for computer simulations. The formulation of analytical models that consider multi-scale tissue characteristics then become very powerful tools for assessment of the biomechanical response to various stimuli.
In vitro models of neural cells have proven to be effective in the systematic identification of specific mechanisms of mechanotransduction and injury causation. The primary attributes of in vitro models include control of cellular composition, control of local environment, accessibility for imaging, experimental manipulability, and elimination of systemic effects. In vitro neural models must mimic the in vivo environment in terms of composition, cell type, extracellular space, cell volume fraction, tortuosity, cell cytoarchitecture, distribution of cellcell/cell-matrix interactions, and the multicellular composition. Properly designed cellular models may serve as a more accurate guide to cellular growth, interaction, and responses to biochemical and/or mechanical stimuli.
In the continued drive to increase the biofidelity of ex vivo constructs to the in vivo brain, new scaffold materials may provide improved substrates to support higher cell and process density to more closely approximate in vivo brain. Patterning cell types in 3D may allow for replication of the complex connectivity of multiple cell types that typifies the CNS. Our studies have demonstrated the benefits of perfusion for supporting these high cell densities. Microfluidic perfusion systems may hold promise for making these types of cultures more commonplace. Explant culture systems can reproduce a degree of cytoarchitectural complexity in an effort to maintain in vivo characteristics. However, a major limitation is that only post-natal/juvenile tissue can be cultured successfully. Future efforts to culture adult brain tissue would fill a critical need for determining whether tissue-level tolerance criteria are affected by age.
The ex vivo systems provide unfettered access to the cultures at multiple spatial scales. At the tissue level, it has been possible to quantify tissue biomechanics during the applied dynamic event, whether it is injury or mechanical testing. However, dynamic measurement of cellular or subcellular deformation has remained difficult, but could significantly add to our understanding of cell-level biomechanics which may be one source of heterogeneous cellular response. Such insight is essential for multi-scale modeling of TBI with strategies such as representative volume element modeling.
The biological response, as a consequence of mechanotransduction cascades, occurs on a slower time scale than an injurious stimulus. Through the use of fluorescent reporter systems such as optogenetic approaches, continuous monitoring of physiological parameters becomes possible. Correlating the activation of cell death cascades with mechanical injury parameters will further define tolerance criteria and the limits of safe exposures, which are absolutely critical for safety system design.
Analysis of indentation data for the determination of mechanical properties is inherently complex given the heterogeneous strain field beneath the indenter. However, sophisticated numerical analysis methods such as inverse FE approaches could be leveraged to more accurately extract constitutive properties. Such numerical methods explicitly include factors normally ignored in classical indentation solutions. The accuracy of derived constitutive properties is increased by explicitly modeling the complex strain field beneath the indenter, as well. Indentation methods such as these will provide material property data at high spatial resolution, which will be instrumental for the next generation of computation models for simulating TBI and predicting anatomical patterns of cell death. These models, in turn, may be used to design the next generation of safety systems to reduce the socioeconomic costs of TBI.
