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1. Seznamte se s prost°edím programovacího jazyka Perl.
2. Pomocí balíku LWP pro jazyk Perl získejte vhodná trénovací a testovací data
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klasikátor a rozt°i¤te je.
3. Seznamte se s £lánky zabývajícími se automatickou klasikací dokument·
a prove¤te
jejich re²er²i.
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5. Porovnejte metody klasi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Cílem diplomové práce je najít takový postup, kterým lze úsp¥²n¥ rozt°ídit mnoº-
ství neozna£ených textových dokument· podle typických p°íznak·, které nese
kaºdá skupina textových dat popisujících ur£ité téma. Znamená to nacvi£it kla-
sikátor na dostate£n¥ velké mnoºin¥ trénovacích dat a otestovat jeho úsp¥²nost
na testovacích mnoºinách dat. Jako trénovací a testovací data jsou pouºity £lánky
ze serveru zpravy.atlas.cz. V první £ásti se práce zabývá p°edev²ím vyhledá-
ním a zhodnocením informací o automatické detekci témat, získáním a p°íprav¥
dat, druhá £ást se zam¥°uje na nalezení vhodného klasikátoru pomocí programu
WEKA.
Pro zpracování velkého mnoºství textu se hodí programovací jazyk Perl, který
obsahuje vhodné a rychlé nástroje. Pro výtah dat z HTML soubor· je pouºit balík
LWP, který obsahuje funkce pro staºení soubor· z internetu, dokáºe analyzovat
strukturu HTML dokumentu a vybrat z ní pot°ebné informace  texty £lánk·.
Protoºe prostý text není vhodným tvarem pro dal²í zpracování, vytvo°í se glo-
bální slovník obsahující v²echna slova vyskytující se v sad¥ dat. Pomocí n¥ho se
p°evedou dokumenty na p°íznakové vektory, kde kaºdá jednotlivá pozice ve vek-
toru p°edstavuje jedno slovo ze slovníku. Tento vektor m·ºe mít r·zné reprezen-
tace, které zohled¬ují výskyt p°íznak· v rámci jednotlivých dokument·, témat,
p°ípadn¥ celé sady dat. íselná hodnota vypovídá o £etnosti výskytu, p°ípadn¥
váze slova.
Silným nástrojem pro trénování klasikátor·, shlukovou analýzu a hledání p°í-
znak· je program WEKA. Sou£ástí práce je krátké seznámení s jeho moºnostmi
a ovládáním. Poté je pomocí n¥ho testován vliv r·zných reprezentací p°íznakového
vektoru a algoritm· klasikátor· na úsp¥²nost t°íd¥ní.
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Abstract
The aim of diploma thesis is to nd a sucient sequence which can sort out
unsigned text documents. It means to prepare a lot of training data for classier
learning. The fruitfulness of classier is tested by the help of testing data. Newspa-
per articles from server zpravy.atlas.cz are used as a testing data. The rst part of
diploma thesis is about automatic detection theory. The second part of diploma
thesis is about nding the classier by the help of program WEKA.
Data is processed by the help of programming language Perl and package LWP.
Simple text isn't suitable for next processing. For this reason a global dictionary
is created. Documents are converted into feature vectors. These vectors can be
written by the help of dierent representation. In diploma thesis dierent sorts
of representation are tested. Program WEKA is used for training classiers, clus-
ter analysis and select attributes. In this program dierent representation feature
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Se stále vzr·stajícím po£tem elektronických dokument· vyvstává pot°eba um¥t je
ú£inn¥ t°ídit do p°íslu²ných t°íd podle obsahu kaºdého jednotlivého dokumentu.
Nejlep²ích výsledk· se dosahuje, pokud t°íd¥ní zastává £lov¥k. Av²ak ru£ní t°íd¥ní
je neúm¥rn¥ zdlouhavé, a tedy neproduktivní, v praxi £asto dokonce nemoºné.
Nejen z ekonomických a £asových d·vod· je t°eba tento úkon p°edat výpo£etní
technice. P°íkladnou aplikací automatické detekce témat, se kterou se lze denn¥
setkat, je t°íd¥ní elektronické po²ty. V tomto p°ípad¥ lze t°íd¥ním oprostit uºivatele
od neustálého promazávání nevyºádané po²ty. Je jasné, ºe musí být pouºit takový
postup, který bezpe£n¥ odd¥lí ob¥ skupiny od sebe. Automatická detekce témat
umoº¬uje snaº²í práci s elektronickými dokumenty.
Automatická detekce témat je nový a rychle se rozvíjející obor zabývající se do-
bývaním znalostí z textových dokument· a jejich dal²ím zpracováním. Cílem práce
je zachycení problematiky kolem t°íd¥ní text· v teoretické i praktické rovin¥. Te-
oretická £ást bude zam¥°ena p°edev²ím na druhy reprezentací dat, popis r·zných
typ· algoritm· a seznámení se s programovacím jazykem Perl, balíkem LWP a sys-
témem pro dobývání znalostí WEKA. V praktické £ásti jsou zachyceny postupy od
získání cvi£ných dat p°es jejich úpravu aº po vyhledávání p°íznak· a klasikaci.




Automatická klasikace je algoritmus, pomocí n¥hoº je moºné t°ídit textové
dokumenty podle obsahu do r·zných t°íd. T°ídy v tomto p°ípad¥ p°edstavují
tématické celky [16]. Po aplikaci takového algoritmu vzniknou shluky (clustery),
které budou obsahovat podobné dokumenty. Algoritmus automatické klasikace
 tzv. klasikátor  se trénuje na jedné sad¥ známých dat a testuje se na jiné sad¥
známých dat. Dob°e nacvi£ený klasikátor dokáºe sám rozt°ídit dokumenty podle
podobnosti k jednotlivým vzor·m do p°íslu²ných t°íd [7].
Rozpoznávání t°íd  objekt (£lánek) se za°azuje na základ¥ podobnosti jeho
obrazu (vektorový popis) do jedné ze t°íd (témat) [1].
T°ída  je skupina objekt· s podobnými vlastnostmi.
Obraz  popis objekt· pomocí p°íznak· (v p°ípad¥ klasikace text· pomocí
slov, vystihujících danou t°ídu).
Podobnost  vlastnost m¥°itelná na obrazu objektu, vyjad°ující vztah ke
kaºdé ze t°íd.
Aby bylo moºné automaticky t°ídit dokumenty, je t°eba nejprve natrénovat
klasikátor. Ten musí um¥t správn¥ rozpoznávat jednotlivé t°ídy dokument· mezi
sebou. P°i rozpoznávání se vyuºívá znalostí získaných jiº d°íve  ve fázi u£ení. Ve
fázi u£ení je t°eba rozt°ídit co nejv¥t²í mnoºství dat do jednotlivých t°íd, do kte-
rých se budou data pozd¥ji t°ídit automaticky. Tato data se d¥lí na dv¥ mnoºiny
 trénovací a testovací. Na trénovací mnoºin¥ se stanovují p°íznaky  nacvi£ení
klasikátoru a ten se testuje na testovací mnoºin¥. Po rozt°íd¥ní testovací mno-
ºiny nacvi£eným klasikátorem se výsledek srovnává s p·vodním rozd¥lením do-
kument·, a tak se dá stanovit úsp¥²nost klasikátoru. Nereáln¥ dobrých výsledk·
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se dosahuje p°i testování na trénovací mnoºin¥.
Cvi£ení klasikátoru z více t°íd se nazývá u£ení s u£itelem (supervised learning).
T°ídy mohou obsahovat jak pozitivní, tak negativní p°íklady. Pozitivním p°íkladem
se rozumí p°íznaky, které by dokument m¥l obsahovat, negativní p°íklady by se
naopak v dokumentu vyskytovat nem¥ly.
K nacvi£ení klasikátoru sta£í i jediná t°ída  £áste£né u£ení s u£itelem (semi-
supervised learning). Tento klasikátor rozd¥luje dokumenty do dvou t°íd. V praxi
se vyuºívá nap°íklad k odd¥lení spamu  t°íd¥ní vyºádaných vs. nevyºádaných
zpráv.
Klasikátor lze nacvi£it i pomocí u£ení bez u£itele (unsupervised learning).
Takto nacvi£eným klasikátorem se rozd¥lují dokumenty z neozna£ených t°íd na
základ¥ jejich podobnosti k n¥které ze t°íd. Z dokument· stejných t°íd vzniknou
shluky a podle nich se dále t°ídí do p°íslu²ných t°íd.
1.2 Zpracování text·
Vstupní data se pouºívají ve form¥ textu bez formátovacích znak·. Jednotlivá slova
jsou od sebe odd¥lena mezerou. Znaky jako te£ky, £árky, uvozovky atd. jsou sice
ve vstupních datech obsaºeny, ale p°i lexikální analýze se odstra¬ují.
Extrakce dokument·
Z d·vod· velkého mnoºství dat, které je nutno zpracovat, se nepracuje s celými do-
kumenty. P°istupuje se k tzv. p°íznakovému popisu dokumentu  dokument p°ed-
stavují jen vybraná slova. Lexikální analýzou se zjistí ve²kerá slova nebo sousloví
obsaºená v dokumentech za°azených do jednoho tématu a ty se zaznamenávají do
slovníku pro dané téma. Lexikální analýza probíhá tak, ºe se prochází dokumentem
a jsou vybírány znakové °et¥zce, odd¥lené od sebe mezerami. Z t¥chto °et¥zc· se
poté odstraní znaky jako jiº zmín¥né £árky a te£ky. Tímto zp·sobem se získávají
slova, která se zaznamenávají do slovníku [4].
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Stoplist
Stoplist je negativní slovník, který obsahuje nejfrekventovan¥j²í slova v daném ja-
zyce, spojky, p°edloºky, £ástice apod. Ztráta t¥chto slov má na p°esnost klasikace
minimální vliv. Vyuºívá se p°i redukci slovníku.
Redukce slovníku
Slovníky obsahují zna£né mnoºství slov, p°i£emº ke klasikaci je vyuºitelná jen
malá £ást z nich. P°i redukci slovníku se odstra¬ují slova obsaºená ve stoplistu,
v²echna nevýznamová slova  tj. slova nemající význam (p°edloºky, spojky, aj.)
 a slova mající vysoký výskyt ve v¥t²in¥ dokument·. Pro ú£el klasikace nemají
tato slova význam. Slovník se po redukci mnohonásobn¥ zmen²í. Protoºe se v²echny
dokumenty pozd¥ji nahradí p°íznakovým vektorem, je men²í velikost slovníku vý-
hodná p°i dal²ím zpracování. Men²í velikost p°íznakových vektor· urychluje práci
s dokumenty.
Problémem p°i zpracovávání slovníku m·ºe být nejednozna£nost slov. Jsou to
jednak homonyma  jeden tvar slova má více význam· (nap°. kohout), anebo
synonyma  r·zná slova mající stejný význam (láhev × a²ka). Synonyma zbyte£n¥
zv¥t²ují po£et slov ve slovníku, protoºe lze více slov nahradit jediným. Homonyma
po£et slov ve slovníku naopak sniºují, ale mohou zhor²it výsledky klasikace.
K redukci slovník· se vyuºívá stemizace  p°evodu na ko°en slova nebo lem-
matizace  p°evodu na základní tvar slova. P°i lemmatizaci se jednotlivá slova
srovnávají se slovy z lemmatiza£ního slovníku a zp¥t se dosazuje slovo v základ-
ním tvaru (vodník  vodníci, vodník·m, vodníky, vodníkovo, atp). Pro £e²tinu se
pouºívá nap°. morfologický analyzátor Ajka1, který umí p°evád¥t slova do základ-
ního tvaru [6].
Porovnáním výskyt· slov v t¥chto slovnících se vyberou slova, jeº se výrazn¥
£ast¥ji vyskytují jen v jednom z nich. Z t¥chto slov se vytvo°í nový slovník, který
se vyuºije k p°íznakovému popisu. Tento slovník tedy bude obsahovat v²echna
významná slova z jednotlivých t°íd dokument·, která ur£ují p°íslu²nost k t°íd¥.
1http://nlp..muni.cz/projekty/ajka/ajkacz.htm
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1.3 Typy reprezentací p°íznakového vektoru
Kaºdý neznámý dokument se nahrazuje p°íznakovým vektorem. Délka vektoru je
stejná s po£tem slov ve slovníku, podle kterého budou dokumenty popisovány.
Kaºdá jednotlivá pozice vektoru zastupuje jedno slovo slovníku. Slova ve vek-
toru zastupuje £íselná hodnota. Pouºívají se r·zné reprezentace p°íznakového vek-
toru [4]. Volbou správné reprezentace se dá znateln¥ zlep²it úsp¥²nost klasikace.
Nevýhodou p°íznakového popisu je ztráta informace o pozici slov v dokumentu.
1.3.1 Binární reprezentace
Základní reprezentace podávající pouze informaci o tom, zda slovo v dokumentu je
(1) £i nikoli (0). I p°esto se s ní dosahuje v mnoha algoritmech dobrých výsledk·.
1.3.2 TF (Term Frequency)  frekven£ní reprezentace
Zaznamenává se frekvence slova normovaná po£tem slov v dokumentu. Oproti
binární reprezentaci poskytuje více informací o frekvenci výskytu daného p°íznaku.
TF(i) = sp (1)
s  po£et výskyt· slova v dokumentu
d  celkový po£et slov v dokumentu
1.3.3 NTF (Normalised Term Frequency)  normovaná frekven£ní re-
prezentace
Tato reprezentace vychází z frekven£ní reprezentace. Hodnoty frekvence slova v do-
kumentu p°i TF jsou velmi nízké a pokud je jejich výskyt v¥t²í neº nastavený
práh, je tato hodnota um¥le zv¥t²ena. Dále se zjednodu²í klasikace, protoºe slova
s výskytem niº²ím neº prahovým jsou ignorována. Slova vyskytující se £ast¥ji jsou
zvýrazn¥na p°i£tením hodnoty 0,5 a znásobením hodnotou slova nejvíce zastoupe-
ného v dokumentu.
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NTF(i) = 0 pro TF(i)<=práh (2)
NTF(i) = 0,5+ TF(i)2 ·max(TF(i)) pro TF(i)>práh (3)
TF (i)  frekvence výskytu v dokumentu
max (TF (i))  frekvence výskytu nej£ast¥ji zastoupeného slova v dokumentu
práh  prahová hodnota pro ignorování slova
1.3.4 TF-IDF (Term Frequency-Inverse Document Frequency)  frek-
ven£ní reprezentace s inverzní frekvencí
Jde o zahrnutí frekvence slov vzhledem k jeho výskytu v ostatních dokumentech.
ím £ast¥ji se ur£ité slovo vyskytuje v ostatních dokumentech, tím je povaºováno
za mén¥ d·leºité. Vzhledem k i -té pozici bude hodnota vyjád°ena vzorcem:
TF-IDF(i) = TF(i) · log DOCDF(i) (4)
TF (i)  frekvence výskytu v dokumentu
DOC  celkový po£et dokument·
DF (i)  po£et dokument· v nichº je dané slovo obsaºeno
1.3.5 Hadamardova reprezentace
Hadamardova reprezentace je normovaná frekvence slova v dokumentu násobená
frekvencí slova v tréninkové mnoºin¥. Normovaná frekvence slova je £íselné ohod-
nocení výskytu slova, je to pom¥r výskytu slova v·£i po£tu ostatních slov v doku-
mentu.
H(i) = NTF(i) · TFT (i) (5)
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NTF (i)  normovaná frekvence výskytu v dokumentu
TFT (i)  frekvence výskytu slova v tréninkové mnoºin¥
1.4 Metody automatické klasikace
V následujících odstavcích je popsán p°ehled n¥kterých metod pouºitých pro au-
tomatickou klasikaci text· [16].
1.4.1 Klasikace prost°ednictvím rozhodovacích strom·
Pomocí rozhodovacího stromu se lze pomocí otázek a odpov¥dí v nelistových uzlech
stromu dostat od ko°enu aº do listových uzl· p°edstavujících dané t°ídy. Klasi-
kace text· je zaloºena na postupném d¥lení prostoru na jednotlivé podmnoºiny
obsahující p°edev²ím p°íznaky dané t°ídy.
Obrázek 1: Rozhodovací strom
1.4.2 Rozhodovací pravidla
Rozhodovací pravidla jsou podobná rozhodovacím strom·m. V tomto p°ípad¥ se
hledají pravidla pomocí konstrukce IF-THEN, která spolehliv¥ odd¥lí r·zné t°ídy.
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1.4.3 Naivní Bayes·v klasikátor
Naivní Bayes·v klasikátor pat°í mezi metody maximální pravd¥podobnosti, tzn.
p°edpovídá pravd¥podobnost £lenství t°ídy. Naivní se nazývá proto, ºe p°edpo-
kládá nezávislost mezi výskyty jednotlivých slov v dokumentu. Naivní Bayes·v




P(Tr/x )  pravd¥podobnost, ºe x pat°í do t°ídy Tr.
P(x/Tr)  podmín¥ná hustota pravd¥podobnosti, udává rozloºení pravd¥podob-
nosti vektoru p°íznak· x pro t°ídu Tr.
P(Tr)  pravd¥podobnost výskytu prvk· této t°ídy
P(x )  hustota rozloºení vektoru p°íznak· nezávisle na t°íd¥
1.4.4 Pravidlo nejbliº²ího souseda
Pravidlo nejbliº²ího souseda pat°í mezi metody minimální vzdálenosti. Je £asto po-
uºívanou metodou pro klasikaci textu. Toto pravidlo p°i°adí neznámý dokument
do té t°ídy, k jejímuº p°edstaviteli má nejblíºe. T°ídy mohou být p°edstavovány
jednotlivými vzorky trénovací mnoºiny, coº jsou nej£ast¥ji se vyskytující slova nebo
etalony. Etalon je vzorek t°ídy, který ji nejlépe reprezentuje ve smyslu minimální
vzdálenosti. Pokud je t°ída p°edstavována jednotlivými vzorky trénovací mnoºiny,
pak ke klad·m pat°í nenáro£né trénování a dobré výsledky p°i rozpoznávání. Je
nutná velká trénovací mnoºina a s její velikostí se zvy²uje výpo£etní náro£nost.
Vzdálenost d(X,Y ) je £asto denována jako Euklidovská vzdálenost mezi dv¥ma





(xi − yi)2 (7)
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V tomto p°ípad¥ je výhodou rovn¥º nenáro£né trénování  výpo£et etalon·.
Výpo£etní náro£nost nezáleºí na velikosti trénovací mnoºiny, ale na po£tu etalon·.
Nevýhodou této metody je hor²í úsp¥²nost rozpoznávání.
1.4.5 Support Vector Machine  SVM
Support Vector Machine [16] je pom¥rn¥ nová a £asto vyuºíváná metoda pro po-
t°eby klasikace. Do £e²tiny se dá název p°eloºit jako metoda podp·rných vektor·.
Podstatou této metody je odd¥lení dvou lineárn¥ separabilních t°íd pomocí rozd¥-
lující nadroviny. Tato nadrovina je stanovena pomocí pomocných vektor·, které
jsou získány z trénovacích p°íklad· leºících co nejblíºe d¥lící rovin¥. Tato metoda je
oproti pravidl·m nejbliº²ího souseda a rozhodovacím pravidl·m vhodná p°edev²ím
pro numerická data.
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2 Získání trénovacích a testovacích dat
2.1 Zdroje dat
Jako zdroj trénovacích a testovacích dat se dají pouºít r·zné internetové noviny.
V na²em p°ípad¥ to jsou nap°íklad Britské listy, které se zabývají nejen politickou
situací v eské republice a ve sv¥t¥, ale v¥nují se i d·leºitým událostem, které
leºí mimo hlavní zájem nejroz²í°en¥j²ích médií, Deník Sport a po£íta£ový £asopis
PC World. Protoºe je pot°eba pom¥rn¥ velké mnoºství dat, bylo by neúm¥rn¥ ná-
ro£né stahovat £lánky ru£n¥ a ru£n¥ z nich kopírovat £istý text. Jako nejú£in¥j²í
se ukázalo prostudovat strukturu p°íslu²né webové stránky a vhodn¥ napsaným
programem z ní vybrat £istý text. Jako ideální programovací jazyk k tomuto ú£elu
se jeví Perl s vyuºitím balík· LWP::Simple, File::Path, HTML::TreeBuilder
a s podporou locales [8], [10]. Perl je v praxi £asto pouºívaný jazyk pro práci s tex-
tem. P°edev²ím práce s regulárními výrazy, které umoº¬ují vyhledávání v textu,
nahrazování a zpracování velkého po£tu soubor·, je silnou stránkou Perlu. Sa-
motný jazyk Perl je syntaxemi a zápisem velmi podobný jazyku C, coº usnad¬uje
p°echod k Perlu z jazyk· podobných C.
2.2 Perl
Perl je rychlý interpretovaný jazyk nezávislý na platform¥, je voln¥ ²i°itelný. Byl
vyvinutý v prost°edí Unixu, ale lze ho provozovat pod mnohými opera£ními sys-
témy v£etn¥ Windows. Pouºít se dá nap°íklad voln¥ ²i°itelná distribuce ActivePerl
od spole£nosti ActiveState2. Perlovské programy se spou²t¥jí na p°íkazové °ádce,
ale lze vyuºít i integrovaného vývojového prost°edí spolupracujícího se standardní
instalací Perlu. V opera£ním systému Windows to je nap°íklad OpenPerl IDE3,




Obrázek 2: Prost°edí OpenPerl IDE
2.3 Balík LWP
LWP je zkratka  Library for WWW access in Perl. LWP je balík modul·, který
obsahuje °adu funkcí, nap°íklad jednoduché staºení stránky funkcemi get($url)
nebo getstore($url,$file) z modulu LWP::Simple. Funkce get pot°ebuje
k uloºení souboru navíc je²te trojici funkcí  open, print a close. V p°ípad¥
neúsp¥chu vrací jen hodnotu undef. P°i pouºití getstore nepot°ebujeme vý²e
uvedené funkce pro práci se soubory. Funkce getstore navíc vrací návratový
kód, z n¥hoº zjistíme, zda nedo²lo k chyb¥. Pokud k chyb¥ nedojde a soubor je
uloºen na disk, pak getstore vrací hodnotu 200. Pokud není soubor v danén




Perl obsahuje standardní funkci mkdir, která nedokáºe vytvo°it více neº jeden
vno°ený adresá° najednou. Proto se nabízí modul File::Path umoº¬ující pomocí
p°íkazu mkpath vytvo°it více neº jeden vno°ený adresá° na jediném °ádku. Toho
se s výhodou vyuºívá p°i vytvá°ení sloºitej²ích cest obsahujích více dosud neexis-
tujících vno°ených podadresá°·.
2.5 Modul HTML::TreeBuilder
TreeBuilder je modul obsahující metody, které dokáºou rozloºit strukturu HTML
stránky na strom a vybírat z n¥ho informace o HTML uzlech, vybírat text z webové
stránky a podobn¥. Metoda new_from_content($string) vytvo°í objekt obsahu-
jící stromovou strukturu webové stránky uloºené v °etezci $string. Stejn¥ pracuje
metoda new_from_file($file), která si navíc sama zajistí otev°ení a na£tení
obsahu souboru, jehoº adresa je uloºena v prom¥nné $file. V t¥chto stromech
m·ºeme vyhledávat podle tag·  find_by_tag_name(), atribut· HTML tag·
find_by_attribute() a podobn¥. Výsledky hledání se p°evádí na text pomocí
metody as_text().
2.6 Generování adresy £lánku a jeho staºení
Nejvhodn¥j²í jsou takové webové stránky, jejichº adresa lze generovat v cyklu.
V praxi to znamená, ºe soubory jsou pojmenovány £ísly  názvy soubor· obsahující
£lánky jsou nap°íklad ve tvaru http://www.blisty.cz/art/$cislo.html. Tento
tvar mají Britské listy, hodnota $cislo se momentáln¥ pohybuje cca od 8000 do
32000 (listopad 2006).
2.7 Zdroje dat
Britské listy  www.blisty.cz
Britské listy pat°í mezi jednodu²²í varianty stahování. Mají voln¥ p°ístupné ve²-
keré vydané £lánky od vzniku v roce 1996. B¥hem let do²lo n¥kolikrát ke zm¥n¥
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uspo°ádání £lánk·. Na celý archív Britských list· tedy nelze vysta£it s jediným
stahovacím programem. Z hlediska po£tu £lánk· a jednoduchosti stahování se vy-
platí zaobírat se pouze nejnov¥j²ím upo°ádáním archívu, takºe stahovací program
uvedený na obr. 2 umí stáhnout £lánky od konce roku 2001 po sou£asnost. lánky
jsou uloºeny na www.blisty.cz v adresá°i /art a jsou pojmenovány pouze £íslem
a p°íponou *.html, nap°. www.blisty.cz/art/27898.html.
Obrázek 3: Výpis programu na stahování £lánk· z Britských novin
Na za£átku programu se denují pouºité moduly LWP::Simple, locale,
File::Path, denuje se adresá°, do kterého se budou ukládat staºené soubory,
a zadává se £íselný interval £lánk·. V cyklu for se generuje adresa £lánku a jméno
souboru na disku. Funkce getstore se poté pokusí £lánek uloºit. V prom¥nné
$status je informace o úsp¥snosti staºení, ta se dále vyhodnocuje funkcemi
is_success a is_error a vypisuje na obrazovku.
Nevýhodou Britských list· je, ºe nemají £lánky t°íd¥né podle konkrétn¥j²ích
témat  politika, historie, kultura, zajímavosti, apod. lánky se tak nedají t°ídit
jen v rámci Britských list·, i kdyº rozsah témat, kterými se zabývají, je dost
²iroký. K na²emu ú£elu automatické detekce témat je tak pot°eba je²t¥ n¥kolik
dal²ích server· s odli²nou tématikou (sport, po£íta£e, . . . ) k t°íd¥ní £lánk· podle
témat.
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Sport online  www.deniksport.cz
Sport online je internetový magazín deníku Sport a je velice podobný struktu°e
Britských list·. lánky jsou postupn¥ £íslovány a jsou rozd¥leny do r·zných témat.
Rozdíly mezi tématy nejsou moc výrazné, takºe klasikace £lánk· podle témat
v rámci tohoto zpravodajství se zdá velice obtíºná. Stahovací program je téme°
totoºný s programem na stahování Britských list·, li²í se pouze odli²nou webovou
adresou  nap°. www.deniksport.cz/Clanek484723.htm
PC World  www.pcworld.cz
PC World zve°ej¬uje £ást svých £lánk· z papírového vydání na svém serveru.
lánky jsou sice rozd¥lené do témat, ale protoºe zve°ejných £lánk· není mnoho,
jsou staºeny do jednoho spole£ného adresá°e. Struktura serveru PC World je pon¥-
kud sloºit¥j²í. Adresa www.pcworld.cz/pcw.nsf/html/archiv.htm obsahuje ar-
chiv star²ích vydání. Tyto odkazy obsahují adresy na £lánky. Je tedy pot°eba pro-
zkoumat kaºdé £íslo zvlá²´ a ze zdrojového kódu stránky vyjmout p°ímé adresy na
£lánky a poté je stáhnout. Adresa £lánku se skládá z posloupnosti r·zných znak·
a adresy £lánk· tedy nelze jednodu²e generovat v cyklu. Ukázka adresy £lánku:
www.pcworld.cz/pcw.nsf/c7a9e9cf79b1ab4bc1256fa1004c1a12/
ff3e08dd4f8a8e42c12570c3003d78d7?OpenDocument.
Atlas zprávy  zpravy.atlas.cz
Zpravodajství na serveru Atlas pat°í mezi typické p°edstavitele internetového zpra-
vodajství. lánky jsou op¥t postupn¥ £íslovány a navíc mají ozna£ené téma v zá-
hlaví. HTML soubory obsahující £lánky nejprve stáhneme do ur£eného adresá°e.
Do témat se £lánky d¥lí pozd¥ji p°i p°edzpracování textu.
Aktuáln¥  www.aktualne.cz
Z p¥tice zpravodajských server· je stahování z tohoto nejkompliko-
van¥j²í. lánky jsou rozd¥leny podle témat a názvy soubor· jsou
op¥t postupn¥ £íslované. Adresa £lánku vypadá p°ibliºn¥ následovn¥:
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aktualne.centrum.cz/clanek.phtml?id=322106. P°i stahování se vyskytlo
n¥kolik problém·. Ne pod v²emi £ísly je uloºen soubor s £lánkem. To znamená,
ºe nap°íklad ze sta vygenerovaných adres se poda°í úsp¥²n¥ stáhnout jen n¥kolik
málo £lánk· (odhadem 3÷5). P°i stahování je t°eba vyuºít balík LWP::UserAgent,
který nastaví správné kódování, jinak by texty neobsahovaly diakritiku. Protoºe
tento server nevrací chybové hlá²ení p°i neexistenci stránky (kód 200  OK, kód
404  ErrorDocument, atp.), ale místo £lánku se pouze zobrazí hlá²ka  Soubor
neexistuje!  je p°i stahování zárove¬ zji²´ováno, jedná-li se skute£n¥ o soubor
obsahující £lánek. Je-li tomu tak, je soubor uloºen.
Dal²í komlikace se vyskytne p°i rozloºení struktury stránky, kdy LWP ²patn¥
rozloºí stránku a program ukon£í vybírání textu u prvního vno°eného tagu <DIV>,
ve kterém se skrývá ilustra£ní obrázek. Do textového souboru je tak uloºen jen
první odstavec £lánku. Aby bylo v²e v po°adku je t°eba z HTML souboru vybrat
£ást id=hlavni_obsah namísto class=clanek, coº je vlastn¥ nejbliº²í nad°azená
vrstva. Po této úprav¥ program správn¥ vybírá ve²kerý text obsaºený pod tagy
<P>.
2.8 P°edzpracování £lánk·
I v tomto p°ípad¥ pat°í Britské listy mezi jednodu²²í p°ípady. lánky s £istým
textem se ukládají podle data vydání do podadresá°·. Datum se zji²´uje p°íkazy:
$dotaz($tree->find_by_attribute('class','datum'));
$datum=$dotaz->as_text( );
Poté se upraví jeho formát a p°íkazem mkpath() se vytvo°í p°íslu²ný podadre-
sá°.
Nejd·leºit¥j²í £ástí je výb¥r samotného textu £lánku. Text £lánku má atribut
class='telo'. Tento atribut se m·ºe vyskytovat v £lánku vícekrát  proto je






Jako nejvhodn¥j²í pro pot°eby klasikace jsou £lánky ze zpravodajství ze serveru
Atlas. Britské listy, Sport online a PC World je moºno t°ídit jen v rámci r·zného
tématického zam¥°ení serveru a jako nevhodné se ukázaly £lánky serveru Aktuáln¥.
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3 Program WEKA
WEKA4 je voln¥ dostupný program vyvinutý na univerzit¥ Waikato na Novém
Zélandu. WEKA dokáºe v aplikaci Explorer natrénovat klasikátory pomocí r·z-
ných algoritm·  Classify, umí shlukovou analýzu  Cluster, hledat p°íznaky 
Select attributes a vizualizovat data  Visualize.
3.1 Tvar vstupních dat
WEKA pracuje se soubory t¥chto typ·:
• ARFF (Attribute-Relation File Format) *.ar
• CSV (Comma Separated Values) *.csv
• C4.5 formát *.data, *.names
• BSI (Binary Serialized Instance) *.bsi.
• a dal²í
Nejvhodn¥j²í formáty jsou ARFF a CSV. Z mnoha podporovaných formát·
vstupních soubor· programu WEKA jsou nejpouºívan¥j²í a dají se snadno vytvo°it
za pomoci textového nebo tabulkového editoru. Se soubory typu CSV umí pracovat
tabulkový editor Microsoft Excel. Formát CSV souboru je následující: do prvního
°ádku se za sebou vypisují názvy atribut· a do dal²ích °ádk· pod nimi hodnoty
z vektor·. ádek p°edstavuje práv¥ jeden p°íznakový vektor. Hodnoty v °ádcích
jsou od sebe odd¥leny £árkou. Soubor je samoz°ejm¥ nutné uloºit jako typ CSV
s p°íponou *.csv.
Pro tvorbu soubor· ve formátu ARFF lze vyuºít jakéhokoliv textového editoru,
ve Windows nap°. WordPad nebo NotePad. Soubor ARFF se skládá ze dvou £ástí
 z hlavi£ky a datové £ásti. Hlavi£ka má následující strukturu: první °ádek za£íná
náv¥²tím @RELATION a za ním je uvedený název nebo ozna£ení souboru. Na dal²ích
°ádcích jsou uvedeny atributy. Za náv¥²tím @ATTRIBUTE se zapisuje název atributu
4http://www.cs.waikato.ac.nz/ ml/weka
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a jeho typ. Typ· nabízí WEKA n¥kolik. Z £íselných typ· to jsou INTEGER a REAL,
souhrnn¥ je lze zapsat jako NUMERIC, dále typ °et¥zec  STRING, datum  DATE
a typ NOMINAL, coº je uºivatelsky denovaný typ, který m·ºe obsahovat jakékoliv
hodnoty. Na rozdíl od ostatních typ·, které se zapisují p°ímo do hlavi£ky ARFF
souboru (hlavi£ka ARFF souboru p°ímo obsahuje slova REAL, INTEGER apod.), se
typ NOMINAL zapisuje do sloºených závorek a do nich se vypí²í v²echny moºné
hodnoty, jichº m·ºe atribut nabývat. Typ REAL se pouºívá pro desetinná £ísla p°i
frekven£ní nebo TF-IDF reprezentaci. Na hodnoty atribut· p°i binární reprezentaci
je pouºit typ NOMINAL zapsaný jako {0,1}. Tento typ nese informaci pouze o tom,
zda-li dokument obsahuje daný p°íznak £i nikoliv. Na binární reprezentaci by ²el
pouºít i typ INTEGER a REAL, ale n¥které algoritmy (nap°. ID3) p°ímo vyºadují typ
NOMINAL. Po výpisu atribut· následuje datová £ást za£ínající náv¥²tím @DATA. Za
tímto náv¥²tím jsou data z vektoru vypsána do °ádku za sebou a jsou odd¥lena
£árkou, p°i£emº jako poslední hodnota vektoru je zapisována p°íslu²nost daného
dokumentu ke své t°íd¥. Vznikne tak matice p°íznak·, kdy v °ádku je popsaný
dokument a ve sloupcích jsou informace o vybraných p°íznacích. Ukázka ARFF
souboru je na obrázku 4.
Soubory *.data, *.names, *.bsi jsou uvedeny jen pro úplnost. Tyto typy sou-
bor· nejsou £asto pouºívány, a ani dokumentace k programu WEKA je podrobn¥
nepopisuje [11].
3.2 Instalace a spu²t¥ní programu WEKA
Instala£ní soubory programu WEKA jsou voln¥ dostupné ke staºení. Po instalaci
v opera£ního systému Windows se WEKA s grackým rozhraním spou²tí z na-
bídky Start→Programy. Úvodní obrazovka programu WEKA je na obrázku 5.
V menu Applications lze vybrat z n¥kolika podprogram·. Pro pot°eby automa-
tické detekce se vyuºívá aplikace Explorer. Stejná aplikace se otev°e p°i poklepání
na soubor ARFF.
Je-li pot°eba zpracovat opravdu velké mnoºství dat, kdy ARFF soubor obsahuje
rozm¥rn¥j²í p°íznakovou matici, pak WEKA nevysta£í se standardn¥ nastavenou
velikostí pam¥ti. Následkem nedostate£né velikosti pam¥ti se WEKA stane nesta-
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@RELATION název souboru
@ATTRIBUTE s1 NUMERIC %moºno pouºít i INTEGER, REAL






Obrázek 4: Ukázka struktury ARFF souboru
Obrázek 5: WEKA  úvodní obrazovka
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bilní. V ko°enovém adresá°i programu WEKA  nap°íklad
C:/Program Files/weka-3-5 se musí editovat soubor RunWeka.ini a zm¥nit hod-
notu prom¥nné maxheap z implicitn¥ nastavených 128 MB (maxheap=128m) pam¥ti
na vy²²í hodnotu, nap°. 1024 MB (maxheap=1024m). Ukázka souboru RunWeka.ini
je na obrázku 6. Jako nejv¥t²í pouºitelná velikost matice ARFF souboru ukázala
velikost p°ibliºn¥ 9000x3000. P°i je²t¥ v¥t²í dimenzi matice nepom·ºe ani nastavení
hodnoty 1600 MB (maxheap=1600m), která byla nastavena pro v²echny testy.
Obrázek 6: RunWeka.ini
3.3 Na£tení dat
Data se v prost°edí Explorer na£ítají tla£ítkem Open file viz obrázek 7. Pokud
v²e prob¥hne v po°ádku, v²echny záloºky se stanou aktivními. V boxu Attributes
vlevo dole vybereme poloºku, která zna£í t°ídu a poté se v grafu vpravo dole zobrazí
statistika p°íznakové matice.
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Obrázek 7: Na£tení dat  zobrazení po£t· dokument· v t°ídách
3.4 Trénování klasikátor· (Classify)
Na kart¥ Classify se trénují klasikátory (obrázek 8). Po klepnutí na tla£ítko
Choose v horní £ásti lze vybrat r·zné typy klasikátor·, jejichº parametry se na-
stavují po klepnutí levým tal£ítkem my²i na jméno algoritmu. Následn¥ se otev°e
okno, ve kterém je stru£ný popis algoritmu a moºnosti jeho nastavení. Nyní lze
spustit test. WEKA nabízí 4 druhy test·:
• Use training set  test na tréninkové sad¥ dat.
• Supplied test set  test na testovací sad¥ dat ur£ené uºivatelem.
• Cross validation  n-násobná k°íºová validace, data jsou rozd¥lena do n-
mnoºin; kaºdá mnoºina je vyuºita jako trénovací, zbytek je vyuºit jako tes-
tovací data.
• Percentage split  procentní rozd¥lení.
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Tla£ítko More options... umoº¬uje podrobn¥j²í nastavení testu. Tla£ítkem
Start se spou²tí test (viz obrázek 8), výsledky se zobrazí v okn¥ umíst¥ném na-
pravo. Pokud je t°eba výsledky uloºit do textového souboru, vyuºívá se standard-
ního postupu ozna£ení a kopírování textu s vyuºitím schránky (clipboardu).
Obrázek 8: WEKA  výsledek hledání klasikátoru
3.5 Nalezení p°íznak· (Select attributes)
V záloºce Select attributes se vybírá algoritmus, metoda a typ rozd¥lení tré-
novací mnoºiny  pouºít se dá celá mnoºina anebo n-násobná k°íºová validace.
3.6 Shluková analýza (Cluster)
Data jsou rozd¥lena do vlastních t°íd a výsledek je porovnán s p·vodním rozd¥le-
ním. Takto si lze ov¥°it, zda jsou data rozd¥lena do dostate£n¥ odli²ných mnoºin.
U vhodn¥ vybraných dat bude rozd¥lení do nových t°íd tak°ka shodné s p·vodním
35
rozd¥lením. V ideálním p°ípad¥ by m¥ly t°ídy ur£ené shlukovou analýzou obsaho-
vat stejná data jako p·vodní t°ídy. P°i analýze byl vyuºit algoritmus EM, za²krtnutá
volba Classes to clusters evaluation - (Nom) class.
3.7 Testované algoritmy
Pro hledání vhodného klasikátoru byly pouºity následující algoritmy:
NaiveBayes  Naivní Bayes·v klasikátor, zástupce pravd¥podobnostních algo-
ritm·.
ID3  Iteral Dichotomizer 3, zástupce rozhodovacích strom·.
J48  dal²í zástupce rozhodovacích strom·, vychází z algoritmu ID3.
IB1  Instant Based algorithm, zástupce algoritmu nejbliº²ího souseda.





Ze zpravodajství na serveru Atlas bylo vybráno 5 nejpo£etn¥j²ích rubrik. K nim
byla p°idána rubrika po£íta£e obsahující £lánky z £asopisu PC WORLD. Data jsou
t°íd¥na do 6 t°íd. Z t¥chto rubrik je v kaºdé t°íd¥ v trénovací i testovací sad¥ dat
náhodn¥ vybráno p°ibliºn¥ 500 £lánk·. P°esné po£ty £lánk· a názvy vybraných
rubrik jsou uvedeny v tabulce 1. ádný z £lánk· není pouºit ve více rubrikách








celebrity 584 522 zpravy.atlas.cz
z domova 543 543 zpravy.atlas.cz
ekonomika 485 496 zpravy.atlas.cz
po£íta£e 500 500 www.pcworld.cz
sport 498 590 zpravy.atlas.cz
ze sv¥ta 536 580 zpravy.atlas.cz
celkem 3146 3231
Tabulka 1: Rozd¥lení a po£ty £lánk· v trénovací a testovací sad¥ dat
4.2 Hledání p°íznak· s vyuºitím v²ech t°íd
4.2.1 Binární reprezentace p°íznakového vektoru
K vytvo°ení globálního slovníku s binární reprezentací slouºí program bin.pl (viz
oddíl A.2, strana 80). V programu bin.pl lze nastavit minimální a maximální
po£et dokument·, v nichº se slovo m·ºe vyskytovat. U binární reprezentace si
lze vybrat dva typy popisu dat pro ARFF soubor. Je moºné volit mezi typy
NOMINAL s hodnotami 0,1 a nebo REAL, který nabývá stejných hodnot.
Program automaticky odstra¬uje jednopísmenná slova, slova obsahující numerické
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znaky, znaky interpunkce a vylu£uje slova obsaºená ve stoplistu (viz 1.2, strana 17).
Nejprve byl vytvo°en globální slovník zastupující slova obsaºená v £láncích
v²ech 6 t°íd. U kaºdé poloºky ve slovníku je uveden po£et dokument·, ve
kterých je slovo obsaºeno. P°i prvním testu byla snaha vyuºít pro hledání
p°íznak· co nejv¥t²í globální slovník. Byla odstran¥na taková slova, jeº se celkov¥
nevyskytovala alespo¬ v 10 dokumentech. Jelikoº byl ARFF soubor s daty pro
systém WEKA p°íli² velký, byly podmínky upraveny. Pouºita byla slova obsaºená
alespo¬ v 15 dokumentech. Navíc byla p°idána podmínka výskytu maximáln¥
v 500 dokumentech. Výsledný soubor obsahoval 9220 slov a takto p°ipravený
soubor byl pouºit k hledání p°íznak·.
WEKA na²la z 9220 slov 109 vhodných p°íznak·. Bylo pouºito standartní na-
stavení programu pro hledání p°íznak· (algoritmus CfsSubsetEval, metoda Best-
First). Na obrázku 9 je £ást výpisu, ze kterého je moºno zjistit pouºitý algoritmus
hledání v£etn¥ parametr· nastavení, po£et vstupních p°íznak·, po£et dokument·
apod. V posledním odstavci jsou vypsány pozice vybraných p°íznak· v globálním
slovníku, za dvojte£kou je celkový po£et vybraných p°íznak·.
Obrázek 9: Výpis hledání p°íznak·
Pod tímto odstavcem následuje výpis hledání p°íznak· a následují pozice vy-
braných p°íznak·. P°íznaky se ru£n¥ zkopírují do textového souboru. Program
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bin_test.pl (viz A.3, strana 93) z t¥chto p°íznak· vytvo°í ARFF soubor, se kte-
rým byly testovány r·zné klasika£ní algoritmy. Klasikátor se testuje na testovací
mnoºin¥ dat, která je popsána pomocí p°íznak· nalezených na trénovací mnoºin¥.
Úsp¥²nost klasikátoru byla u dat popsaných jako REAL testována pomocí
algoritm· NaiveBayes, J48, IB1 a SMO. U p°íznak· popsaných jako typ NOMINAL
byl navíc vyzkou²en algoritmus ID3. Testy byly nastaveny jako 3-násobná k°íºová
validace a s rozd¥lením 66 %. Pro zajímavost byl vyzkou²en i test na trénovací
sad¥ dat.
Výsledky s popisem REAL jsou v tabulce 2. Nepatrn¥ lep²ích výsledk· dosahují
algoritmy NaiveBayes a SMO. Ale i tak je jejich úp¥²nost velice ²patná. Výsledky
na trénovací mnoºin¥ nejsou p°ekvapiv¥ lep²í.
algoritmus NB [%] J48 [%] IB1 [%] SMO [%]
3-fold 44,8 35,9 35,5 44,8
split 66 % 45,6 35,9 36,0 44,3
training set 46,2 43,0 45,5 48,9
Tabulka 2: Binární reprezentace, popis REAL, po£et p°íznak· v intervalu
<15;500>
Výsledky s popisem NOMINAL jsou v tabulce 3. Dosaºená úsp¥²nost je op¥t
velice ²patná. Dokonce výsledky algoritmu ID3 jsou hor²í neº u J48. Algoritmus
ID3 vyºaduje popis typem NOMINAL, proto byly o£ekávány lep²í výsledky neº
s J48.
algoritmus NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
3-fold 46,5 44,7 42,2 35,5 44,8
split 66 % 47,2 43,7 42,2 36,0 44,3
training set 49,3 50,1 56,9 45,5 48,9
Tabulka 3: Binární reprezentace, popis NOMINAL, po£et p°íznak· v intervalu
<15;500>
Výsledky se zvoleným výskytem slov v dokumentech s po£tem p°íznak· v in-
tervalu <15;500> nejsou p°íli² uspokojivé. Téº velikost ARFF souboru a £asov¥
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náro£né hledání p°íznak· jsou nep°íjemné. Do²lo tedy k redukci po£tu výskyt·
p°íznak·. Nejprve byla zkou²ena horní mez intervalu. Díky lep²ím výsledk·m p°i
popisu dat typem NOMINAL byl pouºit tento popis. Výsledky jsou uvedeny v ta-
bulce 4. Jako spodní mez intervalu byla zvolena hodnota 25. Nejlep²ích výsledk·















Tabulka 4: Hledání horní meze po£tu p°íznak·, binární reprezentace, popis NO-
MINAL
P°i hledání vhodné hodnoty spodního meze po£tu p°íznaku byl byl pouºit nej-
lep²í výsledek z p°edchozího testu hledání horní meze intervalu  viz tabulka 4.
Pouºita tedy byla hodnota 60. Experimentáln¥ byly vyzkou²eny i jiné intervaly. Po-
kusy se spodní mezí nep°inesly ºádné zlep²ení, výsledky jsou uvedeny v tabulce 5.
Pro v¥t²inu algoritm· vychází nejlépe interval se spodní mezí 25. Rozdíly mezi
r·znými hodnotami jsou pouze v jednotkách procent, nelze p°esn¥ stanovit nejlep²í
interval. Jako uºite£né se jeví nejít se spodní mezí pod hodnotu 20, ale spí²e volit
hodnotu kolem 30. Globální slovník se pak zmen²í p°ibliºn¥ na polovinu, zrychlí
se zpracovaní a p°itom není znát vliv men²ího po£tu slov na úsp¥²nost klasikace.
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20-45 4153 382 62,3 56,6 54,1 43,4 59,0
25-45 2746 353 62,5 57,4 55,7 46,0 60,5
30-45 1725 287 60,1 54,2 53,0 42,8 59,2
35-45 991 224 56,8 53,7 51,7 40,1 56,0
20-60 4940 356 62,1 59,1 57,6 44,6 61,5
25-60 3532 324 66,0 59,5 54,4 45,2 62,1
30-60 2512 279 64,6 57,7 56,0 44,6 61,1
Tabulka 5: Hledání spodní meze po£tu výskyt· p°íznak·, binární reprezentace,
popis NOMINAL
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Obrázek 11: Hledání spodní meze, binární reprezentace, popis NOMINAL
Úprava na základní tvar
V dal²ím kroku byla vyzkou²ena úprava globálního slovníku na základní tvar. Byl
pouºit Haji£·v analyzátor. Vstupem do analyzátoru byl globální slovník, který ob-
sahoval v²echna slova bez omezení po£tu výskyt·. Pokud k danému slovu existuje
základní tvar, je p·vodní slovo nahrazeno základním tvarem. M·ºe existovat i více
neº jeden základní tvar z d·vodu existence více význam· slova. Zdej²í úprava do
základního tvaru není zcela p°esná, protoºe nebere v úvahu více moºných význam·
slova. Z upraveného slovníku byly vybrány p°íznaky s po£tem výskyt· v intervalu
<25;60>, výsledky jsou v tabulce 6. Po£et slov ve slovníku klesnul z 324 na 186
slov.
Pokus s p°evodem do základního tvaru byl neúsp¥²ný. Potvrdil se sice p°edpo-
klad sníºení po£tu p°íznak·  zde dokonce o jednu t°etinu  ale výsledek je jen

















p·vodní 3532 324 66,0 59,5 54,4 45,2 62,1
základní
tvar
2363 186 41,9 40,5 39,3 28,9 40,9
Tabulka 6: Úprava na základní tvar, binární reprezentace, popis NOMINAL, po£et
výskytu p°íznak· v intervalu <25;60>
4.2.2 Frekven£ní reprezentace p°íznakového vektoru
K p°evodu dat na frekven£ní reprezentaci slouºí program tf.pl (viz A.2,
strana 84). Program umoº¬uje nastavení minimálního a maximálního po£tu
dokument·, v nichº se slovo m·ºe vyskytovat. Oproti binární reprezentaci zde
nelze pouºít popis dat typem NOMINAL, ale pouze typem REAL. Stejn¥ jako
jiº vý²e popsaný program automaticky odstra¬uje jednopísmenná slova, slova
obsahující numerické znaky, znaky interpunkce a vylu£uje slova vloºená ve
stoplistu.
Dosaºené výsledky jsou lep²í neº s binární reprezentací, algoritmy NaiveBayes












Tabulka 7: Hledání horní meze po£tu výskytu p°íznak·, frekven£ní reprezentace
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Obrázek 12: Hledání horní meze po£tu výskytu p°íznak·, frekven£ní reprezentace
P°i hledání spodní meze byl op¥t pouºit nejlep²í výsledek p°edchozího testu









Tabulka 8: Hledání spodní meze po£tu výskyt· p°íznak·, frekven£ní reprezentace
4.2.3 TF-IDF reprezentace p°íznakového vektoru
Program na p°evod dat do TF-IDF reprezentace tfidf.pl (viz A.2, strana 88)
funguje stejn¥ jako u p°edchozích dvou reprezentací. Od programu tf.pl (viz A.2,
strana 84) se li²í jen jiným zp·sobem ohodnocení p°íznak·. Data jsou popsána
typem REAL.
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Obrázek 13: Hledání spodní meze po£tu výskyt· p°íznak·, frekven£ní reprezentace
Výsledky jsou op¥t podobné s frekven£ní reprezentací. Úsp¥²nost dosahuje ma-
ximáln¥ 60 % u algoritm· NaiveBayes a SMO. NaiveBayes má sice nepatrn¥ hor²í
výsledky oproti SMO, ale pokud jde o rychlost, pak NaiveBayes nemá konkurenci.











Tabulka 9: Hledání horní meze, TF-IDF reprezentace
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Tabulka 10: Hledání spodní meze, TF-IDF reprezentace
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Obrázek 15: Hledání spodní meze, TF-IDF reprezentace
4.3 Hledání p°íznak· mezi dvojicemi t°íd
4.3.1 Binární reprezentace p°íznakového vektoru
Jelikoº hledání p°íznak· s vyuºitím v²ech témat najednou nep°ineslo dobré vý-
sledky, byla data pokusn¥ rozt°íd¥na do t°í skupin po dvou tématech viz tabulka 11.
Samostatn¥ pro kaºdou skupinu bylo provedeno hledání p°íznak·. Nalezené p°í-
znaky byly zkopírovány do jednoho souboru a byla odstran¥na duplicitní slova.
Takto p°ipravené p°íznaky byly pouºity pro p°íznakový popis. Oproti p°edcho-
zímu hledání se zvý²il po£et p°íznak· pro p°íznakový vektor, ale hledání p°íznak·
se znateln¥ zrychlilo. Postup byl stejný jako vý²e popsaný, akorát bylo pot°eba
v¥t²inu operací provést t°ikrát.
Nejprve bylo provedeno hledání pro výchozí interval po£tu výskyt· p°íznak·
<15;500>  viz tabulka 12 a 13, aby bylo moºno srovnat s p°edchozími výsledky.
Vyzkou²en byl popis REAL i NOMINAL. NOMINAL op¥t vykazoval výsledky
o pár procent lep²í oproti REAL. Úsp¥²nost u n¥kterých klasikátor· dosahuje aº
75 %. Výsledky u algoritmu ID3 op¥t zaostávaly za J48. U test· na trénovací sad¥








Tabulka 11: Tabulka rozd¥lení témat
test options NB [%] J48 [%] IB1 [%] SMO [%]
3-fold 72,1 60,4 43,7 72,9
split 66% 73,2 63,1 42,8 72,1
training set 74,2 81,7 98,3 88,1
Tabulka 12: Dvojice t°íd, binární reprezentace, popis REAL, interval <15;500>
test options NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
3-fold 74,1 64,0 52,8 43,7 72,9
split 66% 75,3 65,3 53,4 42,8 72,1
training set 78,4 83,1 98,7 98,3 88,1
Tabulka 13: Dvojice t°íd, binární reprezentace, popis NOMINAL, interval
<15;500>
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Díky rozd¥lení do t°í skupin a z toho vyplývajícího zmen²ení matice p°íznak·
bylo moºné provést hledání i pro interval <8;∞). Výsledky jsou uvedeny v tabul-
kách 14 a 15. Bohuºel jsou výsledky hor²í oproti intervalu <15;500>. Na testech
na intervalu <8;∞> se ukazuje, ºe zahrnutí co nejv¥t²ího po£tu slov p°i hledání
p°íznak· nemá na úsp¥²nost klasikátoru dobrý vliv. Je t°eba jít cestou zúºení
intervalu p°i hledání optimálního °e²ení.
test options NB [%] J48 [%] IB1 [%] SMO [%]
3-fold 64,0 53,7 41,9 64,7
split 66% 64,7 56,4 43,8 64,8
training set 65,7 73,0 91,8 78,2
Tabulka 14: Dvojice t°íd, binární reprezentace, popis REAL, interval <8;∞)
test options NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
3-fold 66,7 59,8 48,8 41,9 64,7
split 66% 66,5 59,1 46,8 43,8 64,8
training set 71,3 76,5 93,8 91,8 78,2
Tabulka 15: Dvojice t°íd, binární reprezentace, popis NOMINAL, interval <8;∞)
P°i postupném zuºování intervalu se úsp¥snost vy²plhala aº k 80 %. Výsledky
hledání po£tu výskyt· p°íznak· jsou v tabulce 16  horní mez  a v tabulce 17
 spodní mez.
Na intervalu <25;80> byl proveden test s úpravou do základního tvaru. Vý-
sledky jsou mnohem hor²í, z°ejm¥ v d·sledku nerespektování více význam· slova.
Pro kontrolu výsledk· hledání p°íznak· na dvojicích témat byly vyzkou²eny od-
li²n¥ uspo°ádané skupiny témat. Dokumenty v rubrikách jsou stejné. V tabulce 19
je rozd¥lení témat, p·vodní rozd¥lení je ozna£eno jako trénovací sada 1, nové jako
trénovací sada 2.
Jak je vid¥t na výsledcích v tabulkách 20 a 21  intervaly ani úsp¥²nost klasi-
kátor· se p°íli² neli²í. Na rozd¥lení z°ejm¥ p°íli² nezáleºí, WEKA se p°i hledání
p°íznak· m·ºe v¥novat jen rozdíl·m mezi dv¥ma t°ídami, které jsou pak dokonaleji




NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
15-500 331 75,3 56,4 53,4 43,7 72,9
25-60 370 75,6 64,9 58,1 47,3 72,1
25-75 374 81,4 72,2 66,5 57,0 78,8
25-80 368 85,4 75,5 71,1 59,9 83,8
25-85 356 76,8 64,4 59,1 45,5 72,4
25-100 353 82,9 73,2 70,4 58,9 80,4
25-200 303 80,0 68,5 61,5 54,0 75,6
50-100 249 82,1 70,7 68,9 59,1 79,8
50-200 246 77,7 66,3 61,0 49,3 73,7
Tabulka 16: Hledání horní meze, dvojice t°íd, binární reprezentace, popis NOMI-
NAL, horní mez











































NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
15-500 331 75,3 56,4 53,4 43,7 72,9
20-80 386 76,9 62,5 53,5 39,6 70,8
25-80 368 85,4 75,5 71,1 59,9 83,8
30-80 348 83,3 75,9 72,0 56,4 81,5
35-80 323 76,4 65,2 52,0 43,5 73,3
50-80 228 73,8 64,3 58,1 44,4 69,7
Tabulka 17: Hledání spodní meze, dvojice t°íd, binární reprezentace, popis NOMI-
NAL, spodní mez











































NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
p·vodní 368 85,4 75,5 71,1 59,9 83,8
základní
tvar
151 60,0 40,8 45,7 57,6 50,9
Tabulka 18: Úprava na základní tvar, dvojice t°íd, binární reprezentace, interval
<25;80>
trénovací sada 1 trénovací sada 2
skupina 1 celebrity celebrity
po£íta£e z domova
skupina 2 z domova ekonomika
ze sv¥ta ze sv¥ta
skupina 3 ekonomika po£íta£e
sport sport
Tabulka 19: Tabulka rozd¥lení témat
po£et
p°íznak·
NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
25-70 417 75,0 63,2 57,0 41,6 73,8
25-75 435 87,3 80,6 80,9 63,8 85,4
25-80 436 79,1 64,1 60,4 40,9 72,1
25-85 422 78,8 68,6 59,9 40,9 76,0
Tabulka 20: Hledání horní meze, dvojice t°íd  jiné rozd¥lení, binární reprezentace,
popis NOMINAL
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NB [%] J48 [%] ID3 [%] IB1 [%] SMO [%]
20-75 453 85,4 78,5 70,2 54,6 82,3
25-75 435 87,3 80,6 80,9 63,8 85,4
30-75 413 76,0 65,3 57,2 39,4 73,0
Tabulka 21: Hledání spodní meze, dvojice t°íd  jiné rozd¥lení, binární reprezen-
tace, popis NOMINAL
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Obrázek 19: Hledání spodní meze, dvojice t°íd - jiné rozd¥lení, binární reprezen-
tace, popis NOMINAL
4.3.2 Frekven£ní reprezentace p°íznakového vektoru
Frekven£ní reprezentace se u hledání s dvojicí t°íd oproti hledání s vyuºitím v²ech
t°íd neosv¥d£ila. Binární reprezentace zde vykazuje lep²í hodnoty. Výhodou frek-
ven£ní reprezentace je men²í citlivost na zvolený interval, výsledky mají konstant-
n¥j²í chování. Výsledky jsou v tabulkách 22 a 23.
4.3.3 TF-IDF reprezentace p°íznakového vektoru
U TF-IDF reprezentace je dosaºeno podobných hodnot jako u frekven£ní repre-











Tabulka 22: Hledání horní meze, dvojice t°íd, frekven£ní reprezentace







































Tabulka 23: Hledání dolní meze, dvojice t°íd, frekven£ní reprezentace







































Tabulka 24: Hledání horní meze, dvojice t°íd, TF-IDF reprezentace
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Tabulka 25: Hledání spodní meze, dvojice t°íd, TF-IDF reprezentace
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Obrázek 23: Hledání spodní meze, dvojice t°íd, TF-IDF reprezentace
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Záv¥r
Cílem diplomové práce bylo popsat a vyzkou²et metody pro automatickou detekci
témat. Podstatná £ást práce je v¥nována seznámení s pouºitými algoritmy a s moº-
nostmi, které nabízí systém WEKA. Dále je popsán postup získání a p°edzpraco-
vaní text·.
SystémWEKA se ukázal jako velice silný a komplexní nástroj pro rozpoznávání,
klasikaci a shlukovou analýzu. Výhodou tohoto systému je velké mnoºství rozsáh-
lých funkcí a algoritm·. Program WEKA je pln¥ srovnatelný s jinými komer£ními
systémy, £ímº se dá zmínit dal²í nezanedbatelná výhoda  jedná se o freewareový
program.
Jako problematické se jeví získání dostate£ného mnoºství kvalitních, voln¥ do-
stupných testovacích dat rozt°íd¥ných do témat vhodných k u£ení klasikátoru.
P°i pouºití v¥t²ího mnoºství dat se dosti zásadn¥ prodluºuje doba zpracování. as
pot°ebný pro jednotlivé testy se pak pohyboval i v °ádu hodin. Vyzkou²eny byly
t°i r·zné reprezentace dat (binární, frekven£ní, TF-IDF) a £ty°i r·zné algoritmy
k hledání p°íznak· (J48, ID3, NaiveBayes a SMO).
Metoda hledání p°íznak· po dvojicích témat je p°ínosná z hlediska dosaºených
úsp¥²ností. Není u ní t°eba pouºívat sloºit¥j²ích reprezentací p°íznakového vek-
toru, s jednodu²²í binární reprezentací dosahuje dokonce lep²ích výsledk· neº s
frekven£ní nebo TF-IDF reprezentací. Frekven£ní a TF-IDF reprezentace je oproti
binární reprezentaci mén¥ náro£ná na volbu správného rozsahu intervalu výskyt·
slov v p°íznakovém vektoru, coº m·ºe být výhodné. Z algoritm· se jako nejlep²í
jeví pouºití algoritmu NaiveBayes. Dosahovalo se s ním nejlep²ích výsledk·, navíc
byl bezkonkuren£n¥ nejrychlej²í. Dobrých výsledk· dosahoval rovn¥º algoritmus
SMO, který je bohuºel mnohonásobn¥ pomalej²í oproti algoritmu NaiveBayes. Pro
algoritmy NaiveBayes a SMO hovo°í i malé výkyvy v úsp¥²nosti t°íd¥ní. Algoritmy
J48 a ID3 jsou více citlivé na výb¥r reprezentace p°íznakového vektoru a na vý-
b¥r slov v p°íznakovém vektoru. Zklamáním byla úprava globálního slovníku do
základního tvaru, která nep°inesla o£ekávané výsledky.
P°i dal²ím testování by bylo dobré v¥novat více prostoru zejména výb¥ru tré-
novací sady dat, aby obsahovala skute£n¥ kvalitní data, jinak nelze o£ekávat dob°e
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nacvi£ený klasikátor. Ani výb¥r reprezentace p°íznakového vektoru a volba vhod-




[1] NOUZA, Jan. P°edná²ky z p°edm¥tu MROX
[2] Denícia kategorizácie textov. URL: alfa.intrak.tuke.sk/∼bodnarova/-
ea/zadania/MR/prezentacia/final.doc
[3] Sou£asný stav a trendy automatické indexace dokument·.
URL: <www.ikaros.cz/node/1300>
[4] HROZA, Ji°í. Automatizovaná podpora ltrace elektronických dokument·
metodami strojového u£ení. MU FI, URL: www.fi.muni.cz/∼xhroza1/-
hroza04_teze.pdf
[5] BERKA, Petr. Aplikace systém· dobývání znalostí pro analýzu medicínských
dat. EuroMISE, URL: <euromise.vse.cz/kdd>
[6] SEDLÁEK, Radek. Morfologický analyzátor £e²tiny. Diplomová práce, MU
FI, URL: <nlp.fi.muni.cz/projekty/ajka/ajka.pdf>
[7] MATOUEK, Zbyn¥k. Podobnost dokument·.
URL: <nlp.fi.muni.cz/nlp/files/index_DB.html>
[8] SATRAPA, Pavel. Perl pro zelená£e. Neokortex, 2000, ISBN 80-86330-02-8
[9] ActivePerl User Guide, dokumentace ActivePerl
[10] The Perl CD BookShelf v3.0. O'Reilly & Associates, 2002, ISBN 0-596-00389-7
[11] WEKA. URL: <www.cs.waikato.ac.nz/∼ml/weka>
[12] NLP. URL: <nlp.fi.muni.cz/nlp>
[13] MAÍK, V., TPÁNKOVÁ, O., LAANSKÝ, J., kolektiv. Um¥lá inteli-
gence(1). Praha, Academia, 1993, ISBN 80-200-0496-3
61
[14] MAÍK, V., TPÁNKOVÁ, O., LAANSKÝ, J., kolektiv. Um¥lá inteli-
gence(4). Praha, Academia, 2003, ISBN 80-200-1044-0
[15] KOTEK, Z., CHALUPA, V., BRHA, I., JELÍNEK, J. Adaptivní a u£ící se
systémy. Praha, SNTL, 1980, ISBN 04-515-80





• OpenIDE Perl 1.1
• WEKA 3.5.7
• Mozila Firefox 2.0, DOM Inspector
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A P°ílohy
A.1 Stahování a extrakce textu z HTML
blisty_stahovac.pl













print STDERR "$cislo : $status ";
print STDERR "Ok\n" if is_success($status);













































































print STDERR "$cislo : $status ";
print STDERR "Ok\n" if is_success($status);






























if ($dotaz eq undef) {next;}
$perex=$dotaz->as_text( );
$dotaz=$tree->find_by_attribute('id','hdr2-vyroci');






























































print STDERR "$status ";
print STDERR " Ok \n" if is_success($status);



























print STDERR "$cil ";
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$st=getstore($s,$cil);












































































print STDERR "$cislo: $status ";
print STDERR "Ok\n" if is_success($status);



































































































$browser = LWP::UserAgent->new( );
$browser->agent('Mozilla/5.0 (Windows; U; Windows NT 5.1; en-US; rv:1.6) Gecko/20040206 Firefox/0.8');
$browser->default_header('Accept-Language' => "cs,en-us;q=0.8,en;q=0.5,fj;q=0.3");




















if ($dotaz eq undef) {last;}
$dotaz=$dotaz->as_text( );





























if ($dotaz eq undef){next;}
$topic=$dotaz->find_by_tag_name('span');
if ($topic eq undef){next;}
$topic=$topic->as_text( );
foreach $sp(@spec){$topic=~s/$sp//g;}
# print STDERR "\n$topic\n";
# $soubor=substr($clanek,rindex($clanek,"/")+1);
# print STDOUT "$soubor\n";
# $soubor=~s/.html/.txt/;










if ($dotaz eq undef){close OUT;next;}
@dot=$dotaz->find_by_tag_name('p');


































A.2 Tvorba trénovacích ARFF soubor·
Binární reprezentace  bin.pl
#!/usr/bin/perl
use locale;
































if ($_=~/\d+/){next;} #bez cisel
if ($_!~/\w{2,}/){next;} #ma alespon 2 znaky
if (!exists($stoplist{$_})) #porovnani se stoplistem
{
80
if (!exists($podslovnik{$_})) {$podslovnik{$_}=1;} #pocet vyskytu v 1.dokumentu
else {$podslovnik{$_}++;}





foreach (keys %podslovnik) {$slovnik{$_}++;} #pocet dokumentu, kde se vyskytuje ono slovo alespon 1x
}
$i=0;
print STDERR "\n slovnik vytvoren";
foreach (keys %slovnik)
{
# if (($slovnik{$_}<25)or($slovnik{$_}>60)) {delete($slovnik{$_});} #vyskyt vetsi nez..
if ($slovnik{$_}<100) {delete($slovnik{$_});}
}
print STDERR "\n slovnik upraven";
open(SLV,">$slv");
foreach (sort keys %slovnik){print SLV "$slovnik{$_} $_\n";}
#foreach (sort keys %slovnik){print SLV "$_\n";}
close SLV;
####################vytvoreni *.arff a hlavicky
open(ARFF,">$arff")
or die print "Nelze vytvorit data.arff!";
print ARFF "\@RELATION data\n\n";
foreach (sort keys %slovnik)
{
# print ARFF "\@ATTRIBUTE $_ REAL\n";

























































































@seznam=&list($adr); #nacte prislusny adresar
&stop; #nacteni stoplistu





































if ($_=~/\d+/){next;} #bez cisel
if ($_!~/\w{2,}/){next;} #ma alespon 2 znaky
if (!exists($stoplist{$_})) #porovnani se stoplistem
{














print STDERR "\nzapis slovniku";
foreach (keys %slovnik) #uprava poctu vyskytu - neni stejne jako v pripade binarni reprezentace!!!!
{
if (($slovnik{$_}<$od)or($slovnik{$_}>$do)) {delete($slovnik{$_});} #vyskyt vetsi nez..
# if ($slovnik{$_}<$od) {delete($slovnik{$_});}
}
open(SLV,">$file.txt");
foreach (sort keys %slovnik){print SLV "$slovnik{$_} $_\n";}
#foreach (sort keys %slovnik){print SLV "$_\n";}
close SLV;
}
####################vytvoreni *.arff a hlavicky
sub arff_hlavicka
{
print STDERR "\narff hlavicka";
open(ARFF,">$file.arff")
or die print "\nNelze vytvorit .arff!";
$nazev=substr($file,rindex($file,'/')+1);
print ARFF "\@RELATION $nazev\n\n";
foreach (sort keys %slovnik)
{






































if ($_=~/\d+/){next;} #bez cisel
if ($_!~/\w{2,}/){next;} #ma alespon 2 znaky




























































@seznam=&list($adr); #nacte prislusny adresar
#&stop; #nacteni stoplistu






































if ($_=~/\d+/){next;} #bez cisel
if ($_!~/\w{2,}/){next;} #ma alespon 2 znaky
if (!exists($stoplist{$_})) #porovnani se stoplistem
{

















print STDERR "\nzapis slovniku";
foreach (keys %slovnik) #uprava poctu vyskytu - neni stejne jako v pripade binarni reprezentace!!!!
{
if (($slovnik{$_}<$od)or($slovnik{$_}>$do)) {delete($slovnik{$_});} #vyskyt vetsi nez..
# if ($slovnik{$_}<$od) {delete($slovnik{$_});}
}
open(SLV,">$file.txt");
foreach (sort keys %slovnik){print SLV "$slovnik{$_} $_\n";}
#foreach (sort keys %slovnik){print SLV "$_\n";}
close SLV;
}
####################vytvoreni *.arff a hlavicky
sub arff_hlavicka
{
print STDERR "\narff hlavicka";
open(ARFF,">$file.arff")
or die print "\nNelze vytvorit .arff!";
$nazev=substr($file,rindex($file,'/')+1);
print ARFF "\@RELATION $nazev\n\n";
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foreach (sort keys %slovnik)
{





































if ($_=~/\d+/){next;} #bez cisel
if ($_!~/\w{2,}/){next;} #ma alespon 2 znaky
















# if (!exists($podslovnik{$_})) {$hod=0;}












































A.3 Tvorba testovacích ARFF soubor·


















####################vytvoreni *.arff a hlavicky
open(ARFF,">$arff")
or die print "Nelze vytvorit data.arff!";
print ARFF "\@RELATION data\n\n";
foreach (@slovnik)
{
# print ARFF "\@ATTRIBUTE $_ REAL\n";
















































































































































####################vytvoreni *.arff a hlavicky
sub arff_hlavicka
{
print STDERR "\narff hlavicka";
open(ARFF,">$arff")
or die print "Nelze vytvorit .arff!";
$nazev=substr($arff,rindex($arff,'/')+1);
print ARFF "\@RELATION $nazev\n\n";
# foreach (sort keys %slovnik)
foreach (@slovnik)
{





































































####################vytvoreni *.arff a hlavicky
sub arff_hlavicka
{
print STDERR "\narff hlavicka";
open(ARFF,">$arff")
or die print "Nelze vytvorit .arff!";
$nazev=substr($arff,rindex($arff,'/')+1);
print ARFF "\@RELATION $nazev\n\n";
# foreach (sort keys %slovnik)
foreach (@slovnik)
{






































if ($_=~/\d+/){next;} #bez cisel
if ($_!~/\w{2,}/){next;} #ma alespon 2 znaky
if (!exists($stoplist{$_})) #porovnani se stoplistem
{





foreach (keys %pod_df) {$df{$_}++;} #df - pocet dokumentu, ve kterych se vyraz vyskytuje
%pod_df=();
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$dok=0; #pocet slov v dokumentu
foreach (keys %podslovnik)
{









$tfidf=($podslovnik{$_}/$dok)*(log($celk_dok/$df{$_})/log(10)); #vypocet hodnoty TF-IDF
}
































print STDERR "\nnacteni souboru";
return @seznam;
}
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