We present a homogeneous and high signal-to-noise ratio data set (mean S/N ratio of ∼60Å −1 ) of Lick/IDS stellar population line indices and central velocity dispersions for a sample of 132 bright (b j 18.0) galaxies within the central 1
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dissector scanner (IDS) index measurements (though there were only 68 with all of the indices measured). Using stellar population models and the Lick/IDS indices she found a low mean age and a sizeable spread in age (5.25 Gyr ± 0.166 dex) for a subsample of 71 early-type galaxies (B −19.2) . She also observed a small spread in metallicity, [Fe/H] of +0.08 ± 0.194. Taken at face value this result seems to disagree with the analysis of the spectra from Caldwell et al. (1993) .
The SDSS team (Castander et al. 2001 ) observed a 3
• field centred on the south-western part of the Coma cluster. They found 25 per cent of galaxies (49 out of 196 galaxies, B −17.7) showed signs of recent star formation activity, giving them a young luminosityweighted mean age. Their total population of galaxies therefore has a large spread in age. This result is in broad agreement with the findings of Caldwell et al. (1993) and Jørgensen (1999) . However, since they used spectral morphological classification techniques it is difficult to relate their findings directly to the early-type galaxy subpopulation. Poggianti et al. (2001) observed two 32.5 × 50.8 arcmin 2 fields towards the centre and the south-western region of the Coma cluster. They found that for their sample of 52 early-type galaxies (−21.0 B −18.0), 95 per cent (18 out of 19) of ellipticals were consistent with ages older than 9 Gyr, whilst 41 per cent (13 out of 32) of lenticulars had ages smaller than 5 Gyr (one lenticular was excluded from their analysis because it had strong emission lines). The early-type galaxies show a large metallicity spread (-0.7 to +0.4 in [Fe/H] ). This more detailed study suggests that there are real differences between the formation processes of the ellipticals and lenticulars. However, the individual measurements are not actually contradictory with those of previous Coma cluster studies, but the study does imply that a better understanding of the sample selection is needed. It seems, that if a sample of early-type galaxies is incomplete then an overrepresentation of ellipticals would lead to the conclusion that there is a small spread in age, whereas a sample with a larger number of lenticulars would conclude the reverse. It is therefore important to understand the selection effects and to deal with the elliptical and lenticular morphological classes separately. The caveat to the findings of Poggianti et al. (2001) is that they are based upon data from both the core of the cluster and the southwestern region. Caldwell et al. (1993) previously showed that these parts of the cluster have different levels of star formation activity. This would affect conclusions based upon a conglomerate sample from the two regions (a sample with more galaxies from the SW region would have a larger age distribution than a sample with more from the core).
The different evolutionary histories of elliptical galaxies have previously been reported by Kuntschner & Davies (1998 , see also Kuntschner 2000 , who conducted a study of the small Fornax cluster (11 ellipticals and 11 lenticulars, B −17.0). They found a large spread in metallicity of -0.25 to +0.30 in [Fe/H] for the ellipticals, while the data are consistent with no spread in age suggesting an early formation epoch at ∼8 Gyr. For the lenticulars, however, they found a large spread in age (1 Gyr to older than ∼12 Gyr) and metallicity (−0.5 [Fe/H] +0.5). Overall, the mean metallicity of early-type galaxies increases with luminosity in the Fornax cluster.
Emerging from the studies discussed is a picture of a different stellar population evolutionary history of lenticular and elliptical galaxies within the cluster environment. Additionally, it can be seen that the growth of clusters caused by the accretion of small groups or mergers with other clusters will affect the stellar populations of the individual galaxies (demonstrated by the differences between the SW region and the core of the Coma cluster). It is also obvious that it is essential in all observational studies of galaxy evolution to build up homogeneous and complete, or at least representative, samples. Somewhat surprisingly this has not been done for the Coma cluster up to this date. This has been the cause of much disagreement and controversy in the study of galaxy stellar population ages and metallicities. A new study is therefore needed that does not suffer from these limitations and that can answer the question of the formation processes and subsequent evolutionary histories of early-type galaxies within a rich cluster environment. This is the aim of this study.
In this study we measure spectroscopic absorption-line indices to derive accurate luminosity-weighted mean ages and metallicities for the central stellar populations of bright early-type galaxies in Coma to probe their evolutionary history through an analysis of the 'noise' of galaxy formation. This study will also use several important early-type galaxy correlations to place further constraints on their evolution. The correlations that will be investigated are: the colour-magnitude relation (Faber 1973; Visvanathan & Sandage 1977; Bower et al. 1992) , the Mg 2 line strength versus velocity dispersion relation (Terlevich et al. 1981; Burstein et al. 1988; Bender, Burstein & Faber 1993 ) and the fundamental plane (Djorgovski & Davis 1987; Dressler et al. 1987) . These early-type galaxy relations provide a rich source of constraints for galaxy formation scenarios, probing their underlying physical mechanisms (Bower et al. 1992; Bender, Burstein & Faber 1992 , 1993 Guzmán, Lucey & Bower 1993; Ciotti, Lanzoni & Renzini 1996; Bernardi et al. 1998 ).
This paper is the first in a series on the rich Coma cluster [early results can be found in Moore (2001) and Moore et al. (2001) ]. In this paper (Paper I) we present the sample selection, spectroscopic reduction and final data catalogue. Section 2 describes the sample selection, Section 3 details the astrometry, Section 4 the observations, Section 5 the data reduction, Section 6 the corrections to the velocity dispersion measurements, Section 7 the measurement of stellar population absorption-line strengths, Section 8 the comparison with previous data and finally Section 9 presents the conclusions on the quality of the data. The companion papers (Moore et al. 2002a,b - hereafter referred to as Papers II and III) will use the data in this paper to measure stellar population mean ages and metallicities to probe the evolutionary history of the Coma cluster (Paper II) and combine the data with photometry to investigate in detail various spectrophotometric relations (Paper III).
S A M P L E S E L E C T I O N
Our aim was to construct a representative sample of the bright earlytype galaxy population in the central region of the rich Coma cluster in order to measure central velocity dispersions and stellar population line strengths. Furthermore, to minimize systematic errors we aimed to provide a large overlap with previous studies; we also aimed to obtain many repeat observations with high signal-to-noise (S/N) ratio to characterize the random errors. The sample was selected using first the Godwin, Metcalfe & Peach (1983) catalogue (GMP), which contains 227 galaxies (b j 18.0, equivalent to B −17.7 1 ) Table 1 . Sample selection.
Total number of galaxies in field 227 Number of galaxies with redshifts 223 Galaxies with cluster membership confirmed by redshifts 210 Confirmed cluster member galaxies with morphologies 158 Confirmed cluster member early-type galaxies 137
Notes: Only galaxies with b j 18.0 and within a 1 • field centred on the Coma cluster are considered.
within a 1
• field centred close to the cD galaxy NGC 4874 (a small offset is applied to improve the AUTOFIB2/WYFFOS setup). Magnitudes (b j ) and colours (b − r B − R) for the galaxies were also taken from GMP. A magnitude limit of b j 18.0 (this is the magnitude limit implied in all subsequent discussions herein) was chosen since this study aims to obtain high-quality data of bright early-type galaxies and this limit corresponds to ∼2.1 mag fainter than M * B [Beijersbergen et al. (2002) for the central area, r < 245 h −1 kpc, of the Coma cluster]. This limit therefore samples the bulk of the early-type galaxy luminosity function with little contamination from dwarf galaxies (see Binggeli, Sandage & Tammann 1988 for a review); it also allowed high S/N ratio measurements ( 35Å −1 ) to be obtained within the observing programme time constraints (see Section 4). In addition to the complete GMP data set we also used 816 redshifts in the Coma cluster region (223 within the 1
• field and with b j 18.0) kindly provided by M. Colless (see also Edwards et al. 2002) . The morphological typing for the galaxies was taken from Dressler (1980) . Within the central 1
• field there are 210 confirmed cluster members. A subsample of 158 galaxies have been classified by Dressler and 137 galaxies are of early-type morphology. The sample definition is summarized in Table 1 .
Selection criteria are then applied to the sample of 210 Coma galaxies to prioritize their importance within the AUTOFIB2/WYFFOS multifibre configuration programme. This programme uses a weighting scheme to maximize the scientific return of any observations, with priorities from 9 (most important) to 1 (least important), and takes into account the limitations of the instrument (e.g. constraints on the minimum distance between fibres). The highest priority was given to galaxies with early-type morphologies and with previously measured velocity dispersions (the goal being to tie down the systematics of any measurements). The next highest priority was given to galaxies with early-type morphologies but without previous velocity dispersion measurements. Lower priorities are then given to those galaxies with no morphological types in Dressler (1980) , with preference being given to the brighter galaxies. The lowest priority was given to late-type galaxies within the cluster. This prioritized sample was then passed to the multifibre instrument configuration programme. To increase the completeness of the observations of this sample (affected by constraints on fibre closeness and by there being only 126 available fibres), three different AUTOFIB2/WYFFOS field configurations were observed at the same position. The second field has the same priorities for the configuration programme as the first, except that the galaxies that were observed in the first field have a lower priority (two levels lower). Similarly, the third field also has reduced priorities for the configuration programme for the galaxies observed in the previous two fields. This technique increases the completeness and scientific return of the observations, whilst ensuring repeats between each of the three observed fields.
A S T RO M E T RY
To determine our astrometry three Schmidt plates were used: (i) 10-min exposure plate (OR17491) taken on 1997 April 3; (ii) 30-min exposure plate (OR18041) taken on 1998 June 18; (iii) 85-min exposure plate (OR9945) taken on 1985 February 25.
The shorter exposure plates were specifically requested to measure accurate astrometry for the bright Coma galaxies. The plates were taken at the UK Schmidt Telescope using 3-mm glass with emulsion IIIaF and filter OG590. These Schmidt plates were scanned in using the SuperCOSMOS scanner at the Royal Observatory Edinburgh (Hambly et al. 2001) . The data were then analysed and positions of all the programme objects determined by matching field star positions to the USNOA2 catalogue (Monet et al. 1997 ) and creating an astrometry solution for the plate. Table 2 lists the astrometry of the objects observed in this study together with the different names associated with each galaxy. Comparison ( Fig. 1) with the Coma cluster astrometry of M. Colless (Edwards et al. 2002) confirms that our astrometry is accurate to 0.3 arcsec. This is sufficient for multifibre spectroscopy to be undertaken (cf. the 2.7-arcsec diameter of the WYFFOS fibres).
O B S E RVAT I O N S
Observations were carried out over three half-nights between 1999 April 13-18 with the wide-field (1
• ≡ 1.26 h −1 Mpc at Coma with H 0 = 100 h km s −1 Mpc −1 ) multi-object spectroscopy instrument AUTOFIB2/WYFFOS and the H1800V grating on the William Herschel 4.2-m telescope (WHT). Table 3 summarizes the observation parameters.
Exposure times of typically 6 × 1650 s per configuration were sufficient to obtain a high S/N ratio ( 35Å −1 ) on our programme objects (b j 18.0). Each individual exposure on the brighter galaxies (b j 16.0) was also long enough to achieve the same S/N ratio. Therefore, a large number of repeats both during a night and nightto-night were gathered, enabling a detailed treatment of the random and day-to-day systematic errors of our velocity dispersion and line strength measurements.
The completeness of the observations versus the sample defined in Section 2 is summarized in Table 4 , Figs 2 and 3. These completeness calculations assume that the GMP catalogue is 100 per cent complete within the central 1
• of the Coma cluster core down to the faint limit of this study; this is justified as at this magnitude limit missing blue compact dwarfs and potential problems of stellar contamination are at a minimum. High S/N ratio spectroscopic data of a homogeneous nature were collected for 73 per cent of the known Coma cluster early-type galaxies brighter than b j = 18.0.
DATA R E D U C T I O N

Basic data reduction
The first step in the raw reduction was performed with the IRAF WYFFOS data reduction software (Pollacco et al. 1999 ). This software performs the following basic tasks: bias subtraction; aperture identification; scattered light correction; flat-fielding; throughput correction; fibre extraction; wavelength calibration (using an argon I lamp); and sky subtraction. Cosmic ray and night sky line removal were then performed using our own software. The wavelength calibration residuals had a median rms of 0.050-0.083Å for the three field configurations. Notes. RA and DEC are given in J2000 coordinates. Columns 1-5 give the different names associated with the galaxy according to the following key: 'n1' names from Dressler (1980) ; 'n2' names from New General Catalogue or Index Catalogue (Dreyer 1888 (Dreyer , 1908 ; 'n3' names from Godwin et al. (1983) ; 'n4' names from Rood & Baum (1967) ; 'n5' names from Caldwell et al. (1993) [a = Dressler (1980) ['E+A' typing from Caldwell et al. (1993) ]; 'b j ' magnitudes from Godwin et al. (1983) , accurate to ±0.15; 'b − r ' colours from Godwin et al. (1983) , accurate to ±0.15. Note that b − r B − R. Individual spectra from a particular night were summed together to produce a spectrum of higher S/N ratio. Where galaxies were observed on multiple nights it was decided not to co-add the spectra but rather to treat each night as a separate measurement. This was because each spectra had sufficient S/N ratio to yield high-quality measurements without co-adding.
Redshift and velocity dispersion measurement
Velocity dispersions, σ of the central 2.7-arcsec region of a galaxy (determined by the fibre diameter, equivalent to 0.94 h −1 kpc) are measured using our own software which is based upon the wellknown Fourier quotient method of Sargent et al. (1977) . Recession velocities, cz, are obtained simultaneously with the velocity dispersions as a result of the Fourier quotient fit.
In the Fourier quotient method a galaxy spectrum is approximated by the convolution of a representative stellar spectrum with an appropriate broadening function. This function is then calculated in Fourier parameter space. Prior to transforming to Fourier space, continuum fits are subtracted (using a fifth-order polynomial) from both the stellar template spectrum and the galaxy spectrum, and modulated by a cosine bell function to fix the ends of the spectrum to zero. The latter step is necessary to avoid unphysical signals appearing at all frequencies in the Fourier transforms. These spectra then require filtering in Fourier space to remove signals arising from: noise, inadequate continuum removal, and the application care. It is required that the low-frequency filter should remove the signal arising from the cosine bell modulation, whilst preserving intrinsic features in spectra of velocity dispersion 500 km s −1 . For the spectra herein, these constraints leave a range of k low = 6-9 over which an average velocity dispersion is calculated.
In order for the recovered width to represent only the intrinsic velocity broadening of the galaxy spectrum, it is necessary to ensure that the stellar spectrum has been subject to the same instrumental resolution effects as the galaxy spectrum. This is done by observing standard stars throughout an observing run and comparing these spectra with the observed galaxy spectra. In this study, five radial velocity standard stars (stellar types G8 III to K3 III) were observed with a number of different fibres. Since these observed standard stars have small, but non-zero radial velocities it is necessary to first zeroredshift them. This is performed by applying the Fourier quotient method to calculate the radial velocity of the standard stars against a high-resolution (0.5Å pixel −1 ), very high S/N ratio (∼250-1000 A −1 ) spectrum that has been precisely zero-redshifted through the identification of spectral features and then shifting them to their laboratory rest frame. Four spectra were kindly supplied by Claire Halliday (private communication, hereafter referred to as the Halliday spectra). These allow the standard stars to be zero-redshifted to an accuracy of ±6 km s −1 . Redshifts and velocity dispersions were measured both from each galaxy exposure and from the combined galaxy exposures for each night the galaxy was observed. The redshifts are corrected to heliocentric redshifts and the results averaged (weighting by their S/N ratio) to yield a final value for a galaxy.
Spectral resolution variation
Using any multifibre spectroscopy instrument introduces intrafibre and fibre-to-fibre variations in spectral resolution and throughput that necessarily have to be removed before an accurate analysis can be undertaken. These variations are caused by the optical performance of the telescope plus instrumentation setup both across the field and along the slit (where the fibres are fed into the spectrograph). These variations are found to be significant in the WHT/WYFFOS system and affect velocity dispersion and line strength measurements (though to a lesser extent, see Section 6). In this section we describe how these variations are quantified.
The variation in spectral resolution was mapped by analysing the calibration spectra taken on each night.
2 The arc lamps used for the calibration of spectra are located at the Cassegrain focus of the WHT. They shine their light on to the tertiary mirror from which it is then relayed to the fibres. These arc lamps allow an accurate map to be constructed of the vignetting caused by the IDS grating H1800V convolved with a function representing the vignetting of the telescope optics from the tertiary mirror onwards. Using this map it is possible to remove the majority of the overall vignetting, since any effects superimposed by the telescope optics prior to the tertiary mirror (caused by the primary and secondary mirrors) are significantly smaller than the dominant effects subsequent to the tertiary mirror.
The results of this mapping can be seen in Fig. 4 . A clear and sizeable variation in spectral resolution is seen for each of the WYFFOS fibres. This effect is inherent in all telescopes as a result of the natural vignetting caused by their optical performance. However, it is exacerbated in the WHT/WYFFOS system by the mismatch between the smaller IDS grating H1800V used and the larger WYFFOS beam; this mismatch further vignettes the spectra observed in fibres at the top and bottom ends of the slit. The widths of the argon I calibration spectrum can be seen to vary from ∼4Å at the end of the slit and at the edge of the field to ∼1.7Å at the centre of the slit and at the centre of the field. This variation is a function both of fibre number (reflecting the position of the fibre on the slit and within the observed field) and of wavelength. These variations in linewidth will affect any velocity dispersion measurements (with a maximum error of 12 km s −1 for σ = 100 km s −1 ), but will not change the redshift measurements (there is no systematic shift introduced by this problem) and will have a minor effect on line strengths (since the spectra are broadened before measurement, see Section 7.2). In principle, it is possible that the variable throughput of the fibres might play a role here, with a dependence of spectral resolution on the strength of an arc line. However, after further investigation this was ruled out. There could also be a further complication in that the tracking of the field centre on the Coma cluster during an exposure is not perfect, causing a drift in field position (and hence fibre position) relative to the target being observed. This drift, both during an exposure and between exposures, could introduce a time dependence into the mapping of the fibre characteristics. This effect was investigated by comparing the first and last spectra observed on a night and was found to be negligible (∼0.1Å) compared with the other effects discussed.
V E L O C I T Y D I S P E R S I O N C O R R E C T I O N S
Modelling the effect of intrafibre and fibre-fibre variations
The first stage in removing the effect of any intrafibre and fibre-fibre variations is to fit a function to the spectral resolution variation. We fit second-order polynomials to the variation with wavelength for each fibre and each field configuration (see Fig. 4a ). These functions can then be convolved with an ideal template spectrum and the result used to cross-correlate against that of an observed galaxy to find its dispersion with any intrinsic fibre variation removed. The problem with this method is in having a template spectrum of very high resolution that is not itself suffering from any internal or instrumental variation.
To counter this problem we have devised the following method. We use the Halliday spectra, which have been precisely zeroredshifted through the identification and then subsequent shifting of spectral features to their laboratory rest frame. These are the same spectra that were previously used to removed any redshift from observed standard stars in Section 5.2. These spectra will still suffer from some intrinsic variation (because of, for example, the telescope/instrument setup they were obtained with), but this is unimportant in the proposed method. These spectra are convolved with a particular fibre model in linear wavelength space, resulting in a 'template spectrum'. The new template spectra are then crosscorrelated against a mock galaxy created by convolving the original high-resolution spectra with a fibre model (not necessarily the same fibre) and broadening it by a fixed amount in logarithmic wavelength space (to simulate the Doppler broadening caused by a galaxy). A correction can then be calculated for each fibre configuration and each galaxy dispersion case:
(1) These corrections are then used to modify the real calculated dispersions that are calculated using template spectra observed on the night to cross-correlate against the galaxy spectra. This is done by subtracting the calculated correction from the measured value. In this way the 'true' (or best estimate) dispersion is derived, with any modifications owing to intrafibre and fibre-fibre variations removed. Some results of this method can be seen in Figs 5-7.
Figs 5 and 6 show the size of the velocity dispersion correction required versus galaxy fibre number for a range of template stars with different broadening factors (simulating the typical velocity dispersions of the observed galaxies) and different spectral resolution variation functions (simulating the variations introduced through observing a galaxy with different fibres). Ideally each plot should be a straight line, however, this is not the case because of the WHT/WYFFOS spectral resolution variations. A correction therefore needs to be applied to the velocity dispersion measurements of the observed early-type galaxies. This correction is a function of the fibre number that the galaxy was observed with and of the fibre number that the star used for the velocity dispersion measurement was observed with. The size of the correction is also a function of the velocity dispersion of the galaxy observed ( Fig. 7) , with larger velocity dispersions requiring a smaller correction. These corrections are typically small, but where an unfavourable pairing between galaxy fibre and standard star fibre occurs the velocity dispersion correction can be as large as 20 km s −1 for low-velocity dispersion galaxies (σ 50 km s −1 ). However, for the typical velocity dispersions of the galaxies that we observed in this project (σ ∼ 100 km s significant. As expected though, when a galaxy is cross-correlated against a standard star observed in the same field configuration and with the same fibre the velocity dispersion correction is zero. This modelling of the effect of intrafibre and fibre-fibre variations results in accurate velocity dispersions for the galaxies, which are subsequently required during the Lick/IDS stellar population index measurement process (see Section 7.6). Bootstrap tests on the accuracy of this method using the high-resolution, very high S/N Figure 7 . Velocity dispersion correction versus measured velocity dispersion for each fibre in a particular field setup cross-correlated against a standard star observed with a particular fibre (in this case fibre number 41). The curves are constructed by taking a Halliday spectrum, convolving it with a previously computed broadening function for a given fibre number and then broadening it by a given velocity dispersion from 25 to 350 km s −1 . This resultant mock galaxy spectra is then cross-correlated against a similar template spectra that has been convolved with a broadening function for a different fibre (matching a fibre number with which a standard star was observed during the run). The computed velocity dispersion is compared with the true velocity dispersion and a correction computed. A curve is then fitted to the variation of the velocity dispersion correction with measured velocity dispersion. This curve (overlaid on the plot) can then be subsequently used to correct an actual galaxy velocity dispersion measurement. Ideally all lines should be straight and coincident with a zero correction. See the text. ratio stellar template spectra have shown that the random errors for the velocity dispersion corrections are ∼1-2 km s −1 , demonstrating the success of this approach. Table 5 lists the heliocentric redshift (135 galaxies) and central velocity dispersion data (132 galaxies) for the galaxies observed in the Coma cluster in this study. The dispersions have been corrected for the field variations (Section 5.3). These data are average values (weighted by their S/N ratio) of all the measurements from the multiple exposures. Blank entries indicate a measurement was not possible.
Redshift and velocity dispersion data
The redshift errors are calculated by combining the error in the wavelength calibration in quadrature with the error resulting from the cross-correlation technique plus the template mismatching error (calculated through cross-correlating the galaxy spectrum against different stellar spectra) and an additional error component factor (calculated from the variance between multiple exposures on a galaxy cross-correlated against a single stellar spectrum). The median heliocentric redshift error is 12 km s −1 . The velocity dispersion errors are calculated by combining the error resulting from the cross-correlation technique in quadrature with the error resulting from template mismatching (calculated through cross-correlating the galaxy spectrum against different stellar spectra) plus an additional error component factor (calculated from the variance between multiple exposures on a galaxy cross-correlated against a single stellar spectrum). The median velocity dispersion error is 0.015 dex. Dressler (1980) . S/N ratio is measured at the centre of index Fe5270.
S T E L L A R P O P U L AT I O N A B S O R P T I O N -L I N E S T R E N G T H S
One of the main goals of this study was to measure the luminosityweighted mean ages and metallicities of the dominant stellar populations within the core of bright early-type galaxies. To measure these ages and metallicities, we used the Lick/IDS system of line strength measurement and then compared the data with models (e.g. Worthey 1994 ). The principal line indices used were Hβ G (predominantly age dependent) and [MgFe] (predominantly metallicity dependent). This section details the measurement of these and other stellar population absorption-line strength indices in the wavelength range ∼4600-5600Å.
Flux calibration
It is first necessary to remove the overall instrument response function (IRF) from galaxy spectra prior to line strength measurement. Spectra are affected by: the response of the spectrograph optics; the response of the CCD; the response of the grating; atmospheric conditions; and airmass. These effects are removed by observing flux standard stars (see, e.g., Massey et al. 1988) . Flux calibration of the galaxy spectra was performed by comparing the observed stars with their standard spectrum and computing the IRF, which was then used to transform the galaxy spectra continuum. Since the conditions these observations were performed in were not photometric, it is only possible to correct the galaxy spectra to some arbitrary flux units. However, this does not affect the shape of the spectral continuum nor the line strength measurements. To improve the calculation of the IRF a number of flux standard stars were observed during the run. The IRFs calculated from each star were then compared and a mean IRF derived using a technique that minimized their maximum absolute deviations (MAD). It was not possible to measure flux standard stars down each fibre and for each field configuration because of the prohibitively long observing time required. This means that the computed IRF function is only an overall IRF and does not include fibre-to-fibre continuum shape variations.
3 This fibre-to-fibre IRF variation is, however, small and would only affect line strength measurements at the level of <0.1Å. A typical flux calibrated galaxy spectrum is shown in Fig. 8 .
Lick/IDS system
Absorption-line strengths were measured using the Lick/IDS system of indices, where a central feature bandpass is flanked on either side by pseudo-continuum bandpasses (see Trager et al. 1998 for details). The Lick/IDS system is based upon spectra with a mean resolution of 9Å (Fig. 9) . The spectra in this study need to be broadened to the same resolution to measure indices on the Lick/IDS system. This is done by calculating a transformation function using the known resolution function of a galaxy spectrum (Section 5.3) and the Lick/IDS resolution function (see Fig. 9 or Worthey & Ottaviani 1997) :
The spectrum is then broadened in linear wavelength space using a sliding Gaussian smoothing function derived from this transformation function.
Line strength measurement
Indices were measured with our own software by first zeroredshifting galaxy spectra to the laboratory rest frame using the previously measured heliocentric redshifts corrected back to the geocentric rest frame. Then the mean height in each of the two pseudo-continuum regions was determined in either side of the feature bandpass, and a straight line drawn through the mid-point of each one. The difference in flux between this line and the observed spectrum within the feature bandpass determines the index. For narrow features, the indices are expressed in angstroms (Å) of equivalent width (EW); for broad molecular bands, in magnitudes. Specifically, the average pseudo-continuum flux level is Figure 9 . Comparison of the variation in FWHM with wavelength for this study and for the Lick/IDS system. The mean resolution of this study is ∼2.2Å (see Fig. 1 ), whereas the mean resolution of the Lick/IDS system is 9Å. This Lick/IDS resolution varies to values 30 per cent higher at the ends of the spectra. To measure line strengths on the Lick/IDS system it is necessary to broaden any higher resolution spectra to the same resolution (Worthey & Ottaviani 1997) .
where λ 1 and λ 2 are the wavelength limits of the pseudo-continuum sideband. If F Cλ represents the straight line connecting the midpoints of the blue and red pseudo-continuum levels, an equivalent width is then
where F I λ is the observed flux per unit wavelength and λ 1 and λ 2 are the wavelength limits of the feature passband. Similarly, an index measured in magnitudes is mag = −2.5 log 10 1
These definitions, after Trager et al. (1998) , differ slightly from those used in Burstein et al. (1984) and Faber et al. (1985) for the original 11 IDS indices. In the original scheme, the continuum was taken to be a horizontal line over the feature bandpass at the level F Cλ taken at the midpoint of the bandpass. This flat rather than sloping continuum would induce erroneous small, systematic shifts in the feature strengths.
An example of the measurement of the Mg b index for galaxy NGC 4869, an elliptical galaxy with b j = 14.97 and σ = 203 km s −1 , is shown in Fig. 10. Table 6 presents the stellar population absorption-line indices measured in this work. Column 5 is after the work of Tripicco & Bell (1995) , who modelled the Lick/IDS system using synthetic stellar spectra. They found that many of the Lick/IDS indices do not, in fact, measure the abundances of the elements for which they are named. The following composite indices were also measured in our study: [MgFe] = Mg b × Fe .
Indices measured
Fe = Fe5270 + Fe5335 2(6)
Signal-to-noise ratio
Our goal was to measure high signal-to-noise ratio line strength indices to probe the age and metallicity structure of the Coma cluster early-type galaxy population. We therefore measured a S/N ratio at the central rest wavelength of each line index investigated in this study. The line indices Hβ G and [MgFe] have a mean S/N ratio for their combined exposures of 58.7 and 66.7Å −1 , respectively, if a minimum cut-off of S/N ratio 35Å
−1 is applied. This minimum S/N ratio cut-off is chosen to keep the errors of the line indices small in subsequent stellar population analyses. Fig. 11 shows the distribution of the S/N ratio for our sample as measured at the Hβ G index.
Line index velocity dispersion correction
The observed spectrum of a galaxy is the convolution of the integrated spectrum of its stellar population with the instrumental broadening and the distribution of line-of-sight velocities of the stars (parametrized by the velocity dispersion measurement). The broadening of the spectra generally causes the indices to appear weaker than they are intrinsically.
To probe the stellar population of a galaxy it is necessary to remove the effects of the instrumental and velocity dispersion broadening. This gives an index measurement corrected to zero-velocity dispersion. This was done by using the spectra of standard stars that were observed during the run. These stellar spectra were convolved in logarithmic wavelength space with a Gaussian function of widths 0-460 km s −1 (in steps of 20 km s −1 ) to simulate the velocity dispersion broadening within a galaxy. They were then converted Worthey (1994) called this index Fe4668. In publications after 1995 this index is called C 2 4668, because it turned out to depend more on carbon than on iron. in linear wavelength space to the Lick/IDS resolution using the method detailed in Section 7.2. Index strengths were measured for each spectrum. These values were compared with the values measured from the zero-velocity dispersion stellar spectra that have also been transformed to the Lick/IDS resolution. A correction function versus velocity dispersion for each line index was then computed by calculating the difference between the broadened value and the zero-velocity dispersion value and then dividing it by the zero-velocity dispersion value. For each line index, a second-order polynomial was fitted to the correction function data from all the observed standard stars. This function was then evaluated at the velocity dispersion of each observed galaxy and the measured line index value for that galaxy corrected to a zero-velocity dispersion value. After Kuntschner (2000) , stars with low Hβ (<1.6Å), which are unrepresentative of bright elliptical galaxies, are excluded from the analysis.
The correction functions for the line indices Mg b and Hβ G are shown in Fig. 12 . Table 7 gives the polynomial coefficients for each line index correction function and the size of the correction for a galaxy with a velocity dispersion, σ of 200 km s −1 . The corrections are multiplicative except for the Mg 1 and Mg 2 indices where the corrections are additive (since they are measured in magnitudes rather than in equivalent widths).
Emission correction
An important issue when estimating ages and metallicities from line strength indices is nebular emission. Elliptical galaxies normally contain much less dust and ionized gas than spirals, and were regarded as dust-and gas-free for a long time. Surveys of large samples of early-type galaxies (Caldwell 1984; Phillips et al. 1986; Goudfrooij et al. 1994) affected if there is emission present in the galaxy (e.g. González 1993; Goudfrooij & Emsellem 1996) : nebular Hβ emission on top of the integrated stellar Hβ absorption weakens the Hβ index and leads therefore to incorrectly older age estimates.
In the González (1993) study of bright elliptical galaxies in groups and clusters, he noted that [O III] emission at 4959 and 5007Å are clearly detectable in approximately half of the nuclei in his sample and that most of these galaxies also have detectable Hβ emission (see his fig. 4 .10). For galaxies in his sample with strong emission, Hβ is fairly tightly correlated with [O III] such that
A statistical correction of
was therefore added to Hβ to correct for this residual emission. Trager et al. (2000a,b) re-examined the accuracy of this correction by studying Hβ/[O III] among the González (1993) galaxies, supplemented by additional early-type galaxies from the emissionline catalogue of Ho, Filippenko & Sargent (1997) . The sample was restricted to include only normal, non-active galactic nuclei (AGN) Hubble types E-S0 and well-measured objects with Hα > 1.0Å. For 27 galaxies meeting these criteria, they found that Hβ/[O III] varies from 0.33 to 1.25, with a median value Table 7 . Velocity dispersion correction polynomial coefficients. of 0.60. They suggest that a better correction coefficient in equation (9) is 0.6 rather than 0.7:
implying that the average galaxy in the González (1993) In this study we adopt the 0.6 multiplicative factor to correct the Hβ index for nebular emission using the [O III] λ5007 emissionline strength. Whilst there is evidence that this correction factor is uncertain for individual galaxies (Mehlert et al. 2000) , it is good in a statistical sense for the study sample. After Kuntschner (2000) emission-line strength in this study, we measure our best estimate of the emission by first subtracting a zero-emission template from a galaxy spectrum and then measuring the residual equivalent width. The zero-emission template is simply a standard star. The process is repeated for a set of zero-emission templates and an average [O III] emission-line strength calculated. An example of this process is shown in Fig. 13 . A total of 50 galaxies were found to have 1σ evidence of [O III] λ5007 emission, with a median emission of 0.228Å giving a median Hβ correction of 0.137Å (see Fig. 14) . The Hβ correction is calculated separately for each galaxy using equation (10) and our best estimate of the [O III] λ5007 emission for that galaxy.
Line strength index errors
The line index measurement errors were calculated by internal comparison during a night and between nights. With the large amount of multiple observations with different fibre configurations and high S/N ratio data this allows accurate mapping of the random and some of the systematic errors.
The method assumes that the errors have an underlying Gaussian nature and exploits the central limit theorem. First, it is necessary to compute the difference between the multiple line index measurements taken during a night to the 'true' line index measurement, taken to be the measurement from the combined exposure for that night. To prevent any contaminating systematics, only exposures from a particular night were compared. In this way we mapped the random errors as a function of galaxy S/N ratio up to a maximum S/N ratio governed by the individual exposures. To extend this random error mapping to a higher S/N ratio limit, we used the fact that a number of galaxies were observed every night during the observing run and further compared the line index measurement from the combined exposure for a night with the mean line index measurement from all of the nights, taken here to be the 'true' measurement as before. This mapping to higher S/N ratios is only done for galaxies observed on all nights (often with different fibres because of the different field fibre configurations) to minimize any systematic error contamination of the random error mapping.
Once we obtained the dependence of the random errors with S/N ratio for a particular line index, we deduced the error function for that index. The error function is calculated by binning the data by S/N ratio from 5 to 35 S/N ratioÅ −1 with bin widths of 3 S/N ratioÅ −1 (the lower limit is to exclude very low S/N ratio spectra that would contaminate the derivation of the error function). These bins were then analysed and a standard deviation computed for each bin. For spectra with a S/N ratio greater than 35Å −1 binning is no longer used to prevent contamination by small-number statistics. Instead a standard deviation was computed for the differences for all galaxies with a S/N ratio greater than 35Å −1 and then this lower limit was incremented by the bin width and the standard deviation re-computed. This process was repeated up to a maximum S/N ratio of 120Å −1 . This procedure results in a data set of standard deviation versus S/N ratio. A fourth-order polynomial was then fitted to the natural log of the variation of standard deviation with S/N ratio (the function is fitted to the natural logarithm of the data to simply fit a smoother function to the data, without introducing any erroneous high-order fluctuations). Fig. 15 shows the error calculation plots for the Mg b and Hβ G line indices.
The computed error function versus S/N ratio was subsequently used to calculate the errors for all of the line index measurements.
To test the correctness of the error determination the central limit theorem was exploited to perform a scale test on the data. If the errors computed are appropriate then the following function will have a standard deviation equal to unity: scale test parameter = line index measurement − true line index value line index error .
This scale test was performed on all data with a S/N ratio greater than 10Å −1 to prevent any contamination by very low S/N ratio measurements. In our case the true line index value is equal to the mean line index value. It is therefore necessary to include the error on the mean in the line index error. Table 8 includes the results of the scale test for each line index measured. The scale test parameter does indeed have a standard deviation approximately equal to unity (apart from the Fe5406 index), showing that the errors calculated are truly representative. For the Fe5406 index, the scale test implies that the median error should be 0.194Å. A possible explanation for the difference between our error estimate and the conclusion of the scale test is the proximity of the index to the end of the wavelength range. In a conservative approach we adopt a final error for Fe5406 scaled by a factor 1.647.
In addition to the scale test, we conducted an internal systematic error analysis. A mean difference was calculated for data with a S/N ratio 10Å −1 (the same low S/N ratio cut-off used in the scale test), however, only the central 68.3 per cent of this sample (i.e. 1σ clipping) were used so that the effect of any rogue outliers in the sample distribution was minimized. The conclusion of this analysis was that there are no internal systematic errors either during a night or between nights. Table 9 lists the Lick/IDS index absorption-line strength data for 132 galaxies observed in the Coma cluster in this study. The three remaining galaxies (RB 71, RB 199, GMP 4469) had insufficient S/N ratio to permit any line strength measurement. Missing values in the table indicate either that the line strength measured had a low S/N ratio or that it could not be measured. Where a galaxy was observed on multiple nights with the same wavelength range, the line strength measurements from each night were combined using the square of the S/N ratio to weight the measurements. The Hβ and Hβ G line strengths given in the table have not been corrected for nebula emission. The [O III] λ5007 emission-line strength measurement used for this correction is given in the column [O III] sm .
Lick/IDS index absorption-line strength data
C O M PA R I S O N W I T H P R E V I O U S DATA
Although the spectral resolution of the Lick/IDS system has been well matched, small systematic offsets in the indices introduced by continuum shape differences are generally present (note that the original Lick/IDS spectra are not flux calibrated). These offsets do not depend on the velocity dispersion of the galaxy itself. To establish these offsets we compared our measurements with data from studies that have galaxies in common:
(i) Seven Samurai Faber et al. 1987) ; (ii) Lick/IDS data base (Trager et al. 1998 2b to convert the aperture radius used in this study (r A ) to a 'slit-equivalent'; radius (r L ). b is the width (vi) Kuntschner et al. (2001) . Whilst some of the above studies partly contain data from the same source, for simplicity they are treated as independent studies.
This comparative analysis investigated the following hypothesis: an offset could be present between the data in this study and the published data sets, but there should be no offset between each of the comparison sets (since these have already been corrected to a common Lick/IDS system). This analysis also allowed a direct comparative measure of the quality of the data in this study.
Method of analysis
The following statistics were calculated for each sample of data from this study (with S/N ratio 35Å −1 ) that matches with that of a previous study:
(i) mean offset to this study; (ii) root mean squared value of the sample differences (rms); (iii) intrinsic root mean squared value of the sample differences, taking into account the measurement errors (rms intr ).
All offsets were calculated as offset = data from this study − data from a comparison study (12) The intrinsic root mean squared value of the sample differences is a test of the quality of the data errors: if the quoted errors on the parameters are correct, then the intrinsic rms should be negligible (i.e. close to zero). Table 10 shows the results of the comparisons between the data in this study with that in previous studies. Intrinsic scatters are not calculated for the Seven Samurai data ) because they do not quote individual measurement errors.
Results of comparisons
Our velocity dispersion measurements show good agreement with published values, with the mean offsets all being less than 3 per cent (see Fig. 16 ). After allowing for the quoted measurement errors, only a small intrinsic scatter of 0.0216 dex is seen. To remove this intrinsic scatter the quoted measurement errors have to be increased by only ∼15 per cent. These velocity dispersions will be used in Paper III with photometric data to investigate various spectrophotometric relations, using the stellar population parameters to probe their fundamental nature.
As in our study of stellar population ages and metallicities (Paper II), we focus our comparative analysis on the indices Hβ G (predominantly age dependent) and [MgFe] (predominantly metallicity dependent). We can see that the analysis gives an initial average offset over all studies in Hβ of -0.088 ± 0.043Å and in [MgFe] of 0.016 ± 0.030Å. This implies that the [MgFe] values in this study require no correction to place them fully on the Lick/IDS system (as the computed correction is not statistically significant), but that the Hβ do require a correction (though only at a 2.0σ level). However, a closer examination shows that there are systematic offsets between the comparison data sets. If the Jørgensen (1999) data set (which has the largest offset from this study for the line indices Hβ and [MgFe] ) is excluded from the comparative analysis, an average of the slit used by Mehlert et al. (2000) . An index value at this slit-equivalent radius was then calculated. This analysis highlights problems with the comparison data sets, indicating that either there are underlying problems with the line index measurements or that the data sets have not been fully corrected to the Lick/IDS system. This leads to the conclusion that any systematic correction to the data set in this study would be uncertain because of the discrepancies between published data sets; therefore no corrections are applied. The size of the correction would in any case only be ∼0.1Å, which corresponds to either a correction of ∼0.05 in stellar population mean metallicity, [Fe/H] or ∼2 Gyr in stellar population mean age, depending on where the data point is on a stellar population grid (e.g. the grids of Worthey 1994). Such corrections would be approximately a systematic shift for the entire data set and would therefore not significantly affect the analysis of distributions or relative trends within the Coma cluster bright early-type galaxy stellar populations. Table 10 also contains comparative analyses of other parameters. No highly statistically significant evidence for any offsets between the data from this study and the comparison data are found, except for the Mg 1 index. This is found to have a mean offset of 0.0204 ± 0.0025 mag. This offset was therefore removed from the Mg 1 line strengths published in this paper.
Effect of aperture corrections
The above comparative analysis did not take into account the effect of different aperture sizes. Galaxies exhibit a radial dependence for line strength measurements (see e.g. Mehlert et al. 2000) so it is necessary to understand the offsets introduced when comparing data from studies with different aperture dimensions. Following Jørgensen et al. (1995a,b) and Mehlert et al. (2000) we calculate 'slit-equivalent' radii to match the aperture width of 2.7 arcsec used in this study with the standard 3.4-arcsec diameter aperture and the long-slit of dimension 1.4×4 arcsec 2 (Trager et al. 1998 ) used in the comparison studies. These radii are then used to convert the longslit absorption-line strengths of Mehlert et al. (2000) to equivalent values and a mean aperture correction factor calculated (Table 11) . Since Mehlert et al. (2000) only measured Hβ, Mg b and Fe (and therefore [MgFe] as it is a composite index), this data can only be used to corrected these indices. The calculated aperture corrections are small (<±0.05Å) in comparison with the data errors (∼0.1Å) and therefore do not affect the previous conclusion concerning the presence of a mean offset between the Lick/IDS calibrated data and the data in this study (the data in Fig. 17 and in Table 12 give a very similar average offset to Table 10 for Hβ and [MgFe]).
Implications for the errors within our study
The intrinsic rms of the differences between this study and the comparative studies for the indices Hβ and [MgFe] was non-zero in Table 10 . An intrinsic rms of 0.120 ± 0.014 and 0.078 ± 0.009Å was found, respectively, for the indices Hβ and [MgFe] . If there are no systematic differences between the comparison data sets and the data set in this study then the presence of an intrinsic rms implies that the random errors of the data have been underestimated. In Section 7.8 the median error of the Hβ measurements in this study was found to be 0.106Å, whilst [MgFe] had a median error of 0.085Å. Since the error calculation method used in this study is completely independent and truly statistical, we believe that the published errors of the comparison data sets are underestimated. These published data sets rely greatly upon comparisons between each other to normalize their error estimations. We believe this approach has led to the underestimation of the line strength index errors. In the worst case scenario, if the errors in the comparison data sets are, however, perfect and it is the errors in this study that are underestimated, this analysis implies that the median errors for the indices Hβ and [MgFe] should in fact be 0.177 and 0.115Å, respectively. The true situation is likely to be somewhere in between, with both errors requiring some scalefactor to be applied. A scalefactor is not applied Notes. The different sources, S used for comparison are given by the following key: 7 = 7S = Seven Samurai studies to the errors in this study because of the large uncertainties of this scaling and the question of the validity of such a scaling to our independent error estimates. However, it does highlight the importance of rigorous error treatments and of obtaining high-quality repeat observations to fully characterize both the random and systematic errors in a data set. Both of these approaches have been taken in this study.
C O N C L U S I O N S
In this paper we have presented data from a new spectroscopic study on the central 1 • (≡1.26 h −1 Mpc) of the rich Coma cluster (dis- Figure 16 . Comparison between the velocity dispersions in this study and those from other studies of the Coma cluster. The difference is calculated as the data from this study minus the data from a comparison study. The plots at the top of the figure break down the comparison, showing the matching data between this study and each of the matching studies. The plot at the bottom of the figure shows the total data set used for the comparative analysis. The horizontal dashed lines indicate the mean offset and a median error bar is shown. 0.042 ± 0.011Å -0.026 ± 0.008Å [MgFe] 0.033 ± 0.009Å -0.018 ± 0.008Å
Notes. All data are calculated from the long-slit data of Mehlert et al. (2000) . Subtract the mean correction factor from the 2.7-arcsec line indices presented in this study to convert them to line indices equivalent to 3.4-arcsec diameter fibre measurements or long-slit data from a 1.4 × 4 arcsec 2 slit.
tance, d = 68 h −1 Mpc). Using the GMP galaxy catalogue together with morphologies from Dressler (1980) and redshifts from M. Colless (Edwards et al. 2002) , we observed 73 per cent (100 out of 137) of the bright early-type galaxy population (b j 18.0, equivalent to B −17.7 i.e. ∼2.1 mag fainter than M * B ) with the WHT 4.2 m plus the AUTOFIB2/WYFFOS multi-object spectroscopy instrument. High signal-to-noise ratio spectra (mean S/N ratio of ∼60Å −1 for data with a S/N ratio 35Å −1 ) were obtained with a wavelength range of 4600-5600Å and a resolution of ∼2.2-Å FWHM using 2.7-arcsec diameter fibres (≡ 0.94 h −1 kpc). We have demonstrated how the WHT and AUTOFIB2/WYFFOS system introduces significant spectral resolution variations (∼2.2-4.0Å) in observed spectra. These variations have been mapped and corrected for. From these corrected spectra, we have measured central velocity dispersions for 132 galaxies (accurate to 0.015 dex). We have also measured a homogeneous set of Lick/IDS stellar population absorption-line indices, corrected for nebula emission using [O III] λ5007. These line indices have well-characterized random errors (∼0.1Å for atomic line indices, ∼0.008 mag for molecular line indices), calculated for the first time in a rigorous and statistical way through the exploitation of the central limit theorem. The line indices have been compared with previous studies and found to be of high quality. No significant systematic offsets are found between the study data and any previously published data, except for the Mg 1 index. A correction of 0.0204 ± 0.0025 mag is applied to the Mg 1 index. The significance of any other offsets is shown to be at the level of ∼0-5 per cent. The line strength data presented herein is therefore fully on the Lick/IDS system. Aperture corrections were investigated using the Mehlert et al. (2000) long-slit line strength data and are found to be small (<±0.05Å) in comparison with the data errors (∼0.1Å). The aperture corrections are therefore not applied to the data. The absorption-line strength data presented in this internal systematic errors clouding any analyses (such errors are often introduced when multiple data sets are combined), it provides a powerful tool to probe the evolutionary history of the stellar populations of bright early-type galaxies within the core of the Coma cluster. These stellar populations act as fossil records of galaxy formation and evolution, placing new constraints on theoretical models.
Paper III will combine the spectroscopic data with photometry to investigate in detail various spectrophotometric relations. It will probe the impact of the measured ages, metallicities and line indices on these spectrophotometric relations to place further constraints on the models of galaxy formation and evolution.
