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1. INTRODUCTION 
In [l, p. 143-1541 Arnol’d shows that if A is an n x n real matrix whose 
eigenvalues have nonzero real parts, then there is a homeomorphism h: 08” + W 
such that if x(t) is a solution of the system of differential equations, 
k=Ax, 
then h(x(t)) is a solution of a system, 
*‘i = eixi , (i = 1, 2,..., n) 
where ei = 1 or -1. 
In this paper we generalize this result to nonautonomous linear systems, 
2 = A(t) x, 
having an exponential dichotomy, and give a converse as well. 
2. STATEMENT OF THE THEOREM 
Let A(t) be an n x n real matrix function defined and continuous on (- co, 
co). The system of linear differential equations, 
i = A(t) x, (1) 
is said to have an exponential dichotomy if it has a fundamental matrix X(t) 
satisfying inequalities, 
) X(t) PX-l(s)] < Ke-Y(t-s) for s < t, 
1 X(t) (I - P) X-l(s)/ .< Ke-Y(“-‘) for s > t, 
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where P is a projection (P2 = P) and K > 0, y > 0 are constants. (j . 1 means 
the Euclidean norm when the argument is a vector and when it is a matrix it 
means the corresponding operator norm.) When A(t) = A is constant, (1) has 
an exponential dichotomy if and only if all eigenvalues of A have nonzero real 
parts. 
THEOREM. Suppose A(t) is an n x n real matrix function continuous and 
bounded on (- 00, 00). Then (1) has an exponential dichotomy if and only if there 
exists a continuous function h: (w x IW + W with the following properties: 
(i) h(t, 0) = 0 and h(t, x) + 0 as x + 0 uniformly with respect to t; 
(ii) h,: W + W, defined by 
h,(x) = h(t, 4 
is a homeomorphism for each jxed t; 
(iii) g : R x BP -+ FP, defined by 
g(t, 4 = h;l(x>, 
is continuous and has property (i) also; 
(iv) if x(t) is a solution of (1) then h(t, x(t)) is a solution of 
xi = eixi (i = 1, 2 ,..., n), (2) 
where ei is 1 or -1. 
Remark 1. The number of i’s with ei = - 1 is equal to the rank of the pro- 
jection occurring in the exponential dichotomy. 
Remark 2. h(t, X) has, in fact, two additional properties. There are constants 
6, > 0, 6, > 0, cyl > 0, 01~ > 0, MI > 0, M, > 0 such that 
and 
1 h(t, x)1 6 MI j x Ia1 if 1x1 <Sl 
1 h(t, x)1 >, M2 1 x lo2 if IxI3S2. 
g(t, X) has similar properties also. 
Remark 3. Note it is clear from the proof that the sufficiency still holds 
when we assume that (1) has bounded growth and decay (cf. Coppel [2, p. 81) 
instead of assuming that A(t) is bounded. 
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3. PROOF OF THE SUFFICIENCY 
So suppose we have a function h(t, x) with the properties stated in the theo- 
rem. By hypothesis, for all E > 0 there exists 8(c) > 0 such that when j x j < 8(c) 
If x(t) is a solution of (1) such that x(t) ---f 0 as t --f cc (resp. -cc) then it is 
clear from this that h(t, x(t)) -+ 0 as t--f cc (resp. -co). Similarly, if x(t) is a 
solution of (2) such that x(t) --f 0 as t ---f co (resp. -co) theng(t, x(t)) is a solution 
of (1) with the same property. 
Letting X(t) be the fundamental matrix for (1) such that X(0) = I, we define 
two subspaces of lW: 
and 
S-={QX(t)E-Oast+m) 
S+={QX(t)[-Oast+--co). 
S- is the homeomorphic image under hi1 of the subspace {x / xi = 0 if e, = - 1> 
and S+ is the image of {x 1 xi = 0 if ei = l} so that IF!” is the direct sum of S- 
and Sf. Let P be the projection with range S- and kernel S+. 
Put x(t) = X(t) Pt, where 6 E R”. Then y(t) = h(t, x(t)) is a solution of (2) 
tending to zero as t tends to infinity and hence 
y(t) = y(s) e-(f-8) for all t, s. 
Suppose now that / x(s)1 < 6(l) and t > s - log S(c). Then 
and so 
That is, 
y(t)1 = e-ct-s) 1 y(s)1 
= e-(t-s) / g(s, X(S))1 
< e-(t-8) 
< a(E) 
40 = I At, r(t))1 < E. 
1 X(t) P[ 1 < E if / X(s) Pt 1 < S( 1) and t > s - log S(c). 
Now since SUP-~<~<~ 1 A(t)1 = L < a3 we have, using Theorem 5 in Coppel 
[3, p. 201, that 
I X(t) X-l(s)1 ,( a--sl for all t, s. 
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We fix E satisfying 0 < e < 6(l), 6(c) < 1. It then follows by a standard sort 
of argument (see, for example, Coppel [3, p. 551) that 
/ X(t) P[ I < K 1 X(s) P[ 1 e-v(t-s) (3) 
for all .$ E FP, s < t where 
K = <-‘S(C)-~ S(l), y = [-log s(E)]-1 log[&( l)] > 0. 
Similarly, we can show that 
1 X(t) (I - P) 5 1 < K 1 X(s) (I - P) E 1 e-Y(s-t) 
for all 5 E FP, s > t. 
(4) 
(3) and (4), together with the boundedness of A(t), then imply that (1) has an 
exponential dichotomy with projection P. (See Coppel [2, p. 111). 
4. PROOF OF THE NECESSITY 
So suppose that (1) h as an exponential dichotomy. Let the rank of the cor- 
responding projection P be k. Without loss of generality, we may assume that P 
has the form diag.(l, l,..., 1, 0 ,..., 0). 
Then, by Lemma 2 in Coppel [2, p. 401, there exists a bounded continuously 
differentiable matrix function s(t) with bounded inverse F(t) such that if x(t) 
is a solution of (1) s(t) x(t) is a solution of a reduced system, 
2, = B,(t) x1 
$2 = B,(t) x2 ) 
(% 
(% 
where x1 E Iw” and x2 E KY-“. (5)IL has an exponential dichotomy with projection 
the identity and (5)b has one with projection zero. Also B,(t), B,(t) are both 
continuous and bounded. 
We now prove a lemma, suggested by the proof of Lemma 3 in Arnol’d [l, 
p. 1451. 
LEMMA. Suppose F: Iw x Rk -+ [w” and G: R x W + I&!” are continuous 
functions satisfying 
and 
F(t, 0) = G(t, 0) = 0, 
I W, 4 - F(t, xz)l < L I ~1 - x2 I , 
lW,x,)--G(t,x,)l <LIx,---21 
for all t, x1 , x2, L > 0 being a constant. 
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Let Vz R x [wk -+ iR be continuous and satisfy 
C, j x I8 < V(t, x) < Cl 1 x 18 for all t, x 
where C, > 0, C, > 0, p > 0 are constants. Suppose also that there exists 7) > 0 
such that if x(t) is a solution of 
f = F(t, x) (6) 
OY 
f = G(t, x), (7) 
then 
D-V(t, x(t)) = lknrnf h-l[V(t, x(t)) - V(t - k, x(t - h))] < -7 1 x(t)16 
for all t. 
Then there exists a continuous function h: IR x t%” ---f W such that if x(t) is a 
sohtion of (6), h(t, x(t)) is a solution of (7). MOY~OWY, 
1 h(t, x)1 < C~1’sC~“c1s2 1 x In’=’ if 1 x ) < cy (8) 
and 
1 h(t, x)1 > C;1’eC;‘LC@2 1 x (“LclB if 1 x 1 > c,? (9) 
h,(x) = h(t, x) is a homeomorphism of W for each Jixed t and g(t, x) = h;‘(x) 
has similar properties to those of h except that it takes the solutions of (7) onto the 
solutions of (6). 
Proof. Let x(t) = X(t, -r, 8) be the solution of (6) such that X(T) = E # 0. 
x(t) is defined for all t because of our assumptions on F. Then 
LLV(t, x(t)) < -?j / x(t)18 < -7gV(t, x(t)). 
Using Theorem 10 in Coppel [3, p. 291, this implies that 
V(t, x(t)) < V(s, x(s)) e-RCT1(“-S) (10) 
for s < t. (10) implies that V(t, x(t)) is strictly decreasing and that it tends to 
zero as t tends to infinity and tends to infinity as t tends to minus infinity. So 
there exists a unique T = T(T, 6) such that 
V(T, x(T)) = 1. 
It is easy to see that T(T, 6) is a continuous function of (T, 6) for 6 # 0. 
We define 
h(T, E) = Y(T, T(T, 0, X(Tt7, 8,~~ 5)) if !f#O 
=o if E =o, 
where y(t) = Y(t, s, 7) denotes the solution of (7) satisfying y(s) = 17. 
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Clearly, h(r, 8) is continuous for .$ # 0. In order to discuss its continuity at 
5 = 0, we look at the behaviour of / T(T, 5) - 7 / as 6 tends to 0. Using Theorem 
5 in Coppel [3, p. 201, 
1 = V(7, 0 X(T(T, 5), 7, 6)) 
< Cl I X(T(T> 0, 79 5)T 
< Cl / 6 18 etw-(~.+-7/. 
so 
G I%1 IV d Jq7? 477 6)) 
= VT, Y(T, T, -WC 7, E))), 
where T = T(T, 5). But 
It follows that 
C, 1 h(~, .$)I8 < V(T, Y( T, T, X(T, T, 4))) c-@(‘-~) 
-nc;-ll r-71 =e 
< (cy 1 t p)@, 
where we have used the version of (10) w h en x(t) is a solution of (7). Hence, if 
I f I < CP, 
On the other hand, 
1 = V(T, X(T, T, 5)) >, C, I X(T, 7, ()I0 3 C, I .f I8 e-BLIT-TI 
so that 
Then if 1 5 I > C.$‘@, 
Cl I h(7, 5)lS 2 w, h(7, 5)) 
= V(T, I’(,, T, X(T 7) EN) 
> V( T, Y( T, T, X( T, T, 5))) e’@@-‘) since T>T 
= ,q-WTI 
So (8) and (9) have been established. 
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Now we show that if x(t) is a solution of (6), h(t, x(t)) is a solution of (7). If 
5 = 0, 
Otherwise, 
h(t, X(t, 7, 0) = h(t, 0) = 0 for all t. 
h(t, X(t, 7, 5)) = qt, qt, -qt, 7, t)), X(T(t, X(t, 7, EN, 4 WY 7, 5))) 
= Y(t, qt, qt, 7, 5)), X(T(4 X(t, T> f))> 7, 5)). 
But 
so that 
T(t, x(t, 7, 0) = T(T, 0. 
Hence, for all t, 7 and f # 0, 
h(t, x(6 7, 6)) = y(t, T(T, 0, X(T(T, f)>, 7, 4))~ 
which is a solution of (7). 
Similarly we define a mapping, 
g(T, 6) = X(T, S(T, 8, Y(~(T, 8, 7, 5)) if (#O 
=o if 5 =o, 
where S(7, 5) is the unique s such that V(s, Y(s, 7, 5)) = 1. g has exactly the 
same properties as h except that 
for E # 0. 
g(t, y(t, ‘-, 6)) = x(t, s(T, 0, y(s(T, 8)~ 7, 6)) 
The proof of the lemma is then completed by observing that our definitions 
imply that 
h(T,g(T, 6)) = ‘$1 g(T) h(T, 6)) = f 
for all 7, 5. 
We now apply this lemma to (5)a. . If Xl(t) is a fundamental matrix for (5)L . 
there exist constants K > 0, y > 0 such that 
1 X1(t) X,-‘(s)1 < Ke-Y(t-s) for s < t. 
Define the continuous function, 
V(t, x1) = 2 [I / Xl(s) X;‘(t) x1 I2 ds. 
‘t 
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On,the other hand, if L, = ~up-~<~<~ 1 B,(t)] , then 
1 X,(s) x;yt> x1 1 2 e--L1’S-t’ 1x1 1 
for all s, t, x1 , using Theorem 5 in Coppel [3, p. 201, and so 
Now let xl(t) = X1(t) x1 be a solution of (5)& . Then 
-g V(t, x1(t)) = 2 g lrn 1 X,(s) x1 12 as = -2 1 x1(t)12. 
Finally, if M > 0, 
= 1 {e-2Mt V(t, x1)} 
= -2Me-2MtV(t, x1) 
+ 2e-2Mt I- 1 x1 I2 - 2 la (X,(s) X;l(t) x1)* X,(s) X;l(t) B,(t) x1 ds/ 
t 
< -2e‘-2Mt{ML;1 + 1 - 2L,K2ye1} 1 x1 I2 
= -2 1 e-Mtxl I2 if M = 2L,2K9-l. 
So the hypotheses of the lemma are satisfied with 
qt, Xl> = B,(t) Xl > G(t, x1) = -2L12K2y-lx,, 
V(t, xl) = 2 jtm I X,(s) X;l(t) x1 I2 ds 
and /3 = q = 2, C, = K2y+, C, = L;l, L = max(L, , 2L12K2y-l}. 
It is also easy to see that the hypotheses of the lemma are satisfied with 
F(t, x1) = -2L,2K2y-1~l , G(t, 4 = -xl , 
V(t, Xl) = I Xl I2 
and @ = 2,~ = 2 min{l, 2L12K2y-1}, Cl = C, = 1, L = max(l , ~2L~2K2y-l). 
409/‘59/1-2 
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Composing the two functions we get by two applications of the lemma, we 
obtain h-: R x WC - lR7; having the properties stated in the lemma with 
respect to ($+ and 
kl L= -x1 . 
In (5)b, we change the time variable to -t and apply the lemma to get a 
function At: f$ X (Wn--L + [ws-Jc having the properties stated in the lemma with 
respect to (5)b and 
it, = x2 . 
Finally we define h: IR x R” + R” = R” x lPk by 
46 -4 = (h-(4 {S(t) 44, hf(4 {s(t) &N, 
where {S(t) x}r (resp. {S(t) ~}a) is the component of S(t) x in R” (resp. IL!+“). 
This is then the h we want and the proof of necessity is complete. 
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