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Abstract
We prove that the short-pulse equation, which is derived from a quasilinear Klein–Gordon
equation with formal asymptotic methods, can be rigorously justified. The justification pro-
cedure applies to small-norm solutions of the short-pulse equation. Although the small-norm
solutions exist for infinite times and include modulated pulses and their elastic interactions, the
error bound for arbitrary initial data can only be controlled over finite time intervals.
1 Introduction
Short pulses play an important role in nonlinear optics [3, 7], nonlinear meta-materials [22], and
mode-locked lasers [23]. The classical envelope equations such as the nonlinear Schro¨dinger equation
are no longer valid as the pulse width is only few carrier wavelengths, instead of thousands of these.
Short-pulse approximations have been derived in this context by using geometric optics [25, 26],
diffractive nonlinear optics [1, 2], nonlocal envelope equations with full dispersion [4, 9], and a
regularized nonlinear Schro¨dinger equation [8]. These models have been rigorously justified similarly
to the justification procedure of the classical nonlinear Schro¨dinger equation [11, 13]. Under the
term “rigorous justification”, we understand that the error between solutions of the original and
approximated equations is controlled in some norm over sufficiently long time intervals.
A different model for short pulses with few cycles on the pulse width was derived by Scha¨fer &
Wayne [20]. We term this model as the short-pulse equation and write it in the form,
Aξτ = A+ (A
3)ξξ, (1.1)
where τ ∈ R+ is the evolution time, ξ ∈ R is the spatial coordinate, and A(τ, ξ) ∈ R is the
amplitude function. We emphasize that this short-pulse equation is different from all short-pulse
approximations used earlier. It is dispersive compared to the geometric optics [25, 26], it is quasilin-
ear compared to the diffractive nonlinear optics [1, 2], and it is not an envelope equation for nearly
harmonic linear waves compared to the nonlocal and regularized nonlinear Schro¨dinger equations
[4, 8, 9]. Although the short-pulse equation (1.1) is a one-dimensional model, it can be generalized
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to the two- and three-dimensional geometries, for the price of losing all the nice properties of this
short-pulse equation listed next.
The short-pulse equation (1.1) represents the class of nonlinear wave equations with low-frequency
dispersion, which reduce in the dispersionless limit to the inviscid Burgers equation. Local well-
posedness of the short-pulse equation was established in Hs(R) for s > 32 [20, 21]. Using a hierarchy
of conserved quantities of the short-pulse equation [5], solutions with small H2 norm were extended
globally for infinite time [17]. On the other hand, solutions with large H2 norm were proved to
blow up in a finite time [14]. The blow-up behavior resembles wave breaking when the amplitude
A remains bounded but the slope steepens up, similar to the self-steeping behavior of the inviscid
Burger equation.
Sakovich & Sakovich found that the short-pulse equation (1.1) is integrable by means of the
inverse scattering transform [18]. By a coordinate transformation, this equation is reduced to the
sine–Gordon equation in characteristic coordinates, which admits exact modulated pulse (breather)
solutions [19]. Multi-pulse solutions exhibiting elastic scattering as well as periodic wave solutions
of the short-pulse equation were later found by Matsuno [15, 16].
It is the purpose of this article to justify the applicability of the short-pulse equation (1.1) to
dynamics of pulses in the framework of the quasilinear Klein–Gordon equation,
utt − uxx + u+ (u3)xx = 0, (1.2)
where t ∈ R+, x ∈ R, and u(t, x) ∈ R. Compared to the full system of Maxwell equations in
electromagnetic theory [20], the quasilinear Klein–Gordon equation (1.2) is only the toy model. It
has been used before to construct the breather solutions on a finite spatial scale by means of the
spatial dynamics methods [10].
Regarding justifications of the short-pulse equation, Chung et al. [6] developed the justification
analysis for the linear version of the short-pulse equation by working with oscillatory integrals and
roots of the dispersion relations in a more complicated system of Maxwell equations. They also
illustrated numerically that the nonlinear version of the short-pulse equation, derived heuristically
with a formal renormalization procedure, yields a very good approximation of the modulated pulse
solutions in the limit of few cycles on the pulse width. However, the problem of justification of the
nonlinear short-pulse equation (1.1) remained opened up to the date. We emphasize that the jus-
tification analysis, albeit similar to other short-pulse approximations, does not follow immediately
from earlier literature on the subject.
To develop the nonlinear justification analysis of the short-pulse equation (1.1), we use the local
existence theory and apriori energy estimates. Dealing with the energy estimates, it is difficult to
control the solutions of the quasilinear Klein–Gordon equation (1.2) in Sobolev spaces Hs(R) with
higher index s > 0 using the scaled variables of the short-pulse equation (1.1). These norms diverge
as ǫ → 0, the higher is the index, the faster is the divergence. To avoid this difficulty, we shall
implement the coordinate transformation from the beginning and work with the error term in the
scaled variables. Specifically, we use the transformation of variables,
u(t, x) = 2ǫU(τ, ξ), τ = ǫt, ξ =
x− t
2ǫ
, (1.3)
and rewrite the quasilinear Klein–Gordon equation (1.2) in the equivalent form,
Uτξ = U + (U
3)ξξ + ǫ
2Uττ . (1.4)
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The short-pulse equation (1.1) appears from equation (1.4) by neglecting the last term ǫ2Uττ . It is
the starting point of our analysis. The following theorem presents the main result.
Theorem 1 For all s > 72 and T > 0, there exists a δ0 > 0 such that for all δ ∈ (0, δ0), there exist
ǫ0 > 0 and C0 > 0 such that for all ǫ ∈ (0, ǫ0), the following holds. Let A ∈ C([0, T ],Hs(R)) be a
local solution of the short-pulse equation (1.1) such that
sup
τ∈[0,T ]
‖A(τ, ·)‖Hs + sup
τ∈[0,T ]
‖Aτ (τ, ·)‖Hs−1 + sup
τ∈[0,T ]
‖Aττ (τ, ·)‖Hs−2
+ sup
τ∈[0,T ]
‖Aτττ (τ, ·)‖Hs−3 ≤ δ (1.5)
and let U0 ∈ H3(R) and V0 ∈ H2(R) be such that
‖U0 −A(0, ·)‖H2 + ‖V0 −Aτ (0, ·)‖H1 ≤ ǫ. (1.6)
Then there exists a unique solution
U ∈ C([0, T ],H2(R)) ∩ C1([0, T ],H1(R)) ∩ C2([0, T ], L2(R))
of the quasilinear Klein–Gordon equation (1.4) subject to the initial data U(0, ·) = U0, Uτ (0, ·) = V0
satisfying
sup
τ∈[0,T ]
‖U(τ, ·)−A(τ, ·)‖H2 ≤ C0ǫ. (1.7)
Remark 1 Condition (1.5) can be satisfied from constraints on the initial data of the short-pulse
equation (1.1), see Corollaries 1, 2, and 3. Loosely speaking, these constraints are satisfied when
the first three anti-derivatives of A(0, ξ) in ξ are square integrable. Note that these constraints are
only imposed on the initial condition A(0, ξ) of the short-pulse equation (1.1), the initial condition
of the quasilinear Klein–Gordon equation (1.4) is arbitrary within the proximity bound (1.6).
Remark 2 For semilinear hyperbolic systems, Alterman & Rauch [2] derived and justified the semi-
linear short-pulse equation without requiring any constraints on the initial data. They introduced
an ǫ-dependent cut-off function in Fourier space removing the Fourier modes close to the zero wave
numbers. However, our original system and our short-pulse equaiton are quasilinear and most of
the subsequent technical difficulties in our analysis are due to this fact. For the same reason, it is
not clear if the constraints on the initial data of the short-pulse equation (1.1) can be removed by
using a similar cut-off function. The answer to this question will be a subject of further studies.
Remark 3 In terms of the variables of the original equation (1.2), we can rewrite bounds (1.6)
and (1.7) in the equivalent form. If we assume that, for sufficiently small ǫ > 0, there is C > 0
such that the initial data satisfy∥∥∥u(0, ·) − 2ǫA(0, ·
2ǫ
)∥∥∥
H2
≤ Cǫ1/2,
∥∥∥ut(0, ·) +Aξ (0, ·
2ǫ
)∥∥∥
H1
≤ Cǫ1/2, (1.8)
then there exists a T -dependent but ǫ-independent positive constant C0 such that the solution of the
quasilinear Klein–Gordon equation (1.2) satisfies
sup
t∈[0,T/ǫ]
∥∥∥∥u(t, ·) − 2ǫA
(
ǫt,
· − t
2ǫ
)∥∥∥∥
H2
≤ C0ǫ1/2. (1.9)
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If A0 ∈ H2(R) and ǫ→ 0, then∥∥∥ǫA0 ( ·
2ǫ
)∥∥∥
H2
= O(ǫ−1/2),
∥∥∥A′0 ( ·2ǫ
)∥∥∥
H1
= O(ǫ−1/2). (1.10)
Bounds (1.8), (1.9), and (1.10) show that the error terms between solutions of the short-pulse
equation and the quasilinear Klein–Gordon equation in the original variables are also O(ǫ) smaller
than the leading order terms.
Organization of the paper: Section 2 presents results about local and global solutions of
the short-pulse equation (1.1). In particular, we identify the constraints on the initial conditions
A(0, ξ), which verify the validity of the assumption (1.5) in Theorem 1. Section 3 deals with local
solutions of the quasilinear Klein–Gordon equations (1.2) and (1.4). We derive the continuation
criterion for local solutions of the quasilinear equations, which is useful to extend local solutions
to the times t = O(1/ǫ) or T = O(1) required for the justification result in Theorem 1. Section
4 reports apriori energy estimates for the error term between solutions of the short-pulse and
quasilinear Klein–Gordon equations. The justification result of Theorem 1 is proven in Section 5
by using a continuation argument together with the energy estimates.
Notations: Hs(R) for s ≥ 0 denotes the Hilbert–Sobolev space equipped with the norm
‖f‖Hs =
(∫
R
(1 + k2)s|fˆ(k)|2dk
)1/2
,
where fˆ is the Fourier transform of f . We shall intersect these spaces with H˙−m, m ∈ N, equipped
with the norm
‖f‖H˙−m =
(∫
R
k−2m|fˆ(k)|2dk
)1/2
.
If f ∈ H˙−m(R), then the m-th order anti-derivative of f is square integrable.
We define the anti-derivative of f ∈ L2(R) ∩ H˙−1(R) by
∂−1ξ f :=
∫ ξ
−∞
f(ξ′)dξ′.
Under the condition f ∈ L2(R) ∩ H˙−1(R), the anti-derivative of f is not only square integrable,
but also continuous and decaying to zero as |ξ| → ∞ thanks to Sobolev embedding. In particular,
f is the mean-zero function satisfying the constraint
∫∞
−∞ f(ξ)dξ = 0.
Constant C stands for a generic ǫ-independent positive constant, which may change from one
line to another line and from one term to another term in the same inequality.
Acknowledgments: This project was initiated during the workshop on the short-pulse equa-
tions organized at the Fields Institute (May, 2011). D. Pelinovsky is partially supported by
the Alexander von Humboldt Foundation. G. Schneider is partially supported by the Deutsche
Forschungsgemeinschaft (DFG) grant SCHN 520/8-1.
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2 Local solutions of the short-pulse equation
We start with the local well-posedness of the short-pulse equation (1.1). An improved local existence
result is obtained by Stefanov et al. [21, Theorem 1]. The following statement will be used in the
estimates for the error terms generated by the local solutions of the short-pulse equation. In
particular, we will specify constraints on the initial data A(0, ·) of the short-pulse equation, which
would guarantee the existence of a local solution satisfying the bound (1.5) assumed in Theorem 1.
Proposition 1 [21] Fix s > 32 . For any A0 ∈ Hs(R), there exists a time τ0 = τ0(‖A0‖Hs) > 0 and
a unique strong solution of the short-pulse equation (1.1) such that
A ∈ C([0, τ0],Hs(R)) ∩ C1((0, τ0],Hs−1(R)) (2.1)
and A(0, ·) = A0. Moreover, the local solution depends continuously on the initial data A0.
Remark 4 Without additional constraints on A0 ∈ Hs(R), Aτ is not continuous at τ = 0 and will
generally violate the bound (1.5) required in Theorem 1.
We will need some estimates on the higher derivatives of the local solution A with respect to τ .
Applying the anti-derivative ∂−1ξ to locally integrable functions in the distribution sense, we obtain
from the short-pulse equation (1.1),
Aτ = ∂
−1
ξ A+ (A
3)ξ, (2.2)
Aττ = ∂
−2
ξ A+ 3(A
2)ξ∂
−1
ξ A+ 4A
3 +
9
5
(A5)ξξ, (2.3)
Aτττ = ∂
−3
ξ A+ ∂
−1
ξ A
3 + 18A2∂−1ξ A+ 3(A
2)ξ∂
−2
ξ A+ 6Aξ(∂
−1
ξ A)
2
+
27
2
(A4)ξξ∂
−1
ξ A+
123
5
(A5)ξ +
27
7
(A7)ξξξ, (2.4)
This chain of equations shows that the derivatives of the local solution A in τ can be controlled
if the anti-derivatives of A in ξ are controlled. The following lemma gives an useful result for this
purpose.
Lemma 1 Let B0 ∈ L2(R) and either (a) F = Gξ with G ∈ C([0, τ0], L2(R)) or (b) F ∈
C1([0, τ0], L
2(R)) for some τ0 > 0. The linear inhomogeneous short-pulse equation,
Bτξ = B + F,
B(0, ·) = B0,
}
(2.5)
admits a unique solution B ∈ C([0, τ0], L2(R)).
Proof. Let S(τ) = eτ∂
−1
ξ : L2(R) → L2(R) denote the fundamental solution operator associated
with the linear short-pulse equation Bτξ = B. Using the Fourier transform, we see that the operator
S(τ) is norm-preserving for any τ ∈ R in the sense ‖S(τ)B0‖L2 = ‖B0‖L2 for any B0 ∈ L2(R).
In case (a), we rewrite (2.5) in the integral form,
B(τ, ·) = S(τ)B0 +
∫ τ
0
S(τ − τ ′)G(τ ′, ·)dτ ′. (2.6)
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From the norm-preserving property of S(τ) and the assumption on G in (a), we obtain a unique
solution B ∈ C([0, τ0], L2(R)).
In case (b), using the decomposition B = −F + B˜, we rewrite the initial-value problem (2.5) in
the equivalent form,
B˜τ = ∂
−1
ξ B˜ + Fτ ,
B˜(0, ·) = B˜0,
}
(2.7)
where B˜0 = B0 + F (0, ·) ∈ L2(R). By Duhamel’s principle, the initial-value problem (2.7) can be
written in the integral form,
B˜(τ, ·) = S(τ)B˜0 +
∫ τ
0
S(τ − τ ′)Fτ (τ ′, ·)dτ ′. (2.8)
From the norm-preserving property of S(τ) and the assumption on F in (b), we obtain a unique
solution B˜ ∈ C([0, τ0], L2(R)) and hence the assertion of the lemma. 
We shall now use Lemma 1 to control the anti-derivatives of the local solution A in ξ.
Corollary 1 Fix s > 32 . If A0 ∈ Hs(R)∩ H˙−1(R), then the local solution of Proposition 1 satisfies
∂−1ξ A ∈ C([0, τ0],Hs+1(R)), A ∈ C1([0, τ0],Hs−1(R)). (2.9)
Proof. Because A ∈ C([0, τ0],Hs(R)) from Proposition 1, we only need to prove that ∂−1ξ A ∈
C([0, τ0], L
2(R)) in order to show that ∂−1ξ A ∈ C([0, τ0],Hs+1(R)). Then, A ∈ C1([0, τ0],Hs−1(R))
from equation (2.2).
Let us denote B(1) := ∂−1ξ A. From equation (2.2), we can see that it satisfies
B
(1)
τξ = B
(1) + (A3)ξ.
Recall that Hs(R) is a Banach algebra with respect to pointwise multiplication for any s > 12 . By
Lemma 1 in case (a), if B
(1)
0 ∈ L2(R), then B(1) ∈ C([0, τ0], L2(R)). 
Corollary 2 Fix s > 52 . If A0 ∈ Hs(R)∩ H˙−2(R), then the local solution of Proposition 1 satisfies
∂−2ξ A ∈ C([0, τ0],Hs+2(R)), ∂−1ξ A ∈ C1([0, τ0],Hs(R)), A ∈ C2([0, τ0],Hs−2(R)). (2.10)
Proof. Denote B(2) := ∂−2ξ A and compute
B
(2)
ξτ = B
(1)
τ = B
(2) +A3.
We note that F = A3 ∈ C1([0, τ0], L2(R)) because of property (2.9). By Lemma 1 in case (b),
if B
(2)
0 ∈ L2(R), then B(2) ∈ C([0, τ0], L2(R)). Hence ∂−2ξ A ∈ C([0, τ0],Hs+2(R)) and ∂−1ξ A ∈
C1([0, τ0],H
s(R)). Then, A ∈ C2([0, τ0],Hs−2(R)) follows from property (2.9) and equation (2.3).

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Corollary 3 Fix s > 72 . If A0 ∈ Hs(R) ∩ H˙−2(R) and ∂−3ξ A0 + ∂−1ξ A30 ∈ L2(R), then the local
solution of Proposition 1 satisfies
A ∈ C3([0, τ0],Hs−3(R)) (2.11)
Proof. Denote B(3) := ∂−3ξ A+ ∂
−1
ξ A
3 and compute
B
(3)
ξτ = B
(3) + 3A2∂−1ξ A+ 9A
4Aξ.
We note that F = 3A2∂−1ξ A+9A
4Aξ ∈ C1([0, τ0], L2(R)) because of property (2.10). By Lemma 1
in case (b), if B
(3)
0 ∈ L2(R), then B(3) ∈ C([0, τ0], L2(R)). Then, A ∈ C3([0, τ0],Hs−3(R)) follows
from property (2.10) and equation (2.4). 
Small-norm solutions are known to exist for infinite time of the short-pulse equation. This result
was originally proved in H2 [17, Theorem 1]. Using the blow-up alternative for the short-pulse
equation [14, Lemma 2], one can extend this result to any s ≥ 2. To be precise, we have the
following result.
Proposition 2 [14, 17] Fix s ≥ 2. If A0 ∈ Hs(R) and
‖A′0‖2L2 + ‖A′′0‖2L2 <
1
6
, (2.12)
the maximal existence time of the local solution of Proposition 1 extends to infinity. Moreover,
there exists C > 0 such that the unique solution A ∈ C(R+,Hs(R)) of the short-pulse equation
(1.1) with A(0, ·) = A0 satisfies ‖A(τ, ·)‖Hs ≤ C for all τ ∈ R+.
Remark 5 In the justification result of Theorem 1, we need small-norm solutions to control linear
error terms. On the other hand, we do not need continuation of these solutions to infinite time
because the justification analysis only holds on finite time intervals in τ .
3 Local solutions of the quasilinear Klein–Gordon equation
Local well-posedness of the quasi-linear equations was studied by Kato [12]. To employ his for-
malism, we shall rewrite the quasilinear Klein–Gordon equation (1.2) as a system of first-order
quasi-linear equations with a symmetric matrix. Because solutions of the short-pulse equation are
small solutions of the quasilinear Klein–Gordon equation in the L∞ norm, we can assume that
‖u‖L∞ < 1√3 and write
u1 = ut, u2 = (1− 3u2)1/2ux, u3 = u. (3.1)
The quasilinear Klein–Gordon equation (1.2) is equivalent to the system of first-order quasi-linear
equations,
∂
∂t

 u1u2
u3

+

 0 −(1− 3u23)1/2 0−(1− 3u23)1/2 0 0
0 0 0

 ∂
∂x

 u1u2
u3

 =

 −u3 −
3u2
2
u3
1−3u2
3
−3u1u2u3
1−3u2
3
u1

 . (3.2)
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By Theorems II and III in [12], a unique local solution of system (3.2) for the vector (u1, u2, u3)
exists in space C([0, t0],H
s(R)) ∩ C1([0, t0],Hs−1(R) for some t0 > 0 and s > 32 . Coming back to
the quasilinear Klein–Gordon equation (1.2), this result is formulated as follows.
Proposition 3 [12] Fix s > 32 . For any u0 ∈ Hs+1(R) and v0 ∈ Hs(R) such that ‖u0‖L∞ < 1√3 ,
there exists a time t0 = t0(‖u0‖Hs+1 + ‖v0‖Hs) > 0 and a unique strong solution of the quasilinear
Klein–Gordon equation (1.2) such that
u ∈ C([0, t0],Hs+1(R)) ∩ C1([0, t0],Hs(R)) ∩ C2([0, t0],Hs−1(R)), (3.3)
subject to the initial data u(0, ·) = u0 and ut(0, ·) = v0. Moreover, the local solution depends
continuously on the initial data (u0, v0).
Since the existence time t0 may depend on the initial norm ‖u0‖Hs+1+‖v0‖Hs , it may be difficult
to continue the local solution for infinite time if the norms increase along the local solution. In
some cases, blow-up in a finite time is possible in the Hs+1 norm for u(t, ·). By the main result
(a–ii) of Yin [24, Theorem 2.3], if the blow-up occurs in a finite time, it occurs simultaneously in
all Hs+1 norms for any s > 32 . This result is formulated as follows.
Proposition 4 [24] The maximal existence time for the local solution in Proposition 3 is indepen-
dent of s > 32 in the following sense. If two local solutions of the quasilinear Klein–Gordon equation
(1.2) exist
u ∈ C([0, t1),Hs1+1(R)) ∩ C1([0, t1),Hs1(R)) ∩C2([0, t1),Hs1−1(R)), (3.4)
and
u ∈ C([0, t2),Hs2+1(R)) ∩ C1([0, t2),Hs2(R)) ∩C2([0, t2),Hs2−1(R)), (3.5)
for the same initial data u0 ∈ Hs1+1(R)∩Hs2+1(R) and v0 ∈ Hs1(R)∩Hs2(R) with s1, s2 > 32 and
s1 6= s2, then t1 = t2.
Results of Propositions 3 and 4 are useful to establish the criterion that controls the breakdown
of local solutions for the quasilinear Klein–Gordon equation (1.2). The following lemma gives the
continuation criterion.
Lemma 2 The local solution of the quasilinear Klein–Gordon equation (1.2) in Proposition 3 is
continued on the time interval [0, t0] for some t0 > 0 as long as
sup
t∈[0,t0]
‖u(t, ·)‖L∞ < 1√
3
, and sup
t∈[0,t0]
(‖ut(t, ·)‖L∞ + ‖ux(t, ·)‖L∞) <∞. (3.6)
Proof. We will prove that the local solution of Proposition 3 does not blow up in the Hs norm on
the time interval [0, t0] if
M0 <
1√
3
and M1 +M2 <∞, (3.7)
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where
M0 = sup
t∈[0,t0]
‖u(t, ·)‖L∞ , M1 = sup
t∈[0,t0]
‖ut(t, ·)‖L∞ , M2 = sup
t∈[0,t0]
‖ux(t, ·)‖L∞ .
Because of the independence of the blow-up time from the index s in Proposition 4, it suffices to
consider the simplest Hs+1 norm for u with s = 2 > 32 .
Let us define the sequence of energies for the quasilinear Klein–Gordon equation (1.2),
E1(u) =
∫
R
(u2 + u2t + u
2
x(1− 3u2))dx, (3.8)
E2(u) =
∫
R
(u2x + u
2
tx + u
2
xx(1− 3u2))dx, (3.9)
E3(u) =
∫
R
(u2xx + u
2
txx + u
2
xxx(1− 3u2))dx. (3.10)
Multiplying equation (1.2) by ut, we obtain the energy balance equation,
1
2
dE1(u)
dt
= −3
∫
R
uutu
2
xdx, t ∈ [0, t0], (3.11)
where the decay of u, ut, ux to 0 as |x| → ∞ is used. This decay is justified for any local solution
of Proposition 3. Under the assumption (3.7), there is C(M0) > 0 such that∣∣∣∣dE1(u)dt
∣∣∣∣ ≤ C(M0)M0M1E1(u) ⇒ E1(u) ≤ E1(u0)eC(M0)M0M1t, t ∈ [0, t0]. (3.12)
Therefore, E1(u) cannot blow up on the time interval [0, t0] if M0 <
1√
3
and M1 <∞.
Differentiating equation (1.2) in x and multiplying the resulting equation by utx, we obtain the
energy balance equation,
1
2
dE2(u)
dt
= −3
∫
R
uutu
2
xxdx− 6
∫
R
u3xutxdx− 12
∫
R
uuxuxxutxdx, t ∈ [0, t0], (3.13)
where the decay of utx, uxx to 0 as |x| → ∞ is used. Again, this decay is justified for any local
solution of Proposition 3. Under the assumption (3.7), there is C(M0) > 0 such that∣∣∣∣dE2(u)dt
∣∣∣∣ ≤ C(M0)(M0M1 + 2M22 + 4M0M2)E2(u)
⇒ E2(u) ≤ E2(u0)eC(M0)(M0M1+2M22+4M0M2)t, t ∈ [0, t0]. (3.14)
Therefore, E2(u) cannot blow up on the time interval [0, t0] if M0 <
1√
3
and M1 +M2 <∞.
We need one more computation for E3(u) to control theH
3 norm for solution u. However, because
of the integration over x ∈ R, we can not work directly with the local solution u and need the
approximating sequence {u(n)}n∈N of local solutions in Sobolev space of a higher index s = 3 > 32 .
Applying density arguments and continuous dependence from initial data, we approximate the
initial value u0 ∈ H3(R) and v0 ∈ H2(R) by functions u(n)0 ∈ H4(R) and v(n)0 ∈ H3(R), such that
9
u
(n)
0 → u0 in H3 and v(n)0 → v0 in H2 as n → ∞. The approximating sequence {u(n)}n∈N of local
solutions of the quasilinear Klein–Gordon equation (1.2) is generated by the sequence of the initial
data {u(n)0 }n∈N and {v(n)0 }n∈N.
Differentiating equation (1.2) twice in x and multiplying the resulting equation by utxx, we obtain
the energy balance equation,
1
2
dE3(u
(n))
dt
= −3
∫
R
u(n)u
(n)
t (u
(n)
xxx)
2dx− 36
∫
R
(u(n)x )
2u(n)xx u
(n)
txxdx− 18
∫
R
u(n)u(n)x u
(n)
xxxu
(n)
txxdx
−18
∫
R
u(n)(u(n)xx )
2u
(n)
txxdx, t ∈ [0, t0], (3.15)
where the decay of u
(n)
txx, u
(n)
xxx to 0 as |x| → ∞ is used. This decay is justified for the approximating
sequence {u(n)}n∈N of local solutions of Proposition 3 with s = 3. Under the assumption (3.7) for
the approximating sequence {u(n)}n∈N rewritten as M (n)0 < 1√3 and M
(n)
1 +M
(n)
2 < ∞, there is
C(M
(n)
0 ) > 0 such that∣∣∣∣∣dE3(u
(n))
dt
∣∣∣∣∣ ≤ C(M (n)0 )(M (n)0 M (n)1 +12(M (n)2 )2+9M (n)0 M (n)2 +9M (n)0 E1/22 (u(n)))E3(u(n)), (3.16)
where the Gagliardo–Nirenberg inequality is used to estimate the last term of (3.15),∣∣∣∣
∫
R
u(n)(u(n)xx )
2u
(n)
txxdx
∣∣∣∣ ≤ M (n)0 ‖u(n)txx‖L2‖u(n)xx ‖2L4
≤ M (n)0 ‖u(n)txx‖L2‖u(n)xxx‖1/2L2 ‖uxx‖
3/2
L2
≤ C(M (n)0 )E1/22 (u(n))E3(u(n)).
Since E3(u
(n)
0 )→ E3(u0) as n→∞, we infer from the continuous dependence of the local solution u
on initial data u0 that E3(u) cannot blow up on the time interval [0, t0] if M0 <
1√
3
andM1+M2 <
∞. 
Remark 6 The continuation criterion of Lemma 2 will allow us to prove the estimates for the
approximation in the H2-norm and to avoid energy estimates in higher Sobolev spaces. In addition,
it will allow us to extend the local solution of the quasilinear Klein–Gordon equation (1.2) to the
times t = O(1/ǫ) or T = O(1) required for the justification result in Theorem 1.
The results of Proposition 3 and Lemma 2 can now be rewritten for the equivalent quasilinear
Klein–Gordon equation (1.4) in new variables (1.3).
Corollary 4 Fix s > 32 and C0 > 0 independently of ǫ. For any U0 ∈ Hs+1(R) and V0 ∈ Hs(R)
such that ‖U0‖L∞ ≤ C0 and for all small nonzero ǫ, there exists an ǫ-independent time T =
T (‖U0‖Hs+1 + ‖V0‖Hs) > 0 and a unique strong solution of the quasilinear Klein–Gordon equation
(1.4) such that
U(τ, ·) ∈ C([0, ǫT ],Hs+1(R)) ∩ C1([0, ǫT ],Hs(R)) ∩ C2([0, ǫT ],Hs−1(R)), (3.17)
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subject to the initial data U(0, ·) = U0 and Uτ (0, ·) = V0. Moreover, for all small nonzero ǫ, the local
solution is continued on the time interval [0, τ0] for a τ0 > 0 as long as there is an ǫ-independent
positive constant C such that
sup
τ∈[0,τ0]
‖U(τ, ·)‖L∞ ≤ C and sup
τ∈[0,τ0]
(‖Uτ (τ, ·)‖L∞ + ‖Uξ(τ, ·)‖L∞) <∞. (3.18)
Proof. The result follows by the transformation of variables (1.3). 
4 Energy estimates for the error term
To continue with the justification analysis, we decompose a solution of the quasilinear Klein–Gordon
equation (1.4) in the form U = A + ǫR, where A is a solution of the short-pulse equation (1.1)
satisfying condition (1.5) of Theorem 1 and R is the error term satisfying
Rξτ = R+ ǫ
2Rττ +
(
3A2R+ 3ǫAR2 + ǫ2R3
)
ξξ
+ ǫAττ . (4.1)
We shall now control solutions of this error equation by using apriori energy estimates. The energy
for the error term is defined by
E =
∫
R
(
R2 +R2ξ +R
2
ξξ + 2ǫ
2R2τ + ǫ
4R2ττ
)
dx. (4.2)
By Sobolev embedding, the energy space E < ∞ is embedded into the space of continuously
differentiable functions in ξ on R, which are decaying to zero at infinity as |ξ| → ∞ and are
bounded by
‖R‖L∞ + ‖Rξ‖L∞ ≤ CE1/2 (4.3)
In addition, if A is a strong solution of the short-pulse equation from Proposition 1 satisfying
property (2.10) of Corollary 2 and E < ∞, then Rξτ defined by equation (4.1) belongs to L2(R)
such that
‖Rξτ‖L2 ≤ ǫ‖Aττ‖L2 + ‖R‖L2 + ǫ2‖Rττ‖L2 + 3(‖A‖L∞ + ǫ‖R‖L∞)2‖Rξξ‖L2
+6ǫ(‖A‖L∞ + ǫ‖R‖L∞)‖Rξ‖2L2 + 12(‖A‖L∞ + ǫ‖R‖L∞)‖Aξ‖L2‖Rξ‖L2
+3(2‖A‖L∞‖R‖L∞ + ǫ‖R‖2L∞)‖Aξξ‖L2 + 6‖R‖L∞‖Aξ‖2L2 .
The previous lengthy estimate can be greatly simplified if R belongs to the energy space (4.2) and
A satisfies condition (1.5) of Theorem 1. In this case, for sufficiently small ǫ > 0, we write
‖Rξτ‖L2 ≤ C
(
δǫ+ E1/2 + δ2E1/2 + δǫE + ǫ2E3/2
)
, (4.4)
where C is a generic ǫ-independent positive constant, which may change from one line to another
line and from one term to another term in the same inequality.
By Sobolev’s embedding, (4.2) and (4.4) yield the control of Rτ in L
∞ norm with the bound
‖ǫRτ‖L∞ ≤ C (‖ǫRτ‖L2 + ǫ‖Rξτ‖L2) ≤ C
(
E1/2 + δǫ2 + δǫ2E + ǫ3E3/2
)
, (4.5)
where we have used that (1 + ǫ + ǫδ2)E1/2 ≤ CE1/2. Note that Rτ is a continuous function of ξ,
which decays to zero at infinity as |ξ| → ∞.
The main result of this section is the following lemma.
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Lemma 3 Under the assumptions of Theorem 1, the rate of change of the energy (4.2) is given by
d
dτ
(
E + E˜
)
= J, (4.6)
where E is given by (4.2), E˜ is given by
E˜ =
∫
R
(−2ǫ2RξRτ − 3A2R2ξ − 6ǫARR2ξ − 3ǫ2R2R2ξ) dξ
+
∫
R
(−2ǫ2RξξRξτ − 3ǫ2A2R2ξτ + 6ǫ2(AAξ)ξR2τ − 6ǫ3ARR2ξτ − 3ǫ4R2R2ξτ) dξ
and J is given by the sum of the right-hand-sides of (4.12) and (4.15) below. Moreover, for suffi-
ciently small δ > 0 and ǫ > 0, there is an (δ,ǫ)-independent constant C > 0 such that
|E˜| ≤ C
(
ǫE + δ2E + δǫE3/2 + ǫ2E2
)
, (4.7)
|J | ≤ C
(
δE1/2 + δ2E + δE3/2 + ǫE2
)
, (4.8)
as long as the solution remains in the function space
R ∈ C([0, T ],H3(R)) ∩ C1([0, T ],H2(R)) ∩ C2([0, T ],H1(R)). (4.9)
The proof of Lemma 3 is based on a number of elementary but lengthy computations. Multiplying
equation (4.1) by Rξ, we derive the first balance equation,
∂
∂τ
(
−1
2
R2ξ + ǫ
2RξRτ
)
+
∂
∂ξ
(
1
2
R2 − 1
2
ǫ2R2τ +
3
2
A2R2ξ +
3
2
(A2)ξξR
2 + ǫAξξR
3 + 3ǫARR2ξ +
3
2
ǫ2R2R2ξ
)
= −ǫRξAττ − 3AAξR2ξ +
3
2
(A2)ξξξR
2 + ǫAξξξR
3 − 9ǫAξRR2ξ − 3ǫAR3ξ − 3ǫ2RR3ξ . (4.10)
Multiplying equation (4.1) by Rτ , we derive the second balance equation,
∂
∂τ
(
1
2
R2 +
1
2
ǫ2R2τ −
3
2
A2R2ξ − 3ǫARR2ξ −
3
2
ǫ2R2R2ξ
)
+
∂
∂ξ
(
−1
2
R2τ + 3A
2RξRτ + 6ǫARRξRτ + 3ǫ
2R2RξRτ
)
= −ǫRτAττ − 3AAτR2ξ − 3(A2)ξξRRτ − 6AAξRξRτ
−3ǫAξξR2Rτ − 6ǫAξRRξRτ − 3ǫAτRR2ξ − 3ǫAR2ξRτ − 3ǫ2RR2ξRτ . (4.11)
If R belongs to the energy space E < ∞, we can integrate the balance equations (4.10) and
(4.11) over ξ in R and use the decay of R, Rξ, and Rτ to zero at infinity as ξ → ∞. As a result,
we obtain the energy balance equation,
d
dτ
∫
R
(
R2 + ǫ2R2τ +R
2
ξ − 2ǫ2RξRτ − 3A2R2ξ − 6ǫARR2ξ − 3ǫ2R2R2ξ
)
dξ
12
= 2ǫ
∫
R
(Rξ −Rτ )Aττdξ + 6
∫
R
(
AAξR
2
ξ − (AAξ)ξξR2 −AAτR2ξ + 2AAξRRξτ
)
dξ
+2ǫ
∫
R
(−AξξξR3 + 9AξRR2ξ + 3AR3ξ − 3AξξR2Rτ − 6AξRRξRτ − 3AτRR2ξ − 3AR2ξRτ) dξ
+6ǫ2
∫
R
RR2ξ (Rξ −Rτ ) dξ, (4.12)
where the integration by parts is performed to obtain∫
R
(
(A2)ξξRRτ + 2AAξRξRτ
)
dξ = −
∫
R
2AAξRRτξdξ.
We still need estimates of the rate of change of ‖Rξξ‖2L2 and ‖ǫ2Rττ‖2L2 . Taking the derivative
of equation (4.1) in ξ and multiplying the resulting equation by Rξξ, we derive the third balance
equation,
∂
∂τ
(
−1
2
R2ξξ + ǫ
2RξξRτξ
)
+
∂
∂ξ
(
1
2
R2ξ −
1
2
ǫ2R2τξ +
3
2
A2R2ξξ + 3ǫARR
2
ξξ +
3
2
ǫ2R2R2ξξ +
3
2
ǫ2R4ξ
)
= −ǫRξξAττξ − 15AAξR2ξξ − 18(AAξ)ξRξRξξ − 6(AAξ)ξξRRξξ − 3ǫAξξξR2Rξξ
−18ǫAξξRRξRξξ − 15ǫAξRR2ξξ − 18ǫAξR2ξRξξ − 15ǫARξR2ξξ − 15ǫ2RRξR2ξξ. (4.13)
Finally, taking the derivative of equation (4.1) in τ and multiplying the resulting equation by
Rττ , we derive the last balance equation,
∂
∂τ
(
1
2
R2τ +
1
2
ǫ2R2ττ −
3
2
A2R2ξτ + 3(AAξ)ξR
2
τ − 3ǫARR2ξτ −
3
2
ǫ2R2R2ξτ
)
+
∂
∂ξ
(
−1
2
R2ττ + 3A
2RττRξτ + 6ǫARRττRξτ + 3ǫ
2R2RττRξτ
)
= −ǫRττAτττ − 3AAτR2ξτ − 6AAξRττRξτ − 6AAτRττRξξ
+3(AAτ )ξξR
2
τ − 6(AAτ )ξξRRττ − 12(AAτ )ξRξRττ − 3ǫAξξτR2Rττ
−12ǫAξτRRξRττ − 6ǫAτ (RRξ)ξRττ − 6ǫAξξRRτRττ − 12ǫAξRξRτRττ
−6ǫAξRRττRξτ − 3ǫAτRR2ξτ − 6ǫARτRττRξξ − 6ǫARξRττRξτ − 3ǫARτR2ξτ
−6ǫ2R2ξRτRττ − 6ǫ2RRτRξξRττ − 6ǫ2RRξRξτRττ − 3ǫ2RRτR2ξτ . (4.14)
Let us now assume the decay of R, Rξ, Rτ , Rξξ, Rτξ, Rττ to zero at infinity as ξ →∞. The decay
holds for the local solution of Corollary 4 on the short time interval [0, ǫT ], since the assumptions
of Theorem 1 corresponds to s = 2 > 32 in Corollary 4. Integrating the balance equations (4.13)
and (4.14) multiplied by ǫ2 over ξ in R, we obtain the extended energy balance equation,
d
dτ
∫
R
(
ǫ2R2τ + ǫ
4R2ττ +R
2
ξξ − 2ǫ2RξξRξτ
)
dξ
+
d
dτ
∫
R
(−3ǫ2A2R2ξτ + 6ǫ2(AAξ)ξR2τ − 6ǫ3ARR2ξτ − 3ǫ4R2R2ξτ) dξ
= 2ǫ
∫
R
(RξξAττξ − ǫ2RττAτττ )dξ + 2
∫
R
(
I1 + ǫI2 + ǫ
2I3
)
dξ, (4.15)
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where
I1 = 15AAξR
2
ξξ + 18(AAξ)ξRξRξξ + 6(AAξ)ξξRRξξ − 3ǫ2AAτR2ξτ − 6ǫ2AAξRττRξτ
−6ǫ2AAτRττRξξ + 3ǫ2(AAτ )ξξR2τ − 6ǫ2(AAτ )ξξRRττ − 12ǫ2(AAτ )ξRξRττ
I2 = 3AξξξR
2Rξξ + 18AξξRRξRξξ + 15AξRR
2
ξξ + 18AξR
2
ξRξξ + 15ARξR
2
ξξ
−3ǫ2AξξτR2Rττ − 12ǫ2AξτRRξRττ − 6ǫ2Aτ (RRξ)ξRττ − 6ǫ2AξξRRτRττ − 12ǫ2AξRξRτRττ
−6ǫ2AξRRττRξτ − 3ǫ2AτRR2ξτ − 6ǫ2ARτRττRξξ − 6ǫ2ARξRττRξτ − 3ǫ2ARτR2ξτ
and
I3 = 15RRξR
2
ξξ − 6ǫ2R2ξRτRττ − 6ǫ2RRτRξξRττ − 6ǫ2RRξRξτRττ − 3ǫ2RRτR2ξτ .
The energy balance equation (4.6) follows from (4.12) and (4.15). Recall the assumptions on A in
Theorem 1. Using bounds (1.5), (4.4), and (4.5) together with the Cauchy-Schwarz inequality, we
obtain the bounds (4.7), and (4.8). The proof of Lemma 3 is complete, as long as the local solution
R remain in the class of functions (4.9).
5 Continuation arguments and the proof of Theorem 1
We shall now finish the proof of Theorem 1. Assumption (1.5) is satisfied for a local solution of
the short-pulse equation (1.1) according to Corollaries 1, 2, and 3 for any fixed s > 72 and T > 0.
Assumptions (1.6) after the decomposition U = A+ ǫR is rewritten in the form,
‖R(0, ·)‖H2 + ‖Rτ (0, ·)‖H1 ≤ 1. (5.1)
This assumption implies that the initial energy E|τ=0 <∞ and E|τ=0 = O(1) as ǫ→ 0, where the
evolution equation (4.1) must be used. Let us denote E at the time τ ≥ 0 by E(τ).
Since R(0, ·) ∈ H3(R) and Rτ (0, ·) ∈ H2(R) by the assumption of Theorem 1, Corollary 4 with
s = 2 implies that there exists a local solution
R ∈ C([0, ǫT ],H3(R)) ∩ C1([0, ǫT ],H2(R)) ∩ C2([0, ǫT ],H1(R)) (5.2)
of the residual equation (4.1). Because of the continuation criterion (3.18) in Corollary 4, we can
extend the existence interval to [0, T ] as long as R is controlled in the energy space E(τ) <∞ for
τ ∈ [0, T ].
By Lemma 3, we have
E(τ) + E˜(τ) = E(0) + E˜(0) +
∫ τ
0
J(τ ′)dτ ′. (5.3)
We use bounds (4.7) and (4.8), the elementary bound 2E1/2 ≤ 1 + E, and Gronwall’s inequality.
As a result, for a sufficiently small δ > 0, there is a ǫ0 > 0 such that for all ǫ ∈ (0, ǫ0), there are
C0 > 0 and C1 > 0 such that
E(τ) ≤ C0(E(0) + δT )eC1δT , τ ∈ [0, T ]. (5.4)
Hence, we have E(τ) < ∞ for any τ ∈ [0, T ], so that the local solution (5.2) is extended to the
whole time interval [0, T ]. Because E(0), T , C0, and C1 are ǫ-independent, the proof of Theorem
1 is complete.
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