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In this paper we consider an important kind of extremal problem. Using 
Altman’s method of contractor directions we obtain an extremum principle for this 
kind of problem under weak assumptions about differentiability. 0 1988 Academic 
Press, Inc. 
The method of contractor directions presented by Altman in Cl, 21 is 
applied in [3, 4, 61 and other papers. In [3] some generalization of the 
Lusternik theorem is proved under the assumption of Glteaux differen- 
tiability. This generalization is used in [3] to obtain the Lagrange 
multipliers theorem, as well as in [6] to get some generalization of the 
Dubovitskii-Milyutin formalism, under these weaker assumptions. 
Extremal problems with mixed type of equality and nonequality, 
operator and nonoperator constraints were investigated extensively by 
many authors. A special kind of these extremal problems considered by 
Ioffe and Tikhomirov (cf. [S]), PszeniCnyj and Nienahov (cf. [7]), and 
others is called the smooth-convex problem. This problem is important 
because the necessary condition for it implies the Pontryagin maximum 
principle for problems of optimal control. 
In this paper we consider this extremal problem under the assumption of 
G&teaux differentiability of the equality constraint operator. Using the 
generalization of the Lusternik theorem from [3] we obtain the extremum 
principle for this problem under this weak assumption about differen- 
tiability. 
We shall apply the following results from [3]. 
+ Current address: Department of Mathematics and Statistics, Southern Illinois University 
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COROLLARY 1.1 [3]. Let P: S(x,, r) + Y be a closed nonlinear operator 
with Px, = 0. Suppose that the Gciteaux derivative VP(x) (not necessarily 
bounded) exists and Im VP(x) is dense in Yfor all x E S(x,,, r). If there is a 
constant C which has the property that for any x E S(x,, r), y E Im VP(x), 
there exists an element h E X such that 
VP(x)h = y and llhll d c Ilyll, 
then, for each h # 0 with VP(x,)h = 0, there exists a number t(h) > 0 with the 
following property: 
For each t with (tl <t(h), there exists an element q(t)~ X such that 
P(x, + th + n(t)) = 0 and Iln(t)ll/t -+ 0 as t -+ 0. 
Let us consider the extremal problem 
fO(x, u) + inf (1) 
under the constraints 
F-(x, u) = 0 (2) 
fib, u) f 0, ..., fn(x, u) G 0 (3) 
UE u, (4) 
where X, Y are Banach spaces, U is some set, fO, f,, . . . . f,, are functions on 
Xx U, and F: Xx U + Y is some operator. 
Remark 1. This problem is considered in Ioffe and Tikhomirov’s 
monograph [S] under the assumptions of the continuous Frechet differen- 
tiability of the functions fO, fr, . . . . fn and the operator F with respect to x 
and their convexity with respect o U, i.e., as the smooth-convex problem. 
We shall obtain a necessary condition for the local minimum in the form 
of the extremum principle under weaker asumptions than those in Ioffe and 
Tikhomirov’s monograph. We shall assume only the Gateaux differen- 
tiability of the operator F with respect to x and its convexity with respect 
to u. 
Problem (l)-(4) will be called Problem I. 
DEFINITION 1. We shall say that a point (x,, I+.) is the point of the 
local minimum for Problem I if, for any x from some neighbourhood of the 
point x* and any u E U, satisfying (2)(4) we have that 
fo@* 3 u*) Q fok u). (5) 
DEFINITION 2. We shall say that the operator F: Xx U + Y of 
160 URSZULA LQDZEWICZ-KOWALEWSKA 
Problem I is Gateaux differentiable with respect o x at the point (x,, u,J E 
XxUif 
lim F(xo + th, uo) - F(xo, uo) 
r-0 t 
exists for any h E X and the transformation 
x3 h --, lim Wo + th, uo) - 4x0, uo) E y 
t-0 t 
is linear and continuous on X. 
The above transformation will be called the Glteaux derivative of the 
operator F with respect to x at the point (x0, uo) and denoted by 
VF.x(xo, ~0). 
By the Lagrange function we shall mean 
Lb, u, do,J,, ..., A, Y*) 
= i nifi(x, U) + (Y*, F(x, ~11, 
i=O 
(6) 
where A,, A,, . . . . 1, E R, y* E Y*. 
Using Corollary 1.1 from [3 J cited above, we shall obtain the extremum 
principle for Problem I: 
THEOREM 1. Let (x,, u*) be the point of the local minimum for 
Problem I. Let us assume that one of the following groups of assumptions i  
satisfied: 
(al) there exist Gateaux derivative VFJx*, u*) and Frtchet 
derivatives f b(x,, u,), i = 1, 2, . . . . n; 
(a2) lin(Im VFJx,, u*) + F(x,, U)) is a proper closed subspace of Y; 
or there exists a ball S,(x,, r,) in X such that 
(bl) F(., u) 1-1 is a cl0 sed operator for any u E U; 
(b2) for any (x, u) E S,(x,, r,) x U the Gateaux derivative VF,(x, u) 
exists and the transformations x + fi(x, u), i = 0, 1, . . . . n‘ are of C’ class at 
the point x, ; 
(b3) Im VF,(x,, u* ) has a finite codimension in Y; 
(b4) for any finite system of points {uo. ul, . . . . u,} from U and 
for E > 0, there exist a constant C and a ball S,(O, r2) in R”+ ’ such that, for 
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any xES,(x,, r,)-x,, (a,, al, . . . . a,)E S,(O, r2), the linear operator A: 
XXR"+' -+ Y in the form 
A(& ti,, . ..) CL,) = 
(( 
l-a,-.2 f ai VF,(x, +x,u,) 
j= 1 1 
+ a0 VF,(x, + x, UO) 
+ E $J a.iVF,r(x, -t x, Uj) 1 
j= I ) 
+ (F(x* + x, uo) - F(x* + x, u,)) “0 
m 
- & 1 (F(x* +x, u,) - F(x* +x, u*))cI, 
j=l 
has a dense image in Y and satisfies the following condition: for any 
y E Jm A, there exists (X, So, . . . . L?,) E Xx R”+ ’ such that 
A(x, Cc,, .. . . c(,) = y and ll4l + f tq GC IlYlli 
,=o 
(b5) for any x~S,(x,, rl) the transformation u -+F(x, u) and the 
functions u + fi(x, u), i = 0, 1, . . . . n, satisfy the following convexity condition: 
foranyu,~U,~~~U,andO~a~l, thereexistsuEUsuch that 
F(x,u)=aF(x,u,)+(l-a)F(x,u,), 
.f,(x,u)dafi(x,u,)+(l-a)f~fi(x,U?), i=O,l,...,n; 
then there exist Lagrange multipliers ,I, > 0, E., 2 0 . . . ,In > 0, y* E Y *, not 
vanishing simultaneously, such that 
(1) VL.b*3u*, ~o...~,,~*)=CI=oj.,.f:~(~*,~,)+VF.~(x,, u*) Y* 
= 0, 
(II) L(x*, u, LO.‘. A,, y*) = min L(x, u, 2, ... A,, y*), 
UE u 
(III) dlfi(x*, u,)=O for i= 1,2, . . . . n. 
In addition, if 
(c) the image of the set Xx U in the transformation (x, u) -+ 
vmx,, u*b+F(x*, u) contains a neighbourhood of 0 in Y and there exists 
a point (x, u) such that 
V~,(x*,u*)x+~(x*,u)=O 
f :r;(x*> u,)x+f,(x*, u)<O 
for any i such that fi(x,, u*) =O, then 1, #O and we can put I, = 1. 
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Remark 2. Equation (I) is some generalization of the Euler-Lagrange 
equation for the smooth-convex problem from [S]. Condition (II) is the 
well-known Kuhn-Tucker condition for convex problems. 
Remark 3. Assumptions (bl ), (b2), and (b4) of Theorem 1 imply those 
of Corollary 1.1 from [3]. But it is obvious that the assumptions of 
Corollary 1.1 can be replaced by those of Theorem 1.1 or Theorem 1.2 
from [3]. 
Proof: The proof is similar to that of the extremum principle for the 
smooth-convex problems. However, in order to give the possibility of 
reading this paper independently from [S] it will be given below in the 
complete form. 
We shall consider four cases: two degenerate, a nondegenerate one, and 
a regular one. 
Let us denote 
L, = im VF,(x,, 24.+), (7) 
B= L, + F(x*, U), (8) 
L = lin B. (9) 
Case 1. Let us assume that (al), (a2) are satisfied. From the corollary 
of the Hahn-Banach theorem it follows that there exists a nonzero 
functional y* E Y* belonging to the annihilator of the subspace L. Thus we 
have that 
(Y*> VFx(x*, u,)x + F(x,, u)) = 0 (10) 
for any x E X, u E U. Now, it is enough to put u = u*, and from the 
definition of the dual operator we obtain that 
VF:(x,, u*)y* =o. 
On the other hand, for x = 0, from (10) we have that 
(Y*, F(x,, u)) = (y*, F(x,, u,)) = 0. 
(11) 
(12) 
Putting lo = ... = 1, =0 from (11) and (12) we get conditions (I)-(III) of 
the proposition. 
Assume that (bl)-(b5) are satisfied. In this case we can show that 
int B # @. Using assumptions (b3) about the finite codimension and (b5) 
about the convexity and proceeding identically as in [S, Sect. 1.43, we can 
show this fact. 
Case 2. Now, let us assume that O# int B. Then from the 
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Hahn-Banach theorem we obtain that there exists a nonzero functional 
y* E Y* separating the set B from 0, i.e., such that 
(Y*, Y)>O for any y E B, 
that is, 
(.Y*mw*, u*)x+F(x*? u))20. 
After putting u = u* in the last inequality we have 
(Y*, WX(X,~ u*)x) 20 forany xEX, 
(13) 
i.e., 
W&t 1 u*) y* = 0. 
Putting x = 0 in (13) we obtain 
(Y*, F(x,, ~1) a (Y*, F(x,, u,)) for any UE U. 
So, as previously, we obtain the proposition in the case when lo = 
. . =A, =o. 
Case 3. Assume that O~int B. Let us fix fi(x,,u,)= ... = 
.fk(X* 7 ~,)=O,f~+~(x*,~*)<O...f,(x*,~*)<O.Weshallconsidertheset 
C in the form 
c= {(PO, PI, -,pk, y)ERk+’ x Y: there exist x E X and u E U 
such that pi > f{,(x,, u,)x + fi(x,, u) - fi(x,, u*) for i = 
0, 1, . ..) k, Y = W,(x, > u,b + I;(x,, u)--F(x*, u,,}. 
Now, it is enough to show that 
int C#fa and 04 c. (14) 
The set C is convex, and if conditions (14) are satisfied, then there exists 
a nonzero functional (&,, . . . . &,, y*) E Rk+ ’ x Y* separating the set C and 
0, such that 
Thus, from the last inequality it follows that 
i: li(f :-C( x*3 U,bffii(X,~ u)-fi(x*? u,)) 
I=0 
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Putting &+l = ... = A,, = 0, we obtain that 
vux, 9 u* 9 10, . . . . &, Y*b + w,, 4 &, . . . . L Y*) 
- L(x*, u*, &, . . . . a,, y*) 2 0. 
Conditions (I)-(III) of the proposition are obtained from the last 
inequality by putting, successively, u= U* and x = 0. 
Now, we must show conditions (14). The proof of the fact that int C # @ 
runs identically as in [5, Sect. 1.43 with the set B, in the form 
Bo = wh-*, u*) w, 1) + F(x*, Uo), 
where U(0, 1) and U0 are defined identically as in [S, Sect. 1.4). 
We shall now prove that 04 C. Assume that this fact is not true, i.e., 
there exist x0 E X and u0 E U such that 
Wx(x,, u&o + F(x*, uo) - F(x,, u*) = 0, 
f LAX*, u*)xO +fitx*7 uO)-Lsi(x*, #*) 
< --a<0 for i = 0, . . . . k. 
(15) 
(16) 
Let E > 0 be some fixed number and consider the following transfor- 
mation of the space Xx R”+’ into Y, 
9(x, ao, . ..) F(x* +X,24.+) 
+ ctoF(x* +x3 u,)+ f EjF(x* f XT Uj). (17) 
i=l 
It is easy to check that, in view of assumption (b2), 9 is Gateaux differen- 
tiable on (S1(x,, ri) - x*) x S,(O; rz) and its differential is of the form 
VF(x, cio, . . . . a,)(X, ii,, . . . . 2,) 
= 
(( 
1 -a0 --E f aj 
> 
VF,(x, +x, u*) 
j=l 
+c~oVF,(x, i-X, UO)+E f ajVF,(X, +X, Uj X 
j= 1 > 
+ (W, + x, uo) - F(x, + x, u* ))zo 
m 
--E c (F(x, +x, u,) - F(x, +x, u*)&. (18) 
j=l 
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Let us put in (18) (x, aO, . . . . a,) = (0, 0, . . . . 0). We obtain the formula 
VF(O,O, . ..) 0)(X, ii,, . ..) ji,) 
=VFx(x,, uz+t)X + ~o(F(x,> uo) - F(x,, u,)) 
+E f cqi(F(X*, Uj)-F(X*, u*)). (19) 
J=l 
It is easy to notice that there exists a vector x’ E X such that 
VF,(x, 5 u,)x'+ f F(x,,u,)=O. 
/=I 
t-201 
From (18), (19), (20) we get the equality 
VF(0, 0, . ..) 0)(x, + EX’, 1, . . . . 1) = 0. (21) 
It is easy to check that, in view of assumption (bl), we have that 
the transformation 9 given by formula (17) is closed on 
b%(x*~ rr) -x,} x Sz(O; r2). The Gateaux derivative given by (18) is the 
operator A from assumption (b4) of this theorem. Thus all the assumptions 
of Corollary 1.1 from [3] are satisfied. Applying this corollary to the 
function given by (17), the point x0 = (0, 0, 0, .,., 0) and the vector h = 
(x0 + EX’, 1, . . . . 1) # 0, we get that from equality (21) it follows that there 
exists ye > 0 such that, for any (tl < q, there exists a transformation r(t) such 
that 
.F(th+r(t))=O, where t-’ IIr(t)(l -+Ofor r+O. 
Precisely, the transformation r(t) has the form 
r(t) = G(t), &At), ..., L(t)), 
thus 
9( t(x, + EX’) + Z(t), t + E,(t), . ..) t + c1,( t)) = 0 (22) 
and 
Il-lz(f)ll + 2 Igjii(f)l +O for t + 0. 
j=O 
Condition (22) is satisfied for any E > 0. Let us choose E such that 
E f:,(x*,U*)X’+ f fifi(X,?U,) <w 
,=l 
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for any i = 0, 1, . . . . k and consider the functions 
giCx, a09 ...Y ‘f?l)= l -aO m-E 2 
( 
clj fi(X* +X3 U*) 
j=l ) 
+aof,(x* +x, uo)+E f Ujf,(X* +x, Uj). (23) 
j=l 
Then 
gi(O, O3 ...> O) = 
fax *, u*) for i=O 
0 for i= 1, 2, . . . . k. 
It is easy to notice that in view of assumption (b2) the functions g, are 
Frechet differentiable at the point (0, 0, . . . . 0) E Xx R”‘+ ’ and their differen- 
tial at this point is of the form 
MO, . ..Y 01, (x, a09 ..., %)) 
= f ;&*9 u*)x+aoMx*~ uo)-m*~ u)) 
+ f ajtfi(X* uj) - fitx* Y u* J)* 
j=l 
(24) 
From the last equation and from (16) it follows that 
MO, . . . . 0)(x, + EX’, 1, . . . . 1)) < - 6/2 
for i = 0, 1, . . . . k, i.e., 
gi(l(XO +EX’+T(t)), t(l +&O(t)), ..ey t(l+E,(t))) 
= gi(Oy 0, .v.y 0) + t(gi(O, ..*y 0)~ (X0 + EX’, 1, . ..p 1)) +0(t) 
< gi(O9 *..y 0) - t J/2 + o(t). (25) 
Let us put x(t) = x.+ + t(x, + EX’ + Z(t)). Then it is obvious that x(t) +x* 
for t + 0. For sufliciently small t, 
t(l+Eo(t))+E f (l+$(t))<l, 
j+l 
1 + E,(t) > 0, . . . . 1 + a,(t) 2 0. 
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From assumption (b5 ), after simple calculations, proceeding identically 
as in [S, Sect. 1.41, we get that there exists an element u(t) E U such that 
F(x(t), u(t)) = 0, 
fj(x(t), u(t))<O, for i= 1, 2, . . . . k, k+ 1, . . . . n, 
f&(t)9 u(t)) <fob*? u*L 
i.e., (x(t), u(t)) is an admissible element for Problem I, fO(x(r), u(t)) < 
fob* 7 u,), and x(t) + x.+ as t -+ 0, but this contradicts the fact that 0 E C. 
The proof in this case is completed. 
Case 4 (regular case). Let us assume that assumption (c) of this 
theorem is satisfied. Now, it is enough to show that there cannot exist any 
A, 20, . . . . ik >o, y*E y*, not vanishing simultaneously and such that 
VWX,~ u*)Y*+ i Lf-:3x*, u*)=O, (26) 
!=I 
=FGi; ((Y*, F(X,, U)) + i: Aifi(x*, U)). 
i= 1 
(27) 
Really, if one of li # 0, then from assumption (c) we have the inequality 
,g, ufL(x* 7 u*)xO +fitx*t uO))<“. (28) 
Combining (26) and (28), we get 
i.e., in view of assumption (c) 
(Y*, F(x,, uO)) + i ntfi(X*7 uO)<03 
I=1 
but this contradicts (27). Thus we show that I, = . . . = A, = 0. 
If y* # 0, then, in any neighbourhood of 0 in Y, there exists a point y 
such that (y*,y)<O.So, wecanfindxEXanduEUsuch that 
(Y*, Wxb,, u,b + F(x,, ~1) < 0. 
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But &=...=&=O, therefore from (26) it follows that 
(y*, Vl;,(x,, u*)x)=O, i.e., (y*, F(x*, u)) ~0, which contradicts (27). 
Our theorem is proved. 
If the operator F does not satisfy condition (b4) of Theorem 1, it is 
enough to take the weaker assumption that the operator 9 given by (17) 
has a Lipschitz approximation in the sense of Definition 3 given below and 
the assumptions of Theorem 1.3 from [3] are satisfied. 
DEFINITION 3 [3]. The operator T: S(x,, r) + Y is said to be a 
Lipschitz approximation to P: S(x,, r) -+ Y if P - T is a Lipschitz operator, 
i.e., there exists a constant K such that 
II(PZ-TZ)-(Px-TX)// 
<KIlx-Xll for all X, x E S( x0, r ). (*I 
THEOREM 1.3 [S]. Suppose that the following hypotheses are satisfied: 
(a) T is a Lipschitz approximation to P satisfying (*), 
(b) the Gdteaux derivative VT(x) exists and is a mapping onto Y for 
all x E S(x,, r), 
(c) There exists a constant C such that the equation VT(x)h = y has a 
solutionforaZlx~S(xO,r)andy~Ywith [lhl[<Cllyll andCK<l, 
(d) the Gateaux derivative VP(x,) (not necessarily bounded) exists, 
(e) Px, =O, 
then the assertions of Corollary 1.1 hold true. 
Using Theorem 1.3, we can obtain the extremum principle for Problem I 
under weaker assumptions than in Theorem 1. 
THEOREM 2. Let (x*, u*) be the point of the local minimum for 
Problem. 1. Let us assume that (al), (a2) of Theorem 1 are satisfied or there 
exists a ball S,(x,, r,) in X such that 
PO) Ft.3 uNsl(x,,rl) is a closed operator for any u E U; 
(bl) the GBteaux derivative VF,.(x,, u.+) exists, for any (x, u) E 
S,(x*, 1 r ) x U, and the transformations x -+ fi(x, u), i = 0, 1, . . . . n, are of C ’ 
class at the point x,; 
(b2) Im VF,(x,, u*) has a finite codimension in Y, 
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(b3) for any finite system of points {u,, . . . . u,} from U andfor c> 0, 
there exists a ball S,(O, rZ) in R”+’ such that the transformation 
9(x, ao, . . . . a,) = 1 - a0 - E T aj 
> 
F(x, + x, u.+) 
/=I 
+ a,F(x, +X, 24~) +E f cIjF(X, +x, uj) 
,=I 
has a Lipschitz approximation F on {S,(x,, r,)-x,‘, xSZ(O, r2) in the 
sense of Definition 3 with the constant K; 
W) for any (x, a0,...,a,)~{S,(~*,r,)-x*}~SZ(0,r2), the 
GBteaux derivative Vf(x, ao, . . . . a,) exists and is a mapping onto Y, 
(b5) there exists a constant C such that the equation 
VT-(x, ao, . . . . rm)(X, Cr,, . . . . r%,,,) =y has a solution for any (x, ao, . . . . a,)E 
ISI(X,~ r,)--x,)xS,(O;r,) and yeY with ~~.U(l+~~=oloC,l~C~ly/( and 
CK< 1; 
assumptions (b5), (c) of Theorem 1 are satisfied, then the assertions of 
Theorem 1 hold true. 
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