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Kurzfassung
Ultraschall wird heutzutage als bildgebendes Messverfahren in der Medizin-
technik und in der Industrie breit eingesetzt. Im Vergleich zu optischen Sys-
temen ist Ultraschall unempfindlich gegen Farbunterschiede und optische
Reflexionseigenschaften der abzubildenden Objekte. Zusätzlich können Ab-
stände
direkt gemessen werden. Jedoch ist die Lokalisierungsgüte, z.B. der Kon-
trast, die Punktspreizfunktion (PSF) und gegebenenfalls die Bildartefakte,
stark abhängig von der Güte der Laufzeitdetektion und der Kenntnis der
zurückgelegten Wege. Mit der zunehmenden Systemkomplexität wie zum
Beispiel den mehr als 2000 Ultraschallwandlern in dem Prototypen für 3D
Ultraschall-Computertomographie (USCT) am KIT lassen sich Ultraschall-
systeme bisher nicht automatisch kalibrieren. Dies stellt eine wesentliche
Limitierung für weitere Verbesserung der Lokalisierungsgüte dar.
In dieser Doktorarbeit werden erstmals allgemein einsetzbare Verfah-
ren zur Optimierung der Lokalisierungsgüte von Ultraschallsystemen unter-
schiedlicher Komplexität entwickelt. Die Optimierung der Lokalisierungs-
güte wird durch die Identifikation, Kalibration und Kompensation von mög-
lichen Fehlerquellen durchgeführt. Weiterhin wird die Lokalisierungsgüte
durch eine Optimierung der Wandleranordnung für eine bessere Abdeckung
des Messbereiches (engl.: Region-of-Interest (ROI)) und eine gleichmäßige-
re Verteilung der Systemleistung verbessert. Es wurden zwei Ansätze entwi-
ckelt: ein Selbstkalibrierungsverfahren und ein Verfahren zur Optimierung
der Wandleranordnung.
Die Selbstkalibrierung benutzt die Schalllaufzeiten zwischen den Sender-
Empfänger-Kombinationen (SEK) in einer Leermessung, ummögliche Feh-
i
Kurzfassung
lerquellen zu kalibrieren. Das Verfahren verbessert gängige Standardver-
fahren in zwei Hauptaspekten. Zum einen erlaubt es zum ersten Mal eine
Kalibrierung trotz inhomogener Schallgeschwindigkeitsverteilung imMedi-
um. Zum anderen werden durch sequentielle Kalibrierung der Fehlerquellen
priorisiert nach ihrer Größenordnung der Speicherbedarf für komplexe Sys-
teme stark reduziert. Gleichzeitig werden meßfehlerbehafteten Daten mit
einer statistischen Analyse des Signal-Rausch-Verhältnisses und der Verzö-
gerung einzelner SEK detektiert und reduziert.
Das Verfahren erlaubt erstmalig die komplette automatische Kalibrie-
rung des 3D-USCT-Prototypen. Nach der Kalibrierung konnte mit einem
Drahtphantom die theoretisch berechnete Halbwertsbreite des Geräts von
0;22mm gemessen werden. Durch die automatische Detektion fehlerhafter
Daten können Bildartefakte in dem Schallgeschwindigkeitsbilden erfolg-
reich vermieden werden. Außerdem wurde eine Methode zur Vorhersage
der Genauigkeitsgrenzen der Kalibrierung basierend auf der Konditionszahl
des aufgestellten Gleichungssystems entwickelt. Diese ermöglicht zum ers-
ten Mal die Festlegung einer realistischen Fertigungstoleranz zukünftiger
Ultraschallsysteme in der USCT.
Das Ziel des Optimierungsverfahrens ist es, eine Wandleranordnung für
eine gegebene ROI mit einer gegebenen Anzahl von Wandlern zu opti-
mieren. Die Lokalisierungsgüte wird durch die Gütemaße: gleichmäßige
ROI-Abdeckung, garantierte Objektdetektion und die räumliche Homogeni-
tät der Streuung der Positionsgenauigkeit (engl.: dilution of precision) und
der Punktspreizfunktion (PSF) beschrieben. Die Optimierung erlaubt imGe-
gensatz zu den Standardverfahren die Detektion von Objekten über den vol-
len Winkelbereich, die Optimierung der Kalibrierbarkeit des Systems und
mit der einzigartigen Beschreibung der Ultraschallwandlern mit Polygonen
die Beachtung vorgegebener Hindernisse und beliebiger ROI-Geometrien.
Die Optimierungsverfahren wurde neben dem 3D-USCT-Gerät erfolg-
reich mit zwei Ultraschallsystemen unterschiedlicher Komplexität getes-
tet: mit einem Ultraschallarray zur Abstandsmessung mit fünf Wandlern
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unter extremen Temperaturbedingungen und einem weltweit ersten bildge-
bendem 2D-Luftultraschallsystem mit sechzehn Wandlern. Eine Anpassung
der Selbstkalibrierung für das Luftultraschallarray unter extremer Tempe-
raturbedingung verbessert die Messgenauigkeit von 9;8mm auf 1;8mm für
Messungen der Auftragshöhe von heißem Asphalt. Das entwickelte Verfah-
ren zur Objekterkennung, Lokalisierung und Klassifizierung mit dem bild-
gebenden Luftultraschallsystem für industrienahe Anwendungen zeigt eine
gesamte Klassifizierungsgenauigkeit von 88;9% und eine Positionierungs-
genauigkeit von 5mm im Vergleich zur gemessenen Systemauflösung von
1;4 cm.
Die entwickelten Verfahren ermöglichen unter der Berücksichtigung von
Umwelteinflüssen die Selbstkalibrierung komplexer Ultraschallsysteme mit
einer Genauigkeit besser als ein Viertel der Wellenlänge und eine optimierte
Wandleranordnung für beliebige ROI-Geometrien.
iii
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1 Motivation
Heutzutage sind die technischen Anwendungen von Ultraschall immens
vielfältig. Ultraschall als bildgebendes Messverfahren ist im Vergleich zu
optischen Systemen unempfindlich gegen Farbunterschiede und optische
Reflexionseigenschaften der abzubildenden Objekte. Zusätzlich können
Abstände direkt gemessen werden. Jedoch sind die Lokalisierungsgüte, zum
Beispiel der Kontrast, die Punktspreizfunktion und gegebenenfalls die Bild-
artefakte, stark abhängig von der Laufzeitdetektion und der Kenntnis der
zurückgelegten Wege.
Diese Doktorarbeit beschäftigt sich mit der Optimierung der Lokalisie-
rungsgüte bildgebender Ultraschallsysteme. Die Lokalisierungsgüte eines
Ultraschallsystems wird hier definiert als die Fähigkeit des Systems, die
Positionen von zu messenden Objekte in einem Betrachtungsbereich unter
Berücksichtigung von Eigenschaften des Ausbreitungsmediums genau zu
bestimmen. Für ein bildgebendes Ultraschallsystem erweitert sich die De-
finition der Lokalisierungsgüte auf das Abbildungsvermögen des Systems,
wie zum Beispiel der Bildkontrast und die Punktspreizfunktion.
Da der Einsatz von Ultraschall als Messverfahren auf die Interaktion zwi-
schen der Ultraschallwelle und dem Medium beruht, wird die Lokalisie-
rungsgüte von der Kenntnis des Messaufbaus und des Mediums beeinflusst.
Zum Beispiel kann ein Temperaturmeßfehler zu einer falsch geschätzten
Schallgeschwindigkeit führen. Diese kann dann einen Fehler in dem gemes-
senen Abstand erzeugen oder die Bildqualität verschlechtern.
Die Lokalisierungsgüte eines Ultraschallsystems wird ebenfalls von der
Anzahl der Ultraschallwandler und ihrer Anordnung beeinflusst. Eine op-
timierte Wandleranordnung ermöglicht Verbesserungen in der räumlichen
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Abdeckung des Aufnahmebereiches und der Bildqualität bei gegebenen
Randbedingungen wie zum Beispiel der Anzahl der Ultraschallwandler und
der Kosten.
Mit der zunehmenden Systemkomplexität steigen die technische Anfor-
derungen beim Systementwurf und Systembau wie zum Beispiel die Fer-
tigungstoleranz, die Robustheit der Elektronik und eine optimierte Anord-
nung der Ultraschallwandler. Zum Beispiel wurde das 3D-USCT-II-Gerät
am KIT mit einer Fertigungstoleranz von 20 µm angefertigt, um eine gu-
te Abbildungsqualität zu ermöglichen. Eine gröbere Fertigungstoleranz ge-
folgt durch eine manuelle Kalibrierung des Systems würde die Kosten und
den technischen Aufwand stark reduzieren. Allerdings wäre das Gerät auf-
grund seiner Komplexität und der verborgenen Piezoarrays hinter der Aus-
koppelschicht nicht mehr manuell zu kalibrieren.
1.1 Einsatzbereiche von Ultraschall
Industrielle Ultraschallwandler benutzen die Reflexion der Ultraschallwelle
an Objekten, um die Abstände der Objekte zum Sensor zu messen. Mögli-
che Einsatzgebiete sind zum Beispiel die Raumüberwachung und die berüh-
rungslose Füllstandmessung in Behältern. Im Transmissionsbetrieb, in dem
zwei Ultraschallwandler gegenüber oder in einem Winkel zueinander posi-
tioniert sind, kann zum Beispiel das Vorkommen von Doppelbögen in der
Druckindustrie anhand von Schalldruckänderungen aufgrund der Material-
dämpfung erkannt werden.
Luftultraschallwandler finden zurzeit ihren Einsatz in einfacher Objekter-
kennung und Abstandmessung. Die genaue Lokalisierung mehrerer Objekte
mit nur einem Ultraschallwandler ist jedoch nicht möglich [2].
Im Bereich der zerstörungsfreien Werkstoffprüfung wird Ultraschall be-
nutzt, um Defekte im Material zu detektieren. Andere Anwendungen von
Ultraschall in der Industrie sind zum Beispiel die Ultraschallreinigung und
2
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(a) Raumüberwachung (b) Füllstandsmessung
(c) Doppelbögenerkennung (d) Werkstoffprüfung
Abbildung 1.1: Die Abbildungen zeigen die Beispielanwendungen von Ultraschall-
systemen in der Industrie. Abbildungen entnommen aus [1].
das Ultraschallschweißen. Abbildung 1.1 stellt Beispielanwendungen von
Ultraschall in der Industrie dar.
Ultraschall wird auch in der Medizintechnik als bildgebendes Verfah-
ren eingesetzt. Dieses Verfahren wird Sonografie genannt. Heutzutage ist
die Sonografie aufgrund der niedrigeren Einsatzkosten sehr verbreitet [3].
Außerdem hat die Gewebeuntersuchung mit Ultraschall im Vergleich zur
Röntgendiagnostik keine Strahlenbelastung.
3
1 Motivation
Abbildung 1.2: 3D-USCT-II-Gerät (links) am IPE mit halbellipsoider Apertur
(rechts)
Dank der Entwicklung von Datenerfassungssystemen mit hoher Kanal-
dichte ist es nun möglich, komplexere Ultraschallsysteme mit unterschiedli-
chen Anordnungen der Ultraschallwandler zu bauen. Ein Beispiel ist die 3D-
Ultraschall-Computertomographie (3D-USCT) an Karlsruher Institut für
Technologie (KIT) mit 2041 Ultraschallwandlern in einer halb-ellipsoiden
Anordnung. Diese Anordnung ermöglicht gleichzeitig die Transmissionsto-
mographie und die Reflexionstomographie [4].
Die Qualität des Ultraschallmessverfahrens wird im Allgemein durch die
axiale und laterale Auflösung beschrieben [5]. Die axiale Auflösung be-
schreibt die Fähigkeit des Ultraschallsystems zwei Reflexionen parallel zur
Ausbreitungsrichtung der Schallwelle zu unterscheiden. Diese wird wesent-
lich durch die Ultraschallfrequenz und die Pulslänge beeinflusst.
Die laterale Auflösung ist der minimale Abstand, bei dem zwei Refle-
xionen senkrecht zur Ausbreitungsrichtung der Schallwelle, noch trennbar
sind. Diese ist von der Ultraschallfrequenz, der Geometrie und der Anzahl
der Ultraschallwandler abhängig. In der Literatur werden diese Auflösungen
als Qualitätsmaß benutzt, um die Systemeigenschaften von linearen Arrays
zu beschreiben.
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1.2 Beiträge dieser Arbeit
Das Ziel dieser Dissertation ist es, allgemein einsetzbare Verfahren zur Op-
timierung der Lokalisierungsgüte von Ultraschallsystemen zu entwickeln.
Die Optimierung der Lokalisierungsgüte wird durch die Identifikation, Kali-
bration und Kompensation von möglichen Fehlerquellen durchgeführt. Wei-
terhin wird die Lokalisierungsgüte durch eine Optimierung der Wandler-
anordnung für eine bessere Abdeckung der Region-of-Interest (ROI) und
gleichmäßige Verteilung der Systemleistung verbessert.
Es wurden zwei Ansätze entwickelt: ein Selbstkalibrierungsverfahren und
ein Verfahren zur Optimierung der Sensoranordnung. Sie wurden mit Ultra-
schallsystemen unterschiedlicher Komplexität evaluiert.
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Die Beiträge dieser Dissertation sind:
• Entwicklung eines Selbstkalibrierungsverfahrens für auf Laufzeit-
messungen beruhende Ultraschallsysteme, welches erstmals für kom-
plexe Systeme bei inhomogenen Schallgeschwindigkeitsverteilungen
im Medium geeignet ist.
• Entwicklung einer Methode zur Vorhersage der systemspezifischen
Genauigkeitsgrenzen des Kalibrierungsergebnisses basierend auf mess-
baren Fehlerbereichen. Diese ermöglicht die Festlegung realistischer
Fertigungstoleranz für zukünftige Ultraschallsysteme.
• Entwicklung eines Verfahrens zur Optimierung der Wandleranord-
nung für ein bildgebendes Ultraschallsystem für beliebige ROI-Geo-
metrien mit Hindernissen. Die einzigartige Beschreibung der Ultra-
schallwandler mit Polygonen erlaubt im Gegensatz zu den Standard-
verfahren die Detektion von Objekten über den vollen Winkelbereich,
die Optimierung der Kalibrierbarkeit des Systems und die Beachtung
vorgegebener Hindernisse.
• Entwicklung eines Experimentaufbaus eines optimierten bildgeben-
den Ultraschallsystems als weltweit ersten Systems für Reflexions-
tomographie mit Luftultraschall zur automatische Objektsegmentie-
rung, Klassifizierung und Lokalisierung.
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2 Grundlagen
2.1 Ultraschall
Die technischen Anwendungen von Ultraschall als Messverfahren beruhen
auf den Interaktionen der Ultraschallwelle mit dem Ausbreitungsmedium.
Die Schallausbreitung wird durch die akustische Impedanz und die Dämp-
fung α des Mediums wesentlich beeinflusst.
Die akustische Impedanz ZF ergibt sich aus der Dichte des Materials ρ
und der Schallgeschwindigkeit im Material c.
ZF = ρ · c (2.1)
2.1.1 Reflexion
An Grenzübergängen von Medien mit unterschiedlichen akustischen Impe-
danzen wird die Schallwelle reflektiert. Der Anteil an Schallwelle, der an
diesem Übergang reflektiert wird, ist für den senkrechten Einfall gegeben
durch den Reflexionsfaktor R:
R12 =
ZF;1−ZF;2
ZF;1+ZF;2
; (2.2)
wobei ZF;1 und ZF;2 jeweils für die akustische Impedanz des ersten und
zweiten Mediums stehen. Ein negatives Vorzeichen des Reflexionsfaktors
bedeutet einen Phasensprung der reflektierten Welle von 180°.
An einem Grenzübergang mit sehr hohem Impedanzunterschied kann der
große Reflexionsfaktor zu einer Schallabschattung führen. Aufgrund des-
sen werden weitere Objekte hinter diesem Hindernis nicht mit einem Ul-
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traschallwandler detektiert. Besonders oft kommt die Schallabschattung bei
der Anwendung von Luftultraschall vor, da es im Allgemein einen großen
Impedanzunterschied zwischen Luft als Ausbreitungsmedium und Festkör-
pern gibt. Tabelle 2.1 stellt typische Schallfeldgrößen unterschiedlicher Ma-
terialien und ihre Reflexionsfaktoren in Luft und Wasser dar.
Medium ρ in g=cm3 c in ms−1 ZF in MRayl RLuft RWasser
Luft 0;0013 330 4;3×10−5 0 −0;99
Acrylnitrit-
Butadien-
Styrol-
Copolymer
(ABS)
1;04 2230 2;31 1;00 0;39
Polyvinylchlo-
rid (PVC)
1;35 2218 2;99 1;00 0;35
Aluminium 2;69 6350 17;08 1;00 0;84
Wasser 1;0 1450 1;45 0;99 0
Fett 97 1470 1;42 0;99 −0;01
Muskel 104 1568 1;63 0;99 0;06
Tabelle 2.1: Schallfeldgrößen verschiedener Materialien und ihre Reflexionsfakto-
ren in Luft und Wasser
2.1.2 Dämpfung
Unter der Schalldämpfung versteht man den Verlust an der Schallleistung,
während sich die Schallwelle durch ein Medium ausbreitet. Die Leistungs-
verminderung ist von dem akustischen Dämpfungskoeffizient abhängig, der
materialspezifisch ist. Die Berechnung des Leistungsverlusts erfolgt durch
folgende Gleichung:
P(x+∆x) = P(x)e−α(ω)∆x; (2.3)
8
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wobei ∆x der zurückgelegte Abstand ist, und α(ω) für den frequenzabhängi-
gen Dämpfungskoeffizient steht. Gleichung (2.3) zeigt, dass die Schallleis-
tung exponentiell zum zurückgelegten Abstand abnimmt. Tabelle 2.2 stellt
typischeWerte des Dämpfungskoeffizienten α in verschiedenenMedien dar.
Medium α in dB=(MHz · cm)
Luft 1;64 bei 20 ◦C
Wasser 0;0022
Fett 0;48
Muskel 1;09
Tabelle 2.2: Dämpfungskoeffizienten von Schall in verschiedenen Materialien[6],
[7]
2.1.3 Schallgeschwindigkeit und Abstandsmessung
Die Abstandsmessung mit Ultraschall beruht auf der gemessenen Schall-
laufzeit zwischen dem Sender und der Empfänger des Ultraschallsignals.
Abbildung zeigt ein Beispiel der Abstandmessung mit einem Ultraschall-
wandler als Sender und Empfänger.
Originalwelle
reﬂektierte Welle
Sender/
Empfänger Objekt
Abstand r
Abbildung 2.1: Abstandsmessung mit Ultraschall. Bild modifiziert aus [8].
9
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Der Objektabstand r ist gegeben durch:
r = c · t
2
; (2.4)
mit c als Schallgeschwindigkeit im Medium und t die gemessene Laufzeit.
Die Laufzeit wird in der Gleichung halbiert, da die Schalllaufstrecke dem
doppelten Abstand r ist.
Die Genauigkeit der Abstandmessung ist laut Gleichung (2.4) von der
Kenntnis der Schallgeschwindigkeit abhängig. Da die Schallgeschwindig-
keit materialspezifisch ist und sich mit Einflussfaktoren wie zum Beispiel
der Temperatur und dem Druck im Medium ändert, ist es wichtig diese Fak-
toren bei der Messung zu berücksichtigen.
Die Schallgeschwindigkeit in Luft in Abhängigkeit von der Temperatur
ist gegeben durch:
c(T ) =
√
γ · p
ρ
(2.5)
mit γ als Adiabatenexponent der Luft, p ist der Luftdruck und ρ ist die
Dichte. Gleichung (2.5) wird oft mit der folgenden Gleichung angenähert:
c(T ) = 331;3+
√
1+
T
273;15
ms−1 (2.6)
Abbildung 2.2 stellt die Schallgeschwindigkeit in Luft für einen Tempe-
raturbereich zwischen 15 ◦C und 150 ◦C nach Gleichung 2.6 dar.
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Abbildung 2.2: Die Schallgeschwindigkeit in Luft in Abhängigkeit von der Tempe-
ratur nach Gleichung (2.6)
Laut Abbildung 2.2 ergibt ein Temperaturversatz von einem Kelvin be-
reits einen Schallgeschwindigkeitsfehler von circa 0;6ms−1. Bei einem Ob-
jektabstand von 1m verursacht dieser Schallgeschwindigkeitsfehler einen
Abstandsfehler von 1;7mm.
Für die Anwendung von Ultraschall in Wasser kann die Schallgeschwin-
digkeit mit der Formel von Marczak [9] approximiert werden, die eine Po-
lynomgleichung der fünften Ordnung ist:
c= 1;402385×103+5;038813T −5;799136×10−2T 2
+3;287156×10−4T 3−1;398845×10−6T 4
+2;787860×10−9T 5ms−1
(2.7)
mit c als Schallgeschwindigkeit in ms−1 und T als Temperatur in ◦C. Diese
Näherung ist für den Bereich zwischen 0 ◦C und 95 ◦C gültig [9]. Abbildung
2.3 zeigt die Schallgeschwindigkeit im Wasser laut Marczak.
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Abbildung 2.3: Schallgeschwindigkeit als Funktion der Temperatur im Wasser laut
Marczak.
Im Vergleich zum Luft ist die Temperaturabhängigkeit der Schallge-
schwindigkeit im Wasser zwar kleiner, aber ein Temperaturmessfehler von
einem Kelvin kann zu Fehler von mm führen.
2.2 Bildgebende Ultraschallverfahren
Im Bereich der Medizintechnik wird Ultraschall als bildgebendes Verfahren
eingesetzt, um Gewebe zu untersuchen. Das Verfahren wird auch Sonogra-
fie genannt. Zur Erzeugung und zum Empfangen von Ultraschallsignalen
benutzt die konventionelle Sonografie ein Ultraschallarray, das aus vielen
kleinen Ultraschallwandlerelementen besteht. Diese Elemente können line-
ar in einer Reihe oder konvex angeordnet werden. Ein Ultraschallwandler
kann Ultraschall gleichzeitig senden und empfangen.
Während der Messung wird der Ultraschallstrahl in einer Richtung fokus-
siert. An Grenzübergängen der Gewerbestrukturen wird Ultraschall reflek-
tiert und am Ultraschallarray aufgenommen. Aus der Reflexions- und Lauf-
zeitinformationen kann die Struktur der Gewebe in der Abstrahlrichtung re-
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Abbildung 2.4: Die linke Abbildung stellt ein konventionelles lineares Ultra-
schallarray für die Sonografie dar. In der rechten Abbildung ist
ein Beispiel für ein B-Scan angezeigt. Bilder entnommen aus [11]
und [12].
konstruiert werden. Um ein 2D-Bild, auch B-Scan genannt, zu vermessen,
wird der Ultraschallstrahl zusätzlich in der lateralen Richtung geschwenkt.
Das Schwenken des Ultraschallstrahls kann mechanisch oder mit zeitverzö-
gerter Anregung der Ultraschallwandlerelementen im sogenannten Phased-
Array-Verfahren realisiert werden. Die zeitverzögerte Anregung wird das
Beamforming-Verfahren genannt [10]. Abbildung 2.4 stellt ein lineares Ul-
traschallarray und eine Beispielaufnahme mittels Sonografie dar.
Im Bereich der zerstörungsfreien Werkstoffprüfung wird ähnliches bild-
gebendes Verfahren eingesetzt, um Fehler in Werkstücken aufzufinden [13].
Aufgrund der großen akustischen Impedanzunterschiede zwischen Luft und
Festkörper wird ein geeignetes Koppelmaterial, wie zum Beispiel Wasser,
auf der zu prüfenden Oberfläche aufgetragen. Der Prüfkopf wird danach
mechanisch über die Fläche des Werkstücks gefahren. In Abbildung 2.5 ist
eine Beispielaufnahme mit einem linearen Array dargestellt.
Die aktuelle Forschung und Entwicklung in der Medizintechnik mit Ul-
traschall als bildgebendes Verfahren beschäftigt sich mit der 3D-Ultraschall-
Tomographie (3D-USCT).
Im Vergleich zu dem konventionellen Ultraschallarray wird hier nicht nur
die Reflexion, sondern auch die Transmission der Ultraschallwelle durch
das Gewebe aufgenommen. Beispielsweise können die Ultraschallwandler-
13
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Abbildung 2.5: Die linke Abbildung zeigt das Werkstück mit dem Ultraschallarray,
in der rechten Abbildung das rekonstruierte Bild. Abbildungen
entnommen aus [13].
elemente in einem Ring-Array [14] oder auf einer halbellipsoiden Apertur
[4] angeordnet werden. Bei dem letzteren ist eine vollständige dreidimen-
sionale Aufnahme und Rekonstruktion der Ultraschallsignale möglich.
Ein Beispiel für USCT mit einem Ring-Array ist das SoftVue-System
von der Firma Delphinus Medical Technologies aus Plymouth (USA) (sie-
he Abbildung 2.6). Das Ring-Array besitzt 2048 Ultraschallwandler und
kann während der Messung in vertikaler Richtung verschoben werden. Die
rekonstruierte 2D-Schichtbilder an jeder Aufnahmeposition werden in ein
3D-Bild gestapelt. Im Vergleich dazu hat der 3D-USCT-II am IPE 2041 Ul-
traschallwandler, die in einer halbellipsoiden Form angeordnet sind (siehe
Abbildung 2.7). Beide Systeme senden die Ultraschallwellen unfokussiert
und benötigen in der Software zur Bildgebung eine nachträgliche Fokussie-
rung.
Der Vorteil solcher Systeme gegenüber konventionellen Ultraschallarrays
ist die Fähigkeit drei Modalitäten der Ultraschallbilder, nämlich das Refle-
xionsbild, das Schallgeschwindigkeitsbild und das Dämpfungsbild zu re-
konstruieren. Die Fokussierung der Ultraschallsignale zur Rekonstruktion
14
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Abbildung 2.6: In der linken Abbildung ist das SoftVue-System von Delphinus
dargestellt. Das Ring-Array mit 2048 Ultraschallwandlern zeigt die
rechte Abbildung. Bilder entnommen aus [15].
Abbildung 2.7: 3D-USCT-II-Gerät (links) am IPE mit halbellipsoider Apertur
(rechts)
der Reflexionsbilder wird mit der „Synthetic Aperture Focusing Technique“
(SAFT) realisiert [16].
Eine der ersten Untersuchungen zum Thema Bildgebung mit Luftultra-
schall wurde in 1991 von Knoll vorgestellt [17]. Es wurde ein Ultraschallar-
ray mit dem Ultraschallwandler L2QZ von Siemens mit einer Mittenfre-
quenz von 200 kHz untersucht [18]. Die Bildrekonstruktion erfolgt durch
eine Multi-Frequenz-Reflexionshologramme und erreichte einer maximale
axiale Auflösung von 3mm und eine laterale Auflösung von 30mm.
15
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Abbildung 2.8: Lineares Ultraschallarray mit sechzehn Ultraschallwandler aus [19]
Abbildung 2.9: Rekonstruiertes Bild eines Metallzylinders mit dem Ultraschallar-
ray aus [19]
In [19] wurde ein ähnliches Ultraschallarray mit einer Mittenfrequenz von
150 kHz vorgestellt (siehe Abbildung 2.8). Für die Bildrekonstruktion wur-
de die SAFT eingesetzt. Ein rekonstruiertes Bild eines Metallzylinders mit
einem Durchmesser von 50mm bei einem Abstand von 75 cm zum Array
ist in Abbildung 2.9 dargestellt.
Opielinski hat in [20] ein Luftultraschall-Transmissionstomographie-Sys-
tem (UTT) vorgestellt. Das System besitzt einen Sender und einen Empfän-
ger, zwischen denen das abzubildende Objekt liegt. Während der Datenauf-
16
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Abbildung 2.10: Luftultraschall-Transmissionstomographie-System aus [20]
Abbildung 2.11: Ein rekonstruiertes Bild mit dem Luftultraschall-
Transmissionstomographie-System aus [20]. Es wurden insgesamt
101×100= 10100 A-Scans aufgenommen.
nahme wird der Aufbau um das Objekt rotiert und verschoben, ummöglichst
viele Betrachtungswinkel abzudecken (siehe Abbildung 2.10).
Zur Bildrekonstruktion wurde ein Backpropagation-Verfahren in [21] an-
gepasst. Abbildung 2.11 zeigt eine Beispielrekonstruktion mit UTT. Laut
[20] ist es aufgrund der Schallabschattung der Umriss des Objekts falsch
dargestellt. Dieser Effekt tritt bei zu nahem Abstand zwischen den Objekten
auf. Außerdem kann das Verfahren keine konkave Objektform darstellen.
17
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2.2.1 Synthetic Aperture Focusing Technique (SAFT)
Die Synthetic Aperture Focusing Technique (SAFT) ist ein verbreitetes Ver-
fahren zur Bildgebung in Radar und Sonaranwendungen [16]. Bei einer
SAFT-Rekonstruktion werden die Aufnahmen von jeder Sender-Empfänger-
Kombinationen (SEK) aus verschiedenen geometrischen Positionen be-
nutzt, um ein hochqualitatives Bild zu berechnen. Für die Signalaufnahme
wird mit jedem Sender ein unfokussiertes Ultraschallsignal gesendet und
das Empfangssignal an allen Empfängern zeitgleich aufgenommen.
Es wird zuerst der zu rekonstruierten Aufnahmebereich mit der gewünsch-
ten Bildauflösung in ein diskretes Pixelfeld im zweidimensionalen Fall oder
Voxelfeld für den dreidimensionalen Fall aufgeteilt. Der Aufnahmebereich
wird Region-of-Interest (ROI) genannt, worin sich die zu rekonstruierende
Objekte befinden können. Für jeden Bildpunkt x in dem Pixelfeld wird die
Laufzeit ti j aus den euklidischen Abständen zwischen dem ausgewählten
Sender Si, dem Empfänger S j und dem Bildpunkt berechnet und die Ampli-
tude aus dem zugehörigen A-Scan zu dieser Laufzeit ti j aufsummiert:
ti j =
‖ #„Si−x‖+‖x− #„S j‖
ci j
; (2.8)
mit
#„
S als Koordinaten der Ultraschallwandler. Die Größe ci j steht für die
Schallgeschwindigkeit im Medium für diese SEK. Der Operator ‖·‖ bil-
det den euklidischen Abstand. Abbildung 2.12 dient zur Visualisierung der
SAFT für ein 2D-System am Beispiel der SEK Si und S j für ein definiertes
Pixelfeld in einer Region-of-Interest (ROI), die als graue Fläche dargestellt
ist.
Laut Norton und Linzer [22] löst SAFT das inverse Problem bei der Be-
rechnung lokales Impedanzunterschiedes zF in dem abgebildeten Volumen.
Es wurde vorausgesetzt, dass die Aufnahmeapertur nicht dünn besetzt ist
und das Volumen komplett umhüllt. Eine dünn besetzte Apertur erfüllt das
Abtasttheorem laut Nyquist nicht. Außerdem sind die Streuer isotropische
18
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Abbildung 2.12: Die Abbildung stellt schematisch die Rekonstruktion des Bild-
punktes x mittels SAFT-Verfahrens für den Sender Si und den
Empfänger S j dar. Die graue Fläche ist die ROI. In der rechten
Abbildung wird beispielhaft ein A-Scan für diese SEK angezeigt.
Die Maxima sind die empfangenen Ultraschallechos an dem Emp-
fänger. Die Linie in der rechten Abbildung zeigt die Laufzeit für
die Strecke zwischen Si, x und S j.
Punktstreuer und die Ultraschallwelle erfährt in dem Medium keine Dämp-
fung.
Für eine gegebene Verteilung der lokalen Impedanzunterschiede zF( #„x )
in dem abgebildeten Volumen können A-Scans A(si;s j)(tx) mit einer nicht
fokussierten Schallquelle laut [22] folgendermaßen geschrieben werden:
A(Si;S j)(tx) =
∫
E(Si ;S j); tx
pzF(A)dA= pzF( #„x )+
∫
E¯(Si ;S j); tx
pzF(A)dA (2.9)
mit
∫
E(Si ;S j);tx
als ein Flächenintegral des Ellipsoides, das durch den Sender
Si an der Position #„si , den Empfänger S j an der Position #„s j und die Positi-
on des Bildpunktes #„x gegeben ist. Die Größe tx ist die nach Gleichung 2.8
berechnete Laufzeit für eine Reflexion am Bildpunkt #„x mit dem Sender Si
und Empfänger S j. Der Skalar p dient zur Umrechnung der Impedanzun-
terschiede in den aufgenommenen Schalldruck in dem A-Scan. In diesem
Modell wurde das Rauschen ignoriert.
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Abbildung 2.13: Die Abbildung zeigt das Eintragen einer Reflexion in den Pixeln
entlang einer Ellipse (rot) mit der gleichen Laufzeit zwischen dem
Sender Si, dem Bildpunkt x und dem Empfänger S j. Die betroffe-
ne Pixeln sind grün markiert.
Mit der SAFT wird eine Reflexion in den Pixeln mit der gleichen Laufzeit
zwischen Sender, dem Bildpunkt und dem Empfänger auf einer Ellipse ein-
getragen (siehe Abbildung 2.13). Erst durch die konstruktive Überlagerung
der Ellipsen an der tatsächlichen Position des Streuers wird dieser hervorge-
hoben. Abbildung 2.14 zeigt eine Beispielrekonstruktion von zwei simulier-
ten Punktstreuern mit SAFT. Das simulierte 2D-Ultraschallsystem bestehen
aus sechzehn Ultraschallwandlenr. An der Positionen der Punktstreuer ad-
dieren sich die Amplitude in der A-Scans für 256 SEK zu lokalen Maxima.
In Abbildung 2.14 sind neben den beiden lokalen Maxima Artefakte zu
erkennen. Sie werden Gratinglobe-Artefakt genannt [23]. Für eine ausrei-
chend große Menge an SEK werden die Gratinglobe-Artefakte an den Bild-
punkten weit weg von der Position der Streuer durch destruktive Interfe-
renzen unterdrückt. Im Gegensatz wird an der Position der Streuer wird
die Bildintensität mit der kohärenten Addition der A-Scans verstärkt. Um
möglichst viele Aufnahmen aus verschiedenen geometrischen Positionen
mit einer begrenzten Anzahl von Ultraschallwandler zu erreichen, wird oft
20
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Abbildung 2.14: Die Abbildung zeigt eine Rekonstruktion von zwei simulierten
Punktstreuern mit der SAFT für sechzehn Ultraschallwandler.
die Systemapertur während der Aufnahme bewegt. Beispielsweise kann die
halbellipsoide Apertur des 3D-USCT-II-Geräts rotiert und angehoben wer-
den.
2.2.2 Gratinglobe-Unterdrückung mit gleitendem Median
Ein Verfahren zur Unterdrückung der Gratinglobe-Artefakte wurde in [23]
am Beispiel des 3D-USCT-II-Geräts vorgestellt. Das Verfahren beruht dar-
auf, dass sich die Gratinglobe-Artefakte an Positionen weit weg von starken
Streuern wie Ausreißer in den zu summierenden Amplituden der ausgewähl-
ten A-Scans verhalten.
Durch die Verwendung des Median-Operators auf A(Si;S j)(tx) in Glei-
chung (2.9) für den Bildpunkt #„x über aller SEK können solche Ausreißer
erkannt und eliminiert werden. Für eine ideale SAFT-Rekonstruktion ohne
Berücksichtigung der Eigenschaften der Ultraschallwandler, der akustischen
Charakteristik und idealen Punktstreuern können laut [23] die Gratinglobe-
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Abbildung 2.15: Die Abbildung zeigt eine Rekonstruktion von zwei simulierten
Punktstreuern mit der Gratinglobe-Unterdrückung.
Artefakte komplett beseitigt werden. Abbildung 2.15 stellt ein Beispiel der
SAFT-Rekonstruktion mit der Gratinglobe-Unterdrückung für die simulier-
ten Punktstreuer in Abbildung 2.14. Der Median wurde global auf den Bil-
dern der 256 SEK angewendet.
Unter Berücksichtigung der Winkelcharakteristik der Ultraschallwandler
und der akustischen Eigenschaften der Objekte werden an Objekten reflek-
tierte Ultraschallwellen nur von einer Untergruppe der Empfänger in der
nähe des Senders empfangen. Der Einsatz von einem globalen Median-
Operator auf allen rekonstruierten Bildern wird im ungünstigen Fall diese
Reflexionen als Ausreißer betrachten.
Um dieses Problem zu lösen, wurde in [23] der Einsatz eines gleitenden
Medians vorgestellt. Es wurde angenommen, dass sich die aufgenommene
Signalamplituden an benachbarten Empfänger nur langsam ändert. Durch
die geeignete Auswahl der Untergruppengröße von Empfänger für jeden
22
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Sender werden die Reflexionen an der Objekte erhalten und die Gratinglobe-
Artefakte unterdrückt.
2.3 Lokalisierungsgüte
Wie in Kapitel 2.1 beschrieben wurde, beruht die Anwendung von Ultra-
schall als Messverfahren auf der Interaktion der Ultraschallwelle mit ihrem
Ausbreitungsmedium. Die Genauigkeit der Messwerte wie zum Beispiel die
Signallaufzeit und die Temperatur und die Bekanntheit über den Messauf-
bau sind kritisch für die Lokalisierungsgüte des Ultraschallsystems.
2.3.1 Einflussfaktoren auf die Lokalisierungsgüte
Die Haupteinflussfaktoren der Lokalisierungsgüte sind die Fehlerquellen im
System und die durch die Wandleranordnung gegebene Abbildungsqualität
und Messgenauigkeit des Systems. In dieser Doktorarbeit werden die mög-
lichen Fehlerquellen in einem Ultraschallsystem bezogen auf der Laufzeit-
gleichung eines Ultraschallsignals vom Sender si zum Empfänger r j in die
in Abbildung 2.16 dargestellten Hauptgruppen aufgeteilt.
Positionsfehler
Die Abweichungen der tatsächlichen Position der Ultraschallwandler vom
Systementwurf aufgrund der Fertigungstoleranz sind ein typischer Positi-
onsfehler in einem Ultraschallsystem. Außerdem können Verkabelungsfeh-
ler zur Vertauschung der Wandler-Position führen. Solche Fehler sollen als
Defekt erkannt werden.
Ein Positionsfehler kann einen Fehler in der Rekonstruktion der Schall-
geschwindigkeitsverteilung verursachen. Denn ein Positionsfehler des Sen-
ders oder des Empfängers ergibt mit der detektierten Laufzeit eine inkor-
rekte Schallgeschwindigkeit. Außerdem führt ein Positionsfehler zu einer
23
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∥∥si   r j∥∥= ci j  ti j
Positionsfehler
 Fertigungstoleranz
 Verkabelungsfehler
Schallgeschwindkeitsfehler
 Temperaturmessfehler
 Temperaturgradient
Laufzeitfehler
 Jitter in der Elektronik
 Elektrische mechanische
Verzögerung
 Laufzeitdetektionsfehler
 Abstrahlcharakteristik der
Ultraschallwandler
 Fehlerhafte Ultraschall-
wandler
 Fehlerhafte Elektronik
Abbildung 2.16: Einflussfaktoren auf die Lokalisierungsgüte
fehlerhaften Laufzeitberechnung zwischen den Ultraschallwandler und je-
dem Bildpunkt bei der SAFT-Rekonstruktion.
Abbildung 2.17 stellt den Schallgeschwindigkeitsfehler in Abhängigkeit
der Positionsfehler für eine Schallausbreitung imWasser bei einer Tempera-
tur von 30 ◦C dar. Der Abstand zwischen dem Sender und Empfänger liegt
bei 20 cm.
Die Positionsfehler können durch eine Vermessung der Systemgeometrie
nach dem Aufbau ausgeglichen werden. Allerdings ist dieser Prozess mit
der Zunahme der Anzahl von Ultraschallwandler sehr aufwendig. Außer-
dem sind die Ultraschallwandlerelemente meistens in einem Ultraschallar-
ray hinter der Anpassschicht platziert und nicht direkt sichtbar. Dies verhin-
dert eine direkte Messung der Wandler-Position.
In dieser Doktorarbeit wird deshalb ein weiterer Ansatz zur Korrektur
der Positionsfehler, nämlich die Selbstkalibrierung des Ultraschallsystems,
verfolgt. Dabei werden anhand einer sogenannten Leermessung die relati-
ven Positionen zwischen allen Sendern und Empfängern im System durch
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Lösen eines hochdimensionalen Gleichungssystems kalibriert. Unter einer
Leermessung versteht man eine Datenaufnahme ohne Objekt in der ROI,
zum Beispiel nur Wasser im USCT.
Schallgeschwindigkeitsfehler
Bei der Abstandsmessung mit Ultraschall beeinflusst die genaue Kenntnis
über die Schallgeschwindigkeitsverteilung entlang des Signalweges die Ge-
nauigkeit des gemessenen Abstands. Laut Abschnitt 2.1.3 ist die Schall-
geschwindigkeit im Medium beispielsweise für eine Abstandsmessung mit
Luftultraschall eine Funktion von Temperatur, Feuchtigkeit und Luftdruck.
Der wichtigste Faktor dabei ist die Lufttemperatur.
Aufgrund dessen wird in den meisten konventionellen Ultraschallwand-
lern ein Temperatursensor eingebaut, um die Schallgeschwindigkeit laut
Gleichung (2.5) zu berechnen. Allerdings kann die gemessene Tempera-
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Abbildung 2.17: Die Abbildung zeigt beispielhaft den Einfluss des Positionsfehlers
auf die berechnete Schallgeschwindigkeit bei bekannter Distanz.
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tur fehlerbehaftet sein. Zum Beispiel kann der Wärmeübergang zwischen
der Luft und dem Gehäuse zu einem Versatz in der gemessenen Tempe-
ratur führen. Bereits ein Temperaturversatz von einem Kelvin ergibt einen
Schallgeschwindigkeitsfehler von circa 0;6ms−1. Es ergibt sich bei einem
Objektabstand von 1m einen Abstandsfehler von 1;7mm.
Abbildung 2.18 zeigt den Einfluss des Temperaturfehlers auf die Genau-
igkeit der Abstandsmessung. Es wurde für den Temperaturfehler zwischen
−10 ◦C und 10 ◦C der Abstandsfehler bei einem Messabstand von 20 cm
und einer Lufttemperatur von 30 ◦C aufgetragen.
Ein weiterer Grund für Schallgeschwindigkeitsfehler ist das Vorhanden-
sein eines Temperaturgradienten entlang des Signalweges. Aufgrund des
Temperaturgradienten propagiert die Schallwelle durch Bereiche mit unter-
schiedlicher Schallgeschwindigkeiten. Die Annahme von einer konstanten
oder mittlerer Schallgeschwindigkeit zur Berechnung des Objektabstands
ist daher fehlerhaft.
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Abbildung 2.18: Fehler in gemessenem Abstand aufgrund Temperaturfehler bei
einem Messabstand von 20 cm und eine Lufttemperatur von 30 ◦C
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Sensor
T1 = 30 C
Objekt
T2 = 50 C
Abstand = 20 cm
Abbildung 2.19: Abstandsmessung in Luft mit einem Temperaturgradienten
Abbildung 2.19 stellt schematisch eine Abstandsmessung in Luft mit ei-
nem Temperaturgradienten dar. Unter der Annahme einer konstanten Schall-
geschwindigkeit von 349ms−1 bei T1 = 30 ◦C ergibt sich ein Abstandsfehler
von 3;2mm.
Der Abstandsfehler aufgrund eines Temperaturgradienten ist ohne die
Kenntnis des Gradienten nicht korrigierbar. Ein möglicher Ansatz zur Ver-
besserung der Lokalisierungsgüte ist die Benutzung von Messwerte aus
mehreren Sensoren wie zum Beispiel ein Ultraschallarray. Es ist mit der
bekannten relativen Positionen der Ultraschallwandler und Laufzeiten von
mehreren SEK möglich gleichzeitig den Temperaturgradienten und den Ab-
stand zum Objekt zu messen. Dieser Ansatz wird in Kapitel 7.1 am Beispiel
eines Ultraschallarrays für Schichtdickenmessung am Straßenfertiger vor-
gestellt und evaluiert.
Laufzeitfehler
Unter dem Laufzeitfehler versteht man die Abweichung der detektierten
Laufzeit zur Laufzeit, die allein durch die Schallausbreitung im Medium
gegeben ist. Ein Laufzeitfehler kann zum Beispiel durch Jitter in der Elek-
tronik oder unerwartete Verzögerungen im System verursacht werden.
27
2 Grundlagen
Mit dem Jitter werden sporadische Verzögerungen im System bezeichnet.
Diese Art vom Fehler kommt oft bei der Digital-zu-Analog- und Analog-zu-
Digital-Wandlung vor. Eine durch das Tastverhältnis gegebene Verzögerung
kann daher maximal der Kehrwert der Systemabtastrate sein. Dennoch kann
das Rauschen im System zu größerem Jitter aufgrund fehlerhafter Trigge-
rung der Aufnahme führen.
Eine weitere Ursache des Laufzeitfehlers ist die elektrisch-mechanische
Verzögerung in dem Ultraschallsystem. Zum Beispiel kann es zwischen der
Anregung des Ultraschallwandlers und die Erzeugung einer Schallwelle ei-
ne Verzögerung geben, die durch das Ansprechverhalten des Ultraschall-
wandlers und der Elektronik bestimmt ist. Ebenso kann beim Empfangen
eines Ultraschallsignals eine solche Verzögerung geben, bevor es in ein
elektrisches Signal umgewandelt wird. Außerdem ist die Signalverzögerung
in der elektrischen Leitungen zu berücksichtigen. Beispielsweise wurde im
3D-USCT-II-Gerät empirisch eine Signalverzögerung von 1;4 µs gemessen.
Diese Verzögerung wurde gemessen unter der Berücksichtigung der zeitli-
chen Verzögerung in dem digitalen Filter in der Signalverarbeitungskette,
beispielhaft das Bandpassfilter nach der Analog-zu-Digital-Wandlung. Die
gemessene Signalverzögerung ergibt einen Positionsfehler von 2;1mm bei
25 ◦C.
Im Weiteren kann eine schlechte Signalqualität zu einem Laufzeitfeh-
ler führen. Beim einem niedrigen Signal-Rausch-Verhältnis (SNR) kann je
nach Verfahren zur Signaldetektion die Genauigkeit der detektierten Lauf-
zeit stark beeinflusst werden. Zum Beispiel kann eine Signaldetektion mit
einfachem Schwellwertverfahren bei einem Rauschpegel oberhalb des ein-
gestellten Schwellwerts kein Signal detektieren und somit keine Laufzeitin-
formation liefern. Dieser Laufzeitfehler unterscheidet sich von der obenge-
nannten elektrisch-mechanischen Verzögerung darin, dass er nicht kalibriert
werden kann. Allerdings kann der Laufzeitfehler bei niedrigem SNR durch
geeignete Auswahl des Verfahren zur Signaldetektion reduziert werden. Im
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Kapitel 4.2 werden verschiedener Detektionsmethoden im Hinblick auf ihre
Robustheit und Genauigkeit untersucht.
Ein robusteres Detektionsverfahren wie zum Beispiel das Matched-Filter
[24] sucht in dem Empfangssignal anhand der Korrelation mit der gesen-
deten Signalfolge nach einer maximalen Übereinstimmung. Allerdings ist
ein Ultraschallwandler kein optimaler Punktstrahler, der in allen Richtun-
gen mit der gleichen Amplitude und Phase eine Schallwelle aussendet und
empfängt. Beim großen Abstrahlwinkel kann die Phasenverschiebung zu
dem Laufzeitfehler beitragen. Abbildung 2.20 zeigt die Abstrahlcharakte-
ristik des Ultraschallwandlers in 3D-USCT-II für verschiedene Frequenzen.
Ein möglicher Ansatz zur Verbesserung der Genauigkeit der Laufzeitde-
tektion ist die Anpassung des Matched-Filters für den Sende- und Emp-
fangswinkel mithilfe der gemessenen Abstrahlcharakteristik der benutzten
Ultraschallwandler. Dieser Ansatz wird in Kapitel 4.2.7 erklärt und unter-
sucht.
Neben den oben genannten Ursachen können defekte Komponenten im
System ebenfalls zu dem Laufzeitfehler beitragen. Beispiele sind abgebro-
chene Signalverbindungen an Ultraschallwandler oder fehlerhafte elektro-
nische Komponenten in der Ansteuerungs- und Datenaufnahmeelektronik.
Mit Hilfe einer automatischer Detektion der fehlerhaften Komponenten kön-
nen die zugehörigen Daten aussortiert werden und die Laufzeitfehler mini-
miert werden.
Systementwurf
Die Lokalisierungsgüte eines Ultraschallsystems kann nicht nur durch Er-
kennung und Kompensation möglicher Fehlerquellen im System, sondern
auch durch die Optimierung der Anordnung der Ultraschallwandler unter
der Berücksichtigung von Randbedingungen wie zum Beispiel technischer
Aufwand, Anzahl der Wandler und Kosten optimiert werden.
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In [25] wurde der Einfluss der Anzahl von verfügbaren Sender-Emp-
fänger-Kombinationen (SEK) auf die Grating-Lobe-Artefakte in der SAFT-
Rekonstruktion untersucht. Abbildung 2.21 zeigt, dass die Bildartefakte mit
Zunahme der SEK stark unterdrückt werden.
Laut [25] beeinflussen die Wandlergeometrie, die Charakteristik der ein-
zelnenWandler und die Signalvorverarbeitung die Abbildungseigenschaften
eines bildgebenden Ultraschallsystems. Darunter sind die Objektausleuch-
tung, das Auflösungsvermögen und die allgemeine Bildqualität.
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Abbildung 2.20: Die Abbildungen stellen die Abstrahlcharakteristik des Ultra-
schallwandlers in 3D-USCT-II dar. Eine Phasenverschiebung von
−pi entsteht ab 40° bei der Mittenfrequenz von 2;5MHz Der Win-
kel θx ist der Azimutwinkel zur x-Achse und θy zur y-Achse.
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Abbildung 2.21: Bildartefakte in der SAFT-Rekonstruktion eines Punktstreu-
ers in Abhängigkeit von der Anzahl von Sender-Empfänger-
Kombinationen (SEK). Abbildung entnommen aus [25].
Mit der Objektausleuchtung bezeichnet man die optimale Abdeckung der
ROI mit den Ultraschallwandlern, damit Objekte in der ROI von möglichst
viele SEK vermessen werden. Das Auflösungsvermögen beschreibt die Fä-
higkeit des Systems, zwei nahe liegende Punktstreuer in dem rekonstruier-
ten Bild getrennt abzubilden. Die Abbildungsartefakte und der Bildkontrast
gehören zu der allgemeinen Bildqualität.
2.3.2 Ansätze zur Verbesserung der Lokalisierungsgüte
Die aktuellen Entwicklungen von Ultraschallsystemen in unterschiedlichen
Anwendungsbereichen zielen auf komplexere Systemen, die eine erhöhte
Anforderung an der Lokalisierungsgüte haben. Laut [25] soll der gesamte
Fehler im System kleiner als ein Viertel der benutzten Wellenlänge sein,
damit sich bei der SAFT-Rekonstruktion die Rückprojektion eines Punkt-
streuers genau an seiner Position konstruktiv überlagern.
In dieser Doktorarbeit wurden zwei Ansätzen zur Optimierung der Loka-
lisierungsgüte verfolgt. Der erste Ansatz handelt sich um die Selbstkalibrie-
rung eines Ultraschallsystems, um die möglichen Fehlerquellen zu identi-
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fizieren und zu kompensieren. Der zweite Ansatz beschäftigt sich mit der
Optimierung der Wandlerpositionierung und ihrer Ausrichtung. Beide An-
sätze versuchen die Lokalisierungsgüte durch die Minimierung von linea-
ren und nichtlinearen Gleichungssystemen zu optimieren. Es wurde bei der
Entwicklung der Verfahren großer Wert auf die allgemeine Einsetzbarkeit
und Erweiterbarkeit für Ultraschallsysteme unterschiedlicher Komplexität
gelegt.
2.4 Lösen von nichtlinearen Gleichungssystemen
Unter einem nichtlinearen Gleichungssystem versteht man ein Gleichungs-
system F(x) aus einer Sammlung von Gleichungen fi(x), bei denen ihre
Unbekannten in Vektor x nichtlinear auftreten [26]:
F(x) =
[
f0(x); f1(x); : : : ; fm(x)
]>
= 0 (2.10)
fi(x) = 0 (i= 1;2;:::;m): (2.11)
Das Lösen von einem nichtlinearen System ist allgemein nicht einfach
[27]. Meistens wird die Lösung des nichtlinearen Gleichungssystems durch
die Linearisierung der Gleichungen angenähert. Dafür werden in der Re-
gel numerische Methoden, wie zum Beispiel das Newton-Verfahren, das
Levenberg-Marquardt-Verfahren und das Trust-Region-Verfahren, einge-
setzt [27].
Zusätzlich wird in dieser Arbeit das Innere-Punkte-Verfahren [28] aus der
quadratischen Programmierung untersucht, bei dem das Lösen des nichtli-
nearen Gleichungssystems als eine Optimierungsaufgabe betrachtet wird.
Das Ziel ist durch die Minimierung der quadratischen Summe der Funkti-
onswerte
n
∑
1
f 2(x)→ 0 (2.12)
die Lösung für x zu finden.
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Die oben genanntne Methoden beruhen auf dem Ansatz, die Lösung für
F(x) = 0 zu bestimmen, indem die Schätzung der Unbekannten x˜ iterativ
verbessert wird. Daher ist die Jacobi-Matrix J(x), die die erste partielle Ab-
leitung von F(x) enthält, nötig.
2.4.1 Newton-Verfahren
Das Newton-Verfahren wird oft angewendet, um ein nichtlineares Glei-
chungssystem zu lösen. Mit dem Newton-Verfahren [29] wird eine appro-
ximative Lösung für x gesucht, die die Bedingung x : F(x) = 0 erfüllt. Der
Vektor x beinhaltet die Unbekannten eines Gleichungssystems F(x) aus dif-
ferenzierbaren Funktionen. Das Newton-Verfahren beginnt mit einer guten
Näherung der Lösung und verbessert sie iterativ anhand folgender Glei-
chung:
xk+1 = xk− J−1(xk) ·F(xk) (2.13)
mit J(xk) als Jacobi-Matrix. Eine Jacobi-Matrix enthält die erste partielle
Ableitungen aller Gleichungen im Gleichungssystem F(x). Dieser Schritt
wird solange wiederholt, bis eine gegebene Genauigkeit der Lösung oder
eine Abbruchbedingung erreicht ist. Ein Beispiel wäre |xk+1−xk| < ε , mit
ε als gewünschte kleinste Änderung der Unbekannten.
Das Konvergenzverhalten des Newton-Verfahren ist stark von der Start-
näherung abhängig. Falls die Anfangswerte x0 weit von einer Lösung des
Gleichungssystems liegt, kann das Verfahren divergieren. Außerdem darf
die Jacobi-Matrix nicht singulär sein, da diese sonst nicht invertierbar ist,
und somit kein Aktualisierungsschritt für das Newton-Verfahren existiert
[30]. Die Berechnung der Jacobi-Matrix ist in der Praxis für großes Glei-
chungssystem ein aufwändiger Prozess, da für jede Unbekannte die Stei-
gung der Funktionen um dem aktuellen Wert berechnet wird.
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Invertierung der Jacobi-Matrix
Im Fall einer nicht quadratischen Jacobi-Matrix wird die sogenannte Pseu-
doinverse der Jacobi-Matrix berechnet. Eine Pseudoinverse einer Matrix ist
die Verallgemeinerung der inversenMatrix, ihre erste Form von E. H. Moore
[31] und Roger Penrose [32] beschrieben wurde.
Die Pseudoinverse einer Matrix wird auch die Moore-Penrose-Inverse
einer Matrix genannt. Für eine Matrix A ∈ Cm×n ist ihre Moore-Penrose-
Inverse eine eindeutig bestimmte Matrix A+ ∈Cn×m, die folgende Kriterien
erfüllt [31], [33]:
1. AA+A= A
2. A+AA+ = A+
3. (AA+)∗ = AA+
4. (A+A)∗ = A+A
Die letzten zwei Kriterien setzen voraus, dass die Matrizen AA+ und
A+A hermetisch sein sollen. Die Moore-Penrose-Inverse der Jacobi-Matrix
J(x) ∈ Cn×m mit n< m ist mit Hilfe der QR-Zerlegung [34] wie folgt kon-
struiert [35]:
J = QR (2.14)
R =
R1
O
 (2.15)
J+ =
[
R−11 O
∗
]
Q∗ (2.16)
mit O als eine Nullmatrix mit der Dimension (n−m)×m. Bei der QR-
Zerlegung wird die Matrix J in das Produkt der Matrizen Q und R zerlegt.
Die Matrix Q ist eine orthogonale Matrix und Matrix R ist eine obere Drei-
ecksmatrix.
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In der Praxis wird die Berechnung des Verbesserungsschrittes bei dem
Newton-Verfahren
∆xk =−J(xk)−1F(xk) (2.17)
oft aber durch Lösen des Gleichungssystem
J(xk)∆xk =−F(xk) (2.18)
direkt berechnet. Mit Gleichung (2.16) eingesetzt in Gleichung (2.18) für
reelle J(x) ∈ Rm×n und f (x) ∈ Rm ergibt sich
∆xk =
[
R−11 O
]
QTF(xk): (2.19)
2.4.2 Levenberg-Marquardt-Algorithmus
Der Levenberg-Marquardt-Algorithmus (LMA) wird oft benutzt, um nicht-
lineare Probleme mit Hilfe der kleinsten Quadrate zu lösen. Der Algorith-
mus wurde zuerst von K. Levenberg [36] in 1944 vorgestellt, und später von
D. W. Marquardt [37] wieder entdeckt.
Ähnlich wie das Newton-Verfahren ist LMA ein iteratives Verfahren. An-
ders als das Newton-Verfahren werden hier die Quadrate der Funktionen
minimiert:
min
x∈Rm
‖F(x)‖22 = minx∈Rm
m
∑
i=1
fi(x)2: (2.20)
In jeder Iteration wird der Verbesserungsschritt anhand der Jacobi-Matrix
mit einer Zusatzbedingung rk berechnet. Das Problem wird dadurch linea-
risiert. Das Optimierungsproblem wird als folgendes Ersatzproblem formu-
liert [36]:
min
x∈Rm
‖F(xk)+ J(xk)∆xk‖22 (2.21)
‖∆xk‖22 = ‖xk+1−xk‖22 < rk: (2.22)
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Durch Einführung des Parameters rk hat der LMA im Vergleich zu dem
Newton-Verfahren ein besseres Konvergenzverhalten auch bei schlechten
Anfangswerten. Der Parameter rk definiert einen Suchbereich um die jetzi-
ge Schätzung, worin die Zwischenlösung als gute Repräsentation der Ziel-
funktion angenommen ist. Somit vermeidet LMA ungültige Verbesserungs-
schritte und zwingt eine Verkleinerung der Funktionswerte ‖F(xk)‖2 in je-
der Iteration [30]. Trotzdem ist für LMA und das Newton-Verfahren die
Konvergenz nicht garantiert, da die Schrittweitenbeschränkung rk nicht de-
terministisch ist.
2.4.3 Trust-Region-Verfahren
Das Trust-Region-Verfahren (TR) ist ein iteratives Verfahren zur Berech-
nung eines lokalen Minimums eines Gleichungssystems. Das Verfahren ist
zwar mit dem LMA verwandt, aber es unterscheidet sich von LMA darin,
eine deterministische Schrittweitenbeschränkung in jeder Iteration ermögli-
chen.
Die Iteration des Trust-Region-Verfahrens wird in zwei Schritte aufge-
teilt. Zuerst wird eine Korrektur berechnet, die das zu lösende Problem mi-
nimiert. Statt eine Linearisierung des Problems wie beim LMA, werden die
erste beide Terme der Taylorreihenentwicklung benutzt:
F(xk+ s) = F(xk)+ JTk s+
1
2
sTHks (2.23)
Das Teilproblem zum Berechnen der Korrektur s lautet [38]
minq(s) =min
{
1
2
sTHs+ sT J | ‖Ds‖ ≤ ∆
}
; (2.24)
mit J als Jacobi-Matrix undH als Hesse-Matrix. Die Hesse-MatrixH enthält
die zweiten partiellen Ableitungen des Gleichungssystems F(x). D ist eine
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diagonale Matrix zur Skalierung von s und ∆ ist der Trust-Region-Radius,
der die Vertrauensbereiche der Korrektur definiert.
Nachdem die Korrektur sk in der k-ten Iteration berechnet ist, wird ihre
Brauchbarkeit in dem zweiten Schritt überprüft. Es wird gleichzeitig ent-
schieden, ob der Trust-Region-Radius verkleinert oder vergrößert werden.
Dabei wird der Quotient
rk =
F(xk)−F(xk+ sk)
F(xk)−qk(sk) (2.25)
berechnet, um das Verhältnis zwischen der tatsächlichen Reduktion von
F(x) im Zähler zur vorhergesagten Reduktion im Nenner zu beschreiben
[39].
Die aktuelle Korrektur sk wird akzeptiert, falls rk in der Nähe von 1 ist,
da das quadratische Modell qk in dem Vertrauensbereich mit der Funktion
F(x) gut übereinstimmt. Ein rk  1 bedeutet eine stärkere Minimierung
der Funktion F(x) und der Punkt xk + sk wird als brauchbar bezeichnet.
Liegt rk in der Nähe von 0, so wird die Korrektur sk verworfen, und ∆k wird
vergrößert.
Die Strategie des Trust-Region-Verfahrens, die Schrittweitenbeschrän-
kung in jeder Iteration zu aktualisieren, führt zu einer deterministischen
Korrektur der Lösung und ergibt damit einen Vorteil gegenüber LMA. In
dieser Arbeit wird dieses Verfahren gegenüber LMA bevorzugt.
2.4.4 Innere-Punkte-Verfahren
Das Innere-Punkte-Verfahren (IPV) ist ein Optimierungsverfahren in der
linearen und quadratischen Programmierung. Dieses Verfahren wurde als
Konkurrenz des Simplex-Verfahrens entwickelt und sollte ein besseres Kon-
vergenzverhalten für große dünn-besetzte Probleme aufweisen [40].
Außer seine Anwendung in der Optimierung kann das Verfahren auch
zum Lösen von linearen und nichtlinearen Gleichungssystemen eingesetzt
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werden. Eine wichtige Eigenschaft des Verfahrens ist die Möglichkeit, den
Suchraum für die Lösung zu begrenzen [41]. Grundsätzlich kann das zu
lösende Gleichungssystem mit der Suchraumbegrenzung wie folgt ausge-
drückt werden:
f (x) = 0; x ∈Ω (2.26)
Ω = {x ∈ Rn |ug≤ x≤ og} ; (2.27)
mit ug und og als untere und obere Grenze.
Da es sich bei IPV um eine Minimierung oder eine Maximierung einer
Zielfunktion handelt, muss das Gleichungssystem F(x) zuerst als eine Funk-
tion mit einem einzigen Funktionswert ausgedrückt werden. In dieser Arbeit
wird die Summe der Quadrate der Funktionen genutzt:
f (x) = ‖F(x)‖22 =
m
∑
i=0
fi(x)2 (2.28)
Die Randbedingungen ug ≤ x ≤ og wird durch die Einführung der so-
genannten Schlupfvariable s (engl.: slack variable) von Ungleichungen in
Gleichungen umgewandelt:
x ≥ lb
x− lb ≥ 0
x− lb− slb = 0
x ≤ ub
ub−x ≥ 0
ub−x− sub = 0
slb ≥ 0 ; sub ≥ 0:
(2.29)
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Laut dem Stand der Technik gibt es unterschiedliche Definitionen des
Innere-Punkte-Verfahrens [28], [42]. In dieser Arbeit wird die Version mit
dem Logarithmischen-Barriere-Verfahren diskutiert, das durch Einführung
logarithmischer Strafterme erzwingt, dass s positiv ist.
Das Minimierungsproblem wird für µ > 0 als
min
x;s
F(x)−µ
n
∑
i
lnxi; (2.30)
mit den Randbedingungen in Gleichung (2.29) formuliert.
In jeder Iteration wird der Wert µ reduziert. Idealerweise konvergiert das
Problem gegen µ = 0, bei dem die Lösung des Ursprungsproblems gefunden
ist [30]. Die Strafterme gewährleisten die globale Konvergenz des Verfah-
rens [30], [42].
2.5 Lösen von linearen Gleichungssystemen
Unter einem linearen Gleichungssystem versteht man eine Sammlung von
zwei oder mehren linearen Gleichungen F(x) für die Unbekannten x. Die
Lösung des Gleichungssystems muss gleichzeitig alle Gleichungen erfüllen
[26]. Ein lineares Gleichungssystem lässt sich in der Matrixform:
a11 a12 · · · a1n
a21 a22 · · · a2n
...
am1 am2 · · · amn


x1
x2
...
xn

=

b1
b2
...
bn

(2.31)
Ax = b (2.32)
für m Gleichungen und n Unbekannten zusammenfassen. Für den Fall b= 0
hat man ein homogenes Gleichungssystem. Sonst handelt es sich um ein
inhomogenes Gleichungssystem.
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Die Lösbarkeit und die Lösungsmenge eines solchen Gleichungssystems
kann mit dem (rang) der Matrix A und der erweiterten Koeffizientenma-
trix (A|b) überprüft werden. Ist rang(A) = rang(A|b), ist das lineare Glei-
chungssystem laut Rouché-Frobenius-Theorem [43] genau lösbar.
Außerdem gilt für r = rang(A):
1. Für r = n ist die Lösung eindeutig,
2. für r < n ist die Lösung nicht eindeutig mit n− r Unbekannten als
freie Parameter.
2.5.1 Methode der kleinsten Quadrate
Vorgestellt wurde das Verfahren im Jahr 1809 von Carl Friedrich Gauß, um
die elliptische Laufbahn des Zwergplaneten Ceres zu aus wenigen Mess-
punkten zu berechnen [44]. Die Methode der kleinsten Quadrate versucht
durch Minimierung der Fehlerquadrate ‖Ax−b‖22, die Lösung für das Glei-
chungssystem zu berechnen.
Es wird das Minimierungsproblem in der Form der sogenannten Norma-
lengleichungen umgewandelt:
Ax = b
A>Ax = A>b (2.33)
x = (A>A)−1b
Die Matrix A>A ist positiv definit, sodass die Lösung x ein Minimum
ist [45]. Die Methode der kleinsten Quadrate setzt für eine gute Lösung des
Gleichungssystem voraus, dass genug Messdaten vorhanden sind und die
Abweichung der Messdaten zum Modell eine Normalverteilung annähert.
Das Vorkommen von Ausreißern kann das Ergebnis der Methode der
kleinsten Quadrate beeinflussen. Mögliche Maßnahmen dagegen sind zum
Beispiel die Detektion und Eliminierung der Ausreißer aus demGleichungs-
system oder die Gewichtung der einzelnen Messwerte mit ihrem Residuen.
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Dabei werden die Messungen mit großem Residuum weniger gewichtet und
somit weniger zur Lösung des Gleichungssystems beitragen. Solche Verfah-
ren werden als Verfahren gewichteter kleinster Quadrate bezeichnet [46].
2.5.2 Tikhonov-Regularisierung
Im Fall eines schlecht gestellten Gleichungssystems mit rang(A)< n hat das
Gleichungssystem unendliche viele Lösungen. Beim Lösen solcher Glei-
chungssysteme wird oft eine Regularisierung eingesetzt, damit das Glei-
chungssystem eine spezielle Lösung ergibt. Ein bekanntes Regularisierungs-
verfahren ist die Tikhonov-Regularisierung, die von Andrey Tikhonov in
1966 vorgestellt wurde [47].
Es handelt sich bei der Tikhonov-Regularisierung um eine Modifikation
des ursprünglichen Gleichungssystems mit einem sogenannten Regularisie-
rungsterm. Das Minimierungsproblem von ‖Ax−b‖2 wird:
min‖Ax−b‖2+‖Γx‖2 (2.34)
mit Γ = αI und α als Regularisierungsparameter und I als Identitätsmatrix
[48].
Die spezielle Lösung xˆ ist dann gegeben durch:
xˆ= (A>A+Γ>Γ)−1A>b: (2.35)
Laut [49] bevorzugt die Tikhonov-Regularisierung die spezielle Lösung
mit der kleinsten Norm. Mit geeigneter Auswahl des Regularisierungspara-
meters α kann man den Einfluss der Regularisierung einstellen.
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3 Betrachtete Anwendungsbeispiele
In diesem Abschnitt werden die in dieser Doktorarbeit betrachtete Ultra-
schallsysteme vorgestellt. Sie werden benutzt, um die vorgestellten Verfah-
ren zur Verbesserung der Lokalisierungsgüte bildgebender Ultraschallsyste-
me zu evaluieren.
3.1 3D-USCT-II
Das am Institut für Prozessdatenverarbeitung und Elektornik (IPE) entwi-
ckelte Verfahren der 3D-Ultraschall-Computertomographie (3D-USCT) am
KIT hat das Ziel, hoch aufgelöste 3D-Bilder für die Brustkrebsfrüherken-
nung aufzunehmen und zu rekonstruieren. Das aktuelle System (3D-USCT-
II) besitzt 2041 Ultraschallwandler, die in einem Halbellipsoid angeordnet
sind. Diese Anordnung ist für eine räumlich wenig variable und isotrope
3D-Punktspreizfunktion innerhalb eines Halbellipsoid mit der Halbachsen
von 5 cm und 10 cm optimiert [25].
Die Ultraschallwandler in dem aktuellen Aufbau sind in 157 so genannten
Ultraschallwandlerarrays (TAS) mit jeweils 4 Sendern und 9 Empfängern
gruppiert. Die Ultraschallwandler haben eine Mittenfrequenz von 2;5MHz
mit 50% Bandbreite und einem Öffnungswinkel (−6 dB) bei 30°. Die An-
ordnung ist in Abbildung 3.1 dargestellt. Das einzelne Ultraschallwandler-
array wird mit der Sende- und Empfangsstufe in einem Gehäuse zusammen-
gebaut.
Die Halbellipsoidapertur des 3D-USCT-II-Geräts hat einen Durchmesser
von 26 cm und eine Tiefe von 18 cm. Außerdem kann diese Apertur rotiert
und in der Höhe verschoben werden, um zusätzliche virtuelle Position der
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(a) Schema eines TAS-Arrays (b) TAS
Abbildung 3.1: Die linke Abbildung stellt die Anordnung der Ultraschallwandler
in einem Ultraschallwandlerarray (TAS) mit einem farbcodierten
Beispiel in dem rechten Bild dar.
Abbildung 3.2: Die USCT-Apertur (links) und das TAS-Array in einem Gehäuse
eingebaut (rechts)
Ultraschallwandler zu erzeugen. Abbildung 3.2 zeigt ein zusammengebau-
tes TAS in einem Gehäuse und die 3D-USCT-Apertur.
Während eines Messvorgangs wird ein Sender über das DAQ-System
adressiert und transmittiert ein Ultraschallsignal. Die ausgesendete Ultra-
schallwelle ist nicht fokussiert und breitet sich in Näherung als Kugelwelle
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zu den Empfängern aus. An den Empfängern wird gleichzeitig die Signal-
aufnahme gestartet. Dieser Prozess wird für alle Sender wiederholt, danach
kann die Apertur in die nächste Position gefahren werden, um weitere Mes-
sungen durchzuführen.
Die Positionsungenauigkeit der Ultraschallwandler zwischen dem auf-
gebauten System und dem Entwurf wurden aufgrund der Komplexität des
Aufbaus nicht praktisch gemessen. Solche Abweichungen sind beispiels-
weise die Toleranz des Fertigungsprozesses bei der Herstellung der USCT-
Apertur und die Verschiebung und Rotation des Ultraschallwandlerarrays
bei der Montage in das Gehäuse.
Außerdem kann die Position der Ultraschallwandler nach einer Wartung
verändert sein. Ein Fehler bei der Verkabelung ist zusätzlich nicht auszu-
schließen. Schließlich ist eine Expansion oder eine Schrumpfung der USCT-
Apertur je nach Betriebstemperatur erwartet.
Laut Fertigungstoleranzen der Bohrmaschine liegt die axiale Genauig-
keit der TAS-Positionierung und maximale Verdrehung in der 3D-USCT-
Apertur bei ±20 µm und ≤0;93°. Zusätzlich ist eine Toleranz der axialen
Positionierung im TAS-Gehäuse von ±30 µm erwartet. Weiterhin ist anzu-
merken, dass unsachgemäße Montage des TAS-Arrays in die Apertur den
Anschlag zerstört, und zu größeren Winkeltoleranz führen kann.
Die Field Programmable Gate Arrays (FPGA) in dem DAQ-System wer-
den mit einem Systemtakt von 20MHz betrieben. Das Empfangssignal wird
als A-Scan bezeichnet und wurde mit einer Abtastrate von 20MHz und ei-
ner Abtastdauer von 300 µs aufgenommen. Um die Datenmenge zu reduzie-
ren, werden die A-Scans auf ein Drittel der ursprünglichen Länge, nämlich
1=3×300µs=10MHz= 1000 Abtastpunkte bandpassunterabgetastet.
Aufgrund der großen Menge an eingebauten Ultraschallwandlern ist es
unmöglich, das System manuell zu kalibrieren. Gleichzeitig ist es wegen der
Bauart der Ultraschallwandler in 3D-USCT keine genaue Positionsmessung
mit externen Werkzeugen ausführbar. Die möglichen Fehlerquellen des 3D-
USCT-II-Geräts sind in Tabelle 3.1 zusammengefasst.
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Fehlerquelle Erwartete Fehlergröße
Fertigungstoleranz ≤20 µm
Mittelpunktverschiebung im TAS x,y ≤1mm, z ≤300 µm
Radiales Offset einzelner TAS ≤30 µm
Rotation der TAS ≤0;93°
Wärmeausdehnungskoeffizient des Poly-
oxymethylen (POM-C)
1;1×10−4 K−1 ≡ 28;6 µmK−1
Verzögerung im digitalen Filter ≈1;4 µs ≡ 2;1mm bei 25 ◦C
Temperaturoffset im TAS ≈3;0 ◦C ≡ 1;5mm bei 25 ◦C
Temperaturfehler im TAS ±2;4 ◦C ≡ 1;2mm bei 25 ◦C
Potentielle Jitter in der Elektronik 20MHz ≡ 76 µm bei 25 ◦C
Tabelle 3.1: Fehlerquellen und ihre erwartete Größenordnung in 3D-USCT-II
3.2 Luftultraschallarray unter extremen
Temperaturbedingungen
Es handelt sich hier um das Big Sonic Ski von der Firma MOBA Mobile
Automation AG, das bei der Straßenfertigung die Qualität der Oberfläche
ständig kontrollieren sollte[50]. Das Ultraschallarray wird an dem Straßen-
fertiger angebaut und liefern Abstandmessung zur Asphaltoberfläche. Das
Ziel der Messung ist es, die Dicke des frisch aufgetragenen Asphalts zu be-
stimmen.
Die größte Herausforderung dabei ist die hohe Temperatur der Asphalt-
oberfläche. Während des Messvorgangs breitet sich die Ultraschallwelle
durch das Medium mit großen Temperaturgradienten aus. Da keine direkte
Messung der Oberflächentemperatur möglich ist und der Temperaturgradi-
ent unbekannt ist, kann es zur großen Fehler bei der Ermittlung des Abstan-
des führen.
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Abbildung 3.3: Sonic Ski am Straßenfertiger zur Schichtdickenmessung
Re
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Abbildung 3.4: Die Abbildung zeigt das Big Sonic Ski von der Firma MOBA Mo-
bile Automation AG. Der zusätzlich Ultraschallwandler dient zur
Schätzung der Schallgeschwindigkeit mit Hilfe der Referenzstre-
cke. Abbildung entnommen aus [50].
Typischerweise liegt die Oberflächentemperatur bei ≈120 ◦C. Die Wär-
meabstrahlung an der Asphaltoberfläche bildet einen Temperaturgradienten
oberhalb der Oberfläche. Um aus der Schalllaufzeit über eine Referenzstre-
cke die momentane Temperatur im Luft herzuleiten, ist das Big Sonic Ski
mit einem zusätzlichen Ultraschallwandler in einer horizontalen Ausrich-
tung angebaut.
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Abbildung 3.5: Die Abbildung zeigt schematisch den Messaufbau des Luftultra-
schallarrays unter dem Temperaturgradienten über die Asphaltober-
fläche.
Anhand der gemessenen Temperatur soll die Schallgeschwindigkeit be-
rechnet werden, um die Genauigkeit der Abstandmessung zur Asphaltober-
fläche zu verbessern. Abbildung 3.5 zeigt schematisch den Messaufbau.
Trotz der Kompensation mit der Referenzmessung kann die Abstandmes-
sung mit dem bestehenden Messaufbau einen Fehler von bis zu 2 cm haben,
der abhängig von dem Abstand des Wandler-Arrays zur Asphaltoberfläche
ist. Je größer der Abstand der Messposition zur Oberfläche ist, desto inho-
mogener kann die Temperaturverteilung sein. Dadurch ist die gemessene
Schallgeschwindigkeit entlang der Referenzstrecke nicht für die Messstre-
cke zur Asphaltoberfläche gültig, weil die Referenzstrecke eine tiefere Tem-
peratur als der Bereich unmittelbar oberhalb der Asphaltoberfläche hat.
Anderseits besteht bei einem kleineren Messabstand das Risiko, die Ul-
traschallwandler durch die Wärme zu beschädigen. Typischerweise wird das
Sensorarray auf eine Messhöhe von ca. 20 bis 30 cm an dem Straßenfertiger
angespannt.
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3.3 Bildgebendes Luftultraschallsystem (ABUS)
Das bildgebende Luftultraschallsystem (ABUS) wurde im Rahmen dieser
Doktorarbeit aufgebaut, um ein Reflexionstomographensystem mit Luftul-
traschall zu realisieren. Am Beispiel dieses Systems sollen die Verfahren zur
Optimierung der Wandleranordnung und Selbstkalibrierung evaluiert wer-
den. Außerdem wird mit dem System die Einsetzbarkeit der Bildgebung mit
Luftultraschall in realistischen industriellen Anwendungen zur Klassifizie-
rung und Lokalisierung mehrerer Objekte untersucht. Zur Bildgebung setzt
das bildgebende Luftultraschallsystem die SAFT ein.
Das System besteht aus sechzehn Ultraschallwandler UC2000-30GM von
der Firma Pepperl+Fuchs GmbH. Die Ultraschallwandler haben eine Mittel-
frequenz von 200 kHz mit einer Bandbreite von circa 20 kHz. Die erwartete
räumliche Auflösung δ ist laut [5] approximiert durch:
δ ≈ c
∆ f
: (3.1)
Die Variable c ist die Schallgeschwindigkeit in Luft und die Variable ∆ f die
Bandbreite. Für eine Schallgeschwindigkeit bei ca. 343ms−1 in Luft liegt
die Auflösung bei 1;7 cm.
Abbildung 3.6: Aufbau des bildgebenden Luftultraschallsystems
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Abbildung 3.7: Die linke Abbildung zeigt den Ultraschallwandler in einer Halte-
rung. Die Halterung ermöglicht die Positionierung des Wandlers
auf 5 cm und 10 cm Höhe. Das DAQ-System NI USB-6363 von
National Instruments™ steht in der rechten Abbildung.
Für die Ansteuerung derWandler und die Signalaufnahme wird das DAQ-
System NI USB-6363 von National Instruments™ verwendet. Das System
verfügt über 32 Analogeingänge mit einer Abtastrate von 2MHz im Einzel-
kanalbetrieb. Die Eingänge haben eine Auflösung von 16 Bit und können
Spannungen im Bereich±10V abtasten. Gleichzeitig hat das NI USB-6363
vier Analogausgänge und 48 Digital-I/O-Leitungen. Abbildung 3.7 zeigt
den Ultraschallwandler und das DAQ-System.
JedemWandler wird ein Analogeingang und eine Digital-I/O-Leitung zu-
geordnet. Die Digital-I/O-Leitung dient zur Ansteuerung des Ultraschall-
wandlers, um ein Ultraschallsignal auszusenden. Um die Wandler mit dem
DAQ-System zu verbinden, wurde eine Adapterplatine gefertigt. An jedem
Ultraschallwandler sind ein linear verstärktes Empfangssignal und die Ein-
hüllende dieses Signals zur Verfügung gestellt. Die Einhüllende wurde mit
dem SA614 Verstärker der Firma NXP1, der einen Quadraturdemodulator
besitzt, erzeugt. Die beide Signale können über einen Jumper auf der Adap-
terplatine ausgewählt werden.
1 https://www.nxp.com/products/rf/rf-mixers/low-power-fm-if-systems/low
-power-fm-if-system:SA614A
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In diesem Kapitel wird ein Verfahren zur Selbstkalibrierung bildgebender
Ultraschallsysteme präsentiert. Bei der Selbstkalibrierung handelt sich es
um die automatische Erkennung und Kompensation möglicher Fehlerquel-
len im System.
4.1 Stand der Technik
In folgenden werden bisherige Ansätze zur Kalibrierung bildgebender Ul-
traschallsysteme am Beispiel der 3D-USCT-I [51], des SoftVue Systems
[52] und des MUBI-Systems [53] vorgestellt.
4.1.1 Kalibrierung des 3D-USCT-I-Systems
Zur Selbstkalibrierung des 3D-USCT-I wurde in 2009 von Adam Filipík in
seiner Dissertation mit dem Thema „Calibration of an Ultrasonic Transmis-
sive Computed Tomography System“ [51] ein Verfahren vorgestellt, das sich
mit der Kalibrierung der Position der Ultraschallwandler beschäftigt.
Die 3D-USCT-I hat eine zylindrische Apertur mit einem Durchmesser
von 18 cm und eine Höhe von 15 cm. Ähnlich zu der aktuellen Version wur-
den 1920 Ultraschallwandler in 48 Ultraschallwandlerarrays (TAS) grup-
piert. Insgesamt sind 8 Sender und 32 Empfänger in einem TAS eingebaut.
Diese Apertur kann rotiert werden, um zusätzliche virtuelle Wandlerpositio-
nen zu erzeugen. Die Apertur ist in Abbildung 4.1 dargestellt.
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Abbildung 4.1: Die linke Abbildung stellt die Apertur der Vorgängerversion von
3D-USCT dar. In der rechten Abbildung ist der Aufbau der Ultra-
schallwandlerarray gezeigt.
Konzept
Für die Kalibrierung nutzte Adam Filipík eine sogenannte Leermessung, bei
der die USCT-Apertur lediglich mit Wasser gefüllt ist. Anhand der detek-
tierten Laufzeiten von den Sendern zu den Empfängern sollten die Positio-
nen der Ultraschallwandler und die individuelle Zeitverzögerung im System
gleichzeitig kalibriert werden. Das Ziel war es, die Positionen und Zeitver-
zögerungen zu finden, die die Differenz zwischen der berechneten und ge-
messenen Laufzeiten minimieren.
Methode
Laufzeitgleichung In [51] wird die Laufzeitgleichung computed time-of-
arrival (CTOF) genannt:
CTOFsr(xs;xr) =
√
(xs− xr)2+(ys− yr)2+(zs− zr)2
v
+ τs+ τr; (4.1)
mit xs = [xs;ys;zs;τs] und xr = [xr;yr;zr;τr] als Vektoren der unbekannten
Ultraschallwandlerpositionen und der Systemverzögerungen. Die Variable v
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steht für die Schallgeschwindigkeit imWasser. In [51] wird sie als bekannter
Parameter angenommen.
ITE- und TAS-Ansätze Es wird für jede SEK die normierte Differenz
zwischen CTOF und der gemessenen Laufzeit (MTOF) minimiert:
minF(x) =min
x
1
2
‖CTOF−MTOF‖2; (4.2)
mit x= [xs;xr]. Dieses Verfahren wurde Individual Ultraschallwandler Ele-
ment (ITE) Ansatz genannt. Zum Lösen des Gleichungssystems wurde das
Newton Verfahren und Levenberg-Marquardt-Verfahren untersucht.
Um das Kovergenzverhalten des Gleichungssystems zu untersuchen und
die Anfälligkeit des Verfahrens gegenüber Messfehler in der Laufzeitdetek-
tion zu verbessern, wurde der ITE-Ansatz mit der zusätzlichen bekannten
Merkmales des Systems erweitert. Dabei wurde die Anordnung der Ul-
traschallwandler innerhalb einem TAS benutzt, um zusätzliche Randbedin-
gungen in das Gleichungssystem einzuführen. Dieser Ansatz wurde Ultra-
schallwandler Array System (TAS) Ansatz genannt.
Das Gleichungssystem wird statt mit der Position einzelner Ultraschall-
wandler mit der Position und Orientierung des TAS als Unbekannte for-
muliert. Dadurch wurde die Anzahl von Unbekannten im Vergleich zu
dem ITE-Ansatz von 7680 auf 2208 für die gesamte USCT-Apertur redu-
ziert. Trotz der Reduzierung von Unbekannten blieb das Gleichungssystem
schlecht gestellt, da der Rang des Gleichungssystems um 7 unter der Anzahl
von Unbekannten liegt.
Stabilisierung durch Verankerung Aufgrund des Rangdefizits hat das
Gleichungssystem beliebig viele Lösungen. Um eine spezielle Lösung zu
bekommen, wurden die Position mit einer ausgewählten Untermenge der
Ultraschallwandler verankert. Somit werden die Anzahl der Unbekannten
weiter reduziert. In der Dissertation hat Adam Filipík ebenfalls eine Unter-
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suchung auf Basis von sogenanntem Dilution of Precision (DOP) durchge-
führt, um die optimierte Ultraschallwandler für die Verankerung zu finden.
Ergebnisse
Anwendungen des vorgestellten Kalibrierungsverfahrens auf echter USCT-
Daten haben gezeigt, dass der Ansatz aufgrund großer Konditionszahl [54]
der Gleichungssysteme wenig funktioniert hat. Eine Erklärung für die schlech-
te Kondition ist die limitierte Anzahl von Signalen aufgrund des kleinen
Öffnungswinkels der Ultraschallwandler, sowie Messfehler bei der Lauf-
zeitdetektion.
In der Dissertation wurde angegeben, dass eine Genauigkeit der Positio-
nen≤1mm erreicht werden könnte, solange das Residuum des Gleichungs-
systems kleiner als 2×10−7 ist. In der Simulation hat der ITE-Ansatz,
der einzelnen Ultraschallwandler im System getrennt kalibriert, im rausch-
freien Fall eine Genauigkeit von 1×10−7m erreicht. Die Genauigkeit des
TAS-Ansatzes, der die Ultraschallwandler nach ihrer TAS-Gruppierung ka-
libriert, lag für die gleiche Simulation bei 1×10−8m. Es wurde nicht be-
richtet, welche Genauigkeit beide Ansätze mit echten Daten erreicht wurde.
4.1.2 Kalibrierung eines Ring-Ultraschallarrays
In der Firma Delphinus Medical Technologies, Inc., einer Ausgründung
des Karmanos Cancer Institutes (KCI) in Detroit, wurde ein Ultraschall-
Tomographiesystem namens SoftVue™mit einem ringförmigen Ultraschall-
array entwickelt. In [52] wurde ein Verfahren zur Selbstkalibrierung des
Systems vorgestellt.
Laut [52] sind die Ultraschallwandler regelmäßig auf einem Ring mit
einem Durchmesser d verteilt. Anders als bei 3D-USCT-II arbeitet jeder
Ultraschallwandler in dem System gleichzeitig als Sender und Empfänger.
Abbildung 4.2 zeigt den schematischen Aufbau des Systems. Das Verfahren
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Abbildung 4.2: Schematischer Aufbau des Ultraschallsystems am KCI mit einer
Ringform. Abbildung entnommen aus [52].
arbeitet ebenfalls mit der Minimierung der Differenz zwischen gemessener
und berechneter Laufzeit.
Problembeschreibung
Das Ziel des vorgestellten Verfahrens ist eine gleichzeitige Kalibrierung der
Position, Sende- und Empfangsverzögerung und Schallgeschwindigkeit im
Medium. Die gemessene Laufzeit mi; j zwischen der i-ten und j-ten Ultra-
schallwandler ist gegeben durch:
mi; j = ti; j+ ei+ r j; (4.3)
mit ei als Sendeverzögerung und r j als Empfangsverzögerung. Die ti; j ist die
direkte Laufzeit des Ultraschallsignals zwischen der Ultraschallwandler.
Es wurde angenommen, dass das Medium homogen ist, und somit eine
konstante Schallgeschwindigkeit hat. Der euklidische Abstand di; j ist durch
di; j = c · ti; j = ‖xi − x j‖. Es werden die euklidischen Abstände zwischen
allen Ultraschallwandler in einer Distanzmatrix D zusammengefasst.
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Das System wird durch die Minimierung der quadratischen Differenz
zwischen der gemessenen und berechneten Laufzeitmatrizen kalibriert:
min
c;e;r;xi
‖M−Mˆ‖2 = min
c;e;r;xi
‖c−1D+ e1Tn +1nrT −Mˆ‖2: (4.4)
Die Matrix Mˆ beinhält die gemessenen Laufzeiten.
Kalibrierungsstrategie
Das Verfahren nimmt an, dass durch eine gute initiale Schätzung der Ma-
trix D die Schallgeschwindigkeit und die Verzögerungen gut schätzbar sind.
Außerdem werden fehlerhafte oder fehlende Elemente in der Distanzma-
trix mit Kenntnisse über die Wandler-Positionen geschätzt. Wenn man die
Matrix D quadriert, erhält man eine Matrix mit folgender Eigenschaften:
1. Die Matrix ist symmetrisch.
2. Die Elemente der Hauptdiagonalen sind Nullen.
3. Die Elemente sind positiv.
4. Die Matrix hat einen maximalen Rang von 4.
Mit Hilfe des sogenannten „Matrix Denoising“ können Messfehler in der
Matrix D korrigiert werden.
Ergebnisse
In [52] wurde das Verfahren in Simulationen und mit experimenteller Daten
einer Leermessung getestet. Ein Beispielkalibrierung aus der Veröffentli-
chung ist in Abbildung 4.3 dargestellt. Es wurde qualitativ gezeigt, dass die
rekonstruierte Schallgeschwindigkeit nach der Verzögerungs- und Position-
skalibrierung eine homogene Verteilung darstellt.
Laut [52] ist das Verfahren in der Lage, eine Positionsverschiebung in der
Größe von 0;01mm aufzulösen. Es wurde gezeigt, dass die Kalibrierungs-
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Abbildung 4.3: Die Abbildungen zeigen die rekonstruierten Schallgeschwindig-
keitsbilder ohne und mit der Kalibrierung des SoftVue-Systems.
Das rekonstruierte Bild nach der Kalibrierung in (c) zeigt die er-
wartete homogene Verteilung der Schallgeschwindigkeit in der
Leermessung. Abbildung adaptiert aus [52].
genauigkeit stark von den Messfehlern abhängig ist. Daher ist es nötig, die
detektierte Laufzeiten zuerst zu entrauschen.
Das angewandte „Matrix Denoising“ zur Schätzung der fehlenden Ele-
mente in der Distanzmatrix verbessert laut [52] das Konvergenzverhalten
der Kalibrierung, wurde allerdings nur für eine Wandleranordnung in einem
Kreis evaluiert.
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In [55], [56] wurde ein ähnliches Kalibrierungsverfahren für die Wandler-
Positionen von Parhiskar veröffentlicht. Es wurde anhand Simulationen ge-
zeitgt, dass die Kalibrierungsgenauigkeit von den Laufzeitfehler in Matrix
D anhängig ist. Je größer die Varianz der Fehler, desto ungenauer wird das
Kalibrierungsergebnis. Außerdem zeigten die Simulationen, dass mit stei-
gender Anzahl von SEK der Einfluss der Laufzeitfehler reduziert wird.
Beide Verfahren setzen ein homogenes Schallverteilung während der Ka-
librierung aus, und die Ultraschallwandler sind sowohl Sender als auch
Empfänger. Diese Annahme limitiert die direkte Einsetzbarkeit für Ultra-
schallsysteme wie das 3D-USCT-II-Gerät mit getrennten Sender und Emp-
fänger.
4.1.3 Kalibrierung des MUBI-Systems
Das „Multimodal Ultrasound Breast Imaging“ System (MUBI) wurde an der
Universität Complutense Madrid entwickelt [53]. Das System besitzt zwei
lineare Ultraschallarrays mit insgesamt 128 Ultraschallwandlerelementen.
Die Ultraschallwandler haben eine Mittenfrequenz von 3;2MHz und eine
Bandbreite von 50%. Die Ultraschallarrays befinden sich in einer Wasser-
tank mit einem Radius von 100mm zur Hauptachse und können unabhängig
voneinander mit einer Winkelauflösung von 0;1° rotiert werden. Abbildung
4.4 stellt das MUBI-System dar.
Methode
In [57] wurde ein Kalibrierungsmethode für das MUBI-System vorgestellt.
Das Ziel der Kalibrierung ist die Schallgeschwindigkeit im Wasser und die
genaue Positionierung der Ultraschallwandlerelementen zu ermitteln.
Es wurde angenommen, dass die Wandlerpositionen innerhalb eines Ar-
rays einen maximalen Fehler von ein Zehntel der benutzten Wellenlänge
betragen. Außerdem ist der Rotationsmechanismus der beiden Arrays aus-
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reichend genau. Aufgrund dessen wird in der Kalibrierung lediglich der Ra-
dius des Arrays zur Hauptachse ermittelt.
Der Kalibrierungsprozess wird in zwei Schritten durchgeführt. Es wird
zuerst die Schallgeschwindigkeit imWasser kalibriert, gefolgt durch die Po-
sitionskalibrierung. Im Vergleich zur Kalibrierungsmethoden in den vorhe-
rigen Abschnitten werden präzise gebaute Phantome benutzt.
Schallgeschwindigkeitskalibrierung
Für die Schallgeschwindigkeitskalibrierung wurde ein Phantom aus zwei
parallel positionierten Kupferdrähten gebaut. Die Kupferdrähte haben einen
Durchmesser von 0;1mm. Der Abstand zwischen den Drähten ist genau
bekannt.
Während des Kalibrierungsvorgangs wird ein Wandlerelement aus ei-
nem Array in Puls-Echo-Betrieb betrieben. Aus dem aufgenommenen Si-
gnal werden die Echos für die Reflexion des Ultraschallsignals an den bei-
den Drähten detektiert und das Zeitintervall zwischen beiden Echos gemes-
sen. Das Array wird weiter rotiert, bis dieses Zeitintervall maximiert ist.
An dieser Arrayposition sind das Wandlerelement und die zwei Drähte
unter der Annahme von begrenzter Winkelauflösung des Schrittmotors und
Abbildung 4.4: MUBI-System. Abbildungen entnommen aus [57].
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Abbildung 4.5: Abbildung zeigt schematisch die Positionskalibrierung des Arrays
in MUBI. Abbildung entnommen aus [53].
begrenzter Genauigkeit des Abstands zwischen den Drähten in einer Linie
ausgerichtet. Die Schallgeschwindigkeit ist dann gegeben durch:
c=
2 · s
t
; (4.5)
mit s als Abstand zwischen den Drähten und t das Zeitintervall. Es wird bei
dieser Kalibrierungsmethode eine homogene Schallgeschwindigkeitsvertei-
lung im Wasser angenommen.
Positionskalibrierung
Für die Positionskalibrierung wird ein Phantom mit einem Kupferdraht ver-
wendet. Der Draht hat einen Durchmesser von 0;1mm. Während der Kali-
brierung wird dieses Phantom an einer willkürlichen Position (xR;yR) in der
Messapertur platziert.
Die Positionskalibrierung berechnet den Radius R jeweiliges Arrays zur
Hauptachse und den Winkel β zwischen der Normale des Arrays #„n und
dem Vektor vom Mittelpunkt des Arrays zur Hauptachse R. Abbildung 4.5
stellt schematisch den Aufbau für die Positionskalibrierung eines Arrays in
MUBI dar.
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Für das i-te Element in dem Array ist der Abstand zum Draht gegeben
durch:
ri2 = (xi− xR)2+(yi− yR)2 =
(c · ti
2
)2
; (4.6)
mit ti als detektierte Laufzeit des Echos mit diesem Wandlerelement im
Puls-Echo-Betrieb und c die kalibrierte Schallgeschwindigkeit.
Gleichzeitig lassen sich die x- und y-Koordinaten des i-ten Elements mit
folgenden Gleichungen berechnen:
xi = Rcosφ +
(
i− N−1
2
)
d cos
(
φ −β − pi
2
)
; (4.7)
yi = Rsinφ +
(
i− N−1
2
)
d sin
(
φ −β − pi
2
)
; (4.8)
mit 1≤ i≤ N. Der Winkel φ ist die Winkelposition des Arrays und wird als
genau bekannt angenommen. N steht für die Anzahl der Wandlerelemente
in einem Array. Die Variable d ist der Abstand zwischen den Wandlerele-
menten.
Ersetzt man die Gleichung (4.7) und (4.8) in Gleichung (4.6), erhält man
ein Gleichungssystemmit N Gleichungen für vier Unbekannte (R;β ;xR;yR).
Um das Kalibrierungsergebnis zu verbessern, wurde in [57] empfohlen, die
Messungen bei einer andere Position des Phantoms und Winkel φ zu wie-
derholen. Empirisch wurde gefunden, dass Messungen bei acht Winkelpo-
sitionen und vier Drahtpositionen reproduzierbare Resultate ergeben.
Anwendbarkeit auf anderen Ultraschallsysteme
Das Kalibrierungsverfahren für das MUBI-System hat eine limitierte allge-
meine Einsetzbarkeit auf anderen Ultraschallsysteme, da das Verfahren spe-
ziell für die Wandleranordnung im MUBI entwickelt wurde. Die Kalibrie-
rung mit reflektierten Ultraschallwellen am Kalibrierungsobjekt kann für
Ultraschallsysteme wie zum Beispiel das Luftultraschallarray in Abschnitt
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3.2 interessant werden. Allerdings ist die Genauigkeit der Schallgeschwin-
digkeitskalibrierung von der Präzision des Kalibrierungsobjektes abhängig.
4.1.4 Zusammenfassung der betrachteten
Kalibrierungsverfahren
Abbildung 4.6 fasst die Eigenschaften der betrachteten Kalibrierungsver-
fahren für bildgebende Ultraschallsysteme mit unterschiedlichen Aufbauten
zusammen. Die drei vorgestellten Verfahren gehen von einem homogenen
Medium aus, d.h. eine homogene Schallverteilung imMedium. Diese erfüllt
nicht die Anforderung im Abschnitt 2.1.3, dass eine hohe Lokalisierungsgü-
te des Ultraschallsystems eine genau Schallgeschwindigkeit voraussetzt.
Die Kalibrierungsverfahren in [51] und [52] für den 3D-USCT-I und
das SoftVue-System benutzen die Laufzeit des transmittierten Ultraschallsi-
gnals, um die Fehlerquellen zu kalibrieren. Das Verfahren in [57] beruht im
Gegensatz auf die Reflexionssignale an speziell für die Kalibrierung ange-
fertigten Referenzobjekten.
Alle Kalibrierungsverfahren wurden mit simulierten und experimentellen
Daten evaluiert. Dabei konnte die Kalibrierungsmethode für den 3D-USCT-
I mit den Experimentdaten das System aufgrund des kleinen Öffnungswin-
kels der Ultraschallwandler nicht erfolgreich kalibrieren.
Die in dieser Doktorarbeit vorgestellte Selbstkalibrierungsmethoden für
bildgebende Ultraschallsysteme bauen auf dem Stand der Technik auf und
enthalten die folgenden Verbesserungen:
1. allgemeine Einsetzbarkeit
2. Berücksichtigung inhomogenes Mediums
3. getrennte Kalibrierung einzelner Fehlerquellen
4. automatische Detektion fehlerhafter Komponenten
5. Vorhersage der Kalibrierungsgenauigkeit
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Abbildung 4.6: Eigenschaften der betrachteten Kalibrierungsmethoden als Stand
der Technik
Die in dieser Doktorarbeit entwickelte Selbstkalibrierungsmethode für
bildgebende Ultraschallsysteme beruht auf den Laufzeiten der transmittier-
ten Ultraschallsignalen zwischen verfügbaren Sender und Empfänger in ei-
ner Leermessung. Die Laufzeitgleichungen werden in einem Gleichungs-
system zusammengefasst:
∥∥si− r j∥∥= ci j · (ti j− τsi − τr j): (4.9)
Die Vektoren si und r j sind Positionen von Sender i und Empfänger j in
einem dreidimensionalen Koordinatensystem. Die Ankunftszeit des Ultra-
schallsignals entlang des direkten Weges zwischen den beiden Ultraschall-
wandlern wird als ti j bezeichnet. Die Schallgeschwindigkeit ci j entlang die-
ses Pfades wurde aus der hier als bekannt angenommenen Temperaturver-
teilung im Medium berechnet. Die Verzögerungen beim Senden und Emp-
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fangen des Signals sind als τsiund τr j modelliert. Diese Verzögerungen sind
für jeden Ultraschallwandler spezifisch und zeitlich konstant.
Die Selbstkalibrierung beginnt mit einer Schätzung der Fehlerquellen und
optimiert sie bis die Differenz zwischen den simulierten Laufzeiten aller
ausgewählten SEK und den detektierten Laufzeiten minimiert ist. Es handelt
sich um ein iteratives Lösen des Gleichungssystems.
Um die Fehlerquellen getrennt zu betrachten, verfolgt die Selbstkalibrie-
rung dem Ansatz, die Fehlerquellen nacheinander zu kalibrieren. In jedem
Kalibrierungsschritt wird angenommen, dass andere Fehlerquellen betrags-
mäßig wesentlich kleiner als die betrachtete Fehlerquelle sind und somit
vernachlässigbar sind. Die Reihenfolge, in der die Fehlerquellen nachein-
ander kalibriert werden, wird anhand von Vorkenntnissen über das System
festgelegt.
Die Genauigkeit der Kalibrierung ist von den detektierten Laufzeiten
abhängig. Daher spielt die angewandte Methode zur Signaldetektion eine
große Rolle. Mögliche Fehler bei der Laufzeitdetektion sind ein niedriges
Signal-Rausch-Verhältnis (SNR) und Störungen wie zum Beispiel elektro-
magnetische Einstrahlung in der Signalleitung. Weiterhin können Jitter und
andere zufällige Verzögerung im System zu einer Unschärfe der gemesse-
nen Laufzeiten führen. In dem folgenden Kapitel werden unterschiedliche
Methoden zur Signaldetektion in bestehenden Literaturen vorgestellt und
evaluiert.
4.2 Laufzeitdetektion
Im diesem Abschnitt werden vier Verfahren zur Signaldetektion aus dem
Stand der Technik miteinander verglichen. Das Ziel ist ein Verfahren zu
identifizieren, mit dem sowohl eine hohe Genauigkeit als auch eine hohe
Stabilität der Signaldetektion erreicht wird.
Unter einer hohen Genauigkeit der Signaldetektion versteht man eine
kleine Abweichung der detektierten Signallaufzeit zur tatsächlichen Lauf-
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zeit. Ein Verfahren mit einer hohen Stabilität ist in der Lage unabhängig
von der Signalqualität den gleichen Messwert wiederzugeben.
Die Untersuchung fokussiert sich lediglich auf die Detektion von Trans-
missionssignale zwischen den Sendern und Empfängern und nicht auf die
Trennbarkeit mehrerer Ultraschallechos. Die Genauigkeit der Verfahren
wird mit der Abweichung der detektierten Laufzeiten zur simulierten Lauf-
zeiten gemessen. Die Standardabweichung der Detektionsfehler beschreibt
die Stabilität der Verfahren.
4.2.1 Detektion mit einfachem Schwellwertverfahren
Ein Verfahren mit dem geringsten Aufwand ist die Signaldetektion anhand
einer Schwelle. Dabei wird die Einhüllende des Empfangssignals mit einem
Komparatorschwellwert verglichen. Sobald die Amplitude der Einhüllende
des Signals den Schwellwert überschreitet, wird die Zeitdifferenz zum Sen-
dezeitpunkt als Signallaufzeit registriert.
Mathematisch kann die Einhüllende berechnet werden, in dem das Emp-
fangssignal s(t) zuerst wie in Gleichung (4.10) Hilbert-transformiert wird
[58]. Im diskreten Fall kann diese wie in Gleichung (4.11) vereinfacht wer-
den [59].
H {s(t)} = 1
pi
∫ +∞
−∞
s(τ)
t− τ dτ (4.10)
H {s[k]} = H[k]∗ s[k] (4.11)
H[k] =
1− cos(pik)
pik
=
0 k gerade,2
pik k ungerade
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Abbildung 4.7: Die Abbildung zeigt ein Beispiel der Berechnung des analytischen
Signals und der Signaldetektion. Zu erkennen ist die Abweichung
der detektierten Laufzeit (rote Linie) zum eigentliche Signalzeit-
punkt (blaue Linie).
Das Hilbert-transformierte Signal H {s[k]} wird dann als Imaginärteil
des Empfangssignals verwendet. Das daraus entstehende komplexe Signal
wird in der Signalverarbeitung als analytisches Signal
s+(t) = s(t)+ jH {s(t)} (4.12)
bezeichnet. Der Betrag des analytischen Signals entspricht der Einhüllenden
des Empfangssignals.
In der Praxis wird die Vergleichsschwelle meistens empirisch einge-
stellt, so dass sie über dem Rauschpegel im Signal liegt. Alternativ kann
die Schwelle zum Beispiel über die Zeit unter der Berücksichtigung von
Schalldämpfung über den Abstand angepasst werden. Der Nachteil des Ver-
fahrens ist die starke Abhängigkeit von dem SNR-Verhältnis. Bei niedriger
Signalamplitude und starkem Rauschen kann es dazu führen, dass kein Si-
gnal detektiert wird, oder ein falsch-positives Ergebnis detektiert wird.
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Außerdem ist die Genauigkeit der Signaldetektion von der Steigung der
Signaleinhüllende abhängig. Bei einer schwache Signalsteigung überschrei-
tet die Signalamplitude später die Schwelle als bei einer steilen Anstiegs-
flanke und enthält somit einen Versatz. Abbildung 4.7 zeigt das Beispiel
eines analytischen Signals und die Signaldetektion mit dem Schwellwert-
verfahren.
4.2.2 Constant Fraction Discriminator
Ein Constant Fraction Discriminator (CFD) detektiert das Maximum des
Signals durch Betrachtung seiner Anstiegsflanke. Dieses Verfahren wird in
der Praxis oft als Hardware-Lösung implementiert. Sein Anwendungsbe-
reich ist zum Beispiel elektrische Impulse von Strahlungsdetektoren zu de-
tektieren.
Diese Methode ist im Vergleich zum Schwellwertverfahren unabhängig
von der Signalamplitude, setzt aber voraus, dass die Anstiegszeit des Signals
stabil ist. Die Abbildung 4.8 stellt die Funktionsweise des CFDs dar.
Wie bei dem Schwellwertverfahren wird bei dem CFD die Einhüllende
des Empfangssignals benutzt. Zuerst wird das Signal nach einem gegebenen
Verhältnis in der Amplitude skaliert. Danach wird es um eine bekannte Ver-
Signal
skaliert verzögert invertiert
Ergebnis
+
+
Abbildung 4.8: Die Abbildung stellt den Ablauf des Constant Fraction Discrimina-
tors dar.
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zögerung verschoben und invertiert. Schließlich wird es zu dem Ursprungs-
signal addiert.
Die Ankunftszeit tA des Signals kann aus dem Nulldurchgang des Resul-
tats t0 und der bekannten Verzögerung tv berechnet werden:
tA = t0− tv (4.13)
Die Genauigkeit der Laufzeitdetektion kann mit einer Interpolation des Si-
gnals bei der Nulldurchgangssuche erhöht werden.
4.2.3 Cepstrum-Analyse
Die Cepstrum-Analyse ist ein bekanntes Verfahren in der Sprachverarbei-
tung und Seismologie zur Detektion von Echos. Das Cepstrum ist definiert
als Spektrum des logarithmierten Frequenzspektrums eines Signals s(t) (sie-
he Gleichung (4.14)) [60]. Das Verfahren wurde zum Beispiel für medizi-
nischen Ultraschall und in zerstörungsfreier Materialüberprüfung eingesetzt
[61], [62].
c(n) =F−1
{
log
(|F{x(t)}|)} (4.14)
Um die Signaldetektion mit Cepstrum-Verfahren zu erklären, wird im
Folgenden ein Signal mit einem Echo als Beispiel verwendet:
x(t) = s(t)+αs(t− t0): (4.15)
Die Variable s(t) ist das Sendesignal. Das Echo ist eine zeitlich um t0 ver-
schobene und mit Faktor α abgeschwächte Kopie des Sendesignals. Dessen
Leistungsspektrum ist gegeben durch:
X(ω) = S(ω)
[
1+α2+2α cos(ωt0)
]
: (4.16)
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Die Logarithmierung der Gleichung 4.16 ergibt aus dem Produkt eine Sum-
me von zwei Terme:
logX(ω) = logS(ω)+ log
(
1+α2+2α cos(ωt0)
)
: (4.17)
Laut Gleichung (4.17) erscheint ein Echo mit dem Term 2α cos(ωt0) als
eine kosinusförmige Welligkeit in dem Leistungsspektrum. Diese wird in
Abbildung 4.9 demonstriert.
Das Spektrum des logarithmierten Leistungsspektrum wird in dem nächs-
ten Schritt berechnet. Das Echo wird an seiner Laufzeit und dem Vielfaches
davon als ein Dirac-Puls dargestellt. Da die Achse dieses Spektrums eine
Zeiteinheit ist, wurde der Begriff „quefrency“ oder Quefrenz eingeführt.
Abbildung 4.10 zeigt ein Beispiel der Echodetektion anhand der Cepstrum-
Analyse.
Da ein A-Scan an einem Empfänger das Sendesignal nicht enthält, kann
keine Wiederholrate für das Transmissionssignal definiert werden. Um die-
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Abbildung 4.9: Die Abbildung zeigt, wie ein Echo als kosinusförmige Welligkeit in
dem Leistungsspektrum des Signals erscheint.
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Abbildung 4.10: Die obere Abbildung zeigt ein Beispielsignal mit einem Echo am
Abtastpunkt 1500. Das Cepstrum des Signals ist in der unteren
Abbildung dargestellt. Die Wiederholrate des Echos, oder in die-
sem Fall die Echoposition ist als eine Dirac-Puls an dem Quefrenz
1500 zu sehen.
ses Problem zu umgehen, wird für die Laufzeitdetektion künstlich das ge-
sendete Signal am Anfang eingefügt.
4.2.4 Matched-Filter
Der Matched-Filter wird in der Signalverarbeitung eingesetzt, um eine
bekannte Signalform im Signal zu detektieren und optimiert das Signal-
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Rausch-Verhältnis (SNR). Die Signaldetektion anhand des Matched-Filters
ist robust gegen einem hohen Rauschpegel im Signal [24]. Als Matched-
Filter wird das gesendete Signal angewendet. Das Ausgangssignal des Fil-
ters entspricht einer Faltung des Matched-Filters mit dem A-Scan:
g(t) = s(t)∗H(t) =
∫ +∞
−∞
H(τ)s(t− τ)dτ (4.18)
mit s(t) als das A-Scan und H(t) als das Filter im Zeitbereich.
In Abbildung 4.11 ist ein Beispiel der Laufzeitdetektion mit Matched-
Filter dargestellt. Das Maximum am Filterausgang liegt an dem Abtast-
punkt, bei dem die Korrelation des Signals mit demMatched-Filter maximal
ist. Für die Detektion des Maximums wird der Betrag des Filterausgangs
verwendet.
Die Genauigkeit der detektierten Laufzeit ist von der Abtastrate ab-
hängig. Um diese zu erhöhen, kann der A-Scan zuerst auf einer höheren
Abtastrate abgetastet werden, bevor es mit dem Matched-Filter bearbeitet
wird. Die Voraussetzung dabei ist keine Verletzung des Nyquist-Shannon-
Abtasttheorems während der Signalaufnahme [63].
Weiterhin kann die Korrektheit der Laufzeitdetektion verbessert werden,
in dem nur der plausible Zeitbereich, worin das Transmissionssignal laut
der Vorkenntnisse über das System zu erwarten ist, untersucht wird. Diese
kann beispielsweise durch einfache Fensterfunktion realisiert werden. Mit
dieser Methode können Störungen im Signal, wie zum Beispiel die Reflexi-
onssignale an der Wasseroberfläche im 3D-USCT-II ausgeblendet werden.
Allerdings ist das Matched-Filter nur optimal, wenn die gesuchte Pulsform
in dem Empfangssignal konstant ist.
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Abbildung 4.11: Die obere Abbildung zeigt einen Beispiel-A-Scan mit einem
Chirp-Signal am Abtastpunkt 1500. Nach dem Matched-Filter
wird das Signal durch seine hohe Korrelation mit dem Matched-
Filter hervorgehoben.
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4.2.5 Vergleich des SNR der Detektionsmethoden
Die Genauigkeit und Stabilität der in Abschnitt 4.2 diskutierten Metho-
den bei unterschiedlichem SNR wurde untersucht. Es wird für einen SNR-
Bereich von 10 dB bis 80 dB fünfhundert A-Scans simuliert, bei der die
Laufzeit des Transmissionssignals bekannt ist. Das weiße Rauschen wird
als Signalrauschen verwendet.
Die Signaldetektion mit den diskutierten Methoden wurde durchgeführt
und dabei die Fehler berechnet. Das Sendesignal ist ein Chirp-Signal von
1;33MHz bis 3;33MHz. Ein Chirp-Signal ist ein Signal, dessen Frequenz
sich zeitlich ändert. Die Ergebnisse der Untersuchung werden mit der Kas-
tengrafik dargestellt. Abbildung 4.12 zeigt eine Beispielkastengrafik, mit der
die Streuung, der Median und die Ausreißer in der Ergebnisse anzeigt wer-
den.
Eine ideale Detektionsmethode soll im Median einen Detektionsfehler
von Null haben. Mit einer kleinen Streuung der Detektionsfehler und weni-
ger Ausreißer zeigt eine gute Detektionsmethode eine hohe Stabilität. Für
das simulierte Ultraschallsignal mit einer Mittenfrequenz von 2;5MHz und
960 980 1000 1020 1040 1060 1080 1100
0;25-Perzentil
0;75-Perzentil
Obergrenze ohne Ausreißer
Untergrenze ohne Ausreißer
Ausreißer
Median
Detektionsfehler im Abstastpunkt
Abbildung 4.12: Kastengrafik zur Darstellung der Streuung der Untersuchungser-
gebnisse. Die Kasten zeigt den Bereich, in dem die mittleren 50%
der Daten liegt. Die Median wird durch die rote Linie gekenn-
zeichnet.
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einer angeforderten Detektionsgenauigkeit kleiner als ein Viertel der Wel-
lenlänge von 0;15mm bei einer Abtastrate des A-Scans von 10MHz darf
eine gute Detektionsmethode einen maximalen Detektionsfehler von einem
Abtastpunkt haben.
Die Ergebnisse sind in Abbildung 4.13 dargestellt. Laut Abbildung 4.13(d)
zeigt das Matched-Filter die größte Robustheit gegen den Rauschpegel im
Signal. Die Detektion mit dem Schwellwertverfahren zeigt wie erwartet
seine Schwäche, wenn das SNR schlechter als 30 dB ist, da die Signalam-
plitude unter den Rauschpegel sinkt und das Verfahren keine Frequenzin-
formation im Signal bewertet. Außerdem haben die detektierten Laufzeiten
eine Verzögerung, die von dem eingestellten Schwellwert abhängig ist.
Das CFD zeigt in Abbildung 4.13(b) ähnliche Verschiebung in den de-
tektierten Laufzeiten. Im Vergleich zum einfachen Schwellwertverfahren
hat CFD generell eine robustere Laufzeitdetektion für niedrigere SNR. Das
Cepstrum-Verfahren in Abbildung 4.13(c) zeigt in Median einen Fehler von
Null, hat aber mit der Verschlechterung von SNR eine ansteigende Anzahl
von Ausreißern.
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Abbildung 4.13: Die Kastengrafiken zeigen die Detektionsfehler der Detektionsme-
thoden gegenüber Rauschen im Signal. Es wurde für jede Detekti-
onsmethode fünfhundert A-Scans simuliert. Das Matched-Filter in
Abbildung (d) zeigt die größte Robustheit unabhängig von SNR.
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4.2.6 Vergleich der Detektionsmethoden über Empfangswinkel
Wie in Abschnitt 2.3.1 diskutiert wurde, ist die Empfangscharakteristik des
Ultraschallwandlers von der Frequenz und Winkel abhängig. Die simulier-
ten A-Scans mit dem Chirp-Signal zwischen 1;33MHz und 3;33MHz wur-
den für den Winkelbereich von 0° bis 60° mit der in Abbildung 2.20 dar-
gestellten Abstrahlcharakteristik und Phasenverschiebung des Ultraschall-
wandlers im 3D-USCT-II gewichtet. Das SNR der simulierten A-Scans lag
bei 50 dB Die Ergebnisse der Untersuchung sind in Abbildung 4.14 darge-
stellt.
Bei dem Schwellwertverfahren und CFD ist der Einfluss der Phasenver-
schiebung deutlich an der zeitlichen Verschiebung in der detektierten Lauf-
zeit zu sehen. Das Cepstrum-Verfahren zeigt gegenüber dem Schwellwert-
verfahren eine kleinere Streuung der Detekionsfehler
Das Matched-Filter hat in dieser Untersuchung seine Robustheit wieder
gezeigt. Bis auf dem 40° Winkel, bei dem die Phasenverschiebung am größ-
ten ist, maccht das Matched-Filter keinen Detektionsfehler. Der Detektions-
fehler beim Einfallswinkel=40° kann bis zur neun Abtastpunkten betragen.
Diese entspricht für eine Abtastrate von 10MHz und eine Mittenfrequenz
des Ultraschallsignals von 2;5MHz einer Phasenverschiebung von 2;25pi .
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Abbildung 4.14: Die Kastengrafiken zeigen die Robustheit der Detektionsmethoden
über dem Einfallswinkel des Transmissionssignals. Es wurde für
jede Detektionsmethode fünf hundert A-Scans mit einem SNR
von 70 dB simuliert.
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4.2.7 Anpassung des Matched-Filters an dem Abstrahl- und
Empfangswinkel
In der Untersuchung im Kapitel 4.2.6 zeigte das Matched-Filter eine sehr
gute Robustheit gegenüber Rauschen. Allerdings hat das Matched-Filter
große Detektionsfehler beim 40° Einfallswinkel aufgrund der Phasenver-
schiebung für das Beispiel des Ultraschallwandlers in 3D-USCT-II. Der
Grund dafür ist ein nicht für die Phasenverschiebung angepasstes Matched-
Filter.
Laut Abbildung 2.20 hat der Ultraschallwandler in 3D-USCT-II in seiner
Bandbreite eine Phasenänderung ab ca. 30°. Für den Übergangsbereich,
bei dem die Phase des Ultraschallwandlers frequenzabhängig ist, muss
das Matched-Filter entsprechend angepasst werden. Die Anpassung des
Matched-Filter erfolgt durch eine Faltung des gesendeten Ultraschallsignals
s(t) mit der Abstrahlcharakteristik hs(t) und der Empfangscharakteristik
hr(t) für den Abstrahlwinkel αs des Senders und für den Einfallswinkel αr
des Empfängers.
In Abbildung 4.15 wurde der Vorteil des angepassten Matched-Filters ge-
zeigt. Im Vergleich zu dem normalen Matched-Filter, hat das winkelange-
passte Matched-Filter die Laufzeit des Transmissionssignals richtig detek-
tiert. Die Performance des winkelangepassten Matched-Filter wurde für den
Empfangswinkel zwischen 0° bis 60° bei einem Abstrahlwinkel von 0° un-
tersucht und in Abbildung 4.16 angezeigt.
Der Frequenzgang und Phasengang eines Transmissionssignals in einem
A-Scan ist sowohl von dem Abstrahlwinkel am Sender als auch von dem
Einfallswinkel am Empfänger abhängig. Das resultierende Matched-Filter
g(t) entspricht eine Faltung des gesendeten Ultraschallsignals und die Ab-
strahlcharakteristik hs(t) und Empfangscharakteristik hr(t) der Ultraschall-
wandler:
g(t) = s(t)∗hs(t)∗hr(t): (4.19)
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Abbildung 4.15: Die obere Abbildung zeigt einen Beispiel-A-Scan mit einem Ein-
fallswinkel von 40° mit einem Pulsbeginn bei Abtastpunkt 1501.
Die untere Abbildung zeigt den Vorteil des angepassten Matched-
Filters.
Die Abstrahl- und Einfallswinkel sind definiert durch die Winkel zwi-
schen der Ausbreitungsrichtung des Ultraschalls als Vektor und demNorma-
lenvektor des Ultraschallwandlers projiziert auf der lokalen x- und y-Ebene.
Die Positionen und Normalenvektoren der Sender und Empfänger werden
zuerst von dem globalen Koordinatensystem in das lokale Koordinatensys-
tem umrechnet. Abbildung 4.17 stellt das Grundprinzip der Winkelberech-
nung dar.
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Abbildung 4.16: Die rechte Abbildung demonstriert den Vorteil des winkelange-
passten Matched-Filter. Die Laufzeitdetektion ist damit winkelun-
abhängig.
Der direkte Ausbreitungsweg des Ultraschalls zwischen dem Sender s =
(xs;ys;zs) und dem Empfänger r= (xr;yr;zr) wird als Vektor
# „
SR berechnet:
# „
SR= r− s: (4.20)
Sender
Empfänger
#„
S x
#„
S y
#„
S N #„R x
#„
R y#„RN
# „
SR
x
y
z
Abbildung 4.17: Die Abbildung dient zur Herleitung der Berechnung von Abtrahl-
und Einfallswinkel in dem lokalen Koordinatensystem der Ultra-
schallwandler.
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Mit Hilfe der Vektorprojektion wird Vektor
# „
SR auf den lokalen x- und
y-Achsen und auf dem Normalenvektor des Ultraschallwandlers projiziert.
Als Beispiel wird hier die Projektionen des Senders vorgestellt:
#„e x =
# „
SR · #„S x
| #„S x|2
#„
S x (4.21)
#„e y =
# „
SR · #„S y
| #„S y|2
#„
S y (4.22)
#„e N =
# „
SR · #„S N
| #„S N |2
#„
S N : (4.23)
mit
#„
S x und
#„
S y als lokale x- und y-Achsen und
#„
S N als der Normalenvektor.
Die berechnete Vektoren sind in Abbildung 4.18 dargestellt.
In 3D-USCT-II wurde der Ultraschallwandler für den Winkelbereich von
0◦ bis 90◦ in der Nx- und Ny-Ebene charakterisiert. Um den Winkel θ und
φ laut Abbildung 4.18 zu berechnen, werden zuerst die Vektoren #„e y und
#„
S x
#„
S y
#„
S N
# „
SR
#„e x
#„e y
#„e N
#„e xN
#„e yN
q
f
Abbildung 4.18: Die Schema zeigt die Ergebnisse der Vektorprojektion zur Berech-
nung des Abstrahlwinkels als Teilwinkel θ in der Ny-Ebene und φ
in der Nx-Ebene.
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#„e x jeweils mit dem Vektor #„e N zu den Vektoren #„e yN und #„e xN zusammen-
addiert.
Die Winkeln θS und φS lassen sich dann wie folgt berechnen:
θS = arccos
#„
S N · #„e yN
| #„S N || #„e yN |
(4.24)
φS = arccos
#„
S N · #„e xN
| #„S N || #„e xN |
: (4.25)
Ähnlich wird für den Empfänger θr und φr berechnet. Die Anpassung des
Matched-Filters laut Gleichung (4.19) wird dann:
g(t;θs;θr;φs;φr) = s(t)∗hs(t;θs;φs)∗hr(t;θr;φr): (4.26)
Dieses Verfahren zur Anpassung des Matched-Filters wurde am Beispiel
des Ultraschallwandlers in 3D-USCT-II demonstriert. Eine Anwendung auf
anderen Ultraschallwandler setzt nur eine simulierte oder gemessene Ab-
strahlcharakteristik des Ultraschallwandlers voraus.
4.3 Schallgeschwindigkeit in inhomogenem Medium
Abschnitt 2.3.1 zeigte, dass die Temperaturverteilung entlang des Signalpfa-
des für eine genaue Bestimmung der Laufzeit kritisch ist. Ebenfalls wurde
gezeigt, dass bei einer inhomogenen Temperaturverteilung die einfache An-
nahme der Schallgeschwindigkeit als Mittelwert der Temperaturmessungen
am Sender und Empfänger zur Fehlern führen kann. In diesem Abschnitt
wird ein Verfahren zur genaueren Schallgeschwindigkeitsberechnung ent-
lang des Signalweges am Beispiel von 3D-USCT-II vorgestellt.
Mit den Temperatursensoren in jedem TAS soll im 3D-USCT-II die Tem-
peraturverteilung im Medium abgetastet werden. Dennoch sind diese Sen-
soren nur auf der 3D-USCT-Apertur verteilt und keine Messwerte für den
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Abbildung 4.19: Die Abbildungen stellen ein Beispiel der linearen Interpolation für
gestreute Datenpunkten dar. Abbildung (b) dient zur Herleitung
der linearen Interpolation für den Punkt P in dem Simplex ABC
mit Hilfe der baryzentrischen Koordinaten.
Bereich in der Mitte der Apertur vorhanden. Eine Möglichkeit, um die feh-
lenden Werte schätzen, ist die Temperatur im Medium zu interpolieren.
Bei der Interpolation der Temperaturverteilung wird zuerst das Volumen
innerhalb der 3D-USCT-Apertur anhand der Delaunay-Triangulation [64] in
ein Dreiecksnetz geteilt. Das Delaunay-Verfahren wird oft in für die Finite-
Elemente-Methode benutzt, um ein Polygonnetz zum Lösen der Optimie-
rungsaufgabe oder Simulation zu ermöglichen [65].
Abbildung 4.19(a) zeigt ein Beispiel der Delaunay-Triangulation. Bei der
linearen Interpolation mittels Delaunay-Triangulation wird zuerst der Sim-
plex aus dem Polygonnetz gesucht, in dem der Betrachtungspunkt sich be-
findet. Dabei steht die baryzentrischen Koordinaten als Hilfsmittel zur Ver-
fügung.
Die baryzentrischen Koordinaten werden in der linearen Algebra ange-
wendet, um einen Punkt in Bezug auf ein Simplex zu beschreiben [66]. Der
83
4 Selbstkalibrierung
Punkt P innerhalb des Dreiecks ABC in Abbildung 4.19(b) kann per De-
finition der baryzentrischen Koordinaten durch drei spezielle Koordinaten
λ1;λ2;λ3; beschrieben werden:
P= λ1A+λ2B+λ3C (4.27)
mit λ1+λ2+λ3 = 1.
Wenn mindestens eine baryzentrische Koordinate λ < 1 ist, liegt der
Punkt P außerhalb des gegebenen Simplex. Die Berechnung der baryzentri-
schen Koordinaten für das zweidimensionale Beispiel kann in Form eines
linearen Gleichungssystems realisiert werden:
Rλ = P (4.28)
xA xB xC
yA yB yC
1 1 1


λ1
λ2
λ3
 =

xP
yP
1
 : (4.29)
Dieses Gleichungssystem lässt sich einfach für n-dimensionalen Simplex
durch die Erweiterung der Matrizen anpassen. Nachdem der umhüllende
Simplex gefunden und die baryzentrischen Koordinaten für den Punkt P be-
rechnet ist, kann die lineare Interpolation der Funktionswert f (P) mit Glei-
chung 4.30 ermittelt werden:
f (P) = λ1 f (A)+λ2 f (B)+λ3 f (C): (4.30)
4.4 Kalibrierungsmethode
Es werden die in Abschnitt 2.3.1 vorgestellten Einflussfaktoren der Lokali-
sierungsgüte bei der Selbstkalibrierung in getrennten Kalibrierungsschritte
behandelt. In jedem Kalibrierungsschritt werden die anderen Fehlerquellen
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als vernachlässigbar angenommen. Die Kalibrierungsschritte werden in die-
sem Abschnitt vorgestellt.
4.4.1 Positionskalibrierung
Bei der Positionskalibrierung wurde es angenommen, dass die Fehlergröße
der gesamten Systemverzögerung (τsi ,τr j ) vernachlässigbar ist, und die
Schallgeschwindigkeit im Medium ist bekannt. Die Gleichung (4.9) wird
entsprechend vereinfacht als
∥∥si− r j∥∥= ci j · ti j: (4.31)
Die Koordinaten der Sender i und Empfänger j werden als Vektor si =
(xsi ;ysi ;zsi) und r j = (xr j ;yr j ;zr j) geschrieben. Für ein Ultraschallsystem mit
m Sender und n Empfänger werden diese Koordinaten in einen Vektor x =
[s1;:::;sm;r1;:::;rn]> zusammengefasst. Die Gleichung (4.31) wird umformu-
liert als
f (si;r j) =
∥∥si− r j∥∥− ci j · ti j = 0: (4.32)
Das zu lösende nichtlineare Gleichungssystem ist dann eine Sammlung
der Gleichung (4.32) für alle verfügbare SEK. Das Gleichungssystem ist
dünnbesetzt, da jede Gleichung in dem Gleichungssystem nur von einem
Sender und einem Empfänger abhängt. Generell lässt sich solches Glei-
chungssystem iterativ mit numerischen Verfahren aus Abschnitt 2.4 lösen.
4.4.2 Temperaturkalibrierung
Bei der Temperaturkalibrierung wird vorausgesetzt, dass die Positionen der
Ultraschallwandler und die Verzögerungen der Elektronik eine niedrigere
Größenordnung als die Schallgeschwindigkeitsfehler haben. Unter dieser
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Annahme kann die Gleichung 4.9 für den Sender si und den Empfänger
r j umformuliert werden als
f (Tsi ;Tr j) =
∥∥si− r j∥∥− c(Tsi ;Tr j) · ti j = 0: (4.33)
Die Schallgeschwindigkeit c(Tsi ;Tr j) entlang des Signalpfades zwischen
dem Sender und Empfänger wird mit dem Verfahren in Abschnitt 4.3 er-
mittelt.
Es werden für alle Sender und Empfänger die Gleichung (4.33) in ei-
nem Gleichungssystem zusammengefasst. Die Temperaturen T an den Ul-
traschallwandlern sind in dem Vektor x = [Ts1 ;:::;Tsm ;Tr1 ;:::;Trn ]
> gegeben.
Eine weitere Gleichung wurde eingefügt, um das Offset der Temperatu-
ren zu den kalibrierten Temperatursensoren, wie zum Beispiel die JUMO-
Sensoren in 3D-USCT-II zu korrigieren. Die Temperaturen der Sensoren in
der Nähe von den kalibrierten Temperatursensoren werden mit der folgen-
den Gleichung beschränkt:
f (x) = x¯−Tcali = 0: (4.34)
Da die Temperatur während des Messvorgangs nicht sprunghaft ändern
kann, wird es angenommen, dass die gemessene Temperatur an jedem
Wandler den benachbarten Messungen ähnlich ist. Diese Annahme wird in
der Temperaturkalibrierung als Vorfilterung benutzt, um eine bessere Start-
bedingung zu erreichen.
Es wird die gemessene Temperatur Ti an dem i-ten Temperatursensor mit
dem Median von dem eigenen Messwert und den benachbarten Messungen
ersetzt. Die Nachbarschaft der Sensoren sind über die Euklidischen Distan-
zen anderer Sensoren zu dem ausgewählten Temperatursensor definiert. So-
mit können Ausreißer in den Messdaten unterdrückt werden.
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Linearisierung
Bei der Temperaturkalibrierung besteht die Möglichkeit, das Gleichungs-
system zu linearisieren. Statt der Temperatur wird die Schallgeschwindig-
keit kalibriert. Eine Umformulierung der Gleichung (4.33) und (4.34) ergibt:
f (csi ;cr j) = ‖si− r j‖−
csi + cr j
2
· ti j = 0 (4.35)
csi + cr j
2
=
‖si− r j‖
ti j
(4.36)
[
1
2
1
2
]csi
cr j
 = ‖si− r j‖
ti j
(4.37)
(4.38)
Mit dieser Umformulierung erhalten wir ein lineares Gleichungssys-
tem mit der Form Ax = b. Dabei ist der Vektor der Unbekannten x =
[cs1 ;:::;csm ;cr1 ;:::;crn ]
>.
Da die Schallgeschwindigkeit entlang des Signalpfades in dem lineari-
sierten Fall als einfacher Mittelwert berechnet wird, kann es zu ungenauerer
Laufzeitberechnung führen. Trotzdem hat der linearisierte Fall den Vorteil,
dass das Gleichungssystem mit Verfahren der kleinsten Quadrate direkt lös-
bar ist. In weiteren Untersuchungen werden die Vorteile und Nachteile des
linearisierten Gleichungssystems untersucht.
4.4.3 Verzögerungskalibrierung
Bei der Verzögerungskalibrierung wird jedem Sender si und jedem Emp-
fänger r j eine Verzögerung τsi oder τr j zugewiesen. Während der Verzöge-
rungskalibrierung wird angenommen, dass die Fehlergrößenordnung ande-
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rer Fehlerquellen vernachlässigbar ist. Es wird der Vektor x= [τs1 ;:::;τsm ;τr1 ;:::;τrn ]>
und die folgenden Gleichungen eingeführt:
f (τsi ;τr j) =
∥∥si− r j∥∥− ci j · (ti j− τsi − τr j) = 0 (4.39)
f (τsi) = |τsi |− τsi = 0 (4.40)
f (τr j) = |τr j |− τr j = 0: (4.41)
Gleichung (4.40) und (4.41) begrenzen die Verzögerung auf positive Zah-
len. Da bei der Verzögerungskalibrierung die Euklidischen Distanzen zwi-
schen den Sendern und Empfängern
∥∥si− r j∥∥ und die Schallgeschwindig-
keit ci j konstant sind, können sie in der Implementierung vorberechnet wer-
den, um die Rechenzeit zu reduzieren.
Linearisierung
Ähnlich wie bei der Temperaturkalibrierung kann die Gleichung (4.39) als
lineare Gleichung umformuliert werden:
−τsi − τr j =
∥∥si− r j∥∥
ci j
− ti j (4.42)
[
−1 −1
]τsi
τr j
 = ∥∥si− r j∥∥ci j − ti j: (4.43)
Korrektur der Verzögerung in den detektierten Laufzeiten
Die Korrektur der Verzögerungen in den detektierten Laufzeiten kann für
jeden Sender und jeden Empfänger individuell durchgeführt werden. Alter-
nativ kann für jede SEK eine individuelle Laufzeitkorrektur τ = τsi + τr j
berechnet und korrigiert werden. Aufgrund der Austauschbarkeit zwischen
dem Laufzeitfehler und dem Positionsfehler kann die individuelle Korrektur
pro Sender und Empfänger zur Kalibrierungsfehler führen.
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4.4.4 Vorfilterung der TOF-Messungen
4.4.4.1 Filterung anhand des Signal-Rausch-Verhältnisses
Das SNR beschreibt die Signalqualität und kann zur Erkennung nicht funk-
tionsfähiger Ultraschallwandler und Signalkanäle benutzt werden. Um das
SNR zu bestimmen, wird für jeden A-Scan nach der Fourier Transformation
das Maximum in der Bandbreite des Ultraschallwandlers mit dem Rausch-
pegel außerhalb der Bandbreite verglichen. Die SEK mit einem SNR-Wert
unterhalb des mittleren SNR-Wertes wird markiert.
Die Häufigkeit von jedem Ultraschallwandler wird auf die Anzahl der
verfügbaren Sende-Empfänger-Kombinationen normiert. Ein Ultraschall-
wandler, der häufiger als eine vordefinierte Schwelle markiert ist, wird aus
dem System genommen. Seine TOF-Messungen werden nicht für die wei-
teren Kalibrierungsprozesse benutzt.
Filterung anhand des TOF-Detektionsfehlers
A-Scans mit Artefakten wie Spikes haben meistens eine hohe Amplitude
und werden deswegen nicht von der Filterung anhand SNR erkannt. Unter
Spikes versteht man Störungen im Signal, die eine kurze Dauer und eine
hohe Amplitude haben. Solche Spikes haben wegen ihrer großen Amplitu-
de auch großen Korrelationswert mit demMatched-Filter. Um solche Fehler
zu erkennen, wird in diesem Selbstkalibrierungsverfahren eine Filterung an-
hand des TOF-Detektionsfehlers vorgeschlagen.
Nach der Verzögerungskalibrierung wird jedem Ultraschallwandler eine
Verzögerung zugeordnet. Anhand der Standardabweichung der Verzögerun-
gen können Ultraschallwandler mit einer großen Abweichung zur gesamten
Systemverzögerung markiert werden. Es wird für jeden Ultraschallwandler
ähnlich wie bei der SNR-Filterung die Häufigkeit normiert und mit einem
Schwellwert aussortiert.
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4.4.5 Verschiebungs- und Rotationserkennung
Um den Unterschied zwischen den kalibrierten Wandler-Positionen und
dem Systementwurf zu interpretieren, wird aus dem Bereich der Robotik
und Computergraphik die Quaternionen angewendet, um die Verschiebung
und Rotation der Ultraschallwandler darzustellen.
In [67] wurde eine Methode basierend auf der Quaternionen von Herrn
Horn vorgestellt, die die absolute Orientierung zwischen Punkten in zwei
unterschiedlichen Koordinatensysteme zueinander als ein Problem der kleins-
ten Quadrate löst.
Horn-Verfahren
Laut [67] kann die Umwandlung von einem Koordinatensystem zu dem an-
deren in eine Verschiebung, eine Rotation und eine Skalierung zerlegt wer-
den.
Eine Besonderheit des Horn-Verfahren ist, dass das Verfahren in einem
Schritt das Problem der kleinsten Quadrate löst. Somit bietet das Verfahren
im Vergleich zu dem iterativen Verfahren aufgrund dieser Eigenschaft eine
Unabhängigkeit von guter Anfangsschätzung der absoluten Orientierung.
Bei dem Horn-Verfahren wird die Transformation der Punkten von einem
Koordinatensystem ins andere, wie es in Abbildung 4.20 dargestellt ist, in
der folgenden Form beschrieben:
r2 = sR(r1)+ r0 (4.44)
mit ri als Koordinaten der Punkten in dem i-ten Koordinatensystem, und s
als Skalierungsfaktor und R(ri) als angewandte Rotation auf den Punkten,
die in dem i-ten Koordinatensystem gemessen waren. Die Verschiebung ist
durch den Offset r0 beschrieben.
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Abbildung 4.20: Die Abbildung stellt eine Beispielbetrachtung der Punkten mit
zwei unterschiedlichen Koordinatensysteme. Mit dem Horn-
Verfahren soll die absolute Orientierung zwischen den beiden
Koordinatensysteme als eine Verschiebung und eine Rotation be-
rechnet werden.
Berechnung der Verschiebung
Laut [67] soll die Verschiebung von der Rotation unabhängig sein. Die
Punkten werden zuerst von ihren Zentroiden abgezogen, um die Bestim-
mung der Rotation in dem späteren Schritt zu ermöglichen.
Die Zentroide der Punkten in dem i-ten Koordinatensystem ist gegeben
durch:
r¯i =
1
n
n
∑
j=1
ri; j: (4.45)
Die neue Koordinaten der Punkten in dem jeweiligen Koordinatensystem
ist gegeben dann durch:
r′i = ri− r¯i: (4.46)
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Die Gleichung (4.44) wird als ein Problem der kleinsten Quadrate umfor-
muliert:
n
∑
j=1
‖r′2; j− sR(r′1; j)− r′0‖2 (4.47)
mit r′0 = r0− r¯2+ sR(r¯1).
Die Bestimmung des Verschiebungsoperators r0 ist ohne die Kenntnisse
über die Skalierung s und die Rotation R laut Gleichung (4.47) nicht mög-
lich. Es wird in dem folgenden Abschnitt die Bestimmung der Rotation und
Skalierung laut [67] erklärt.
Eine wichtige Grundlage des Horn-Verfahren zur Beschreibung der Ro-
tation ist der Einsatz von Quaternions. Eine Quaternion ist eine komplexe
Zahl mit drei imaginäre Teilen [68]:
q˚= q0+ iqx+ jqy+ kqz: (4.48)
Ein Vektor r= [x;y;z]> kann laut [67] durch die imaginären Komponenten
einer Quaternion dargestellt werden:
r˙ = 0+ ix+ iy+ iz (4.49)
bei dem die reelle Komponente auf Null gesetzt wird.
Rotation und Skalierung
Beim Horn-Verfahren wird die orthogonale Eigenschaft der Multiplikation
der Quaternions benutzt, um die Rotation zwischen den Koordinatensyste-
men zu bestimmen. Es wird versucht, die Rotation durch die Zuordnung
einer imaginären Quaternion in den anderen zu beschreiben.
Das Ziel ist eine Quaternion q˚ zu bestimmen, bei der die folgende Glei-
chung maximiert wird:
n
∑
j=1
(q˚r˙′1; jq˚
∗) · r˙′2; j: (4.50)
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Das Ergebnis ist eine Einheitsquaternion, die die Rotationsinformation
enthält. Die Rotationsmatrix R lässt sich dann wie folgt berechnen:
q˚ = qo+ iqx+ jqy+ kqz
v =
[
qx qy qz
]>
Z =

q0 −qz qy
qz q0 −qx
−qy qx q0

R = v ·v>+Z ·Z: (4.51)
Der Skalierungsfaktor s kann ohne die Information über die Rotation be-
rechnet werden, in dem die quadratische Mittelwerte der Abweichung der
Punkten zu der jeweiligen Zentroide im Verhältnis gesetzt werden.
Schließlich wird die Verschiebung berechnet, nach dem die Punkte r1 mit
der Skalierung und dem Rotationsoperator transformiert ist.
r0 = r2− sR(r1) (4.52)
4.5 Voraussage der Grenzen der
Kalibrierungsgenauigkeit
Bei der Kalibrierung der Ultraschallsysteme interessieren wir uns nicht nur
für das Konvergenzverhalten des Verfahren, sondern auch die Genauigkeit
der Lösung. Es wird daher die Fehlerfortpflanzung in den Gleichungssyste-
men untersucht um daraus eine Voraussage der Grenzen der Kalibrierungs-
genaugkeit herzuleiten. Die betrachteten Fehler sind Fehler in der Laufzeit-
detektion als Eingangsdaten der Gleichungssystemen.
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4.5.1 Fehlerfortpflanzung im Gleichungssystem
Es wird aus der numerischen Mathematik die Konditionszahl κ zur Be-
schreibung der Fehlerfortpflanzung benutzt [54]. Die Konditionszahl be-
schreibt für ein Gleichungssystem, wie eine kleine Änderung der Eingangs-
daten in den Funktionswerten gespiegelt wird. Meistens wird sie benutzt,
um die Empfindlichkeit des Gleichungssystems gegenüber Fehlern in den
Eingangsdaten zu quantifizieren.
Für ein lineares Gleichungssystem Ax = b ist κ(A) gegeben durch ihre
Maximumsnorm ‖·‖∞ [69]:
κ(A) = ‖A‖∞‖A−1‖∞: (4.53)
Die Bestimmung der Konditionszahl für ein nichtlineares Gleichungssys-
tem erfolgt durch eine numerische Methode. Laut [54] wird die Konditions-
zahl κ für ein nichtlineares Gleichungssystems berechnet durch
κ =
‖J(x)‖
‖ f (x)‖‖x‖ : (4.54)
Es wird für jeden Kalibrierungsschritt die maximale Konditionszahl κmax
der nicht linearen Gleichungssysteme anhand wiederholter Auswertungen
der Gleichung (4.54) an einem Arbeitspunkt x mit kleiner Abweichungen
δx bestimmt. Die Arbeitspunkte sind zum Beispiel die Wandler-Position
und die erwartete Verzögerung im System.
Allgemein wird ein Gleichungssystem mit einer Konditionszahl κ >=
1 als gut konditioniert charakterisiert. Ist κ  1, spricht man von einem
schlecht konditionierten Gleichungssystem. Ist κ = ∞, handelt es sich hier
um ein schlecht gestelltes Problem [54].
Der relative Fehler der Lösung x des Gleichungssystems in Abhängigkeit
von der maximalen Konditionszahl κmax und den relativen Eingangsfehler
‖∆b‖
‖b‖ wird mit Gleichung (4.55) berechnet.
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‖∆x‖
‖x‖ ≤ κmax ·
‖∆b‖
‖b‖ (4.55)
Der Eingangsfehler ‖∆b‖ kann aus den Experimentdaten bestimmt wer-
den. Es wird eine Reihe von Leermessungen nacheinander mit dem Ultra-
schallsystem aufgenommen und die Laufzeiten aller SEK detektiert. Dabei
wird es angenommen, dass die Wandler-Positionen nicht verändert wurden
und die Temperaturverteilung wurde beobachtet. Die Abweichungen der de-
tektierten Laufzeiten für jede SEK entsprechen dann den gesuchten Ein-
gangsfehler ‖∆b‖.
Außer der Konditionszahl ist es beim Lösen von nichtlinearen Glei-
chungssystemen wichtig, die Jacobi-Matrix auf Singularität zu überprüfen.
Denn für iterative Verfahren, bei denen die Inverse der Jacobi-Matrix benö-
tigt wird, ist eine singuläre Jacobi-Matrix nicht invertierbar. Die Singularität
kann durch die Berechnung der Determinanten der Jacobi-Matrix bestimmt
werden. Bei einer Determinanten von Null handelt sich es um eine singuläre
Jacobi-Matrix.
4.5.2 Residuum der Kalibrierung
Für ein Gleichungssystem F(x) = bmit der approximierten Lösung xˆ ist das
Residuum des Gleichungssystems gegeben durch
r= b−F(xˆ) (4.56)
mit xˆ als Lösung des Gleichungssystems.
Das Residuum wird oft in der Mathematik angewendet, um bei iterati-
ven Verfahren die Lösung systematisch zu verbessern. Es kann neben der
maximalen Iteration als ein Abbruchkriterium beim Lösen der Gleichungs-
systeme benutzt werden.
Je kleiner das Residuum ist, desto näher ist die approximierte Lösung
xˆ zur Lösung x. Falls die Lösung x unbekannt ist, kann das Residuum als
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Maß für die Genauigkeit der approximierten Lösung benutzt werden. In der
Selbstkalibrierung wird das Residuum der Gleichungssysteme in jedem Ka-
librierungsschritt mit der Einheit Meter berechnet.
4.5.3 Kalibrierungsgenauigkeit
Bei der Selbstkalibrierung von komplexen Ultraschallsystemen wie zum
Beispiel dem 3D-USCT-II ist aufgrund der Abwesenheit der Grundwahrheit
des Systemzustandes keine direkte Verifizierung des Ergebnisses möglich.
In dieser Arbeit wurde ein Verfahren zur Voraussage der Kalibrierungsge-
nauigkeit anhand der Konditionszahl der Gleichungssysteme, der ermittel-
ten Laufzeitfehler und des Residuums der Gleichungssysteme vorgestellt.
Die obere Grenze des Kalibrierungsfehlers εˆ ist gegeben durch
εˆ = |∆b| · c ·
N
∑
i
κmax;i︸ ︷︷ ︸
Systemfehler
+
Residuum︷︸︸︷
N
∑
i
ri (4.57)
für N Kalibrierungsschritte. Die Variable c ist die Schallgeschwindigkeit.
Abbildung 4.21 zeigt am Beispiel eines Gleichungssystems mit zwei Un-
bekannten und einem Kalibrierungsschritt die Voraussage der Grenzen der
Kalibrierungsgenauigkeit.
Laut Gleichung (4.57) setzt sich die obere Grenze des Kalibrierungsfeh-
lers aus zwei Komponenten zusammen. Die erste Komponente ist der Fehler
aufgrund der Verstärkung von Eingangsfehlern durch das Gleichungssys-
tem. Diese beschreibt die möglichen Abweichungen der gefundenen Lösung
zur exakten Lösung.
In Abbildung 4.21 wird die Grenze der ersten Komponenten mit dem
blauen Kreis um der exakten Lösung x0 dargestellt. Diese Grenze wird
zusätzlich mit dem Residuum in der zweiten Komponenten der Gleichung
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Abbildung 4.21: Die Abbildung zeigt die Voraussage der Grenzen der Kalibrie-
rungsgenauigkeit für ein Gleichungssystem mit zwei Unbekannten
x1 und x2. Die exakte Lösung des Gleichungssystems ist x0.
(4.57) vergrößert, wie es in Abbildung 4.21 mit dem grauen Kreis gezeich-
net ist.
Der Kalibrierungsgenauigkeit kann laut Gleichung (4.57) durch die Mi-
nimierung der Laufzeitfehler |∆b| und der Konditionszahl κmax der Glei-
chungssysteme verbessert werden. Die Minimierung der Konditionszahl
kann dadurch erreicht werden, dass das Verhältnis zwischen der Anzahl von
Gleichungen und der Anzahl der Unbekannten maximiert wird. Somit wird
der Einfluss einzelner TOF-Fehler reduziert. Für die Selbstkalibrierung kann
die Anzahl von Gleichungen durch die Einbeziehung weiterer SEK erhöht
werden.
Der Laufzeitfehler lässt sich minimieren, in dem A-Scans mit schlechter
Qualität beziehungsweise die fehlerhaften SEK aussortiert werden. Diese
Strategie widerspricht die Einbeziehung weiterer SEK, um die Konditions-
zahl zu minimieren. Daraus schließen wir, dass eine Verbesserung der Kali-
brierungsgenauigkeit nur durch einen Kompromiss zwischen der Minimie-
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rung der Konditionszahl und dem TOF-Fehler erreichbar ist. Das heißt, eine
gute Auswahl der SEK ist kritisch für eine gute Kalibrierungsgenauigkeit.
4.5.4 Untersuchung am Beispiel vom 3D-USCT-II
In diesem Abschnitt werden die oben genannten Zusammenhänge zwischen
der Anzahl der einbezogenen SEK, der Konditionszahl der Gleichungssyste-
me und dem Laufzeitfehler am Beispiel des 3D-USCT-II-Geräts untersucht.
In der Kalibrierungsmethode werden die Auswahl der A-Scans durch den
Winkelbereich α eingestellt. Mit diesem Parameter werden Empfänger mit
einem Winkel zu dem Normalenvektor jedes Senders kleiner als α für die
Kalibrierung ausgewählt. Bei einem kleinen α heißt es für die 3D-USCT-II-
Apertur mit einer halbellipsoiden Form, dass die Ultraschallwandler in der
unteren Ebene keinen Empfänger haben. Es wird in Tabelle 4.1 die Anzahl
der kalibrierten TAS in Abhängigkeit von α aufgelistet.
In der folgenden Untersuchung werden die Konditionszahlen der Kali-
brierungsschritte für α = 10° : : :60° bestimmt. Die Ergebnisse sind in Ab-
bildung 4.22 dargestellt.
Die Konditionszahl sinkt entsprechend der Erwartung mit der Zunahme
an SEK für alle Kalibrierungsschritte außer bei der Positionskalibrierung.
Ab dem Winkelbereich α ≥ 40° wird die Konditionszahl mit dem exponen-
tiellen Verlauf nur wenig verbessert.
Der TOF-Fehler |∆b| wurde mit zehn aufeinanderfolgender Aufnahmen
ermittelt. Während der Messungen wurden die Positionen der Ultraschall-
wandler als konstant angenommen und die Temperatur im Medium wurde
Winkelbereich α 10° 20° 30° 40° ≥50°
Anzahl kalibrierter TAS 72 114 138 150 157
Tabelle 4.1: Anzahl der kalibrierten TAS in Abhängigkeit vom Winkelbereich α
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Abbildung 4.22: Die Abbildungen zeigen die Konditionszahlen κ in Abhängigkeit
von dem Winkelbereich α .
beobachtet. Die Ergebnisse für α = 10° : : :60° sind in Abbildung 4.23 dar-
gestellt.
Laut Abbildung 4.23 steigt der maximalen TOF-Fehler ab α = 20° stark
an und erreicht das eingestellte Suchfenster von 2µs. Dieser Anstieg wird
dadurch verursacht, dass einige A-Scans mit schlechten SNR nicht von der
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Abbildung 4.23: Der TOF-Fehler |∆b| in Abhängigkeit von dem Winkelbereich α
SNR-Filterung mit der eingesetzten Schwelle bei 50% aussortiert wurden
und als Ausreißer in der Statistik erscheinen.
Das 0;99-Perzentil bestätigt diese Vermutung und zeigt, dass bis α = 40°
der TOF-Fehler |∆b| kleiner als 0;2 µs ist. Laut der Abstrahlcharakteristik
des Ultraschallwandlers in Abschnitt 3.1 hat der Ultraschallwandler ab 40°
einen Phasensprung. Diese erklärt den starken Anstieg des TOF-Fehlers ab
α = 40°. Im Mittel liegt der TOF-Fehler unterhalb 0;1 µs.
Die Ergebnisse dieser Untersuchung entsprechen der Erwartung, dass die
Minimierung der Konditionszahl und des TOF-Fehlers ein sich gegenseitig
widersprechender Prozess ist. Daher sollten die SEK bei der Selbstkalibrie-
rung für jedes Ultraschallsystem empirisch optimiert werden.
Für eine Selbstkalibrierung des 3D-USCT-II-Geräts mit aller TAS wird
α auf 45° gesetzt. Es wird für eine Wassertemperatur von 30 ◦C die Kali-
brierungsgenauigkeit berechnet und in Tabelle 4.2 dargestellt. Der mittlere
Kalibrierungsfehler liegt bei 0;11mm.
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Laufzeitdetektion SNR-Filterung
Verzögerungskalib-
rierung
Verzögerungs-
filterung
Temperatur-
kalibrierung
Positions-
kalibrierung
Abbildung 4.24: Sequentieller Kalibrierungsprozess
|∆b| |∆b| · c |∆b| · c ·κgesamt
Mittelwert 45;68 ns 68;95 µm 0;11mm
0;99-Perzentil 0;64 µs 0;97mm 1;60mm
Maximum 1;98 µs 3;00mm 4;90mm
Tabelle 4.2: Kalibrierungsgenauigkeit für α = 45°
4.6 Fazit
In diesem Kapitel wurde ein Selbstkalibrierungsverfahren beruhend auf den
Laufzeiten zwischen dem Senden und dem Empfangen eines Ultraschall-
signals für bildgebende Ultraschallsysteme vorgestellt. Im Vergleich zum
Stand der Technik ermöglicht die vorgestellte Kalibrierungsmethode die ge-
trennte Kalibrierung von Positions-, Temperatur- und Verzögerungsfehler
und die Berücksichtigung von inhomogenen Medien.
Die Kalibrierung der Fehlerquellen erfolgt durch einen sequentiellen Pro-
zess. Die Fehlerquelle mit der größten Größenordnung wird zuerst kali-
briert. In jedem Kalibrierungschritt werden andere kleinere Fehlerquellen
als vernachlässigbar angenommen. Außerdem können fehlerhafte Kompo-
nenten mithilfe der SNR- und Verzögerungsfilterung automatisch erkannt
und aussortiert werden. Abbildung 4.24 zeigt ein Beispiel des Kalibrie-
rungsprozesses.
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Die Kalibrierungsergebnisse können bei komplexen Ultraschallsystemen
oft nicht direkt evaluiert werden, da die Grundwahrheit unbekannt ist. In
diesem Kapitel wurde eine Voraussage der Grenzen der Kalibrierungsge-
naugikeit anhand der Analyse der Fehlerfortpflanzung in den Gleichungs-
systemen, dem TOF-Fehler und dem Residuum der Kalibrierung entwickelt.
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In Abschnitt 2.3.1 wurde der Einfluss der Wandler-Positionen auf die Loka-
lisierungsgüte bildgebender Ultraschallsysteme diskutiert. In diesem Kapi-
tel wird ein Verfahren zur Optimierung der Wandler-Position in 2D entwi-
ckelt und am Beispiel des bildgebenden Luftultraschallsystems vorgestellt.
Die Erweiterung des Verfahrens auf dreidimensionale Systeme wird eben-
falls betrachtet.
5.1 Stand der Technik
Es handelt sich bei Ultraschallsystemen um gerichtete Sensornetzwerke 1.
Unter diesem Begriff versteht man ein System von Sensoren, die in einer
begrenzten Richtung und Reichweite Objekte erfassen können [70]. Bei-
spiele sind Sensornetzwerke mit Ultraschallwandlern, Infrarotsensoren oder
Kameras.
5.1.1 Optimierung eines gerichteten Sensornetzwerks
In [70] wurden Stand der Technik der Optimierung von DSN zusammenge-
fasst. Die vorgestellten Verfahren haben im Allgemeinen das Ziel die Ab-
deckung vordefinierter Zielobjekte oder Flächen mit einer begrenzten oder
minimalen Anzahl von Sensoren zu maximieren. Die meisten vorgestellten
Verfahren in [70] zielen gleichzeitig auf eine Minimierung der Überlappung
der Sensoren.
1 engl. directional sensor networks(DSN)
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Abbildung 5.1: Sensordefinition bei der Optimierung eines DSNs mit der Reich-
weite R und dem ÖffnungswinkelΘ . Abbildung entnommen aus
[71].
Eine wesentliche Herausforderung beim Entwurf eines DSN ist die Rich-
tungseigenschaft der Sensoren. Der winkelbegrenzte Detektionsbereich er-
höht die Anzahl an Optimierungsparameter um die Ausrichtung der Senso-
ren. In [70]–[72] wird der Detektionsbereich eines Sensors durch die Reich-
weite und den Öffnungswinkel wie in Abbildung 5.1 beschrieben.
Als Qualitätsmaß wird zum Beispiel das Verhältnis zwischen der abge-
deckten Fläche und der Gesamtfläche der ROI benutzt. Bei einem Verhältnis
von eins sind die Sensorpositionen optimal. In [73] wurde die Berechnung
der Flächenabdeckung mit der Anzahl abgedeckter Knoten eines Gitters an-
genähert. Die ausgewählte Gitterauflösung beeinflusst den Rechenaufwand
der Optimierung.
Die in [71], [72], [74] vorgestellten Optimierungsverfahren gehen davon
aus, dass die Sensorpositionen zum Anfang der Optimierung bekannt und
fixiert sind. Während der Optimierung werden lediglich die Ausrichtungen
der Sensoren soweit rotiert, bis die abgedeckte Fläche maximiert ist. Abbil-
dung zeigt ein Beispiel aus [74].
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(a) Initiale Ausrichtungen (b) Optimierte Ausrichtungen
Abbildung 5.2: Die Abbildungen zeigen ein Beispiel der Optimierung von Sen-
sorausrichtungen aus [74]. Es wurde nach der Optimierung die
Flächenabdeckung vergrößert.
5.1.2 Optimierung des 3D-USCT-II-Geräts
In der Dissertation von Gregor Schwarzenberg [25] wurde ein Verfahren zur
Optimierung der Wandler-Positionen des 3D-USCT-II-Geräts vorgestellt.
Das Ziel der Optimierung ist eine Verbesserung des Auslösungsvermögens,
des Bildkontrastes und der Objektausleuchtung in der ROI.
Es wurde eine Simulationsumgebung für Punktstreuer entwickelt, um die
oben genannten Systemleistungen zu bewerten. Damit die Simulation mög-
lichst die reelle Schallausbreitung in der ROI annähert, wurden folgenden
Faktoren berücksichtigt:
1. Schalldämpfung im Medium
2. Abstrahlcharakteristik der Ultraschallwandler
3. Reflexionsverhalten der Punktstreuer
Jeder Ultraschallwandler im 3D-USCT-II-Gerät hat mit seiner Position
und dem Richtungsvektor sechs Freiheitsgrade während der Optimierung.
Mit den vier Sendern und neuen Empfängern in den 157 TAS hat das 3D-
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USCT-II N = 6 · (157×4+157×9) = 11520 Unbekannte, deren Optimie-
rung laut [25] nicht mehr handhabbar ist.
Um dieses Problem umzugehen, wurde in [25] statt die einzelnenWandler-
Positionen, die Positionierung der Ultraschallwandler auf einem geometri-
schen Körper optimiert. Es wurde als Grundform derWandlerpositionierung
ein Rotationsellipsoid benutzt. Laut [25] ist der Parameterraum des Rotati-
onsellipsoides zweidimensional, nämlich die Länge der beiden Halbachse
eines Ellipsoides.
Die TAS werden in Schichten auf unterschiedlicher Höhe in einem Ring
angeordnet. Die Anzahl von TAS-Schichten wird mit einem gewichteten
Verhältnis zwischen der verfügbaren Fläche im Rotationsellipsoiden und der
aufsummierten Fläche aller 157 TAS-Köpfe optimiert. Zusätzlich wurde die
Ausrichtung der TASmit einem zusätzlichen Optimierungsparameter für die
optimale Objektausleuchtung optimiert. Das Ergebnis der Optimierung ist
ein Kompromiss zwischen der technischen Realisierbarkeit und der besseren
Lokalisierungsgüte.
5.1.3 Allgemeine Anwendbarkeit auf beliebigen Geometrien
In diesem Abschnitt wurden Optimierungsverfahren für die Wandler-Posi-
tionen aus unterschiedlichen Anwendungsgebieten diskutiert. Die Optimie-
rungsverfahren für DSN fokussieren auf die Vergrößerung der abgedeck-
ten Fläche mit minimalen Anzahl der Sensoren. Dabei werden die Überlap-
pung der Detektionsbereiche möglichst vermieden. Dieses Ziel widerspricht
der Anforderung an möglichst viele SEK pro Zielobjekte in der ROI für
die Verbesserung der Lokalisierungsgüte eines bildgebenden Ultraschallsys-
tems wie in Abschnitt 2.3.1 diskutiert wurde. Außerdem bildet die Sensorde-
finition mit der Reichweite und dem Öffnungswinkel nicht den realistischen
Detektionsbereich eines Ultraschallwandlers ab.
Das Optimierungsverfahren für das 3D-USCT-II-Gerät hat mit der Rand-
bedingung, dass die Ultraschallwandler nur auf einer Grundform positio-
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niert werden können, den Parameterraum stark reduziert. Die Systemleis-
tung wurde anhand der Punktspreizfunktion, der Objektausleuchtung und
des Bildkontrastes evaluiert. Allerdings begrenzt dieser Ansatz den Such-
raum für die optimale Wandlerpositionierung und ist nicht für beliebige
Geometrien einer ROI einsetzbar. Außerdem wurde Abschattung des Ul-
traschalls an Hindernissen nicht berücksichtigt.
5.2 Optimierungsverfahren
Das Ziel des Optimierungsverfahrens ist die Maximierung der Abdeckung
der Region-of-Interest (ROI) mit einer möglichst kleinen Anzahl von Ultra-
schallwandlern. Dabei soll die Systemleistung wie zum Beispiel die Punkt-
spreizfunktion (PSF) und die eindeutige Detektierbarkeit mehrerer Punkt-
streuer optimiert werden.
Das Optimierungsverfahren beruht auf analytischer Geometrie. Spezi-
fisch wurden boolesche Operationen auf Polygonen angewendet, um die
Abdeckung der ROI mit den Ultraschallwandlern und die Überlappung der
Detektionsbereiche der Ultraschallwandler zu berechnen. Außer der geome-
trischen Betrachtungen der Wandler-Positionen werden Qualitätsmaße aus
Bereichen wie Satellitenortung und Optik benutzt, um das System zu cha-
rakterisieren.
Es werden die ROI-Abdeckung und die Qualitätsmaße beschrieben durch
sogenannten Kostenfunktionen in einem Gleichungssystem zusammenge-
fasst. Die Optimierung der Wandler-Positionen wird durch Minimierung
dieser Kostenfunktionen erreicht.
5.2.1 Systemdefinition
Ein wesentlicher Unterschied dieses Optimierungsverfahrens im Vergleich
zu anderen Optimierungsstrategien für DSN liegt in der Definition der ROI
und des Ultraschallwandlers mit Polygonen im Vergleich zum Stand der
Technik mit der Reichweite und dem Öffnungswinkel.
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Hindernis
ROI
Region of Interest
Abbildung 5.3: Die Abbildung stellt eine Beispiel-ROI mit einem Hindernis dar.
Während der Optimierung wird die Systemleistung innerhalb
dieses Bereiches nicht betrachtet. Für den Fall, dass das Hindernis
ein unerwünschtes Objekt ist, sollen die Sensoren möglichst diesen
Bereich nicht abdecken.
Region-of-Interest (ROI)
Unter der ROI versteht man den Betrachtungsbereich des Ultraschallsys-
tems, worin sich ein oder mehrere Objekte befinden können. Mit dem Op-
timierungsverfahren soll die ROI-Abdeckung mit einer möglichst kleinen
Anzahl der Ultraschallwandler vollständig abgedeckt werden. In dieser Ar-
beit wird die ROI durch ein Polygon PROI beschrieben.
Ein Vorteil der ROI-Beschreibung mit Polygonen ist die erleichterte Be-
rücksichtigung von Hindernissen in der ROI. Ein Hindernis in der ROI (sie-
he Abbildung 5.3) kann generell ein unerwünschtes Objekt im Feld oder ein
Bereich außer Interesse sein. In dieser Arbeit wird es mit einem Loch im Po-
lygon beschrieben. Während der Optimierung der Wandler-Positionen wird
es versucht, die Abdeckung solcher Bereiche zu minimieren. Gleichzeitig
wird die Abschattung des Detektionsbereiches der Ultraschallwandler durch
die Störobjekte berücksichtigt.
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Wandler
Abbildung 5.4: Detektionsbereich eines Ultraschallwandlers
Ultraschallwandler
Statt den Detektionsbereich des Ultraschallwandlers durch seine Reichweite
und seinen Öffnungswinkel zu beschreiben, definieren wir den Detektions-
bereich durch ein Polygon PS. Dieses Polygon könnte beispielsweise aus
der −3 dB-Schalldruckverteilung hergeleitet werden, worin eine Objektde-
tektion sicher funktioniert. Die Anordnung der Wandler wird durch ihre x;y-
Koordinaten und die Winkelausrichtung θ beschrieben.
Für industrielle Ultraschallwandler werden oft mit unterschiedlichen Ziel-
objekten die Detektionsgrenzen gemessen. Typische Zielobjekte sind eine
10×10 cm flache Platte und ein Rundstab mit 1 cm Durchmesser. Bei der
Messung der Detektionsgrenze wird über dem Winkel das Zielobjekt im
Bezug auf den Wandler verschoben, bis es nicht mehr detektierbar ist. Ab-
bildung 5.5 zeigt ein Beispiel einer solchen Messung mit dem UC2000-
30GM Ultraschallwandler von Pepperl+Fuchs GmbH. Je nach Objektgröße
und Objektform kann der Detektionsbereich des Wandlers entsprechend den
Messungen für das Optimierungsverfahren angepasst werden.
5.2.2 Abschattung der Wandler
Aufgrund der großen Impedanzunterschiede zwischen Luft und Festkörper
wird ein großer Teil der Schallenergie am Festkörper reflektiert (siehe Ta-
belle 2.1). Infolgedessen sind Objekte hinter einem solchen Hindernis mit
einem Ultraschallwandler nicht detektierbar.
Für das Optimierungsverfahren heißt es, dass der Detektionsbereich ei-
nes Ultraschallwandlers am Hindernis entsprechend abgeschnitten werden
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Abbildung 5.5: Die Abbildung stellt die Messergebnisse der Detektionsgrenzen des
UC2000-30GM Ultraschallwandlers mit zwei Testobjekten dar.
muss, um die Abschattung zu berücksichtigen. Durch die Beschreibung des
Wandlers durch ein Polygon, lässt sich dieser Effekt leicht berücksichtigen.
Abbildung 5.6 dienen zur Erklärung des Verfahrens zum Abschneiden des
Wandlerbetrachtungsbereichs am Hindernis.
Es wird zuerst für jeden Eckpunkt des Polygons des Hindernisses der
Winkel zum Normalenvektor des Wandlers berechnet. Die zwei Eckpunkte
mit jeweils den maximalen positiven und negativen Winkel zum Normalen-
vektor werden notiert (siehe Abbildung 5.6 (a)).
Danach werden die Vektoren zwischen diesen zwei Punkten und der
Wandler-Position wie in Abbildung 5.6 (b) verlängert. Die verlängerten
Vektoren müssen mindestens die Länge der Reichweite des Wandlers ha-
ben. In dem nächsten Schritt werden die Endpunkte dieser zwei Vektoren
zu der Beschreibung des Hindernisses hinzugefügt.
Die konvexe Hülle des erweiterten Polygons ergibt die neue Beschreibung
des Hindernisses, die den Schattenbereich beschreibt (siehe Abbildung 5.6
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Abbildung 5.6: Die Abbildungen zeigen das Verfahren zum Abschneiden des De-
tektionsbereiches des Wandlers am Hindernis.
(c)). Die Differenz zwischen dem Detektionsbereich und dem erweiterten
Polygon des Hindernisses ergibt den abgeschnittenen Detektionsbereich des
Ultraschallwandlers (gelb markiert in Abbildung 5.6 (d)).
5.2.3 Kostenfunktionen
Das Verfahren realisiert die Optimierung der Wandler-Position mit einem
Gleichungssystem F(x) von Kostenfunktionen. Die Kostenfunktionen be-
schreiben die Systemleistung des bildgebenden Ultraschallsystems wie zum
Beispiel die ROI-Abdeckung und die Abbildungsqualität. Die damit be-
schriebene Systemleistungen haben optimalen Eigenschaften, wenn die
Kostenfunktionen einen Funktionswert von Null haben.
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Allerdings können die Kostenfunktionen je nach dem Ziel der Optimie-
rung gegenseitig einschränken. Daher ist die gefundene Lösung durch itera-
tives Lösen des Gleichungssystems ein Kompromiss der Kostenfunktionen.
ROI-Abdeckung
Ein Ziel der Optimierung ist die Abdeckung der ROI mit einer limitierten
Anzahl von Ultraschallwandlern zu maximieren. Die abgedeckte Fläche A
ist die Fläche der ROI, die mindestens von einem Ultraschallwandler ge-
schnitten wird. Für gegebene N Wandler ist die abgedeckte Fläche gegeben
durch
A(PROI ∩
N⋃
i
PSi): (5.1)
Die Maximierung der Fläche A ist gleichwertig mit der Minimierung der
nicht abgedeckten Fläche. Die Kostenfunktion lautet nach der Umformulie-
rung
fc = A(PROI \ (PROI ∩
N⋃
i=1
PSi)): (5.2)
In Abbildung 5.7 ist ein Beispiel der Abdeckung der ROI dargestellt. In
der grün markierten Fläche soll eine einfache Detektion von Objekten mög-
lich sein.
Überlappung mehrerer Ultraschallwandler
Diese Kostenfunktion hat das Ziel die eindeutige Lokalisierung von einer
gegebenen Anzahl von Punktstreuern in der ROI mit dem Ultraschallsys-
tem zu garantieren. Laut dem Puls-Echo-Prinzip und dem Trilaterationsver-
fahren [75] müssen für K Punktstreuer in der ROI mindestens K+ 1 Lauf-
zeitinformationen verfügbar sein. Somit kann die Einzigartigkeit der Kreis-
schnittpunkte garantiert werden. Diese Grundidee soll anhand des Beispiels
in Abbildung 5.8 erläutert werden.
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Abbildung 5.7: Die Abbildung zeigt die Abdeckung einer rechteckigen ROI mit
drei Ultraschallwandler. Die abgedeckte Fläche ist grün dargestellt.
Abbildung 5.8 zeigt ein Ultraschallsystem mit drei Ultraschallwandlern.
Zu detektieren sind zwei Punktstreuer, die als Kreise dargestellt sind. In
Abbildung 5.8 (a) liefert mit der Puls-Echo-Detektion der Ultraschallwand-
ler (1) zwei gemessene Laufzeiten, mit denen die Abstände der Punktstreu-
er zum Wandler berechnet werden können. Mit dieser Information ist eine
Erkennung der genauen Lage der Objekte in der lateralen Richtung zum
Wandler nicht möglich.
Mit zwei Ultraschallwandlern (1) und (2) bekommen wir in Abbildung
5.8 (b) zwei zusätzliche Laufzeiten. Die damit gezeichneten Kreisbögen
schneiden sich an vier Positionen, an den sich die Punktstreuer befinden
können. Diese vier Schnittpunkte sind nicht eindeutig um die zwei Punkt-
streuer zu lokalisieren. Erst mit dem dritten Wandler (3) in Abbildung 5.8
(c) ergeben sich aus den Laufzeitmessungen zwei eindeutige Schnittpunkte,
an denen sich die zwei Punktstreuer befinden.
Aufgrund dessen interessieren wir uns dafür, die überlappende Detekti-
onsbereiche für M = K+1 Ultraschallwandler innerhalb der ROI zu maxi-
mieren. Die überlappende Fläche ist gegeben durch
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Abbildung 5.8: Die Abbildungen stellen die Detektion von zwei Objekten anhand
drei Sensoren mit Hilfe des Trilaterationsverfahrens dar.
fo = A(PROI \ (PROI ∩⋃|I|j=1⋂k∈I j PSk))
I =
(C
M
) (5.3)
DieMenge I ist die M-Submenge von der Menge derWandlerC= {1;:::;N}.
Abbildung 5.9 zeigt die Berechnung der Überlappung der Detektionsbe-
reiche am Beispiel eines Ultraschallsystems mit drei Ultraschallwandlern.
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Abbildung 5.9: Der überlappende Detektionsbereich von mindestens drei Wandlern
sind gelb markiert. Die ROI-Abdeckung ist grün dargestellt.
Dilution of Precision (DOP)
Bei der Satellitenortung wird die Position aus der Signallaufzeit von Satel-
liten zum Empfänger berechnet [76]. Die Genauigkeit der Position ist von
der Satellitenposition zueinander und zu dem Empfänger, sowie die Qua-
lität der Laufzeitmessung abhängig. Das sogenannte Dilution of Precision
(DOP) wird als ein Maß für die Messgenauigkeit der Positionsbestimmung
verwendet [77].
Abbildung 5.10 dient zur Erklärung des Positionsfehlers im Zusammen-
hang mit der Wandler-Positionen. In den Abbildungen sind der rote und
blaue Punkt zwei Ultraschallwandler in unterschiedlichen räumlichen An-
ordnungen in 2D.
Die Ultraschallwandler arbeiten im Puls-Echo-Modus und haben einen
maximalen Messfehler, der in der Abbildung mit den grauen Kurven dar-
gestellt ist. Die rote und blaue Kurven sind die gemessenen Abstände ohne
Fehler. Die grüne Fläche stellt den Bereich dar, in dem sich das Objekt be-
finden kann.
In Abbildung 5.10 wird in der rechten Abbildung gezeigt, wie ungünstige
Wandler-Positionen zueinander den gegebenen Messfehler einzelnes Ultra-
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Kleiner DOP-Wert Großer DOP-Wert
Abbildung 5.10: Die Abbildung demonstriert den Einfluss der Wandlerpositionen
relativ zu der Empfangsposition (grün markiert) auf die Genauig-
keit der Positionsbestimmung. Bild adaptiert von 2
schallwandlers verstärken können. Durch die Minimierung der DOP kann
der Lokalisierungsfehler des Objekts für einen gegebenen Messfehler redu-
ziert werden [77].
Empirisch gilt für einen kleinen DOP-Wert ≤ 5 eine gute Ortungsgenau-
igkeit. In dieser Arbeit ist nicht nur ein kleiner DOP-Wert für das ganze
Ultraschallsystem gewünscht, sondern eine homogene Verteilung der DOP-
Werten innerhalb der ROI.
Die Berechnung der DOP-Werte kann nur für den Bereich in demmindes-
tens zwei Ultraschallwandler sich überlappen berechnet werden. In diesem
Bereich wird ein regelmäßiges Punktgitter erzeugt. Abbildung 5.11 zeigt ein
Beispielgitter für die Berechnung der DOP-Werte.
Für jeden Punkt P(x;y) in dem Gitter werden die Menge O ≥ 2 Ultra-
schallwandler, die den Punkt in ihrem Detektionsbereich umfassen, be-
2 https://commons.wikimedia.org/wiki/File:Geometric_Dilution_Of_Precision.svg
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Abbildung 5.11: Die Abbildung zeigt ein Beispiel des Punktgitters (blau) für die
DOP-Auswertung in dem überlappenden Bereich von mindestens
zwei Ultraschallwandlern (gelbe Fläche). Die grüne Fläche zeigt
die ROI-Abdeckung.
stimmt. Danach wird der DOP-Wert mit den folgenden Gleichungen be-
rechnet:
A =

x1−x
R1
y1−y
R1
−1
x2−x
R2
y2−y
R2
−1
...
...
...
xO−x
RO
yO−y
RO
−1

(5.4)
Q = (ATA)−1 (5.5)
DOP = |diag(Q)|; (5.6)
mit xi und yi als die Koordinaten des i-ten Ultraschallwandlers und Ri der
euklidische Abstand zwischen der Wandler-Position und dem Punkt P. Die
z-Dimension wurde für den zweidimensionalen Fall vernachlässigt.
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Punktspreizfunktion (PSF)
Die Punktspreizfunktion (PSF) wird im Bereich Optik und Bildverarbeitung
verwendet, um die Abbildungsqualität eines bildgebenden Systems zu cha-
rakterisieren. Sie beschreibt die Fähigkeit des Systems, zwei Punktstreuer
als getrennte Strukturen abzubilden [78]. Der Abstand, bei dem die zwei
Strukturen noch als getrennt wahrnehmbar ist, gibt die Systemauflösung.
Gemessen wird die PSF oft mit der Halbwertsbreite (FHWM). Die FWHM
ist definiert als die Breite zwischen zwei Argumentwerten einer Funktion,
bei deren der Funktionswert auf die Hälfte des Maximums abgesunken ist.
Abbildung 5.12 zeigt schematisch die Berechnung der Halbwertsbreite für
eine eindimensionale Funktion.
Zur Auswertung der 2D-PSF benutzen wir das gleiche Punktgitter wie
bei der DOP-Auswertung. Für jeden Punkt P(x;y) werden zuerst nach den
Ultraschallwandlern, die den Punkt in ihrem Detektionsbereich haben, ge-
sucht. Danach werden die A-Scans von jeder SEK simuliert. Zum Schluss
wird aus den A-Scans den Punktstreuer mit der Synthetic Aperture Focusing
Technique (SAFT) rekonstruiert.
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Abbildung 5.12: Die Abbildung zeigt die eindimensionale Definition der Halb-
wertsbreite.
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Abbildung 5.13: Die Abbildung (a) zeigt ein rekonstruiertes Bild eines Punktstreu-
ers mit SAFT. In (b) wurde das Bild für Werte größer als das halbe
Maximum des Bildes binarisiert. Die extrahierte Halbwertsbreite
ist mit der roten Linie markiert.
Um die Halbwertsbreite des rekonstruierten Punktstreuers zu berechnen,
wird zuerst das Bild für Werte größer als das halbe Maximum binarisiert.
Dabei werden Bildpunkte mit Werte größer als das halbe Maximum auf dem
Wert „1“ und die restliche Bildpunkte auf dem Wert „0“ gesetzt. Abbildung
5.13 (b) zeigt ein Beispiel solches Bildes.
Die Indices der Pixel in dem gelb markierten Gebiet werden extrahiert
und die euklidische Distanz zueinander berechnet. Das Maximum dieser
Distanzmatrix wird als die Halbwertsbreite der Punktspreizfunktion genom-
men. Mit dieser Methode wird die PSF unabhängig von ihrer räumlichen Va-
rianz berechnet. Ähnlich zur Optimierung der DOP-Werte sind kleine Werte
und eine homogene Verteilung der PSF gewünscht.
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Transmissionsoptimierung
Diese Kostenfunktion soll die Anzahl von Empfänger für jeden Sender in
dem Transmissionsbetrieb maximieren. Der Transmissionsbetrieb wird für
die Selbstkalibrierung des Ultraschallsystems benutzt. Für N Ultraschall-
wandler sind N2 Sender-Empfänger-Kombinationen möglich. Diese ist aber
aufgrund des begrenzten Öffnungswinkels des Ultraschallwandlers oft nicht
möglich.
Die Anzahl von Empfängern pro Sender soll mit dieser Kostenfunktion
maximiert werden, um das Verhältnis zwischen der Anzahl von Gleichun-
gen zu Anzahl der Unbekannten zu erhöhen. Je größer dieses Verhältnis ist,
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Abbildung 5.14: Die Abbildung stellt ein Beispiel zur Bestimmung der gültigen
Empfänger in dem Transmissionbetrieb dar. Die rote Pfeile zei-
gen den Öffnungswinkel des Senders. Empfänger zwischen der
Vektoren werden ausgewählt. Die graue Fläche ist die ROI und die
grüne Fläche stellt den Detektionsbereich des Sensors dar.
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desto besser gestellt ist das Gleichungssystem. Außerdemwird das Kalibrie-
rungsergebnis von Ausreißern in der Laufzeitmessung weniger abhängig.
Zur Bestimmung der ausgewählten Empfänger wird zuerst der Öffnungs-
winkel des Wandlers aus dem Polygon PS berechnet. Dabei werden die Eck-
punkte mit dem größten Winkel zu dem Normalenvektor des Wandlers be-
stimmt. Danach wird die Anzahl von Empfängern, die sich in diesem Win-
kelbereich gegenüber des aktuellen Senders befinden aufsummiert. Abbil-
dung 5.14 zeigt ein Beispiel zur Bestimmung der ausgewählten Empfänger.
Schließlich wird der Funktionswert berechnet aus:
ft = N2−
N
∑
i=1
Gi; (5.7)
mitGi gleich die Anzahl der ausgewählten Empfänger für den i-tenWandler.
Verbotene Zone
Je nach Designkriterien könnte beim Entwurf des Ultraschallsystems die
Platzierung des Wandlers in den verbotenen Zonen vermieden werden.
Um die Platzierung des Wandlers in solcher Zone zu beschränken, werden
Wandler in solcher Zone mit einem Strafwert gewichtet:
fp =
−
√
(xi− x)2+(yi− y)2 Sensor in verbotener Zone
0 Sensor in erlaubter Zone:
(5.8)
Die Detektion solcher Fälle können beispielsweise mit dem Punkt-in-
Polygon-Verfahren nach Jordanschen Kurvensatz realisiert werden [79]. Der
Strafwert wird aus dem Euklidischen Abstand der aktuellen Wandlerpositi-
on zum Mittelpunkt der verbotenen Zone berechnet. Das negative Vorzei-
chen erzwingt später in der Berechnung des Gradienten des Gleichungssys-
tems eine Bewegung der Wandlerposition aus der verbotenen Zone heraus.
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Abbildung 5.15: In der Abbildung sind die Kanten der verbotenen Zone rot darge-
stellt. Der Wandler S1, der sich in der verbotener Zone befindet,
wird mit einem Strafwert gewichtet.
5.2.4 Gleichungssystem
Die Kostenfunktionen im Abschnitt 5.2.3 werden in einem Gleichungssys-
tem F(x) für N Wandler zusammengefasst
F(x) = [ fc; fo;µDOP;σDOP;ADOP;µPSF ;σPSF ;APSF ; ft ; fp]> (5.9)
fp = [ fP1 ; · · · ; fPN ]> (5.10)
mit x = [x1; · · · ;xN ;y1; · · · ;yN ;θ1; · · · ;θN ]> als die Optimierungsparameter.
Parameter xi und yi sind die Koordinaten des i-ten Ultraschallwandlers und
θi ist die Winkelausrichtung.
Für die Optimierung der DOP und PSF werden der Mittelwert µ und die
Standardabweichung σ der Werte als Funktionswert genommen. Die Flä-
chen ADOP und APSF sind die Differenzflächen zwischen der ROI-Fläche
und der Flächen mit DOP- und FWHM-Werte der PSF kleiner als den ge-
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gebenen Schwellwerten. Die Funktionswerte fc und fo werden auf die Ge-
samtfläche der ROI normiert.
Das Gleichungssystem F(x) ist nicht linear und unterbestimmt, da für
N = 5 Ultraschallwandler bereits die Anzahl der Unbekannten die Anzahl
der Gleichungen überschreitet.
9+N < 3N (5.11)
2N > 9 (5.12)
N > 4;5 (5.13)
Das Ziel der Optimierung ist, durch iterative Verbesserung der initialen
Wandleranordnung die Norm des Funktionsvektors ‖F(x)‖2 → 0 zu mini-
mieren. Es wurde der Trust-Region-Verfahren aus Abschnitt 2.4.3 aufgrund
seiner Stabilität eingesetzt. Der Aktualisierungsprozess wird angehalten, so-
bald ein lokales Minimum erreicht ist oder eine definierte Anzahl von Itera-
tionen überschritten wurde.
Gewichtung einzelner Kostenfunktion
Mit zusätzlichen Gewichtungen können die Kostenfunktionen mit unter-
schiedlichen Prioritäten minimiert werden. Tabelle 5.1 zeigt typische Zah-
lenbereiche der Kostenfunktionen und die Gewichtungen, damit alle Kos-
tenfunktionen gleiche Priorität haben.
Es wird vor der Berechnung der Vektornorm ‖F(x)‖2 der Funktionsvektor
mit dem Gewichtsvektor elementweise multipliziert:
Fˆ(x) = α ◦F(x): (5.14)
5.3 Beispielentwurf
In diesem Kapitel wird das Optimierungsverfahren mit einem Beispielent-
wurf näher betrachtet. Ein bildgebendes Ultraschallsystem mit sechzehn Ul-
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Kostenfunktion Wertebereich Gewichtung α
fc 0 bis 1 100
fo 0 bis 1 100
µDOP;σDOP 0 bis 10 1
µPSF ;σPSF 0 bis 1 cm 10
ADOP;APSF 0 bis 1 100
ft 0 bis 1 0;1
fp 0 bis 1 1
Tabelle 5.1: Die Tabelle zeigt die Zahlenbereiche, die einzelne Kostenfunktion für
das ABUS-System haben könnte. Die Gewichtungen sind empirisch
eingestellt.
traschallwandlern wird für die ROI in Abschnitt 5.2.1 optimiert. Der De-
tektionsbereich des Wandlers wurde aus der gemessen Detektionsgrenzen
des UC2000-30GM Ultraschallwandlers mit dem 1 cm dicken Rundstab ex-
trahiert. Die erwartete Systemauflösung liegt laut Gleichung (3.1) für eine
Schallgeschwindigkeit von 343ms−1 in Luft und eine Wandlerbandbreite
von 20 kHz bei 1;7 cm.
Die sechzehn Wandler werden in einer regelmäßigen Kreisanordnung mit
einem Radius von 45 cm initialisiert. Für die Auswertung von DOP und
FWHM der Punktspreizfunktion wurde ein Punktraster mit einem Gitter-
abstand von 5mm benutzt. Die Abtastrate der simulierten A-Scans liegt bei
2MHz.
Für die SAFT-Bildrekonstruktion wird das Echo an den simulierten Punkt-
streuern durch einen Sinc-Puls mit einer Bandbreite von 7;6 kHz und einer
Mittelfrequenz von 6;7 kHz ersetzt. Dieser Puls hat eine äquivalente Halb-
wertsbreite von ca. 14mm. Die Bildauflösung lag bei 1mm.
Abbildung 5.16 stellt das Ergebnis nach der Optimierung dar. Das Ver-
fahren konvergierte nach fünf Iterationen zu einem lokalen Minimum. Die
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5.3 Beispielentwurf
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ROI-Abdeckung: 100%
Überlappungsfläche: 97;2%
Abbildung 5.16: Die Abbildungen zeigen die Abdeckung der ROI und die Über-
lappungsfläche von mindestens drei Ultraschallwandler für die
kreisförmige Sensoranordnung und die optimierte Anordnung. Die
grüne Fläche zeigt die ROI-Abdeckung und die gelbe Fläche den
Überlappungsbereich von mindestens drei Wandlern.
berechnete Flächen sind auf die Fläche der ROI normiert. Mit der kreisför-
migen Wandleranordnung in der linken Abbildung wurde zwar die komplet-
te ROI abgedeckt, aber die Überlappenungsfläche lag nur bei 79;2%.
Nach der Optimierung wurden dieWandler-Positionen so verbessert, dass
in 97;2% der ROI-Fläche eine gleichzeitige Detektion von zwei Punktstreu-
er mit Trilateration möglich ist. Außerdem wird die komplette ROI von min-
destens einem Wandler abgedeckt.
Abbildung 5.17 stellt die Verteilung der DOP-Werten für beide Anord-
nungen dar. Die Fläche A mit DOP-Werten ≤ 2 wurde nach der Optimie-
rung von 59;6% auf 64;9% vergrößert. Die Umrisse dieser Flächen sind mit
roten Linien eingezeichnet.
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Initiale Anordnung
A(DOP  2): 59;6%
Optimierte Anordnung
A(DOP  2): 64;9%
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Abbildung 5.17: Die Verteilung der DOP-Werten für beide Anordnungen. Die rote
Linie zeigt den Umriss der Fläche A, in denen die DOP-Werte < 2
sind. Diese Fläche liegt mit der optimierten Anordnung bei 64;9%
im Vergleich zu 59;6% mit der initialen Anordnung.
Initiale Anordnung
A(FWHM  20mm): 40;2%
Optimierte Anordnung
A(FWHM  20mm): 62;3%
0
10
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Abbildung 5.18: Die Abbildungen zeigen die Verteilung der FWHM der PSF für
beide Wandleranordnungen. Die rote Linie kennzeichnet die Flä-
che mit FHWM ≤20mm.
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In Abbildung 5.18 sind die Verteilungen der Halbwertsbreite der Punkt-
spreizfunktion für beide Anordnungen dargestellt. Das Ergebnis nach der
Optimierung zeigt eine deutliche Vergrößerung der Fläche mit FHWM der
PSF ≤20mm von 40;2% auf 62;3%.
5.4 Anzahl der benötigten Wandler
Ein wichtiger Designparameter eines Ultraschallsystems ist die Anzahl der
Ultraschallwandler. Da die Anzahl der Wandler direkt mit der Komplexität
und der Kosten des Systemaufbaus verbunden ist, soll sie möglichst mini-
miert werden. Gleichzeitig soll die maximale Abdeckung der ROI und die
gewünschte Systemleistung gewährleistet werden.
Um den Einfluss der Anzahl von Ultraschallwandlern auf die Systemleis-
tung des optimierten Systems zu untersuchen, wurde für die ROI in Abbil-
dung 5.3 Ultraschallsysteme mit fünf bis zwanzig Ultraschallwandlern des
Typs UC2000-30GM mit dem vorgestellten Verfahren optimiert.
Es sollen in der ROI gleichzeitig zwei Objekte lokalisiert werden. Das
heißt eine Maximierung der Überlappungsfläche von mindestens drei Wand-
lern ist nötig. DieWandler-Positionen werden mit einer regelmäßigen Kreis-
anordnung um die ROI mit einem Durchmesser von 45 cm initialisiert.
Das Optimierungsverfahren wird bei maximal 50 Iterationen oder einer
Änderung in der Vektornorm ‖F(x)‖2 < 1×10−12 abgebrochen. Die Flä-
chen mit DOP ≤ 2 und FWHM der PSF ≤20mm sollen maximiert werden.
Dargestellt in Abbildung 5.19 ist der Einfluss der Anzahl von Ultraschall-
wandlern auf die Systemleistung.
Es wurde beobachtet, dass die Systemleistung mit ansteigender Anzahl
der Wandler verbessert wird. Für eine Überlappung von mindestens drei
Wandlern und eine Fläche von FWHM der PSF 20mm ist die optimierte
Anordnung stets besser als die initiale. Die optimierte ROI-Abdeckung ist
für wenige Wandler (< 12) schlechter.
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Abbildung 5.19: Die Abbildung zeigt den Einfluss der Anzahl von Wandlern auf
die Systemleistung. Die gestrichene Linien zeigen die Systemleis-
tungen der initialen Systeme in einer Kreisanordnung.
Ab zwölf Ultraschallwandlern erreicht das System mit beiden Anordnun-
gen volle ROI-Abdeckung. Die Verbesserung der Überlappungen von min-
destens drei Wandler stagniert ab sechzehnWandlern. Gleichzeitig reduziert
sich die Fläche, worin die FWHM der PSF kleiner als 20mm ist.
Da das Gleichungssystem der Konstenfunktionen nichtlinear und unter-
bestimmt ist, ist das Ergebnis der Optimierung von der Initialisierung der
Wandleranordnung abhängig. Im Folgenden wird beispielhaft untersucht,
wie sich das Optimierungsergebnis für zufällige Initialisierung ändert.
Es wurde die Systemleistung vor und nach der Optimierung für sechzehn
Ultraschallwandler mit fünfzig zufälligen Anordnungen der Wandler um die
ROI durchgeführt. Die Wandler wurden mit unterschiedlichen Abständen
zueinander in einem Kreis mit einem Durchmesser von 45 cm initialisiert.
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Abbildung 5.20: Die Abbildung zeigt die Streuung der Systemleistung vor und
nach der Optimierung mit fünfzig zufälligen Anordnungen der
Wandler um die ROI. Die grüne Punkte markieren das Ergebnis
für eine regelmäßige Kreisanordnung in Abbildung 5.19 .
Das Ergebnis dieser Untersuchung ist in Abbildung 5.20 dargestellt. Die
Systemleistung für das Ergebnis mit sechzehn Ultraschallwandler in einer
regelmäßigen Kreisanordnung wie in Abbildung 5.19 ist mit den grünen
Punkten zum Vergleich markiert. Die Kastengrafik zeigt, dass im Median
das Optimierungsverfahren eine Verbesserung in allen Kostenfunktionen er-
zielt hat. Eine große Streuung ist in der Fläche mit FWHM der PSF kleiner
als 20mm zu beobachten. Außerdem wurde beobachtet, dass das Optimie-
rungsergebnis in Abbildung 5.19 für eine initiale Wandleranordnung in ei-
nem regelmäßigen Kreis nicht das beste Ergebnis ist.
Das beste Ergebnis aus dieser Untersuchung ist die optimierte Anord-
nung mit dem größten Summenwert aller Systemleistungen. Das heißt eine
optimierte Anordnung mit größter ROI-Abdeckung, größter Überlappungs-
fläche von mindestens drei Wandlern und der größten Fläche mit DOP ≤ 2
und FWHM ≤20mm. Dieses Ergebnis ist in Abbildungen 5.21, 5.22 und
5.23 dargestellt.
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Abbildung 5.21: Die Abbildungen zeigen die initiale Wandleranordnung in einer
Kreisanordnung mit zufälligen Abständen zwischen den Wandlern
mit dem bestes Ergebnis in der Untersuchung. Die grüne Flä-
che zeigt die ROI-Abdeckung und die gelbe Fläche den Überlap-
pungsbereich von mindestens drei Wandlern.
Generell kann für dieses Beispiel gezeigt werden, dass die Optimierung
gegenüber jeder beliebigen initialen Anordnung die Lokalisierungsgüte ver-
bessert. Die initiale Anordnung beeinflusst jedoch auch wie erwartet bei
der Optimierung eines nichtlinearen Gleichungssystems das Optimierungs-
ergebnis. Hier könnte es Sinn machen, die Optimierung für verschiedenen
initialen Anordnungen zu wiederholen und die beste Anordnung zu verwen-
den.
Es ist zu beachten, dass alle betrachtete Systeme dünnbesetzte Apertur
darstellen. Die dargestellte optimierte Wandleranordnung mit sechzehn Ul-
traschallwandler in Abbildung 5.21 zeigt eine sehr gute ROI-Abdeckung
und Abbildungsqualität trotz der dünnbesetzten Apertur. Laut [80] soll der
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Abbildung 5.22: In der Abbildungen sind die Verteilung der DOP-Werten für beide
Anordnungen in Abbildung 5.21 dargestellt. Die rote Linie zeigt
den Umriss der Bereiche an, in denen die DOP-Werten < 2 sind.
maximale Abstand zwischen den Ultraschallwandler in einer Kreisanord-
nung um eine kreisförmige ROI das Abtasttheorem erfüllen.
Dieser Abstand ist gegeben durch 0:5 c·R∆ f ·r . Die Variable c ist die Schall-
geschwindigkeit, ∆ f die Bandbreite des Ultraschallwandlers, R der Radius
der Kreisanordnung und r der Radius der ROI. Für R = 0;45m, r = 0;25m
und ∆ f = 20kHz bei einer Lufttemperatur von 25 ◦C beträgt der maximale
Abstand 1;56 cm. Um diese Randbedingung zu erfüllen braucht man 181
Ultraschallwandler.
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Abbildung 5.23: Die Abbildungen zeigen die Verteilung der FWHM der PSF für
beide Wandleranordnungen in Abbildung 5.21. Die rote Linie
kennzeichnet die Fläche mit FHWM ≤20mm.
5.5 Allgemeine ROIs
Um die Robustheit des Verfahrens für unterschiedlichen ROIs zu testen,
wurde die Wandleranordnung für fünfzehn unterschiedliche ROIs mit dem
Optimierungsverfahren optimiert. Abbildung 5.24 stellt die fünfzehn getes-
teten ROIs dar.
Die fünfzehn ROIs unterscheiden sich in der Form und dem maximalen
Durchmesser. Darunter sind einfache Formen, wie zum Beispiel ein Kreis
und ein Rechteck, vorhanden. Es wurde vorausgesetzt, dass mindestens zwei
Objekte gleichzeitig detektiert werden sollen. Die Verbesserungen der Sys-
temleistung nach der Optimierung im Vergleich zur Kreisanordnung für die
ROIs sind in Tabelle 5.2 zusammengefasst.
Das Optimierungsverfahren erreichte im Mittel eine Verbesserung von
11;99% in der Fläche, in der eine gleichzeitige Detektion von zwei Objekten
möglich ist, mit der gleichen Anzahl von Wandler im Vergleich zur Kreis-
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Abbildung 5.24: Die Abbildung zeigt die fünfzehn ROIs, die für den Test genutzt
wurden.
Kostenfunktion Initiale
Anordnung
Optimierte
Anordnung
Verbesserung
ROI-Abdeckung 99;9% 99;8% −0;1%
Überlappungsfläche 76;1% 87;6% 11;5%
A(DOP ≤ 2) 60;1% 68;4% 8;3%
A(FWHM ≤20mm) 56;9% 65;9% 9;0%
Tabelle 5.2: Mittlere Verbesserung der Systemleistung nach der Optimierung für
die fünfzehn ROIs
anordnung. Diese Verbesserung gelang mit einem kleinen Kompromiss in
der ROI-Abdeckung von −0;1%. Außerdem wurde gezeigt, dass die Flä-
che mit kleineren DOP-Werten und FWHM der PSF durch die Optimierung
vergrößert wurde.
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5.6 Erweiterung für 3D-Systeme
In diesem Abschnitt werden die benötigten Anpassungen des Optimierungs-
verfahrens für die Erweiterung auf 3D diskutiert. Bei der Optimierung eines
3D-Ultraschallsystems werden die Wandler-Position durch ihre x−,y−, und
z−Koordinaten beschrieben. Die Ausrichtung des Wandlers ist durch den
Polarwinkel und den Azimutwinkel gegeben.
Damit erhöht sich die Anzahl der Unbekannten bei der Optimierung um
zwei Unbekannte pro Wandler. Außerdem wird der Ultraschallwandler statt
mit einem Polygon mit einem Polygonnetz beschrieben. Abbildung 5.25
zeigt einen Beispieldetektionsbereichs eines Wandlers für 3D. Ähnlich kann
die ROI auch für einen dreidimensionalen Fall definiert werden.
Bei der Berechnung der ROI-Abdeckung und der Überlappung mehrerer
Ultraschallwandler werden booleschen Operationen auf Polygonnetzen ver-
wendet. In [81] wurde ein effizientes Verfahren zur Berechnung der boole-
schen Operationen vorgestellt. Abbildung 5.26 stellt eine Beispielberech-
nung der ROI-Abdeckung eines 3D-Ultraschallsystems mit zwei Wandlern
dar.
Für eine 2D-ROI wie in Abbildung 5.26 werden Kostenfunktionen der
ROI-Abdeckung und der Überlappung mehrerer Wandler mit der Fläche be-
rechnet. In dem Fall einer 3D-ROI wird stattdessen das Volumen benutzt.
Wandler
Abbildung 5.25: Beschreibung des Wandlerdetektionsbereichs mit einem Polygon-
netz für 3D
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Abbildung 5.26: Eine Beispielberechnung der ROI-Abdeckung in 3D.
Bei der Berechnung der DOP-Werte für einen Punkt P(x;y;z) in dem Punkt-
gitter wird die Matrix A für die dreidimensionalen Koordinaten derWandler-
Positionen erweitert:
A =

x1−x
R1
y1−y
R1
z1−z
R1
−1
x2−x
R2
y2−y
R2
z2−z
R1
−1
...
...
...
xO−x
RO
yO−y
RO
zO−z
R1
−1

(5.15)
Q = (ATA)−1 (5.16)
DOP = |diag(Q)|; (5.17)
mit xi, yi und zi als die Koordinaten des i-ten Ultraschallwandlers und Ri der
euklidische Abstand zwischen der Wandler-Position und dem Punkt P.
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Für die Optimierung der PSF wird statt ein 2D-Bild des simulierten
Punktstreuers ein 3D-Bild mit SAFT rekonstruiert. Bei der Bestimmung
der FWHM der PSF wird das 3D-Bild für Werte größer als das halbe Ma-
ximum binarisiert. Die FWHM ist der euklidische Abstand zwischen zwei
am weitesten liegenden Bildvoxeln des binarisierten Bildes. Einer Erweite-
rung der Methode für 3D-Systeme stehen daher keine prinzipellen Probleme
entgegen.
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In diesem Kapitel werden die vorgestellten Verfahren zur Verbesserung der
Lokalisierungsgüte mit Ultraschallsystemen unterschiedlicher Komplexität
evaluiert.
6.1 Kalibrierung des 3D-USCT-II-Geräts
In diesem Abschnitt wurde die Selbstkalibrierung mit dem 3D-USCT-II-
Gerät evaluiert. Anhand der Simulationen und Experimentdaten wird die
Verbesserung der Lokalisierungsgüte untersucht.
6.1.1 Anwendung auf simulierten Daten
In den folgenden Simulationen werden die möglichen Fehlerquellen in dem
3D-USCT-II-Gerät sequentiell hinzugefügt. Es soll damit die Trennbar-
keit der Fehlerquellen mit dem Kalibrierungsverfahren untersucht werden.
Gleichzeitig wird das Konvergenzverhalten der verschiedenen Methoden
zum Lösen der nichtlinearen Gleichungssysteme in Abschnitt 2.4 betrach-
tet.
Die A-Scans in den simulierten Daten haben eine Abtastrate von 10MHz.
Das gesendete Ultraschallsignal ist ein Chirp-Signal mit einer Startfrequenz
von 1;66MHz und einer Stopfrequenz von 3;33MHz. Der Amplitudenver-
lauf dieses Chirp-Signal wurde zusätzlich mit einem Gauß-Fenster gewich-
tet.
Die Temperaturverteilung in der 3D-USCT-Apertur wurde mit einer Auf-
lösung von 1mm simuliert. Zur Berechnung der Laufzeiten zwischen den
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Sendern und Empfängern wird das Strahlverfolgungsverfahren in Abschnitt
4.3 eingesetzt. Für die Simulation der Signallaufzeit in den A-Scans wird
das Verfahren fractional delay filter eingesetzt [82]. Damit wird die zeitliche
Verzögerung des Signals durch eine Phasenverschiebung in dem Fourier-
Raum realisiert.
Alle Experimente wurden mit einem SNR von 50 dB auf maximaler Si-
gnalamplitude der A-Scans simuliert. Die Wassertemperatur ist 25 ◦C. Die
Abstrahl- und Empfangscharakteristik der Ultraschallwandler wurden eben-
falls berücksichtigt. Tabelle 6.1 stellt die simulierten Fälle dar.
Verzögerung Jitter Tempera-
turoffset
Tempera-
turfehler
Positionsfehler
1 1;2 µs - - - -
2 1;2 µs 20MHz - - -
3 1;2 µs 20MHz −2 ◦C - -
4 1;2 µs 20MHz −2 ◦C 1 ◦C -
5 1;2 µs 20MHz −2 ◦C 1 ◦C 1mm ;<5°
6 1;2 µs 20MHz −2 ◦C mit
Gradienten
1 ◦C 1mm ;<5°
Tabelle 6.1: Übersicht der Simulationsparameter für unterschiedlichen Fehlerquel-
len dar.
Während der Kalibrierung wird die Laufzeit mit dem Matched-Filter und
einer Abtastrate von 500MHz detektiert. Dabei wurde die Winkelcharak-
teristik des Ultraschallwandlers abhängig von dem Einfallswinkel wie in
Abschnitt 4.2.7 berücksichtigt.
Da die simulierten Experimente keine fehlerhaften Komponenten enthal-
ten, wurden die SNR-Filterung und die Verzögerungsfilterung übersprun-
gen. Das Lösen des Gleichungssystems mit den iterativen Verfahren wird
nach 100 Iterationen oder bei einem Residuum des Gleichungssystems klei-
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Newton LMA TR IPV Linearisiert + TR
1 Divergiert 3;1×10−9 2;8×10−11 2;3×10−4 5;3×10−6
2 Divergiert 1;2×10−7 8;6×10−8 6;9×10−4 2;9×10−4
3 Divergiert 3;6×10−8 1;8×10−8 4;4×10−3 4;3×10−3
4 Divergiert 2;8×10−8 1;4×10−8 4;3×10−3 2;8×103
5 Divergiert 3;2×10−8 1;7×10−8 5;7×10−3 5;8×104
6 Divergiert 2;5×10−8 2;2×10−8 6;3×10−3 6;5×104
Tabelle 6.2: Residuum des Gleichungssystems nach der Kalibrierung für die ver-
schiedenen Löser. Die Werte haben die Einheit Meter.
ner als 1×10−9m abgebrochen. Die Gleichungssysteme werden mit der
Wandlerpositionen laut dem Systemdesign des 3D-USCT-II-Geräts ohne
Verzögerungen und Temperaturfehler initialisiert.
Die Differenz der gefundenen Lösung zur simulierten Grundwahrheit
wurde berechnet. Das Residuum nach dem kompletten Kalibrierungspro-
zess wird ebenfalls als Qualitätsmaß benutzt, um die Verfahren zum Lösen
der Gleichungssysteme zu bewerten. Tabelle 6.2 zeigt die Residuen der un-
terschiedlichen Verfahren.
Das Newton-Verfahren ist für alle simulierten Fälle divergiert. Das Innere-
Punkte-Verfahren (IPV) konvergiert zu einer kleinen Verzögerung in der
Größenordnung der benutzten Maschinengenauigkeit bei 1×10−16 und hat
die simulierte Verzögerung von 1;2 µs nicht gefunden. Die linearisierten
Gleichungssysteme für die Verzögerungs- und Temperaturkalibrierung ha-
ben in der Anwesenheit vom Jitter und Temperaturgradienten große Abwei-
chung zur Grundwahrheit.
Das Trust-Region-Verfahren (TR) und der Levenberg-Marquardt-Algorith-
mus (LMA) haben nach dem kompletten Kalibrierungsprozess einen ähnli-
chen Fehler zur Grundwahrheit. In der Untersuchung konvergiert im Allge-
meinen TR schneller als LMA. Die normierten Fehler in Tabelle 6.3 beider
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Newton LMA TR IPV Linearisiert + TR
1 Divergiert 78 µm 76 µm 1;8mm 0;4mm
2 Divergiert 79 µm 76 µm 1;8mm 0;6mm
3 Divergiert 70 µm 62 µm 1;8mm 1;2mm
4 Divergiert 78 µm 76 µm 1;9mm 1;3mm
5 Divergiert 75 µm 69 µm 1;9mm 1;4mm
6 Divergiert 74 µm 70 µm 1;8mm 1;2mm
Tabelle 6.3: Normierte Differenz zwischen der Lösung und der simulierten Grund-
wahrheit in Metern
Verfahren lagen im Mittel um 74 µm. Dieser entspricht dem aufgrund des
Jitters von 20MHz verursachten Abstandsfehler von 75 µm bei einer Was-
sertemperatur von 25 ◦C.
Außerdem erfolgt bei TR laut Abschnitt 2.4.3 mit der Schrittweitenbe-
schränkung in jeder Iteration zu einer deterministischen Korrektur der Lö-
sung. Daher wird der TR in weiteren Evaluierung der Selbstkalibrierung mit
Experimentdaten verwendet.
6.1.2 Maximale Fertigungstoleranz
Die hohe Komplexität des 3D-USCT-II-Geräts und die halb-ellipsoide Aper-
tur stellen eine große Herausforderung für die mechanische Genauigkeit bei
dem Aufbau dar. Die benutzte Fertigungstoleranz von 20 µm bei der Anfer-
tigung der Apertur bringt hohe Kosten und technischen Aufwand mit sich.
In diesem Abschnitt wurde untersucht, ob die Anforderung an die Fer-
tigungstoleranz mit der Selbstkalibrierung reduziert werden kann. Die 3D-
USCT-II-Apertur wurde mit einem maximalen Positionsfehler der Ultra-
schallwandler zwischen 1 µm und 1 cm simuliert. Die simulierte Positions-
fehler haben eine Normalverteilung.
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Abbildung 6.1: Abbildung zeigt die auf der Grundwahrheit normierte maximale
Bildintensität und Halbwertsbreite des rekonstruierten Punktstreu-
ers.
Für jeden maximalen Positionsfehler wurde eine Leermessung und ei-
ne Messung mit einem Punktstreuer in der Mittel der Apertur simuliert.
Die A-Scans wurde mit einer Abtastrate von 10MHz abgetastet. Das ge-
sendete Ultraschallsignal ist ein Chirp-Signal mit einer Startfrequenz von
1;66MHz und einer Stopfrequenz von 3;33MHz. Der Amplitudenverlauf
dieses Chirp-Signal wurde zusätzlich mit einem Gauß-Fenster gewichtet.
Bei der Simulation wurden andere Fehlerquellen wie zum Beispiel Verzö-
gerung und Temperaturfehler im System vernachlässigt.
Nach der Positionskalibrierung mit der zugehörigen Leermessung für je-
den simulierten Fall wurde der Punktstreuer mit dem SAFT-Verfahren re-
konstruiert. Als Grundwahrheit wurde die SAFT-Rekonstruktion für die 3D-
USCT-II-Apertur ohne Positionsfehler rekonstruiert. Die Bildauflösung ist
10 µm.
In Abbildung 6.1 wurde die maximale Intensität und die Halbwertsbreite
des Punktstreuers auf die Grundwahrheit normiert. Die Rekonstruktion mit
der normierten maximalen Intensität und Halbwertsbreite am nächsten zu
dem Wert Eins hat die beste Bildqualität.
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Abbildung 6.2: Die Grundwahrheit und die Rekonstruktionen des Punktstreuers
mit und ohne Kalibrierung für einen maximalen Positionsfehler von
1mm.
Die rekonstruierten Bilder haben mit und ohne Positionskalibrierung für
einen maximalen Positionsfehler bis 100 µm ähnliche Bildqualität wie die
Grundwahrheit. Diese Beobachtung entspricht der Erwartung laut [25], dass
für eine hohe Bildqualität ein Laufzeitfehler kleiner als ein Viertel der be-
nutzten Wellenlänge λ nötig ist. Für eine Mittenfrequenz von 2;5MHz ist
λ=4= 152µm.
Für einen maximalen Positionsfehler größer als 1mm ergibt die SAFT-
Rekonstruktion ohne Kalibrierung kein fokussiertes Bild, wie es in Abbil-
dung 6.2 dargestellt ist. Die Rekonstruktion mit der kalibrierten 3D-USCT-
II-Apertur bei einem maximalen Fehler von 1 cm hat zwar ein höheres ma-
ximales Bildintensität aber auch eine größere Halbwertsbreite im Vergleich
zur Grundwahrheit.
Das Ergebnis der Untersuchung zeigt, dass die Selbstkalibrierung bei ei-
nem maximalen Positionsfehler von 1mm die Wandlerpositionen kalibrie-
ren kann. Somit darf die maximale Fertigungstoleranz von 20 µm beispiels-
weise auf 100 µm erhöht werden.
Da in dieser Untersuchung der Temperaturfehler, Verzögerungen in der
Aufnahme und fehlerhaften Systemkomponenten vernachlässigt wurden, ist
die Erhöhung der Fertigungstoleranz auf 100 µm nur realistisch, wenn die
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durch andere Fehlerquellen verursachten Laufzeitfehler insgesamt kleiner
als die Fertigungstoleranz sind. Das heißt für einen Durchmesser der 3D-
USCT-II-Apertur von 26 cm und eine Wassertemperatur bei 30 ◦C:
• Temperaturfehler ≤0;5 ◦C
• Jitter in der Aufnahme ≤66 ns
• Erfolgreiche Detektion fehlerhafter Komponenten
6.1.3 Unterdrückung der Artefakte im SOS- und Dämpfungsbild
Die Qualität des rekonstruierten Schallgeschwindigkeits- und Dämpfungs-
bildes mit dem Verfahren in [83] ist von der Genauigkeit der Laufzeitdetek-
tion des transmittierten Ultraschallsignals abhängig. Falls Ausreißern in den
Messungen aufgrund fehlerhafter Systemkomponenten in dem 3D-USCT-
Gerät auftreten, kann es zur Artefakte in den Bildern führen.
Das Brustphantom wurde aus Gelatine hergestellt und eine Olive mit
Kern wurde in der Mitte eingebettet. Abbildung 6.3 stellt die Rekonstruk-
tion der Schallgeschwindigkeitsverteilung ohne Detektion von fehlerhaften
SEK dar. Für die Bildrekonstruktion wurden die ersten 128 TAS benutzt und
die Bildauflösung ist 1mm. In dem Bild ist ein Bildartefakt mit einer hohen
Schallgeschwindigkeit außerhalb des Brustphantoms zu beobachten.
Ein typischer Grund für diese Art der Bildartefakte liegt in den Aus-
reißern der detektierten Laufzeiten. Die Position der Bildartefakte entspricht
meistens der Wandler-Positionen von den beteiligten Sendern und Empfän-
gern. Bis jetzt wurde die Unterdrückung solcher Artefakte durch einen ma-
nuellen Prozess realisiert, in dem die TAS der fehlerhaften Ultraschallwand-
ler von der Rekonstruktion aussortiert werden. Der Prozess wird solange
wiederholt, bis alle Bildartefakte beseitigt sind.
Mit der SNR- und Verzögerungsfilterung in dem vorgestellten Kalibrie-
rungsverfahren wurden die fehlerhaften SEK automatisch detektiert. Bei der
SNR-Filterung wurden die SNR-Werte der A-Scans auf den SNR-Wert eines
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Abbildung 6.3: Ein Schallgeschwindigkeitsbild ohne Kalibrierung an den Schich-
ten x=48, y=48, und z=18. Die Bilder haben eine Auflösung von
1mm.
Referenz-A-Scans zwischen dem ersten Sender und dem ersten Empfänger
in TAS 1 normiert.
Abbildung 6.4 stellt die Ergebnisse der SNR-Filterung für die Leermes-
sung unmittelbar nach der Aufnahme des Brustphantoms für die ersten fünf-
hundert SEK dar. Für die einfache Darstellung sind in der Abbildung nur die
relativen SNR-Werte der ersten fünfhundert SEK dargestellt. Die Sender-
Empfänger-Kombinationen mit SNR-Werten außerhalb des grünen Bereichs
werden aus Ausreißer markiert. Die obere und untere Grenzen dieses Be-
reichs wurde empirisch für das 3D-USCT-II-Gerät gesetzt.
In dem weiteren Schritt wurden die zugehörigen Sender und Empfän-
ger der markierten SEK auf ihre Häufigkeit der Markierung als Ausreißer
normiert, wie es in Abbildung 6.5 dargestellt ist. Es werden Sender und
Empfänger mit einer normierten Häufigkeit größer als 50% für die Bildre-
konstruktion aussortiert.
Bei der Verzögerungsfilterung wurden Ausreißer in den kalibrierten Ver-
zögerungen pro SEK ähnlich wie bei der SNR-Filterung mithilfe der empi-
risch eingestellten oberen und unteren Grenzen aussortiert. Danach wurde
das Schallgeschwindigkeitsbild ohne die fehlerhaften Sender und Empfän-
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Abbildung 6.4: Die relative SNR der A-Scans für die ersten fünfhundert SEK. Die
SEK mit SNR-Werten außerhalb des eingestellten Wertebereiches
(grüne Fläche) sind markiert.
ger erneut rekonstruiert. Das resultierende Bild mit einer erfolgreichen Un-
terdrückung der Bildartefakte ist in Abbildung 6.6 dargestellt.
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Abbildung 6.5: Die normierte Häufigkeit der markierten Sender und Empfänger
sortiert nach ihrer TAS-Nummer in der SNR-Filterung. Die Sender
und Empfänger mit einer normierten Häufigkeit ≥ 50% werden als
fehlerhaft für die Bildrekonstruktion aussortiert.
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Abbildung 6.6: Das Schallgeschwindigkeitsbild nach der Kalibrierung bei der
Schicht x=48, y=48, und z=18. Das Bildartefakt außerhalb des
Brustphantoms in Abbildung 6.3 wurde erfolgreich unterdrückt.
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6.1.4 Verzögerung im 3D-USCT-II-Gerät
In diesem Abschnitt wurde die Verzögerungskalibrierung auf allen Leer-
messungen mit dem 3D-USCT-II-Gerät zwischen Mai 2012 und Februar
2017 durchgeführt, um die Kalibrierungsergebnisse mit dem empirisch ge-
fundenen Erfahrungswerten zu vergleichen.
Bei der Kalibrierung wurde den Winkel α zur Auswahl der benutzten
SEK in Abschnitt 4.5.4 auf 45° gesetzt, um alle TAS gleichzeitig zu ka-
librieren. Die Laufzeitdetektion wurde bei einer Abtastrate von 500MHz
durchgeführt. Vor der Verzögerungskalibrierung wurde die SNR-Filterung
angewendet, um Ausreißer in den detektierten Laufzeiten zu beseitigen. Das
Offset in den an den TASs gemessenen Temperaturen wurde mit der gemes-
senen Temperaturrn an den kalibrierten JUMO-Sensoren korrigiert.
Ab dem Experiment 23 wurde zur Messung der Verzögerung in der
Signalaufnahme das „gemessene CE“ (engl.: CEMeasured) in dem 3D-
USCT-II-Gerät eingeführt. Es handelt sich um eine zusätzliche Aufnah-
me des Signals am Sender während der Datenaufnahme. In diesem Signal
soll die durch die Signalverarbeitung im DAQ-System verursachten Ver-
zögerung aufgenommen werden. Die Benutzung des gemessenen CE als
Matched-Filter für die Laufzeitdetektion soll die Verzögerung im DAQ-
System vollständig kompensieren.
In dieser Untersuchung wird die Verzögerungskalibrierung mit dem nor-
malen CE und dem gemessenen CE (wenn vorhanden) durchgeführt. Zum
Lösen des Gleichungssystems wird das Trust-Region-Verfahren angewen-
det. Das Ergebnis der Untersuchung ist in Abbildung 6.7 dargestellt.
In Abbildung 6.7 wurde neben der kalibrierten Verzögerung die Schallge-
schwindigkeit in dem Medium für alle Experimente dargestellt. Die Schall-
geschwindigkeit wurde aus der gemessenen Temperatur an dden kalibrierten
JUMO-Sensoren mit der Gleichung (2.7) berechnet.
Die Leermessungen 15, 16 und 17 wurden unter der Zugabe von Koch-
salz mit 7;5 gL−1. durchgeführt. Die Salzkonzentration im Experiment 21
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war 75 gL−1. In der dargestellten Schallgeschwindigkeit wurde der Einfluss
der Salzmenge für die betroffenen Experimente laut [84] berücksichtigt. Im
Allgemein sorgt das Salz im Wasser für eine höhere Schallgeschwindigkeit.
Diese veränderte Schallgeschwindigkeit ist dem Kalibrierungsprozess un-
bekannt.
Es wurde die Verzögerungskalibrierung bei den Experimenten mit un-
vollständigen Daten und mit mehr als 50% fehlerhaften SEK in der SNR-
Filterung abgebrochen. In Abbildung 6.7 zeigt die kalibrierte Verzögerung
einen Sprung von Experiment 6 auf Experiment 7 nach der Einführung der
Bandpassunterabtastung. Die zusätzliche Verzögerung aufgrund des erhöh-
ten Aufwands in der Signalverarbeitung zur Datenreduktion wurde erwartet.
Die leicht erhöhte Schallgeschwindigkeit in Experimenten 15 bis 17 wur-
de mit einer kleineren kalibrierten Verzögerung im Vergleich zu den Experi-
menten ohne Salz kompensiert. Dieser Effekt wurde bei der verzehnfachten
Salzmenge im Experiment 21 an der sehr kleinen Verzögerung ebenfalls be-
obachtet.
Die Untersuchung zeigt, dass die Einführung des gemessenen CE ab dem
Experiment 23 einen großen Teil der Systemverzögerung kompensiert. Die
Differenz zwischen der kalibrierten Verzögerung mit dem normalen CE und
mit dem gemessenen CE ist durch die grüne Linie in Abbildung 6.7 dar-
gestellt. Diese Differenz ist über die Experimente konstant und zeigt ein
gutes Konvergenzverhalten der Selbstkalibrierung mit dem Trust-Region-
Verfahren.
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Abbildung 6.7: Schallgeschwindigkeit und kalibrierte Verzögerung im 3D-USCT-
II-Gerät für Leermessungen zwischen Mai 2012 und Februar 2017
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6.1.5 Fokussierung des Reflexionsbildes
Für ein fokussiertes Bild mit der SAFT-Rekonstruktion soll die Systemver-
zögerung bei der Laufzeitberechnung berücksichtigt werden. In diesem Ab-
schnitt wurde die Fokussierung des Reflexionsbildes mithilfe der Selbstka-
librierung mit einem Drahtphantom untersucht. Das Drahtphantom besteht
aus einem Draht mit einem Durchmesser von 0;07mm. Abbildung 6.8 stellt
das Phantom dar.
Für die Selbstkalibrierung wurde eine Leermessung direkt nach der Auf-
nahme des Phantoms aufgenommen. Vor der SAFT-Rekonstruktion wurden
die A-Scans mit gemessenem CE als Matched-Filter bearbeitet. Die SAFT-
Rekonstruktion wurde mit der empirisch ermittelten Verzögerung von 1;2 µs
und der kalibrierten Verzögerung von 0;87 µs durchgeführt. Das rekonstru-
ierte Volumen ist in Abbildung 6.8 mit dem roten Quader eingezeichnet und
die Bildauflösung beträgt 100 µm.
Abbildung 6.8: Die Abbildung stellt das Drahtphantom dar. Der rote Quader zeigt
das rekonstruierte Volumen in der Untersuchung
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Abbildung 6.9: Maximal-Intensitäts-Projektion (MIP) der rekonstruierten Reflexi-
onsbilder mit empirischer und kalibrierten Verzögerungskorrektur
Abbildung 6.9 stellt die Maximal-Intensitäts-Projektionen (MIP) der re-
konstruierten Bilder entlang der z-Achse dar. Das mit der kalibrierten Ver-
zögerung rekonstruierte Bild hat eine bessere Fokussierung, wie es in der
vergrößerten Ansicht gezeigt ist.
Es wurde angenommen, dass die Reflexionen des Ultraschallsignals an
dem Drahtphantom mit einer erfolgreichen Fokussierung in der SAFT-
Rekonstruktion entlang des Drahtphantoms konstruktiv zu einemMaximum
aufsummieren. Daher wurde die maximale Bildintensität der rekonstruierten
Bilder als ein Qualitätsmaß der Fokussierung benutzt. Je höher die Bildin-
tensität, desto besser ist die Fokussierung.
Die maximale Bildintensität mit der kalibrierten Verzögerung hat den
Wert 8;7×108 im Vergleich zu der maximalen Intensität von 5;8×108 in
dem mit der empirischen Verzögerung rekonstruierten Bild.
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Abbildung 6.10: Maximal-Intensitäts-Projektion (MIP) der rekonstruierten Refle-
xionsbilder mit und ohne Positionskalibrierung. Bei der SAFT-
Rekonstruktion wurde die kalibrierte Verzögerung korrigiert.
6.1.6 Positionskalibrierung
Die Wandler-Positionen aller 157 TAS in dem 3D-USCT-II-Gerät wurden
mit der Leermessung für das Drahtphantom kalibriert. Die Positionskali-
brierung konvergierte nach zwölf Iterationen zu einem Minimum mit einem
Residuum von 21 nm. Nach der Kalibrierung wurde das Reflexionsbild des
Drahtphantoms mit der kalibrierten USCT-Geometrie und Verzögerung re-
konstruiert. Abbildung 6.10 stellt die Rekonstruktionen mit und ohne Posi-
tionskalibrierung dar.
Die vergrößerte Ansicht in Abbildung 6.10 zeigt eine Verbesserung der
Bildfokussierung in dem unteren Bereich des Drahtphantoms mit der Po-
sitionskalibrierung. Die maximale Bildintensität ist 1;1×109 im Vergleich
zur 8;7×108 in dem rekonstruierten Bild ohne Positionskalibrierung.
ImWeiteren wurde die Halbwertsbreite entlang des Drahtphantoms an 50
diskreten Positionen untersucht. Zuerst wurde ein kleines Volumen (1×1×
1cm) um die betrachtete Position ausgeschnitten. Die Größe des Volumens
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Abbildung 6.11: Die Normalen an der betrachteten Positionen entlang des Draht-
phantoms sind in der linken Abbildung dargestellt. Die Länge der
Vektoren zeigt die gemessene 2D-FWHM. Die rechte Abbildung
stellt das angepasste Ellipsoid auf der projizierten 2D-FWHM dar.
ist kleiner als die lokale Krümmung des Drahtphantoms. Somit kann der
Ausschnitt des rekonstruierten Drahtphantoms als Zylinder angenommen
werden.
Danach wird das Volumen um Polar- und Azimutwinkel zwischen −90°
und 90° rotiert, bis der Verlauf des Drahtschnittes parallel zur z-Achse ist.
Schließlich wird das Volumen entlang der z-Achse projiziert. Die benutzten
Polar- und Azimutwinkel für die Projektion wurden gespeichert.
Um die FWHM dieser 2D-Profil zu bestimmen, wird das Projektionsbild
für Werte größer als die Hälfte der maximalen Bildintensität binarisiert. Es
wurden achtzehn gleichwinklige Durchmesser dieser segmentierten Region
gemessen. Der Mittelwert dieser Durchmesser gibt die Systemauflösung des
kalibrierten 3D-USCT-Geräts und lag bei 0;22mm (Simulation 0;22mm).
Die Standardabweichung der Durchmesser beschreibt die räumliche Varianz
der FWHM und beträgt 40 µm im Vergleich zur Vorhersage bei 35 µm laut
[85].
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dx dy dz
Gemessen 0;20mm 0;21mm 0;26mm
Vorhergesagt 0;20mm 0;20mm 0;25mm
Tabelle 6.4: Gemessene 3D-FWHM im Vergleich zur Vorhersage laut [85]
Die 3D-FWHMwurde aus den gemessenen mittleren 2D-FWHMund den
Normalen an den betrachteten Positionen berechnet. Die Normalen wurden
aus dem für die Projektion benutzten Polar- und Azimutwinkel an jeder Po-
sition bestimmt. Die 2D-Profile wurden um dem Ursprung zentriert und ein
Ellipsoid us den Profilen approximiert. Abbildung 6.11 zeigt die Normalen
an der betrachteten Positionen und das angepasste Ellipsoid zur Berechnung
der 3D-FWHM. Tabelle 6.4 zeigt die gemessenen Durchmesser des Ellipso-
ides im Vergleich zur Vorhersage in [85].
6.1.7 Evaluierung mit einem Kalibrierungsobjekt
In diesem Abschnitt wurde die Genauigkeit der Selbstkalibrierung anhand
eines Kalibrierungsobjekts evaluiert. Das Kalibrierungsobjekt ist eine Stahl-
kugel mit einem Durchmesser von 5 cm. Die Fertigungsgenauigkeit war
50 µm. Die Stahlkugel wurde an einer Metallstange befestigt und mithilfe
einer Halterung in der Mittel der 3D-USCT-Apertur positioniert, wie es in
Abbildung 6.12 gezeigt ist.
Die Kugel wurde mit und ohne die Selbstkalibierung des 3D-USCT-
Geräts mit einer Bildauflösung von 100 µm rekonstruiert. Die A-Scans wur-
den mit dem Matched-Filter bei einer Abtastrate von 10MHz verarbeitet.
Die Schallgeschwindigkeitsverteilung für die Schallgeschwindigkeitskor-
rektur während der SAFT-Rekonstruktion wurde als homogen angenommen
und mit der gemessenen Wassertemperatur an den JUMO-Sensoren erzeugt.
Nach der Rekonstruktion wurde die Kugel aus dem Reflexionsbild seg-
mentiert. Es wird in den Schichtbildern des entlang der z-Achse mit dem
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Abbildung 6.12: Der Messaufbau mit der Stahlkugel als das Kalibrierungsobjekt.
Flutfüllung-Verfahren aus der Computergrafik [86] die rekonstruierte Ob-
jektkante gesucht. Die Koordinaten der äußeren Pixel der segmentierten Re-
gion werden extrahiert. Abbildung 6.13 zeigt ein Beispiel der automatischen
Segmentierung.
Aufgrund der variierenden Bildintensitäten und Gratinglobe-Artefakten
können Ausreißer in den segmentierten Koordinaten auf der rekonstruier-
ten Kugeloberfläche vorkommen. Diese Ausreißer werden mit der Annah-
me, dass die segmentierte Flächen in jeden Schichtbildern mindestens einen
Durchmesser von 2 cm und einen maximalen Durchmesser von 6 cm haben
können, aussortiert. Eine Nebenwirkung dieser Filterung ist die Vernachläs-
sigung der Koordinaten in den unteren z-Schichten, in denen der Durchmes-
ser der Kreisschnitte kleiner als 2 cm sind.
In dem nächsten Schritt werden die extrahierten Koordinaten an eine Ku-
gel angepasst, um das Zentrum der Kugel und den Radius zu bestimmen.
Es wurde ein Gleichungssystem mit der folgenden Gleichung für alle extra-
hierten Koordinaten aufgestellt und gelöst:
(x− xc)2+(y− yc)2+(z− zc)2− r2 = 0: (6.1)
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Abbildung 6.13: Illustration der Segmentierung der rekonstruierten Kugel aus ei-
nem Schichtbild entlang der z-Achse. Die gelbe Fläche ist das
Ergebnis des Flutfüllung-Verfahrens. Die Koordinaten der Pixel
auf der roten Linie werden extrahiert.
Die Vektoren x,y und z sind die segmentierten Koordinaten und xc,yc und
zc sind die Koordinaten des Kugelzentrums. Die Variable r ist der Radius.
Abbildung 6.14 stellt die angepasste Kugel und die extrahierten Koordinaten
dar.
Die angepasste Kugel hat einen Durchmesser von 5;01 cm und ein Zen-
trum an der Koordinate (68µm;0;3mm;8;4cm). Die extrahierte Koordina-
ten haben im Mittel eine Abweichung von 56 µm mit einer Standardab-
weichung von 212 µm. Die Rekonstruktion ohne Kalibrierung ergibt einen
Durchmesser der Kugel von 5;02 cm mit einer Standardabweichung von
333 µm.
Das Ergebnis der Untersuchung zeigt, dass eine genaue Rekonstruktion
des Kalibrierungsobjekts mit der Selbstkalibrierung erfolgreich war. Der er-
wartete Durchmesser der rekonstruierten Kugel wurde gemessen. Die Stan-
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Abbildung 6.14: Die Abbildung zeigt die angepasste Kugel und die extrahierte
Koordinaten.
dardabweichung ist allerdings größer als die erwarteten 50 µm und durch die
Bildauflösung von 100 µm verursacht.
Die maximale Bildauflösung wird zurzeit für das zu rekonstruierte Volu-
men durch die Speichergröße des Grafikprozessors (GPU) begrenzt. Wäh-
rend der SAFT-Rekonstruktion werden die A-Scans mit einer Abtastrate
von 10MHz in dem GPU linear interpoliert. Die damit erreichbare Auflö-
sung bei einer Schallgeschwindigkeit von 1500ms−1 liegt bei 150 µm. Ei-
ne bessere Interpolationsmethode wie zum Beispiel die Spline-Interpolation
oder Interpolation mit höhergradiger Polynome kann die Genauigkeit der
Rekonstruktion verbessern.
6.2 Kalibrierung des bildgebenden
Luftultraschallsystems
In diesem Abschnitt wurde die Wandleranordnung des bildgebenden Luftul-
traschallsystems (ABUS) in Abschnitt 3.3 optimiert und nach dem Aufbau
mit der Kalibrierungsmethode kalibriert.
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6.2.1 Kalibrierung der relativen Positionen zwischen den
Wandler
Bei der Selbstkalibrierung wurde angenommen, dass die Temperatur in der
ROI bekannt ist und ihre Verteilung homogen ist. Der Kalibrierungsprozess
umfasst nur die Verzögerungs- und Positionskalibrierung.
Der Kalibrierungsprozess beginnt mit der Datenaufnahme einer Leer-
messung. Die sechzehn Ultraschallwandler senden hintereinander und die
Einhüllende der Empfangssignale an allen Wandlern wurden mit einer Ab-
tastrate von 2MHz abgetastet. Für die Laufzeitdetektion wurde das CFD-
Verfahren eingesetzt.
Da die Ultraschallwandler einen begrenzten Öffnungswinkel haben, wer-
den die für die Kalibrierung benutzten SEK entsprechend ausgewählt. Es
wurde davon ausgegangen, dass dieWandler-Positionen nur geringfügig von
dem Systementwurf abweichen. Somit können mit Hilfe des Normalenvek-
tors der Ultraschallwandler die in dem Öffnungswinkel liegenden Empfän-
ger ausgewählt werden. Außerdem werden A-Scans mit schlechtem SNR
aussortiert.
Die Verzögerungen wurden mit Zufallszahlen in der Größenordnung der
maschinellen Genauigkeit bei 2;22×10−16 initialisiert. Abbildung 6.15
stellt das Ergebnis der Verzögerungskalibrierung dar. Das Trust-Region-
Verfahren konvergierte nach einer Iteration, und gab an, dass ein lokales
Minimum erreicht wurde. Die kalibrierte Verzögerungen haben einen Mit-
telwert von 1;1×10−16 s und liegt unterhalb der maschinellen Genauigkeit.
Dieses Ergebnis konnte anhand der Ansteuerungselektronik des bild-
gebenden Luftultraschallsystems bestätigt werden. In ABUS werden die
Sendestufe der Ultraschallwandler mit einer Digital-I/O-Leitung des DAQ-
Systems direkt angesteuert. Die Datenaufnahme und die Signalerzeugung
werden in dem DAQ-System mit dem gleichen Taktgeber eingespeist und
gleichzeitig gestartet. Es wurde daher keine Verzögerung erwartet.
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Abbildung 6.15: Kalibrierte Verzögerungen in ABUS
Nach der Verzögerungskalibrierung wurde die Positionskalibrierung durch-
geführt. Das Trust-Region-Verfahren konvergierte nach fünf Iterationen.
Das Ergebnis wurde nach der Kalibrierung auf die Wandler-Positionen laut
dem Systementwurf mit dem Horn-Verfahren im Abschnitt 4.4.5 verscho-
ben und rotiert. Abbildung 6.16 stellt das Ergebnis der Positionskalibrierung
dar.
Um die Verbesserung der Abbildungsqualität nach der Kalibrierung zu
evaluieren, wurde ein Testobjekt mit ABUS vor und nach der Kalibrierung
aufgenommen. Das Testobjekt ist ein Draht mit einem Durchmesser von
2mm und wurde im Zentrum des Koordinatensystems platziert. Es wird
nach der SAFT-Rekonstruktion die FWHM des abgebildeten Objekts als
Qualitätsmaß der Abbildungsqualität gemessen. In der Vorverarbeitung der
A-Scans wurden die detektierten Echos durch einen Sinc-Puls mit einer
Bandbreite von 7;6 kHz und einer Mittelfrequenz von 6;7 kHz ersetzt. Die-
ser Puls hat eine äquivalente Halbwertsbreite von ca. 1;7mm. Die Bildauf-
lösung lag bei 1mm. Die Ergebnisse sind in Abbildung 6.17 dargestellt.
Nach der Kalibrierung wurde die FWHM des abgebildeten Testobjek-
tes von 16;1mm auf 11;2mm verbessert. Außerdem wurde das Testobjekt
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Abbildung 6.16: Kalibrierte Wandler-Positionen
kreisförmiger in Abbildung 6.17 (b) dargestellt, das eine bessere Fokussie-
rung während der SAFT-Rekonstruktion zeigt.
Im Weiteren wurde die FWHM der Punktspreizfunktion an diskreten Po-
sitionen in der ROI gemessen und mit der Vorhersage in dem Optimierungs-
ergebnis verglichen. Es wurde die ROI in ein Raster von 2 cm unterteilt.
Abbildung 6.18 stellt das Ergebnis dar.
Das Messergebnis zeigt eine homogene Verteilung der FWHM der PSF
mit einem Mittelwert von 1;4 cm und eine Standardabweichung von 5mm.
Während der Messung war das Hindernis in der ROI nicht vorhanden, somit
hat das Ergebnis eine größere Fläche mit einer FWHM ≤2 cm im Vergleich
zur Vorhersage.
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Abbildung 6.17: Die Abbildungen zeigen die gemessenen FWHM des abgebildeten
Testobjekts mit ABUS vor und nach der Kalibrierung. Die oran-
genen Linien zeichnen den Bereich mit einer Bildintensität größer
als die Hälfte der maximalen Intensität. Die weiße Linie stellt die
Hauptachse dar, an der die FWHM ermittelt wurde.
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Abbildung 6.18: Die Abbildung vergleicht die gemessene FWHM der PSF mit der
Simulation. Die rote Linie zeigt die Fläche mit einer FWHM der
PSF ≤2 cm.
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6.2.2 Kalibrierung des Ursprungs des Koordinatensystems
In dem rekonstruierten Bild nach der Kalibrierung in Abbildung 6.17 (b)
wurde neben der Verbesserung der Abbildungsqualität eine Verschiebung
des Testobjekts beobachtet. Da die Selbstkalibrierung nur auf Laufzeiten
zwischen den Sender und Empfänger beruht und keine externen Randbedin-
gungen wie zum Beispiel Ankerpositionen für die Ultraschallwandler hat,
können die Wandler-Positionen nach der Kalibrierung eine Rotation und ei-
ne Verschiebung haben.
Um diese Rotation und den Versatz zum eigentlichen Ursprung des Ko-
ordinatensystems zu kompensieren, wurde ein weiteres Kalibrierungsobjekt
aus vier Drähten gebaut. Die Drähte haben einen Durchmesser von 2mm
und sind unsymmetrisch angeordnet, wie in Abbildung 6.19 dargestellt.
Das Kalibrierungsobjekt bei der Ursprungskalibrierung im Zentrum des
Koordinatensystems platziert und aufgenommen. Nach der SAFT-Rekonstruktion
werden die vier Drähten mit einer lokalen Maxima-Suche segmentiert und
ihre Positionen extrahiert. Mit dem Horn-Verfahren in Abschnitt 4.4.5 wer-
den diese Positionen mit der bekannten Geometrie und den Positionen des
Kalibrierungsobjekts verglichen.
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Abbildung 6.19: Das Kalibrierungsobjekt für die Ursprungskalibrierung (links) mit
der Anordnung der vier Drähten in der rechten Abbildung
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Abbildung 6.20: Ursprungskalibrierung des ABUS mit dem Kalibrierungsobjekt
Fehler
x-Verschiebung 2;17mm
y-Verschiebung −9;81mm
Rotation −2;94°
Tabelle 6.5: Kalibrierte Verschiebung und Rotation des Ursprungs des Koordina-
tensystems
Abbildung 6.20 zeigt das Ergebnis der Ursprungskalibrierung. Die kali-
brierte Verschiebung und Rotation des Koordinatensystems dieses Beispiels
sind in Tabelle 6.5 aufgelistet. DieWandler-Positionen werden entsprechend
korrigiert.
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Abbildung 6.21: Die Abbildungen zeigen schematisch das Verfahren zur
Gratinglobe-Unterdrückung in ABUS.
6.3 Verbesserung der Bildgebung mit SAFT für ein
bildgebendes Luftultraschallsystem
In diesem Abschnitt wird die Anpassung der SAFT-Rekonstruktion beru-
hend auf der Gratinglobe-Unterdrückung in [23] für ABUS beschrieben.
Laut dem Verfahren können die Gratinglobe-Artefakte durch eine geeigne-
te Auswahl von Empfängern pro Sender und dem Einsatz eines gleitenden
Median-Operators unterdrückt werden.
Bei der Anpassung der SAFT-Rekonstruktion für ABUSwurden zwei Pa-
rameter eingeführt, nämlich der Winkel φ zur Auswahl an Empfänger und
die Median-Länge k für den gleitenden Median-Operator. Der Ablauf des
angepassten Verfahrens wird anhand der folgenden Abbildungen schema-
tisch erklärt.
Zuerst werden zwei Vektoren wie in der Abbildung 6.21 mit den Win-
kel φ und −φ zu dem Normalenvektor vom Sender berechnet. Alle Emp-
fänger, die sich in diesem Winkelbereich befinden, werden für die SAFT-
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Rekonstruktion ausgewählt. In diesem Beispiel sind N = 6 Empfänger ein-
schließlich des Senders selektiert.
Es werden mit dieser ausgewählten Untermenge von verfügbaren Emp-
fängerM Zwischenbilder rekonstruiert. In dem nächsten Schritt werden die-
se Bilder mit dem gleitenden Median-Operator bearbeitet. Für eine Median-
Länge k = 3 für das Beispiel in Abbildung 6.21 werden im Uhrzeigersinn
immer drei Zwischenbilder ausgewählt und ein Median-Bild berechnet. Im
FallM< kwird k gleichM für diesen Sender gesetzt. Es entstehen fürM= 6
und k= 3 eine Anzahl vonO=M−k+1= 4Median-Bilder für diesen Sen-
der, die zum Schluss zusammen addiert werden. Diese Schritte werden mit
allen N = 16 Sender von ABUS durchgeführt und die daraus resultierende
Bilder zu aufsummiert.
Die Auswahl von demWinkel φ und derMedian-Länge k ist von demÖff-
nungswinkel der Ultraschallwandler und den akustischen Reflexionseigen-
schaften abhängig. Um die Einflüsse dieser Parameter auf die Bildqualität
zu untersuchen, wurden zwei Objekte mit unterschiedlichen geometrischen
Eigenschaften im Zentrum der ROI aufgenommen und rekonstruiert.
Das erste Objekt ist ein Zylinder mit einem Durchmesser von 6 cm und
einer Höhe von 12 cm, das zweite Objekt ein ähnlicher Zylinder mit einem
asymmetrischen Merkmal. Das Merkmal hat einen Durchmesser von 2 cm.
Abbildung 6.22 stellen die CAD-Zeichnungen der Objekte dar.
Abbildungen 6.23 und 6.24 stellen SAFT-Rekonstruktionen dieser Ob-
jekte mit unterschiedlichen Einstellungen von demWinkel φ und derMedian-
Länge k dar. Die Bildauflösung ist 1mm.
Um die Qualität der rekonstruierten Bilder miteinander zu vergleichen,
wurde das Qualitätsmaß Vordergrund-Hintergrund-Verhältnis (FBR) einge-
führt. Die Bildpixel des abgebildeten Objektes werden als Vordergrund de-
finiert. Die restlichen Bildpixel inklusiv der Gratinglobe-Artefakte sind der
Hintergrund.
Mit Hilfe einer manuell erstellten Maske wird das abgebildete Objekt
von dem Hintergrund getrennt. Die Bildintensitäten der segmentierten Pi-
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(a) Zylinder (b) Zylinder mit asymmetri-
schem Merkmal
Abbildung 6.22: CAD-Zeichnungen der Untersuchungsobjekte
xel werden aufsummiert. Der FBR-Wert ist das Verhältnis dieser Sum-
me mit der Summe der Bildintensitäten im Hintergrund. Bei einer SAFT-
Rekonstruktion mit erfolgreicher Gratinglobe-Unterdrückung wird ein gro-
ßer FBR-Wert erwartet, da im Hintergrund nur sehr niedrige Pixelintensitä-
ten sind.
In Abbildung 6.23 wurde die kreisförmige Form des Zylinders mit größe-
remWinkel φ vollständigerer abgebildet. Der Median-Operator zeigt bereits
ab eine Länge von drei eine gute Unterdrückung der Gratinglobe-Artefakte.
Allerdings haben die rekonstruierten Objektkanten starke stachelige Arte-
fakte mit ansteigendem Winkel φ .
Die Untersuchung der FBR-Werte zeigt, dass für eine gegebene Auswahl
von φ die größtmögliche Median-Länge k < M für alle Sender die beste
Bildqualität liefert. Die SAFT-Rekonstruktion mit φ = 80° und k= 7 ergibt
den größten FBR-Wert.
Allerdings zeigt die Untersuchung mit dem Zylinder mit asymmetrischem
Merkmal in Abbildung 6.24 mit dieser Parameter eine nicht vollständige
Objektkante. Die Einstellung des Winkels φ und der Median-Länge k soll
daher an der Objekte optimiert werden.
Sind die abzubildende Objekte bekannt, können gleichzeitig mehrere Re-
flexionsbilder mit unterschiedlichen Parametern rekonstruiert werden, um
166
6.3 Verbesserung der Bildgebung mit SAFT für ein bildgebendes
Luftultraschallsystem
möglichst für alle Objekte Rekonstruktionen mit vollständiger Objektkan-
te und minimaler Artefakte für die Objektsegmentierung und Klassifizie-
rung zu bekommen. In Abschnitt 7.2.3 wird die Multi-Parameter SAFT-
Rekonstruktion genauer beschrieben.
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Abbildung 6.23: Die Abbildungen zeigen die SAFT-Rekonstruktionen eines Zy-
linders mit einem Durchmesser von 6 cm im Mittelpunkt der ROI
mit verschiedenen Winkeln φ und Breite des gleitenden Medians
k. Die erste Zeile stellt die Rekonstruktion ohne die Gratinglobe-
Unterdrückung dar.
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Abbildung 6.24: Die Abbildungen zeigen die SAFT-Rekonstruktionen eines Zylin-
ders mit einem asymmetrischen Merkmal im Mittelpunkt der ROI
mit verschiedenen Winkeln φ und Breite des gleitenden Medians
k. Die erste Zeile stellt die Rekonstruktion ohne die Gratinglobe-
Unterdrückung dar. Das Objekt hat einen Durchmesser von 6 cm.
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7 Industrienahe Anwendungen der
entwickelten Methoden
In diesem Abschnitt sind weitere Beispielanwendungen des Verfahren zur
Optimierung der Lokalisierungsgüte vorgestellt. Zum Beispiel wurde die
Selbstkalibrierung zur Verbesserung derMessgenauigkeit eines Ultraschallar-
rays unter extremer Temperaturbedingung angepasst. Weiterhin wurde die
Einsetzbarkeit des bildgebenden Luftultraschallsystems für die Objekter-
kennung und Klassifizierung evaluiert.
7.1 Luftultraschall-Array unter extremer
Temperaturbedingung
Durch leichte Anpassung der Kalibrierungsmethode wird ein neues Verfah-
ren entwickelt, mit dem gleichzeitig der Abstand und der Temperaturverlauf
entlang der Messstrecke zwischen dem Luftultraschall-Array in Abschnitt
3.2 und der Asphaltoberfläche ermittelt werden können.
7.1.1 Verfahren
In der Anwendung werden die Ultraschallwandler in einer Reihe angeord-
net. Der Messabstand zur Asphaltoberfläche beträgt ca. 20 bis 30 cm. Die-
ser Abstand ist durch die Reichweite des benutzten Ultraschallwandlers be-
dingt.
Es wird angenommen, dass die Straßenoberfläche so rau ist, dass ein Ul-
traschallsignal an der Oberfläche diffus in aller Richtungen reflektiert und
von allen Ultraschallwandlern aufgenommen wird. Um einen sicheren Emp-
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Abbildung 7.1: Die Abbildung zeigt den Messaufbau mit fünf Wandlern S1 bis S5.
Als Beispiel wurde hier ein Temperaturgradient mit einem linearen
Verlauf von 25 ◦C bis 100 ◦C simuliert.
fang des reflektierten Ultraschallechos zu ermöglichen, wurden in dieser Ar-
beit die Ultraschallwandler im Vergleich zum aktuellen Aufbau des Big So-
nic Ski der Firma MOBA Mobile Automation AG mit einem Neigungsgrad
in dem Array platziert.
Abbildung 7.1 zeigt den Messaufbau. Die Ultraschallwandler haben ei-
nen Abstand von 7;5 cm zueinander. Die Neigungsgrade der Wandler θ sind
{−34°;−18°;0°;18°;34°}. Mit diesen fünf Ultraschallwandlern erhalten wir
5×5= 25 Laufzeiten, die für die Messaufgabe benutzt werden.
Mit der Kenntniss über die relativen Abstände zwischen den Ultraschall-
wandlern und ihren Neigungsgraden zum Normalenvektor des Arrays er-
stellt das Messverfahren eine Annäherung der Messumgebung mit dem Ab-
stand zur Oberfläche und dem Temperaturverlauf als gesuchte Parameter. Es
wird angenommen, dass das Ultraschallarray horizontal ausgerichtet ist.
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Die Aufgabe des Messverfahrens ist die Messhöhe und den Temperatur-
verlauf iterativ zu verbessern, bis die Differenz zwischen den mit diesen
Parametern simulierten Laufzeiten tˆ und den gemessenen Laufzeiten t mi-
nimiert wird:
‖t− tˆ‖→ 0: (7.1)
Simulation der Temperaturverteilung
Es handelt sich hier um eine Wärmekonvektion von einer warmen Ober-
fläche in Luft. Der Wärmeaustausch findet in der sogenannten thermischen
Grenzschicht statt. Der Temperaturverlauf kann in diesem Bereich nichtli-
near sein und ist von der Temperatur der zu messenden Oberfläche, der Luft-
temperatur, der Zusammensetzung der Stoffe und der lokalen Strömungsge-
schwindigkeit abhängig [87], [88].
In dem vorgestellten Messverfahren können ein exponentieller Verlauf
und ein linearer Verlauf zur Beschreibung des Temperaturgradienten benutzt
werden. Der Temperaturverlauf wird in dem linearen Fall mit der Tempe-
ratur T1 am Sensorarray und der Temperatur T2 auf der Asphaltoberfläche
simuliert. Für eine Höhe y ist die Temperatur gegeben durch:
T (y) =
T1−T2
H
· y+T2 (7.2)
mit Variable H als Abstand des Arrays zur Asphaltoberfläche.
Für den Fall eines exponentiellen Verlaufs wird ein zusätzlicher Parame-
ter α eingeführt:
T (y) =
(T2−T1) ·
[
exp
(
(1− yH )α
)−1]+T1 0≤ y≤ H
T1 y> H
(7.3)
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Abbildung 7.2: Die Abbildung stellt Beispieltemperaturverläufe bei unterschiedli-
chen α dar.
Der Exponent α bestimmt die Steilheit des Temperaturverlaufs. Für den
Bereich oberhalb der Messhöhe wird die Temperatur gleich T1 gesetzt. Der
Einfluss vom α wird in Abbildung 7.2 veranschaulicht.
Der simulierte Temperaturverlauf wird für den Bereich zwischen dem Ar-
ray und der Asphaltoberfläche mit der Auflösung ∆s diskretisiert. Mit dem
i−ten Wandler als Sender und dem j−ten Wandler als Empfänger können
mithilfe des im Kapitel 4.3 beschriebenen Verfahrens die Laufzeiten mit-
tels der Strahlverfolgung berechnet werden. Dabei wird der Laufweg des
Signals in zwei Teilstrecken geteilt werden, nämlich der Weg zwischen dem
Sender und der Asphaltoberfläche und der Weg vom Reflexionsort auf der
Oberfläche zum Empfänger:
t =∑
i
∆si
ci︸ ︷︷ ︸
Sender→Asphalt
+
Asphalt→Empfänger︷ ︸︸ ︷
∑
j
∆s j
c j
: (7.4)
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Bestimmung des Reflexionsortes
Es wird angenommen, dass das gesendete Ultraschallsignal sich entlang des
Normalenvektors des Senders auf dem kürzesten Weg bis der Asphaltober-
fläche ausbreitet. An der Oberfläche wird dieses Signal reflektiert und an
allen Empfängern aufgenommen. Der kürzeste Weg zum Empfänger ist der
direkte Laufweg zwischen dem Reflexionsort und dem Empfänger.
Zur Bestimmung des Reflexionsorts xP auf der Oberfläche sind die hori-
zontale Position xS des Senders zum Mittelpunkt des Array und sein Nei-
gungsgrad θ zum Normalenvektor des Arrays nötig. Abbildung 7.3 zeigt
schematisch ein Beispiel zur Bestimmung des Reflexionsortes und die Lauf-
wege des Ultraschallpulses vom Sender zum Empfänger. Der Wandler S1 ist
der Sender und der Wandler S4 der in diesem Beispiel betrachtete Empfän-
ger. Die x-Koordinate des Reflexionspunktes xP ist gegeben durch:
xP = H tan(θS1)+ xS1 ; (7.5)
mit der Variable H als der Abstand zwischen dem Array und der Asphalt-
oberfläche. Die Variable xS1 ist die horizontale Position des Senders S1. Der
Neigungsgrad des Senders S1 ist θS1 .
Die Laufzeit für diese SEK setzt sich dann aus der mit der Strahlverfol-
gung ermittelten Laufzeit von der Position des Senders PS = (xS1 ;H) zum
Reflexionsort mit der Position PP = (xP;0) und der Laufzeit von dem Refle-
xionsort zum Empfänger an der Position PR = (xR4 ;H) für das Beispiel in
Abbildung 7.3.
Gleichungssystem
Nach jedem Messvorgang wird zuerst die Laufzeiten aller SEK detektiert.
Anhand einer initialen oder letzten Schätzung der Parameter T1, T2, α und
H wird die Temperaturverteilung simuliert. Danach werden für die SEK die
Laufzeiten mit dem eben vorgestellten Verfahren berechnet. Die Differenz
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der simulierten Laufzeiten zur Messungen werden in einem Vektor F(x)
zusammengefasst:
 0;3  0;2  0;1 0 0;1 0;2 0;3 0;1
0
0;1
0;2
0;3
0;4
Messhöhe H
Asphaltoberfläche
S1 S4
qS1
qS4
P
x in m
y
in
m
Abbildung 7.3: Abbildung stellt ein Beispiel zur Berechnung der Signallaufzeit
zwischen dem Wandler S1 als Sender und dem Wandler S4 als
Empfänger dar. Der Punkt P ist der Reflexionsort auf der Asphalt-
oberfläche. Hier ist zu beachten, dass der Winkel zum Normalen-
vektor der Oberfläche im Uhrzeigersinn positiv definiert ist.
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F(x) =

f (x;S1;R1)
f (x;S1;R2)
...
f (x;S1;Rn)
f (x;S2;R1)
...
f (x;Sn;Rn)

=

tS1;R1 − tˆS1;R1
tS1;R2 − tˆS1;R2
...
tS1;R5 − tˆS1;R5
tS2;R1 − tˆS2;R1
...
tS5;R5 − tˆS5;R5

(7.6)
Gesucht ist eine spezielle Lösung für x=
[
T1;T2;α;H
]
, bei dem ‖F(x)‖22
minimiert. Ein mögliches Verfahren zum Lösen des Gleichungssystems ist
das Trust-Region-Verfahren, das im Abschnitt 2.4.3 vorgestellt wurde.
Median-Filterung gegen Ausreißer
Aufgrund der extremen Messumgebung können unter Umständen fehler-
hafte Laufzeitmessungen gegeben werden, wie zum Beispiel fehlerhafte Si-
gnaldetektion aufgrund schlechtes SNR-Verhältnisses. Um die Wirkung von
Ausreißern in der gemessenen Laufzeiten auf das Ergebnis zu unterdrücken,
wird in diesem Messverfahren ein Median-Filter eingesetzt.
Mit dem Median-Filter werden die aktuell gemessene Laufzeiten mit ei-
ner ausgewählten Anzahl von Laufzeiten aus den vergangenen Messungen
gewichtet. Beispielsweise werden mit einer Median-Länge gleich fünf für
jede Sender-Empfänger-Kombinationen die letzten fünf Messungen behal-
ten.
Der Einsatz von Median-Filterung bietet zwar eine Stabilisierung an, er-
zeugt aber eine Verzögerung in dem Messverfahren, so dass eine schnelle
Änderung in dem Messabstand oder in der Temperatur verzögert wahrge-
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nommen wird. Zum Beispiel wird für ein Median-Filter mit einer Länge
gleich fünf eine Abstandsänderung erst nach drei Messungen ausgegeben.
7.1.2 Simulationen und Ergebnisse
Es wurden Simulationen mit unterschiedlichen Temperaturverläufen und
Messhöhen durchgeführt, um das Verfahren zu untersuchen. In den Simu-
lationen wird zu den simulierten Laufzeiten zusätzlich ein zufälliger Lauf-
zeitfehler von bis zu 10 µs addiert. Dieser Laufzeitfehler entspricht einem
maximalen Abstandsfehler von 3;4mm bei einer Lufttemperatur von 25 ◦C
pro Sender-Empfänger-Kombinationen.
Die Temperaturverteilung wurde mit einer Auflösung von 1mm diskreti-
siert. Als Vergleich zum Stand der Technik wird die Abstandmessung ohne
die Temperaturkompensation an dem Wandler S3 berechnet.
Die simulierten Messungen beinhalten einen Aufwärmvorgang und ei-
nen Abkühlvorgang der Asphaltoberfläche. Zwischen den beiden Vorgängen
wird die Temperatur T2 auf der Oberfläche konstant gehalten. Die Umge-
bungstemperatur T1 an den Ultraschallwandlern liegt bei 24 ◦C. Beim Auf-
wärmen steigt die Temperatur T2 unmittelbar über der Oberfläche von der
Umgebungstemperatur auf 50 ◦C. Danach sinkt T2 wieder auf die 30 ◦C. Das
Wandlerarray wurde auf einer Messhöhe von 30 cm platziert. Tabelle 7.1
fasst die simulierten Fälle und die benutzten Temperaturmodelle zusammen.
Die Mittelwerte und Standardabweichungen der Fehler in den Ergebnis-
sen sind in Tabelle 7.2 aufgelistet. Im Fall 1 wurde gezeigt, dass das vorge-
stellte Messverfahren Änderungen in der Temperatur T2 über die Messungen
verfolgen kann. Das Ergebnis ist in Abbildung 7.4 dargestellt.
Das Ergebnis des Falls 2 mit der Anpassung von T1 zeigt eine Überkom-
pensation der Temperaturänderungen in T1 und T2. Während des Aufwärm-
vorgangs in T2 zwischen der Messung 500 bis 1250 zeigt das Ergebnis eine
höhere Temperatur an dem Wandlerarray und gleichzeitig eine niedrigere
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Simulierter
Temperatur-
verlauf
Änderung an T1 Benutztes
Temperatur-
modell
Kalibrie-
rungspara-
meter
1 Linear - Linear T2, H
2 Linear 24 ◦C→ 30 ◦C Linear T1, T2, H
3 Exponentiell - Linear T1, T2, H
4 Exponentiell - Exponentiell T1, T2, α , H
Tabelle 7.1: Die Tabelle listet die simulierten Fälle, die benutzten Temperaturmo-
delle und die Kalibrierungsparameter auf.
Temperatur auf der Asphaltoberfläche im Vergleich zur simulierten Verläu-
fe.
Das umgekehrte Verhalten wurde beim Abkühlvorgang zwischen der
Messung 2500 bis 3500 beobachtet. Trotz der Abweichungen in der ka-
librierten Temperaturen T1 und T2 bleibt der ermittelte Abstand stabil. Im
Vergleich dazu zeigt das Ergebnis ohne Kompensation von T1 einen an-
steigenden Offset über die Messungen. Der Anstieg in T1 wurde mit einer
Erhöhung von T2 kompensiert. Der damit gemessene Abstand hat einen
mittleren Fehler von −50 µm und eine Standardabweichung von 2;3mm.
Abbildung 7.6 stellt das Ergebnis des Falls 2 dar.
T1 T2 α H H0
1 - 0;6 ±0;9 ◦C - 0;18 ±0;24mm −3;7 ±2;1mm
2 1;2 ±2;8 ◦C 0;6 ±1;2 ◦C - 0;23 ±0;27mm −0;05 ±2;4mm
3 - −13;3 ±6;8 ◦C - 0;18 ±0;2mm −3;8 ±1;5mm
4 - −11;1 ±3;4 ◦C −0:9±2:8 0;24 ±0;26mm −3;7 ±2;2mm
Tabelle 7.2: Die Tabelle zeigt den Mittelwert und die Standardabweichung der Feh-
ler. Die Variable H0 ist der gemessene Abstand ohne Kompensation.
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Abbildung 7.4: Die obere Abbildung zeigt die simulierten und kalibrierten Tem-
peraturverläufe im Fall 1. In der unteren Abbildung sind die simu-
lierten und kalibrierten Abstände zur Asphaltoberfläche dargestellt.
Außerdem wird der gemessene Abstand ohne die Temperaturkom-
pensation gezeigt.
Im Fall 3 wurde ein exponentieller Temperaturverlauf mit einem Expo-
nenten α = 2 zwischen dem Sensorarray und der Asphaltoberfläche simu-
liert. Das Modell kalibriert weiterhin mit einem linearen Temperaturverlauf.
Es wird erwartet, dass dadurch eine Abweichung in der Temperatur T2 ge-
geben wird. Abbildung 7.5 zeigt den Vergleich zwischen den simulierten
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Abbildung 7.5: Die Abbildung stellt die simulierten linearen und exponentiellen
Temperaturverläufe zwischen dem Sensorarray und der Asphalt-
oberfläche im Fall 3 dar.
exponentiellen und linearen Temperaturverläufen für T1 = 24 ◦C und T2 =
30 ◦C.
In der Simulation wurde die Temperatur T1 mit 24 ◦C festgehalten. Die
Ergebnisse sind in Abbildung 7.7 dargestellt. Der kalibrierte Verlauf von
der Temperatur T2 zeigt wie erwartet eine Abweichung zur Simulation.
Je größer der Temperaturunterschied zwischen dem Wandlerarray und der
Oberfläche ist, desto größer wird die Abweichung in der kalibrierten Tem-
peratur T2.
Bei dem exponentiellen Temperaturverlauf sinkt die Temperatur schneller
im Vergleich zum linearen Temperaturverlauf ab. Somit erfährt der Schall
entlang seiner Ausbreitungsstrecke einen größeren Anteil des Mediums mit
einer höheren Schallgeschwindigkeit. In dem linearen Temperaturverlauf in
der simulierten Messumgebung wird dieser Effekt durch eine zu niedrige
Temperatur T2 kompensiert. Trotz dieser Abweichung gibt das Messverfah-
ren ein gutes Ergebnis in der Abstandsmessung, wie in Tabelle 7.2 aufgelis-
tet ist.
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Im Ergebnis des Falls 4 in Abbildung 7.8 beobachten wir eine Austausch-
barkeit zwischen der Temperatur T2 und dem exponentiellen Faktor α . Die
berechnete Ergebnisse für beide Unbekannten weichen von der Simulati-
on ab. Trotz der Ungenauigkeit in der berechneten Temperatur T2 und dem
Faktor α hat das Verfahren den richtigen Abstand zur Asphaltoberfläche ge-
geben. Der mittlere Fehler liegt bei 0;24mm mit einer Standardabweichung
von 0;26mm.
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Abbildung 7.6: Die obere und mittlere Abbildung zeigen die simulierten und ka-
librierte Temperaturverläufe T1 und T2 im Fall 2. In der unteren
Abbildung sind die simulierte und kalibrierte Abstände sowie
der gemessene Abstand ohne die Temperaturkompensation zur
Asphaltoberfläche gezeigt.
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Abbildung 7.7: Die obere Abbildung stellt die simulierten und kalibrierte Tempera-
turverläufe T2 für den Fall 4 dar. In der unteren Abbildung sind die
simulierte und kalibrierte Abstände sowie der gemessene Abstand
ohne die Temperaturkompensation zur Asphaltoberfläche gezeigt.
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Abbildung 7.8: Die obere Abbildungen stellen die simulierten und kalibrierte Tem-
peraturverläufe T2 und den exponentiellen Faktor α dar. In der un-
teren Abbildung sind die simulierte und kalibrierte Abstände sowie
der gemessene Abstand ohne die Temperaturkompensation zur
Asphaltoberfläche gezeigt.
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Zusammenfassung
Die Untersuchungen mit den Simulationen zeigen, dass das Verfahren un-
abhängig von der Art des Temperaturverlaufs einen stabileren Messabstand
im Vergleich zum Stand der Technik ohne Temperaturkompensation ergibt.
In dem Fall eines linearen Temperaturgradienten zwischen demArray und
der Asphaltoberfläche ist das Verfahren in der Lage den Temperaturänderun-
gen zu folgen und hat dabei einen mittleren Abstandsfehler kleiner als den
maximalen simulierten Fehler von 3;4mm.
Das Verfahren zeigt in Fall 3 bei dem simulierten exponentiellen Tem-
peraturverlauf mit dem linearen Temperaturmodell eine Abweichung in der
berechneten Temperatur T2 zur Simulation. Trotz der Abweichung wurden
der Aufwärmvorgang und der Abkühlvorgang sowie der Bereich mit der
konstanten Temperatur detektiert.
Mit dem exponentiellen Temperaturmodell zeigt das Verfahren großen
Fehler in der Schätzung von der Temperatur T2 und dem Exponenten α .
Der berechnete Abstand hat einen größeren mittleren Fehler im Vergleich
zu dem linearen Temperaturmodell.
7.1.3 Experimentaufbau
Das Verfahren wurde mit einem experimentellen Aufbau bei Pepperl+Fuchs
GmbH am Standort Amberg getestet. Das Ultraschallarray besteht aus fünf
UC2000-30GMUltraschallwandlern mit einer Mittenfrequenz von 200 kHz.
Die Wandler sind wie in Abbildung 7.9 aufgrund der einfachen Realisie-
rung statt auf der gleichen Höhe in einem Bogen angeordnet. Das Wand-
lerarray wird über einer Heizplatte mit einem Abstand von 29;7 cm zum
mittlerenWandler in demArray fixiert. Die Heizplatte wärmt beim Anschal-
ten laut dem Benutzerhandbuch auf 120 ◦C. Danach schaltet die Heizplatte
selbst aus und kühlt bis circa 60 ◦C ab, bevor sie mit dem Aufwärmvorgang
wieder anfängt. Die Wandler werden mit der gleichen Ansteuerungselektro-
nik wie in dem ABUS-System angesteuert.
186
7.1 Luftultraschall-Array unter extremer Temperaturbedingung
Wandlerarray
Heizplatte
Abbildung 7.9: Experimenteller Aufbau zur Evaluierung des Verfahrens. Das
Wandlerarray wird bei einem Abstand von 29;7 cm über der Heiz-
platte fixiert. Die Heizplatte simuliert die warme Asphaltoberfläche.
Die Temperatur der Heizplatte wird mit einer Wärmebildkamera beob-
achtet. Es werden die Einhüllenden der Ultraschallsignale nach dem IQ-
Demodulator mit einer Abtastrate von 2MHz abgetastet. Danach werden
die Laufzeiten des ersten Echos für allen Sender-Empfänger-Kombination-
en mit dem CFD-Verfahren detektiert.
Die Messungen wurden über mehreren Aufwärm- und Abkühlvorgang
der Heizplatte durchgeführt. Das Messverfahren wurde mit dem linearen
und exponentiellen Temperaturmodell evaluiert. Dabei wurde die Tempera-
tur T1 am Wandlerarray auf die gemessene Raumtemperatur gesetzt und ist
während der Messungen konstant.
Aufgrund der Wärmekonvektion durch die Grenzschicht zwischen der
Metallplatte und Luft wird eine niedrige Lufttemperatur unmittelbar ober-
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Berechnet Ohne Kompensation
Mittlerer Abstand 29;8 cm 28;7 cm
Standardabweichung 1;3mm 2;3mm
Mittlerer Fehler 1;8mm 9;8mm
Tabelle 7.3: Die Tabelle zeigt die Ergebnisse mit dem vorgestellten Verfahren und
ohne Kompensation dar.
halb der Heizplatte erwartet. Trotz der angegebenen maximalen Temperatur
der Platte von 120 ◦C, wurde mit der Wärmebildkamera eine Temperatur
von 55 ◦C gemessen.
Abbildung 7.10 stellt das Ergebnis der Untersuchung für das lineare Tem-
peraturmodell dar. Wie es in dem simulierten Fall 3 gezeigt ist, liefert das
Verfahren mit einem linearen Temperaturmodell eine niedrigere Temperatur
T2. Das Verfahren divergierte mit dem exponentiellen Temperaturmodell.
Der berechnete Abstand zeigt ähnliche Schwankungen wie in der Simula-
tion während des Aufwärm- und Abkühlvorgangs der Heizplatte. Ein mitt-
lerer Abstandsfehler von 1;8mm im Vergleich zum Stand der Technik oh-
ne Kompensation des Temperaturgradienten mit einem mittleren Fehler von
9;8mm wurde gemessen. Das Median-Filter hat ebenfalls die Ausreißer in
der Messungen unterdrückt. Die Ergebnisse sind in Tabelle 7.3 zusammen-
gefasst.
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Abbildung 7.10: Die Abbildungen zeigt die Ergebnisse des Experiments mit dem
linearen Temperaturmodell. Zum Vergleich ist der gemessene
Abstand am mittleren Wandler mit dem Stand der Technik ohne
Kompensation dargestellt.
7.1.4 Verbesserung des Verfahrens durch Bestimmung der
kürzesten Wege
Die Ergebnisse in Abbildung 7.10 zeigt, dass das Verfahren bei der Berech-
nung des Abstandes zur Heizplatte während des Aufwärmvorgangs über-
schätzt und des Abkühlvorgangs den Abstand unterschätzt. Außerdem di-
vergierte das Messfahren mit dem exponentiellen Temperaturmodell.
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Es wurde vermutet, dass der kürzeste Schalllaufweg vom Sender zum
Empfänger nicht mit dem im Abschnitt 7.1.1 vorgestellten Laufweg über-
einstimmt, und somit eine falsche Laufzeitschätzung liefert und die Stabili-
tät des Verfahrens beeinflusst.
Die folgende Untersuchung soll diese Vermutung evaluieren. Dabei wur-
den die berechnete Schallwege über den Normalenvektor vom Sender S1
zu aller Empfänger mit den kürzesten Wegen verglichen. Die kürzeste We-
ge sind unter der Annahme berechnet, dass der Sender S1 einen Öffnungs-
winkel von 30° hat. Abbildung 7.11 zeigt, dass die kürzesten Wege andere
Reflexionsorte auf der Asphaltoberfläche haben.
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Abbildung 7.11: Die Abbildung zeigt den Unterschied zwischen den kürzesten
Schallwegen vom Sender S1 zu allen Empfängern und den Schall-
wegen über den Normalenvektor vom S1.
190
7.1 Luftultraschall-Array unter extremer Temperaturbedingung
0 5 10 15 20 25
1;7
1;8
1;9
2
2;1
10 3
Sender-Empfänger-Kombination
L
au
fz
ei
ti
n
s
Kürzere Wege
Längere Wege
Abbildung 7.12: Abbildung zeigt die Laufzeiten mit den kürzesten Wegen zwi-
schen den Sendern und Empfängern im Vergleich zu den über dem
Normalenvektor des Senders simulierten Laufzeiten.
Die damit simulierte Laufzeiten sind in Abbildung 7.12 dargestellt. Die
Laufzeitunterschiede sind größer bei dem Ultraschallwandler mit einem
großen Neigungsgrad, nämlich den ersten fünf Sender-Empfänger-Kombi-
nationen mit Wandler S1 als Sender und den letzten fünf Sender-Empfäng-
er-Kombinationen mit Wandler S5 als Sender.
Die Bestimmung des kürzesten Weges wird anhand Abbildung 7.13 sche-
matisch vorgestellt. Der Wandler S1 ist der Sender undWandler S5 der Emp-
fänger. Es wird ein Winkelbereich ±φ um dem Normalenvektor des Wand-
lers S1 definiert. Dieser Bereich entspricht dem Öffnungswinkel des Wand-
lers.
Es wird nach dem Winkel γ gesucht, mit dem der kürzeste Weg zwischen
dem Sender S1 = (xS;h), dem Reflexionspunkt P = (xP;0) auf der Oberflä-
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Abbildung 7.13: Abbildung zeigt schematisch die Bestimmung des kürzesten We-
ges zwischen dem Sender S1 und Empfänger S5.
che und dem Empfänger S5 = (xR;h) gegeben wird. Der Suchbereich liegt
zwischen θ −φ und θ +φ .
Für einen gegebenen Winkel γ ist die x-Position des Reflexionsorts xP auf
der Oberfläche gegeben durch:
xP = xS+H tan(γ): (7.7)
Die Variable xS ist die horizontale Position des Senders zum Mittelpunkt
des Arrays und die Variable H der Abstand zwischen dem Array und der
Oberfläche. Der Weglänge l bis zum Empfänger ist:
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l =
√
xS− xP2+H2+
√
xR− xP2+H2; (7.8)
mit der Variable xR als horizontale Position des Empfängers im Array.
7.1.5 Simulation und Ergebnisse mit den Verbesserungen
In diesem Abschnitt wird das verbesserte Messverfahren anhand der Simu-
lationen mit unterschiedlichen Temperaturverläufen und Abstandsänderun-
gen evaluiert. Im Fall 1 wurde das Wandlerarray auf eine Messhöhe von
30 cm platziert. Die Temperatur am Wandlerarray T1 beträgt 24 ◦C und ist
über die Messungen eine Konstante. Die Temperatur auf der Oberfläche
beginnt mit 24 ◦C und steigt auf 50 ◦C an und bleibt für 1000 Messungen
konstant bevor sie auf 30 ◦C sinkt. Zwischen dem Wandlerarray und der
Asphaltoberfläche wurde ein linearer Temperaturverlauf simuliert. Zu den
simulierten Laufzeiten wurden Laufzeitfehlern von bis zu 10 µs addiert.
Zusätzlich zu den Temperaturänderungen wurde eine Abstandsänderung
simuliert. Das Messverfahren geht von einem linearen Temperaturverlauf
zwischen dem Array und der Oberfläche. Das Ergebnis der Untersuchung
ist in Abbildung 7.14 dargestellt.
Das Ergebnis der Untersuchung zeigt, dass das Verfahren den Tempe-
raturänderungen und den Abstandsänderungen gleichzeitig verfolgen kann.
Der mittlere Fehler von T2 beträgt 1;0 ◦C und hat eine Standardabweichung
von 1;3 ◦C. Der Abstandsfehler hat einen Mittelwert von 0;15mm und ei-
ne Standardabweichung von 0;5mm. Im Vergleich dazu hat der gemesse-
ne Abstand ohne Temperaturkompensation einen mittleren Messfehler von
−3;3mm und eine Standardabweichung von 2;1mm.
Der Fall 2 hat die gleiche Messumgebung wie der Fall 1. Statt ein li-
nearer Temperaturverlauf wurde ein exponentieller Temperaturverlauf zwi-
schen demArray und der Oberfläche mit einem Exponenten α = 5 simuliert.
Das Ergebnis ist in Abbildung 7.15 dargestellt.
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Abbildung 7.14: Die obere Abbildung zeigt die simulierten und kalibrierten Tem-
peraturverläufe. In der unteren Abbildung sind die simulierte und
kalibrierte Abstände zur Asphaltoberfläche dargestellt. Außerdem
wurde der gemessene Abstand ohne die Temperaturkompensation
gezeigt.
Dem verbesserten Messverfahren ist es gelungen, den Temperaturände-
rungen in T2 über die Messungen zu folgen. Die Austauschbarkeit des Ex-
ponenten α und der Temperatur T2 wurde im Vergleich zur vorherigen Si-
mulation in Abschnitt 7.1.2 minimiert.
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Abbildung 7.15: Die oberen Abbildungen stellen die simulierten und kalibrierte
Temperaturverläufe T2 und den exponentiellen Faktor α dar. In
der unteren Abbildung sind die simulierte und kalibrierte Abstän-
de sowie der gemessene Abstand ohne die Temperaturkompensati-
on zur Asphaltoberfläche gezeigt.
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Der mittlere Abstandfehler lag bei 0;18mm mit einer Standardabwei-
chung von 0;8mm. Der Temperaturfehler hat einen Mittelwert von 1;7 ◦C
und eine Standardabweichung von 1;5 ◦C. Der berechnete Exponent α hat
einen mittleren Fehler von 0:5 mit einer Standardabweichung von 0:24.
7.1.6 Zusammenfassung
In diesem Abschnitt wurde die Einsetzbarkeit der Kalibrierungsmethode für
das Luftultraschall-Array unter extremen Temperaturbedingungen evaluiert.
Das angepasste Messverfahren wurde mit einer industrienahen Anwendung
in Straßenbau getestet. In dieser Anwendung soll das Messverfahren eine
genaue Abstandsmessung zwischen dem Array und der frisch aufgetragenen
Asphaltoberfläche trotz des großen Temperaturgradienten gewährleisten.
Anhand der Simulationen und eines Experiments wurde das Verfahren
evaluiert. Die Ergebnisse des Experiments zeigt, dass das Verfahren bei ei-
nem exponentiellen Temperaturverlauf zwischen dem Array und der Ober-
fläche divergierte. Außerdem wurde eine Abweichung zwischen den simu-
lierten und detektierten Laufzeiten beobachtet. Es wurde vermutet, dass die
Bestimmung der Schalllaufwege nicht die kürzesten Laufwege ergibt.
In Abschnitt 7.1.4 wurde eine Verbesserung des Messverfahrens vorge-
stellt. Es wurde mithilfe der Simulationen das verbesserte Konvergenzver-
halten des Verfahrens bei exponentiellem Temperatur gezeigt. In den nächs-
ten Schritten sollten die Verbesserungen mit Experimenten bestätigt werden.
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7.2 Objekterkennung, Klassifizierung und Lokalisierung
mit bildgebendem Luftultraschallsystem
7.2.1 Einführung
In Abschnitt 6.3 wurde die SAFT-Rekonstruktion mit der Gratinglobe-
Unterdrückung für das ABUS-System vorgestellt. Es wurde mit Hilfe zwei-
er einfachen Objekte die Abbildungsqualität des Systems erprobt. In diesem
Abschnitt wird die Einsetzbarkeit des Systems für die Objekterkennung, die
Klassifizierung und die Lokalisierung in einem industrienahen Anwendung
getestet.
Abbildung 7.16 stellt einen möglichen Anwendungsfall des ABUS-Sys-
tems dar. Um die ROI werden die Ultraschallwandler platziert. Die Ob-
jekte stehen in der ROI und werden mit ABUS aufgenommen und SAFT-
Rekonstruktion. Aus dem resultierenden Bild sollen die Objekte segmentiert
und klassifiziert werden. Anhand der detektierten Positionen und Ausrich-
tungen der Objekte kann der Roboterarm sie richtig aufnehmen und platzie-
ren.
7.2.2 Herausforderungen und Ziele
Abbildung 7.17 stellt eine Beispielrekonstruktion mit ABUS im Vergleich
zu einem Kamerabild dar. Das rekonstruierte Bild des ABUS-Systems ist
eine Schichtaufnahme der Objekte in der ROI. Dabei werden die Objekt-
oberflächen als Kanten mit variierenden Intensitäten abgebildet. Außerdem
wurde in der vergrößerten Ansicht gezeigt, dass die rekonstruierte Kanten
Artefakte enthalten.
Aufgrund der dünnbesetzten Apertur mit sechzehn Ultraschallwandler
und der niedrigen Bandbreite der Wandler ist die Systemauflösung und der
Kontrast laut Gleichung (3.1) begrenzt. Die gemessene FHWM der PSF des
Systems in Abschnitt 6.2.1 hat einen Mittelwert von 1;4 cm. Es wurde er-
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wartet, dass naheliegende Objekte mit einem Abstand kleiner als dieser ge-
messenen Systemauflösung in dem rekonstruierten Bild nicht trennbar sind.
Gleichzeitig ist die Transmission der Ultraschallwelle durch die Objekte
aufgrund der großen Impedanzunterschiede zwischen Luft und Festkörper
limitiert. Dies führt zur Abschattung der Ultraschallwelle und verursacht in
dem rekonstruierten Bild unvollständige Objektkanten.
Im Rahmen einer betreuten Masterarbeit [89] wurde ein Verfahren zur au-
tomatischen Segmentierung, Klassifizierung und Lokalisierung der abgebil-
deten Objekte entwickelt. Das Verfahren soll mit den variierenden Intensi-
täten und der Unvollständigkeit der Objektkanten im Bild umgehen können.
Das Ziel des Verfahrens ist eine Klassifizierungsgenauigkeit ≥90% und ei-
ne mit der gemessenen Systemauflösung vergleichbare Lokalisierungsge-
nauigkeit von 1;4 cm zu erreichen.
Abbildung 7.16: Abbildung zeigt eine industrienahe Anwendung des ABUS-
Systems für Objekterkennung, Klassifizierung und Lokalisierung.
Der Roboterarm soll die Objekte in der richtigen Ausrichtung
nehmen und platzieren. Die weiße Fläche ist die ROI.
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Abbildung 7.17: Die Abbildungen zeigen den Vergleich zwischen dem Kamera-
bild des Objekts (links) und dem rekonstruierten Bild mit ABUS
(rechts).
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Abbildung 7.18: Ablauf des Verfahrens zur automatischen Objektsegmentierung,
Klassifizierung und Lokalisierung mit dem ABUS-System
7.2.3 Verfahren
Das Verfahren ist ein sequentieller Prozess und umfasst die Bildrekonstruk-
tion, die Bildverarbeitung, die Klassifizierung und die Lokalisierung der Ob-
jekte. Abbildung 7.18 stellt den Ablauf des Verfahrens dar.
Multi-Parameter-SAFT-Rekonstruktion
In der Untersuchung in Abschnitt 6.3 wurden die Einflüsse des Winkels
φ zur Auswahl von Empfänger pro Sender und der Länge des Median-
Operators k auf die rekonstruierten Bildinhalte und Bildartefakte gezeigt.
Es wurde beobachtet, dass die Einstellung der beiden Parameter von der
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Abbildung 7.19: Abbildung zeigt den Einfluss von dem Winkel φ und die Median-
Länge k auf die Bildartefakte
Größe und der Oberflächenkrümmung der abgebildeten Objekte abhängig
ist.
Beispielsweise reflektiert ein zylindrisches Objekt mit einem kleinen Ra-
dius die Ultraschallwelle in einem größeren Winkel im Vergleich zur einer
flachen Oberfläche. Diese reflektierten Ultraschallechos werden von mehr
Ultraschallwandlern in der Nähe des Senders empfangen. Aufgrund des-
sen können einen größeren Winkel φ und Median-Länge k für die SAFT-
Rekonstruktion benutzt werden. Diese Einstellung ist für eine Reflexion
an einer flachen Oberfläche weniger geeignet, da die Reflexion von dem
Median-Operator als Ausreißer betrachtet werden.
Abbildung 7.19 zeigt den Einfluss des Winkels φ und der Median-Länge
k am Beispiel des Zylinders mit einem asymmetrischen Merkmal. Die Ar-
tefakte auf der Objektkante wurden mit einer Einstellung von φ = 80° und
einer Median-Länge gleich fünf reduziert im Vergleich zu der Rekonstruk-
tion mit der Median-Länge k = 3.
Da die SAFT-Rekonstruktion vollen Zugriff auf alle A-Scans hat, wird
in diesem Verfahren die Multi-Parameter-SAFT-Rekonstruktion eingeführt,
bei der mehrere Bilder mit unterschiedlichen Einstellungen des Winkels φ
und der Median-Länge k rekonstruiert werden. Das Ziel ist ein besseres Seg-
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mentierungsergebnis unabhängig von der Größe und der Oberflächenkrüm-
munge der Objekte anhand der Zusammenführung von Segmentierungser-
gebnissen dieser Bilder zu erreichen.
Segmentierung mit lokalen Maxima
Die variierende Bildintensitäten entlang der Objektkante limitieren die An-
wendung einer globalen Schwelle um die Objekte vom Hintergrund zu tren-
nen. Daher wird in diesem Verfahren ein Segmentierungsverfahren beru-
hend auf die Detektion lokaler Maxima mithilfe einer gleitenden zweidi-
mensionalen Gauß-Maske angewendet. Die Breite der Gauß-Maske kann
entsprechend der gemessenen Punktspreizfunktion des ABUS-Systems ein-
gestellt werden.
In einer getrennten Matrix mit der gleichen Dimension werden die Häu-
figkeit eines als lokales Maximum erfassten Pixels eingetragen. Empirisch
wurde beobachtet, dass ein lokales Maximum mit einer Häufigkeit kleiner
als drei meist ein Bildartefakte ist und das Maximum wird daher aussor-
tiert. In dem nächsten Schritt werden die verbleibenden lokalen Maxima
mit Bildintensitäten höher als das 0:98-Perzentil ausgewählt, was zu dem
Bild in Abbildung 7.20 (b) führt.
Es wird allgemein angenommen, dass Pixel mit höherer Intensität wahr-
scheinlicher Teil der Objektkanten sind und die Objektkanten nur eine klei-
ne Menge von Pixeln in den Bildern bedecken. Die ausgewählten lokalen
Maxima aus den mit unterschiedlichen Parameter rekonstruierten Bildern
werden kombiniert. Im Anschluss wird ein morphologisches Schließen [90]
angewendet, um diese lokalen Maxima in verbundenen Regionen zu ver-
wandeln, wie in Abbildung 7.20 (c) gezeigt ist. Schließlich werden die mor-
phologischen Skelette dieser Regionen berechnet, um das segmentierte Ob-
jekt in Abbildung 7.20 (d) zu erhalten.
201
7 Industrienahe Anwendungen der entwickelten Methoden
-3 0 3 6
-3
0
3
x in cm
y
in
cm
(a) Rekonstruiertes Bild
-3 0 3 6
-3
0
3
x in cm
y
in
cm
(b) Lokale Maxima
-3 0 3 6
-3
0
3
x in cm
y
in
cm
(c) Morphologisches Schließen
-3 0 3 6
-3
0
3
x in cm
y
in
cm
(d) Segmentierungsergebnis
Abbildung 7.20: Die Abbildung zeigt die Lokale-Maxima-basierte-Segmentierung.
Vereinigung oder Trennung segmentierter Objekte
Aufgrund der dünnbesetzten Apertur und der Abschattung von Ultraschall
an Hindernissen kann ein Objekt unvollständig rekonstruiert und als sepa-
rate Regionen segmentiert werden. In diesem Verfahren wird die Kenntniss
über die Abbildungseigenschaft des ABUS-Systems benutzt, um diese ge-
trennten Regionen zu vereinen.
Es werden nach der Segmentierung die euklidischen Abstände zwischen
Pixeln jeder segmentierten Regionen berechnet. Pixeln aus unterschiedli-
chen Regionen mit einem Abstand unter dem gegeben Schwellwert werden
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Abbildung 7.21: Beispiel der Objekt-Vereinigung oder -Trennung.
demselben Objekt zugeordnet. Dieser Schwellwert kann entsprechend der
PSF des Systems oder der minimalen Größe der abzubildenden Objekte ein-
gestellt werden. Abbildung 7.21 zeigt ein Beispiel der Objekt-Vereinigung
mit einer Rekonstruktion zweier Objekte.
Merkmalextraktion und Klassifizierung
Die Klassifizierung des segmentierten Objekts wird mit einem neuronalen
Netzwerk zur Mustererkennung implementiert [91]. In dieser Arbeit werden
die folgendenMerkmale aus dem segmentierten Objekt als Eingabewerte für
die Klassifizierung extrahiert:
• Fläche
• Fläche des konvexen Bereiches
• Haupachsenlänge
• Nebenachsenlänge
• Exzentrizität
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• Umfang
• Rundheit R
• Rechtwinkligkeit S
• Summe der euklidischen Abständen zwischen den Pixeln und dem
Zentroid der Region
Die Rundheit R wird berechnet mit
R=
4 ·pi ·Fläche
Umfang2
: (7.9)
Die Rechtwinkligkeit berechnet sich wie folgt:
S=
Fläche
16 ·Umfang2 : (7.10)
Für eine Reihe von Trainingsobjekten werden die Merkmale aus den Re-
konstruktionen mit nur einem Objekt extrahiert. Das neuronale Netzwerk
wird mit diesen Merkmalen als Eingangsdaten unter dem überwachten Ler-
nen mit dem Bayesian Regularization Backpropagation trainiert, das ein
Übertrainieren des Netzwerks verhindern kann [92].
Objektlokalisierung
Die Position und Ausrichtung eines segmentierten Objekts kann mit dem
Zentrum der Region und dem Winkel zwischen der Hauptachse und der ho-
rizontalen Achse berechnet werden. Bei komplexeren Objekten mit bekann-
ter Geometrie kann ein Schablonenabgleich wie die Generalized Hough
Transform (GHT) angewendet werden GHT, um die Objekte zu lokalisie-
ren.
In diesem Verfahren wird jedem Objekt in dem Datensatz eine benutzer-
definierte Schablone zugewiesen. Bei dieser Schablone handelt sich um ein
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Abbildung 7.22: Objektlokalisierung mit Generalized Hough Transform
Binärbild, das aus dem Umriss des Objekts besteht. Die Schablone wird
während der Anwendung von GHT verschoben und gedreht, um die Positi-
on und die Ausrichtung des Objekts zu detektieren. Die Position undWinkel
der Schablone mit dem Maximum in dem Hough-Raum ergeben die Positi-
on und Ausrichtung des Objekts.
Abbildung 7.22 zeigt ein Beispiel der Objektlokalisierung mit GHT. Die
gelbe Fläche ist die segmentierte Region. Der Umriss ist mit einer roten
Linie dargestellt. Die Schablone mit dem besten Abgleich mit dem Umriss
des Objekts ist mit der grünen Linie eingezeichnet.
7.2.4 Evaluierung
Für die Evaluierung des Verfahrens wurden sechs Objekte mit unterschiedli-
cher Form und Größe entworfen. Die Objekte haben im Allgemeinen einen
Durchmesser von 6 cm und eine Höhe von 12 cm mit der Ausnahme des
kleineren Zylinders mit einem Durchmesser von 1;5 cm.
Die Querschnitte der Objekte sind primitive Formen wie Kreise, Ellipsen,
Rechtecke, Dreiecke und ein Kreis mit einem asymmetrischen Merkmal.
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(a) Zylinder 1 (Z1) (b) Zylinder mit asym-
metrischen Merkmal
(ZA)
(c) Zylinder 2 (Z2)
(d) Elliptischer Zylinder
(EZ)
(e) Quader (Q) (f) Dreieckiges Prisma
(DP)
Abbildung 7.23: Testobjekte
In Abbildung 7.23 sind die CAD-Modelle der Objekte dargestellt. Diese
Modelle wurden für den 3D-Druck verwendet.
Die Multi-Paramter-SAFT-Rekonstruktion wurde in der Evaluierung mit
den Winkeln φ = {60°;80°;100°} und den Median-Längen k = {5;6;7}
durchgeführt. Daraus entstehen drei Bilder für die Objektsegmentierung.
Es wurden für jedes Objekt vierzig Messungen an diskreten Positionen und
Winkeln in der ROI durchgeführt.
Die Trainingsdaten beinhalten die extrahierten Merkmale und wurden in
drei Teile aufgeteilt, mit 75% der Daten für das Trainieren des neuronalen
Netzwerks und jeweils 15% für die Validierung- und Testphase. Das neuro-
nale Netzwerk hat eine verborgene Schicht mit fünfzehn Neuronen und eine
Ausgangsschicht mit sechs Neuronen für die sechs Testobjekte. Es wird bei
der Klassifizierung der Objekte immer das zugehörige Neuron aktiviert.
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Abbildung 7.24: Die gesamte Wahrheitsmatrix der Trainings-, Validierung-, und
Testphase des trainierten neuronalen Netzwerk für die sechs Test-
objekte.
Das Trainieren des neuronalen Netzwerks konvergierte nach achtzehn Ite-
rationen. Die Klassifizierungsgenauigkeit in der Trainings-, Validierungs-
und Testphase ist mit der Wahrheitsmatrix in Abbildung 7.24 dargestellt. Es
wurde eine Klassifizierungsgenauigkeit von 98;8% in der Trainingsphase,
86;1% in der Validierungsphase und 88;9% in der Testphase erreicht.
Der asymmetrische Zylinder wurde für die Evaluierung der Lokalisie-
rungsgenauigkeit verwendet. Es wurden sechzig Messungen an diskreten
Positionen und Winkeln in der ROI durchgeführt. Die tatsächliche Positio-
nen und Ausrichtungen des asymmetrischen Zylinders wurde notiert.
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Für die Lokalisierung mit GHT wurde die Schablone aus dem Beispiel
in Abbildung 7.22 benutzt. Es wurde ein mittlerer Positionsfehler von 5mm
mit einer Standardabweichung von 2;7mm gefunden. Die mittlere Ausrich-
tungsgenauigkeit lag bei 2;8° mit einer Standardabweichung von 5;4°.
7.2.5 Zusammenfassung
Es wurde ein Verfahren zur automatischen Objektsegmentierung, Klassi-
fizierung und Lokalisierung für das ABUS-System entwickelt. Die Seg-
mentierung kann trotz variierender Bildintensitäten die Objektkanten er-
folgreich segmentieren. In Kombination mit der Multi-Parameter-SAFT-
Rekonstruktion kann das Verfahren Objekte mit unterschiedlicher Größen
und Oberflächenkrümmungen segmentieren und klassifizieren.
Die Evaluierung zeigt eine gesamte Klassifizierungsgenauigkeit von 88;9%
und eine Positionierungsgenauigkeit von 5mm. Diese ist kleiner als die ge-
messene Systemauflösung von 1;4 cm.
Aufgrund der dünnbesetzten Apertur und limitiertet Bandbreite des Ul-
traschallwandlers kann das ABUS-System Objektmerkmale kleiner als ca.
2 cm nicht unterscheiden. Mögliche Verbesserungen sind Ultraschallwand-
ler mit größeren Bandbreite oder eine höhere Anzahl von Wandlern.
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In dieser Arbeit wurden zwei Verfahren zur Verbesserung der Lokalisie-
rungsgüte von Ultraschallsystemen entwickelt, nämlich die Selbstkalibrie-
rung und die Optimierung der Wandleranordnung. Die Verfahren wurden
mithilfe von Simulationen und Experimenten mit Ultraschallsystemen un-
terschiedlicher Komplexitäten evaluiert.
8.1 Zusammenfassung
8.1.1 Selbstkalibrierung
Die Selbstkalibrierung benutzt die Schalllaufzeiten zwischen den Sender-
Empfänger-Kombinationen (SEK) in einer Leermessung, ummögliche Feh-
lerquellen in einem Ultraschallsystem wie zum Beispiel Positionsfehler,
Verzögerungen in der Aufnahme, Temperaturfehler und fehlerhaften Sys-
temkomponenten zu kalibrieren. Dabei werden die Laufzeitgleichungen der
ausgewählten SEK für die Kalibrierung in nichtlinearen Gleichungssyste-
men zusammengefasst und mit dem Trust-Region-Verfahren iterativ gelöst.
Im Weiteren werden fehlerhafte Systemkomponenten mithilfe der Analy-
se des Signal-Rausch-Verhältnises (SNR) und kalibrierter Verzögerungen
detektiert.
Die Fehlerquellen werden mithilfe von Vorkenntnissen über das System
nach ihrer möglichen Größenordnung priorisiert und sequentiell kalibriert.
Die Selbstkalibrierung beginnt mit der größten Fehlerquelle und nimmt klei-
nere Fehler als vernachlässigbar an. Im Vergleich zum Stand der Technik er-
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möglicht diese Strategie erstmalig die Trennung der Fehlerquellen. Außer-
dem werden die Anzahl der Unbekannten in dem Gleichungssystem und
den Speicherbedarf in jedem Kalibrierungsschritt stark verringert. Somit ist
das Verfahren für komplexe Ultraschallsysteme mit großer Anzahl von Ul-
traschallwandlern und Datenkanälen einsetzbar.
Da die Güte der Laufzeitdetektion die Genauigkeit der Selbstkalibrierung
beeinflusst, wurde in dieser Arbeit die Robustheit unterschiedlicher Detek-
tionsverfahren aus der Literatur gegenüber Rauschen und Abstrahlcharakte-
ristik der Ultraschallwandler untersucht. Die Untersuchung zeigt, dass das
Matched-Filter die größte Robustheit hat. Durch die Einführung einer An-
passung des Matched-Filter an den Abstrahl- und Empfangswinkel in dieser
Doktorarbeit konnte die Detektionsgenauigkeit für die Kalibrierung weiter
verbessert werden.
Außerdem ermöglicht das entwickelte Kalibrierungsverfahren im Ver-
gleich zu anderen Kalibrierungsmethoden für bildgebende Ultraschallsyste-
me erstmalig die Berücksichtigung einer inhomogenen Schallgeschwindig-
keitsverteilung im Medium. In der Kalibrierung wird das Medium mit der
Delaunay-Triangulation in ein Dreiecksnetz geteilt und die Temperaturver-
teilung linear interpoliert. Eine Strahlverfolgung entlang des Ausbreitungs-
weges zwischen dem Sender und Empfänger ergibt einen genaueren Schall-
geschwindigkeitsverlauf im Vergleich zur einfachen Mittelwert für die Be-
rechnung der Schalllaufzeit.
Für komplexe Systeme wie zum Beispiel das 3D-USCT-II-Gerät exis-
tiert keine Grundwahrheit, um das Ergebnis der Selbstkalibrierung zu ve-
rifizieren. Durch Analyse der Fehlerfortpflanzung in den Gleichungssyste-
men wurde ein Verfahren zur Vorhersage der Kalibrierungsgenauigkeit vor-
gestellt. Mit diesem Verfahren konnte zum ersten Mal anhand der Unter-
suchung mit Experimentdaten des 3D-USCT-II-Geräts eine obere Grenze
der Kalibrierungsfehler von 0;11mm vorhergesagt werden. Dieser Fehler
ist kleiner als ein Viertel der Wellenlänge von 0;14mm. Laut [25] ist die-
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se Genauigkeit die Voraussetzung für eine sehr gute Bildqualität mit dem
3D-USCT-II-Gerät.
Ein weiteres wichtiges Erkenntnis aus der Untersuchung ist, dass die Mi-
nimierung des Kalibrierungsfehlers ein Kompromiss zwischen der Minimie-
rung der Konditionszahl der Gleichungssysteme und der Minimierung des
Laufzeitfehlers ist. Der Optimierungsparameter ist die Anzahl der benutzten
SEK für die Selbstkalibrierung, die mit dem Winkel α zum Normalenvek-
tor des Senders ausgewählt werden. Ein größerer Winkel α bezieht mehr
gegenüber liegende Empfänger innerhalb des Winkelbereiches für die Kali-
brierung ein. Damit wird die Anzahl der SEK erhöht und die Konditionszahl
verkleinert. Da Ultraschallwandler jedoch einen begrenzten Öffnungswinkel
haben, verschlechtert sich das SNR des Empfangssignals mit dem Winkel
größer als dem Öffnungswinkel und der Laufzeitfehler steigt.
Das Kalibrierungsverfahren wurde mit Simulationen und Experimenten
evaluiert. Die Untersuchung mit der Simulation hat ergeben, dass das Trust-
Region-Verfahren zum Lösen der nichtlinearen Gleichungssystemen in der
Kalibrierung aufgrund der numerischen Stabilität am besten geeignet ist.
Die Anwendung der SNR- und Verzögerungsfilterung hat die Bildartefakte
aufgrund fehlerhafter Daten in dem rekonstruierten Schallgeschwindigkeits-
bild erfolgreich vermieden.
Im Weiteren wurde mit einem Drahtphantom die verbesserte Fokus-
sierung des Reflexionsbildes mit der SAFT-Rekonstruktion gezeigt. Das
Drahtphantom hat einen Durchmesser von 0;07mm. Die gemessene Halb-
wertsbreite entlang des Drahtphantoms lag entsprechend der theoretischen
Vorhersage bei 0;22mm mit einer kleinen räumlichen Varianz bei 40 µm
(Vorhersage 35 µm). Die Rekonstruktion einer Stahlkugel als ein Kalibrie-
rungsobjekt hat den Durchmesser der Kugel von 5 cm mit einer Standard-
abweichung von 56 µm ergeben.
Zusätzlich wurde die allgemeine Einsetzbarkeit der Selbstkalibrierung
mit dem bildgebenden Luftultraschallsystem (ABUS) evaluiert. Das ABUS-
System hat im Vergleich zu dem 3D-USCT-II-Gerät nur sechzehn Ultra-
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schallwandler. Die Selbstkalibrierung hat die relativen Positionen der Ul-
traschallwandler erfolgreich kalibriert. Eine Verbesserung FWHM eines
Drahtphantoms von 16;1mm auf 11;2mm in der Mitte der ROI wurde ge-
messen.
8.1.2 Optimierung der Wandleranordnung
Die Optimierung der Wandleranordnung beschreibt die Ultraschallwandler
und die Region-of-Interest (ROI) mit Polygonen. Die Benutzung von Poly-
gonen ermöglicht im Vergleich zur anderen Standardverfahren eine einfache
Bestimmung der ROI-Abdeckung und der Abschattung des Ultraschalls an
Hindernissen. Die ROI-Abdeckung und andere Qualitätsmaßen aus dem Be-
reich der Satellitenortung und Optik werden in einemGleichungssystem von
Kostenfunktionen zusammengefasst. Die Minimierung dieser Kostenfunk-
tionen gibt eine verbesserte Wandleranordnung für eine gegebene Anzahl
von Ultraschallwandlern.
Der Einfluss der Anzahl der Ultraschallwandler und der initialen An-
ordnung auf das Ergebnis der Optimierung und die allgemeine Einsetzbar-
keit des Verfahren auf beliebiger Geometrien der ROI wurden untersucht.
Die Untersuchung zeigt, dass das Optimierungsverfahren eine verbesserte
Wandleranordnung im Vergleich zu der regelmäßigen Kreisanordnung un-
abhängig von der Anzahl der Wandler ergibt. Im Weiteren wurde beobach-
tet, dass das Ergebnis der Optimierung von der initialen Anordnung abhän-
gig ist. Es kann die beste Wandleranordnung mit mehrfacher Durchführung
der Optimierung von unterschiedlichen initialen Anordnungen erhalten wer-
den. Mögliche initiale Anordnungen sind die zufällige Anordnungen der
Wandler auf einem Kreis um die ROI.
8.1.3 Weitere industrienahe Anwendungen
Bei der Evaluierung des Verfahrens ist das weltweit erste bildgebende Luftul-
traschallsystem mit sechzehn Ultraschallwandlern entstanden. Das System
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ist in der Lage gleichzeitig zwei Objekte in einer ROI mit einem Durch-
messer von 50 cm zu klassifizieren und lokalisieren. Es wurde ein Verfahren
zur automatischen Segmentierung, Klassifizierung und Lokalisierung der
Objekte entwickelt und an einem industrienahen Anwendungsbeispiel eva-
luiert.
Das Verfahren benutzt die Multi-Parameter-SAFT-Rekonstruktion, um
Objekte unterschiedlicher Größe und Oberflächenkrümmung möglichst mit
vollständigen Kanten zu rekonstruierten. Die Segmentierung mit lokalen
Maxima kann trotz variierender Bildintensitäten die Objektkanten erfolg-
reich segmentieren. Es wurden Merkmale aus den segmentierten Regionen
extrahiert. Für die Klassifizierung wurde ein neuronales Netz mit diesen
Merkmalen trainiert. Bei der Evaluierung mit sechs Objekten wurde eine
Klassifizierungsgenauigkeit von 88;9% in der Testphase erreicht.
Die Objektlokalisierung wird nach der Klassifizierung durchgeführt. Es
wird mit demKlassifizierungsergebnis eine definierte Schablone aus der Da-
tenbank der Objekte ausgewählt und das Objekt mit der Generalized Hough
Transform (GHT) lokalisiert. In der Untersuchung wurde eine Positionie-
rungsgenauigkeit von 5mm und eine Ausrichtungsgenauigkeit von 2;8° er-
reicht.
ImWeiteren wurde das Selbstkalibrierungsverfahren für ein Ultraschallar-
ray zur Abstandsmessung unter extremen Temperaturbedingungen adaptiert
und mit Simulationen und Experimenten evaluiert. Mit dem Experimentauf-
bau wurde die Messgenauigkeit von 9;8mm auf 1;8mm für Messungen der
Auftragshöhe von heißem Asphalt verbessert. Auf Basis der Messergeb-
nisse in dem Experiment wurde die Bestimmung der Schalllaufwege in
dem vorgestellten Messverfahren durch die inhomogene Schallgeschwin-
digkeitsverteilung verbessert und mit Simulationen evaluiert.
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8.2 Diskussion und Ausblick
8.2.1 Selbstkalibrierung basierend auf dem
Transmissionsignal
Ein Vorteil der entwickelten Selbstkalibrierung beruhend auf dem Transmis-
sionsignal ist, dass kein Kalibrierungsobjekt benötigt ist. Dieser Vorteil ist
wichtig für die Massenproduktion bildgebender Ultraschallsysteme, da die
Anfertigung eines Kalibrierungsobjekts meist mit einem hohen technischen
Aufwand verbunden ist. Da keine genaue manuelle Platzierung eines Kali-
brierungsobjekts gefordert ist, kann die Selbstkalibrierung häufiger durch-
geführt werden, zum Beispiel eine Leermessung vor der Aufnahme der Pa-
tientinnen mit dem 3D-USCT-II-Gerät, um die optimale Abbildungsqualität
zu erreichen.
Allerdings ist die Genauigkeit der vorgestellten Selbstkalibrierung ba-
sierend auf dem Transmissionsignal wesentlich durch den begrenzten Öff-
nungswinkel der Ultraschallwandler limitiert. Bei der halbellipsoidenWand-
leranordnung des 3D-USCT-II-Geräts ist der Winkel der Ultraschallwandler
in den unteren Ringen zu den am nächsten gegenüber liegenden Wandlern
größer als der Öffnungswinkel. Die durch das niedrige SNR des Signals
verursachten Detektionsfehler in der Schalllaufzeit begrenzen damit die Ge-
nauigkeit der Kalibrierung.
Um die Selbstkalibrierung dieser Wandler zu verbessern, können die Re-
flexionen der Ultraschallwelle an einem Kalibrierungsobjekt benutzt wer-
den. Im Idealfall sollte das Kalibrierungsobjekt einen Punktstreuer simulie-
ren, um eine eindeutige Detektion der Reflexion zu ermöglichen. Es wird
angenommen, dass die Ultraschallwelle von jedem Sender an dem Punkt-
streuer gleichmäßig in aller Richtungen reflektiert und von allen Empfän-
gern mit einem senkrechten Einfall empfangen wird.
In der Laufzeitdetektion muss dann die Laufzeit des reflektierten Ultra-
schallpulses von dem transmittierten Signals getrennt werden. Mit der Vor-
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kenntnis, dass das Transmissionssignal den kürzeren Weg von dem Sender
zum Empfänger hat, kann die Laufzeitdetektion mit einem Suchfenster be-
grenzt werden.
Mit den detektierten Laufzeiten kann ein Gleichungssystem der Laufzeit-
gleichungen zwischen jedem Sender, dem Punktstreuer und jedem Empfän-
ger aufgestellt und gelöst werden. Die Unbekannten sind die Wandlerposi-
tionen, die genaue Position des Punktstreuers und andere Fehlerquellen in
dem Ultraschallsystem. Es kann weiterhin der sequentielle Kalibrierungs-
prozess zur Trennung der Fehlerquellen benutzt werden.
Bei der Realisierung des Kalibrierungsobjektes sollte die mechanische
Stabilität beachtet werden, damit sich das Objekt während des Messvor-
gangs nicht bewegt. Gleichzeitig sollte die Aufhängung wesentlich kleiner
als das den Punktstreuer simulierenden Kalibrierungsobjekt sein, damit sie
die Ultraschallwelle nur schwach reflektiert und die genaue Bestimmung der
Laufzeiten nicht beeinflusst. Für hohe Frequenzen ergeben sich dabei unrea-
listische beziehungsweise sehr schwer zu realisierende Größen für Punkt-
streuer und Aufhängung im Submillimeter-Bereich. Insgesamt bringt diese
Methode einen hohen mechanischen Aufwand mit sich.
Alternativ kann ein einfaches Kalibrierungsobjekt mit einer definierten
Geometrie benutzt werden. Ein Beispiel ist die Stahlkugel in Abschnitt
6.1.7. Die Stahlkugel hat einem Durchmesser von 5 cm und wurde mit einer
Genauigkeit von 50 µm angefertigt. Die Aufhängung der Stahlkugel ist eine
Stange mit einem Durchmesser von 1;2 cm.
Es wird angenommen, dass die Reflexion an der Kugeloberfläche eine
kürzere Laufzeit im Vergleich zur Reflexion an der Stange hat. Mit dieser
Vorkenntnis sollte eine eindeutige Detektion der Reflexion an der Kugel-
oberfläche möglich sein.
Das zu lösende Gleichungssystem beinhaltet die Gleichungen für die
Schalllaufzeiten zwischen dem Sender, den Reflexionspunkten auf der Ku-
geloberfläche und den Empfängern. In jeder Iteration beim Lösen des Glei-
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chungssystems werden die Wandlerpositionen und die Reflexionspunkten
optimiert. Die Anzahl der Unbekannten O ist:
O= 3(M+N)+3GSEK : (8.1)
Die VariableM ist die Anzahl der Sender, N die Anzahl der Empfänger und
GSEK ist die Anzahl der benutzten SEK.
Da der Durchmesser der Kugel genau bekannt ist, wird ein Reflexions-
punkt Ri = (xRi ;yRi ;zRi) mit dem Radius r und den Koordinaten des Zen-
trums der Kugel (x0;y0;z0) beschrieben durch
(xRi − x0)2+(yRi − y0)2+(zRi − z0)2− r2 = 0: (8.2)
Damit kann die Anzahl der Unbekannten O auf 3(M+N)+4 reduziert wer-
den. Mit dieser Reduzierung der Anzahl der Unbekannten hat die Methode
vergleichbare Größe des Gleichungssystems in der Kalibrierung basierend
auf dem Transmissionssignal. Allerdings müssen aufgrund der Abschattung
des Schalls an der Stahlkugel die SEK entsprechend ausgewählt werden,
damit das Gleichungssystem lösbar ist.
8.2.2 Trennung der Fehlerquellen
Die Selbstkalibrierung benutzt einen sequentiellen Prozess, um einzelne
Fehlerquellen zu kalibrieren. Dabei wird die Vorkenntnis über die Größen-
ordnung der Fehlerquelle benutzt, um die Reihenfolge der Kalibrierungschrit-
te zu sortieren. Es wird mit dem größten Fehler angefangen und andere
kleinere Fehlerquelle vernachlässigt.
Dies ermöglicht zwar die Reduzierung der Anzahl von Unbekannten in
den Gleichungssystemen, beschränkt aber die Anwendbarkeit auf Systeme,
bei denen zwei oder mehrere Fehlerquellen gleiche Größenordnung haben.
Zum Beispiel kann ein Temperaturoffset von 3 ◦C bei einer Wassertempera-
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tur von 25 ◦C einen Abstandsfehler von 1;5mm verursachen. Die erwartete
Verzögerung von ca. 1;4 µs ergibt einen Abstandsfehler von 2;1mm.
In einem solchen Fall kann die Trennung wieder erfolgen, wenn zusätzli-
che Systeminformation verfügbar gemacht werden kann. Zum Beispiel wur-
de in der Untersuchung mit Experimentdaten des 3D-USCT-II-Geräts der
Offset in den an den TAS gemessenen Temperaturen mit der Temperatur
an den kalibrierten Sensoren korrigiert. Somit hat der Temperaturfehler ei-
ne kleinere Größenordnung als die Systemverzögerung und kann nach der
Verzögerung kalibriert werden.
8.2.3 Minimierung der Kalibrierungsfehler
Die Kalibrierungsgenauigkeit des 3D-USCT-II-Geräts ist wesentlich durch
den Öffnungswinkel der Ultraschallwandler von ca. 30° und den ermittelten
Laufzeitfehler von 0;2 µs begrenzt. Aktuell wird am IPE eine neue Genera-
tion der Ultraschallwandler mit größerem Öffnungswinkel entwickelt [93],
[94]. Das Ziel der Entwicklung ist ein Öffnungswinkel von 60°, der eine
komplette Kalibrierung des 3D-USCT-II-Geräts ohne die Beschränkung der
Genauigkeit der Ultraschallwandler im unteren Bereich des Systems ermög-
lichen würde.
8.2.4 Optimierung der Wandleranordnung
Die Beschreibung des Ultraschallwandlers mit einem Polygon bietet zwar
eine einfache Berechnung der ROI-Abdeckung und Überlappungen von Ul-
traschallwandlern an, vernachlässigt aber die inhomogene Schalldruckver-
teilung in diesem Bereich. Ebenfalls wurde die Abstrahl- und Empfangscha-
rakteristik der Ultraschallwandler nicht betrachtet.
Generell konvergiert das Optimierungsverfahren mit dem Levenberg-
Marquardt-Algorithmus in wenigen Iterationen zu einer verbesserten Wand-
leranordnung. Allerdings steigt der Rechenaufwand mit der Anzahl der Ul-
traschallwandler, besonders in den booleschen Operationen auf Polygonen,
217
8 Zusammenfassung, Diskussion und Ausblick
um die ROI-Abdeckung und die Überlappung der Ultraschallwandler zu be-
rechnen. Eine effizientere Implementierung dieser Operationen auf einem
Grafikprozessor würde die Rechenzeit reduzieren.
Während der Optimierung wird die Abbildungsqualität mit der FWHM
der simulierten Punktstreuer vorhergesagt. Damit wird die Abschattung des
Schalls an größeren Objekten nicht berücksichtigt. Um eine bessere Vorher-
sage der Abbildungsqualität zu ermöglichen, können statt dem Punktstreuer
einfache Objekte simuliert werden.
Dies würde zwar einen größeren Rechenaufwand bei der Simulation und
gegebenenfalls auch komplexere Simulationsmethoden voraussetzen, könn-
te aber für gewisse Anwendungen von Vorteil sein. Die Abbildungsqualität
könnte zum Beispiel mit der Vollständigkeit der rekonstruierten Objektkante
und die Varianz der Bildintensität entlang der Objektkante beurteilt werden.
8.2.5 Luftultraschall-Array unter extremer
Temperaturbedingung
Die erste Untersuchung mit einem Experimentaufbau zeigt eine Verbesse-
rung der Messgenauigkeit mit der angepassten Selbstkalibrierung gegen-
über dem Stand der Technik von 9;8mm auf 1;8mm. Die Verbesserung
des Verfahrens durch Bestimmung der kürzesten Wege in Abschnitt 7.1.4
soll die Messgenauigkeit des Ultraschallarrays unter extremer Temperatur-
bedingung weiter erhöhen.
In einem weiteren Schritt soll das verbesserte Verfahren mit weiteren Ex-
perimenten evaluiert werden. Es soll auch die Implementierbarkeit des Ver-
fahrens auf einem gängigen Mikrocontroller in industriellen Sensoren un-
tersucht werden. Eine Möglichkeit das Verfahren zu vereinfachen ist die
Berechnung der Schallgeschwindigkeit entlang des Schallweges durch das
inhomogene Medium statt mit einer Strahlverfolgung mit der Auswertung
eine Polynomfunktion an diskreten Positionen zu ersetzen.
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