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Abstract
Electron spin relaxation and carrier recombination were investigated in gallium indium ni-
tride arsenide (GaInNAs) multiple quantum wells, using picosecond optical pulses. Pump-
probe experiments were carried out at room temperature, using pulses produced by a
Ti:sapphire pumped optical parametric oscillator.
The peak wavelengths of the excitonic resonances for the quantum well samples were
identified using linear absorption measurements, and were found to be in the range ∼
1.25− 1.29µm.
Carrier recombination times were measured for three samples of varying nitrogen con-
tent, and were observed to decrease from 548 to 180ps as nitrogen molar fractions were
increased in the range 0.45 − 1.24%. Carrier recombination times were also measured
for samples which had undergone a post-growth annealing process, and were found to be
significantly shorter compared to times measured for as-grown samples.
Electron spin relaxation time was investigated for samples with quantum well widths in
the range 5.8-8nm, and was found to increase with increasing well width, (i.e. decreasing
quantum confinement energy), a trend predicted by both D’Yakonov-Kachorovskii and
Elliott-Yafet models of spin relaxation in quantum wells. In a further study, longer spin
relaxation times were exhibited by samples containing higher molar fractions of nitrogen,
but having nominally constant quantum well width. Spin relaxation times increased from
47ps to 115ps for samples containing nitrogen concentrations in the range 0.45 − 1.24%.
Decreases in spin relaxation time were observed in the case of those samples which had
been annealed post-growth, compared to as-grown samples.
Finally, all-optical polarisation switching based on spin relaxation of optically gener-
ated carriers in GaInNAs multiple quantum wells was demonstrated.
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Chapter 1
Introduction
Optoelectronics is concerned with the interaction of electronic processes with light. Opto-
electronic devices facilitate such interactions, and are often based on semiconductor mate-
rials.1 The development of increasingly sophisticated expitaxial growth techniques such as
molecular beam epitaxy (MBE) and metal-organic chemical vapour deposition (MOCVD)
have made it possible to produce semiconductors of high purity, and to grow these semi-
conductors in very well-defined layers. If electrons and holes are confined in a layer whose
thickness is comparable to their de Broglie wavelength, the so-called low-dimensional struc-
tures which result display quantum behaviour. This has lead to both an enhanced under-
standing of the physics of electrons and holes in semiconductors, and a rapid expansion of
research into quantum wells, quantum dots, and other heterostructures, due to their po-
tential applications in devices. This thesis is concerned with two-dimensional structures,
i.e. quantum wells, and the principal effects of quantum confinement on the properties of
semiconductor quantum wells are outlined in chapter 2.
Unfortunately, elemental semiconductors such as silicon have indirect fundamental
bandgaps, making them poor emitters and absorbers of light. In order to produce materials
with the desirable properties for optoelectronic applications, compound semiconductors
were devised. These are composed of elements from different columns of the periodic
table, with III-V compounds such as GaAs and InP being the most widely used. GaAs
has been the material of choice, as it forms the basis of a mature technology offering
high crystal quality and the possibility of producing complex structures based on e.g.
GaAs/AlGaAs layers, which are attractive for a range of applications. However, the
1
telecommunications industry relies on devices operating at the 1.3µm and 1.55µm minima
of optical attenuation in fibres, wavelengths not accommodated by the band gap energy
of GaAs. Optoelectronics therefore turned to InP-based systems for band gap energies
suitable for fibre-optic communication.
The dilute nitrides are a class of III-V semiconductors containing small amounts of
nitrogen. GaInNAs is one such III-N-V compound, and was first proposed by Kondow
et al2 in 1996. The incorporation of nitrogen into the semiconductor matrix results in
decreases in both band gap energy and lattice constant, which makes it possible to grow
epitaxial layers emitting in the 1.3-1.55µm wavelength range, lattice-matched to GaAs
substrates. Dilute nitrides are therefore promising candidates for quantum well and quan-
tum dot lasers operating at technologically important wavelengths (whilst simultaneously
benefitting from the maturity of GaAs-based technology), and have been the subject of
intense research interest in recent years. Much attention has also focused on explaining the
unusual bandstructure of GaInNAs, but to date no one model satisfactorily describing all
important material parameters has been developed.3 Chapter 3 provides an introduction
to the properties of GaInNAs alloys.
Despite the advantageous characteristics of the dilute nitrides, a major obstacle to their
implementation in various optoelectronic devices remains the presence of crystal defects.
These are thought to be a product of the MBE conditions required for epitaxial growth
of nitrogen-containing alloys, together with the disparity in size and electronegativity
between N and the replaced group-V atoms.4 The optical quality of dilute nitrides has been
shown to deteriorate with increasing N composition, even in materials of good structural
quality. Nitrogen is therefore thought to be, directly and/or indirectly, responsible for
significant channels for non-radiative recombination in GaInNAs quantum wells.
In this thesis, carrier recombination times were determined experimentally for samples
containing different nitrogen concentrations, and those which had undergone rapid ther-
mal annealing (RTA) treatment. This study was motivated by the scarcity of reports in
the literature documenting time-resolved studies of GaInNAs carrier dynamics at room
temperature, and because the effect of both nitrogen and the annealing process on re-
combination processes in dilute nitrides are still disputed. Carrier recombination time
values obtained in this study also enabled a more accurate determination of electron spin
2
relaxation times, as described in chapter 6.
Spin relaxation in semiconductors, i.e. the mechanisms by which the electron- or
hole-spin flips from an ’up’ to a ’down’ state or vice versa (detailed in chapter 2), is an
interesting topic as it delves into the physics of semiconductors on a very fundamental
level. The uncertainties still surrounding the physical properties of GaInNAs alloys make
a study of spin relaxation in this material more intriguing still, and reports in the literature
of spin relaxation studies of the dilute nitrides are limited. The spin degree of freedom can
also be exploited in potential applications, making knowledge of spin relaxation times in a
given semiconductor material crucial to the realisation of devices. Short (i.e. picosecond
or faster) spin relaxation times are desirable in applications such as switching, whereas
longer spin relaxation time are necessary in fields such as spin electronics and quantum
computing.5 In this thesis, electron spin relaxation times in GaInNAs quantum wells were
investigated as a function of quantum well width, and nitrogen content. The effects of
post-growth annealing were also considered.
The degenerate time-resolved pump-probe technique used to measure both carrier re-
combination and spin relaxation times in the GaInNAs samples investigated is described
in chapter 4, and the results of these studies are presented in chapters 5 and 6, respec-
tively. Chapter 6 also includes a demonstration of all-optical polarisation switching util-
ising GaInNAs multiple quantum well structures. Finally, the results of all experimental
studies, conclusions drawn from these results, and opportunities to improve and expand
upon these studies in future work, are summarised in chapter 7.
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Chapter 2
Optoelectronic properties of
Semiconductor Quantum Wells
2.1 Chapter Summary
This chapter introduces the physics of semiconductor quantum wells, and considers the
effects of quantum confinement on the optoelectronic properties of the system. Interband
transitions in quantum wells are discussed, as a basis for the interpretation of absorption
and recombination measurements detailed in chapters 4 and 5. The principle of optical
orientation is outlined and placed in a historical context, as an introduction to the concept
of spin relaxation. The observation of electron spin relaxation in quantum wells forms the
basis of experimental work described in chapter 6, and so the mechanisms responsible for
this phenomenon are described in detail here.
2.2 Introduction
Quantum confined semiconductor structures are artificial structures on a nanometer scale,
in which electrons and holes are confined in one or more dimensions. The development
of sophisticated growth techniques such as molecular beam epitaxy (MBE) and metal-
organic chemical vapour deposition (MOVCD) have made fabrication of a wide range of
these structures possible.
One such nanostructure is the quantum well (QW). A potential well results when a
4
sufficiently thin layer of semiconductor material is sandwiched between two larger-bandgap
materials; the difference between the band edges of the well and barrier material is known
as the band offset. Motion of carriers in the quantum well is quantised in the growth
direction (labelled z here), and the allowed energy levels corresponding to motion in this
direction become discrete. The modified optical and electronic properties which result from
confinement make quantum wells very attractive for use in optoelectronics applications,
and at present quantum wells can be fabricated with sub-nanometer precision.
∆E
c
∆E
v
E
g
Barrier Well Barrier
Electrons
Holes
Figure 2.1: Schematic diagram of a type I quantum well structure. Electrons and holes are confined
in the well layer, ∆Ec and ∆Ev are the conduction and valence band offsets, respectively.
2.3 Effects of Quantum Confinement
2.3.1 Confinement Energy
In an infinite semiconductor crystal, electrons, holes, excitons and phonons are described
by periodic oscillations known as Bloch waves, which can propagate freely throughout the
crystal. In contrast, a QW can be approximated as a finite crystal, having two infinite
potential barriers separated by a distance L. These reflect Bloch waves along the z-
direction, and so the waves are said to be spatially confined in one dimension. For a free
particle of effective mass m∗ confined within these barriers, the allowed wavevectors kz of
the Bloch waves are given by
kzn =
2pi
λn
=
npi
L
, n = 1, 2, 3, ... (2.1)
The ground state energy of the particle is increased by an amount ∆E relative to the
unconfined case. This so-called confinement energy is a consequence of Heisenberg’s un-
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certainty principle. When the particle is confined within a space L along the z-direction,
the uncertainty in the z-component of its momentum, pz, increases by an amount propor-
tional to h¯/L:
∆pz ∝ h¯
L
, (2.2)
The corresponding increase in the particle’s kinetic energy is given by:
∆E =
∆pz
2m∗
∼ h¯
2
2m∗L2
. (2.3)
∆E becomes significant if it is comparable to the kinetic energy of the particle due to
its thermal motion in the z-direction. Given that each degree of freedom of the particle’s
motion has an energy kBT associated with it, ∆E can be written as
∆E =
h¯2k2z1
2m∗
=
h¯2pi2
2m∗L2
> kBT (2.4)
where kB is Boltzmann’s constant. This increase in energy is referred to as the confinement
energy of the particle, and from equation 2.4 it is clear that the effects of confinement
become important when
L ∼
√
h¯2pi2
2m∗kBT
. (2.5)
This is equivalent to saying that L must be of the same order of magnitude as the de
Broglie wavelength of the thermal motion.1
In order to observe quantisation effects, the width L of the well must be also be less
than the mean free path of the particles,2 〈l〉. 〈l〉 is defined as the product of the average
velocity of the particle and the average scattering time 〈τ〉.3 Confinement effects are also
more prominent in particles with smaller effective masses, as the confinement energy is
inversely proportional to m∗.
In addition to increasing the minimum energy of the particle by an amount ∆E,
confinement also caused the energies of its excited states to become quantised in the
growth direction, which is discussed in section 2.3.2. Note that the motion of carriers
remains unrestricted in the plane parallel to the QW interfaces. The total electronic
wavefunction is given by the product of the solution to the 1-D Schro¨dinger equation, the
Bloch functions uck, uvk which account for the periodicity of the crystal lattice, and the
6
plane waves representing the free motion of electrons parallel to the interfaces.4
Figure 2.2: Calculated electronic band structure of GaAs, reproduced from reference 1. The region
around the direct bandgap at k = 0 (Γ point) is indicated by the shaded area.
2.3.2 Quantisation of Energy Levels
Electrons
In its simplest form, a semiconductor quantum well is of the type shown in figure 2.1,
with two rectangular potential wells existing at the conduction and valence bands of the
smaller gap material. The width of the well (L) is less than the de Broglie wavelengths
or the mean free path of the particles, and so their motion along the growth direction (z)
is quantised. The allowed energy levels corresponding to motion along this direction are
discrete, and may be calculated by considering the time-independent Schro¨dinger equation
[
− h¯
2
2m∗‖
δ2
δr2‖
− h¯
2
2m∗z
δ2
δz2
+ V (z)
]
ϕ(r) = Eϕ(r), (2.6)
where m∗‖ is the electron effective mass along the layer, and m
∗
z the electron effective mass
along the z-direction. The energy level of the conduction band edge is V (z), and E is the
total energy of the electron. The total wavefunction may be written in product form as
ϕ(r) = ϕk‖(r‖)φn(z). (2.7)
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Here, k‖ is the electron’s wavevector and r‖ the electron’s position vector along the QW
plane. Using expression 2.7 in equation 2.6, the following is obtained for φn(z):
[
− h¯
2
2m∗z
δ2
δr2z
+ V (z)
]
φn(z) = Enφn(z), (2.8)
where En is the subband energy for the nth level. Assuming that the confining barriers
are infinitely high, the potential is zero for −L/2 < z < L/2, and ∞ elsewhere. The
solutions to equation 2.8 are therefore subject to the boundary condition that φn(z) = 0
at the interfaces, and upon normalisation of φn(z) the solutions for φn(z) and En are
φn(z) =
√
2
L
cos
(npiz
L
)
for n = 1, 3, 5, ... (2.9)
φn(z) =
√
2
L
sin
(npiz
L
)
for n = 2, 4, 6, ... (2.10)
and
En(z) =
h¯2
2m∗w
(npi
L
)2
n = 1, 2, 3, ... (2.11)
where m∗w is the effective mass in the well material along the z-direction. Expressions 2.9
and 2.10 describe a standing wave inside a well with nodes at the interfaces- the quantum
number n determines the number of nodes of the wavefunctions, (n−1). To distinguish the
energy levels En from the electronic energy bands of the corresponding bulk crystal (see
for example figure 2.2), the energy levels given by equation 2.11 are known as subbands.
In a real semiconductor quantum well, however, the potential discontinuity is not
infinite. The wavefunctions- which are sinusoidal in the well- can now penetrate the
barriers, where they decay exponentially, as shown in figure 2.3. The limited number
of bound states with energies smaller than the confining potential are again labelled by
the quantum number n. States with energies larger than the band discontinuities form
extended (3-D) continua.5 Within the well (i.e. for −L ≤ z ≤ +L), the Schro¨dinger
equation is of the from given in expression 2.6, this time with a non-zero potential, V0.
There is still inversion symmetry around the centre of the well, therefore solutions are
again either even or odd:
φw(z) = C sin(kz), (2.12)
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and
φw(z) = C cos(kz), (2.13)
where
h¯k2
2m∗w
= E. (2.14)
Here, wavefunctions and effective masses in the well layer are denoted by the subscript
w. In the barriers (i.e. for z ≥ +L and z ≤ −L), the solutions are decaying exponentials
results of the form:
φb(z) = C ′exp(−κz), (2.15)
where b denotes the barrier regions and κ satisfies
h¯κ2
2m∗b
= V0 −E. (2.16)
Considering odd solutions first, and applying continuity of the wavefunction φn(z) at the
interfaces as a boundary condition requires that
C cos(kL/2) = C ′exp(−κL/2), (2.17)
Particle flux m∗−1dφ/dz must also be continuous across the barriers, and so
−C k
m∗w
sin(kL/2) = −C ′ κ
m∗b
exp(−κL/2) (2.18)
Dividing equation 2.18 by equation 2.17 yields:
tan(kL/2) =
m∗wκ
m∗bk
(2.19)
Even solutions may be found in a similar way, giving:
tan(kL/2) = −m
∗
bk
m∗wκ
(2.20)
Substituting values for k and κ allows the energy levels of the bound states to be calculated.
However, there are no analytic solutions to equations 2.19 and 2.20, which must be solved
9
numerically or graphically. Although electrons and holes can tunnel into the barriers in a
finite quantum well, the thickness of the barrier layer in a multiple quantum well structure
is large enough to prevent coupling of particles in adjacent wells.2
0 L/2-L/2 z
V(z)
-V
0
0
E
1
E
2
E
3
Figure 2.3: The first three bound states in a finite one-dimensional potential well of depth V0, and
width L.
Quantum Confinement of Holes
The equation of motion of holes in bulk zinc-blende semiconductors is complex. In a
QW, the situation is complicated further by the non-spherical nature of the confinement
potential, and the strong mixing of the bulk valence bands. Numerical calculations are
therefore necessary to obtain solutions for hole energies. Assuming that spin-orbit splitting
of the valence bands is large enough that only J = 3/2 heavy (Jz = ±3/2) and light
(Jz = ±1/2) bands need be considered, the hole subbands can be described by adding
the confinement potential V (z) to the Luttinger Hamiltonian describing the bulk band
dispersion. Ignoring terms which arise as a result of valence band warping, the Hamiltonian
for motion of the holes in the z-direction becomes:
(
h¯2
2m
)[(
γ1 +
5γ2
2
− 2γ2J2z
)](
δ
δz
)2
+ V (z), (2.21)
where γ1 and γ2 are the Kohn-Luttinger parameters (γ1 > γ2 > 0, in most zinc-blende
semiconductors). In this description, the Jz = 3/2 state behaves as though it had effective
mass mhz
(mhz)−1 = (γ1 − 2γ2)/m, (2.22)
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while the Jz = 1/2 state has a lighter mass mlz
(mhz)−1 = (γ1 + 2γ2)/m, (2.23)
Since the confinement energy is inversely proportional to the effective mass, it is larger
for the Jz = 1/2 state than for the Jz = 3/2 state. However, quantum wells are not
isotropic; the z-direction is physically distinguishable from the x- and y-directions. Motion
perpendicular to V (z), e.g. along y, is given by
(
h¯2
2m
)[(
γ1 +
5γ2
2
− 2γ2J2y
)](
δ
δy
)2
. (2.24)
On calculation of the expectation values of the Hamiltonian in equation 2.24, it is found
that the Jz = 3/2 state now has effective mass
(mhz)−1 = (γ1 + γ2)/m (2.25)
in the y-direction, while the Jz = 1/2 state mass can be written as
(mhz)−1 = (γ1 − γ2)/m. (2.26)
Expressions 2.25 and 2.26 show that the bulk heavy hole state Jz = 3/2 has a smaller mass
along the x- and y-directions in a quantum well than the Jz = 1/2 state, a phenomenon
known as mass reversal. In the description given thus far (which neglected terms associ-
ated with valence band warping), crossing of the subbands is expected. This situation is
unphysical, and indeed when these terms are included, band mixing and anticrossing take
place where intersection would otherwise have occurred. The degeneracy of the J hole
subbands at the centre of the Brillouin zone is thus lifted, and the Jz = 1/2, now referred
to as the heavy hole state, has the lowest energy and forms the ground state level.3
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Figure 2.4: Schematic dispersion of Jz = 3/2 and Jz = 1/2 hole bands in the presence of a confining
potential, after reference 1. (b) shows crossing of valence bands; inclusion of mixing terms causes
band anticrossing, (c).
2.3.3 Density of States
A further effect of confinement is the modification of the electronic density of states (DOS).
The number of states in a given energy range E → E + dE is equal to ρ(E)dE, where
ρ(E) is the DOS function. ρ(E) can be evaluated with knowledge of the E − k dispersion
of the band, and the density of states in momentum space.1 Assuming parabolic bands
with
E =
h¯2k2
2m
, (2.27)
the joint density of states in bulk semiconductors (i.e. the density of states joined by a
photon of energy h¯ω) is a parabolic function depending on photon energy as
ρ3D(ω) =
1
2pi2
(2µ∗)3/2(ω −Eg)1/2, (2.28)
where µ∗ is the reduced effective mass 1/µ∗ = 1/m∗e+1/m∗h. In the presence of a confining
potential, the DOS per unit area changes to the form5
ρ2D(ω) =
µ
pi
∑
nz
θ(ω − Eg −Een − Ehn), (2.29)
where θ(E) is the Heaviside function (θ = 0 for E < 0,= 1 for E > 0). Expression 2.29
describes a step function which is zero up to a threshold energy, and has constant plateaus
at higher photon energies for each allowed transition, as shown in figure 2.5. The step
height is a constant of the material, but the position of the steps depends on the value of
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the confinement energy.
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Figure 2.5: Density of states for 3-D (dotted line), and for an infinite quantum well of thickness
L, after reference 5.
2.3.4 Excitons
The absorption of photons by interband transitions, described in section 2.4, creates an
electron in the conduction band, and a hole in the valence band. The Coulomb interaction
between these two particles causes their motion to be correlated, and the bound electron-
hole pair which results is known as an exciton.
In the limit of strong electron-hole attraction, which occurs in large gap materials
with small dielectric constants and large effective masses, excitons are tightly bound with
a radius comparable to the interatomic spacing. These are known as Frenkel excitons.
However, in most semiconductors the Coulomb interaction is screened by the valence
electrons, and the electron-hole pair exists as a weakly bound exciton known as a Wannier-
Mott exciton.3
Within the effective mass approximation, the electron and hole are two particles moving
with the effective masses of the conduction and valence bands, respectively. The motion
of this two-particle system can be decomposed into a centre-of-mass motion (describing
the kinetic energy of the system as a whole), and a relative motion of the two particles
about the centre of mass, which determines the internal structure.1 The exciton centre of
mass behaves like a free particle with mass M = m∗e +m∗h.
The relative motion can be compared to that of the electron and the proton in a
hydrogenic system. There are bound states, and unbound continuum states. Bound
states are quantised, and labelled with principal quantum numbers n = 1, 2, 3, etc., and
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orbital angular momentum l = 0, h¯, 2h¯, etc. In the continuum states, the carriers are
considered to be free electrons and free holes, but their wavefunctions are still modified by
the Coulomb attraction. Exciton levels can be represented by parabolas in a two-particle
E − k diagram.3
Exciton Binding Energy
An approximate exciton binding energy may be obtained by applying the Bohr model of
the hydrogen atom to the exciton, where the exciton is visualised as an electron and a
hole attracted by a Coulomb interaction and separated by a Bohr radius. The ionisation
energy of the system is known as the Rydberg, Ry, and is given by
Ry =
e2
8pi²0a0
, (2.30)
Here, e is the electronic charge, ²0 the permittivity of free space, and a0 the Rydberg
radius, defined as
a0 =
4pih¯2
me2
. (2.31)
where m is the electronic mass.
Some modifications must now be applied to the Bohr model to yield an effective Ry-
dberg constant R∗y valid for the case of an exciton in a semiconductor. To take account
of the high dielectric constant ² of the material, ²0 becomes ² ²0. The electronic mass
m is replaced by the reduced mass µ, to allow for the relative motion of electrons and
holes, where µ−1 = m∗−1e +m
∗−1
h , and m
∗
e, m
∗
h are the electron and hole effective masses
respectively.2
Quantum confinement alters the exciton properties further. When the width of the
QW, L, is much larger than the Rydberg radius a0, the exciton can move in the well like
a free particle with a mass equal to the sum of the electron and hole masses.3 However,
When L is smaller than a0, the physical separation between electron and hole is reduced,
increasing the attractive potential. In the limiting case of a two-dimensional exciton, the
Rydberg, i.e. the exciton binding energy, EB, is4
EB =
R∗y
(n− 1/2)2 , n = 1, 2, 3, ... (2.32)
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and therefore, for the n = 1 exciton:
EB =
µe4
8pi2(² ²0)2
. (2.33)
Expressions 2.31 and 2.33 predict a QW excitonic binding energy which is four times of
that in bulk. In reality, ideal 2-D systems do not exist, and so the enhancement of the
exciton binding energy is smaller. However, the increased binding energy allows exciton
resonances to be observed even at room temperature, despite the high density of thermal
phonons (c.f. section 2.4.4). In general, the exciton Rydberg is larger for materials with
larger bandgap energy, Eg. This is due to the fact that with increasing Eg, ²0 tends to
decrease, whilst µ increases.
2.4 Interband Transitions
2.4.1 Dipole Matrix Elements and Transition Rates
Optical transitions between different states in a QW resulting from perturbation by an
electromagnetic wave can be divided into three categories: i) interband transitions, in
which an electron in a valence subband is excited to a conduction subband, ii) intersubband
transitions, where an electron is transferred from one subband to another within the same
band, and iii) intrasubband transitions, which involve promotion of the electron to a
different k state within the same subband.4
Only interband transitions will be discussed here. Consider a QW irradiated by light
of angular frequency ω propagating in the z-direction. The transition rate from an initial
state ψvnk in the conduction band to a final state ψ
c
mk′ in the valence band is given by
Fermi’s golden rule,
S(nk→ mk′) = pi
2h¯
e2|〈mk′|E · r|nk〉|2δ(Ecmk′ −Evnk − h¯ω), (2.34)
where E is the electric field amplitude of the light wave, r is the position vector of the
electron, and the electric dipole matrix element 〈mk′|E · r|nk〉 is of the form
1
A
∫
φc∗m(z)u
∗
c0(r)e
−ik′·RE · reiq·rφvn(z)uv0(r)e−ik
′·Rdr. (2.35)
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In equation 2.35, A is defined as the area LxLy which encloses the 2-D QW in the plane.
The generation rate of electron-hole pairs is equal to the number of transitions per second,
and may be written as:4
G =
dn
dt
=
1
A
∑
n,m,k,k′
S(nk→ mk′)fvn(k)[1− f cm(k)], (2.36)
where the second term includes occupation probabilities that ensure the presence of an elec-
tron in an initial state |n, v〉 and an unoccupied final state |m, c〉. The photon wavevector
is negligible in comparison to the electronic wavevectors, and so conservation of momen-
tum requires that k = k′. When the well layer is very small relative to the wavelength
of irradiating light, it can be shown that the transition rate between a valence subband n
and a conduction subband m is4
Gmn =
pie2
2h¯
|E · rcv|2|〈n, v|m, c〉|2 µ
pih¯2
× θ(h¯ω −Ethreshold)fvn(h¯ω)[1− f cm(h¯ω)] (2.37)
Here, µ is again the reduced mass, and θ is the Heaviside function. Ethreshold is the
threshold for optical absorption in a QW, which is blueshifted with respect to bulk as
described in section 2.3.1. Expression 2.37 is composed of three terms, representing the
dipole matrix element, density of states, and occupation probability, respectively. The
dipole matrix element can be broken into two factors: the dipole moment, and the overlap
element, 〈n, v|m, c〉. Evaluation of this electron-hole overlap gives rise to the concept of
selection rules.1,4 The quantum numbers of the initial and final states of the transition
are governed by these rules; if they are not satisfied, the electric-dipole transition rate is
zero. For an infinite QW with wavefunctions of the form given in section 2.3.2, the overlap
factor can be written as
2
L
∫ +L/2
−L/2
sin
(
kn +
npi
2
)
sin
(
k′m +
mpi
2
)
(2.38)
This is unity for states of identical indices and zero otherwise, giving rise to the selection
rule n = m for an infinite well. For finite QWs, the decay constants for electrons and
holes in the barriers for electrons and holes are different, and so their envelope functions
are not necessarily orthogonal and transitions between n 6= m subbands may occur. These
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are usually weak, however, and are strictly forbidden if n −m is an odd number, as the
overlap of states with opposite parity is zero.1 In section 2.4.2, the concept of selection
rules is expanded upon, with particular emphasis on cases relevant to experimental studies
described in this thesis.
2.4.2 Selection Rules for Spin-dependent Experiments
Interband absorption of a photon generates a hole in the valence band, and an electron in
the conduction band. The total momentum of the incoming photon = 1, and its projection
onto the positive z-axis = −1, 0, and + 1, for left-circularly polarised, linearly polarised,
and right-circularly polarised light respectively.
Near the Γ point of a crystal with zinc-blende symmetry, the conduction band is s-
like, with two degenerate spin states of total angular momentum 12 . The valence bands
are p-like, and these p-like orbitals are coupled to the electron spin to form four states-
the heavy hole (hh) and light hole (lh) bands, that have total angular momentum =32 . In
a quantum well, the degeneracy of the hh and lh bands is lifted, and the selection rules
for transitions between the valence and conduction subbands shown in figure 2.6 apply.
|J,mj〉 denotes the Bloch states of the subbands, where J is total angular momentum,
and mj its projection onto the positive z-axis.
CB (1/2, 1/2) (1/2, -1/2)
VB lh (3/2, 1/2)
VB hh (3/2, 3/2)
(3/2, -1/2)
(3/2, -3/2)
J,    m
j
J,    m
j
σ− 
pi
σ+σ+σ− 
pi
1 1
1/3 1/3
Figure 2.6: Selection rules for optical transitions in III-V semiconductor quantum wells, where
σ+, σ− and pi are right-circular, left-circular, and linear photon polarisations respectively. (J,mj)
refer to the quantum numbers for angular momentum and its component along the z-direction.
Relative strengths of transitions are also shown.
These selection rules can by understood by applying conservation of angular momentum
arguments; circularly polarised photons of positive (negative) helicity σ+ (σ−) propagating
normal to the interface plane, where the normal is chosen to be along the z-axis, must
change the projection of total angular momentum mj by +1 (−1). (For linear light,
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∆mj = 0.) Thus only the transitions in 2.6 are allowed.6–8
An important consequence of the selection rules from the point of view of this thesis,
is that they allow the generation of 100% spin-polarised electrons if the hh state in quan-
tum wells is pumped resonantly with circularly polarised light. The situation in a bulk
semiconductors is different. Excitation with e.g. σ+ now excites electrons from two states
degenerate in energy, with the transition from the mj = −32 state of the valence band,
to the mj = −12 state of the conduction band three times as probable as that from the
mj = −12 to themj = +12 states. The maximum spin polarisation, P , that can be achieved
by conventional means1 in bulk semiconductors is therefore 50%, where P = N↑−N↓N↑+N↓ .
2.4.3 Absorption
The most important absorption process in a bulk semiconductor is the fundamental ab-
sorption, in which an electron in the valence band is promoted to the conduction band by
the absorption of a photon. In quantum wells, the shape of the absorption spectrum can
be explained with reference to concept of confinement energy and quantisation of energy
levels introduced in section 2.3, and the selections rules discussed in 2.4.1. Transitions are
allowed when n = m, and the threshold for absorption occurs at a photon energy
h¯ω = Eg +Ehh1 +Ee1, (2.39)
where Ee1 and Ehh1 represent the energy levels of the first confined electron and heavy
hole states, respectively. It is clear from expression 2.39 that the absorption edge of the
quantum well is shifted by an energy Ehh1+Ee1 compared to that of a bulk semiconductor.
The confinement energies for electrons and holes are well-width dependent, and so it is
possible to tune the frequency of the absorption edge by varying the quantum well width.
The energy of the transition shown in figure 2.7 occurs at at a finite k, and so is given by
h¯ω = Eg + Ehh1 + Ee1 +
h¯2k2xy
2µ
, (2.40)
where µ is the electron-hole reduced effective mass.
1It has been suggested that 100% spin-polarisation can be achieved even in bulk semiconductors with
degenerate valence bands, using two-photon absorption.8
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Figure 2.7: The n = 1 transition in a QW at finite kxy, after Ref. 2.
Quantum well absorption is also dependent on the 2-D density of states introduced in
section 2.5, and therefore it too has a step-like structure- the absorption coefficient is zero
up to a threshold energy given by equation 2.39, and has a constant non-zero value for
each allowed transition thereafter. In figure 2.5 excitonic effects were neglected; these are
discussed in section 2.4.4.
2.4.4 Excitonic Absorption
In bulk semiconductors at room temperature, interband transitions involve electrons and
holes, which do not interact. Only at low temperatures does their mutual Coulomb attrac-
tion become prominent. Bound excitonic states are created, and can be identified as sharp
peaks in absorption and emission spectra. The binding energy of the exciton is small, and
so the exciton rapidly ionises with increasing temperature, mainly due to collisions with
thermal phonons. However, as discussed in section 2.3.4, in a 2-D system confinement of
carriers leads to an increased exciton binding energy.9 Excitons in quantum wells per-
sist even at room temperature, and so excitonic features corresponding to electrons and
holes residing in different subbands are resolvable. Each subband consists of an excitonic
doublet, due to the lifting of the heavy hole and light hole degeneracy.2
Exciton resonances in QW room temperature absorption spectra typically exhibit
broadened lineshapes- the dominant thermal mechanism which reduces exciton lifetime
is the presence of LO phonons.5 It has been shown that the heavy hole excitonic linewidth
is the sum of a constant inhomogeneous term, resulting from fluctuations in the well
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thickness, and a temperature-dependent term proportional to the density of LO phonons:
Γ(T ) = Γ0 +
ΓLO
exp(ωLO/T )− 1 . (2.41)
In equation 2.41, Γ0 is the width due to inhomogeneous broadening, and ΓLO a measure
of the interaction with LO phonons. From the temperature dependence of ΓLO, it is
possible to deduce a mean time for exciton ionisation, which has been found to occur on
subpicosecond timescales in GaAs and GaInAs MQWs.10
A necessary condition for exciton formation is that the group velocity of the electron
υe and hole υh are the same. Group velocity is defined as
υg =
1
h¯
δE
δk
, (2.42)
and therefore υe = υh where conduction and valence band gradients are the same at the
point of the Brillouin zone at which the transition occurs.1 At the zone centre all bands
have zero gradient, hence excitons can be formed during a direct transition at k = 0.
The energy of an exciton created during such a transition is equal to the energy required
to create the electron-hole pair, i.e. Eg, minus the binding energy due to the Coulomb
interaction, an expression for which was derived in section 2.3.4. Optical absorption due
to excitons therefore occurs at energies below the fundamental bandgap.
The strength of the quantum coupling between two states is known as the oscillator
strength. For the case of excitonic absorption, this quantity is proportional to the square
of the valence band to conduction band dipole matrix element, and to the probability of
finding the electron and the hole in the same unit cell (the latter is equivalent to the square
of the exciton relative motion orbital wave function).10 In 3-D systems, the absorption
oscillator strength is proportional to n−3, where n = 1, 2, 3 etc. In 2-D structures, by
comparison, it is proportional to (n+ 12)
−3, n = 0, 1, 2, etc., and so a 16-fold enhancement
of the oscillator strength is expected in ideal quantum wells. Both the increased exciton
binding energy and absorption oscillator strength in QWs are attractive for the realisation
of optoelectronic devices, particularly since the properties of the structure can be further
altered by the application of an external electric field.2
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Exciton Saturation
In the presence of a high density of optically generated carriers, the excitonic feature in
the quantum well absorption spectrum is saturated. Various mechanisms contribute to ex-
citon saturation at room temperature, and their relative contributions can be determined
experimentally using circularly-polarised light and different pulse widths in pump-probe
experiments.11 As exciton ionisation occurs on femtosecond timescales,10 exciton satu-
ration on picosecond timescales, or longer, results from free carriers. Theoretically, the
nonlinearities contributing to exciton saturation can be described by a Wannier equa-
tion deduced from a screened Hamiltonian for a two-band, quasi-2-D semiconductor, as
described in e.g. reference 11.
Pauli Exclusion Principle Effects
The Pauli exclusion principle results in a) fermion exchange effects- which give rise to a
repulsive energy between particles with identical spin and charge,11 and b) filling effects-
which result in the blocking of transitions, because states occupied by a fermion are
no longer available as final states in an optical absorption process. Together these two
effects result in a reduction of the exciton oscillator strength known as phase space filling
(PSF).10 Both filling and exchange hole effects are spin-dependent- PSF is therefore spin-
dependent, and can be separated from other contributions to exciton saturation. The
effects of PSF make it possible to deduce spin relaxation times of free electrons from the
circularly-polarised pump-probe experiments described in chapter 6, in which the change
in transmission of a weak probe pulse as a function of time delay relative to a strong pump
pulse is measured.
Coulombic Effects
The excitonic oscillator strength is also reduced by the Coulomb interaction of free car-
riers of the same charge, an effect which is referred to as screening. The Coulombic
effect is composed of contributions from a long-range screening potential, and a short-
range exchange term. In QWs, Coulomb screening has been shown to be negligible due
to reduced dimensionality, but the exchange term can be significant.10,12 Broadening is
another Coulomb-related effect, which results from carrier-carrier scattering. Broaden-
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ing increases the homogeneous linewidth of the exciton, while maintaining the oscillator
strength. Coulombic effects are not spin-dependent.
2.4.5 Recombination
The electron-hole pairs which are generated by absorption of a photon during an interband
transition return to equilibrium- i.e. the electron returns from the conduction state to the
empty state in the valence band- via several possible recombination mechanisms. These
may be either radiative, or non-radiative.
1. Radiative recombination occurs when the electron makes the transition from
an energy state in the conduction band to an empty state in the valence band, and all
or most of the energy difference between these two states is emitted as electromagnetic
radiation. The recombination rate depends on the density of carriers in both upper and
lower states, and the probability of a radiative transition between them, and thus can be
expressed as BN2. Here, B is the (carrier density dependent) bimolecular recombination
coefficient.
2. Non-radiative recombination occurs by two principal processes:
i) Shockley-Read-Hall recombination- this process relies on the presence of impurities.
The forbidden bandgap of a semiconductor is a consequence of the periodicity of the crystal
potential. Impurities, i.e. atoms not involved in sp3 bonding, cause deviations from this
periodicity, creating additional allowed electronic levels deep within the bandgap.4 During
Shockley-Read-Hall recombination, first an electron and then a hole are trapped on such
an intermediate state, where they recombine. The recombination rate due to Shockley-
Read-Hall processes is proportional to AN , where A is a constant.
ii) Auger recombination- this process may occur by five different ways in total, includ-
ing direct- and indirect-band, phonon assisted, trap-assisted and donor-acceptor related
processes.2 Amongst the direct band processes, various carrier configurations are possi-
ble. In the case of conduction band electron-electron scattering, an electron recombines
with a hole in a valence subband, and transfers excess energy gained from recombina-
tion to another conduction electron in the form of kinetic energy. This electron is moved
up the band, and eventually equilibrates with other conduction electrons via emission of
a phonon. Recombination by the Auger process is therefore proportional to the carrier
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density cubed, and an approximate expression for recombination by the Auger process is
given by CN3.
Auger recombination is an intrinsic process which is not facilitated by the presence of
impurities or defects. It can be significant in small bandgap semiconductors, but under
normal conditions a high concentration of carriers is necessary for the process to become
dominant. These carrier concentrations were not reached in experiments described in this
thesis.
Non-radiative recombination processes often occur in parallel and in competition with
radiative recombination, limiting the performance of optoelectronic devices. The total
recombination rate is
R(N) = AN +BN2 + CN3 (2.43)
The pump-probe experiments of carrier lifetimes discussed in chapter 5 measure an effec-
tive recombination time τeff . Given a radiative recombination process characterised by a
time τ , and a non-radiative process characterised by time τ ′, this effective time is:13
1
τeff
=
1
τ
+
1
τ ′
(2.44)
2.5 Spin Relaxation
2.5.1 Optical Orientation
Optical orientation involves the excitation of a population of spin-polarised carriers through
interband absorption of circularly polarised light. These photogenerated electrons and
holes live some time τr before recombining. During this time, the spin polarisation of
carriers decreases due to different relaxation processes,14 which are described in section
2.5.2.
The first demonstration of optical orientation of free electrons in a semiconductor was
by Lampel15 in 1968, who used nuclear magnetic resonance to detect the polarisation of
Si nuclei due to their hyperfine interaction with the spin-polarised electrons. In 1969,
Parsons detected spin-polarised CW luminescence of photogenerated electrons in GaSb.16
The first measurements of electron spin relaxation in quantum wells were carried out
by Miller et al in 1980.17 Since then, spin relaxation of carriers excited with circularly
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polarised light has been studied in a range of bulk and QW materials, driven by an interest
in the fundamental physics underlying spin relaxation, and with an eye to utilising the
phenomenon in optoelectronic applications.
Steady-state18 and time-resolved photoluminescence19 techniques available at the time
of the first reported measurements were limited by low luminescence efficiency at room
temperature, and, in the case of time-resolved measurements, the time resolution offered by
the streak camera detection system. The advent of ultrafast lasers has made possible the
observation of spin relaxation processes at room temperature, i.e. at the practical operat-
ing temperature of potential devices, and with high time resolution. Time-resolved, room
temperature pump-probe measurements of electron spin relaxation have been made in a
range of III-V semiconductor quantum well materials, including GaAs,20–22 InGaAsP,23–26
InGaAs,27–30 and InGaN.31 Spin-based optical nonlinearities have been used to obtain
values for fundamental physical properties of semiconductors, e.g. electron drift mobility,
using techniques such as electron spin gratings.32 Spin relaxation has also formed the
basis of applications such as all-optical polarisation switches.33
The focus of this thesis is electron spin relaxation in GaInNAs multiple quantum
wells. The optical properties of quantum wells are dominated by excitons. Clear exciton
resonances are visible at room temperature in QWs, due to the increased exciton binding
energy in a 2-D system. Quantum confinement also results in the lifting of the heavy hole
(hh) and light hole (lh) valence subband degeneracy at k = 0, and so the selection rules for
optical transitions allow the creation of 100% spin-polarised electrons in the conduction
band of quantum wells by absorption of circularly polarised light resonant with the hh
transition.
Spin relaxation of a photogenerated spin-polarised exciton population may occur in
three ways: spin relaxation of the exciton, spin relaxation of the constituent exciton car-
riers, or spin relaxation of the free carriers created upon exciton thermalisation.34 At
low temperature the exciton does not thermalise, and so spin relaxation times measured
are those of the exciton.35–38 At room temperature, these excitons ionise on femtosecond
timescales.39 The experiments described in this thesis were carried out at room tempera-
ture and with picosecond resolution, and so spin relaxation times quoted are those of free
carriers.
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In III-V compounds, hole spin is not a good quantum number, due to the effects of
large spin-orbit coupling and strong band-mixing.40 A change in heavy hole momentum
state results in a change in the admixture of the spin components.41 Hole spin is therefore
assumed to depolarise on timescales on the order of the momentum relaxation time.41 2
A hole spin relaxation time on the order of 110fs has been measured for bulk GaAs.42
However, removal of the hh and lh subband degeneracy by uniaxial strain or quantum
confinement results leads to an increase in hole spin relaxation time.6,40,41 Quantum wells
are therefore expected to exhibit considerably longer hole spin relaxation times, and times
ranging from 4ps35 to 1ns43 have been reported at low temperature. No evidence of hole
spin relaxation was seen in the experiments described in the following sections, indicating
hole spin relaxation takes place on timescales not resolvable by the system used.
Spin-orbit Coupling
Electron spin is coupled to orbital angular momentum via a relativistic effect known as
the spin-orbit interaction.3 The interaction scales with atomic number, so one expects
spin-orbit coupling to be significant in semiconductors containing heavier elements such
as Ga, As, etc. The Hamiltonian for the spin-orbit interaction can be expressed in terms
of the orbital angular momentum l and the spin s as
Hso = λl · s, (2.45)
where the spin-orbit coupling is represented by λ. The eigenfunctions of 2.45 are eigen-
states of the total angular momentum j = l+ s and its z component jz. The valence band
wave functions of zinc-blende-type crystals are p-like (l = 1) and triply degenerate. For
l = 1 and s = 12 , the eigenvalues of j can have two possible values:
3
2 and
1
2 . The spin
orbit interaction splits these j = 32 states (corresponding to the hh and lh subbands) and
j = 12 states (the so subband). This splitting shifts the so subband to appreciably lower
energies, and is denoted by ∆ ; the spin-orbit splitting.
In the case of tetrahedral semiconductors of the zinc-blende structure, spin-orbit cou-
pling is responsible for the splitting of band state degeneracies at higher symmetry points
2Momentum relaxation time is defined as the time required for randomisation of electron velocity, and
is most commonly associated with impurity and phonon scattering.3
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of the Brillouin zone. This occurs in the top valence bands at Γ, L, and X, and at the
same points for the p-like conduction bands.44 However, all states at these points remain
at least doubly degenerate; this corresponds to the Kramers degeneracy (also known as
time reversal symmetry).
En(k) = E−n(−k). (2.46)
Here n refers to quantum numbers other than k, including the spin of the electron. The
Kramers degeneracy requires a spin state at a general k to have the same energy as the
opposite-spin state at -k. For crystals with inversion symmetry (En(k) = En(−k)), all
states at a given k are therefore doubly degenerate:45
En(k) = E−n(k). (2.47)
However, zinc-blende crystals (such as III-V semiconductors) are non-centrosymmetric,
and a two-fold symmetry throughout the Brillouin zone is not required;46 only along
< 100 > (∆ direction) do all states remain doubly degenerate. For other k’s inside
the Brillouin zone, all states become non-degenerate. (The largest spin-orbit splitting is
expected along the < 110 > directions, as they are located centrally with respect to the
< 100 > and < 111 > directions along which all or most of the splittings vanish.)44 The
Hamiltonian of an electron in the conduction band of a semiconductor without a centre
of inversion becomes14
Hˆ =
h¯2 k2
2me
+
h¯
2
σˆ ·Ω (k), (2.48)
where σˆ are the Pauli matrices, and Ω (k) a vector such that
Ωx(k) = α h¯2
(
me
√
2meEg
)−1
kx
(
k2y − k2z
)
. (2.49)
The value of the spin-splitting is given by the a dimensionless coefficient α. Lack of
inversion symmetry in zinc-blende semiconductors therefore causes a spin-splitting of the
conduction band (proportional to the electron momentum) which is equivalent to the
existence of a magnetic field Ω acting on the spins; the magnitude and direction of this
field depend on the magnitude and direction of the electron wavevector k. This effective
magnetic field plays an important role in spin relaxation by the D’yakonov-Perel’ process,
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described in section 2.5.2.
2.5.2 Spin Relaxation Mechanisms
When discussing the physical processes responsible for spin relaxation of electrons, three
mechanisms are commonly considered.41 Of these, the D’Yakonov-Perel’ (DP) and Elliott-
Yafet (EY) mechanisms stem from the effect of spin-orbit coupling and changes in electron
momentum caused by scattering by impurities or phonons. The third, so called Bir-
Aronov-Pikus mechanism, results from the exchange interaction with a hole.
As quantum wells were the focus of experimental investigations described in this thesis,
special emphasis is given in the following sections to spin relaxation in the 2-D case.
Quantum confinement alters both the momentum distribution and scattering rates in
a semiconductor, which has implications for spin relaxation processes governed by the
spin-orbit interaction. Spin flip by the exchange interaction is also affected by reduced
dimensionality, due to the lifting of the degeneracy of lh and hh subbands in QWs.47
D’yakonov-Perel’
A mechanism describing spin relaxation of electrons in bulk semiconductors arising from
the spin-orbit splitting of the conduction band was first proposed by D’yakonov and Perel’
in 1972.48 In the D’Yakonov-Perel’ (DP) description, spin precession around the effective
magnetic field of frequency Ω, defined in equation 2.49, in the intervals between collisions
gives rise to spin-relaxation. In the case of frequent collisions, the rate of relaxation is
proportional to the square of the effective field.
Collisions which change electron momentum retard spin relaxation, which is explained
as follows.14,48 Changes of the electron momentum due to scattering events result in ro-
tations of the precession axis; the time interval between rotations is of the order of the
momentum relaxation time, τp. Typically, the spin-splitting of the conduction band and
the scattering time are very small, and soΩ τp ¿ 1. The angle of spin precession during the
time interval between collisions is therefore small; the electron is unable to follow the fre-
quent rotations of the precession axis. (This is the so-called motional narrowing regime.49)
Dynamical averaging of the effective magnetic field therefore takes place, suppressing the
effect of spin-orbit splitting. The spin relaxation time in this case is τs ∼
(
Ω2τp
)−1
, where
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Ω2 is Ω2 averaged over the quasimomentum directions. A feature of the DP mechanism
is therefore that spin relaxation is more efficient for cleaner crystals, i.e. longer τp, and
higher electron energies (as the effective magnetic field has a cubic k dependence50). Spin
relaxation by the DP process is given by the expression21
1
τs
= Aα2cτp
(KbT )3
h¯2Eg
, (2.50)
where Kb is the Boltzmann constant, T the temperature, A a numerical coefficient depen-
dent on the dominant momentum relaxation mechanism, αc a parameter related to the
spin splitting of of the conduction band, and Eg the bandgap energy.
D’yakonov and Perel’s work was later extended to the quantum well case by D’yakonov
and Kachorovskii. The spin-orbit splitting in bulk zinc-blende crystals is proportional to
the cube of the electron momentum.46 D’yakonov and Kachorovskii found that in the two-
dimensional case, the projection of the electron momentum along the normal to the 2-D
layer is much greater than in the plane of the layer. On averaging the spin-orbit splitting
along the motion of an electron in the direction perpendicular to the layer, the splitting
was found to be a linear function of k.50 The effective magnetic field resulting from the
splitting is therefore greater in the 2-D case at values close to k = 0, leading to an increase
in the spin relaxation rate. The 2-D enhancement of the spin relaxation rate for a given
electron energy ² is given by the factor (h¯2/m∗a²)2, where m∗ is the electron effective
mass and a the quantum well thickness. D’yakonov and Kachorovskii also noted that the
nature of spin relaxation depends strongly on the orientation of the two-dimensional layer
relative to the crystal axes.50 Experimental studies have verified that spin relaxation by
the DK mechanism is suppressed along certain crystallographic axes; Ohno et al found a
30-fold increase in τs in (110) QWs compared to (100) QWs at RT.51,52
An expression for electron spin relaxation time τs by the D’Yakonov-Kachorovskii (DK)
mechanism is given by Bastard and Ferreira:53
1
τs
=
2(αE1e/h¯)2
(Eg kb T )
∫ ∞
0
² τν (²) exp{−²/kb T} d², (2.51)
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and simplified by Tackeuchi et al :29
1
τs
=
16Kb T m∗3(γ E1e)2
h¯8
τp. (2.52)
In these expressions α is a numerical coefficient for the spin-splitting of the conduction
band, E1e is the quantum confinement energy of the first state in the two-dimensional
structure measured from the bottom of the well, ² is electron energy, γ is a spin-splitting
factor, and τν and τp are velocity and momentum relaxation times respectively. From 2.52,
it can be seen that in QWs DK theory predicts τs ∝ E−21e , which is a defining characteristic
of spin relaxation by the DK mechanism.
According to expressions 2.50 (2.52), the spin relaxation rate by the DP mechanism
in bulk (DK mechanism in QWs) is predicted to have a cubic (linear) temperature depen-
dence. The relation τ−s 1 ∝ τpT 3 holds in the case of bulk material, but also for wide wells
at high temperature, i.e. E1e < kBT . Narrow wells at low temperature, i.e. E1e > kBT ,
show the τ−s 1 ∝ τpT dependence.22 However, the mechanisms determining the momentum
relaxation time, τp, are also expected to vary with temperature.
Despite the fact that many authors have made use of DK theory to explain their
experimental findings, the model is not completely adequate, as has been indicated out by
Flatte´ et al45 and Lau et al.54 Using the approximations of DK theory applied to (001)
quantum wells, they obtain
1
T1
=
1
n
∫
D(E)f(E)[1− f(E)] τ1 (E)Ω21 (E) dE (2.53)
∝
∫
D(E)f(E)[1− f(E)] τ1 (E)E dE = µ. (2.54)
Here T1 is the longitudinal spin relaxation time, 3 τ1 the effective time for field reversal,
and Ω1 the Larmor precession vector. This result implies that the spin relaxation rate
is proportional to electron mobility, independent of the dominant scattering mechanism
and that, again, it is proportional to E−21e . This has not been supported by more recent
experimental studies,57 with measured trends being weaker than those predicted theo-
retically. Flatte´ et al point out that the approximations upon which DK theory relies,
3The transverse and longitudinal spin relaxation times T1 and T2 were first used in the context of nuclear
spins.55,56 In the case under discussion here, the effective spin flip time for a single spin τs = 2T1.
45
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namely kT ¿ E1e ¿ ∆Ec, where ∆Ec is conduction band offset, are restrictive and dif-
ficult to satisfy at room temperature. The authors have found that calculations using a
fourteen-band heterostructure model54 give better agreement with experiment.
Electron spin relaxation has been attributed to the DP process in bulk GaAs at T ≥
100K,17 bulk n-InAs for T ≥ 77K,58 bulk InAs at room temperature59 and GaAs,21,22,27
InGaAs,29 and InGaAsP23 quantum wells at room temperature.
Elliott-Yafet
In contrast to the DP process which is the main spin relaxation mechanism in semicon-
ductors lacking inversion symmetry, in centrosymmetric crystals a mechanism suggested
by Elliott60 and Yafet55 dominates. Spin relaxation by the Elliott-Yafet (EY) mechanism
is also a consequence of spin-orbit coupling in the material, but is essentially scattering
driven.
Due to the strong spin-orbit coupling induced by lattice ions, the ’spin up’, ↑ and ’spin
down’, ↓ Bloch states in real crystals are not spin eigenstates, but instead an admixture
of opposite spin states.45,58 These mixed spin-up and spin-down states can couple to
each other via momentum scattering, leading to spin flip. (A further contribution to the
mechanism occurs in narrow gap semiconductors, where there is also strong mixing of
conduction band states with valence band states through the k · p interaction across the
narrow bandgap.58)
The necessary momentum scattering events are caused by interactions with impurities,
boundaries, phonons, etc. In contrast to the DP case, spin dephasing by the EY process
occurs only in the short period of time during the collision event.7 It follows that the more
scattering is present, the more rapidly the spin relaxation occurs; 1/τs is proportional
to 1/τp. Spin relaxation by this process is therefore characterised by relaxation times
decreasing as the material becomes less pure.
Fishman and Lampel49 obtained an expression for the bulk semiconductors
1
τs(²)
= A
(
∆so
Eg +∆so
)2( ²
Eg
)2 1
τp(²)
, (2.55)
which was modified by Tackeuchi et al30 to obtain an approximate expression for spin
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relaxation in the QW case
1
τs(²)
= A
(
∆so
Eg +∆so
)2(
1− m
∗
m
)2 E1ekT
E2g
1
τp(²)
. (2.56)
Here, A is numerical factor on the order of one, which depends on the dominant scattering
mechanism,7 and ∆so is the spin-orbit splitting energy. According to this formulation
there is a clear dependence of τs on quantum confinement energy E1e; τs ∝ E−11e . The fact
that EY and DK theories predict different dependences of τs on E1e in QWs (c.f. equation
2.52), has been used to distinguish between the two mechanisms.30,51 In addition, τ−1s by
the EY mechanism is expected to vary with T 2 for both bulk and 2-D systems,22 while
τ−1s ∝ T in DP theory applied to QWs. Equation 2.55 shows the relevance of the EY
mechanism in small bandgap semiconductors with large spin-orbit coupling terms, e.g.
InSb.
The EY mechanism is generally not expected to dominate in medium to large band gap
bulk III-V semiconductors at room temperature, given the bandgap energy dependence of
spin relaxation by this process. However, it has been suggested that the process may be
stronger in quantum wells.34,41,61 It has also been shown to become significant for smaller
band gap systems, where increased mixing of valence band states and conduction band
states is expected.30,49 Tackeuchi et al identified the EY mechanism as the dominant
process in InGaAs MQWs at RT.30 Litvinenko et al found that, at high temperature, the
EY and DP mechanisms became comparable in low-mobility InSb QWs.62
Bir-Aronov-Pikus
The third mechanism for electron spin relaxation was first proposed by Bir, Aronov and
Pikus.63 This so-called BAP process is the result of exchange and annihilation interaction
with a hole. It can be very efficient in doped samples,49 where ionized impurities give
rise to a Fermi sea of carriers. In p-type semiconductors, spin-flip occurs via scattering
between photoexcited electrons and the degenerate holes.47
Bir, Aronov and Pikus considered two cases in the formulation of their theory. In the
first, the holes are strongly scattered by impurities or phonons, and so the hole momentum
relaxation rate is larger that the precession rate of the magnetic field which causes spin-
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flip via the exchange interaction. Under these conditions, the electron spin relaxation
time is inversely proportional to the hole momentum relaxation time.41,63 In the opposite
limit, i.e. weak hole scattering, electron spin relaxation is governed by the Fermi golden
rule of exchange scattering with holes, averaged over the hole population. Maialle47 has
calculated the electron spin-flip rate, 1/τs, when an electron with momentum k and spin
1
2 (↑) is scattered to a conduction state with spin −12 (↓) to be
1
2 τs(k)
=
2pi
h¯
∑
p,p′,k′
∑
m,m′
fp,m(1− fp′,m′)
× |〈ψ↓k′ ϕm
′
p′ |Vexch|ψ↑k ϕmp 〉|2
× δ(Eek↑ +Ehpm −Eek′↓ − Ehp′m′),
where Ehp (E
e
k) is the energy of a hole (electron) with momentum p (k), and m and m’ are
the possible hole momenta, ±32 and ±12 . fp,m is the Fermi distribution of holes, and Vexch
the exchange matrix element for bulk semiconductor or quantum wells, as appropriate.
Maialle et al found that the spin relaxation rate of electrons close to the conduction
band edge was slowed down in p-doped QWs, due to the lifting of the degeneracy of
hh and lh subbands, which they attributed to a reduction in phase space available for
e − h scattering.47 Damen et al found the BAP mechanism to be dominant in p-doped
GaAs QWs.35 Wagner et al showed that the electron-hole exchange interaction can be
suppressed by spatial separation of the carriers.64
In p-doped materials lacking inversion symmetry, the BAP mechanisms can coexist
with the DP and EY mechanisms. However, in general, the BAP mechanism tends to
dominates at high doping levels and low temperatures.7 The process is expected to have
a relatively weak temperature dependence in both bulk and QWs,22 while spin relaxation
by the DP mechanism becomes increasingly important at higher electron energies. The
DP mechanism can therefore become dominant at high temperatures, even in the presence
of large acceptor densities.
Spin relaxation due to electron scattering on holes can also occur by the EY mechanism,
but it is expected to be much less efficient.14,63
The BAP process is described in this section for completeness. However, it was not
considered as a possible mechanism for spin relaxation in the room temperature investi-
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gations of undoped MQW samples described in this thesis, as it becomes significant only
at high doping levels and low temperatures .7
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Chapter 3
GaInNAs
Gallium indium nitride arsenide is one of the group III-V-N alloys, in which the group-V
element has been partially replaced by nitrogen. These alloys have emerged as a topic of
intense research interest, both experimental and theoretical, due to their unique physical
properties and a wide range of possible device applications.
Incorporation of N in low concentrations has a profound effect on the electronic proper-
ties of these alloys,1 including a dramatic reduction of the bandgap energy with increasing
nitrogen content. This effect offers the opportunity to use N containing alloys as the basis
for optoelectronic devices operating at long wavelength ranges, in particular the 1.3µm
and 1.55µm wavelengths important for telecommunications. With the correct choice of
indium content, it is possible to grow GaInNAs lattice-matched to GaAs, which expands
the potential of GaAs as a technological material. Coherent growth on GaAs enables, for
example, the production of monolithic vertical-cavity surfaced-emitting lasers based on
the use of high refractive index contrast AlGaAs/GaAs distributed Bragg reflectors. The
material system usually used at 1.3µm and 1.55µm is GaInAsP/InP, but GaInNAs/GaAs
devices are expected to have comparatively stronger electron confinement, due to the large
conduction band offset ratio.2 This gives nitrides an advantage over competing phosphide
technologies in terms of high temperature performance of both edge- and surface-emitting
lasers.3 Modulator devices based on GaInNAs QW structures have also been proposed.4
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 Figure 3.1: The relationship between lattice constant and bandgap energy in III-V alloy semicon-
ductors, including GaInNAs lattice-matched to GaAs. Adding In to GaAs (i.e. creating a GaInAs
alloy) increases the lattice constant, while adding N to GaAs (producing GaNAs) decreases the
lattice constant. Adding both In and N to GaAs therefore allows GaInNAs to be grown lattice-
matched to GaAs. Both In and N cause a decrease in alloy bandgap energy, Eg, in contrast to
conventional semiconductors, where a decrease in lattice constant is accompanied by an increase
in Eg.5 Reproduced from reference 5.
3.1 Electronic Structure
When nitrogen is introduced to III-V semiconductor alloys in low, impurity-like concen-
trations, (the so-called ultra-dilute regime) highly localised acceptor levels are created.
In the case of GaInNAs, these levels lies above the conduction band edge of the GaInAs
host matrix.6 Formation of N-containing alloys with larger molar fractions of nitrogen
results in a significant reduction of the fundamental bandgap energy. This is attributed
to the the large difference in electronegativity and atomic size between N and As (causing
stretching and compressing of neighbouring bonds), which results in a strong perturbation
of the host crystal.7 This behaviour is usually described in terms of an extreme bandgap
bowing, and deviates dramatically from that of conventional III-V semiconductors. In the
case of the latter, the alloy bandgap energy varies almost linearly between the bandgap
energies of the parental binary or ternary compounds, with a small quadratic correction.
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In GaxIn1−xAs, for example, the difference between the measured gap of the ternary alloy
and its constituent binary alloys is δE = bx(x − 1), where the constant b is called the
bowing parameter.8 N-containing alloys exhibit a strong nonlinear variation: substitut-
ing 1% of N for As in GaAs decreases the room temperature bandgap energy from 1.42
to 1.25eV, although the bandgap energy of GaN is 3.43eV.9 The bandgap reduction in
GaInNAs is smaller, which is predicted theoretically when ordering of the N atoms in the
GaInAs matrix is taken into account.10
Another characteristic of dilute nitrides is the unusually large electron effective mass
observed in these alloys. Attempts to explain the physical origin of both the large electron
effective mass, and the large bandgap bowing, have focused on two approaches. The first
is based on the empirical band anticrossing (BAC) model, and the second on detailed
band structure calculations. A review of theoretical models that have been employed is
provided by e.g. Skierbiszewski et al.11
3.1.1 Band Anticrossing Model
Replacement of some As atoms by N atoms in GaInAs alloys results in a highly localised
N-induced perturbation. An energy level associated with the narrow resonant band formed
by the N states interacts strongly with the energy level associated with the extended states
of the conduction band of the GaInAs matrix. This anticrossing interaction results in a
splitting of the conduction band into two non-parabolic subbands, with energy minima at
E+ and E− as shown in figure 3.2.
E±(k) =
1
2
{EN (k) + EM (k)± [(EN (k)− EM )2 + 4V 2MN ]
1
2 } (3.1)
Here, EM is the energy of the GaInAs matrix conduction band edge, EN the energy of the
N level (both relative to the top of the valence band), VMN is a matrix element describing
the interaction between EM and EN , and k is the electron wavevector.
The splitting between the E+ and E− bands is proportional to the amount of nitrogen
present: the E+ minimum shifts to higher energy with increasing N content, while the
lower branch, E−, shifts to lower energy. The energy of the fundamental bandgap is
determined by the E− transition, and is therefore decreased with increasing nitrogen
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concentration. This phenomenon is described by the Band Anticrossing (BAC) model. It
was first proposed by Shan et al, who used it to explain the greatly reduced and strongly
nonlinear dependence of GaInNAs bandgap energies on hydrostatic pressure. Evidence
for the existence of the conduction subbands predicted by the model was subsequently
provided by photoreflectance measurements.1 Incorporation of N into Ga(In)NAs has
significant effects on the conduction band only; the effects on the electronic structure of
the valence band have been shown to be negligible.11,12
E
+
E
-
E
N
E
M
lh hh
so
Figure 3.2: The Brillouin zone of GaInNAs in the vicinity of the Γ point, according to the band
anticrossing (BAC) model. EM is the unperturbed conduction band of the GaInAs matrix, and
EN an energy level associated with narrow resonant band formed by the nitrogen states. E+ and
E− represent subbands arising from a splitting of the conduction band. Hh, lh and so denote the
heavy hole, light hole, and split off-hole subbands, respectively. After Shan et al.12
3.1.2 Influence of Nitrogen Clusters
Both the BAC model and the results of band structure calculations have been highly
effective in describing the band edge energies of dilute nitride alloys. The BAC model has
also been implemented in the interpretation of photoreflectance measurements, and has
successfully predicted the energies of quantum well excited state transitions for a wide
range of samples and as a function of hydrostatic pressure. However, although it gives a
good description of the variation of E+ and E− with composition, the BAC model does
not provide much band structure detail, and has not been successful in predicting the
electron effective mass. (Although the non-parabolic E− predicted by the BAC model in
itself must lead to an enhanced effective mass.13) A good estimate is available only for
indium-containing samples, and samples of very low (< 0.05%) nitrogen concentration.
For materials such as GaNAs with > 0.1% N the BAC model significantly underestimates
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the conduction band edge mass,6 which has been shown to increase almost linearly with
increasing nitrogen concentration up to a value of approx. 0.11m0 for a N content of 5%.14
It has been proposed that the unexpectedly large electron effective mass observed in
many dilute nitride samples can be explained by combining the insights of the BAC model
with the band structure calculations of the so-called cluster-state model. Experimental
studies have shown that the nitrogen defect level above the conduction band edge treated
by the BAC model is in fact a range of defect levels, which arises from the formation of
N complexes. Lindsay et al have refined the BAC model to include the effects of nitrogen
clusters and interactions between neighbouring nitrogen atoms randomly placed within
the alloy. This modification has been found to provide a more complete theory. It gives a
more satisfactory description of the conduction band dispersion, and finds that the large
electron effective masses can be accounted for by hybridisation of the conduction band
edge with N states close to the band edge.6,15 The authors have also used the BAC model
in conjunction with the cluster-state model to calculate an electron mobility in GaInNAs
which is in close agreement with experimental observations. Strong scattering due to N
atoms is expected to substantially limit the electron mobility in dilute nitride alloys.15,16
3.1.3 Traps
The incorporation of N in the ternary alloy GaInAs reduces the strain inherent in GaInAs/GaAs
QWs, lowers the bandgap energy- thus enabling emission at optical communications
wavelengths- and increases the conduction band offset of the system.5 However, the dispar-
ity in size and electronegativity between N and the replaced As atom, are known to favour
the formation of crystalline defects.17 These defects act as non-radiative recombination
centres or traps, which compete with radiative recombination channels for free carriers.
A high density of non-radiative recombination centres may, however, not be due to the
presence of N as such, but rather a consequence of the low growth temperatures which are
necessary to prevent phase separation of GaInNAs into N-rich regions (GaN) and In-rich
regions (InAs). Defect density has been seen to rise with decreasing growth temperature,
and it has also been shown that materials such as GaInAs and GaAsN contain higher
numbers of nonradiative recombination centres when grown at temperatures optimised
for GaInNAs.18 The rapid degradation of optical quality with increasing N concentration
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remains an issue, even in good quality material free of structural defects. This manifests
itself in e.g. low luminescence efficiency. Thermal annealing, either in-situ (i.e. in the
growth chamber),19 or in the form of a post-growth rapid thermal annealing (RTA), has
been demonstrated to be an effective means of addressing this problem. However, much is
yet unknown about the nature and formation mechanisms of dominant defects in GaInNAs
which remain even after RTA treatment.17 Defects are currently one of the main obstacles
hindering rapid progress of optoelectronic device applications utilising dilute nitrides.17
3.2 Thermal Annealing
3.2.1 Improved Luminescence Efficiency
Several reports have shown increases in PL intensity of over one order of magnitude in
GaInNAs QW samples upon annealing,18,20–22 to the extent where luminescence efficiency
is comparable to that of QWs containing no N.18,21 This much improved Pl intensity in
annealed samples has been attributed to a reduction in the concentration of point defects
associated with nitrogen.21–23 Improved interface morphology after annealing has also
been reported.21
It has been demonstrated that saturation of integrated PL intensity can be achieved
by annealing at relatively low temperatures for longer times, and by annealing at higher
temperatures for shorter times; the latter is preferable, as longer annealing times result
in an increase in PL FWHM.24 Annealing at temperatures above that at which the PL
intensity reaches its maximum leads to a decrease in PL intensity, which may be caused
by the generation of new non-radiative defects.21
Post-growth annealing treatments have been shown to be more effective for samples
grown at lower temperatures, supporting the suggestion that lower growth temperatures
promote the formation of defects.18
3.2.2 Blueshift in Bandgap Energy
A further, undesirable, consequence of annealing is a well-documented blueshift of the
bandgap, which is proportional to the nitrogen concentration.21 It has been found that
this blueshift increases rapidly with increasing temperature (or longer annealing time) un-
42
til it saturates.24,25 This blueshift has been attributed to the existence of a set of discrete
bandgaps for GaInNAs, which arise as N atoms are substituted into sites with different
nearest-neighbour environments.26,27 Moving the nitrogen isovalent traps from Ga rich
sites to In rich sites results in a blueshift of the bandgap without a change in alloy compo-
sition. It has been shown that a set of five bandgaps- corresponding to the five different
nearest neighbour environments- exist in Ga1−xInxNyAs1−y of the same composition (x, y),
and that these bandgaps differ in energy by more than 100meV.
One explanation for the effect of annealing on the bandgap of the GaInNAs alloy is
provided by the so-called ’short range ordering’ description, an outline of which now fol-
lows. N is characterised by a large difference in size and electronegativity compared to As;
this leads to a strong deformation at the crystal potential, and a redshift of the GaInNAs
bandgap described by the BAC model.1 During crystal growth, i.e. under non-equilibrium
conditions, chemical bonding at the surface favours Ga-N bonds over In-N bonds, and so N
is placed primarily into lattice sites surrounded by four Ga atoms.19 This non-equilibrium
surface state persists even after completion of the growth process.26 In contrast, at equilib-
rium, In-N bonds are favoured, to reduce local strain.28–30 Under appropriate conditions,
annealing transforms the non-equilibrium bulk state into the equilibrium bulk state, by
allowing N ions to hop to In-rich environments via an As vacancy. Lordi et al found a
nearly random bond distribution peaking around one N-In nearest neighbour for as-grown
GaInNAs on GaAs, whereas annealed material peaked at two to three N-In nearest neigh-
bours.25 This increase in the number of In nearest neighbours is thought to result in a
reduction of the magnitude of the crystal perturbation, and a blueshift of the effective
bandgap.31,32
Various other contributions to the annealing-induced blueshift, acting either individ-
ually or in conjunction with others, have been proposed.31 Interdiffusion of Ga and In
would yield graded interfaces, creating a shallower QW and therefore causing an upward
shift in quantum confinement energies,21,29,33 but this has not been supported by some
studies,18,34 and found to be of only limited importance in others.24 It has also been
suggested that annealing causes homogenisation of In distribution within the well, and
diffusion of N out of the well,35 leading to a blueshift.
The magnitude of all contributions outlined above depend strongly on both growth
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and annealing conditions,24,36 and it has been proposed that only rearrangement of the
local N environment should be considered an intrinsic microscopic effect, as it does not
alter the alloy composition on a mesoscopic scale.31
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Chapter 4
Experimental Techniques and
Sample Description
4.1 Introduction
In this chapter, the semiconductor multiple quantum well samples, and experimental meth-
ods employed to characterise them, are described in detail. Section 4.2 includes descrip-
tions of linear absorption experiments, pump-probe technique, and related beam profiling
methods. A detailed sample description is provide in section 4.3, which includes PL spec-
tra and band structure calculations obtained in collaboration with other universities, and
the results of linear absorption measurements, and energy level calculations. This sec-
tion also addresses the issue of waveplate characterisation, which is dealt with in detail in
Appendix A.
4.2 Experimental Technique
4.2.1 Linear Absorption Measurements
For the purposes of the experiments described in chapters 5 and 6, it was necessary to
determine the wavelengths at which excitonic resonances in the multiple quantum well
(MQW) samples occurred; this was achieved by performing linear absorption measure-
ments using a white light source. Knowledge of the degree of absorption expected from
the samples is also a useful indicator of the feasibility of the detection of probe trans-
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mission changes in pump-probe experiments. The experimental configuration for linear
absorption measurements is shown in figure 4.1.
Light from a 200W tungsten bulb was coupled into the monochromator input slit,
and collimated at the output slit. The light was then focused onto the sample, which
was mounted on a 3-D translation stage. A cut-off filter for wavelengths of 680nm and
below was used to prevent higher order harmonics produced by the monochromator from
reaching the sample. Light passing through the sample was collected and focused onto
a germanium detector using a further series of lenses. The monochromator was scanned
through the wavelength range of interest, and an optical chopper and lock-in amplifier used
for phase sensitive detection of the signal. The light intensity transmitted (absorbed) by
the sample at a given wavelength is proportional to the amount of signal detected.
Monochromator
Computer
Lamp
Lock-in
amplifier
Sample
Detector
Chopper
Figure 4.1: Experimental configuration for linear absorption measurements.
In order to correct the transmission spectrum for the spectral characteristics of the light
source and the optics used, the measured transmission spectrum of the MQW sample
was normalised, by dividing it by the spectrum measured in the absence of a sample. To
convert the transmitted signal to units proportional to the material absorption, Beer’s law
was applied:
I(z) = I0e−αz (4.1)
Here, I0 is the light intensity incident on the sample, I(z) the light intensity measured at a
position z (given light propagating in the z-direction), and α is the absorption coefficient.
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The transmissivity T , which is the quantity effectively measured by the technique described
here, is then given by
T = ln
(
I(z)
I0
)
= −αz. (4.2)
T must be corrected to allow for reflections from the front and back surfaces of the sample,
and so
T = (1−R)2(−αz), (4.3)
where R is the reflectivity of the surfaces, GaAs in this case, and is calculated using the
relation
R =
(
n− 1
n+ 1
)2
, (4.4)
where n is the refractive index. A further small correction was made to take the wavelength
dependence of the refractive index into account. This term was calculated using the
Sellmeier coefficients for GaAs. Using this information, it was possible convert the collected
data to the form plotted in the figures of section 4.3.3, where absorption is in units of αz,
i.e. the absorption coefficient times the total thickness of well material.
4.2.2 Pump-Probe Technique
Background
The pump-probe (also referred to as excite-probe) technique is a common means of char-
acterising ultrafast dynamics of materials in the time domain,1 and forms the basis for the
experiments detailed in chapters 5 and 6. The technique is based on stimulating a carrier
density change in the sample using a strong pump pulse, and measuring the corresponding
change in transmission of a weak probe pulse which has variable time delay relative to the
pump, at fixed intervals. The transient which is obtained by plotting the change in probe
transmission versus time delay yields a decay time, which is characteristic of the recovery
(recombination) time of the carriers responsible for the transmission change.
The transmission change (∆T ) of the probe pulse is proportional to the change in
carrier density (ρc) generated by the pump pulse,
d∆T
dt
∝ dρc
dt
. (4.5)
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Assuming the excitation G(t) is in the linear regime (i.e. ∆T is not saturated by the pump
pulse), the change in carrier density can be expressed as:
dρc
dt
= − ρc
τR
+G(t), (4.6)
where τR is the recovery time of the carriers, e.g. the time for carrier recombination as
referred to in chapter 5, and the generation pulse can be written as
G(t) = I0exp
(−t2
∆t2
)
. (4.7)
In expression 4.7, ∆t is the pulse duration. Given an initial carrier density ρc0, the carrier
density at time t is
ρc = ρc0exp
(−t
τR
)
, (4.8)
and so the 1/e time associated with the exponential decay described by equation 4.8 yields
a recovery time τR.
Experimental Configuration
The experimental configuration for the degenerate time-resolved pump-probe measure-
ments described in this thesis is shown in figure 4.2. A Spectra Physics Tsunami Ti:Sapphire
laser, pumped by a diode-pumped Spectra Physics Millennia V solid state laser, in turn
pumps an optical parametric oscillator (OPO). This OPO can be cavity length- and
temperature-tuned to produce pulses of the desired wavelength, enabling specific quan-
tum well transitions (e.g. that producing the 1st heavy hole exciton, c.f. chapter 6) to
be targeted. The pulses produced are of approximately 1.4ps duration (see section 4.2.3),
and the 82MHz repetition rate of the system, results in a 12ns separation between pulses.
Upon leaving the OPO, a small percentage of the beam is diverted to a Rees spectrom-
eter using a glass slide (not shown on figure 4.2), which allows the spectral characteristics
of the OPO output to be observed. The pulse train reaches a beamsplitter shortly after-
wards, at which point the beam is divided into two arms, which are now termed pump and
probe. The probe arm is directed into a corner cube mounted on a motor-driven variable
delay stage, which allows the path length of the probe to be varied relative to the pump.
The point at which pump and probe arms are equal is referred to as ’zero delay’. To ensure
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the probe power is ≤ 0.1 the pump power, a neutral density (ND) graded filter wheel is
placed in both pump and probe arms. The filters is placed at an angle that minimises
reflections which could reach the detector.
 532nm CW
Ti:Sapphire 840nm
OPO
Computer
Lock-in
Amplifier Optical
chopper
Detector
Sample
ND Filter
Beam
splitter
Probe
Pump
Stepper motor driven
variable probe delay
λ/4 plate 
Probe
Retroreflector
λ/4 plate 
ND Filter
Chopper
 wheel
Lens
Figure 4.2: Configuration for pump-probe experiments utilising circular polarisation for spin re-
laxation time experiments. A generic, linearly polarised, pump-probe set-up would include one
halfwave plate instead of the two quarter waveplates shown, and an analyser after the sample to
reject the pump.
After a series of reflections from mirrors, shown schematically in the figure above,
the path of the probe arm is aligned parallel to that of the pump. An optical chopper
is placed in the path of the pump, which allows phase-sensitive detection of the change
probe transmission when used in conjunction with a digital lock-in amplifier. Pump and
probe are focused on the sample using a 10cm converging lens. The sample is mounted
on a 3-D translation stage, which allows it to be more easily positioned at the overlapped
foci of pump and probe. At the sample, the chopped pump beam transfers its modulation
to the probe. The probe signal transmitted through the sample is focused onto a biased
large area germanium photodiode, which detects the change in probe signal induced by
the pump. The translation stage movement is controlled by an Agilent VEE program,
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run from the computer which is connected to the stage by an IEEE interface card. Before
zero delay, i.e. at when the probe arm reaches the sample before the pump, the signal
should in theory be zero, but in practise is non-zero, due to the presence of pump scatter
which reaches the detector. At zero delay, pump and probe arms are equal, and a sharp
rise in probe transmission occurs if both beams are sufficiently overlapped at the sample.
The signal detected decays exponentially at points after zero delay, as outlined in section
4.2.2. The lock-in output corresponding to this signal is recorded by the computer.
It is crucial to minimise the amount of pump scatter reaching the detector, which,
due to the large power of the pump relative to the probe, can easily mask small probe
transmission changes. Once pump and probe arms have focused in the sample and begin
to diverge, it is useful to shield the detector from the pump arm using e.g. tubes of matt
black card. Another source of back-reflections and scatter is the sample itself, and the
mount holding it. Clipping of the pump beam by optical mounts should therefore be
avoided, and scatter originating from the sample can be minimised by setting the sample
at a slight angle.
Another common problem encountered is movement of the probe beam in the planes
perpendicular and/or parallel to the optical bench, when the motor-driven stage moves.
This is termed beam walkoff, and results when the probe beam is directed towards the
corner-cube with less than perfect alignment, i.e. not completely parallel to the plane of
the optical bench and/or not completely parallel to the path taken by the corner-cube
as it is translated by the stage. Since the position of the pump beam remains fixed, the
consequence of probe walkoff is a decreased degree of pump and probe overlap at the
sample. Removal of walkoff requires movement of the stage to a different position, careful
beam realignment using pinholes, followed by another check for walkoff, etc., in an iterative
process.
The simplest type of pump-probe arrangement utilises linearly polarised pump and
probe pulses, with which it is possible to e.g. obtain values for carrier recombination times,
such as those detailed in chapter 5. In this type of measurement, the issue of rejection of
pump and pump scatter after the sample may be simplified, by inserting a waveplate in
either pump or probe arm, and so causing pump and probe to be orthogonally polarised.
The polarisation corresponding to the pump arm can then be rejected by positioning an
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analyser in the pump path, as close to the back surface of the sample as is practicable. In
measurements requiring circular polarisations, i.e. those from which spin relaxation times
can be extracted as described in Chapter 6, this method can no longer be applied. Pump
scatter must instead be reduced by careful positioning of optics and alignment of beams,
as outlined in the previous paragraph.
Traditionally, data points in this type of measurement were acquired by moving the
translation stage a fixed incremental distance, and waiting for a period ∼ 3 times the time-
constant set on the lock-in amplifier, to allow the amplifier to recover. The stage was then
moved a step further, and another data point was acquired. In the case of pump-probe
experiments carried out on the GaInNAs MQWs described here, it was found that this
type of measurement yielded transients with sharp noise spikes that made curve fitting
problematic. It was therefore decided to move the translation stage at a slow, continuous
velocity, as opposed to moving in small fixed steps and waiting for a given time at the end
of each step. This allowed the continuous acquisition of many data points. The criterion
which was used in deciding at which speed the translation stage should be moved was that
it should not compromise the resolution afforded by a given pulse duration. Consider the
case of a 1ps pulse, and a lock-in set to a 1s time constant. A 1ps pulse is equivalent to
a 300µm distance. Given the general rule of thumb regarding lock-in time constants and
acquisition of data points, the stage should move no more than the equivalent of one pulse
duration for every three lock-in time constants. The distance moved by the stage must
be multiplied by two to give the actual change in delay, and so the maximum speed for
continuous data acquisition is 300µm/(1s× 3× 2) = 50µms−1.
Waveplate Characterisation
Chapter 6 describes how a population of 100% spin-polarised electrons may be created in
a quantum well sample, using excitation with circularly polarised light pulses. In order
to carry out these experiments, the linearly polarised output of the OPO was converted
to (quasi-) circularly polarised light by placing quarter waveplates in the beam paths.
These waveplates were characterised in order to identify the nature of polarisation actually
produced- this is described in Appendix A.
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4.2.3 Optical Parametric Oscillator
The optical parametric oscillator provided a wavelength-tuneable source of pulse trains
which were the basis of all pump-probe experiments described in this thesis, and so a brief
outline of principle of the OPO is given here.
An OPO is based on difference frequency generation in a nonlinear crystal located in
an optical cavity, through which a high power wave, termed the pump, is passed. The
nonlinear interaction in the crystal converts this pump wave (ωp) into two output waves
of lower frequency, conventionally designated the signal (ωs) and idler (ωi) waves. Pump,
signal, and idler are are related by the expression
ωp = ωs + ωi. (4.9)
The resonance of the cavity corresponds to an integral number of half-wavelengths of e.g.
the signal wave, the wavelength of which is generally shorter than that of the idler. The
initial input is provided by optical noise within the cavity, which is progressively amplified
on multiple passes through the crystal, if the parametric gain in the cavity gain exceeds
any losses. The coherent signal wave can thus build up, along with an associated idler
wave. Pump and idler waves are then coupled out of the cavity, along with a fraction of
the signal. The signal constitutes the desired OPO output, in a singly resonant OPO such
as that under consideration here. In order for gain to be experienced at the frequencies ωs
and ωi, pump, signal and idler frequencies must be in phase at the output of the nonlinear
medium, i.e. ∆k in expression 4.10 should be zero:
∆k = kp − ks − ki. (4.10)
Here, kp, ks, and ki represent the wavevectors of pump, signal and idler in the nonlin-
ear crystal, respectively. A criterion for phase-matching which may be deduced is the
following:
ωpnp = ωsns + ωini, (4.11)
where np, ns, and ni are the refractive indices of the medium at pump, signal, and idler
wavelengths respectively. Changing the temperature of the crystal alters these refractive
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indices, which allows the OPO to be temperature tuned. An important technique used to
satisfy the condition given by 4.11 is known as quasi-phase matching.2 The maximum of
a generated wave is reached when a phase difference of pi has accumulated- this distance
is known as the coherence length, lc. If after one coherence length the material is altered
such that the next component of the generated wave is added with a pi phase difference
compared to that of the preceding component, then constructive interference results, and
the generated wave continues to grow. This can be achieved by creating periodic domain
inversions in the crystal by electric field poling, which reverses the nonlinear coefficient
every distance lc. The nonlinear material in the OPO referred to in this thesis is period-
ically poled lithium niobate (LiNbO3), known as PPLN. The poling period is varied in
different layers of the crystal, giving rise to distinct gratings. These gratings give access to
different signal wavelengths. The wavelength range which can be generated can be further
extended by turning the wavelength of the pump laser, changing the crystal temperature,
and changing the OPO cavity length.
OPOs operating in the ultrafast time domain are subject to a specific limitation: light
travels a distance of only 300µm in 1ps, and therefore it is generally not possible for
down-converted light to traverse the nonlinear crystal many times within the duration of
a picosecond pulse. In order to allow the signal wave to build up, many consecutive pulses
from the pump laser are therefore used to pump one circulating pulse within the OPO
cavity. This technique is referred to as synchronous pumping. It is especially useful in
singly-resonant OPOs (SROs), where the overall gain of the system is less because only
one wave (the signal) is resonant, leading to higher threshold conditions for oscillation.
The advantages of SROs are higher quality of output pulse and greater stability.
OPO Pulse Autocorrelation
An autocorrelator arrangement, shown schematically in figure 4.3, was set up in order
to measure OPO pulse duration. The system was based on a Michelson interferometer
configuration. The input pulse was divided into two arms by a 50:50 beamsplitter, with one
travelling to a fixed retroreflector (corner cube mirror), and the other to a retroreflector
mounted on an oscillating loud speaker cone. On reflection, the beams returned to the
beamsplitter, and were made to recombine on a detector, composed of a nonlinear crystal
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in which two-photon absorption (for the OPO pulse wavelength) occurs. The nonlinear
detector is sensitive to the degree of overlap of the two pulses, and thus a maximum
detector response is achieved when the time delay between the two interferometric arms is
zero. A background level of signal is obtained when there is no overlap between the pulses.
Ideally, the intensity autocorrelation obtained in this way exhibits a signal to background
ratio of 3:1. The intensity profile of the pulses, I(t), is given by equation 4.12.
I(t) = |E(t)|2, (4.12)
where E(t), the optical field, can be expressed in terms of a complex envelope and the
carrier frequency ω0:
E(t) = A(t) exp[iφ(t)] exp(iω0t) + c.c. (4.13)
The total optical field resulting when the two arms of the interferometer are recombined
at the beamsplitter can be written as
E(t) + E(t− τ), (4.14)
where τ is the time delay between the two pulses. The signal generated when the pulses
overlap in the nonlinear crystal of the detector contains rapidly varying interference terms,
which can not be resolved by the configuration described here. The time-averaged intensity
correlation which is instead recorded is of the form shown in equation 4.15,3 which contains
no phase information.
g(τ) = 1 +
2
∫∞
−∞ I(t) I(t− τ) dt∫∞
−∞ I(t)
2
(4.15)
Ideally, the intensity autocorrelation is symmetric with respect to zero delay. The full
width at half the maximum (FWHM) of the autocorrelation can be expressed as
∆τp =
∆ti
ki
, (4.16)
where ∆ti is the pulse duration, and ki a constant related to the shape of the optical field
envelope. An example of an autocorrelation spectrum recorded by the method described in
shown in figure 4.2.3. Whilst the signal to background ratio is acceptable, the pulse shape
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obtained is not quite symmetrical. This asymmetry may be due to non-ideal alignment,
in which beams were distorted as a result of striking corner cube mirrors at points too
close to their edges. The autocorrelations obtained nonetheless provided a useful measure
of OPO pulse duration, which was found to be on the order of 1.4ps when fitted with a
Gaussian function.
Input pulses
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on loud speaker
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Beamsplitter
Nonlinear detector
Figure 4.3: Schematic diagram of autocorrelator setup.
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Figure 4.4: Autocorrelation measurement of OPO pulse.
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Spatial Beam Profile
The spatial beam profile of the OPO pulse was obtained by translating a detector fitted
with a pinhole across the beam in the horizontal and vertical directions, and recording
the measured intensity at fixed intervals. The data points thus obtained were fitted with
Gaussian curves defined by
y = a exp
[
−0.5
(
x− x0
b
)2]
, (4.17)
and are shown in 4.5 and 4.6.
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Figure 4.5: Spatial beam profile of OPO pulse measured along the horizontal axis
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Figure 4.6: Spatial beam profile of OPO pulse measured along the vertical axis
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Spot Size
The diameter of a focused Gaussian beam is given by4
d0 ≈ 2fλ
D
, (4.18)
where f is the focal length of the lens, and D is the beam diameter. D = piw (where w
is the beam waist), and is defined by the 1/e2 value of the Gaussian function. w = 2b at
this value, therefore D ≈ pi(2b), and
d0 ≈ 2fλ
pi2b
. (4.19)
Using b values extracted from the fits in 4.5 and 4.6, the diameter of the spot was calculated
to be ∼ 50µm.
Carrier Density Estimate
Measurement of the average excitation power using a Melles Griot optical power meter,
and calculation of the focused laser spot size as described above, allowed an estimate of the
carrier density generated in the experiments described in this thesis. The light intensity
absorbed by the sample, ∆I, is related to the incident light intensity I0 in the following
way:
∆I = I0(1− e−αL), (4.20)
where α is the absorption coefficient (∼ 2× 104cm−1), and L is the total thickness of well
material. Assuming a square excitation pulse, the integrated 3-D carrier density generated,
n3D, is given by the expression
n3D =
I0 τp (1− e−αL)
hνL
, (4.21)
where τp is the pulse duration, h is Planck’s constant, and ν the frequency. The incident
intensity is depends on the average pulse power, Pav, the spot area, the repetition rate R
and the pulse duration τp:
I0 =
Pav
pi d20Rτp
, (4.22)
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and so the 3-D carrier density can be written as:
n3D =
Pav(1− e−αL)
hν pi d20RL
. (4.23)
Using average pulse pulse powers of 10mW and the spot size calculated in section 4.2.3
gives an estimated 3-D carrier density on the order of ∼ 1017cm−3. Dividing by the
thickness of one QW to obtain the 2-D carrier density gives n2D ∼ 109cm−2. These values
are likely to overestimate the true carrier density generated, as they were calculated using
the assumption that an electron-hole pair is created by every incident photon, i.e. a
quantum efficiency of 1, and also neglected losses due to reflection.
4.3 Sample Description
4.3.1 GaInNAs MQW Samples AsN1194, AsN1195 and AsN1196
AsN1194, AsN1195 and AsN1196 are MQW structures having different quantum well
widths and constant nitrogen concentration for each sample, grown for the well-width
dependence of electron spin relaxation time study. The structures are composed of five
GaInNAs quantum wells grown at 440◦C, separated by 20nm GaAs barriers. The capping
layer consists of ∼ 95nm of GaAs grown at 640◦C. The approximate indium and nitrogen
content (estimated from x-ray diffraction rocking curves) for this sample series is shown
in table 4.3.1, which also includes estimated quantum well width values. Uncertainty in
well width is a consequence of fluctuations in MBE growth rate.
Sample Estimated QW width Peak PL Wavelength In (%) N (%)
AsN1194 8nm 1300nm ∼ 34.7 ∼ 1.24
AsN1195 7nm 1294nm ∼ 34.7 ∼ 1.24
AsN1196 5.8nm 1260nm ∼ 34.7 ∼ 1.24
Table 4.1: Sample description summary provided by Optoelectronics Research Centre (ORC).
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4.3.2 GaInNAs MQW Samples AsN1952 and AsN1953
AsN1952 and AsN1953 are MQW structures of comprising 8 GaInNAs quantum wells
grown on a GaAs substrate, separated by GaAs barriers, and capped by another layer of
GaAs. Well-width was kept constant in this sample series, while nitrogen concentration
was varied. The wells were grown in two pairs of four, such that the wells in each pair
of four were separated by an 8nm GaAs barrier, and a 100nm GaAs spacer separated one
pair of four from the other. The wells and barrier layers were grown at 440◦C, while both
the spacer layer and the capping layer were grown at 600◦C. The approximate well width
and QW indium and nitrogen content (estimated from x-ray diffraction rocking curves)
for both samples is shown in table 4.3.2.
Sample Estimated QW width Peak PL Wavelength In (%) N (%)
AsN1952 6nm 1269nm ∼ 40 ∼ 0.72
AsN1953 6nm 1263nm ∼ 40 ∼ 0.45
Table 4.2: Sample description summary provided by Optoelectronics Research Centre (ORC).
4.3.3 Linear Absorption Spectra for GaInNAs MQWs
Figure 4.7 of this section shows absorption spectra obtained for GaInNAs MQW sam-
ples AsN1194, AsN1195, and AsN1196, which were the subject of pump-probe studies
investigating dependence of electron spin relaxation on quantum confinement energy, as
described in section 6.2.2. Absorption spectra for samples AsN1952 and AsN1953, which
together with sample AsN1196 formed the basis of the nitrogen dependence study (section
6.2.3), are shown in figures 4.8 and 4.10. Rapid thermal annealing (RTA) was carried out
on samples AsN1952 and AsN1953, as detailed in section 4.3.6, and absorption spectra
obtained for these samples post-RTA are shown in figures 4.9 and 4.11. The characteristic
annealing-induced blueshift of the absorption edge, described in section 3.2.2, is clearly
visible in both figures. The absorption spectra were obtained using the linear absorption
technique described in section 4.2.1, and shown in figure 4.1.
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Figure 4.7: Absorption spectra for samples AsN1196 (a), AsN1195 (b), and AsN1194 (c).
1270nm
Figure 4.8: Absorption spectrum for sample AsN1952. The position of the first heavy hole transi-
tion is indicated.
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1260nm
Figure 4.9: Absorption spectrum for sample AsN1952 after RTA treatment. The position of the
first heavy hole transition (blueshifted upon annealing) is indicated.
1257nm
Figure 4.10: Absorption spectrum for sample AsN1953. The position of the first heavy hole
transition is indicated.
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1250nm
Figure 4.11: Absorption spectrum for sample AsN1953 after RTA treatment. The position of the
first heavy hole transition (blueshifted upon annealing) is indicated.
4.3.4 Photoluminescence Spectra
The room temperature photoluminescence (PL) spectra shown this section were supplied
by Mircea Guina at ORC. Figure 4.12 shows the sample series that contains AsN1194,
AsN1195, and AsN1196. Unfortunately, some samples grown in this series emitted at
wavelengths outside the range available to the OPO used. Figure 4.13 shows equivalent
PL spectra for samples AsN1952 and AsN1953. The lineshape of near-band-gap emission
in GaInNAs is typically very asymmetric. It has been suggested that the exponential
dependence of the low energy tail indicate that PL transitions occur within the tail states
with an exponential density distribution, which is characteristic of random fluctuations of
alloy composition.5
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Figure 4.12: Room temperature photoluminescence spectra for the sample series which included
GaInNAs MQW samples AsN1194, AsN1195, and AsN1196. These spectra were supplied by ORC,
Tampere University of Technology.
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Figure 4.13: Room temperature photoluminescence spectra for GaInNAs MQW samples AsN1952
and AsN1953. These spectra were supplied by ORC, Tampere University of Technology.
4.3.5 Effective Masses and Calculation of Confinement Energies
Effective masses for carriers in the GaInNAs MQW samples were calculated by Yingning
Qiu of Bristol University, using the band anti-crossing model for the conduction band, and
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a 6 x 6 Hamiltonian including the influence of the spin orbit band for the valence band.6
These effective masses were subsequently used in this thesis as input parameters for a
finite well analytical model, as described in section 2.3.2. The transcendental equations
were solved numerically in Mathematica, c© giving the predicted energy level of the first
bound electron state, E1e. This information was used for the interpretation of the results
of section 6.2.2, which investigated the E1e dependence of electron spin relaxation time.
4.3.6 Rapid Thermal Annealing
The rapid thermal annealing (RTA) treatment of samples AsN1952 and AsN1953 was
carried out by Kristian Groom and Richard Hogg, at the University of Sheffield. To
prevent loss of As during high the temperature process, the MQW samples were first
sandwiched between two pieces of GaAs substrate. The annealing treatment consisted
of an initial temperature increase from room temperature to 500◦C over the course of
one minute, followed by another increase to 850◦C over ten seconds, at which point it
was held constant for three seconds. The temperature was subsequently decreased to
500◦C during a ten second interval, and brought to room temperature over the course
of 1 minute. Absorption spectra obtained for samples AsN1952 and AsN1953 post-RTA
treatment are shown in section 4.3.3. The results of pump-probe experiments investigating
carrier recombination and spin relaxation in these samples are detailed in chapters 5 and
6.
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Chapter 5
Carrier Lifetime
5.1 Chapter Summary
This chapter details the results of linearly polarised pump-probe measurements on as-
grown and RTA-treated GaInNAs multiple quantum wells, from which carrier recombi-
nation times were extracted. A review of recent publications dealing with recombination
mechanisms in this material, included in section 5.3, is used as an aid to the interpretation
of results presented and discussed in section 5.4.
5.2 Introduction
This experimental study was based on samples AsN1196, AsN1952 and AsN1953, which
contain different molar fractions of nitrogen, to allow investigation of the effect of varying
nitrogen concentration on carrier recombination times in GaInNAs MQWs.
The absorption recovery of MQWs probed by circularly polarised light, as described
in the following chapter, is dependent on both the spin relaxation time τs, and the carrier
recombination time, τr. As these two time constants are on a similar order in the structures
studied, τr values extracted from the measurements described in this chapter was used for
accurate determination of τs, which is the subject of chapter 5.
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5.3 Recombination in GaInNAs Quantum Wells
Reports documenting time-resolved studies of carrier dynamics in GaInNAs QWs are
limited,1–5 and confined mostly to photoluminescence experiments. Amongst these, room
temperature measurements are rarer still.6,7 Nonetheless, those results that have been
published in the literature provide insight into the nature of carrier recombination in this
material, and so a summary of recent findings is included in the following paragraphs.
Structural nonuniformity in GaInNAs QWs is believed to give rise to fluctuations in the
electronic potential which localise carriers,7 since carriers locate preferentially in regions
of maximum well-width and/or minimum local strain. Compositional fluctuation of the
alloy (In- and N-rich clusters regions), or highly localised nitrogen-related deep levels in
the band gap, have also been suggested as causes of carrier localisation.8 The effect of
localisation is to create an exponential tail in the density of states, which extends into the
forbidden bandgap of the crystal. Recombination from these states is believed to dominate
radiative recombination in GaInAs alloys at low temperature (typically T < 100K),9
because carriers preferentially occupy these low-energy states. Evidence for this has been
provided by features such as i) asymmetric PL spectra, ii) a blueshift of the PL peak
energy with increasing excitation power (due to the saturation of the localised states),10 iii)
decreasing emission decay time with increasing emission energy, and iv) the characteristic
”S-shape”, i.e. red-blue-red-shift of the PL peak energy with increasing temperature.8
It has been suggested that the N in GaInNAs behaves as an isoelectronic electron trap,
and that the potential minima induced by the presence of nitrogen capture electrons, which
then combine with free holes. Thus, recombination at low T may be the recombination of
a localised electron and a free hole.9 All experiments described in this thesis were carried
out at room temperature, and so the changes in probe transmission with time delay are
due to recombination of delocalised carriers only.
Many authors have claimed that incorporation of N results in rapid degradation of
radiative efficiency in GaInNAs alloys. (See for example review articles published by
Buyanova,4 and Potter.11) The significantly lower emission intensity of GaInNAs QWs,
compared to that of InGaAs wells, is often cited as evidence for this. Deterioration of
optical quality is usually attributed to the formation of competing nonradiative defects,
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thought to result from nitrogen incorporation. However, the underlying cause of defect
formation during growth may not be the presence of nitrogen per se, but rather the low
growth temperatures required for the growth of GaInNAs, due to the large miscibility
gap between arsenides and nitrides.12 (Growth at higher temperatures can lead to phase
separation, and an associated transition from 2-D to 3-D growth.13) In time-resolved PL
experiments at low temperature, the initial luminescence after excitation is determined by
competition between carrier capture by deep traps, carrier relaxation into localised states,
and radiative recombination. The decay of PL intensity is governed by the relative strength
of radiative and non-radiative recombination.5 Sun et al have shown that PL decay time is
dependent on excitation energy, with radiative (non-radiative) recombination dominating
PL intensity at high (low) excitation.14 The authors attribute this to the variation in the
effective concentration of non-radiative recombination centres.
Kaschner et al report an increase in PL decay time with increasing nitrogen molar
fraction up to a value of 2.3% at room temperature, which they attribute to an increasing
degree of carrier localisation induced by the nitrogen, which results in a smaller electron-
hole overlap. Only for samples containing still higher molar fractions of N still (2.6%) did
the measured PL decay time drop significantly, which the authors suggest can be explained
by the presence of a higher concentration of N-related defects contributing to nonradiative
recombination. A more recent publication by Geelhaar et al, however, finds no direct
correlation between luminescence efficiency and structural nonuniformity or localisation,
and concludes that radiative recombination in GaInNAs QWs depends almost exclusively
on the density of nonradiative recombination centres.7
Incorporation of nitrogen has another effect on the host matrix, namely the partial
compensation of the net compressive strain in the (In)GaAs alloy caused by the presence
of indium. This strain is responsible for dislocations which result in the creation of non-
radiative channels.15 In high In-content structures, the luminescence degradation induced
by nitrogen may therefore be compensated for by the the concurrent decrease in strain.16
A general outline of recombination mechanisms in quantum wells is given in chapter
2.
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5.4 Experimental Results
A description of the time-resolved pump-probe technique used to obtain the results pre-
sented in this chapter is provided in chapter 4. The experimental configuration used is
shown in Fig. 4.2.
5.4.1 Nitrogen Dependence
Results
The transmission changes observed in time-resolved pump-probe measurements carried
out on samples AsN1196, AsN1953 and AsN1952, and corresponding exponential fits to
data, are shown in figures 5.1 to 5.6. The carrier lifetime of sample AsN1196 was found
to be 180ps, while AsN1953 and AsN1952 exhibited significantly longer carrier lifetimes
of 485ps and 548ps respectively.
Figure 5.1: Change in probe transmission as a function of time delay for MQW sample AsN1196,
nominal nitrogen content 1.24%.
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Figure 5.2: Exponential fit to pump-probe data points for MQW sample AsN1196.
Figure 5.3: Change in probe transmission as a function of time delay for sample AsN1952, nominal
nitrogen content 0.72%.
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Figure 5.4: Exponential fit to pump-probe data points for MQW sample AsN1952.
Figure 5.5: Change in probe transmission as a function of time delay for sample AsN1953, nominal
nitrogen content 0.45%.
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Figure 5.6: Exponential fit to pump-probe data points for MQW sample AsN1953.
Discussion
Many reports have supported the existence of significant channels for non-radiative re-
combination in GaInNAs quantum wells. PL emission intensity is significantly lower in
GaInNAs QWs compared to InGaAs QWs, suggesting that N incorporation increases the
rate of non-radiative recombination. As mentioned in section 5.3, it is believed that the low
growth temperatures necessary to avoid phase separation of the alloy contribute strongly
to the formation of defects. Since AsN1196, AsN1952, and AsN1953 were grown at the
same temperature (440◦C), it is reasonable to assume that the density of defects arising
from choice of growth temperature alone is similar in all MQWs studied.
It has been suggested that recombination dynamics of GaInNAs QWs are determined
by quantum well properties at room temperature.6 Scattering resulting from interface
roughness, in conjunction with phonon- and defect-assisted nonradiative processes, may all
make significant contributions to recombination. AsN1196 was grown as part of a different
sample series than were samples AsN1953 and AsN1952. AsN1196 may therefore have
different extrinsic properties contributing to scattering processes compared to AsN1952
and AsN1953. However, given that the latter samples, part of the same series, did exhibit
different τr indicates that other factors are determining carrier lifetimes. It seems likely
that the larger density of point defects and/or rougher interface surfaces associated with
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increased nitrogen concentration are responsible for the shorter carrier lifetimes exhibited
by the higher N-content samples.
Measurement of carrier recombination times as a function of excitation energy may
yield insight into the relative strength of radiative and non-radiative recombination pro-
cesses in the material, but the structures studied did not lend themselves to investigations
involving significant variation in pump power at room temperature.
Sample N content (%) τr(ps)
AsN1196 1.24 180
AsN1952 0.72 485
AsN1953 0.45 548
Table 5.1: Carrier recombination times (τr) measured for samples AsN1196, AsN1952, and
AsN1953.
Some authors have emphasised the importance of the host matrix GaInAs in determin-
ing the recombination dynamics of GaInNAs, in particular the molar fraction of indium
incorporated.3 Indium content of samples AsN1952 and AsN1953 is higher compared to
AsN1196, whilst N content is lower in AsN1952 and AsN1953 compared to AsN1196. An
increase in In content is correlated to an increase in strain, which may lead to an increase
in dislocations, which provide channels for non-radiative recombination, as outlined above.
Sample N content (%) In content (%)
AsN1196 ∼ 1.24 ∼ 34.7
AsN1952 ∼ 0.72 ∼ 40
AsN1953 ∼ 0.45 ∼ 40
Table 5.2: Nitrogen and indium content of GaInNAs MQW samples investigated in the carrier
recombination study.
It is possible that AsN1952 and AsN1953 have more favourable alloy compositions,
with comparatively smaller amounts of nitrogen compensating for the strain induced by
the relatively high concentration of indium, whilst in AsN1196 the nitrogen content is too
high to be of strain-compensating benefit, and its defect-inducing influence dominates,
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leading to a decrease in carrier lifetime.
The relative importance of factors such as point defects and structural quality on
carrier lifetimes in the samples investigated in this thesis are speculative only, as direct
observation of variation of these parameters was not available. To study the effects of
changes in nitrogen and indium content a range of samples encompassing larger variations
in alloy composition would also be useful.
Nitrogen content (%)
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Figure 5.7: Carrier recombination times (τr) as function of N content for samples AsN1196,
AsN1952, and AsN1953.
5.4.2 Rapid Thermal Annealing
Thermal annealing has been found to significantly increase PL intensity in GaInNAs QW
samples,12,17–19 which has been attributed to a reduction in the concentration of point
defects associated with nitrogen.18–20 Improved interface morphology after annealing has
also been reported.18 Rapid thermal annealing is usually also accompanied by a blueshift
of the bandgap energy. The effects of thermal annealing on GaInNAs alloys are described
in more detail in Chapter 2.
Results
Rapid thermal annealing (RTA) treatment of samples described in this thesis was carried
out by Kristian Groom and Richard Hogg at the University of Sheffield, who also supplied
the photoluminescence spectra shown in this chapter. From fig. 5.12 and fig. 5.13 it
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is clear that RTA treatment resulted in an improved luminescence efficiency for sample
AsN1953, while the same RTA treatment resulted in a reduction of luminescence efficiency
for sample AsN1952 (fig. 5.8 and fig. 5.9). The total carrier recombination time (τr)
measured, however, was significantly reduced in the case of both samples compared to
the as-grown τr. The PL spectra shown also exhibit the characteristic bandgap energy
blueshift associated with thermal annealing.
Figure 5.8: Photoluminescence spectrum for sample AsN1952 as-grown.
Figure 5.9: Photoluminescence spectrum for sample AsN1952 after RTA treatment.
76
Figure 5.10: Change in probe transmission as a function of time delay for sample AsN1952 (nominal
nitrogen content 0.72%) after RTA treatment.
Figure 5.11: Exponential fit to pump-probe data points for MQW sample AsN1952 after RTA
treatment.
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Figure 5.12: Photoluminescence spectrum for sample AsN1953 as-grown.
Figure 5.13: Photoluminescence spectrum for sample AsN1953 after RTA treatment.
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Figure 5.14: Change in probe transmission as a function of time delay for sample AsN1953 (nominal
nitrogen content 0.45%) after RTA treatment.
Figure 5.15: Exponential fit to pump-probe data points for MQW sample AsN1953 after RTA
treatment.
Discussion
As mentioned in chapter 3, it is necessary to optimise annealing treatments for samples
according to parameters such as growth temperature. It is also known that there is a
limit to the improvement that can be made to luminescence efficiency by rapid thermal
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annealing, and that once PL intensity is saturated (either by longer duration or higher
temperature of annealing) it begins to decrease. This decrease of PL intensity has been
attributed to the generation of new non-radiative defects, which compete with radiative
recombination channels.18 In some cases post-growth annealing results in no improvement
of PL intensity.16 Although samples AsN1952 and AsN1953 were grown at the same
temperature (440◦), the RTA treatment (described in Chapter 4) has resulted in more
efficient radiative recombination for sample AsN1953, less efficient radiative recombination
for sample AsN1952, (indicating the creation of defects, and/or a degradation of QW
structural quality) but a much reduced overall carrier lifetime in the case of both samples.
(See fig. 5.16.)
Sample N content (%) τr As-grown (ps) τr RTA (ps)
AsN1952 0.72 485 76
AsN1953 0.45 548 127
Table 5.3: Carrier recombination times (τr) for AsN1952 and AsN1953, measured for as-grown and
RTA-treated samples.
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Figure 5.16: Carrier recombination times (τr) as a function of N content for samples AsN1952 and
AsN1953, as-grown and RTA-treated.
While this result was perhaps to be expected for sample AsN1952, whose PL intensity
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decreased upon annealing, it is somewhat puzzling in the case of AsN1953, which exhibited
an increase in PL intensity. It seems probable that RTA conditions were not optimised for
the samples in question. Unfortunately the total recombination time τr extracted from the
pump-probe experiments in this thesis do not yield insight into the relative strengths of
radiative and non-radiative recombination mechanisms in the material under study. It is
therefore problematic to identify the contributions of individual recombination mechanisms
in a conclusive way based on these measurements alone. It would be desirable to study the
effects of annealing under a wide range on conditions on the carrier recombination time in
GaInNAs MQWs at room temperature, but given the many iterations this would require,
and the scarcity of available material, this was not a realistic option for the purposes of
this thesis.
5.5 Conclusions
Picosecond pump-probe measurements have been carried out on GaInNAs multiple quan-
tum well samples AsN1952, AsN1953, and AsN1196, in order to investigate the effect of
nitrogen incorporation on carrier lifetimes. Carrier recombination times were found to be
longer for samples containing smaller molar fractions of nitrogen. This may be attributable
to the higher concentration of nitrogen-related defects, which promote non-radiative re-
combination.
Rapid thermal annealing was carried out on AsN1952 and AsN1953, and resulted in
decreased PL intensity for AsN1952, increased PL intensity for AsN1953, but significantly
shorter carrier lifetimes for both samples. This result indicates that RTA treatment may
have resulted in an increase in defects and/or reduced structural quality.
Values of τr extracted from pump-probe experiments described in this chapter were
used to determine electron spin relaxation times for the same samples, as described in
chapter 6.
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Chapter 6
Spin Relaxation
6.1 Chapter Summary
This chapter deals with the experimental study of electron spin relaxation in GaInNAs
multiple quantum wells (MQWs). Section 6.2 introduces The background to these exper-
iments, and explains the data fitting procedure used. An investigation of the quantum
well-width dependence of spin relaxation time forms the first part of the study, results of
which are presented and discussed in section 6.2.2. The second part considers the influence
of nitrogen molar fraction on spin relaxation time, as detailed in section 6.2.3, while the
observed effects of rapid thermal annealing on spin relaxation in the MQWs is described
in 6.2.4. The operation of an all-optical polarisation switch based on the spin-dependent
optical nonlinearity is demonstrated in section 6.3. Finally, the results of all studies are
summarised in the conclusion comprising section 6.4.
6.2 Experimental
Circularly polarised, degenerate time-resolved pump-probe measurements were used to
obtain the results presented in this chapter. This technique was introduced in Chapter 4
(c.f. section 4.2.2).
6.2.1 Data Fitting and Extraction of Time Constants
Due to the lifting of the degeneracy of light and heavy hole energies at k = 0 in quantum
wells, the selection rules for optical transitions allow excitation of 100% spin-polarised
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electrons using circularly polarised light resonant with the heavy hole exciton.
Electronic spin polarisation is defined as
P =
N+ −N−
N+ +N−
, (6.1)
where N+ and N− represent populations of spin-up and spin-down photogenerated car-
riers respectively. Upon excitation, the spin states of these carriers relax to equilibrium
producing equal spin-up and spin-down populations according to the following rate equa-
tions:
dN+
dt
= −N
+
τr
− N
+
τs
+
N−
τs
, (6.2)
dN−
dt
= −N
−
τr
+
N+
τs
− N
−
τs
′
(6.3)
where τr is the recombination time and τs the spin relaxation time. If a circularly polarised
pump pulse generates carriers in the spin-up state, and this state is then probed by a same
circularly polarised (SCP) pulse, the evolution of the population of carriers in this state
is effectively described by 6.2. If spin-up carriers are generated by the pump, but the
spin-down state is probed by opposite circularly polarised (OCP) light, the change in the
population of spin-down carriers with time is given by 6.2. The solutions to the addition
and subtraction of 6.2 and 6.3 respectively are:
S = S0exp
(−t
τr
)
, (6.4)
D = D0exp
(−t
τ∗
)
, (6.5)
where S = N+ +N−, D = N+ −N−, and
1
τ∗
=
1
τr
+
2
τs
. (6.6)
Adding the changes in probe transmission as a function of time delay for SCP and OCP
configurations results in an exponential decay that can be fitted with 6.4. Similarly,
subtracting the change in OCP probe transmission from the change in SCP transmission
results in a decay which may be fitted with 6.5. τr and τs can then be extracted from the
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fits, giving the carrier recombination time and spin relaxation time respectively.
Probe
SCP OCP
Spin↑ Spin↓
Pump
τ
spin
Figure 6.1: Schematic representation of spin-dependent pump-probe technique. The right-
circularly polarised pump generates carriers in the spin-up state, whose spins flip on a timescale
τs; these states are then probed by weak right- (SCP) or left- (OCP) circularly polarised pulses.
This method was chosen as it was found that fitting the changes in SCP and OCP
probe transmission to a Gaussian function (representing the cross-correlation of pump and
probe pulses), and an exponential decay was very sensitive to pulse duration and ’zero
delay’ position input parameters. This resulted in large errors; it was therefore decided to
fit only to the data after zero delay, which gave a smaller spread in time constant values
obtained. The time delay point after zero from which data was fitted was chosen by noting
that there was a rise time associated with the convolution of the pulse cross-correlation
and the time response of the detection system; only data points outside a time window of
one rise time after the probe transmission maximum were considered.
6.2.2 Well-width Dependence
Background
Both DK and EY theories predict a dependence of spin relaxation on the quantum con-
finement energy. MQW samples of nominally identical composition, but having different
quantum well widths, were studied to investigate the change in τs with changing first
electron confinement energy, E1e. The sample series comprised AsN1194, AsN1195, and
AsN1196, of nominal quantum well-width 8nm, 7nm and 5.8nm respectively. The exper-
imental configuration was that shown figure 4.2, with the addition of quarter waveplates
to create circularly polarisation. (See Appendix A.)
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Results
Figures 6.2, 6.3 and 6.4 show the changes in SCP and OCP probe transmission, plotted
on the same graph, for samples AsN1194, AsN1195, and AsN1196 respectively. The ex-
perimental measurements made to produce transients such as these were repeated many
times, and the figures throughout this thesis are representative examples only. This pro-
cedure was followed in order to ensure consistency, and to enable statistical averaging and
estimation of errors.
Spin relaxation times were extracted from the sum (SCP+OCP) and difference (SCP-
OCP) of measured transmission changes as outlined in section 6.2.1, using Mathematica c©.
Fig 6.5 is a graphical representation of the sum and difference of SCP and OCP transmis-
sion changes, and is included as an illustrative example.
In previous work investigating spin relaxation in other semiconductor systems, the
recombination time of carriers has been very long compared to the relaxation time of elec-
tron spin. This results in an exponential decay in the change of SCP probe transmission,
and a symmetric exponential rise in the change of OCP probe transmission. However, in
the case of the nitride samples under investigation here, electron spin relaxation times are
on an order similar to that of the carrier recombination. The change in probe transmission
is therefore also dependent on carrier recombination, and the symmetric time transients
resulting from the decay of the population of one spin state (from 100% to 50%), with
the simultaneous growth of the population of the opposite spin state (from 0% to 50%)
are less obvious. The non-zero transmission of the OCP probe at zero time delay can
be attributed to the screening and broadening components of excitonic saturation.1 This
point is elaborated upon in section 6.2.5.
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Figure 6.2: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1194, quantum well-width 8nm.
Figure 6.3: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1195, quantum well-width 7nm.
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Figure 6.4: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1196, quantum well-width 5.8nm.
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Figure 6.5: Sum (SCP+OCP) and difference (SCP-OCP) of probe transmission changes for
AsN1195, plotted to illustrate the data fitting and time constant extraction procedure used. Data
for samples AsN1194 and AsN1196 were treated similarly and are not shown here.
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Discussion
From expressions 2.51, 2.52, and 2.55, introduced in Chapter 2, it is clear that both
DK and EY models predict more efficient spin relaxation for higher electron confinement
energies, i.e. narrower wells. The requirement that τs scale with E−21e (DK) and E
−1
1e (EY)
has thus been used as a criterion in experimental investigations of spin dynamics.2–7 The
measured spin relaxation time of samples AsN1194, AsN1195, and AsN1196 plotted as a
function of E1e is shown in 6.6.
Figure 6.6: Spin relaxation times measured for samples of varying well-width plotted as a function
of first electron confinement energy. The calculation of E1e values is described in Chapter 3, using
effective masses calculated by Yingning Qiu.
Sample Well-width (nm) τs(ps)
AsN1196 5.8 77
AsN1195 7 116
AsN1194 8 133
Table 6.1: Spin relaxation times measured for MQW samples of varying well-width.
A clear trend is observed, with τs ∝ E−11e , indicating that the EY mechanism may be
a significant process in GaInNAs MQWs. However, as outlined in section 2.5.2, a more
sophisticated calculation of expected spin relaxation times, together with the results of
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recent experimental studies, reveals a dependence of τs on E1e weaker than the value −2
predicted by the DK model.8,9
Another problem inherent in plotting spin relaxation time against well width is that τs
also depends on τp, the momentum relaxation time, and therefore also on the concentration
of scattering centres, which are expected to fluctuate randomly from sample to sample.10
Tackeuchi et al have attempted to address this issue by measuring spin relaxation as a
function of position on a single sample where well-width is varied across the wafer.2
Distinguishing between different possible mechanisms causing spin-flip, and discerning
their relative importance in these samples, is a complex problem, for the reasons outlined
above. Uncertainty in the estimates of well-width, alloy composition, and electron effective
masses in GaInNAs QWs (all of which contribute to uncertainty in the estimate of electron
confinement energies, outlined in chapter 4), as well as experimental error, complicate
matters further. Electron mobility measurements, and therefore knowledge of τp, would
allow a quantitative calculation of expected spin relaxation rates, which could then be
compared to experimental data. In general, different spin relaxation mechanisms also have
different temperature dependences;11 a temperature-dependent study could therefore also
be helpful in determining the relative efficiencies of these processes in GaInNAs alloys.12,13
6.2.3 Nitrogen Dependence
Background
For a study of nitrogen dependence on spin relaxation, two samples with same nomi-
nal quantum well-widths (6nm), but containing different concentrations of N (AsN1953,
N=0.45% and AsN1952, N=0.72%) were grown. A third sample having a similar well-
width (5.8nm) which formed part of the well-width dependence study was also included,
namely AsN1196 (N = 1.24%).
Results
It became clear during the course of preliminary measurements that spin relaxation times
were considerably shorter for the samples containing smaller molar fractions of nitrogen.
Carrier recombination times for the three samples in the study were known, as they had
been measured previously to obtain the results in chapter 5. The approach to experimental
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measurements and fitting of data for this study was therefore slightly different to that
detailed in section 6.2.1. Knowledge of carrier lifetimes allowed the translation stage to be
moved over a much shorter distance than previously, i.e. only to the point where electron
spin polarisation had again reached equilibrium, but electrons had not yet recombined
with holes (as it was no longer necessary to fit the longer tail associated with carrier
recombination). Decreasing the velocity of the translation stage which delayed the probe
relative to the pump was now a practicable option. Slower stage movement allowed use
of longer lock-in time constants, i.e. longer averaging times for data acquisition, resulting
in improved noise suppression. Uncertainty associated with fits to the experimental data
was also reduced, as carrier recombination information was now available independently of
the spin-dependent pump-probe results. The difference, D, between SCP and OCP probe
transmission changes could now be be fitted with a single exponential yielding τ∗ (c.f.
equation 6.5) from which τs could easily be deduced with knowledge of τr (see equation
6.6).
The transmission changes of SCP and OCP probes, plotted on the same graph, together
with a separate graph showing fits to the difference in SCP and OCP probe transmission
changes, are shown in figures 6.7 and 6.8, (sample AsN1953, N=0.45%), 6.9 and 6.10,
(sample AsN1952, N=0.72% ) and 6.11 and 6.12 (sample AsN1196, N= 1.24%).
The τs value found for sample AsN1196 lies outside the errors bars associated with
τs for the same sample measured in the well-width dependence experiments. However,
in the case of this study, only τs values were being sought, as τr values had been ob-
tained independently. Due the improved signal to noise ratios, and the availability of
independently measured τr, the spread in τs values obtained in this study was smaller
than previously, indicating that the new values were more reliable. The τs values obtained
for GaInNAs MQWs with N content in the range 0.45 − 1.24% are on similar timescales
as those obtained by other authors for (100) GaAs, (32ps,14 ∼ (10− 100) ps15) InGaAsP,
(20 − 36ps16) and InGaN (70ps17) materials at room temperature. In their room tem-
perature time-resolved photoluminescence measurements Lombez et al found a > 20-fold
increase in spin relaxation time when < 1% N was introduced to InGaAs MQWs, with τs
on the order of nanoseconds.18 Such a dramatic nitrogen concentration dependence was
not confirmed by this study.
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Figure 6.7: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1953, N=0.45%.
Figure 6.8: Data points and exponential fit to difference in SCP and OCP probe transmission
changes (SCP-OCP) for sample AsN1953, N=0.45%.
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Figure 6.9: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1952, N=0.72%.
Figure 6.10: Data points and exponential fit to difference in SCP and OCP probe transmission
changes (SCP-OCP) for sample AsN1952, N=0.72%.
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Figure 6.11: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1196, N=1.24%.
Figure 6.12: Data points and exponential fit to difference in SCP and OCP probe transmission
changes (SCP-OCP) for sample AsN1196, N=1.24%.
Discussion
The results of this study, summarised in 6.13, show that electron spin relaxation is more
efficient for GaInNAs samples containing lower nitrogen concentrations.
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Sample N content (%) τs(ps)
AsN1196 1.24 115
AsN1952 0.72 58
AsN1953 0.45 47
Table 6.2: Spin relaxation times measured for MQW samples containing varying molar fractions
of nitrogen.
For electron scattering by phonons, the spin relaxation rate 1/τs for both EY and DK
mechanisms is independent of impurity concentration, and increases rapidly with temper-
ature.11 Given that the contribution to scattering from phonons is not expected to vary
from sample to sample measured at the same temperature, yet τs was found to be sample-
dependent, extrinsic effects such as varying structural quality, scattering by impurities or
point defects or interfaces may play some role in this material. Other materials which
have been studied in detail, such as GaAs, have not shown a strong dependence of τs on
extrinsic properties.5
As discussed in chapter 3, increased nitrogen content in dilute nitrides is known to
be correlated to a higher density of point-defects in the alloy.19 If these defects act as
scattering centres, and their effect is to slow down the rate of spin relaxation, it may be
plausible to suggest that spin relaxation in these samples occurs with a strong contribution
from the D’Yakonov-Perel’ process, given that spin relaxation by the DP/DK mechanism
becomes slower with increasing impurity concentration.20 By contrast, spin relaxation by
the Elliott-Yafet mechanism is faster for materials with greater numbers of impurities.9,11
If the EY mechanism were dominant, samples with higher concentrations of nitrogen, and
its associated defects, would be expected to exhibit faster spin flip times, no evidence of
which was found in this investigation. It should be noted, however, that an increase in N,
and the accompanying increase in electron effective mass, will also lead to an increase in
τs. (τs ∝ E1e.) These changes were calculated (as described in Chapter 4), and were not
significant enough to account for an increase in τs of the magnitude observed.
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Figure 6.13: Spin relaxation time as a function of nitrogen concentration for samples AsN1953
(N=0.45%), AsN1952 (N=0.72%), and AsN1196 (N=1.24%).
In their studies of spin dynamics in dilute nitrides, Lombez et al concluded that the DP
mechanism dominated in the GaInNAs QWs investigated, as annealing resulted in much
shorter spin relaxation times.18 This point is elaborated upon in the following subsec-
tion. However, given the complicated nature of the GaInNAs band structure, the as-yet
not fully understood effect of nitrogen on the conduction band, and the contributions
of various extrinsic properties of the material related to differences in growth condition,
composition, etc., it is impossible to draw definitive conclusions from such a simplistic
interpretation, and limited set of known parameters. A more sophisticated approach in-
volving knowledge of electron mobilities (and therefore momentum relaxation time, τp)
and use of fourteen-band model calculations9 would provide a more complete descrip-
tion. Further investigations encompassing a wider range of N content, and calculation of
quantum confinement energies to a higher degree of accuracy would also be useful.
6.2.4 Rapid Thermal Annealing
Results
Differential transmission changes of SCP and OCP probes for sample AsN1952 following
RTA treatment (see Chapter 4), together with fits to the difference in SCP and OCP probe
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transmission, are shown in figures 6.14 and 6.15. The corresponding graphs for sample
AsN1953 after RTA treatment are shown in figures 6.16 and 6.17.
Figure 6.14: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1952 (N=0.72%) after RTA treatment.
Figure 6.15: Data points and exponential fit to difference in SCP and OCP probe transmission
changes (SCP-OCP) for sample AsN1952, (N=0.72%), after RTA treatment
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Figure 6.16: Differential transmission for same- and opposite-circularly polarised probe for sample
AsN1953 (N=0.45%) after RTA treatment.
Figure 6.17: Data points and exponential fit to difference in SCP and OCP probe transmission
changes (SCP-OCP) for sample AsN1953 (N=0.45%) after RTA treatment.
Discussion
The effects of rapid thermal annealing are not yet fully understood, and depend not only
on annealing time and temperature,21 but also on sample composition and growth con-
ditions.22 Interpretation of data obtained from annealed samples is therefore not trivial.
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From the carrier lifetime measurements detailed in chapter 5, it is clear that RTA treat-
ment was not optimised for the MQWs under investigation here, making interpretation
of the spin relaxation results obtained for these samples yet more problematic. Successful
post-growth annealing treatments usually result in an increase in electron momentum re-
laxation time, as the density of defects in the material is reduced. It was hoped that spin
relaxation studies of annealed samples would help to identify the dominant mechanism
responsible for spin flip in the material, by clarifying whether spin relaxation times were
directly proportional (Elliott-Yafet), or inversely proportional (D’Yakonov-Kachorovskii)
to electron momentum relaxation time.18
Figure 6.18 shows spin relaxation times decreased for both AsN1952 and AsN1953 upon
RTA treatment. It is possible that these samples were overannealed, given the drastically
reduced carrier lifetimes exhibited after RTA treatment. This could result in a greater
number of crystal defects,23 effectively decreasing the momentum scattering time. If spin
relaxation is indeed dominated by the DK mechanism in this material, such a decrease in
spin relaxation time would not be expected, given that the DK model predicts an increase
in spin relaxation time with decreasing momentum relaxation time.
Sample N content (%) τs As-grown (ps) τs RTA (ps)
AsN1952 0.72 58 37
AsN1953 0.45 47 27
Table 6.3: Spin relaxation times measured for as-grown and RTA treated AsN1952 and AsN1953
samples.
Thermal annealing is usually accompanied by a blueshift of the alloy bandgap en-
ergy,23–26 evidence of which was seen in a blueshift of the exciton position in absorption
spectra, shown in chapter 4. For samples AsN1952 and AsN1953, this blueshift was on
the order of ∼ 10nm. It is difficult to speculate what other effects the annealing-induced
change in the nature of the alloy bandstructure could have on the mechanisms for electron
spin relaxation in the material. More insight may be gained from a systematic study of
spin relaxation times in samples annealed under different conditions.
100
Figure 6.18: Spin relaxation times measured for samples AsN1952 and AsN1953 before RTA treat-
ment (open circles) and after RTA treatment (filled circles).
6.2.5 Exciton Saturation
Various excitonic saturation mechanisms, as outlined in section 2.4.4, contribute to the
transmission changes observed in time-resolved pump-probe experiments. Circularly po-
larised pump pulses resonant with the heavy hole transition in a quantum well sample
excite one electron spin only, e.g. right-circularly polarised light creates 100% spin-up
electrons. If the sample is subsequently probed with a delayed pulse of the same circular
polarisation (SCP), the transmission of this probe is enhanced due to phase space filling
and Coulomb screening, as long as the spin polarisation is maintained. In the case of a
probe pulse of the opposite circular polarisation (OCP), an empty spin state is probed,
and so the transmission enhancement at zero delay can be attributed to Coulomb screen-
ing alone.27,28 Probe transmission changes as a function of time delay for the SCP and
OCP case have been re-plotted for sample AsN1952 in figure 6.19 to illustrate this. The
spin-polarised electron populations created by both SCP and OCP pump pulses randomise
on the timescale of the spin relaxation. In the case of the GaInNAs MQW samples inves-
tigated here, the carrier recombination time is on the same order as the spin relaxation
time, and so also contributes to transmission changes. The point at which the transients
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begin to overlap indicates the time at which the electron population no longer exhibits
net spin polaristion. The longer tail occurring at times greater than ∼ 140ps, not shown
in figure 6.19, continues to decay with a time constant associated with the recombination
time of the carriers.
PSF
PSF
Coulomb
screening
Figure 6.19: Change in SCP and OCP probe transmission as a function of time delay for sam-
ple AsN1952, showing phase space filling (PSF) and Coulomb screening contributions to exciton
saturation.
6.3 Spin-based Polarisation Switch
The creation of spin-polarised electrons using circularly polarised light resonant with a QW
heavy hole excitonic transition can also be exploited in all-optical switching applications.
The switch under consideration here relies on a spin-dependent polarisation rotation of the
light in a MQW structure. A switch of this type was first proposed by Nishikawa et al ,29
who in 1996 reported 7ps polarisation switching in a GaAs/AlGaAs QW etalon pumped
with 4ps pulses. Similar switches have also been demonstrated in InGaAsP MQWs.16,30
More recently, femtosecond switching times have been reported in spin-switches utilising
’virtual excitation’ of spin-polarised excitons.31
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Figure 6.20: Experimental configuration for all-optical polarisation switch using GaInNAs multiple
quantum wells. The MQW is pumped by circularly polarised pulses, and probed with linear pulses.
The analyser is set for zero transmission of linear probe light.
The experimental configuration used to demonstrate spin-switching is shown in 6.20. The
pump probe configuration used to obtain the results in this chapter (c.f. figure 4.2 in
Chapter 2) is modified such that the pump remains circularly polarised, but the probe is
now linearly polarised. Pumping with circularly polarised light induces circular dichroism
in the material, which is demonstrated by the fact that the degree of absorption (transmis-
sion) of a probe pulse depends on whether it same- or opposite-circularly polarised relative
to the pump. The electric field of the linearly polarised probe light can be represented by
two circular polarisation components:28
E+ = exp(iωt) exp(−αlz) exp(inlkz), (6.7)
E− = exp(−iωt) exp(−αrz) exp(−inrkz). (6.8)
The two components of circular polarisation that make up the probe will experience differ-
ent refractive indices in the material, in which spin-polarised carriers have been created by
the pump. This gives rise to a phase difference between the two components, which grows
as the light travels along the z-axis of the MQW. The sum of the electric field components
therefore assumes a rotated elliptical polarisation. By placing a cross-polarised analyser in
the probe arm after the sample, it is possible to detect this polarisation rotation and dis-
criminate between on/off states of the switch. Before zero delay, there is no transmission
of the linearly polarised through the analyser. The elliptical polarisation state which the
probe assumes after zero delay exists only as long as the two circularly polarised compo-
nents experience different refractive indices, i.e. as long as there is a net spin polarisation.
103
If this is the case, then a signal will be transmitted through the analyser set orthogonally
to the original linear probe polarisation. Once the spin population returns to equilibrium,
the probe transmission through the analyser is again close to zero.
Nishikawa et al assume that contributions to the detected switching signal arising from
absorption changes are negligible, and thus base their interpretation solely on refractive
index changes which are directly proportional to pump-induced carrier density changes.
Assuming polarisation rotations less than 45◦, the decay time of the switching signal
τswitch derived by Nishikawa et al was found to be related to the spin relaxation time τs
and carrier recombination time τr in the following way:29
1
τswitch
=
4
τs
+
2
τr
. (6.9)
Given a long carrier lifetime τr, expression 6.9 predicts a switching time on the order of one
quarter of the spin relaxation time, which was consistent with the 28ps τs and 7ps τswitch
observed by this group. However, Hyland30 and Marshall et al ,16 find switching times
which are comparable to the spin relaxation time in a similar experimental configuration,
utilising InGaAs(P)/InGaAsP p-i-n MQW structures. The time evolution of the switching
signal observed in the GaInNAs MQW samples under investigation here is shown in figures
6.21 and 6.22. The decay time τswitch is on the order of tens of picoseconds: clearly
faster than the spin relaxation times measured for these samples in previous experiments,
but also significantly longer than the 4/τs + 2/τr rate predicted by relation 6.9. It is
possible that a large polarisation rotation that invalidates expression 6.9 occurs in these
samples. This was not verified experimentally, but is unlikely- Nishikawa et al did not
see a polarisation rotation of this magnitude, despite the fact that the etalon structure
used would have resulted in an enhanced optical nonlinearity. Assuming the transmission
change constituting the switching signal arises from changes in absorption (as opposed to
refraction), the square of the amplitudes of the electric field components, corresponding to
the intensity measured by the detector in figure 6.20, can be represented by the expression
∆T = A2|[1 + C(1 + e−2t/τs)e−t/τr ]1/2 − [1 + C(1− e−2t/τs)e−t/τr ]1/2|2, (6.10)
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which simplifies to:
∆T = A2C2e−2t/τ
∗
, (6.11)
where A is the electric field amplitude, 1/τ∗ = 2/τs+1/τr, and C a constant. It so happens
that for small rotation angles, equations 6.11 and 6.9 predict switching times which are
on a similar order. The discrepancy between the expected and measured time evolution
of the switching signal can therefore not be explained by a mistaken attribution of the
transmission change to refractive instead of absorptive effects, or vice versa. The tran-
sients measured in switch configurations using GaInNAs MQWs suffer from considerable
background noise, and consistent traces yielding unambiguous decay times were difficult
to obtain. Nonetheless, explanation of the observed switching times using expressions de-
rived from either refractive index change or absorption change alone appears problematic.
Calculating the expected switching signal as a function of time delay when both effects are
taken into account is non-trivial, but results in a switching time which is faster than that
obtained when only individual contributions are considered. The disagreement between
predicted and observed switching signals would benefit from further experimental work
and analysis.
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Figure 6.21: Change in transmission as a function of time delay (i.e. switching signal) for all-optical
polarisation switch based on MQW sample AsN1196.
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Figure 6.22: Change in transmission as a function of time delay (i.e. switching signal) for all-optical
polarisation switch based on MQW sample AsN1195.
In spin switches based on materials in which carrier lifetimes are long compared to
the times for which the carriers maintain their spin, it is the spin relaxation time which
determines the switching times of the devices. In the areas of quantum computing and
data storage, long spin relaxation times are an advantage. However, for optical switching
applications, fast spin relaxation rates are desirable.31 Some authors have attempted to
address this issue by utilising the fast hole spin relaxation time.32 Even if switching time
is independent of carrier lifetime, complete recovery of the material requires the carriers to
recombine, or be swept out by an electric field. If carrier recombination time is very long,
as is usually the case in high quality material, then carriers will accumulate from pulse
to pulse, which limits the repetition rate of switching devices based on these materials.
Low temperature growth and defect formation are methods which have been employed
to reduce carrier lifetime.29 Since GaInNAs materials tend to be rich in defects, with
comparatively short carrier lifetimes, no such treatment would be required to reduce τr.
In sample AsN1196 (1.24% N), τr was found to be 180ps- in GaAs and InP-based structures
this value is usually on the order of nanoseconds. A switch based on GaInNAs material
could therefore theoretically operate at a repetition rate of ∼ 5.5GHz. However, as results
from this chapter show, τs values are not particularly short in GaInNAs MQWs compared
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to structures based on other III-V material systems, placing a limit on switching times
achievable in potential GaInNAs-based devices.
6.4 Conclusion
Electron spin relaxation times have been measured at room temperature in GaInNAs
multiple quantum well samples as a function of well-width and nitrogen concentration
using a time resolved pump-probe technique with picosecond resolution. The effects of
rapid thermal annealing were also investigated. τs values of 27 − 133ps were found for
GaInNAs MQWs with N content in the range 0.45 − 1.24%. These τs values are on
timescales similar to room temperature results obtained by other authors for (100) GaAs
(32ps,14 ∼ (10 − 100)ps15), InGaAsP (20 − 36ps16), and InGaN (70ps17) quantum well
materials.
Results of the well-width investigation indicate that spin relaxation time increases with
increasing electron confinement energy, as predicted by both D’yakonov-Perel’ and Elliott-
Yafet theories. The confinement energy dependence observed would seem to suggest a
contribution from the EY process in this material. However, due to uncertainties inherent
in both the experimental data, and the assumptions that were made to arrive at E1e
values in this unusual alloy, the significance of the DK process cannot be discounted. As
discussed in previous sections, recent experimental and theoretical results have also shown
a dependence of τs on E1e less than −2.
A study into the spin relaxation times of samples containing varying molar fractions
of nitrogen revealed an increase in τs with increasing N, but the > 20-fold increase in spin
relaxation time with < 1% introduced of N to InGaAs MQWs, reported by Lombez et al,
was not observed.18 If the inclusion of nitrogen is assumed to result in greater number
of defects and therefore scattering centres, the increase in τs with increasing N may be
evidence for the significance of the DK mechanism in GaInNAs alloys. According to DK
theory, τs is inversely proportional to τp, the momentum relaxation time. Investigation
of samples encompassing a wider range of nitrogen concentrations, in conjunction with
further studies of annealed samples, may provide deeper insight.
Estimates of electron mobilities and thus electron momentum relaxation times, would
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enable calculation of spin relaxation times predicted by both EY and DK mechanisms
for the samples investigated. Comparison of these expected values with those obtained
experimentally would then enable a more definitive identification of the dominant spin
relaxation mechanism.
Spin relaxation by the EY and DK mechanisms are expected to display different tem-
perature dependences. A study of spin relaxation as a function of temperature for these
samples may therefore provide a further possibility of distinguishing between these pro-
cesses.
Measurement of τs in the two samples which had undergone RTA treatment produced
an interesting result: τs was observed to decrease upon annealing, although other data
from carrier recombination studies seemed to strongly suggest that annealing had resulted
in a deterioration of the material. This result appears to conflict with the conclusions
drawn from the nitrogen dependence study, where a suspected increase in defects and/or
a degradation of structural quality due to increasing N content resulted in longer spin
relaxation times. As the effects of post-growth annealing depend on the MBE growth
conditions of the MQWs, as well as the temperature and duration of the RTA treatment
itself, a large parameter space exists in which to further investigate τs in annealed samples.
All-optical polarisation switching utilising the spin-dependent optical nonlinearity was
demonstrated in samples AsN1195 and AsN1196. The switching signal was found to decay
with a time constant on the order of tens of picoseconds- considerably shorter than the
τs values measured for the same samples. This seems contrary to observations made by
Hyland et al30 and Marshall et al,,16 who both reported switching times equivalent to the
respective spin relaxation times of the MQW structures used, but also disagrees with the
very fast switching times predicted by Nishikawa et al - the fact that very similar switch
configurations were used by all authors notwithstanding. It seems that the switching signal
observed here is not adequately described by models attributing observed transmission
changes to changes in refractive index changes or absorption alone.
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Chapter 7
Conclusion
7.1 Summary of Results
This thesis investigated electron spin relaxation and carrier recombination in GaInNAs
multiple quantum wells using the time-resolved degenerate pump-probe technique de-
scribed in chapter 4. A summary of the studies undertaken, indicating results obtained
and possibilities for future work, is provided in the following sections of this chapter.
7.1.1 Well Width Dependence of Spin Relaxation
The first part of the spin relaxation study focused on an MQW sample series, grown by
molecular beam epitaxy, in which the alloy composition was kept constant from sample to
sample, but quantum well width was varied. Samples AsN1196, AsN1195, and AsN1194
(well width 5.8nm, 7nm, and 8nm respectively), made up this series. At the time the
experimental work for this thesis commenced, no values for spin relaxation times in dilute
nitride material had been published in the scientific literature, making the performance of
these measurements interesting from a fundamental physics point of view.
Spin relaxation times were extracted from the results of experiments using same-
circularly polarised (SCP) and opposite-circularly polarised (OCP) probes relative to the
pump, and measuring the change in probe transmission as a function of time delay, as
detailed in chapters 4 and 6. The purpose of obtaining spin relaxation times for vary-
ing well widths was to establish whether an increase in quantum well width would be
accompanied by an increase in spin relaxation time. This trend is predicted by both
111
D’Yakonov-Kachorovskii1 and Elliott-Yafet theories of spin relaxation.2,3 It has been ob-
served in a range of other material systems,4–9 and was confirmed unambiguously for the
case of GaInNAs quantum wells by this study, with τs values increasing from 77− 133ps
for well-width values in the range 5.8-8nm.
Whilst more efficient electron spin relaxation τs for narrower wells (i.e. higher first
electron quantum confinement energies, E1e) is expected in both D’Yakonov-Kachorovskii
(DK) and Elliott-Yafet (EY) models, the dependence of τs on E1e is different: the DK
model predicts τs ∝ E−21e , whilst the EY theory predicts τs ∝ E−11e . These different
dependences have been used by various authors as a guide to establishing the relative
importance of spin relaxation mechanisms in a given material. Use of a finite well model
to estimate E1e values allowed observed τs values to be plotted as a function of E1e for
the GaInNAs MQWs investigated here. τs was found to vary with E−11e , indicating that
the Elliott-Yafet process may be relevant in dilute nitride materials.
This finding contrasts with the assumptions generally made regarding the dominance of
the DK mechanism in III-V semiconductors. However, more sophisticated interpretations
of DK theory predict a dependence of τs on E1e which is less than −2.10,11 There are also
inherent difficulties associated with plotting τs versus E1e in this way: Firstly, the quantum
well width is not known to a high degree of accuracy, as fluctuations in MBE growth rate
lead to uncertainty in well-width estimates. Secondly, it remains problematic to reliably
predict electron effective masses in dilute nitrides with the models currently available,
e.g. the BAC model.12 These two factors both contribute to uncertainty in the E1e
values. Thirdly, there is the uncertainty associated with the experimental measurements
from which τs values were extracted, which depend on factors such as the availability
of an OPO output with constant spectral and power characteristics. Lastly, the value
of τs also depends on the momentum relaxation time τp, a quantity associated with the
concentration of scattering centres, which are expected to fluctuate randomly from sample
to sample.13
Future work could seek to address some of these issues by: i) obtaining quantum well
width values directly, using e.g. scanning electron microscopy, ii) calculating E1e using
less uncertain effective mass values, which may become available as theoretical models
mature, iii) measuring τs for a wider range of well width- this option was not available
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in this investigation, as the excitonic resonances exhibited by the other samples purpose-
grown for the study occured at wavelengths outside the spectral range of the the OPO,
iv) adopting a slightly altered pump-probe configuration, in which pump and probe arms
strike the sample at slightly different angles, which minimises the pump back-reflections
which are a source of noise in the transmission changes measured, v) measuring electron
mobility, in order to determine τp, which would allow a quantitative calculation of expected
spin relaxation rates, that could then be compared to experimental data, and vi) carrying
out a temperature-dependent study of τs, as different spin relaxation mechanisms tend to
exhibit different temperature dependences.14
7.1.2 Nitrogen Concentration Dependence of Spin Relaxation
The second part of the spin relaxation time study measured τs values for samples AsN1952,
and AsN1953. These were again GaInNAs MQW samples, but this time the quantum well
width was kept constant at a nominal value of 6nm, whilst nitrogen concentration was
varied, being 0.72% and 0.45% for samples AsN1952 and AsN1953 respectively. Although
sample AsN1196 was grown as part of a different series (containing different indium con-
centrations compared to AsN1952 and AsN1953), it was included in this study due to
fact that it incorporated significantly higher molar fractions of nitrogen (1.24%) whilst
having a very similar quantum well width (5.8nm). The results of this study indicated
that increasing the nitrogen concentration in GaInNAs alloys leads to an increase in elec-
tron spin relaxation time, with τs values ranging from 47− 115ps for N molar fractions of
0.45− 1.24%.
It is known that spin relaxation by the DK mechanism becomes slower with increasing
impurity concentration, whilst for the EY process the opposite is true. Increased nitrogen
content in dilute nitrides is known to be correlated to a higher density of point-defects
in the alloy,15 as described in Chapter 3. Assuming that these defects act as scattering
centres, and that a higher concentration of these centres leads to a slower spin relaxation
rate, it may be plausible to suggest that spin relaxation in these GaInNAs MQW samples
occurs with a strong contribution from the DK process. The sources of uncertainty for
this part of the spin relaxation study, e.g. knowledge of well-width, are similar to that
detailed in the previous paragraph, with the added complication that alloy composition
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data, supplied by the growers based on x-ray diffraction rocking curves, were estimates
only. However, for the nitrogen dependence studies, no assumptions regarding effective
masses and other parameters required for confinement energy calculations were necessary,
and conclusions were drawn solely from a plot of measured τs versus estimated nitrogen
concentration. Again, further studies taking in a wider compositional range, in conjunction
with more precise alloy compositional information, would be desirable.
7.1.3 Rapid Thermal Annealing
Rapid thermal annealing (RTA) was carried out on samples AsN1952 and AsN1953, in
the hope of obtaining results complementing those obtained in the nitrogen dependence
study. The effects of rapid thermal annealing are not yet fully understood, and depend not
only on annealing time and temperature,16 but also on sample composition and growth
conditions,17 making interpretation of data problematic. RTA is usually accompanied by
a blueshift of the alloy bandgap energy.18–21 Evidence for this was found in the absorption
spectra obtained for samples AsN1952 and AsN1953 upon RTA treatment, where the
blueshift was on the order of ∼ 10nm. The dramatically reduced carrier recombination
times measured for these samples, as detailed in Chapter 5, indicated that RTA treatment
was not optimised for these MQWs, further complicating interpretation of results obtained.
Successful RTA treatment usually decreases the density of defects in the material,
leading to an increase in electron momentum relaxation time, τp. It was hoped that spin
relaxation studies of annealed samples would help to identify the dominant mechanism
responsible for spin flip in the material, by clarifying whether spin relaxation times were
directly proportional (EY), or inversely proportional (DK) to τp.22
In this study, τs was found to decrease for both AsN1952 and AsN1953 upon RTA
treatment, dropping from 58ps to 37ps for sample AsN1952, and from 47ps to 27ps for
AsN1953. It is possible that these samples were overannealed. Interestingly, photolumi-
nescence spectra showed an increase in PL intensity for sample AsN1953, but a decrease for
sample AsN1952. Both samples, however, exhibited drastically reduced carrier lifetimes
after RTA treatment. It has been suggested that overannealing leads to the creation of
more crystal defects,18 effectively decreasing τp. Knowing that the DK model predicts an
increase in τs with decreasing τp, a decrease in spin relaxation time such as that observed
114
would not be expected, if spin relaxation in GaInNAs QWs is indeed dominated by the
DK process. The results of this part of the study were inconclusive, given the seemingly
contradictory nature of the results obtained from photoluminescence, carrier lifetime, and
spin relaxation time experiments. Future work could be based on a systematic study of
spin relaxation times in samples annealed under different conditions.
7.1.4 Nitrogen Dependence of Carrier Recombination
Linearly polarised pump probe measurements were carried out on samples AsN1196,
AsN1952, and AsN193, to investigate the influence of varying nitrogen concentration on
carrier lifetime τr, as described in chapter 5. From a device perspective, long τr are
necessary for laser applications, whilst shorter τr are desirable for modulators. The re-
combination time τr was found to decrease from 548 to 180ps when N molar fraction was
increased from 0.45% to 1.24%. It is possible that the larger density of point defects and/or
rougher interface surfaces associated with increased nitrogen concentration are responsible
for the shorter carrier lifetimes exhibited by the higher N-content samples. However, some
authors believe the molar fraction of indium incorporated in the host matrix GaInAs also
plays an important role in determining the τr values of GaInNAs alloys.23 The shorter τr
value measured for sample AsN1196, whose In content was higher than that of AsN1952
and AsN1953m could be at least partially attributed to an increase in dislocations caused
by In-induced strain. However, this would not account for the different carrier lifetimes
exhibited by the two samples having the same In concentration.
Carrier lifetime measurements were also carried out on AsN1952 and AsN193 after
rapid thermal annealing. It seems likely that RTA treatment was not optimised for these
samples (c.f. section 7.1.3), as τr values for both AsN1952 and AsN1953 were found to
be significantly lower upon annealing, dropping from 485ps to 76ps, and from 548ps to
127ps, respectively.
This study provided insight into some general trends which may be expected regarding
carrier lifetimes in dilute nitride alloys. Further studies may help to establish the relative
strength of radiative and non-radiative recombination processes in the MQWs by e.g.
measuring τr as a function of excitation energy. (The structures studied here did not
lend themselves to investigations involving significant variation in pump power at room
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temperature.) Time-resolved photoluminescence measurements would also be a useful
tool in determining which recombination mechanisms are dominant in the material. In
the future, as GaInNAs material quality improves, it may be possible to conduct similar
experiments using using a wider range of pump powers, on samples containing a wider
range of nitrogen concentrations.
From the point of view of this thesis, independently obtained τr values were also very
useful in themselves, as they reduced the number of unknown parameters in spin-dependent
pump-probe measurements, thus enabling more reliable extraction of τs values.
7.1.5 Spin Switch
The spin dependent optical nonlinearity used to measure spin relaxation times in GaInNAs
MQWs can also be applied to all-optical polarisation switching, as demonstrated in section
6.3 of chapter 6. It was shown that the switching signal decays with a time constant on the
order of tens of picoseconds. This is considerably shorter than the spin relaxation time
measured for the same samples, contrary to observations made by Hyland et al24 and
Marshall et al,25 but significantly longer than that predicted by Nishikawa et al - the fact
that very similar switch configurations were used by all authors notwithstanding. It seems
that the switching signal observed here is not adequately described by models considering
transmission changes arising from refractive index changes or absorptive changes alone.
Future work could focus on the development of a theoretical framework which reliably
predicts the time evolution of the spin-dependent switching signal. GaInNAs MQWs
have been shown to exhibit very fast carrier recombination times (e.g. 180ps for sample
AsN1196, c.f. chapter 5). In GaAs and InP-based structures this value is usually on the
order of nanoseconds. A switch based on GaInNAs material could therefore theoretically
operate at a repetition rate of ∼ 5.5GHz. However, the τs value of the material (which
can be on the order of 100ps, as shown in chapter 6), limits the switching times achievable
in potential GaInNAs-based devices.
116
References for Chapter 7
[1] M. I. D’Yakonov and V. Y. Kachorovskii, “Spin relaxation of two-dimensional electrons in
noncentrosymmetric semiconductors,” Sov. Phys. Semicond., vol. 20, no. 1, pp. 110–112, 1985.
[2] R. J. Elliott, “Spin-Orbit Coupling in Band Theory - Character Tables for Some ”Double”
Space Groups,” Phys. Rev., vol. 96, no. 2, pp. 280–287, 1954.
[3] Y. Yafet, “g Factors and Spin-Lattice Relaxation of Conduction Electrons,” Solid State
Physics, vol. 14, no. 1, pp. 1–98, 1963.
[4] A. Tackeuchi, T. Kuroda, S. Muto, Y. Nishikawa, and O. Wada, “Electron Spin-relaxation
Dynamics in GaAs/AlGaAs Quantum Wells,” Jpn. J. Appl. Phys., vol. 38, pp. 4680–4687,
1999.
[5] A. Tackeuchi, Y. Nishikawa, and O. Wada, “Room-temperature electron spin spin dynamics
in GaAs/AlGaAs quantum wells,” Appl. Phys. Lett., vol. 68, no. 6, pp. 797–799, 1995.
[6] A. Tackeuchi, O. Wada, and Y. Nishikawa, “Electron spin relaxation in InGaAs/InP multiple-
quantum wells,” Appl. Phys. Lett., vol. 70, no. 9, pp. 1131–1133, 1997.
[7] R. S. Britton, T. Grevatt, A. Malinowski, R. T. Harley, P. Perozzo, A. R. Cameron, and
A. Miller, “Room temperature spin relaxation in GaAs/AlGaAs multiple quantum wells,”
Appl. Phys. Lett., vol. 70, no. 9, pp. 1131–1133, 1997.
[8] A. Tackeuchi, T. Kuroda, S. Muto, and O. Wada, “Picosecond electron-spin relaxation in
GaAs/AlGaAs quantum wells and InGaAs/InP quantum wells,” Physica B, vol. 272, pp.
318–323, 1999.
[9] Y. Ohno, R. Terauchi, T. Adachi, F. Matsukura, and H. Ohno, “Spin Relaxation in GaAs(110)
Quantum Wells,” Phys. Rev. Letters, vol. 83, no. 20, pp. 4196–4199, 1999.
[10] R. Terauchi, Y. Ohno, T. Adachi, A. Sato, F. Matsukura, A. Tackeuchi, and H. Ohno,
“Electron Spin-relaxation Dynamics in GaAs/AlGaAs Quantum Wells,” Jpn. J. Appl. Phys.,
vol. 38, p. 2549, 1999.
[11] W. H. Lau, J. T. Olesberg, and M. E. Flatte´, “Electron-spin decoherence in bulk and quantum-
well zinc-blende semiconductors,” Phys. Rev. B, vol. 64, pp. 161 301–1–161 301–4, 2001.
[12] E. P. O’Reilly, A. Lindsay, and S. Fahy, “Theory of the electronic structure of dilute nitride
alloys: beyond the band-anti-crossing model,” J. Phys. Condens. Matter, vol. 16, pp. S3257–
S3276, 2004.
[13] G. Bastard and R. Ferreira, “Spin-flip scattering times in semiconductor quantum wells,”
Surface Science, vol. 267, pp. 335–341, 1992.
[14] F. Meier and B. P. Zakharchenya, Eds., Optical Orientation (Modern Problems in Condensed
Matter Sciences Volume 8). North Holland, 1984.
[15] W. M. Chen, I. A. Buyanova, C. W. Tu, and H. Yonezu, “Point defects in dilute nitride
III-N-As and III-N-P,” Physica B, vol. 376-377, pp. 545–551, 2006.
[16] W. K. Cheah, W. J. Fan, S. F. Yoon, B. S. Ma, T. K. Ng, R. Liu, and A. T. S. Wee,
“Analysis and optimization of the annealing mechanisms in (In)GaAsN on GaAs,” Semicond.
Sci. Technol., vol. 21, pp. 808–812, 2006.
[17] P. J. Klar, “Recent developments in metastable dilute-N III-V semiconductors,” Prog. Solid
State Chem., vol. 31, pp. 301–349, 2003.
[18] H. P. Xin, K. L. Kavanagh, M. Kondow, and C. W. Tu, “Effects of rapid thermal annealing
on GaInNAs/GaAs multiple quantum wells,” J. Cryst. Growth, vol. 201/202, pp. 419–422,
1999.
[19] R. Kudrawiec, G. Se¸k, J. Misiewicz, D. Gollub, and A. Forchel, “Point defects in dilute nitride
III-N-As and III-N-P,” Appl. Phys. Lett., vol. 83, no. 14, pp. 2772–2774, 2003.
117
[20] E.-M. Pavelescu, J. Wagner, H. P. Komsa, T. T. Rantala, M. Dumitrescu, and M. Pessa,
“Nitrogen incorporation into GaInNAs lattice-matched to GaAs: The effects of growth tem-
perature and thermal annealing,” J. Appl. Phys., vol. 98, pp. 083 524–1–083 524–4, 2005.
[21] V. Liverini, A. Rutz, U. Keller, and S. Scho¨n, “Effects of rapid thermal annealing conditions
on GaInNAs band gap bandgap and photoluminescence intensity,” J. Appl. Phys., vol. 99,
pp. 113 103–1–113 103–7, 2006.
[22] L. Lombez, P.-F. Braun, H. Carre`re, B. Urbaszek, P. Renucci, T. Amand, X. Marie, J. C.
Harmand, and V. K. Kalevich, “Spin dynamics in dilute nitride semiconductors at room
temperature,” Appl. Phys. Lett., vol. 86, pp. 252 115–1–252 115–3, 2005.
[23] A. Vinattieri, D. Alderighi, M. Zamfirescu, M. Colocci, A. Polimeni, M. Capizzi, D. Gollub,
M. Fischer, and A. Forchel, “Role of the host matrix in the carrier recombination of InGaAsN
alloys,” Appl. Phys. Lett., vol. 82, no. 17, pp. 2805–2807, 2003.
[24] J. T. Hyland, G. T. Kennedy, A. Miller, and C. C. Button, “Spin relaxation and all optical
polarization switching at 1.52 micrometres in InGaAs(P)/InGaAsP multiple quantum wells,”
Semicond. Sci. Technol., vol. 14, pp. 215–221, 1999.
[25] D. Marshall, M. Mazilu, A. Miller, and C. C. Button, “Polarization switching and induced
birefringence in InGaAsP multiple quantum wells at 1.5µm,” J. Appl. Phys., vol. 91, no. 7,
pp. 4090–4094, 2002.
118
Appendix A
Waveplate Characterisation
To enable excitation of 100% spin-polarised electrons in the samples under investigation, it
was necessary to convert the linearly polarised output of the OPO into circularly polarised
light. For this purpose, the generic pump-probe experimental configuration was modified
by the inclusion of a set of two quarter waveplates, one each for pump and probe arms.
In order to determine the waveplate angles at which the linearly polarised input is
converted to left- and right-circularly polarised light, an analyser cross-polarised with the
OPO beam was placed in its path, and the beam power monitored by an optical power
meter. The power measured was close to zero at the angle of minimum transmission.
A quarter waveplate was then positioned before the analyser. It was expected that four
waveplate angles, separated by approximately 90◦, could be located such that the measured
power through the analyser was equal at the angles at which maximum and minimum
transmission had been obtained previously, in the absence of the quarter waveplate.
However, this was found not to be the case. Two angles, separated by approx. 180◦,
were found which gave equal transmission at the two analyser angles as described above.
Another two angles, separated by approx. 180◦ and at approx. 90◦ to the first pair were
also found, but the powers measured at this set of angles was not equal to that measured at
the first set of angles, contrary to what would be expected if all four angles gave perfectly
circularly polarised light. It was therefore decided to characterise the waveplates, so that
the precise nature of polarisation assumed by the beam on passing through the waveplates
at a given angle of rotation could be known.
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Figure A.1: Power transmitted through analyser on rotation through 360◦.
The characterisation technique employed was as follows: the beam was directed through
the quarter waveplate to be characterised (set to an angle presumed to produce approxi-
mately circular polarisation), then through a linear analyser, and finally onto a detector.
The linear analyser was then rotated through 360◦, the power measured recorded at 10◦
intervals, and power plotted against analyser angle on a polar plot. The linear analyser
was also characterised in the same way, i.e. it was rotated through 360◦ without the wave-
plate, in order to ensure it behaved as expected, and the result is shown in Fig. A.1. It
can be seen that at two angles of rotation, the analyser is close to perfectly cross-polarised
with the incoming OPO light, and there is practically zero transmission. Maximum trans-
mission occurs at 90◦ to these angles.
The polar plot obtained for the case of the quarter waveplate set at one of the four
angles detailed above is shown in Fig. A.2. The shape of the plot approximates to a circle,
indicating that almost equal components of the incoming light were being transmitted
through the analyser at all analyser angles, i.e. the incoming polarization was close to
circular.
The quarter waveplate was then rotated through approximately 90◦, in order to pro-
duce opposite circular polarisation (i.e. left-circularly polarised instead of right-, or vice
versa). The results are shown in Fig. A.2. Instead of circular polarisation at this an-
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gle, a ”peanut shape” was produced. This indicated that the components of light being
transmitted though the analyser were not of equal magnitude at all analyser angles, i.e.
a certain degree of ellipticity was inherent in the polarization state of the beam at this
waveplate angle. This explained the anomalous behaviour of the waveplate as described
in the previous paragraphs of this section.
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Figure A.2: Data points for power transmitted through analyser and quarterwaveplate combination
on rotation of the analyser through 360◦ with quarterwaveplate set to 254◦, and fit to data.
This process of characterisation was repeated for the other waveplate used in exper-
iments utilising circularly polarised light, with similar results. It became clear that no
one waveplate would reliably produce both left- and right- circular polarisations, yet this
was crucial for realising the same- and opposite-circular polarisation configurations neces-
sary for pump-probe experiments investigating spin relaxation. In order to overcome this
problem, it was decided to use the two quarter waveplates, each set at an angle at which
they created close to perfectly circularly polarised light for the OCP configuration, and
include a half waveplate set at the appropriate angle to when the SCP configuration was
required. The resulting polarisation was noticeably less elliptical than that obtained when
the waveplate was simply rotated through 90◦, c.f. Fig. A.3.
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Figure A.3: Data points for power transmitted through analyser and quarterwaveplate combination
on rotation of the analyser through 360◦ with quarterwaveplate set to 345◦, and fit to data.
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Figure A.4: Data points for power transmitted through analyser, quarterwaveplate, and halfwave-
plate combination on rotation of the analyser through 360◦ with quarterwaveplate set to 254◦, and
fit to data.
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The halfwave plate was also characterised, and is shown in Fig. A.4, superimposed on
a plot showing the analyser-only plot. The orthogonal ”figure of eight” patterns in Fig.
A.4 correspond to the OPO output, and the OPO output upon passing through the half
waveplate. Their respective maxima are located approx. 90◦ apart, indicating opposite
linear polarisation. From Fig. A.3 it can be seen that the halfwave plate set at this angle
can be used in conjunction with a quarter waveplate to produce circular polarisation.
For completeness, it should be stated that the quarter waveplates were also charac-
terised by setting the analyser angle constant and rotating the waveplates through 360◦.
This produced a characteristic four-lobed ”flower-shaped” plot, as shown in Fig. A.6.
Maximum transmission through the analyser occurred at four angles of the waveplate,
as expected from a quarter waveplate theoretically producing alternating left- and right-
circular polarisations at 90◦ intervals. However, the four lobes are not biaxially symmetric
(the minima are not equal), again symptomatic of the failure of the waveplate to produce
both left- and right-circular polarisations.
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Figure A.5: Power transmitted through analyser, and power transmitted through analyser and
halfwaveplate combination, on rotation of the analyser through 360◦.
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Figure A.6: Power transmitted through analyser on rotation through quarterwaveplate through
360◦.
The fits to the data points shown in Figs. A.1-A.6 were produced using Jones calculus,1
whereby polarised light is represented by a Jones vector, and optical elements by Jones
matrices.
Using this notation, the analyser A is represented by its axis direction given by the
unit vector:
UA =
cos(θA)
sin(θA)
 (A.1)
where θa is the analyser angle. The time-dependent Jones matrix for elliptically polarised
light whose major and minor axes are given by Ea and Eb, and tilt by θ by is
E(t) =
Eacos(θ)cos(t) −Ebsin(θ)sin(t)
Eacos(θ)sin(t) +Ebcos(θ)sin(t)
 (A.2)
The projection of the Jones vector representing the elliptically polarised light, onto the
Jones matrix representing the analyser, is a scalar corresponding to the amplitude of the
electric field after the analyser. Squaring the amplitude to obtain the intensity results in
1E. Hecht, Optics, 3rd ed. Addison Wesley, 1998.
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the following function, which was fitted to the data points shown in the figures:
I =
∫ T
0
UA · E(t)dt (A.3)
I(θA) = E2acos(θA − θ)2 +E2b sin(θA − θ)2 (A.4)
The fitting procedure allowed extraction of the parameters a and b (the major and minor
axes of the ellipse) describing the ellipticity of the polarisation,
e =
a
b
≤ 1 (A.5)
where e = 1 for a circle, and e = 0 for linear light. For the quarter waveplate shown
in Fig. A.2, a = 0.258 and b = 0.272, giving e = 0.95. For the waveplate arrangement
consisting of a combination of quarter- and half-waveplates shown in Fig. A.4, a = 0.247
and b = 0.2732, giving e = 0.90 at the chosen angles. In theory, it is desirable to create a
100% spin polarised population of electrons in the conduction band, i.e. to use perfectly
circularly polarised light. However, for the types of experiment described in this thesis,
it is usually sufficient for the electrons to be polarised to the extent that a difference in
transmission between SCP and OCP configurations is observed, so this small degree of
ellipticity can be tolerated.
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