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We propose an extension of the improved version of the inhomogeneous long-range corrections of
Janecˇek [J. Phys. Chem. B 110, 6264–6269 (2006)], presented recently by MacDowell and Blas [J.
Chem. Phys. 131, 074705 (2009)] to account for the intermolecular potential energy of spherical,
rigid, and flexible molecular systems, to deal with the contributions to the microscopic components
of the pressure tensor due to the dispersive long-range corrections. We have performed Monte Carlo
simulations in the canonical ensemble to obtain the interfacial properties of spherical Lennard-Jones
molecules with different cutoff distances, rc = 2.5, 3, 4, and 5σ . In addition, we have also considered
cutoff distances rc = 2.5 and 3σ in combination with the inhomogeneous long-range corrections
proposed in this work. The normal and tangential microscopic components of the pressure tensor are
obtained using the mechanical or virial route in combination with the recipe of Irving and Kirkwood,
while the macroscopic components are calculated using the Volume Perturbation thermodynamic
route proposed by de Miguel and Jackson [J. Chem. Phys. 125, 164109 (2006)]. The vapour-liquid
interfacial tension is evaluated using three different procedures, the Irving-Kirkwood method, the
difference between the macroscopic components of the pressure tensor, and the Test-Area method-
ology. In addition to the pressure tensor and the surface tension, we also obtain density profiles,
coexistence densities, vapour pressure, critical temperature and density, and interfacial thickness as
functions of temperature, paying particular attention to the effect of the cutoff distance and the long-
range corrections on these properties. According to our results, the main effect of increasing the
cutoff distance (at fixed temperature) is to sharpen the vapour-liquid interface, to decrease the vapour
pressure, and to increase the width of the biphasic coexistence region. As a result, the interfacial
thickness decreases, the width of the tangential microscopic component of the pressure tensor profile
increases, and the surface tension increases as the cutoff distance is larger. We have also checked
the effect of the impulsive contribution to the pressure due to the discontinuity of the intermolec-
ular interaction potential when it is cut. If this contribution is not accounted for in the calculation
of the microscopic components of the pressure tensor, incorrect values of both components as well
as a wrong structure along the vapour-liquid interface are obtained. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4900773]
I. INTRODUCTION
The phenomenology associated to fluid-fluid interfacial
properties has fascinated scientifics since the time of Laplace
and Young.1 The determination of interfacial properties, and
particularly surface tension, has been always an ambitious and
challenging goal for many computer simulation researchers
of the liquid-state community. Understanding how different
microscopic mechanisms determine the thermodynamic and
structural behaviour of systems that exhibit a fluid-fluid inter-
face is essential in a large number of scientific and engineer-
ing fields, including nucleation or dynamics of phase tran-
sition, among many others. However, the fluid-fluid surface
a)Electronic mail: felipe@uhu.es
tension is probably the most challenging property to be de-
termined and predicting using molecular-based theories and
simulation techniques. Despite the number of studies carried
out since computer simulation is used routinely for de-
termining the properties of a molecular model, the cal-
culation of surface tension is still a subtle problem. The
ambiguity in the definition of the microscopic components of
the pressure tensor,2, 3 the finite size effects due to capillary
waves,4, 5 or the difficulty for the calculation of the dispersive
long-range corrections (LRC) associated to the intermolecu-
lar interactions,6, 7 make the calculation of surface tension a
difficult and non-trivial problem.
The usual procedure to the evaluation of the fluid-fluid
interfacial tension in a molecular simulation involves the
0021-9606/2014/141(18)/184701/17/$30.00 © 2014 AIP Publishing LLC141, 184701-1
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determination of the microscopic components of the pressure
tensor through the well-known mechanical or virial route.
This route states that surface tension of a planar fluid-fluid
interface can be readily obtained from the integration of the
difference between the normal PN(z) and tangential PT(z) mi-
croscopic components of the pressure tensor profiles along the
interface as
γ =
∫ L
z
0
(
PN (z) − PT (z)
)
dz. (1)
Note that here we have chosen the z-axis perpendicular to the
interface and the integral is performed along the total length
Lz of the simulation box. Care must be taken in cases in which
there exist two vapour-liquid interfaces, which is the standard
procedure for studying direct fluid-fluid coexistence in Monte
Carlo (MC) and Molecular Dynamics (MD) simulation. In
this case, the true value associated to a single interface is half
of the value obtained from Eq. (1).
This method generally involves an ensemble average of
the virial of Clausius according to the recipes of Irving and
Kirkwood8 (IK) or Harasima,9 among many others possible
choices. Although the mechanical route is especially appro-
priate when molecular dynamics techniques are used to deter-
mine the interfacial tension of a system, since the evaluation
of the forces is required to determine the molecular trajecto-
ries, a number of alternative methods have been proposed dur-
ing the last years to calculate, not only the interfacial tension,
but also for the components of the pressure tensor, without the
need to evaluate the virial. The origin of these new techniques
is probably due to the increasing capacity of computers for
calculating larger and more complex systems and the interest
of the condensed matter community for understanding from a
molecular perspective the mechanisms that control the macro-
scopic behaviour of interfaces of fluids.
These alternative methods are especially suited in Monte
Carlo simulations, in which the calculation of the forces is
not required for sampling the configurational space of the
system. In addition to that, although the evaluation of the
virial is straightforward in systems interacting through sim-
ple intermolecular potentials, this is not the case for com-
plex intermolecular interactions, including those governing
the microscopic behaviour of chain-like molecules or sys-
tem with specific interactions, and particularly models in
which the intermolecular potential is discontinuous, such
as the hard-sphere and square-well potentials, and in cases
in which specific interactions are modeled as associating
square-well sites, among others. In this situation, the eval-
uation of forces can be difficult and very time consuming.
Exceptions to this rule in the literature are the works of
Chapela, Alejandre and co-workers,10–13 and Malfreyt and
co-workers.14, 15
The new generation of alternative methods for determin-
ing the surface tension and the components of the pressure
tensor constitute a collection of effective and elegant tech-
niques based on the thermodynamic definition of these prop-
erties. Consider a system in which the number of particles, N,
the volume V , and temperature T are constant. Under these
conditions, the appropriate definition of surface tension γ can
be written as
γ =
(
∂F
∂A
)
NVT
. (2)
The surface tension can be understood as the change in free
energy F of the system for an infinitesimal change in the in-
terfacial area, A, while keeping N, V , and T constant. As-
suming the same conditions, the diagonal components of the
pressure tensor of the system, Pαα , with α = x, y, z, following
de Miguel and Jackson,16 can be expressed using its thermo-
dynamic definition as
Pαα = −
(
∂F
∂V
)
NTL
β =α
. (3)
The notation Lβ = α indicates that the partial derivative with
respect to the volume is performed in such a way that the di-
mension of the system along the α-axis, Lα , is varied while
keeping all other dimensions Lβ (β = α) fixed.
Equations (2) and (3) allow two different interpretations
for calculating the surface tension and the components of the
pressure tensor. In the first approach, the one we focus on
exclusively in this work, equations can be written using ba-
sic Statistical Mechanics as configurational averages over the
unperturbed system of surface area A and volume V of ap-
propriate Boltzmann factors. These expressions (see Eq. (60)
of the original work of Gloor et al.,3 and Eqs. (8)–(9) and
(16)–(17) of the work of de Miguel and Jackson16 for further
details) suggest that both magnitudes can be calculated av-
eraging the corresponding Boltzmann factors associated with
virtual changes of surface area and volume, respectively. This
approach corresponds to perturbative approaches such as the
Test-Area (TA) technique3 for the surface tension and the Vol-
ume Perturbation (VP) methods for the determination of the
macroscopic components of the pressure tensor.16–18 These
methods are becoming very popular and are being used rou-
tinely to determine the vapour-liquid interfacial properties of
Lennard-Jones (LJ),7, 19–21 several models of water,22, 23 the
Mie potential,24 binary mixtures,25–27 or real systems15, 28–33
among others.
Another interpretation for calculating the surface tension
and the components of the pressure tensor using the thermo-
dynamic definition of both magnitudes, given by Eqs. (2) and
(3), is possible. In the former approach, they are evaluated
averaging Boltzmann factors using virtual changes of the sys-
tem, i.e., the perturbed states generated during the simulation
do not correspond to real states sampled along the Markov
chain generated during the simulation. Because of that most
of these methods receive the generic name of perturbative
methods. The second class of methods that exploit the use
of Eqs. (2) and (3) are non-perturbative techniques, in which
the interfacial area is sampled along the simulation, i.e., states
with unperturbed and perturbed interfacial areas are explicitly
considered in the Markov chain of the simulation. Represen-
tative examples of methods that follow this approach are the
use of the Expanded Ensemble (EE), based on the original
work of Lyuvartsev et al.,34 for calculating the surface ten-
sion proposed independently by Errington and Kofke35 and
de Miguel,36 and the Wandering Interface Method (WIM),
introduced by MacDowell and Bryk.37 In the first method,
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states of the system are sampled through a global set of sub-
ensembles, with different interfacial areas, allowing to calcu-
late the difference in free energy between states (basically,
the surface tension) in terms of the probability of finding
the system in these states.35, 36 The second methodology, the
WIM technique, can be viewed as a continuous version of
the EE method in which the interfacial area is allowed to
fluctuate randomly and the surface tension can be obtained
from the analysis of the resulting probability distribution. The
WIM approach has been successfully used for determining
the fluid-fluid and solid-fluid interfacial tension of a variety
of complex systems.7, 19, 38–40
As mentioned previously, one of the major difficulties en-
countered in the simulation of inhomogeneous systems by
molecular simulation is the truncation of the intermolecu-
lar potential. Although for homogeneous systems this issue
is easily solved by including the well-known homogeneous
LRC,41, 42 the situation is much more complicated in the case
of fluid-fluid interfaces, and in general, in inhomogeneous
systems. Fortunately, this problem seems to solved satisfac-
torily recently in cases in which the system exhibits planar
symmetry. Different authors have contributed to the estab-
lishment of appropriate and standard inhomogeneous LRC,
including Blokhius,43 Mecke,44, 45 Daoulas,46 Guo and Lu,47
and finally, Janecˇek,6, 48 and the recent improved methods pro-
posed by MacDowell and Blas7 and de Gregorio et al.39
The truncation of the intermolecular potential has im-
portant effects on the calculation of any physical property.
In general, all properties exhibit a dependence with the cut-
off distance, but the relative effect is different depending on
the specific magnitude. Though the density profiles, coexis-
tence densities, and critical coordinates are affected by the
truncation, the interfacial thickness and more particularly the
surface tension show a stronger dependence on the particu-
lar choice of the cutoff distance.6, 7, 19, 49, 50 The effect of trun-
cation on the surface tension was already noted by the sem-
inal work of Chapela et al.51 and discussed very nicely by
Trokhymchuk and Alejandre.49 These latter authors also an-
alyzed in detail the truncation procedure and the presence of
an additional force due to the discontinuity of the truncated
potential at the cutoff distance. This additional force due to
the discontinuity of the truncated potential at cutoff distance
becomes crucial for inhomogeneous fluids and has to be in-
cluded into the virial calculation in both Monte Carlo and
Molecular Dynamics, as well as into the computation for in-
teractions in Molecular Dynamics simulations.
Although different authors have recently considered the
effect of truncating and applying the appropriate LRC to sys-
tems that interact through the spherical LJ intermolecular
potential3, 6, 50 on the surface tension, the number of studies
devoted to determine the effect of using different cutoff dis-
tances for the intermolecular potential on the components of
the pressure tensor is really scarce.
The main goal of this work is twofold. First, we propose
an improved version of the original LRC of Janecˇek,6 based
on a previous work of one of us to deal with the intermolec-
ular potential energy,7 to estimate the LRC associated to the
microscopic components of the pressure tensor of a spheri-
cal model in a planar fluid-fluid interface. Second, we revisit
the interfacial properties of the LJ spherical model, including
the density profiles, interfacial thickness, surface tension, and
normal and tangential microscopic and macroscopic compo-
nents of the pressure tensor. We also determine other ther-
modynamic properties, such as coexistence densities, vapour
pressure, and critical temperature and density. In particu-
lar, we consider the spherical truncated (but not shifted) in-
termolecular potential with different cutoff distances, from
rc = 2.5 up to 5σ . We also pay special attention to the effect
of neglecting the impulsive contribution to the components of
the pressure tensor associated to the discontinuity of the po-
tential at the cutoff distance rc. In addition to that, we also
consider the full intermolecular potential, i.e., the potential
truncated at rc = 2.5 and 3σ with the version of inhomoge-
neous LRC of MacDowell and Blas7 based on the Janecˇek’s
work6 for the potential energy and the improved version pro-
posed in this work for the components of the pressure tensor.
In order to assess the effectiveness of the new methodology
proposed, we have also determined the surface tension and the
components of the pressure tensor using two different pertur-
bative methods, the TA technique and the VP methodology.
This allows to obtain independent results and compare our
predictions with simulation data taken from the literature.
The rest of the paper is organized as follows. In Sec. II,
we consider an improved method for determining the contri-
bution to the microscopic components of the pressure ten-
sor due to the LRC of inhomogeneous spherical systems.
The molecular model and the simulation details of this work
are presented in Sec. III. Results obtained are discussed in
Sec. IV. Finally, in Sec. V we present the main conclusions.
II. EFFECTIVE LONG-RANGE PAIRWISE
CORRECTIONS FOR THE PRESSURE TENSOR
OF SPHERICAL SYSTEMS
In 2006, Janecˇek6 proposed a new methodology for cal-
culating LRC to the energy and pressure tensor in systems that
interact through spherically symmetric intermolecular poten-
tials. This procedure allows to treat in a simple way the trun-
cation of the intermolecular energy of systems that exhibit
planar interfaces. More recently, MacDowell and Blas7 have
demonstrated that the Janecˇek’s procedure can be rewritten
into an effective long-range pair potential plus a self term
that allows for a fast, easy, and elegant implementation of the
method. In this work, we extend this improved version to deal
with the long-range pair potential contributions to the com-
ponents of the pressure tensor. Since the original methodol-
ogy has been introduced elsewhere,6, 48, 52, 53 the most impor-
tant details corresponding to the LRC term to the components
of the pressure tensor proposed by Janecˇek6 are provided in
the supplementary material.54 Here, we focus the attention to
the extension of the improved version for dealing with the
pressure tensor.
As mentioned previously, MacDowell and Blas7 have
proposed an improved methodology of the Janecˇek’s6 method
for dealing with the intermolecular interactions of an inho-
mogeneous system due to LRC. The method, which is sim-
pler and more accurate, elegant, and easier to implement in
a simulation code than the original one, has been applied
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successfully to calculate the interfacial properties of sev-
eral models, including fully flexible and rigid-linear Lennard-
Jones chains7, 55–57 and water and carbon dioxide.58 Following
the recipe of MacDowell and Blas,7, 58 Eq. (10) of the supple-
mentary material54 is written more accurately as
LRCαα (zi) =
〈∫ +∞
−∞
παα(|zi − z|) ρ(z) dz
〉
. (4)
The density profile of a system formed by N particles can be
written formally as a summation of δ-Dirac distributions cen-
tered at the positions zj, with j = 1, . . . , N,
ρ(z) = 1A
N∑
j=1
δ(z − zj ), (5)
where A is the interfacial area of the xy-plane of the system.
Using Eq. (5) in Eq. (4), LRCαα (zi) is given by
LRCαα (zi) =
〈
1
A
N∑
j=1
παα(|zi − zj |)
〉
. (6)
It is important to note that summation in Eq. (6) runs over all
the values of the index j (j = 1, . . . , N), and this also included
the case j = i.
The total components of the virial tensor arising from the
LRC, defined by Eq. (9) of the supplementary material,54 is
then expressed as
LRCαα = 12
N∑
i=1
LRCαα (zi) =
〈
1
2A
N∑
i=1
N∑
j=1
παα(|zi − zj |)
〉
.
(7)
The unrestricted summation over indexes i and j can be finally
transformed into a sum of pairwise effective (integrated) inter-
molecular virial over all the pairs of molecules in the system
and N self-energy terms as
LRCαα =
〈
1
A
N−1∑
i=1
N∑
j=i+1
παα(|zi − zj |)
〉
+
〈
1
2A
N∑
i=1
παα(0)
〉
=
〈
1
A
N−1∑
i=1
N∑
j=i+1
παα(|zi − zj |)
〉
+
〈
N
2Aπαα(0)
〉
. (8)
The expressions given by Eqs. (6) and (8) are the key
relationships that generalize the improved version proposed
by MacDowell and Blas7 for dealing with the components of
the pressure tensor: the components of the pressure tensor due
to the LRC are given by an effective pairwise components
pressure tensor between all the particles forming the system.
The last term in Eq. (8), the self-tensor contribution, is
not a truly summation of self-virial tensor terms. In fact, the
function παα(z) is not a real contribution to the component
of the virial tensor between a pair of particles but an effec-
tive (integrated) component of the virial tensor. Each contri-
bution 1Aπαα(|zi − zj |) in Eq. (6) represents the contribution
to the component of the virial tensor, due to the interactions
between the particle i with all the particles located inside the
slab centered at zj due to the long-range interactions. There-
fore, παα(0) represents the contribution to the component of
the virial tensor due to the interactions between a molecule
and the rest of molecules located inside the same slab but be-
yond the cut-off radius.
This procedure provides several important advantages
over the original method: (1) Eqs. (6) and (8) correspond to
the exact evaluation of the components of the virial tensor
due to the LRC. It is important to recall that the use of the
original Janecˇek version of the method implies a discretiza-
tion of the simulation box along the z-axis, which is in fact an
approximation; (2) the improved procedure allows to evalu-
ate LRCαα (zi) and LRCαα without the explicit calculation of the
density profile on the fly, i.e., it is not necessary to update the
density profile ρ(z) each Monte Carlo step, and consequently,
to perform the double integral shown in the original work of
Janecˇek (see Eq. (23) of the original paper6).
III. MODEL AND SIMULATION DETAILS
We consider spherical LJ molecules characterized by a
diameter σ and dispersive energy . The interaction potential
between two different molecules is given by
uLJ (r) = 4
[(
σ
r
)12
−
(
σ
r
)6]
, (9)
where r is the distance between two molecules. During the
simulation, we use a potential spherically truncated (but not
shifted) at a cutoff distance rc, defined by
u(r) = uLJ (r)
[
1 − (r − rc)
] = {uLJ (r) r ≤ rc0 r > rc , (10)
where (x) is the Heaviside step function.
We examine this spherically truncated potential model
with several cutoff distances, rc = 2.5, 3, 4, and 5σ . In
addition to that, we study the interfacial and thermody-
namic properties of spherically truncated LJ potential with
rc = 2.5 and 3σ considering inhomogeneous LRC using the
MacDowell and Blas7, 56 methodology for the intermolecular
potential energy and the recipe presented in Sec. II, based on
the Janecˇek’s method,6, 48 for the evaluation of the LRC for
the components of the pressure tensor. Results obtained using
these LRC are equivalent to use the full potential or a potential
with infinite truncation distance.
The number of molecules, N, used in all the simulations
performed in this work is constant, N = 2048. As in previ-
ous studies,7, 19, 39, 55–59 this choice is made so as to have sys-
tems with the same total number of molecules. Simulations
are performed in the NVT ensemble. We consider a system of
N molecules at a temperature T in a volume V = Lx Ly Lz,
where Lx, Ly, and Lz are the dimensions of the rectangular
simulation box. A homogeneous liquid system is first equili-
brated in a rectangular simulation box of dimensions Lx = Ly
= 12σ , and Lz = 16.891σ for the lowest temperature consid-
ered (T∗ = kBT/ = 0.70), and Lz = 21.153σ for the highest
temperature (T∗ = 1.1). The box is then expanded to three
times its original size along the z direction, while leaving the
liquid phase at the center with empty boxes of equal size at
each side. The final overall dimensions of the vapour-liquid-
vapour simulation box are therefore Lx = Ly = 12σ , and
Lz = 50.673σ for the lowest temperature considered
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(T∗ = 0.70), and Lz = 66.460σ for the highest temperature
(T∗ = 1.1).
The simulations are organized in cycles. A cycle is de-
fined as N trial moves (displacement of the center of mass)
and the magnitude of the appropriate displacement is adjusted
so as to get an acceptance rate of 30% approximately. We use
periodic boundary conditions and minimum image conven-
tion in all three directions of the simulation box.
We have obtained the normal and tangential microscopic
components of the pressure tensor from the mechanical ex-
pression or virial route. In particular, we have used the well-
known IK recipe for determining the microscopic components
of the pressure tensor, PN(z) ≡ Pzz(z) and PT (z) ≡ Pxx(z)
≡ Pyy(z) ≡ 12 (Pxx(z) + Pyy(z)).8 As explained in Sec. II, the
simulation box is divided into slabs of width z and area A
parallel to the interface (xy-plane). The contribution to the
microscopic pressure tensor at each point of the simulation
box, due to a pair of molecules i and j located at zi and zj, re-
spectively, is obtained from the distribution of the pair virial
among all slabs between zi and zj for both the normal and
tangential components. Note that this also includes the con-
tribution due to the LRC. In the improved version introduced
in this work, based on the previous work of MacDowell and
Blas,7, 56 the contribution due to the LRC are written as an ef-
fective pairwise components of the pressure tensor between
all the molecules, resulting an elegant and effective way of
accounting for this contribution. In practice, to determine the
contribution to the pressure due to a given pair of molecules
we perform the following steps:
1. We evaluate the distance along the z-axis between the
pair of molecules i and j, |zij|. To be consistent with the
calculation of the intermolecular interactions performed
during the simulation, the minimum image convention is
also used when this contribution is calculated.
2. We then calculate the number of slabs between
molecules i and j (after the minimum image conven-
tion is applied), including the slabs occupied by the
molecules.
3. The contribution arising from the interactions between
particles i and j, including the contribution due to LRC,
is divided by the number of slabs obtained in point 2.
4. Finally, the pressure contribution obtained in point 3 is
then assigned equally to each slab between positions zi
and zj, including the slabs corresponding to positions zi
and zj at which the molecules are located.
Since we are dealing with pairwise interactions, the total con-
tribution to the components of the pressure tensor is obtained
taking into account all the molecular pairs and averaging the
total virial over the canonical ensemble. The final expres-
sion of the microscopic components of the pressure tensor are
given by
PN (z) =
〈
ρ(z) kBT
〉+ P CUTN (z) + P LRCN (z). (11)
The first term of the right-hand side of Eq. (11) corresponds
to the ideal (kinetic) contribution to the microscopic pressure
tensor. Note that this contribution is obtained from the value
of the density profile at the same position z. The two other
terms, P CUTN (z) and P LRCN (z), are the contributions to the nor-
mal microscopic component of the pressure tensor, PN(z), due
to the direct interactions between molecular pairs and LRC,
respectively. A similar expression is also valid for the tangen-
tial microscopic component PT(z).
The contribution to normal component of the pressure
tensor due to the direct interactions between molecular pairs,
P CUTN (z), can be written as
P CUTN (z) = −
1
A
〈N−1∑
i=1
N∑
j=i+1
z2ij
rij
duLJ (rij )
drij
1
|zij |
×
(
z − zj
zij
)

(
zj − z
zij
)〉
= − 1Az
〈N−1∑
i=1
N∑
j=i+1
z2ij
rij
duLJ (rij )
drij
1
nij
〉
. (12)
The corresponding contribution to the tangential component,
P CUTT (z), is given by an expression of the form of Eq. (12)
but with (x2ij + y2ij )/2 instead of z2ij . Here, the factor 1/nijz,
proportional to the product of 1/|zij| and the two Heaviside
step functions, is used to select the position at which the in-
teraction between particles i and j contributes to the pressure
tensor. In practice, if particles i and j are located at slabs ki
and kj, respectively, the number of the slabs located between
them is nij = |kj − ki| − 1.
Using Eqs. (7) and (9) of the supplementary material,54
Eq. (8), and taking into account the recipe of Irving and
Kirkwood,8 the contribution to the normal component of the
pressure tensor due to LRC, P LRCN (z), can be written as
P LRCN (z) =
1
Az
{〈
1
A
N−1∑
i=1
N∑
j=i+1
πzz(|zi − zj |)
1
nij
〉
+
〈
1
2Aπzz(0)
〉}
. (13)
The corresponding contribution to the tangential compo-
nent, P LRCT (z), is given by an expression of the form of
Eq. (13) but using (π xx + π yy)/2 instead of π zz. Here, παα(|zi
− zj|), with α = x, y, z, are the same functions defined previ-
ously by Eqs. (11) and (12) of supplementary material.54 Note
that function w(z, zi, zj ) is also used in Eq. (13). This means
that the pressure due to the LRC associated to the virial of
particles at zi and zj contributes to all the slabs located be-
tween them (including the slabs at positions zi and zj). The
last term of the right-hand side of Eq. (13) represents the con-
tribution to the pressure, due to the LRC, associated to the
interaction between a particle and all the molecules located
at the same slab. According to the meaning of this self-tensor
contribution, as discussed previously in Sec. II, and to be con-
sistent with the Irving-Kirkwood recipe for the calculation of
the microscopic components of the pressure tensor, this term
contributes to the pressure at position at which each particle
is located in the simulation box.
We have also determined the macroscopic compo-
nents of the pressure tensor using virtual volume pertur-
bations of magnitude ξ = V/V each cycle. Here, ξ de-
fines the relative volume (compressive and expansive) change
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associated with the perturbation. We follow the methodology
proposed by de Miguel and Jackson,16 based on the semi-
nal works of Eppenga and Frenkel60 and Harismiadis et al.,61
and rescale independently the box lengths of the simulation
cell and positions of the molecular centers of mass accord-
ing to linear transformations. In particular, the macroscopic
average of the normal component of the pressure PN is com-
puted (see Eq. (60) of the original work of Gloor et al.,3 and
Eqs. (16) and (17) of the work of de Miguel and Jackson16)
by averaging the corresponding Boltzmann factor associated
with a volume perturbation in which the normal dimension
of the simulation cell is changed according to the transfor-
mation L′z = (1 + ξ )Lz (including compression and expan-
sion changes applied independently) while the transverse di-
mension remains unchanged. The macroscopic average of the
tangential component PT is calculated from the same equa-
tions by considering a perturbation in which the tangential
dimension of the system is changed isotropically according to
L′α = (1 + ξ )1/2Lα , with α = x, y (including compression and
expansion changes applied independently), keeping Lz fixed.
In both cases, eight different (positive and negative) relative
volume changes in the range 2 × 10−4 ≤ |ξ | ≤ 15 × 10−4
are used in our calculations. The final values of the macro-
scopic components of the pressure tensors presented in this
work, PN and PT, correspond to the extrapolated values (as
determined by a linear extrapolation to |ξ | → 0 of the values
obtained from increasing-volume and decreasing-volume per-
turbations) obtained from a combined compression-expansion
perturbation.
Finally, we have also calculated the surface tension us-
ing of the TA methodology.3 Since the method is a stan-
dard and well-known procedure for evaluating fluid-fluid in-
terfacial tensions of molecular systems, here we only provide
the most important features of the technique. For further de-
tails, we recommend the original work3 and the most impor-
tant applications.7, 16, 19, 22–27, 30, 31, 39, 55–59 The implementation
of the TA technique involves performing virtual or test area
deformations of relative area changes defined as ξ = A/A
during the course of the simulation at constant N, V , and T ev-
ery MC cycle. As shown by Gloor et al.,3 the surface tension
follows from the computation of the change in Helmholtz free
energy associated with the perturbation, which in turn can be
expressed as an ensemble average of the corresponding Boltz-
mann factor. Further details can be found in Ref. 3. Note that
the procedure for calculating the surface tension is similar to
that used to evaluate the components of the pressure tensor,
but in this case the changes in the normal and transverse di-
mensions are coupled to keep the overall volume constant. In
particular, we use the same number and values for the relative
area changes ξ , and the same procedure to obtain the extrap-
olated values.
As in previous studies,7, 19, 39, 55–59 for each cutoff distance
(with and without LRC) we perform simulations of inho-
mogeneous systems at different temperatures where vapour-
liquid equilibrium is expected. We typically consider seven
temperatures in the range ∼0.5 Tc up to ∼0.9 Tc, where Tc is
the critical temperature of the system. Each simulation box
is well equilibrated for 106 MC cycles, and averages are de-
termined over a further period of 2 × 106 MC cycles. The
production stage is divided into M blocks. Normally, each
block is equal to 105 MC cycles. The ensemble average of
the macroscopic components of the pressure tensor and the
surface tension is given by the arithmetic mean of the block
averages and the statistical precision of the sample average is
estimated from the standard deviation in the ensemble average
from σ/
√
M , where σ is the variance of the block averages,
and M = 20 in all cases.
All the quantities in our paper are expressed in conven-
tional reduced units, with σ and  being the length and energy
scaling units, respectively. Thus, the temperature is given in
units of /kB, the densities in units of σ−3, the pressure in
units of the /σ 3, the surface tension in units of /σ 2, and the
cutoff distance and interfacial thickness in units of σ .
IV. RESULTS AND DISCUSSION
In this section, we present the main results from simula-
tions of the vapour-liquid interface of spherical LJ molecules
using different cutoff distances, with and without LRC for the
intermolecular potential energy and components of the pres-
sure tensor. We focus mainly on the effect of using different
cutoff distances on the microscopic components of the pres-
sure tensor. To our knowledge, little work has been devoted
to study the effect of cutoff distance and LRC on the micro-
scopic components of the pressure tensor.
We have determined the components of the pressure us-
ing both the mechanical (or virial) and thermodynamic routes.
Comparison between both results allows to check the validity
of the method presented in Sec. II for determining the con-
tribution to the pressure due to the LRC. We have also ex-
amined several coexistence properties, such as coexistence
densities and vapour pressures, and also other interfacial
properties, such as density profiles, interfacial thickness, and
surface tension. In particular, we pay special attention on the
determination of the vapour-liquid interfacial tension calcu-
lated using different routes, including the mechanical or virial
route (using the traditional IK methodology) and the thermo-
dynamic definition (using the VP and TA methods) of the sur-
face tension.
A. Effect of cutoff distance and LRC on normal
and tangential pressure
We first analyze the equilibrium normal and tangential
components of the microscopic pressure tensor profiles, PN(z)
and PT(z), respectively, that are computed from averages of
histograms of pressures along the z direction over the pro-
duction stage, according to the IK prescription explained in
Sec. III. As in the case of all properties calculated in this work,
this procedure is meaningful as far as the central liquid slab is
thick enough. This turns out to be the case in our simulations,
including those performed at higher temperatures.
We consider the normal and tangential components of the
microscopic pressure tensor profiles at a low temperature, T
= 0.72. Fig. 1 shows PN(z) and PT(z) for spherical molecules
with different cutoff distances for the intermolecular poten-
tial, from rc = 2.5 up to 5. We have also included the re-
sults corresponding to a LJ cutoff distance rc = 3 and the
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FIG. 1. Normal PN(z) and tangential PT(z) (a), and difference between the
normal and tangential microscopic components (b) of the pressure tensor
profiles across the two vapour-liquid interfaces of spherical LJ molecules at
T = 0.72 and using cutoff distances rc = 2.5 (black), 3 (red), 4 (green), 5(blue), and 3 with inhomogeneous LRC (orange). Continuous and dashed
curves in part (a) correspond to the tangential and normal microscopic com-
ponents of the pressure tensor, respectively. Insets correspond to the enlarge-
ment of the interfacial region for PT(z) (a) and PN(z) − PT(z) (b).
inhomogeneous LRC introduced in Sec. II (full LJ potential).
Note that in all sections, except Subsection IV B (Effect of the
impulsive contribution of the intermolecular force on pressure
tensor), we have taken into account the impulsive contribution
to the pressure due to the discontinuity of the intermolecular
force at r = rc. In particular, we follow the seminal work of
Trokhymchuk and Alejandre.49 See Subsection IV B for fur-
ther details. Tables I and II show the values for the normal and
tangential macroscopic components of the pressure tensor at
different temperatures and cutoff distances. As can be seen in
Fig. 1(a), the components of the microscopic pressure tensor
along the two vapour-liquid interfaces exhibit the expected
behaviour, i.e., the normal component of the pressure tensor
profile is constant (within the statistical error) through the in-
terface and equal to the vapour pressure of the system (accord-
ing to the mechanical stability, that it requires the gradient of
pressure tensor vanishes). In addition, the tangential compo-
nent of the pressure tensor profile is approximately constant
and equal to the normal pressure in the liquid and both vapour
bulk-like regions of the simulation box. PT(z) becomes nega-
tive at the two interfacial regions of the system showing two
(negative) local minima.
The values of PN(z) and PT(z) along the vapour slab are
nearly independent of the cutoff distance used, including the
values corresponding to the full potential. This is expected
since vapour density is very low, especially at this tempera-
ture (T = 0.72), and contributions to the pressure due to parti-
cles separated beyond the lowest cutoff distance (rc = 2.5) are
negligible. A similar behaviour is also observed in the liquid
slab, although the statistical noise is larger, as expected. How-
ever, the most interesting effect of the cutoff distance over the
pressure tensor at this temperature is undeniably associated
with the values of the two minima of PT(z). As can be seen,
the cutoff distance has an enormous effect on this magnitude
as its value is increased. In particular, the two minima val-
ues of PT(z) are a 23% higher than those corresponding to the
values of the full potential for a cutoff distance of rc = 2.5.
Note that this difference is very important since, as it is well-
known, are directly related with the value of the vapour-liquid
surface tension of the system.
We have also calculated the difference of both compo-
nents of the pressure tensor profile, as a function of the po-
sition along the z direction. As can be seen in Fig. 1(b), the
difference PN(z) − PT(z) exhibits the expected shape, i.e.,
constant and equal to zero in the vapour and liquid slabs,
since bulk-like regions do not contribute to the surface tension
of the system, and positive peaks at both interfacial regions
where the components of the pressure tensor are different due
to the extra contribution of the tension to the tangential pres-
sure at the interface. Differences between the maximum value
reached by PN(z) − PT(z) using a cutoff distance rc (without
LRC) and the full potential decrease as the cutoff is increased,
as expected.
We now consider the normal and tangential microscopic
components of the pressure tensor, at a higher temperature,
using the same cutoff distances for the LJ intermolecular po-
tential and a cutoff distance rc = 3 for the full LJ poten-
tial. The microscopic components of the pressure tensor, at
T = 1.0, along the two vapour-liquid interfaces are shown in
Fig. 2(a). As can be seen, both components exhibit the same
qualitative behaviour as at low temperature (T = 0.72). The
separation between both interfacial regions is now smaller
than in the case corresponding to low temperatures due to the
growth of the interfacial regions. The normal component of
the pressure (which is equal to the vapour pressure of the sys-
tem) decreases as the cutoff distance is increased. This effect,
that is more noticeable than in Fig. 1(a) due to the scale em-
ployed now, is in fact larger than at low temperatures. See
Table I for further details.
A similar behaviour is also observed in the case of the
tangential microscopic component of the pressure tensor. The
two minima values of PT(z) are higher than those correspond-
ing to the values got for the full intermolecular potential when
the cutoff distance rc is increased. These differences are sys-
tematically larger than those found at lower temperatures, as
can be seen comparing Figs. 1(a) and 2(a).
Another interesting feature exhibited by the tangential
microscopic component of the pressure tensor profiles, which
is more evident at high temperatures, is the increase of the
region of the interface at which PT(z) = PN as the cutoff
distance of the intermolecular potential is increased. These
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TABLE I. Liquid density, ρL, vapour density, ρV , normal macroscopic component of the pressure tensor calculated from the virial route, P
vir
N , normal and
tangential macroscopic components of the pressure tensor calculated from VP, PVPN and P
VP
T , respectively, surface tension calculated from integration given by
Eq. (1), γ vir , from VP, γ VP , and from TA, γ TA, and 10–90 interfacial thickness, t for a system of LJ molecules at different temperatures and cutoffs distances.
All quantities are expressed in the reduced units defined in Sec. III. The errors are estimated as explained in the text. Uncertainties of surface tension calculated
from the virial route, γ vir , are error estimates corresponding to the numerical calculation of the integral given by Eq. (1).
rc ρL ρV P
vir
N P
VP
N P
VP
T γ
vir γ VP γ TA t
T = 0.70
2.5 0.8161(13) 0.0035(3) 0.00240(3) 0.0028(7) − 0.0286(7) 0.793(6) 0.794(6) 0.795(3) 1.838(6)
3 0.8283(14) 0.00315(21) 0.002138(17) 0.0015(9) − 0.0340(9) 0.902(10) 0.901(7) 0.903(3) 1.794(2)
4 0.8367(17) 0.00246(18) 0.001677(16) 0.0023(6) − 0.0376(6) 1.017(7) 1.011(5) 1.016(3) 1.760(2)
5 0.8394(23) 0.0021(2) 0.001398(12) 0.0021(7) − 0.0403(7) 1.072(9) 1.073(6) 1.074(5) 1.7526(9)
T = 0.72
2.5 0.8066(11) 0.0048(3) 0.00330(2) 0.0031(7) − 0.0257(7) 0.744(7) 0.744(6) 0.746(2) 1.9054(18)
3 0.8195(9) 0.0038(3) 0.00264(2) 0.0032(7) − 0.0167(7) 0.866(11) 0.515(6) 0.866(4) 1.8652(4)
4 0.8279(13) 0.00305(19) 0.002130(18) 0.0018(7) − 0.0360(7) 0.975(6) 0.975(6) 0.974(3) 1.833(3)
5 0.830(2) 0.00296(19) 0.002067(18) 0.0030(10) − 0.0368(9) 1.028(6) 1.029(8) 1.030(3) 1.882(3)
T = 0.80
2.5 0.7682(12) 0.01007(23) 0.007465(22) 0.0076(7) − 0.0147(7) 0.596(5) 0.594(6) 0.595(3) 2.260(8)
3 0.7829(11) 0.0081(6) 0.00610(5) 0.0088(6) − 0.0173(6) 0.697(10) 0.696(5) 0.698(4) 2.1993(17)
4 0.7915(13) 0.00709(23) 0.00536(3) 0.0048(7) − 0.0255(8) 0.809(15) 0.809(6) 0.810(3) 2.147(7)
5 0.7949(13) 0.0070(4) 0.00527(3) 0.0045(8) − 0.0277(8) 0.859(6) 0.859(7) 0.856(3) 2.133(8)
T = 0.90
2.5 0.7152(7) 0.0265(9) 0.02013(11) 0.0198(8) 0.0054(8) 0.409(6) 0.409(7) 0.411(3) 2.865(22)
3 0.7302(11) 0.0207(6) 0.01632(7) 0.0145(7) − 0.0031(6) 0.498(10) 0.497(6) 0.497(3) 2.733(5)
4 0.7440(12) 0.01690(6) 0.01359(7) 0.0142(8) − 0.0069(8) 0.596(6) 0.597(7) 0.596(3) 2.643(6)
5 0.7470(21) 0.0168(7) 0.01308(7) 0.0118(6) − 0.0107(7) 0.635(7) 0.636(6) 0.635(2) 2.633(3)
T = 0.92
2.5 0.7041(8) 0.0302(8) 0.02311(8) 0.0233(8) 0.0100(8) 0.382(5) 0.381(7) 0.380(3) 3.014(7)
3 0.7207(11) 0.0235(7) 0.01869(7) 0.0196(7) 0.0032(8) 0.471(9) 0.470(7) 0.470(2) 2.865(20)
4 0.7325(9) 0.0198(12) 0.01603(13) 0.0144(6) − 0.0050(6) 0.558(6) 0.557(6) 0.557(2) 2.750(9)
5 0.7371(13) 0.0181(6) 0.01480(5) 0.0142(6) − 0.0070(6) 0.606(7) 0.607(6) 0.608(3) 2.730(13)
T = 1.00
2.5 0.6510(6) 0.0528(13) 0.03979(9) 0.0385(7) 0.0306(7) 0.239(5) 0.239(7) 0.240(2) 3.858(14)
3 0.6738(10) 0.0404(8) 0.03241(7) 0.0333(6) 0.0226(5) 0.327(8) 0.327(5) 0.327(2) 3.528(10)
4 0.6900(12) 0.0341(6) 0.02817(6) 0.0280(5) 0.0145(5) 0.410(7) 0.409(5) 0.409(2) 3.369(9)
5 0.6954(14) 0.0315(10) 0.02627(6) 0.0268(6) 0.0120(6) 0.449(5) 0.450(6) 0.4503(21) 3.316(10)
T = 1.10
2.5 0.5645(7) 0.0959(20) 0.06832(17) 0.0688(4) 0.0658(4) 0.099(5) 0.099(5) 0.0998(22) 5.793(14)
3 0.6015(10) 0.0759(23) 0.05825(12) 0.0588(4) 0.0538(4) 0.168(7) 0.167(4) 0.1674(19) 4.99(6)
4 0.6257(11) 0.0614(10) 0.05012(12) 0.0504(4) 0.0435(3) 0.238(5) 0.228(4) 0.237(2) 4.528(23)
5 0.6330(13) 0.0584(16) 0.04818(16) 0.0483(5) 0.0403(4) 0.268(5) 0.268(5) 0.269(2) 4.460(19)
TABLE II. Liquid density, ρL, vapour density, ρV , normal component of the macroscopic pressure tensor calculated from the virial route P
vir
N , normal and
tangential components of the macroscopic pressure tensor calculated from VP, PVPN and P
VP
T , surface tension calculated from integration given by Eq. (1),
γ vir , from VP, γ VP , and from TA, γ TA, and 10–90 interfacial thickness, t, at different temperatures for systems of LJ molecules with a cutoff distance rc = 3
with inhomogeneous LRC. All quantities are expressed in the reduced units defined in Sec. III. The errors are estimated as explained in the text. Uncertainties
of surface tension calculated from the virial route, γ vir , are error estimates corresponding to the numerical calculation of the integral given by Eq. (1).
T ρL ρV P
vir
N P
VP
N P
VP
T γ
vir γ VP γ TA t
0.70 0.8421(21) 0.0020(2) 0.001353(15) 0.0002(7) − 0.0456(7) 1.158(11) 1.164(6) 1.164(4) 1.722(3)
0.72 0.8338(22) 0.00255(19) 0.001779(15) 0.0017(8) − 0.0414(8) 1.110(10) 1.114(6) 1.116(4) 1.824(3)
0.80 0.7986(16) 0.0063(2) 0.00478(3) 0.0048(7) − 0.0300(8) 0.923(10) 0.930(7) 0.927(4) 2.121(3)
0.90 0.7517(13) 0.0152(5) 0.01234(6) 0.0122(8) − 0.0130(7) 0.712(9) 0.713(7) 0.713(3) 2.601(16)
0.92 0.7414(14) 0.0172(6) 0.01415(6) 0.0139(6) − 0.0093(6) 0.667(15) 0.667(6) 0.668(3) 2.7259(11)
1.00 0.6995(10) 0.0299(3) 0.02522(7) 0.0249(4) 0.0082(4) 0.511(10) 0.510(4) 0.510(3) 3.282(12)
1.10 0.6361(8) 0.0533(8) 0.04522(12) 0.0440(5) 0.0345(5) 0.321(11) 0.316(5) 0.318(3) 4.202(6)
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FIG. 2. Normal PN(z) and tangential PT(z) (a), and difference between the
normal and tangential microscopic components (b) of the pressure tensor pro-
files across the two vapour-liquid interfaces of spherical LJ molecules at
T = 1.0. The meaning of the symbols and curves is the same as in
Fig. 1.
regions correspond to zones of the interface at which there
exist tensions and compressions, as it is explained below.
This effect, that can be understood from a microscopic point
of view, can be clearly seen in Fig. 2(a). A higher value
of the cutoff distance in the intermolecular potential means
an increase of the range of the intermolecular forces be-
tween particles. As a consequence of this, the zones of the
interface at which exist tensions and compressions spread
over wider regions of the simulation box, as shown in
Fig. 2(a).
As in the case of PN(z) and PT(z), the difference between
both components of the pressure tensor profiles shows the
same qualitative behaviour as at low temperatures. However,
the effect of the cutoff distance of the intermolecular poten-
tial on PN(z) − PT(z) is larger at high temperatures, as can be
seen in Figs. 1(b) and 2(b). An interesting feature of the sys-
tem, shown in Figs. 1 and 2, is that there exist regions at which
PT(z) < PN(z). Those regions, that correspond to most of the
locations at the vapour-liquid interface, are clearly regions of
tension. Contrary, small locations of the interface correspond-
ing to zones near the vapour bulk-like regions, are regions of
compression in which PT(z) > PN(z). The reason for which
the transverse pressure has values greater than PN at the in-
terface near the vapour phase and large negative values (and
lower than PN) at other locations of the interface is a conse-
quence of the behaviour of the pressure in the unstable bulk
phase region (spinodal region), which plays an essential role
in the physics at interfaces. For further details, we recommend
the excellent review of Davies and Scriven.62
From our knowledge, this is the first time the effect of the
cutoff distance and the use of LRC of the dispersive interac-
tions on the structure of PN(z), PT(z), and PN(z) − PT(z) for
the LJ system is analyzed in the same work. The only work, to
our knowledge, in which related information has been shown
is that of Shen et al.50 These authors show the behaviour of
the difference between both components of the pressure ten-
sor of the LJ with rc = 2.5 and 4 in combination with the orig-
inal method of Janecˇek48 at only one temperature, 0.95 (see
bottom panel of Fig. 2 of the paper of Shen et al.50). Note,
however, that Janecˇek52, 53 and co-workers have presented the
pressure profiles, at different temperatures, for the LJ system
using these LRC.
Once we have analyzed the effect of the cutoff distance
on the normal and tangential microscopic components of the
pressure tensor profile at two representative temperatures,
0.72 (low) and 1.0 (high), we consider the behaviour of the
normal and tangential microscopic components of the pres-
sure tensor profile in the whole range of temperatures at which
the system exhibits vapour-liquid phase behaviour, from 0.70
to 1.1. We have used a cutoff distance for the LJ intermolecu-
lar potential of rc = 3 with the inhomogeneous LRC described
in Sec. II. We have also obtained the normal and tangential
macroscopic components of the pressure tensor, PN and PT,
using the VP technique proposed by de Miguel and Jackson,16
which is based on a thermodynamic definition of the pressure
tensor. Since this calculation is only based on energetic con-
siderations, the results are independent of the methodology
employed to estimate the contribution to the pressure due to
the LRC (Sec. II). The comparison between both results is rel-
evant to this work since it allows to check the validity of the
methodology presented in Sec. II to calculate the LRC to the
pressure tensor.
The normal and tangential microscopic components of
the pressure tensor are presented in Table II. In addition to
that, we have averaged the normal microscopic component of
the pressure tensor along the vapour phase. As can be seen
from Table II, values for the normal macroscopic component
of the pressure tensor calculated from the mechanical (P virN )
and thermodynamic (PN) routes are in excellent agreement,
confirming that equations proposed in Sec. II predict the cor-
rect behaviour of the normal pressure along the whole range
of temperatures considered.
Results from the NVT calculations in the whole range of
temperatures considered are shown in Fig. 3. As can be seen,
the PN(z) and PT(z) profiles calculated using the IK method-
ology show the expected behaviour. In particular, the mini-
mum (negative) value of the peaks associated to the tangential
microscopic component of the pressure tensor profile, PT(z),
becomes less negative as the temperature is increased. In ad-
dition to that, the thickness of the peaks associated to that
component increases as the temperature is increased. Since
the tangential component contributes positively to the surface
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FIG. 3. Normal PN(z) and tangential PT(z) (a), and difference between the
normal and tangential microscopic components (b) of the pressure tensor pro-
files across the two vapour-liquid interfaces of spherical LJ molecules us-
ing a cutoff distance 3 with inhomogeneous LRC, at temperatures T = 0.70
(black), 0.72 (red), 0.80 (green), 0.90 (blue), 0.92 (magenta), 1.0 (orange),
and 1.1 (light blue). Continuous and dashed curves in part (a) correspond
to the tangential and normal microscopic components of the pressure tensor,
respectively.
tension (note that PT(z) is subtracted from PN(z) in the me-
chanical definition of surface tension given by Eq. (1) pre-
sented in Sec. I), the behaviour observed in the structure
of PT(z) as the temperature is varied agrees with the ex-
pected decrease of the vapour-liquid surface tension with the
temperature. The behaviour of the thickness associated to
the (negative) peaks exhibited by PT(z) is similar to that of
the interfacial thickness of an interface, that increases with
the temperature since it diverges as T → Tc.1 As shown in
Fig. 3(a), regions at which the tangential pressure profile dif-
fers from this of the normal pressure increases as the tempera-
ture is raised. In order to give a complementary description of
the structure of the microscopic components of the pressure
tensor profile in the whole range of temperatures at which the
system exhibits vapour-liquid phase separation, we have also
considered the PN(z) − PT(z) profiles, from 0.7 to 1.1, ob-
tained using the full potential. As can be seen in Fig. 3(b),
PN(z) − PT(z) shows the expected structure, which can be in-
ferred from the results presented in Fig. 3(a).
B. Effect of the impulsive contribution
of the intermolecular force on pressure tensor
The calculation of forces in systems that interact through
intermolecular potentials in which interactions are spherically
truncated (but not shifted) is cumbersome. Trokhymchuk and
Alejandre,49 and more recently de Miguel and Jackson,16 have
clarified the importance of the additional force due to the dis-
continuity of the truncated potentials at cutoff distance, which
is crucial for inhomogeneous fluids, as it will be shown below,
and must be included into the virial if the mechanical route
for calculating the pressure is used. The intermolecular force
associated to the intermolecular interaction potential u(r) be-
tween two LJ molecules separated a distance r is given by
f = f (r)rˆ, with f(r) = −(du/dr) and rˆ the unit vector between
the interacting molecules. Since in Molecular Dynamics it is
common to deal with systems in which forces are spherically
truncated (but not shifted), these are usually calculated as
f (r) = fLJ (r)
[
1 − (r − rc)
]
, (14)
where fLJ(r) = −(duLJ/dr) is the magnitude of the force as-
sociated to the intermolecular LJ potential. As discussed by
Trokhymchuk and Alejandre49 and de Miguel and Jackson,16
f(r) defined by Eq. (14) does not correspond to the force as-
sociated to an intermolecular potential spherically truncated
(but not shifted) defined by Eq. (10) (see Sec. III). The right
value of the force obtained from Eq. (10) must be calculated
as
f (r) = fLJ (r)
[
1 − (r − rc)
]+ uc δ(r − rc), (15)
where uc = uLJ(rc) is the value of the LJ potential energy
at r = rc and δ(x) is the δ-Dirac function. The last term on
Eq. (15) represents the impulsive (attractive) force, which is
by no means negligible. de Miguel and Jackson16 estimated
that the impulsive force accounts for about 6% of the con-
tributions to the total pressure in a bulk LJ liquid phase at
ρ = 0.864 and T = 1.5 when a cutoff distance of rc = 2.5
is used. However, as shown previously by Trokhymchuk and
Alejandre,49 the effect of neglecting the impulsive force has
dramatic consequences on the structure of the microscopic
components of the pressure tensor profiles. Unfortunately,
Trokhymchuk and Alejandre49 only considered one value of
the cutoff distance (rc = 2.5) at one single temperature. Since
we are studying the effect of cutoff distance and the use of
LRC on the components of pressure tensor, we analyze in de-
tail the structure of the pressure tensor profiles when the im-
pulsive forces are not accounted for.
We now consider the same representative temperatures,
0.72 (low) and 1.0 (high), and study the effect of the cutoff
distance on the pressure tensor profiles when the impulsive
force at r = rc is neglected. Values of the normal macroscopic
component of the pressure tensor and surface tension obtained
from the virial route without the contribution due to the im-
pulsive force, i.e., using Eq. (14), are presented in Table III.
Fig. 4(a) shows the PN(z) and PT(z) profiles as obtained from
NVT Monte Carlo simulations using two different cutoff dis-
tances, rc = 2.5 and 3 (without LRC and neglecting the impul-
sive contribution). We have also represented the results cal-
culated including the contribution to the components of the
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TABLE III. Normal macroscopic component of the pressure tensor calcu-
lated from the virial route, P virN , and surface tension calculated from integra-
tion given by Eq. (1), γ vir , for a system of LJ molecules at different tem-
peratures and using two different cutoff distances, rc = 2.5 and 3 (without
LRC). Results presented here correspond to simulation data in which forces
are calculated using Eq. (14), i.e., the contribution to pressure due to the im-
pulsive force at r = rc is neglected. All quantities are expressed in the reduced
units defined in Sec. III. The errors are estimated as explained in the text. Un-
certainties of surface tension calculated from the virial route, γ vir , are error
estimates corresponding to the numerical calculation of the integral given by
Eq. (1).
P virN γ
vir
T rc = 2.5 rc = 3.0 rc = 2.5 rc = 3.0
0.70 0.00240(3) 0.00214(7) 0.679(6) 0.801(5)
0.72 0.00331(2) 0.00265(12) 0.633(7) 0.769(5)
0.80 0.00753(2) 0.00614(23) 0.503(5) 0.616(5)
0.90 0.02055(12) 0.0164(3) 0.341(13) 0.437(5)
0.92 0.02360(8) 0.0188(3) 0.319(5) 0.415(4)
1.00 0.04132(10) 0.0328(3) 0.197(5) 0.287(4)
1.10 0.07362(2) 0.0602(6) 0.081(5) 0.146(3)
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FIG. 4. Normal PN(z) (a), tangential PT(z) (b), and difference between the
normal and tangential microscopic components (c) of the pressure tensor
profiles across the two vapour-liquid interfaces of spherical LJ molecules at
T = 0.72 and using cutoff distances rc = 2.5 (red) and 3 (blue) without in-
homogeneous LRC. Continuous curves correspond to the results obtained
using the correct expression for the intermolecular force given by Eq. (15)
and dashed curves to the results using the incorrect expression for the inter-
molecular forces given by Eq. (14).
pressure tensor due to the impulsive force at r = rc. As can be
seen in both cases (rc = 2.5 and 3), PN(z) does not show the
correct behaviour along the interface when Eq. (14) is used.
The normal pressure profile, as obtained without the impul-
sive contribution, is approximately correct and constant along
the vapour phase. This is expected since the impulsive contri-
bution is negligible at very low densities. Unfortunately, the
behaviour of the normal pressure is completely wrong in the
liquid region. In particular, the normal pressure is not constant
and its value is much higher than the true magnitude. Differ-
ences between the correct and wrong values for PN(z) (along
the liquid phase) obtained using rc = 2.5 are larger than those
corresponding to the case rc = 3. In particular, the difference
between both values varies from 0.3 in the case of rc = 2.5
to 0.23 for rc = 3. This is also an expected result since the
impulsive contribution is proportional to the value of the po-
tential energy at r = r−c , a quantity that decreases as the cutoff
distance is increased.
The use of Eq. (14) also introduces important nonphys-
ical effects on the tangential pressure, as can be seen in
Fig. 4(b). The characteristic peaks at the interfacial regions
are less negative and its behaviour along the liquid slab is
completely wrong. Differences between calculations obtained
using Eqs. (14) and (15) decrease as the cutoff distance is
larger, as previously explained. In particular, the tangential
pressure at the liquid phase passes from 0.3 to 0.2 when the
cutoff distance increases. Note also that the impulsive contri-
bution is negligible in the vapour phase at this temperature.
Although one of the main goals of this work is to ana-
lyze the effect of cutoff distance and LRC on the components
of the pressure tensor, it is also interesting to combine the
information obtained previously to investigate from this per-
spective the physical consequences over the interfacial ten-
sion. Fig. 4(c) shows the difference between both components
of the pressure tensor, PN(z) − PT(z), as a function of z for
the systems considered, including the use of different cutoff
distances and Eqs. (14) and (15). Surprisingly, calculations
obtained from Eq. (14) are in qualitative agreement with cor-
rect results. Why the structure of PN(z) − PT(z) is qualitatively
predicted using Eq. (14)? Equations (14) and (15) give similar
results since the impulsive contribution is negligible at these
densities. Although Eq. (14) provides completely wrong re-
sults for PT and PN in the liquid phase, the calculations are
self-consistent, i.e., PN(z) = PT(z) in the bulk regions, includ-
ing the liquid phase, and hence PN(z) − PT(z) ≈ 0 in this re-
gion, giving the correct behaviour in the liquid slab. However,
PT(z) and PN(z) are not calculated correctly in the interfacial
region, and surface tension values obtained using Eq. (14) are
only qualitative. In particular, the calculations underestimate
the correct width and height of the peaks centered around the
two vapour-liquid interfaces.
We have also analyzed the behaviour of both microscopic
components of the pressure tensor profile, as well as the dif-
ference between both components, at a higher temperature (T
= 1) using Eqs. (14) and (15). As can be seen in Fig. 5(a), the
results at high temperature are similar than those obtained at
the low temperature (T = 0.72). The normal pressure along
the vapour phase, when Eq. (14) is used, is now clearly over-
estimated. This is a consequence of the increase of density
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FIG. 5. Normal PN(z) (a), tangential PT(z) (b), and difference between the
normal and tangential microscopic components (c) of the pressure tensor
profiles across the two vapour-liquid interfaces of spherical LJ molecules at
T = 1.00. The meaning of the symbols and curves is the same as in Fig. 4.
in the vapour phase as the system approaches to the critical
point. Note that the contribution to the pressure due to the
impulsive force, which is negative (attractive contribution), is
proportional to uLJ(rc) and to the average number of molec-
ular pairs located at distances r ∼ rc, or more precisely, be-
tween rc and rc + r in the limit r → 0. The absence of
the impulsive contribution produces less attractions, increas-
ing the pressure associated to the truncated force, as shown in
Fig. 5(a).
The case of PT(z) is more complicated although the be-
haviour is qualitatively similar to that found at T = 0.72. As
can be seen in Fig. 5(b), differences between rc = 2.5 and 3
are larger than in the previous case (in both cases). Although
the shape of PT, as a function of z, is similar to that found at
lower temperatures for the case rc = 3, the shape of PT(z) for
rc = 2.5 is more complex, including a nonphysical structure
at the interfaces due to the use of Eq. (14).
Finally, we have also represented the difference between
the components of the pressure tensor, as a function of z
(Fig. 5(c)). PN(z) − PT(z) exhibits the same behaviour than
as low temperature (T = 0.72), with the positive peaks lower
and wider. The difference between the maximum values of
the peaks using Eqs. (14) and (15) are slightly larger than in
the previous case (T = 0.72), as expected since the temper-
ature considered is closer to the critical temperature of the
system.
C. Density profiles and phase coexistence properties
Once we have analyzed the effect of cutoff distance and
LRC on the pressure tensor components, now we turn on the
study of other interfacial and thermodynamic properties of
the LJ system. Following the same analysis and methodol-
ogy than in our previous works,7, 19, 55–57 we consider differ-
ent cutoff distances and temperatures. The equilibrium den-
sity profiles ρ(z) are computed from averages of the histogram
of densities along the z direction over the production stage.
The bulk vapour and liquid densities are obtained by averag-
ing ρ(z) over appropriate regions sufficiently removed from
the interfacial region. As we have mentioned previously, this
procedure is meaningful as far as the central liquid slab is
thick enough. This turns out to be the case in our simula-
tions, including those performed at the higher temperatures.
The bulk vapour density is obtained after averaging the den-
sity profiles on both sides of the liquid film. The statistical
uncertainty of these values is estimated from the standard de-
viation of the mean values. Following our previous works,
additional interfacial properties, such as the position of the
Gibbs-dividing surface, z0, and the 10–90 interfacial thick-
ness, t, are obtained by fitting each of the two equilibrium
density profiles to hyperbolic tangent functions1 (see Eq. (3)
of our previous work19 for further details). We fix liquid, ρL,
and vapour, ρV , densities to previously computed values and
treat z0 and t as adjustable parameters.
Our simulation results for the bulk densities, components
of the pressure tensor, surface tension, and interfacial thick-
ness for LJ molecules interacting with the full potential are
collected in Tables II and IV, respectively. A detail account
for the results obtained for the normal component of the pres-
sure tensor, surface tension, and interfacial thickness for LJ
molecules with several cutoff distances has been already pre-
sented in Table I.
We show in Fig. 6(a) the density profiles ρ(z) for LJ
molecules using different cutoff distances at T = 0.72. For
the sake of clarity, we only present one half of the profiles
corresponding to one of the interfaces. Also for convenience,
all density profiles have been shifted along z so as to place z0
at the origin. As can be seen, the slope (in absolute value) of
the density profiles in the interfacial region increases as the
cutoff distance is increased, making larger the jump in densi-
ties when passing from the vapour to the liquid side of the
interface. Consequently, the interfacial thickness decreases,
an expected result since the cohesive energy of the system
is increased, as well as the surface tension, since the cutoff
distance is larger. The insets of Fig. 6(a) show the variation
of the density profile close to the region of the interface at
which the bulk density is reached. As can be seen, relative
differences between the density profiles corresponding to a LJ
system with rc = 2.5 (without LRC) and rc = 3 (with LRC)
are larger close to the vapour phase (∼46%) than to the liquid
phase (∼3%).
We have also analyzed the density profile of the system,
using the same set of cutoff distances, but now at a higher
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TABLE IV. Liquid density, ρL, vapour density, ρV , normal macroscopic component of the pressure tensor calculated from the virial route, P
vir
N , normal and
tangential macroscopic components of the pressure tensor calculated from VP, PVPN and P
VP
T , respectively, surface tension calculated from integration given
by Eq. (1), γ vir , from VP, γ VP , and from TA, γ TA, and 10–90 interfacial thickness, t, at different temperatures for systems of LJ molecules with a cutoff
distance rc = 2.5 with inhomogeneous LRC. All quantities are expressed in the reduced units defined in Sec. III. The errors are estimated as explained in the
text. Uncertainties of surface tension calculated from the virial route, γ vir , are error estimates corresponding to the numerical calculation of the integral given
by Eq. (1).
T ρL ρV P
vir
N P
VP
N P
VP
T γ
vir γ VP γ TA t
0.70 0.8408(18) 0.00190(14) 0.001301(13) 0.0013(6) − 0.0446(6) 1.174(14) 1.161(5) 1.161(4) 1.721(3)
0.72 0.8328(12) 0.00255(13) 0.001781(14) 0.0015(7) − 0.0419(7) 1.129(10) 1.121(5) 1.119(4) 1.793(5)
0.80 0.7985(12) 0.0058(5) 0.00444(5) 0.0043(7) − 0.0309(7) 0.946(12) 0.941(6) 0.940(3) 2.098(7)
0.90 0.7530(19) 0.0153(5) 0.01244(4) 0.0132(9) − 0.0124(9) 0.730(10) 0.721(8) 0.723(2) 2.576(14)
0.92 0.7434(15) 0.0162(8) 0.01328(8) 0.0142(9) − 0.0096(9) 0.689(10) 0.684(8) 0.685(2) 2.7101(23)
1.00 0.7021(12) 0.0294(9) 0.02500(10) 0.0256(5) 0.0083(5) 0.528(14) 0.524(5) 0.525(2) 3.227(16)
1.10 0.6417(15) 0.0534(20) 0.04543(10) 0.0454(5) 0.0357(5) 0.332(12) 0.324(5) 0.3244(19) 4.326(15)
temperature, T = 1. As can be seen in Fig. 6(b), the same
qualitative behaviour is observed, although the change in the
slope at the interfacial region seems to be larger. The variation
of the profiles close to the region of the interface at which the
bulk density is reached exhibits similar increments (in abso-
lute value) than as low temperatures.
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FIG. 6. Simulated equilibrium density profiles across the vapour-liquid in-
terface of spherical LJ molecules using cutoff distances rc = 2.5 (black), 3(red), 4 (light green), 5 (blue), 2.5 with inhomogeneous LRC (orange), and 3
with inhomogeneous LRC (dark green) at T = 0.72 (a) and 1.00 (b). The top
and bottom insets in both parts correspond to the near-vapour and near-liquid
interfacial region, respectively.
As in our previous works,7, 19, 55–57 it is also useful to esti-
mate the location of the critical point resulting from our direct
Monte Carlo simulations. The critical temperature Tc and den-
sity ρc are obtained using the simulation results for the vapour
and liquid coexistence densities (Table IV) and the scaling re-
lation for the width of the coexistence curve,
ρL − ρV = A(T − Tc)β, (16)
and the law of rectilinear diameters
ρL + ρV
2
= B + CT . (17)
A, B, and C are constants, and β is the corresponding critical
exponent. A universal value of β = 0.325 is assumed here.1 In
Table V, we report the values of the critical temperatures and
densities as obtained from this procedure for all the systems
studied in this work.
The vapour-liquid density profiles of LJ molecules with
a cutoff distance rc = 3 and LRC are depicted in Fig. 7. We
have also obtained all the profiles using a slightly lower cut-
off distance, rc = 2.5, in combination with the LRC presented
in Sec. II. This allows to estimate the effect of the cutoff dis-
tance used in determining the interfacial properties of the full
intermolecular potential. As seen in Fig. 7, the effect of de-
creasing the cutoff distance on the density profiles is really
very small, especially at low temperatures. Larger differences
between profiles calculated using rc = 3 and 2.5 occur at
the (vapour and liquid) bulk sides at the highest temperature
TABLE V. Critical temperature and density for LJ molecules with different
cutoff distances rc (and also using LRC) from the analysis of the coexistence
densities using Eqs. (16) and (17),a and critical temperature obtained from
the analysis of the computed surface tension data using Eq. (19) and fixing
the critical point to μ = 1.258.b All quantities are expressed in the reduced
units defined in Sec. III.
rc ρ
a
c T
a
c T
b
c
2.5 0.314(9) 1.190(7) 1.194(10)
3 0.311(10) 1.234(8) 1.241(9)
4 0.310(10) 1.271(9) 1.277(9)
5 0.310(14) 1.283(13) 1.299(10)
2.5 + LRC 0.310(12) 1.305(12) 1.330(9)
3 + LRC 0.308(12) 1.291(11) 1.322(11)
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FIG. 7. Simulated equilibrium density profiles across the vapour-liquid in-
terface of spherical LJ molecules using cutoff distances rc = 2.5 (dashed red
curves) and 3 (continuous blue curves) with inhomogeneous LRC. From top
to bottom (in the liquid region): T = 0.70, 0.72, 0.80, 0.90, 0.92, 1.0, and 1.1.
Inset corresponds to the enlargement of the liquid region.
(T = 1.1). Profile obtained using rc = 2.5 predicts a slightly
higher liquid density with respect to that obtained using
rc = 3 (0.6418(15) and 0.6362(8), respectively) and a lower
vapour density (0.0534(7) and 0.0533(3), respectively). In all
cases, relative differences are below 1% and within the statis-
tical uncertainties of the simulations (see Tables IV and II for
further details).
The vapour-liquid phase envelopes of LJ molecules with
rc = 2.5, 3, 4, and 5, and using rc = 2.5 and 3 with inhomoge-
neous LRC are depicted in Fig. 8. As can be seen, the phase
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FIG. 8. Vapour-liquid coexistence densities for spherical LJ molecules us-
ing different cutoff distances. The open black circles (rc = 2.5), open red
squares (rc = 3), open light green diamonds (rc = 4), open blue triangles up(rc = 5), open orange triangles left (rc = 2.5 with inhomogeneous LRC), and
open dark green triangles down (rc = 3 with inhomogeneous LRC) corre-
spond to the coexistence densities obtained from MC NVT simulations for
spherical molecules with different values of rc. The filled black circles (rc= 2.5) and filled blue triangles up (rc = 5.5) correspond to the coexistence
densities obtained by Trokhymchuk and Alejandre,49 and the filled orange
triangles left to those obtained by Janecˇek.6 Symbols at the highest temper-
atures for each of the coexistence curves represent critical points estimated
from Eqs. (16) and (17) and those taken from Refs. 6, 49. The curves repre-
sent the fits of the simulation data to the scaling relation for the width of the
coexistence curve and the law of rectilinear diameters given by Eqs. (16) and
(17), respectively.
envelope becomes wider as the cutoff distance is increased.
As rc grows, predictions are closer to the limiting case corre-
sponding to the full potential, which corresponds to the use of
a cutoff (rc = 2.5 and 3) with LRC. As in the case of Fig. 6,
although results corresponding to calculations performed us-
ing rc = 2.5 and 3 with LRC are compatible, simulation data
seem to indicate a small dependence of the coexistence liquid
density with the cutoff distance. This result indicates that the
main approximation of the Janecˇek’s methodology, i.e., the
distribution of particles separated beyond rc is uniform, works
slightly better for rc = 3 than rc = 2.5. A possible qualitative
explanation of this behaviour may be given taken into account
the shape of the radial distribution function at liquid density.
This function exhibits a minimum at rc = 2.5 and a maximum
at rc = 3. Since the use of LRC implies a uniform particle
distribution for r ≥ rc, this approximation leads to a more at-
tractive system in the case of rc = 2.5 and a more volatile for
rc = 3. This results in lower liquid and higher vapour coexis-
tence densities, as it is observed in Fig. 7.
In order to check the consistency of our results, we have
compared the predictions obtained from NVT MC simula-
tions of this work with previous results obtained by several
authors using different Monte Carlo and Molecular Dynam-
ics techniques, including grand-canonical transition-matrix
Monte Carlo in combination with histogram re-weighting and
direct coexistence.6, 35, 49, 50 As can be seen in Fig. 8, results
obtained in this work are in excellent agreement with all the
data taken from the literature in all cases. In addition to that,
Fig. 8 also shows a good agreement between critical temper-
atures and densities obtained here and those taken from the
literature. Critical data obtained from simulation in this work
from vapour-liquid coexistence data and surface tension anal-
ysis are presented in Table V.
Since the vapour pressure of the system is equal to the
normal component of the pressure tensor, we have represented
the vapour pressure, as a function of temperature, in Fig. 9.
In particular, we have analyzed the effect of the cutoff dis-
tance on the vapour pressure. In addition to that, we have in-
cluded the data corresponding to the rc = 2.5 and 3 with LRC.
We have also compared our results with simulation data taken
from the work of Trokhymchuk and Alejandre49 for several
cutoff distances. As can be seen, the main effect of increas-
ing the cutoff distance is to decrease the vapour pressure of
the system. This is the expected behaviour since as the cutoff
distance increases, more attractions are account for in the sys-
tem, and the vapour pressure decreases. Agreement between
results obtained in this work and simulation data taken from
the literature is excellent in all cases.
D. Interfacial thickness
Another interesting property obtained from our analysis
is the 10–90 interfacial thickness (cf. Tables IV, II, and I).
For a given cutoff distance, t is seen to increase with temper-
ature, which simply reflects the fact that the interfacial region
gets correspondingly wider, in agreement with our previous
results, as can be observed in Fig. 10. At low temperatures, the
density profiles exhibit a sharp interface, which corresponds
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FIG. 9. Vapour pressure, as a function of temperature, for spherical LJ
molecules using different cutoff distances. The open symbols correspond to
the normal microscopic component of the pressure tensor averaged along the
vapour phase (taken from Tables IV, II, and I) obtained from MC NVT sim-
ulations for spherical molecules with different values of rc. The meaning of
the symbols are the same as in Fig. 8. The continuous curves correspond
to Clausius-Clapeyron equation fitted to the vapour pressure data. Symbols
at the highest temperatures for each of the vapour pressure curves represent
critical points estimated from Eqs. (16) and (17) (critical temperatures) and
the Clausius-Clapeyron equation (critical pressures).
to a low value of the interfacial thickness. As the temperature
is increased towards the critical value, the interfacial region
becomes wider, and hence, the value of the interfacial thick-
ness increases and diverges to infinity as T → Tc. The varia-
tion of interfacial thickness with temperature for different cut-
off distances is illustrated in Fig. 10. We have also included
the results corresponding to the full potential. We have com-
pared our predictions with MC simulation results obtained by
Janecˇek6 using LRC. As can be seen, agreement between both
results is excellent in the whole range of temperatures studied.
According to the figure, increasing the cutoff distance results
in a decrease of the thickness of the interface at fixed temper-
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FIG. 10. The 10–90 interfacial thickness as a function of the temperature
for spherical LJ molecules using different cutoff distances. The meaning of
the open symbols are the same as in Fig. 8. The filled orange triangles left
correspond to the interfacial thickness obtained MC NVT simulations of
spherical LJ molecules with rc = 2.5 with inhomogeneous LRC obtained by
Janecˇek.6 The curves are included as a guide to eyes.
ature, which is consistent with the fact that the systems with
larger cutoff distances have a larger cohesive energy. This
behaviour is consistent with that found for the shape of the
vapour-liquid phase envelopes.
E. Surface tension
Finally, we have calculated the vapour-liquid surface ten-
sion of LJ molecules using several cutoff distances without
LRC, as well as using the full potential. In particular, we have
determined the surface tension using its mechanical definition
that involves the integration of the difference between the tan-
gential and normal microscopic components of the pressure
tensor profiles, as obtained from the IK methodology, along
the simulation box according to Eq. (1). In addition to that,
we have also determined the surface tension using two per-
turbative approaches: the TA method of Gloor et al.3 and the
VP technique of de Miguel and Jackson.16 In first case, the
surface tension is determined performing virtual area pertur-
bations of a (small) magnitude during the course of the simu-
lation at constant volume. In the second case, the surface ten-
sion is determined in two steps. In the first step, the normal
and tangential macroscopic components of the pressure ten-
sor, PN and PT, are calculated from their thermodynamic defi-
nitions as proposed by de Miguel and Jackson.16 In the second
step, the surface tension γ is obtained from the relationship
(see Eq. (21) of the work of de Miguel and Jackson16),
γ = LZ(PN − PT ). (18)
Here, Lz is the simulation length along the z-axis. Note
that Eq. (18) can be viewed as the macroscopic version of
Eq. (1). As in the case of the microscopic definition, since
there exist two vapour-liquid interfaces, the true value asso-
ciated to a single interface is half of the value obtained from
Eq. (18).
The calculation of the surface tension through three dif-
ferent but complementary routes allows to compare the re-
sults obtained from the mechanical and thermodynamic meth-
ods. This is another convincing test for consistency for the
inhomogeneous LRC presented in Sec. II. Note that similar
consistent results have been found in previous applications of
the method for calculating the total potential energy of the
system.7, 55–57
The temperature dependence of the surface tension for
LJ molecules using different cutoff distances is shown in
Fig. 11. We have also included the results corresponding to
the full potential. The results are also compared with simu-
lation data taken from the literature for the LJ system with
different cutoff distances and using the original Janecˇek’s
methodology.6, 35, 49, 50 Agreement between our simulations
and data taken from the literature are in excellent agreement
in all cases, demonstrating that the methodology proposed in
Sec. II is consistent with the original formulation of Janecˇek.6
As can be seen, at any given temperature, the interfacial ten-
sion is larger for molecules with larger cutoff distance. Once
again, this is consistent with the larger cohesive energy in
systems consisting of molecules in which attractive interac-
tions are longer. As can be seen from Fig. 11, a nearly linear
behaviour is found for the range of temperatures considered
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FIG. 11. Surface tension as a function of the temperature for spherical LJ
molecules using cutoff distances rc = 2.5 (black), 3 (red), 4 (light green), 5(blue), 2.5 with inhomogeneous LRC (orange), and 3 with inhomogeneous
LRC (dark green). Different symbols represent the surface tension obtained
from MC NVT simulations for spherical molecules using the mechanical
route of Irving and Kirkwood8 (open circles), the VP method of de Miguel
and Jackson16 (open squares), and the TA technique3 (crosses). The filled
black circles (rc = 2.5) and filled blue triangles up (rc = 5.5) correspond
to the surface tension obtained by Trokhymchuk and Alejandre49 using the
mechanical route, the filled orange circles to the MC simulation data by
Janecˇek,6 and the filled magenta left triangles to those obtained by Shen
et al.50 The curves represent the fits of the simulation data to the scaling
relationship of the surface tension near the critical point given by Eq. (19)
with μ = 1.258.
here, with a slight curvature close to the critical point for each
system.
A comparison between the surface tension values ob-
tained using rc = 2.5 and 3 in combination with LRC reveals a
tiny dependence with the value of the cutoff distance used. Al-
though differences between both results are really small (see
Tables II and IV for comparison), deviations seem to be sys-
tematic and larger than the estimated errors, especially at tem-
peratures T  0.90, indicating that the main approximation
of the Janecˇek’s6 method works slightly better for the case
rc = 3.
The computed values of the surface tension allow us to
obtain an independent estimate of the critical temperature for
each cutoff used from the scaling relation
γ = γ0
(
1 − T/Tc
)μ
, (19)
where γ is the surface tension at temperature T, γ 0 is the
“zero-temperature” surface tension, μ is the corresponding
critical exponent, and Tc is the critical temperature. Here, we
fix μ to the universal value of μ = 1.258 as obtained from
renormalization-group theory.1 Our estimates for the critical
temperatures are collected in Table V. The overall agreement
between these values and those obtained from an analysis of
the coexistence densities is satisfactory.
V. CONCLUSION
We have proposed an improved version of the Janecˇek6
methodology to evaluate the contribution to the microscopic
components of the pressure tensor due to the dispersive in-
homogeneous LRC of spherical LJ fluid. This improved tech-
nique allows to determine the contribution as an effective pair-
wise virial, without need of the explicit calculation of the cur-
rent density profile along the simulation. In order to assess
the accuracy of the method proposed, we have determined the
interfacial properties of the vapour-liquid interface of spheri-
cal LJ molecules with different spherically truncated (but not
shifted) distances, rc = 2.5, 3, 4, and 5σ . In addition to that,
we have also obtained the same properties using cutoff dis-
tances rc = 2.5 and 3σ in combination with the improved ver-
sion of the inhomogeneous LRC of Janecˇek6 proposed in this
work.
We use Monte Carlo NVT simulations of the inhomo-
geneous system containing two vapour-liquid interfaces. The
normal and tangential microscopic components of the pres-
sure tensor are evaluated using the mechanical or virial route
in combination with the recipe of Irving and Kirkwood.8 We
have also determined the macroscopic components of the
pressure tensor using the alternative VP method of de Miguel
and Jackson.16 In addition to that, the vapour-liquid surface
tension has been evaluated using three different but equiva-
lent procedures, the integration of the difference between the
microscopic components of the pressure tensor following the
mechanical route, the difference of the macroscopic compo-
nents obtained from the thermodynamic perturbative method,
and finally the well-known TA approach. We have examined
the density profiles, interfacial thickness, and surface tension
in terms of the temperature and the cutoff distance of the inter-
molecular potential. In addition, we have also calculated the
coexistence phase envelope, including the location of the crit-
ical point from an analysis of the density profiles and the sur-
face tension, and the vapour pressure. Results obtained in this
work are in excellent agreement with simulation data taken
from literature in all cases, confirming the adequacy of the
methodology for calculating the inhomogeneous LRC.
The effect of the cutoff distance rc on the microscopic
and macroscopic components of the pressure tensor, surface
tension, density profiles, and interfacial thickness, as well
as other thermodynamic properties associated to the vapour-
liquid equilibrium, such as the coexistence densities, vapour
pressure, and critical temperature and density has been in-
vestigated. The normal macroscopic and microscopic com-
ponents of the pressure tensor decrease and the peak of the
microscopic component of the pressure tensor associated to
the interface becomes more negative as the cutoff distance is
increased, approaching to the full potential limit when the in-
homogeneous LRC for the intermolecular potential and virial
are used. The vapour-liquid interface is seen to sharpen with
increasing the cutoff distance corresponding to an increase in
the width of the coexistence phase envelope, and an accom-
panying increase in the surface tension. This is a direct con-
sequence of the cohesive energy of the system, that increases
when larger cutoff distances or inhomogeneous LRC are used.
Finally, we have also checked the effect of the impulsive
contribution to the pressure due to the discontinuity of the in-
termolecular interaction potential when is cut (but not shifted)
at rc. If this contribution is not accounted for in the calculation
of the microscopic components of the pressure tensor, incor-
rect values of both components as well as a wrong structure
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along the vapour-liquid interface are obtained. This effect is
more important for short cutoff distances, an expected result
since the jump at rc is larger.
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