Supernode transformation has been proposed to reduce the communication startup cost by grouping a number of iterations in a loop as a supernode which is assigned to a processor as a single unit. A supernode transformation is speci ed by n families of hyperplanes which slice the iteration space into parallelepiped supernodes, the grain size of a supernode, and the relative side lengths of the parallelepiped supernode. The total running time is a ected by the three factors mentioned above. In this paper, how to nd an optimal grain size and an optimal relative side length vector, with the goal of minimizing total running time, is addressed. Two communication cost models are considered. In the one parameter communication model, communication cost is approximated by a constant startup penalty and in the two parameter model, communication cost is a function of the startup penalty and the message size. We derived closed form analytical expressions for the optimal supernode size for the one parameter model and the two parameter model with doubly nested loops. A closed form expression for the optimal relative length vector is also provided for the one parameter model with constant bounded loop iteration space.
Introduction
Supernode partitioning is a transformation technique that groups a number of iterations in a nested loop in order to reduce the communication startup cost. This paper addresses the problem of nding the optimal grain size and shape of the supernode transformation so that the total running time, which is the sum of communication time and computation time, is minimized.
A problem in distributed memory parallel systems is the communication startup cost, the time it takes a message to reach transmission media from the moment of its initiation. The communication startup cost is usually orders of magnitude greater than the time to transmit a message across transmission media or to compute data in a message. Supernode transformation has been studied 4, 5, 6, 7, 8, 9, 15] to reduce the number of messages sent between processors by grouping multiple iterations into supernodes. 1 After the supernode transformation, several iterations are grouped into one supernode and this supernode is assigned to a processor as a unit for execution. The data of the iterations in the same supernode, which need to be sent to another processor, are grouped as a single message so that the number of communication startups is reduced from the number of iterations in a supernode to one. A supernode transformation is characterized by the hyperplanes which slice the iteration index space into parallelepiped supernodes, the grain size of the supernode and the relative lengths of the sides of a supernode. All the three factors mentioned above a ect the total running time. A larger grain size reduces communication startup cost more, but may delay the computation of other processors waiting for the message. Also, a square supernode may not be as good as a rectangular supernode with the same grain size. In this paper, how to nd an optimal grain size and an optimal relative side length vector, or an optimal shape of a supernode is addressed. Algorithms considered in this paper are nested loops with uniform dependences 12]. Such an algorithm can be described by its iteration index space consisting of all iteration index vectors of the loop nest and a dependence matrix consisting of all uniform dependence vectors as its columns. Two communication models are considered. In the one parameter communication model, communication cost is approximated by a constant startup penalty and in the two parameter model, communication cost is a function of the startup penalty and the message size. The rst model can be used for the case where the startup penalty dominates the communication cost and the second model is for the case where the message size is too large to be ignored.
The approach in this paper is as follows. Unlike other related work where a supernode transformation is speci ed by n side lengths of the parallelepiped supernode, and the n partitioning hyperplanes, a supernode transformation in this paper is speci ed by a grain size g of a supernode, the relative side length vector R which describes the side lengths of a supernode relative to the supernode size, and n partitioning hyperplanes described by matrix H which contains the normal vectors of the n independent hyperplanes as rows. This approach allows us, for given partitioning hyperplanes, to nd the optimal grain size and the optimal shape separately in our formulation. Based on our formulation, we derived a closed form analytical expression for the optimal supernode size for the one parameter model and the two parameter model with doubly nested loops. A closed form expression for the optimal relative length vector is also provided for the one parameter model with constant bounded loop iteration space.
The rest of the paper is organized as follows. Section 2 presents necessary denitions, assumptions, terminology, and models. Section 3 discusses a general model of the total running time and how its components depend on di erent parameters. Section 4 brie y presents our results on how to nd the optimal grain size and shape of a supernode transformation assuming one parameter communication model. Section 5 discusses how to nd the optimal supernode size assuming two parameter communication model where communication cost is modeled as an a ne function of the amount of data to be transferred. Section 6 brie y describes related work and the contribution of this work compared to previous work. Section 7 concludes this paper.
Basic de nitions, models and assumptions
In a distributed memory parallel computer, each processor has access only to its local memory and is capable of communicating with other processors by passing messages. The cost of sending a message can be modeled by t s + bt t , where t s is the startup time, b is the amount of data to be transmitted, and t t is the transmission rate, i.e., the transmission time per unit data. The computation speed of a single processor in a distributed memory parallel computer is characterized by the time it takes to compute a single iteration of a nested loop. This parameter is denoted by t c .
We consider algorithms which consist of a single nested loop with uniform dependences 12]. Such algorithms can be described by a pair (J; D), where J is an iteration index space and D is an n m dependence matrix. Each column in the dependence matrix represents a dependence vector. We assume that m n, matrix D has full rank (which is equal to the number of loop nests n), and the determinant of the Smith normal form of D is equal to one. As discussed in 13], if the above assumptions are not satis ed, then the iteration index space J contains independent components and can be partitioned into several independent sub{algorithms with the above assumptions satis ed. Furthermore, we assume that only true loop carried dependences 14] are included in matrix D since only those dependences cause communication, while other types of dependences can be eliminated using known transformation techniques (e.g. variable renaming).
In a supernode transformation, the iteration space is sliced by n independent families of parallel equidistant hyperplanes. These hyperplanes partition the iteration index space into n-dimensional parallelepiped supernodes. Hyperplanes can be dened by the normal vectors orthogonal to each of the hyperplanes. The n n matrix containing the n normal vectors as rows is denoted by H which is of full rank because these hyperplanes are independent. Supernodes can be de ned by matrix H and distances between adjacent parallel hyperplanes. Let l i be the distance of two is minimized. This paper addresses the problems of how to nd an optimal grain size g and optimal supernode relative length vector R. How to nd an optimal linear schedule for (J s ; D s ) can be found in 1, 12] . How to nd an optimal H in general remains open, and discussed in 6, 7] .
Once the supernode partitioning parameters are chosen, the optimal number of processors in a system can be determined as the maximum number of independent supernodes in a computation phase, which is the maximum number of supernodes to which the linear schedule assigns the same value: p = max fjX i j : X i = fx : x 2 J s ; (x) = i; i 2 Ngg ; where i is the constant assigned by the linear schedule to all supernodes in the same phase, and J s is the supernode index space. Figure 2 shows supernode index space with the linear schedule wave fronts. The computations of one supernode take gt c = 40 s. Communication in one phase takes 300+0:1 (50+16) = 306:6 s assuming a processor has to send two data items to the neighboring processor. The total running time is T 2 = 149 40+148 306:6 = 51:3ms, with 50 processors. In this simple example speedup between T 1 and T 2 is close to 2. Note that supernode transformation parameters are chosen arbitrarily and are not optimal. Later, it is shown that the total running time can be improved further by an optimal solution. The total running time is a sum of the computation time and the communication time which are multiples of the number of phases in the execution. The linear schedule length, as de ned in the previous section, corresponds to the number of communication phases in the execution. The number of computation phases is, usually, one more than the number of communication phases. Supernode transformations often generate supernodes containing fewer iterations at the boundary of index space. Thus, the rst and/or the last computation phases are often shorter than other computation phases. For this reason, we will assume that the number of computation phases and the number of communication phases are equal, and are equal to the linear schedule length, denoted by P. The total running time is then the sum of the computation time T comp and communication time T comm in one phase, multiplied by the number of phases P: T = P(T comp + T comm ): Figure 3 shows how the components in the total running time depend on the supernode grain size and shape. Computation time T comp depends on supernode size g only. Communication time T comm in a single communication phase depends on c, the number of di erent neighbors which a processor has to send a message to, and V (g; R), the total amount of data transmitted by a single processor in a communication phase. The number of messages c depends on H, the algorithm, and how supernodes are assigned to processors. V , in general, depends on both the supernode size and shape. The scheduling length P is a function of the schedule vector , p (a point in J such that p = maxf j : j 2 Jg), q (a point in J such that q = minf j : j 2 Jg) and the distance between p and q. As proven later in this section, , p and q depend on the shape only. In other words, for two supernode transformations (H; R; g 1 ) and (H; R; g 2 ), , p and q (as relative points of the supernode index space) should be the same with possible di erent distances between p and q. ; (2) where n is the number of loop nests in the original algorithm. The dependence matrix does not change as supernode size changes from g 1 to g. This follows from the assumption that components of dependence vectors in transformed algorithm take values from f0; 1; ?1g and from the fact that supernode shape de ned by H and R does not change. The following lemma shows that an optimal linear schedule does not change as supernode size g changes. Lemma 3.3 Optimal linear schedule vectors for two supernode transformations (H; R; g 1 ) and (H; R; g), which di er only in supernode size, are identical.
The proofs of the above three lemmas can be found in 2].
One parameter communication model
In this section we brie y summarize how to nd the optimal grain size g and relative length vector R when the one parameter communication model is used. This model applies to the cases where message startup time is much larger than data transmission time, and data transmission can be overlapped by other useful processing. In this case, the total running becomes T s = P s (gt c + ct s ). Proofs of theorems and detailed derivation can be found in 2]. Theorem 4.1 For an algorithm (J; D) and supernode transformation with H and R, the optimal supernode size is:
The shape of supernodes is de ned by two supernode transformation parameters:
H and R. For a given H and an optimal grain size g o , the problem of nding an optimal R for general cases is formulated as a nonlinear programming problem 2]. The Optimal relative length vector R and optimal linear schedule vector are given in the following for a special case where index set J is constant-bounded (loop bounds are constant), and the partitioning hyperplane matrix H = E = I, the identity matrix, i.e., both the index space and the supernodes are hyperrectangles. Also, let 1 be a vector whose components are all one. 
The above theorem implies that the optimal supernode shape is similar to the shape of the original index set J so that the resulting supernode index set J s is a hypercube with equal sides.
As derived in 2], the optimal grain size for the algorithm in Example 2.1 is g o = 30
and the optimal relative length vector is R = ( p 2 2 ; p 2). Table 1 shows how the total running time varies for di erent supernode grain sizes with a xed square supernode shape. The total running time is the shortest at the optimal grain size. Further improvement in the total running time is achieved when an optimal relative side length vector is used, as shown in Table 2 where the total running time is computed for di erent supernode relative vectors with the supernode size close to the optimal. Note that the values for supernode size and supernode side lengths computed based on Theorems 4.1 and 4.2 may not be integral. We should choose approximate integral values for supernode side lengths, L, such that they are close to the optimal values and the volume of the resulting supernode is close to the optimal grain size.
A simple heuristic is to use approximate values for L such that the volume of the resulting supernode is greater than or equal to g o , because the total running time increases faster for values of g < g o and slower for values g > g o . Alternatively, the total running time can be evaluated for di erent approximate values and the best approximation should be used. 
Two parameter communication model
This section discusses how to nd the optimal grain size and shape when the two parameter communication model is used. In this model, the communication cost is modeled by an a ne function of the amount of data to be transferred by a single processor in a communication phase.
The amount of data to be transferred V (g; R), in general, is a complicated function of both the supernode size and supernode shape 7] . To simplify the problem, we consider the amount of data to be transferred as a function of the supernode size only. Intuitively, neighboring supernodes may need data from the surface of a supernode. In general, the amount of data should be proportional to the area of surfaces of all dimensionalities of a supernode. Thus we use the following expression as the amount of data to be transferred:
where 's are constant. Hence the amount of data to be transferred depends on the supernode size only and the total running time of supernode transformation (H; R; g) is:
T = P g (t c g + ct s + t t V (g)): According to Lemmas 3.1, 3.2 and 3.3, in section 3, the number of phases P g = n q g 1 g P g 1 where P g 1 is the scheduling length of supernode transformation (H; R; g 1 ).
To nd the optimal supernode size, we solve equation @T @g 
A real positive root of equation (6) to the power n will give the optimal supernode size.
In case of two dimensional algorithm, n = 2, the optimal supernode size becomes: Table 3 shows the total running time computed for di erent supernode sizes. It shows that the total running time is shorter for supernode sizes closer to the optimal value. Since we assumed the data amount to be transferred depend on the supernode size only, an optimal supernode shape can be computed using the nonlinear program discussed for the case of constant communication time. The nonlinear program and its derivation is given in 2]. 
Related work
In this section we give a brief overview of previous related work. Irigoin and Triolet 4] proposed the supernode partitioning technique for multiprocessors in 1988. The idea was to combine multiple loop iterations in order to provide vector statements, parallel tasks and data reference locality. Ramanujam and Sadayappan 6] studied tiling multidimensional iteration spaces for multiprocessors. They showed the equivalence between the problem of nding a partitioning hyperplane matrix H, and the problem of nding a cone for a given set of dependence vectors, i.e., nding a matrix of extreme vectors E. They presented an approach to determining partitioning hyperplanes to minimize communication volume. They also discussed a method for nding an optimal supernode size. Reference 7] discusses the choice of cutting hyperplanes and supernode shape with the goal of minimizing the communication volume in a scalable environment. It includes a very good description of the tiling technique.
In 5], the optimal tile size is studied under di erent model and assumptions. It is assumed that an N 1 ::: N n hypercube index space is mapped to a P 1 ::: P n?1 processor space and the optimal side lengths of the hypercube tile are given as N i P i for certain kind of dependence structure. In 8], an approach to optimizing tile size and shape in two dimensional algorithms, based on the space-time mapping used in systolic synthesis. In 2], we give a detailed analysis of optimal supernode size and shape in a model with constant communication time.
Compared to the related work, our optimization criterion is to minimize the total running time, rather than communication volume or ratio between communication and computation volume, further we used a di erent approach where we specify a supernode transformation by a grain size of supernodes, the relative side length vector R and n partitioning hyperplanes so that the three variables become independent (their optimal values are interdependent in general though).
Hence our method can be applied to nd the optimal grain size for any uniform dependence algorithm with any partitioning hyperplanes. After we have the optimal grain size, we can determine the optimal shape and the partitioning hyperplanes.
Conclusion
In this paper, how to nd the optimal supernode size and shape is studied, in the context of supernode transformations, with the goal of minimizing the total running time. A general model of the total running time is described. We derived closed form analytical expressions for the optimal supernode size for the one parameter model and the two parameter model with doubly nested loops. A closed form expression for the optimal relative length vector is also provided for the one parameter model with constant bounded loop iteration space. A nonlinear program formulation which can be solved by numeric methods is provided for general cases. The results can be used by a parallelizing compiler for a distributed computer system to decide the grain size and shape when breaking a task into subtasks.
