Abstract: Optical time-stretch microscopy has recently attracted intensive attention for its capability of acquiring images at an ultrahigh frame rate. Unfortunately, its achievable frame rate is limited by the requirement of having no overlap between consecutive frames, which leads to a tradeoff between the frame rate (pulse repetition rate) and the amount of the temporal dispersion used for optical image serialization. In this paper, we demonstrate compressive sensing on the platform of optical time-stretch microscopy to overcome the tradeoff between frame rate and temporal dispersion (time stretch) and achieve 50 times higher frame rate than conventional optical time-stretch microscopy. Specifically, we computationally perform compressed optical time-stretch microscopy with an experimental dataset acquired by conventional optical time-stretch microscopy and demonstrate its effects in terms of spatial resolution and cell classification accuracy. Our results indicate that the spatial resolution and cell classification accuracy reach 780 nm and 95% at a line scan rate of 675 MHz and 6.75 GHz, respectively, which correspond to five times and 50 times higher frame rates than what conventional optical time-stretch microscopy can achieve with the same dispersion amount and digitizer sampling rate.
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Introduction
Over the past decade, breathtaking innovations in optical microscopy have been witnessed in diverse fields. Such innovations include optical coherence tomography [1] , super-resolved fluorescence microscopy [2] , lensless microscopy [3] , and optical time-stretch microscopy [4] - [7] . Optical time-stretch microscopy is a technique that enables ultrafast multi-dimensional image acquisition by illuminating the object with a spectrally structured laser pulse, optically stretching or serializing every image frame into a 1-D time-domain waveform with temporal dispersion, detecting and digitizing the waveform with a single-pixel photodetector and single digitization channel, and reconstructing the image frame digitally. By virtue of its capability to acquire images at an ultrahigh frame rate of higher than 10 Mfps, optical time-stretch microscopy has been proven useful for many applications such as surface inspection, particle analysis, and cell screening.
Unfortunately, the maximum possible frame rate of optical time-stretch microscopy is limited by its requirement of having no overlap between consecutive frames or, more specifically, a trade-off between the frame rate (pulse repetition rate) and the amount of the temporal dispersion (time stretch) used for the optical image serialization [4] , [6] . In optical time-stretch microscopy, each image-encoded pulse is temporally stretched by a temporal disperser into a temporal waveform that fills the gap between consecutive image-encoded pulses (frames). Ideally, the frame rate of the system can easily be increased by applying a pulse laser with a higher repetition rate. However, to ensure the information carried on the pulses to be perfectly recovered, there should be no overlap between temporally stretched pulses. Given a fixed sampling rate for the digitizer, a certain amount of temporal dispersion is required for a desirable number of sampled points or image pixels. This limits the maximum repetition rate of the pulse laser and hence the frame rate of the system. Analytically, given the pulse bandwidth λ, the digitizer sampling rate S, and the desired number of sampling points for each pulse N , the minimum dispersion amount required is given by D = N /(S λ). This places an upper limit for the applicable laser repetition rate R by R < S/N in order to avoid an overlap between temporally stretched pulses [4] , [6] . Consequently, to increase the frame rate of the system, it is necessary to further increase the upper limit of the laser repetition rate. To avoid degradation of the image quality (hence to maintain the same number of sampling points for each pulse), a digitizer with a higher sampling rate is typically needed. This, however, significantly increases the cost of the overall system and also comes with the massive volume of data to be processed.
In this paper, we overcome this trade-off by using compressive sensing (random spatial coding) [8] , [9] into laser pulses (frames) and recovering the spatial profile of the object, even with a significant frame overlap of more than 98% (in frame area) between the consecutive frames. Hence, a pulse laser with a much higher repetition rate can be used to achieve 50 times higher frame rate than conventional optical time-stretch microscopy with the same dispersion amount and digitizer sampling rate. To validate the capability of this method, we computationally perform compressed optical time-stretch microscopy with an experimental dataset acquired by a conventional optical time-stretch microscope and evaluate recovered images with the modulation transfer function (MTF) and structural similarity (SSIM) index, which are routinely used for evaluating the resolution of an optical imaging system [10] and predicting the perceived quality of digital images and measuring the similarity between two digital images [11] , respectively. Furthermore, we also computationally perform compressed optofluidic time-stretch microscopy on the images of microalgal cells (Euglena gracilis) flowing in a microfluidic device and evaluate it in terms of cell classification accuracy. Our results indicate that the spatial resolution and cell classification accuracy reach 780 nm and 95% at a line scan rate of 675 MHz and 6.75 GHz, respectively, which correspond to five times and 50 times higher frame rates than conventional optical time-stretch microscopy with the same dispersion amount and digitizer sampling rate.
Principles
Our compressed optical time-stretch microscope is schematically shown in Fig. 1 . A pulse laser is employed as the optical source. The pulses are first spatially dispersed by a diffraction grating, and then focused onto the target object by an objective lens. As a result, the 1-D cross-sectional profiles of the object in the lateral direction (perpendicular to the movement) are encoded on the spectra of the incoming pulses. The transmitted pulses through the object are collected by a second objective lens, modulated by a random binary mask, and recombined by a second diffraction grating. After that, the pulses are coupled into the temporal disperser, which is a fiber spool here, and stretched in the time domain. Pulses are repeated while the object is also moving or flowing. If the gap between the consecutive pulses is shorter than the temporal broadening, which is the situation of this compressed optical time-stretch microscopy, the pulses significantly overlap with their neighboring pulses. Finally, the overlapped pulses are detected by a photodetector and digitized by a digitizer. Since each pulse is randomly modulated in the spatial domain and relatively shifted in the time domain due to their different arrival times, the 2-D profile of the object whose 1-D sections are encoded in the pulses can be recovered by employing convex optimization algorithms. In theory, the spatial modulation of the pulses with the binary random mask can be implemented either before or after the image-encoding part, but if the spatial size of the random pattern is under the resolution limit of the microscope, the spatial random modulation should be performed after the image-encoding part to avoid pattern blurring caused by image-encoding.
To validate the utility of our method, we computationally perform compressed optical time-stretch microscopy with an experimental dataset acquired by a conventional optical time-stretch microscope whose schematic is the same as in Fig. 1 except for the absence of the random mask [12] . In the experimental setup, the pulse laser is a Ti:Sapphire femtosecond laser with a center wavelength, bandwidth, and pulse repetition rate of 780 nm, 40 nm, and 75 MHz, respectively. The groove density of the two diffraction gratings is 1200 lines/mm. The magnification and numerical aperture of the two objective lenses (Olympus) are 40 and 0.6, respectively. The temporal disperser is a 2-km single-mode fiber spool (Nufern) with a group-velocity dispersion of −240 ps/nm. The bandwidth of the photodetector (New Focus) is 12 GHz while the bandwidth and sampling rate of the digitizer (Tektronix DPO 71604B) are 16 GHz and 50 GS/s, respectively. The temporal width of each pulse is 7.4 ns, meaning that, with conventional optical time-stretch microscopy, the maximum repetition rate of the pulse laser (system scanning rate) is 135 MHz to avoid overlapping the consecutive pulses.
The process of compressed optical time-stretch microscopy can be mathematically represented as follows (see Fig. 2 ). Consider an image with M row pixels and N column pixels we want to obtain. First, a 2-D mask with identical random rows is applied to the sensed image (Step 1). A uniform shift is introduced between each pair of successive rows to model the time delay between the repeated pulses, i.e., the k-th row of the image is shifted by (k − 1)T columns (Step 2). Here, T is the number of sampling points during one pulse period. The photodetector makes a measurement by collapsing the image into a 1-D vector by adding up the intensity of each column of the coded, shifted image (Step 3). At low pulse repetition rates, T > N and there is no overlap between successive rows, which means that each row of the image can be acquired sequentially. However, at higher pulse repetition rates which applies to our case, T < N and the overlap between the shifted rows leads to fewer measurements than the actual dimensionality of the image. The resulting measurement model is underdetermined. As a consequence, the use of traditional least-squares techniques for recovering the image are often ill-conditioned and riddled with undesirable artifacts. To handle these artifacts and provide robust recovery, we used signal priors to regularize the inverse problem. This is motivated by recent advances in compressive imaging [8] . Specifically, we used the isotropic total-variation norm defined by
to enforce sparse gradients in the recovered image. The image of the target is recovered by solving the following convex optimization problem (Step 4) given by [8] , [9] 
where E ∈ R K is the measured signal, I ∈ R M ×N is the estimated original image during the iterations
is the linear measurement operator which indicates the imaging process, and β is a non-negative scalar that provides a trade-off between data fidelity and gradient sparsity. We used the fast iterative shrinkage-thresholding algorithm (FISTA) [13] to solve the optimization problem. The value of the scalar β was tuned manually. In conventional compressive sensing, the same signal is independently sampled several times with different masks, so that the compression ratio can be conveniently defined as the ratio between the number of the sampling points in the original signal and the number of measurements [8] . However, in our compressed optical time-stretch microscopy, each set of signals is measured only once. For this reason, we define the compression ratio using the overlap ratio of consecutive pulses. Supposing that the overlap ratio of consecutive pulses is given by α (0 ≤ α < 1), the compression ratio can be calculated as 
Results
The performance of the compressed optical time-stretch microscopy of a standard USAF-1951 resolution chart is shown in Fig. 3(a) . Here, as the procedure shows in Fig. 2 , we computationally applied the random mask to unmasked images acquired by a conventional optical time-stretch microscope. The finest line pairs of the resolution chart (group 9, element 3) can be clearly distinguished in the original image without the image compression, indicating the resolution of the optical time-stretch microscope is at least higher than 780 nm. As shown in Fig. 3(a) , at an increasing compression ratio, the images of the line pairs begin to get blurred with artifacts due to the cross-talk between the pixel rows. To quantitatively evaluate the spatial resolution of the system at different compression ratios, we calculated the MTFs for vertical and horizontal line pairs separately at compression ratios of 1, 2, 3, and 5. Here, the MTF is defined as [10] MTF = I max − I min I max + I min (4) where I max and I min are the maximum and minimum intensities in the recovered images for each line pair, respectively. As shown in Fig. 3(b) , the MTF of the line pair almost remains the same at compression ratios of less than 3. At the compression ratio of 5, the MTF of the line pair in the group 9 element 3 is still kept at 0.1, meaning that the resolution remains as high as 780 nm while its frame rate is five times higher (i.e., 675 MHz) than that of optical time-stretch microscopy without the image compression (i.e., 135 MHz). Fig. 3(a) and Fig. 3(b) also show that as the compression ratio increases, the microscope's spatial resolution in the horizontal direction (scanning direction) is degraded more quickly than in the vertical direction (moving direction). This is because the image recovery is conducted row by row along the vertical direction, resulting in a relatively low correlation between the pixels in the vertical direction. On the other hand, to quantitatively evaluate the overall imaging performance of the compressed optical time-stretch microscope at different compression ratios, we used the SSIM index, a parameter for evaluating the similarity between two images, defined by [11] SSIM (x, y) = 2μ x μ y + c 1 2σ where x and y represent the original and recovered images, respectively; μ x and μ y are the average intensity value of the original and recovered images, respectively; σ x and σ y are the intensity variance of the original and recovered images, respectively; σ x,y is the intensity covariance of the original and recovered images; and c 1 and c 2 are two variables to stabilize the SSIM value. Fig. 3(c) shows the SSIM values at various compression ratios. As expected, the SSIM value decreases as the compression ratio increases, but it still remains higher than 50% even at a compression ratio of 30, indicating a good image recovery performance in our compressed optical time-stretch microscope.
Compressed optical time-stretch microscopy is applicable for high-throughput cell screening without degrading cell screening accuracy. To verify this, we computationally perform compressed optical time-stretch microscopy on the images of a large population of E. gracilis cells [14] , [15] acquired by a conventional optofluidic time-stretch microscope [12] , [16] . E. gracilis is known for generating wax esters which can be refined into kerosene for aviation fuels. In our experiments, we cultured E. gracilis NIES-48 under two different conditions (nitrogen-sufficient and nitrogen-deficient cultures) to prepare fresh and lipid-induced E. gracilis cells [12] . These two different samples were used in the high-throughput cell screening experiments with the conventional optofluidic timestretch microscope. Furthermore, to acquire cell images without out-of-focus blurring, we used hydrodynamic focusing to align the cells flowing through the microchannel. The details of the microfluidic device are available in our prior paper [12] .
Our results are shown in Fig. 4(a) through Fig. 4(e) . First, Fig. 4(a) and Fig. 4(b) show the unmasked images of fresh and lipid-rich E. gracilis cells taken at a high throughput of 10,000 cells/s without image compression. Nitrogen-sufficient cells with a low lipid content look mostly transparent while nitrogen-deficient cells with a high concentration of intracellular lipids look mostly opaque throughout their entire cell body due to the high concentration of strong intracellular scatterers (presumably accumulated lipid droplets and paramylon particles). Fig. 4(c) shows the recovered images of the fresh and lipid-rich E. gracilis cells at various compression ratios. The figure indicates the gradual degradation of their image quality. The texture of the cells remains visible at a compression ratio of less than 20 while the texture is difficult to recognize with bare eyes at a higher compression ratio of more than 20. After applying cell classification based on support vector machines to the features extracted from the images, such as cell area, aspect ratio, and opacity, each cell can be represented by a single point in a 2-D space expanded by two meta-features for classification. Fig. 4(d) shows scatter plots of these cells at the compression ratios corresponding to Fig. 4(c) . The figure shows that the two distinct distributions of the cells merge at large compression ratios, making their separation (hence, the cell classification) unclear. Finally, Fig. 4(e) shows the cell classification accuracy at the compression ratios defined by [17] Accuracy = True positive event + True negative event Total population .
As the figure shows, the accuracy is kept above 99% at compression ratios up to 15, but starts to degrade at a compression ratio of more than 15. Yet, the accuracy is higher than 95% even at a compression ratio as large as 50 (meaning a line scan rate of 6.75 GHz). This indicates that, by virtue of the image compression, the throughput can be increased up to at least 500 000 cells/s without significantly sacrificing the cell classification accuracy.
Discussion
Using images acquired by a conventional optical time-stretch microscope, we theoretically simulated the capability of compressed optical time-stretch microscopy to acquire images with high quality in terms of spatial resolution and accuracy of image-based cell classification at an extremely high frame rate. Although more work needs to be done for practical applications, the work presented here is entirely different from previous work [18] , [19] in which optical pulses encoded with the target's information are firstly temporally stretched, modulated with different random masks, and temporally compressed into single pulses for detection, aiming at data-volume reduction at the cost of the scanning rate. In contrast to this, in our work, the pulses encoded with the target's information are firstly spatially modulated with the same random mask, temporally stretched to introduce an overlap between neighboring pulses which is intentionally circumvented in their work, and directly detected without temporal compression, aiming to increase the scanning rate. Our method holds great potential for imaging of fast dynamical phenomena or fast-moving objects.
