We present a generalization of Lindeberg's method of proving the central limit theorem to encompass general smooth functions (instead of just sums) and dependent random variables.
which the independence of the coordinates can be dispensed with. The argument, which is possible to guess once the Theorem has been stated, will be given in section 2. Let M 3 be a bound on max i (E|X i | 3 + E|Y i | 3 ). Suppose f : R n → R is a thrice continuously differentiable function, and for r = 1, 2, 3, let L r (f ) be a finite constant such that |∂ r i f (x)| ≤ L r (f ) for each i and x, where ∂ r i denotes the r-fold derivative in the i th coordinate. Then
Let us see what this means conceptually. For each k, let
If the Y i 's have zero mean and unit variance, then the smallness of A i 's and B i 's in the above theorem is equivalent to saying that the sequences {S k } n k=1 and {S 2 k − k} n k=1 are "approximate" martingales with respect to the filtration generated by the X i 's, which in turn, means that the sequence {S k }, under proper normalization, is "like a Brownian motion". Thus, the generalization of the Lindeberg principle described in Theorem 1.1 indicates that a vector X having this property behaves like a vector of independent gaussian random variables with matching means and variances under the action of functions which are thrice differentiable with sufficiently small influence of individual coordinates.
Let us now say a bit about the condition of boundedness of third derivatives. The implications of this condition have been inspected in detail in the context of convolutions by Zolotarev (see, e.g. [19] ) and other authors. Zolotarev defines the ζ 3 -metric on the space of distributions as follows: ζ 3 (F, G) = sup f | f dF − f dG|, where the sup is taken over all f with third derivative bounded by 1. The ζ 3 metric has not been so popular in practice because of the intrinsic difficulty in connecting this metric with common notions of distance between measures.
However, we will not take supremum over f , but rather, consider only individual f 's of interest.
For instance, in the random matrix scenario, our f will be the Stieltjes transform of a matrix at a fixed z ∈ C\R, which is a nice C ∞ function of the original matrix. In the paper [3] , the author considered the partition function of a disordered physical system (the Sherrington-Kirkpatrick model of spin glasses), which again turns out to be a C ∞ function of the disorder matrix, and has nicely bounded derivatives.
The condition of boundedness of the derivatives can be dropped (as demonstrated in [14] and [11] ) by careful examination of the remainder term; but our focus is different: We will be more concerned with ways to extend the method to the case of weakly dependent variables (as in Theorem 1.1 above), and more nontrivially, to exchangeable random variables, as below.
Exchangeable random variables. The purpose of the subsequent discussion is to demonstrate, among other things, that the above simple extension of the Lindeberg principle can be used to obtain results which are not at all obvious at first glance.
Suppose X is a vector with exchangeable components. Certainly, we cannot expect to "replace" the components of X by independent gaussians as we did in Theorem 1.1. For instance, all components may be equal to the same random variable, in which case there is no hope of replacing these variables by something generic. However, all is not lost; our next theorem shows that the following "summarization" of X can still be carried through:
Suppose X is a vector with exchangeable components, having finite fourth moments. Let
Let Z be a standard gaussian vector in R n , independent of X. LetZ := 1 n n i=1 Z i and
Then, for sufficiently well behaved f (to be described below), we have Ef (X) ≈ Ef (Y). That is, X can be "replaced" by the modified vector Y for evaluation under suitably smooth f . Note that in the process, we summarized the random vector X into the couple (μ,σ). The following theorem gives the precise statement: 
We will postpone the proof of this theorem until section 3. However, for the curious reader, we will now give a brief sketch of the argument. We will first show that there is no loss of generality in assuming thatμ ≡ 0 andσ ≡ 1. Having assumed that, if we define
then it is a straightforward exercise (which we will work out, nevertheless) that E(R i |F i−1 ) = 0, where F i−1 is the sigma-algebra generated by X 1 , . . . , X i−1 . The next step is to show that
which is computationally slightly harder. Having established these approximations, we can now "replace" R i 's by independent gaussian variables V 1 , . . . , V n , using Theorem 1.1. However, the inverse transform, which takes R to X, does not take V to Y or anything remotely resembling Y, but to something that is close to Y in distribution. This will be formalized using gaussian interpolation techniques.
Before moving on to applications, we will now briefly mention the interpretation of Theorem 1.2 in the light of de Finetti's theorem [4] and its finite version due to Diaconis & Freedman [5] .
According to the general de Finetti paradigm in the finite setting, small subcollections of {X 1 , . . . , X n } behave approximately like collections of i.i.d. random variables with meanμ and varianceσ 2 under the conditional distribution given the sigma algebra generated by all symmetric functions of these variables. Our theorem shows that if we are considering a function f having nice
, then, as arguments of f , conditionally on the symmetric functionsμ andσ, the whole collection behaves like a vector of i.i.d. random variables conditioned to have sample meanμ and sample varianceσ 2 . This is quite different from de Finetti's theorem.
A very basic application of Theorem 1.3 is the well-known fact that the partial sums of a sequence drawn randomly without replacement from a finite population behave like a Brownian bridge (as opposed to Brownian motion for a sample with replacement). Theorem 1.3 can be applied because a sample drawn without replacement is exchangeable. To complete the argument, note that if Z is a standard gaussian vector, then the partial sums of Z i −Z give a Brownian bridge in the limit (hence, subtracting offZ is really necessary in Theorem 1.3).
We will now give a more nontrivial application.
An application: Wigner's law for exchangeable random variables. The spectral theory of large dimensional random matrices is a growing area of contemporary research in probability.
Wigner's theorem [17] (to be described below) was one of the earliest results in this field. We will demonstrate how to extend Wigner's theorem, which was originally proved for matrices with i.i.d. random entries, to the case of exchangeable entries using Theorem 1.2. We begin with a very quick introduction to some necessary material from random matrix theory.
Spectral measures. The Empirical Spectral Distribution (ESD) of a square matrix is the probability distribution on the complex plane which puts equal mass on each eigenvalue of the matrix (repeated by multiplicities). The limit of a sequence of ESDs is called the Limiting Spectral Distribution (LSD) of the corresponding sequence of matrices. The existence and identification of LSDs for various kinds of random matrices is one of the main goals of random matrix theory.
For a hermitian matrix, the ESD is supported on the real line and hence has a corresponding cumulative distribution function. We will denote the c.d.f. for the ESD of a matrix A by F A .
For an excellent review of mathematical results known about limiting spectral behaviour and further references, we refer to Bai [2] . For relevance in physics, the book by Mehta [10] is an essential reference.
Wigner matrices. A random Wigner matrix of order N is an N × N real symmetric matrix with independent entries on and above the diagonal. The diagonal entries may be replaced by zero without affecting the spectral measure in any significant way if N is large (again, for a rigorous proof of this standard fact, see the proof of Theorem 2.1 in Bai [2] ).
A standard gaussian Wigner matrix of order N is a matrix like A N = (N −1/2 X ij ) 1≤i,j≤N , where (X ij ) 1≤i≤j≤N is a collection of i.i.d. standard gaussian random variables, and X ij = X ji for i > j.
Wigner [17] showed that the LSD for a sequence of standard gaussian Wigner matrices (with order N → ∞) is the semicircle law, which has density (2π
It was later shown that the distribution of the entries do not play a significant role; convergence to the semicircle law would hold under more general conditions (Cf. Arnold [1] , Grenander [7] and Bai [2] ). The weakest known condition was given by Pastur [12] . It is claimed that the condition was shown to be necessary by Girko [6] . However, all conditions require independence of the entries on and above the diagonal.
For a detailed exposition, see Bai [2] or Khorunzhy, Khoruzhenko and Pastur [8] .
We will extend Wigner's theorem in a different direction: Instead of the original i.i.d. assump-tion, we will assume that the entries above the diagonal are exchangeable. Of course, we will not get the semicircle law as the limiting spectral distribution in general, as shown by the case where X ij is the same random variable for every i < j. However, the following limiting result holds in great generality:
and assume that
Supposeσ is a random variable such thatσ N =⇒σ. Let V be a random variable following the semicircle distribution, defined on the same space asσ and independent ofσ. Let F be the distribution function ofσV . Then F A N =⇒ F in probability.
We will derive the above result from a quantitative bound (Lemma 4.1) on the difference between Stieltjes transforms (to be discussed in section 4). Theorem 1.2 applies to the Stieltjes transform map quite easily; however, there are some tricky matrix issues involved because the derivatives of the Stieltjes transforms come as traces of products of matrices. In the proof of Theorem 4.1, to be presented in section 4, we will use some well-known properties of the Hilbert-Schmidt norm to bound these derivatives. It will be evident that the proof can be adapted to more complicated exchangeability assumptions than the most basic one assumed above.
One thing to note about Theorem 1.3 is that it does not follow from any of the known versions of de Finetti's theorem. The problem with de Finetti's theorem (even if we assume that we are working with an infinite exchangeable array (X ij ) 1≤i<j<∞ ), is that there is no general description of the symmetric sigma algebra, and nothing which says it suffices to condition onμ andσ to get i.i.d.-ness in this problem.
Proof of Theorem 1.1
First let us mention that throughout the remainder of this article, we will use the notation ∂ i f instead of the more familiar ∂f ∂x i . Similarly, ∂ i ∂ j f will denote ∂ 2 f ∂x i ∂x j and so on. Now let us begin with the proof. Without loss of generality, we can assume that X and Y are defined on the same probability space and are independent. For each i, 0 ≤ i ≤ n, let
Then clearly,
Now, by third order Taylor approximation,
and similarly,
Now, since the Y i 's are independent, we have
Similarly, we also have
Thus, for any i,
This completes the proof.
3 Proof of Theorem 1.2
For i = 1, . . . , n letX i = (X i −μ)/σ. Then n i=1X i = 0 and n i=1X 2 i = n (we will be using these identities numerous times, with or without mention). Also,
In the following, we will use E 0 and P 0 to denote the expectation and probability conditional on the pair (μ,σ). It is a basic observation thatX is a vector with exchangeable components under P 0 for all values of (μ,σ). Now assume that (μ,σ) is given and fixed. Let
First, we need to do a list of computations. For 0 ≤ i ≤ n, let F i be the sigma-algebra generated by {X 1 , . . . ,X i } and (μ,σ). Since theX j 's are exchangeable given (μ,σ), we have
for every k, l > i − 1, and hence which is F i−1 -measurable. Thus,
Now, since
From the above identity and exchangeablity, it follows that
(The second equality holds because n j=1X j = 0.) Combining, we get
Again, by a similar argument as before (using the identity
It follows that
, and
Combining, we get
Let R = GX. Then R i is F i -measurable, and from (3), we see that
Next, note that
Using (4), (5), and the triangle inequality, we get
We will now temporarily use the strange notation R i 0 3 for (E 0 |R i | 3 ) 1/3 , which is the conditional L 3 norm of R i . By Minkowski's inequality and exchangeability, we have
This bound can be rewritten as
Now define the function f 1 :
It is a simple exercise to verify that
Using the chain rule we get, for any j, r, and x,
Thus for any r,
where L r is defined as in the statement of Theorem 1.1. Now let V be a standard gaussian vector in R n . Using the bounds from (6), (7), (8) and (9) in Theorem 1.1, we get 4 , and by elementary calculus,
Let U = G −1 V. Explicitly,
, and f 1 (R) = f 0 (X) = f (X). Combining, we get
We already have a bound on |E 0 f 1 (R) − E 0 f 1 (V)| from (10). We will now compute a bound on
where recall thatZ i = Z i −Z, and Z is a standard gaussian vector. To do that, we first need to do some computations. Letσ ij := Cov(U i , U j ). Theñ
Now, for i > j, we can rewrite the first term inσ ij as a telescoping sum to get
.
Thus, if we define
We will use the well-known "gaussian interpolation technique" for bounding
This classical method for proving Slepian type inequalities has been used extensively in recent years by Talagrand [15] in his efforts to obtain a rigorous version of the cavity method for spin glasses.
Now, if a random vector ξ = (ξ 1 , . . . , ξ n ) has a centered gaussian distribution, then it is not difficult to show using integration by parts that for any differentiable function h with moderate growth at infinity, and any i, the following identity holds:
Since we do not want to expand our list of references, let us refer to Appendix A.6 of Talagrand's book [15] for a proof. Applying this result to our problem (after noting that interchanging integrals is not an issue since everything is bounded), we get
Combining, we have
Using the bound from (12), we get
To complete the proof, we apply Jensen's inequality to get E(σ r ) ≤ E|X 1 −μ| r for r ≥ 2 and use the crude bounds 3 + 2 n−1 k=2 k −1 ≤ 3 √ n and E|V 1 | 3 ≤ 1.7 to unify terms.
Proof of Theorem 1.3
We will now prove Theorem 1.3 via an application of Theorem 1.2, by using the Stieltjes transform of the spectral measure as a smooth function of the matrix entries. Below, we give a brief summary of the relevant facts about Stieltjes transforms:
Stieltjes transforms. A standard tool for proving convergence to the LSD for a sequence of random matrices is the use of Stieltjes transforms. The Stieltjes transform (or Cauchy transform, or resolvent) of a cumulative probability distribution function F on R is defined as
Analogously, the Stieltjes transform of an N × N hermitian matrix A at a number z ∈ C\R is defined as
where I is the identity matrix of order N . Note that this is just the Stieltjes transform of the empirical spectral distribution of A.
To cut a long story short, a basic observation about Stieltjes transforms that is useful in random matrix theory is that the ESDs of a sequence {A N } ∞ N =1 of random hermitian matrices converge weakly in probability to a probability distribution F if and only if
For the proof of this result and further details like Berry-Esseen type error bounds, we refer to Bai [2] . Stieltjes transforms will be particularly useful for us because they are infinitely differentiable as functions of the matrix entries, and the derivatives are easy to compute. In fact, if A(x) is a matrix-valued differentiable function of a scalar x, and G(x) := (A(x) − zI) −1 , where z ∈ C\R and I is the identity matrix, then
This standard result is obtained by differentiating both sides of the identity G(A − zI) ≡ I.
Differentiability follows from the fact that the elements of the inverse of a matrix are all rational functions of the elements of the original matrix. Higher order derivatives may be computed by repeatedly applying the above formula.
The following lemma is the key to the proof of Theorem 1.3:
Then, for any z ∈ C\R, and any g : R → R with bounded derivatives up to the third order, we have
where m is the Stieltjes transform as defined in (16) 
This lemma is an easy consequence of the well-known interlacing inequalities for eigenvalues of hermitian matrices. By Lemma 4.2, we can say, in particular, that if the same constant is added to all entries of a hermitian matrix of order N , then the empirical distribution function does not change by more than 1/N at any point. Proof of Lemma 4.1. To formalize things in a way that is suitable for our purpose, consider the map A which "constructs" Wigner matrices of order N . Let n = N (N − 1)/2 and write elements of R n as x = (x ij ) 1≤i<j≤N . For any x ∈ R n , let A(x) be the matrix defined as
Now let us fix z = u + √ −1v ∈ C, with v = 0. Let G(x) := (A(x) − zI) −1 , and define h :
For any α ∈ {(i, j)} 1≤i<j≤n , we will write ∂ α h for ∂h/∂x α by our usual convention. From (17) , it follows that for any α,
Now note that for any α, β ∈ {(i, j)} 1≤i<j≤n , we have ∂ β ∂ α A ≡ 0. An easy computation involving repeated applications of (17) to the above expression for ∂ α h gives, for any α, β, γ ∈ {(i, j)} 1≤i<j≤N ,
Note that the first sum runs over all permutations of (β, α), which amounts to only two terms.
Similarly, the second sum involves six terms.
Bounding (19) is relatively straightforward. First note that Tr(G(∂ α A)G) = Tr((∂ α A)G 2 ).
Since G 2 has a spectral decomposition and all its eigenvalues are bounded by |v| −2 in magnitude, it follows in particular that the elements of G 2 are also bounded by |v| −2 . Now, ∂ α A has only two nonzero elements, and both are equal to N −1/2 . Hence,
Bounding (20) and (21) cannot be accomplished so easily. We will now describe a general technique for bounding terms like these, using the properties of the Hilbert-Schmidt norm for matrices. For 
