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Abstract
Atmospheric dispersion of pollutants highly affects human health and well-being. For disaster surveil-
lance and response in such catastrophic scenarios, repeated estimation of the current process state and
of relevant process parameters is essentially required. The respective estimates can be obtained by re-
peatedly integrating measurements from a sensor network into a process model capable of forecasting
current estimates to future times. Networks of mobile sensors are increasingly considered in this context
since they offer the possibility to move along trajectories, which provide a high expected information
gain concerning the current dispersion state.
In related work, these trajectories are mostly determined offline prior to the application by solving a
complex optimal control problem subject to process, vehicle and uncertainty dynamics. However, the
trajectories depend on the process state and parameters to be determined. Hence, it is much more de-
sirable to apply a dynamic data-driven approach, in which the available measurements are directly inte-
grated into the process model and control inputs for the sensor-carrying vehicles are determined online
based thereupon.
The dynamic data-driven application belongs to the domain of cyber-physical systems and is charac-
terized by real-time requirements so that lightweight process models with rather inaccurate prediction
abilities have been predominantly used in related work. On the other hand, models based on partial
differential equations (PDEs) are typically related to the computationally expensive solution of a high-
dimensional problem. However, due to their ability to provide physically realistic forecasts, PDE-models
are a key feature of this thesis and simplifications are introduced to cope with them.
In this work, three new PDE-based dynamic data-driven monitoring strategies for state and parameter
estimation of dispersion processes are proposed based on a coordinated fleet of sensor-carrying vehicles
processing models and estimations online.
The first monitoring strategy is based on a sub-optimal procedural structure consisting of multiple loosely
coupled building blocks to increase the efficiency compared to sophisticated optimal control problems.
Forecasts stemming from a process simulation based on the finite element method are combined with the
sensors’ measurements using an efficient ensemble-based data assimilation method. A sequential proce-
dure is proposed to identify informative measurement locations that are based on the current estimates
as well as on their uncertainty. The identified locations are handed to a cooperative optimization-based
vehicle controller, which is in charge of guiding the vehicles to the suggested locations. Furthermore, an
estimation method to jointly estimate current process state vectors and the source function is presented
and the handling of a model error covariance matrix depending on the process state is described.
In contrast to the first approach, the second approach is based on a decentralized computation and com-
munication structure. In order to explicitly account for limited communication ranges and to increase
scalability, a central computing node is waived and computations are performed only locally on-board
the vehicles, exchanging local information with vehicles in their vicinity. While the general procedural
structure of the centralized approach is preserved, modifications are necessary to account for the limited
onboard computing capability, potentially different models maintained on different vehicles, and limited
communication ranges. To simplify the process model, Proper Orthogonal Decomposition is used to
generate reduced order models. A suitable choice of the snapshot set, required to generate the reduced
order model, is proposed. Furthermore, a two-step reduced data assimilation method is developed updat-
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ing the own local state with the local measurement first and fusing state information with neighbors in a
second step. A decentralized version of the identification procedure for suitable measurement locations
is described and an existing decentralized variant of the vehicle controller is employed.
The third approach represents a partitioned decentralized dynamic data-driven monitoring strategy. To
further pursue decentrality, the global problem domain is decomposed into several subdomains with
vehicles being assigned to subdomains they are currently located in. In this way, only a local process and
multi-vehicle model has to be maintained by each sensor-carrying vehicle, while communication with
vehicles on directly adjacent subdomains ensures convergence of the whole problem. A new ensemble-
based prediction and update method is proposed that is based on an efficient domain decomposition
method and that requires only minimal exchange between vehicles on neighboring subdomains. For
more flexibility, target point generation and vehicle trajectories are adapted to allow vehicles to move to
other subdomains, where they might be even more useful.
The respective approaches are applied in a number of test case scenarios and are evaluated regarding
their estimation results and computing time. While the centralized monitoring approach provides the best
estimation results, significantly outperforming other basic monitoring strategies, limited communication
ranges, a large number of mobile sensors and higher dimensional problems could become problematic.
In the latter case, the decentralized approach offers a more efficient alternative at the cost of minor losses
in estimation quality. The same applies to the application of the partitioned approach, which, while being
less flexible, provides even more scalability with respect to the number of sensor-carrying vehicles.
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Zusammenfassung
Die Ausbreitung von Schadstoffen in der Atmosphäre kann Gesundheit und Wohlbefinden stark beein-
trächtigen. In Katastrophenszenarien wird daher zum Zwecke der Überwachung und des Katastrophen-
schutzes eine Schätzung des aktuellen Zustandes und relevanter Parameter des Ausbreitungsprozesses
essenziell benötigt. Die jeweiligen Schätzungen können dabei durch eine fortwährende Integration von
Messdaten eines Sensornetzwerks in ein Vorhersagemodel des Prozesses gewonnen werden. Zunehmend
werden in diesem Kontext Netzwerke aus unbemannten Fahrzeugen betrachtet, die mit geeigneten Sen-
soren ausgestattet sind. Diese bieten die Möglichkeit, entlang von Trajektorien zu messen, die bezogen
auf die aktuelle atmosphärische Ausbreitung einen besonders hohen erwarteten Informationsgewinn lie-
fern.
In bisherigen Ansätzen werden solche Trajektorien meist offline vor der Anwendung durch Lösen ei-
nes komplexen Optimalsteuerungsproblems mit Prozess-, Fahrzeug- und Unsicherheitsdynamik in den
Nebenbedingungen bestimmt. Allerdings hängen diese Trajektorien von dem zu bestimmenden Prozess-
zustand bzw. den zu bestimmenden Prozessparametern ab. Es ist daher erstrebenswert einen dynamisch
datengetriebenen Ansatz anzuwenden, in dem die verfügbaren Messungen direkt in das Prozessmodell
integriert werden und die Steuereingänge der mit Sensoren ausgestatteten Fahrzeuge online darauf ba-
sierend bestimmt werden.
Dynamisch datengetriebene Anwendungen gehören zur Gruppe der cyber-physischen Systeme, die sich
durch Echtzeitanforderungen auszeichnen. Aus diesem Grund wurden bisher hauptsächlich stark ver-
einfachte Prozessmodelle mit niedrigem Rechenzeitbedarf, aber eher ungenauen Vorhersagequalitäten
benutzt. Modelle, die auf partiellen Differentialgleichungen (PDEs) beruhen, benötigen zwar die rechen-
intensive Lösung eines hochdimensionalen Problems, besitzen allerdings auch die Eigenschaft physika-
lisch plausible Vorhersagen treffen zu können. Um die Vorteile solcher PDE-Modelle für die betrachteten
Anwendungsszenarien nutzen zu können, sind daher eine Reihe von Annahmen und Schritten nötig, die
in dieser Arbeit beschrieben werden.
Insgesamt werden in dieser Arbeit drei neue PDE-basierte dynamisch datengetriebene Monitoringstrate-
gien zur Zustands- und Parameterschätzung atmosphärischer Ausbreitungsprozesse entwickelt, jeweils
basierend auf einer Gruppe von kooperativ arbeitenden und mit Sensoren ausgerüsteten Fahrzeugen, die
Modelle und Schätzungen online verarbeiten.
Die erste Strategie besteht aus mehreren lose gekoppelten Schritten, um die Berechnungseffizienz im
Vergleich zur Lösung eines komplexen Optimalsteuerungsproblems zu steigern. Vorhersagen, die auf
einer Prozesssimulation mit der Finiten Elemente Methode beruhen, werden mit den Messungen der
Sensoren unter Benutzung einer effizienten, ensemblebasierten Datenassimilationsmethode kombiniert.
Um informative Messpositionen auf Basis der aktuellen Schätzungen und deren Unsicherheit zu identi-
fizieren, wird ein sequentieller Algorithmus vorgeschlagen. Die so identifizierten Positionen werden an
einen kooperativen, optimierungsbasierten Fahrzeugregler übergeben, der die Aufgabe hat, die Fahrzeu-
ge zu den vorgeschlagenen Messpositionen zu führen. Außerdem wird eine Methode zur gemeinsamen
Schätzung des aktuellen Prozesszustandes und der Quellfunktion sowie die Behandlung einer zustands-
abhängigen Modellfehlerkovarianzmatrix eingeführt.
Der zweite Ansatz unterscheidet sich durch eine dezentrale Berechnungs- und Kommunikationsstruk-
tur. Um eine begrenzte Kommunikationsreichweite einzubeziehen und die Skalierbarkeit zu erhöhen,
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wird dabei auf einen zentralen Rechenknoten verzichtet und Berechnungen werden nur lokal auf den
Fahrzeugen durchgeführt, wobei nur lokale Informationen zwischen benachbarten Fahrzeugen ausge-
tauscht werden. Während die allgemeine Ablaufstruktur des zentralen Ansatzes erhalten bleibt, sind
Änderungen in den Teilschritten zur Berücksichtigung der begrenzten Rechenleistung an Bord der Fahr-
zeuge, der potentiell voneinander verschiedenen Modelle an verschiedenen Fahrzeugen und des limi-
tierten Kommunikationsradius nötig. Zur Vereinfachung des Prozessmodells wird die sogenannte Proper
Orthogonal Decomposition eingesetzt, um reduzierte Modelle zu generieren. Eine passende Wahl der
Offline-Simulationen, die benötigt werden, um das reduzierte Modell zu erstellen, wird vorgeschlagen.
Weiterhin wird eine auf diesen reduzierten Modellen beruhende, zweistufige Datenassimilationsmethode
entwickelt, die zunächst die lokale Schätzung mit der lokalen Beobachtung kombiniert, um anschließend
die entstandene Schätzung mit der Schätzung der Nachbarfahrzeuge zu fusionieren. Eine dezentrale Ver-
sion der Zielpunktgenerierung wird beschrieben und eine bereits existierende dezentrale Variante des
kooperativen Fahrzeugreglers wird angewendet.
Der dritte Ansatz stellt eine partitionierte dezentrale dynamisch datengetriebene Monitoringstrategie
dar. Dabei wird das globale Problemgebiet in mehrere Teilgebiete aufgeteilt und die Fahrzeuge werden
den Teilgebieten zugeordnet, in denen sie sich gerade befinden. Auf diese Weise muss nur ein lokales
Prozess- und Sensormodel an jedem Knoten benutzt und gespeichert werden, während Kommunikation
mit Fahrzeugen auf direkt benachbarten Teilgebieten die Konvergenz der Gesamtlösung gewährleis-
tet. Eine neue ensemblebasierte Vorhersage- und Update-Methode wird vorgeschlagen. Diese Methode
beruht auf einer effizienten Gebietszerlegungsmethode, die nur minimalen Austausch zwischen Fahr-
zeugen auf benachbarten Gebieten benötigt. Zur Erhöhung der Flexibilität werden Zielpunktgenerierung
und Fahrzeugregelung so angepasst, dass es Fahrzeugen möglich ist in andere Teilgebiete zu fahren, in
denen ihre Messungen deutlich dringender benötigt werden.
Die jeweiligen Ansätze werden in einer Reihe von verschiedenen Testfallszenarien angewendet und hin-
sichtlich ihrer Schätzergebnisse und der benötigten Rechenzeit evaluiert. Während der zentrale Moni-
toringansatz die besten Schätzergebnisse liefert und dabei andere grundlegende Monitoringstrategien
aussticht, können die Nichtberücksichtigung von begrenzten Kommunikationsreichweiten, eine große
Anzahl von Sensoren und höherdimensionale Zustandsvektoren zu Problemen führen. In den letzteren
Fällen ist daher der dezentrale Ansatz auf Kosten von geringen Einbußen in der Schätzqualität eine ef-
fizientere Alternative. Dasselbe gilt für die Anwendung des partitionierten Ansatzes, der zwar weniger
flexibel ist, bezüglich der Anzahl der Fahrzeuge und der Größe des Problemgebiets aber ein Plus an
Skalierbarkeit mit sich bringt.
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1 Introduction
1.1 Atmospheric Dispersion of Pollutants
Atmospheric dispersion of pollutants represent a key threat for human life and well-being. Pollutants,
hazardous material, and other harmful chemical substances are released after accidents or natural dis-
asters, disperse in the air and affect human health, life, and environment – partially far away from the
actual disaster site.
An example for hazardous atmospheric dispersion processes are the incidents in Fukushima. In March
2011, an earthquake caused a meltdown in the Daiichi nuclear reactor. Nuclear substances were released
in the air and were transported regionally and globally by the wind (see Figure 1.1(a)). As a conse-
quence, several ten thousands of people had to be evacuated and radioactive deposition contaminated
groundwater and agricultural products [169].
Fukushima was, of course, no solitary case. Comparable effects took place after the nuclear incidents
in Chernobyl and Kyshtym in the 20th centuries where the atmospheric dispersion of nuclear substances
claimed thousands of victims [166].
Another dispersion example is the eruption of the Icelandic volcano Eyjafjallajokull in 2010 (see Fig-
ure 1.1(b)). A gigantic ash plume led to the collapse of the European air travel for several days and
affected economy and human well-being [72].
(a) Plume caused by the Fukushima incidents,
extracted from [176]
(b) Volcanic ash plume caused by the eruption of Ey-
jafjallajokull, extracted from [157]
Figure 1.1: Exemplary atmospheric dispersion processes
Besides these major incidents on global scale, there are many incidents with impacts on smaller scales
with typical radii from a few meters to several kilometers. Frequently, an accidental explosion or a
leakage of a gas pipe of a chemical plant is the reason for hazardous substances being released in the air
and threatening population living nearby. Examples are the Bhopal disaster in 1984, where highly toxic
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substances leaked from a pesticide plant leading to the death of thousands of people, and the explosions
at the Port of Tianjin in 2015.
Even in Germany, a number of different examples can be found. In 2012, a mass evacuation was caused
by a poisonous cloud emitted from a leak at the Kraft Foods plant in northern Germany and, very recently,
slight gas leakages occurred after the explosions at the BASF plant in Ludwigshafen.
The OECD predicts that the number of disasters will even increase in future [130]. Although technology
is continuously improving and some risks are reduced, new technology with new risks, increasing popu-
lation, population concentration in metropolitan areas and changing environmental conditions are likely
to lead to more accidents. Furthermore, the current political situation leads to a higher risk of incidents
caused by terrorist attacks, with power plants and chemical factories providing attractive targets. Moni-
toring of atmospheric dispersion processes that enables the assessment of impacts is, thus, a challenging
and highly relevant task to be faced in the 21st century.
1.2 Dynamic Data-Driven Monitoring of Dispersion Processes
Societies have to be prepared for threads related to atmospheric dispersion and strategies have to be
developed to support disaster response. In particular, it is of paramount interest for disaster response to
monitor the dispersion process to be able to assess possible future impacts of the dispersion. Monitoring
of atmospheric dispersion processes is mainly aimed at answering the following questions:
• State estimation: How large is the current global pollutant concentration?
• Targeted state estimation: How large is the current concentration at specific locations of interest?
• Parameter identification: What are the current values of important process parameters (e.g. diffu-
sivity, reaction terms, etc.) and how do they evolve over time?
• Source identification: Where is the source located and how large is its output?
• Prediction: How does the process evolve in the future?
Having estimates of important process entities, the problem can be analyzed on a well-founded basis and
the right steps to respond to the catastrophe can be initiated.
Basis of the monitoring is a model of the physics of the considered dispersion process. In this way,
important entities can be identified and coherences of the considered processes can be described. Besides
stochastic and heuristic models, partial differential equation (PDE) models are frequently used in this
context. The latter allow precise, physically based predictions since they consider the evolution of the
physics of the current process.
However, a model alone is not sufficient for a monitoring result with good accuracy. Uncertainties
in model parameters, initial conditions, boundary conditions as well as errors stemming from external
perturbations that are not modeled ask for another source of information. Therefore, sensor networks
are applied in context of atmospheric dispersion monitoring. The sensors are deployed over the domain
of interest and provide measurements of interesting process entities. Sensor data and model information
can be repeatedly combined and a current estimate of the interesting process entities is available at every
time.
An increasing trend is the use of robots for environmental monitoring [183, 53]. This means that Un-
manned Aerial Vehicles (UAVs), for example quadrocopters or fixed-wing aircrafts (see Figure 1.2),
are equipped with sensors and computing devices to provide measurements for the monitoring process.
Vehicles being in charge of this task are referred to as sensor vehicles in the remainder of this work.
2 1 Introduction
Compared to purely static sensor networks, mobile sensor networks are much more flexible, can cover
a much larger domain and can move along trajectories that provide a particularly high information gain
for measurements. The latter leads to a concept called Adaptive Observation (AO), describing the search
for suitable additional measurement positions or trajectories that allow a higher amount of measurement
information to be gained [24, 19].
(a) Fixed-wing aircraft [186] (b) Quadrocopter
Figure 1.2: Examples for sensor-carrying vehicles
In this context, it would be even more beneficial if the sensor vehicles are intended to adapt their move-
ment online depending on the current estimate and its uncertainty instead of moving on fixed, precal-
culated trajectories. Reactions to the outcome of recent measurements would become possible leading
to improved further measurement locations and, thereby, to improved process estimates. In this way, a
dynamical environment can be observed by a relatively low number of self-adapting robots getting to po-
sitions where measurements are highly profitable. Such an approach is an example for a Cyber Physical
System (CPS) describing the integrations of physical processes with computations with physical pro-
cesses affecting computations and vice-versa [108]. More specifically, the approach can be considered a
Dynamic Data-Driven Application System (DDDAS) [41, 42]. The term DDDAS describes systems that
directly integrate the collected measurements into the system model and adapt their future measurement
process based on the updated model. Several dynamic data-driven approaches have been successfully
used for environmental monitoring [1, 118, 134].
However, designing an online approach for monitoring atmospheric dispersion processes is highly chal-
lenging since all necessary computations as well as communication have to be performed in real time
in practice. Thus, there is a high need for powerful computing platforms and for efficient algorithms
including simple, yet precise forecast models that capture the physics of the underlying process. This
work sets its focus on the second part: Designing efficient PDE-based dynamic data-driven monitoring
approaches to atmospheric dispersion monitoring.
1.3 Related Monitoring Approaches
The application of mobile sensor vehicles in environmental monitoring and, in particular, in atmospheric
dispersion monitoring is a large research field. A number of different approaches, concepts and strategies
have been proposed, each with its individual hardware constraints, sensor model, process model and
adaptation strategy. One of the main classification characteristics is the objective of the monitoring
approach. While some approaches have the simple goal to gather measurements, other approaches try to
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locate the source of the problem or to track the contaminant cloud. Further approaches are designed to
identify process parameters or to estimate the current process state.
Measurement Gathering
Most work dealing with the objective of gathering measurements focuses on the hardware that is applied,
i.e. the UAV that are used, the sensors applied for providing measurements or communication devices.
Hence, the concerning approaches have not only been developed theoretically, but they have already been
tested practically. For example, the vertical distribution of aerosol over the Indian Ocean has been deter-
mined by lightweight aircrafts [37], and meteorological data like wind velocities and turbulence [163] or
temperature related information [189] have been gathered by a single mini UAV. Other approaches deal
with multiple micro UAV or a swarm of UAVs to face tasks in environmental monitoring and disaster
response [4, 40] The paths of the UAV are in most approaches precalculated and the vehicles follow the
path in an auto-pilot way. Other approaches use teleoperation to control the sensor vehicles.
Contaminant Cloud Tracking
The monitoring goal of another group of monitoring approaches is the tracking of a contaminant cloud.
In this task, the boundary of the cloud or predefined concentration level curves is to be estimated over
time so that future impacts can be assessed. Besides using qualitative models representing the cloud
[52, 22], the boundary of the cloud can, for example, be represented by a specific shape whose param-
eters have to be estimated [89]. More specifically, polygons [173], splinegons [194, 200, 172], or an
underlying grid [164] are used to approximate the level curves. Repeatedly, the positions of the as-
sociated vertices are updated using the measurement results by a swarm of UAV. For the mentioned
approaches, the paths of the UAV mostly follows the level curve and formation control is enforced. The
tracking approach proposed in [55] uses another way applying an optimization-based Model Predictive
Control (MPC) scheme where the sensor vehicles are cooperatively moving to positions that are linked
with a high error variance. Compared to other monitoring tasks as state estimation, tracking approaches
promise a computationally cheap way of estimating a contaminant cloud. However, the dynamics of the
process are not considered physically. Moreover, only assessments regarding the boundary or a concrete
level set of the contaminant cloud are possible. One does not know anything about the actual amount of
concentration at interesting locations.
Source Localization
In other applications, the source location of an accidentally released contaminant plume or cloud might
be unknown. Hence, another monitoring task is to find the location of the source. To tackle this chal-
lenge, a number of approaches uses biologically inspired strategies [112, 106, 119]. Imitating the be-
havior of, for example, silkworm moths searching for a pheromone source, sensor vehicles are meant to
approach the source location. While these approaches are computationally lightweight, they come along
with problems in dynamic environments. Moreover, the sensing and actuation capabilities of the robots
differ from the ones of animals, so that these models are stated to be of limited use [16].
A number of other source localization strategies focuses on simple gradient or flow following rules
[154, 87, 76, 153]. In these approaches, the chemotaxis strategy, in which the sensor vehicles follow the
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concentration gradient, or the anemotaxis strategy, in which the sensor vehicles are moving in upwind
direction, are applied. A related approach [121] guides the sensor vehicles in direction of the neighbor
measuring the highest concentration. Again, all these approaches are very simple but have problems in
high dynamic environments. More sophisticated approaches rely on the minimization of an information
theoretic measure considering vehicle dynamics [116]. Related solution methods for the localization
strategy can also be found in literature concerning static sensor networks. Moreover, work has been
presented covering the question how many sensors should be used and how they should be deployed [6],
whereas in a power policy switching on and off the sensor nodes is proposed in [43] . The sampling
technique presented in [128] is based on an analytical solution of the considered process equation.
Parameter Estimation
Boundary tracking and source localization both can be considered as special cases of parameter estima-
tion. Research in the area of parameter estimation related to optimal sensor placement has been carried
out since the 1970s [102]. The work mainly concentrated on static sensor networks and simple one-
dimensional problems. Strategies for mobile sensor networks and the development of optimal sensor
trajectories were proposed starting in the late 1980s. While an approach for a single sensor vehicle has
been considered in [31], an approach suited for a group of sensor vehicles has been developed in [142].
An overview of the early work in this field can be found in [187]. Basis of the monitoring approaches is
the representation of the monitored system in form of a Distributed Parameter System (DPS), e.g. in form
of a PDE. The sensor vehicle trajectory problem can be formulated as an optimal control problem. The
objective function consisting of a weighted sum of the control energy and the mean square estimation
error at final time has to be minimized. A suitable measure for the estimation error, or, in other words,
the quality of the parameter estimate, is the Fisher Information Matrix (FIM). According to the Cramer-
Rao inequality, the inverse of the FIM represents a lower bound of the error covariance matrix for the
estimates [191]. Thus, the goal is to maximize a scalar measure of the FIM. The challenge is that the FIM
and, thus, the objective function depends on the parameters to be estimated. This means that the optimal
parameters have to be known to be able to calculate optimal trajectories for the sensor vehicles. First
methods to tackle these challenges have been proposed in [187, 188]. Another method to address them
is the use of a closed-loop-controller. Based on the measured data, the parameter estimates are improved
and the trajectories can be adapted accordingly. In [162], first steps towards such a closed-loop control
are presented. Furthermore, realistic vehicle dynamics are considered and the optimal control function
is minimized subject to the vehicle constraints. Similar techniques also include actuators [181] together
with sensors or extend the solution methods to heterogeneous problems [182]. While these methods
provide optimal trajectories in relation to the objective function that is minimized, a huge drawback of
theses methods is that they are computationally expensive and an application in real-time scenarios is
at least questionable. Thus, it is desirable to implement simplifications to theses approaches. An exem-
plary simplification is the parametrization of the trajectories based on B-splines [202]. In this way, the
space of design variables can be reduced drastically and more efficient computation and parallelization
is enabled.
Other approaches avoid the use of a DPS and focus on closed form analytical models. While this allows
a computationally much cheaper way, modeling assumptions have to be fulfilled or model inaccuracies
have to be accepted. Exemplary approaches are based on the Gaussian Plume model [35, 105] or on a
puff model [160].
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State Estimation
In many cases, not only parameters but especially the state of the system is unknown and has to be
estimated. Unknown initial conditions as well as uncertain process parameters and model noise prohibit
exact knowledge of the process state. Thus, another type of monitoring application is aimed to estimate
the current process state, e.g. the amount of concentration at various positions of the problem domain.
Identification of measurement locations
The development of monitoring strategies for state estimation was mainly driven by the Numerical
Weather Prediction (NWP) community in the 90s and early 2000s. It was investigated where sensors
of a static sensor network should be preferably placed so that the uncertainty of a weather forecast
at a specific time based on the provided measurements could be reduced. To this end, a number of ap-
proaches are sensitivity-based. The gradient or adjoint method uses the adjoint equations of the system to
identify regions with the largest sensitivities, i.e. regions that contribute most to the forecast uncertainty
[107, 39]. In contrast, the quasi-inverse linear method considers the sensitivity of forecast errors to initial
conditions so that the forecast difference over the verification area is tracked back to its corresponding
initial error [140]. A Monte Carlo method is used by the ensemble spread technique to reveal sensi-
tivities. Several different state vectors are propagated in time and locations with the largest deviations
between the forecasted states are identified [114]. Another alternative is the singular vectors technique,
which uses measures depending on the singular vectors of the system for the identification of additional
measurement locations [24, 25, 133]. For a high-dimensional system, typical for the considered appli-
cations, sensitivity-based methods provide a relatively simple means to identify potentially profitable
measurement locations. Nevertheless, not only is the actual application of sensor vehicles excluded, but
also the observation uncertainty is not taken into account. As an alternative to the sensitivity-based ap-
proaches, the Ensemble Transform Kalman Filter [19, 117] can be used to minimize forecast uncertainty
represented by the error covariance matrix. An ensemble of states is propagated in time following the
principles of the Ensemble Kalman Filter (EnKF) [57] and a transformation matrix is applied to take the
observations into account. The transformation matrix represents a given sequence of possible waypoints
of the sensor vehicles so that a sequence minimizing the forecast error variance can be chosen.
Considering vehicle dynamics
Nonetheless, the upper approaches all do not entirely include the guidance and control of the sensor
vehicles and put more emphasis on the identification of discrete measurement locations than on real-
istic vehicle trajectories. Trajectory learning to guide the vehicles from one point to another has been
proposed as a solution method [151] as well as the solution of a Mixed Integer Linear Program (MILP)
modeling the reduction of a predefined uncertainty function subject to vehicle dynamics and collision
avoidance [198]. On the other side, apart from the NWP community, new approaches have been pro-
posed in the last years that are all based on an optimal control problem to find optimal trajectories that
minimize a scalar measure of the error covariance matrix. The approach proposed in [28] sets up an
optimal control problem that is based on the minimization of the error variance. Such an optimal control
problem is also the basis of the work presented in [34], which uses an information theoretic measure, the
mutual information, as a performance measure in the objective function. Furthermore, simplifications
to avoid the solution of the greedy optimal control problem are proposed, e.g. gradient climbing. Both
of the aforementioned approaches still do not consider the actual dynamics of the sensor vehicles. In
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contrast, [82] uses the trace of the error covariance matrix provided by the use of the Extended Kalman
Filter as objective function to be minimized and solves this problem subject to realistic vehicle dynamics.
The consideration of realistic vehicle dynamics is also an important part of the work presented in [199].
Similar to the presented works in parameter estimation, a receding horizon strategy is used here so that
the trajectories are adapted online according to changes in the state estimates.
Simplifications for online approaches
Solving the optimal control problem subject to process dynamics, uncertainty dynamics and vehicle
dynamics is challenging considering the real-time constraints of practical online dynamic data-driven
applications. Simplifications have to be introduced to make the solution of the complex, coupled problem
computationally tractable. The solution approaches proposed in [199] are a gradient based solution
technique as well as reduced uncertainty dynamics. Reduced uncertainty dynamics are also used in [75]
proposing a similar receding horizon optimal control problem subject to vehicle dynamics and collision
avoidance.
Despite the consideration of more efficient solution techniques or simplifications in the propagation
of the error covariance, the optimal control problem still might be computationally intractable to be
solved in a short amount of time. Simplifications that lead towards a real-time applicable scheme and
still guide the sensor vehicle to sufficiently profitable measurement locations have to be developed. A
potential solution is the application of projection-based model order reduction methods. The full order
model is projected on a lower order model that stills captures most of the dynamics of the original
problem. A popular model order reduction method is Proper Orthogonal Decomposition (POD), which
uses a singular value decomposition of a representative solution set for the projection. An early approach
applying POD in context of static sensor placement has been presented in [5]. For mobile sensor vehicles,
a dynamic data-driven strategy has been developed [134, 159] considering POD for the estimation part
where the coefficients of the reduced model are fitted to the measurements in a least squares sense.
Then, hotspots are identified based on the most dominant modes and a smoothed particle hydrodynamics
method is used to guide the sensor vehicles to theses hotspots. Extensions of this approach work with a
POD-based reduced Kalman Filter in the estimation part [135].
An approach that completely avoids the solution of an optimal control problem has been proposed in
[44]. Instead, an a priori guidance law is set up, which relies on a control-Lyapunov function that is
based on the estimation error. As the guidance law is known a priori, no complex computations have to be
processed and the approach becomes real-time capable. An extension of the work also includes vehicle
dynamics and collision avoidance [45]. Further work in this context focuses on a more lightweight
filtering part introducing a Luenberger observer together with an adaptive grid refinement to increase
efficiency [46, 65]. The drawback of the presented method is that process and measurement noise are
not considered in the guidance scheme and that an extension to more sophisticated problem scenarios
is not straight forward. Furthermore, due to the a priori guidance law, the sensor vehicle is not able to
adapt to dynamically changing conditions.
Decentralized approaches
The aforementioned approaches (except for [44], which is proposed to be also applied in a decentralized
scenario) can be characterized to be centralized. This means that the information gathered at the sensor
nodes is transmitted to a central station where all the information is present. A central supercomputer is
in charge of processing every computation job and the necessary information, e.g. the control inputs, are
sent back to the sensor vehicles. Such a system has high communication requirements, is not scalable,
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has a central point of failure and is potentially not fast enough to cope with rapid changing dynamics.
Hence, the introduction of a decentralized approach seems to be desirable. In such a system, a single
sensor vehicle unit possesses only little knowledge of the overall system. By communicating with its
neighbors in its local vicinity and performing measuring tasks, new local information become available
being processed locally on-board the sensor vehicle. An omniscient central node is completely avoided.
However, when shifting the computational load from the central node to several distributed nodes, it has
to be noted that the on-board computational power is much less than the one of the central supercomputer.
This is why one even more has to keep an eye on the simplicity of the computations.
Besides the requirement of computational efficiency, decentralized coordination algorithms have to be
developed to attain a cooperative motion of the sensor vehicles. An overview of this topic is given in
[120, 26], which sets the focus on keeping a specific pattern of the network. A decentralized coordination
algorithm for optimal data collection is proposed in [109]. In this approach, an adaptive coverage control
is proposed, in which the sensor vehicles move along parametric ellipses that rely on current uncertainty
estimates. Besides these works, decentralized monitoring approaches have among others been applied
in the fields information gathering [71], detection [190], contour estimation [55] or source localization
[121].
The literature on decentralized monitoring for state estimation is sparse. The critical aspect in this context
is the process model. If the process is modeled by a PDE model, the resulting discretization consists of
an extremely high number of state variables that make the problem computationally intractable to be
solved in real-time on a system with low computational power. For this reason, greedy PDE models are
avoided and statistical models are used instead. While a strategy that employs Gaussian processes for
a team of mobile sensor vehicles has been presented in [170], other works use Gaussian processes for
adapting the sampling rate [101] or the Bayesian theory as well as consensus to develop a decentralized
state estimation scheme [90]. Further alternatives as artificial potential fields [62] or fuzzy logic models
[38] have also been proposed.
1.4 Aim, Contribution and Outline of the Thesis
The aim of this thesis is the development of new model-based monitoring strategies for state and pa-
rameter estimation of atmospheric dispersion processes. In particular, the focus is set on the application,
modification, extension, combination and new development of higher level algorithms and approaches
concerning modeling, simulation, data assimilation, parameter estimation, identification of suitable mea-
surement locations and vehicle control as well as on their coupling. It is concentrated on the proposition
and computational evaluation of theoretical approaches, whereas hardware aspects and an experimental
implementation are beyond the scope of this work. Instead of considering and modeling a specific test
application, the approaches should be designed to fit a general class of dispersion problems with focus
on medium range problems on spatial scales between a few meters to several kilometers. For application
in more sophisticated problems, the developed methods should be extensible to more specific problems
in an easy and straightforward way.
Moreover, a superior aim is to integrate the following highly beneficial properties to large extent in the
monitoring approach:
• Dynamic Data-Driven: The measurement process is adapted online based on the estimates result-
ing from prior integrated measurements. Sensor vehicles are guided to locations that provide a
high amount of information based on the current estimate and estimate statistics, respectively. In
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this way, reactions to changing situations in dynamic processes become possible and the estimate
can be improved (see also Section 1.2).
• PDE-based: The estimate is based on predictions stemming from a mathematical forecast model
of the process. As the forecasts should be physically plausible and precise, partial differential
equations (PDEs) should be considered in this context. PDEs provide a good possibility to model
relations and evolutions of dispersion processes.
• Decentralized: Many data-driven strategies from the state of research contain a central supercom-
puter. Measurements are sent to the central which combines all measurements and the predicted
model information and computes new control inputs that are sent back to the sensor vehicles. Ob-
viously, such approaches harbor the risk that if the central node breaks down, the whole system will
break down. Furthermore, they lack scalability and there are high communication requirements.
To circumvent these disadvantages and to gain scalability and robustness, decentralized approaches
appear to be well-suited for the posed requirements. The central computing node is abandoned and,
instead, calculations are performed on-board the sensor platforms. Every unit processes its local
information and communicates with its local neighbors to exchange information.
The integration of all properties into the monitoring approach is very challenging and, until now, hardly
found in related literature, which either treats precalculated trajectories, relatively simple models or cen-
tralized computation topologies (cf. Section 1.3). Especially the combination of the two first properties
is difficult. A dynamic data-driven strategy requires real-time computations, whereas the discretization
of PDE models usually results in high-dimensional problems whose solution takes a lot of computation
time. Also, when dealing with a high number of sensor vehicles or with a large problem domain, it is
hard to get computation results in real time. Strategies for simplifying the considered problems have
to be applied to create efficient, but still accurate methods. Simplification examples that are applied in
this work are the avoidance of complex optimal control problems, use of a smaller model basis or the
partitioning of the domain.
The problem described before becomes even more dominant when dealing with decentralized approaches
possessing computational units with less capability. Further reduction strategies have to be applied
to attain results in a relatively short amount of time. This includes an efficient communication and
cooperation among the sensor vehicles so that the total work can be shared equally.
The resulting monitoring strategy is composed of different parts stemming from a wide variety of re-
search fields so that knowledge in different research areas is necessary. Existing methods have to be
chosen, applied, modified or extended and new methods have to be developed and coupled with the
other parts.
This thesis contributes to the state of the art by proposing in total three new efficient PDE-based dynamic
data-driven monitoring approaches, which are the subject of the following chapters:
A New Centralized Approach to PDE-based Dynamic Data-Driven Monitoring (Chapter 2)
The first approach is a new centralized PDE-based dynamic data-driven monitoring strategy. A com-
plex optimal control problem, usually considered in related literature for sensor guidance (cf. Sec-
tion 1.3), is avoided to gain efficiency. Instead, vehicle control is decoupled from the dimension of
the process state, and control and estimation are considered separate parts. The advection-diffusion
equation is selected as PDE model for the dispersion process and a finite element method (FEM) with
characteristic Galerkin method is applied for solving the forecast problem. For efficient data assim-
ilation, an Ensemble Square Root Filter (EnSRF) is employed, using a state-dependent covariance
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matrix for model error. This data assimilation method is extended applying state augmentation in or-
der to not only obtain the process state vector but to jointly estimate process state and source output.
A new target point generator identifies informative measurement locations in a sequential procedure
based on the state estimate’s statistics and on probable source locations. The target points serve as
input for an optimization-based cooperative feedback vehicle controller that is in charge of guiding
the sensor vehicles to the target locations. The approach together with a number of fundamentals and
assumptions used throughout this work is presented Chapter 2. This chapter also includes a thorough
evaluation of the approach including an examination of the influences of specific method parameters
and the scalability of the approach.
A New Decentralized Approach to PDE-based Dynamic Data-Driven Monitoring (Chapter 3)
Based on the centralized approach, the second approach is a novel decentralized dynamic data-driven
approach working with forecasts stemming from the discretization of a PDE model. Compared to the
centralized approach, all the calculations are performed on-board the sensor vehicles and information
is exchanged between neighboring sensor vehicles that are located within a specific, limited com-
munication range. The particular challenges in this approach are the limited on-board computational
capability and the limited communication ranges leading to different estimates at different vehicles
complicating data fusion. To compensate for the limited computational capabilities, Proper Orthogo-
nal Decomposition (POD) and Galerkin projection are used to largely reduce the problem dimension.
POD requires several simulation runs with exemplary parameter settings, initial conditions, etc. prior
to the actual application so that a new set of basis vectors can be constructed from the precalculated
data. Suitable propositions for the choice of different offline simulation runs are provided. Prediction
as well as data assimilation are working with the reduced order model making the approach much
more efficient. The data assimilation part has to be adapted to the decentralized topology and consists
of a two-step procedure. The Kalman Filter is used to integrate the own measurements and Covari-
ance Intersection is used to fuse local data. An existing decentralized variant of the vehicle controller
is employed and supplied with target points obtained from an extension of the previously presented
target point generator. Chapter 3 provides a detailed description of this monitoring approach and
shows its working with a number of test cases.
A New Partitioned Approach to Decentralized PDE-based Dynamic Data-Driven Monitoring (Chap-
ter 4)
The third approach further pursues decentralization and represents, to the best of the author’s knowl-
edge, the first partitioned PDE-based dynamic-data driven monitoring approach. To increase scala-
bility, the problem domain is subdivided into several subdomains and every sensor vehicle is assigned
to the subdomain it is currently located in. Instead of maintaining a model of the whole problem
domain, only calculations concerning the local subdomain have to be performed. Based on concepts
from Domain Decomposition, the sensor vehicles exchange information with vehicles in neighbor-
ing parts concerning the forecast. For data assimilation, a novel partitioned variant of an Ensemble
Square Root Filter is developed that allows an efficient exchange of information between vehicles
on neighboring domains. Target generation and vehicle control are extended in such a way that it is
possible for a sensor vehicle to go from its current subdomain to a neighboring subdomain where the
need of an additional sensor device is higher. In this way, sensor vehicles can dynamically adapt their
distribution to changing conditions, which are likely to occur in dynamical processes. The partitioned
approach as well as its evaluation and comparison to the other approaches is subject of Chapter 4.
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Chapters 2, 3 and 4 present and evaluate the three new monitoring strategies. Every strategy consists of
the same structure concerning its building blocks so that the outline of every chapter is similar. Chapter 2,
however, additionally contains a number of basics and the statement of assumptions that are also used in
later chapters. The work is concluded by a summary and an outlook in Chapter 5.
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2 A New Centralized Approach to PDE-based Dy-
namic Data-Driven Monitoring
This chapter presents a new centralized dynamic data-driven approach to atmospheric dispersion moni-
toring. The proposed approach is based on a discretized PDE model enabling physically realistic fore-
casts and is, nevertheless, designed to save computational time keeping possible real-time requirements
of related practical approaches in mind. Instead of solving a sophisticated optimal control problem
subject to full process, vehicle and uncertainty dynamics to obtain optimal vehicle trajectories, a sub-
optimal solution structure is considered consisting of, among others, an ensemble-based data assimilation
method, an iterative uncertainty-based identification method for suitable measurement locations and a
cooperative vehicle controller.
Aspects of this chapter have been previously published in [147] and [56]. In [147], a first variant of the
general structure of the monitoring approach for state estimation is presented including the description
of its individual parts: forecast, data assimilation, target point generation and vehicle controller. An
extended variant is subject of the approach presented in [56] considering continuous measurements and
introducing local appealing points (see Subsection 2.5.2). Compared to these publications, this chapter
also contains the proposition of a joint state and parameter estimation approach for additionally estimat-
ing source locations and another type of ensemble filter is applied for data assimilation. Furthermore,
the handling of a model error covariance matrix depending on the current process state is investigated
and a more detailed description of the monitoring approach, especially regarding modeling and data
assimilation, and a more thorough evaluation of the approach is provided.
After a short discussion of related centralized monitoring approaches and an overview of the proposed
monitoring approach in Section 2.1, the multiple building blocks of the new approach are presented in
Sections 2.2 - 2.6. Moreover, a number of basics are described in these sections that will not only form
the basis of the strategy described in this chapter but also for further extensions presented in Chapters
3 and 4. The approach is evaluated and tested in Section 2.7 and concluded with some discussions on
benefits and drawbacks of the approach in Section 2.8.
2.1 A New Centralized Monitoring Strategy: Contribution and Overview
The main goal of the monitoring approach presented in this chapter is the online estimation of the current
process state as well as of current process parameters for atmospheric dispersion processes. In order to
improve the estimates, a network of multiple mobile sensor vehicles is applied to gather measurements
that can be combined with forecasts stemming from discretized PDE process models.
Related work in this context has been presented in Section 1.3. The approaches proposed in [142, 187,
187, 188, 162, 182, 82, 199] generally result in the task of solving an optimal control problem to obtain
suitable control inputs for the sensor vehicles. A scalar measure on the error covariance matrix or on the
FIM has to be minimized subject to vehicle dynamics, covariance evolution, measurement aspects and
potentially other criteria. The solution of such an optimal control problem is costly so that simplification
approaches like the parametrization of the trajectories [202] or reduced uncertainty dynamics [199] have
been proposed. However, for the mentioned approaches, the computation time is not an essential factor
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since these approaches are generally intended to find optimal vehicle trajectories prior to their actual
application.
Typically, the process state and parameter vector are not known a priori so that the quality of the pre-
calculated trajectories might be much worse than originally assumed. Hence, it is suitable to adapt the
sensor vehicle movement in an online manner based on the current estimate and the measurements taken
so far resulting in a DDDAS. These systems require computation results to be available in real time and
prohibit the use of sophisticated optimal control problems. Only a few approaches have been proposed
tackling this challenging problem. Sophisticated optimal control problems have to be avoided and the
estimation part and controller part are split. While smooth particle hydrodynamics are used in [134] for
vehicle control and model order reduction for a performance improvement, simple Lyapunov-guidance
schemes complemented with an adaptive grid refinement have been proposed by [46, 65].
In this chapter, a new dynamic data-driven PDE-based approach is proposed that avoids the solution
of a complex optimal control problem for vehicle guidance. To increase the efficiency and advance
towards real-time applicability, a sub-optimal method is derived being based on the interaction of a
process simulation, a data assimilation, a target point identification and a vehicle control part. The
proposed method can be regarded to be dynamic data-driven, capable of producing physically precise
forecasts (due to the use of PDE model), efficient (sub-optimal problem structure, use of ensembles)
and cooperative (vehicle controller). Also, the approach can be characterized to be centralized, i.e. a
central supercomputer is in charge of performing almost all necessary calculations. This is in contrast to
Chapters 3 and 4, in which decentralized monitoring approaches are presented.
To develop the monitoring approach, several building blocks are required. These building blocks com-
prise a number of existing and partially well-established methods from different research areas that have
to be selected thoroughly and have to be applied and potentially modified adequately to fit the present
requirements. Newly proposed methods complement the approach and suitable coupling strategies be-
tween the several parts are designed to enable an effective and fruitful interaction. An overview of
the resulting strategy is depicted in Figure 2.1 and described in the following giving the outline of this
chapter.
Assuming an observation is available at a specific time, the prior process estimates have to be forecasted
to observation time. This forecast is performed based on a PDE model of the dispersion process – in this
work the advection-diffusion equation. As solution method, the finite element method complemented
with a characteristic Galerkin approach is applied. Section 2.2 contains details about modeling and
forecasting addressing issues of how a general atmospheric dispersion process could best be modeled,
which model assumptions are justified and how an FEM solution can be obtained.
The sensor vehicles, whose dynamics, observation model, and topology are described in Section 2.3,
send their measurements to the central. At this point, the model forecasts are combined with the mea-
surements obtained from every sensor vehicle. The combination procedure, also called data assimilation,
is the subject of Section 2.4. Based on the description of the Kalman Filter, a standard method in data
assimilation, the Ensemble Square Root Filter (EnSRF), applied in this work is derived and important
assumptions and properties concerning involved errors are stated. The considered assimilation method
is extended so that process state and process parameters, in particular the source output function and
location, can be estimated jointly. It is further explained, how the ensemble is set up and maintained
during the forecasts. In particular, a new form for an efficient handling of a state-dependent model error
covariance matrix is proposed.
The data assimilation method not only processes the mean of the process estimate, but also the error co-
variance matrix, a measure of the uncertainty of the mean estimate. For this reason, the error covariance
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Figure 2.1: Overview of the proposed centralized monitoring approach
matrix is a good means to determine locations that seem to be useful for additional measurements. A new
sequential procedure to identify new informative measurement locations based on the error covariance
matrix as well as on potential solutions of the source is proposed and described in Section 2.5. As output
of the proposed procedure, one obtains a number of target points that should be reached by the sensor
vehicles.
In the final step of this cycle, these target points are handed to a vehicle controller, which is in charge
of guiding the sensor vehicles to the prescribed target points in a cooperative way. To achieve this,
an optimization-based feedback controller based on a Mixed Integer Linear Program and on an MLD
formulation of the problem is employed (see Section 2.6). The resulting control input is sent back to the
sensor vehicles, which adapt their movement accordingly.
2.2 Modeling and Simulation of Atmospheric Dispersion Processes
A mathematical model is required to describe and predict the considered atmospheric dispersion process.
The model should describe the behavior of the pollutant being emitted from sources and dispersing
in the air. This is typically a physically very complex process so that a number of different models
have been proposed in the past, each being based on different assumptions and application scenarios.
Approximately 100 different atmospheric dispersion models are listed by the free online encyclopedia
Wikipedia [195]. The choice of the model depends on the considered scenario as well as on individual
demands like desired accuracy and available computational capabilities.
2.2 Modeling and Simulation of Atmospheric Dispersion Processes 15
Roughly, one can distinguish two general types of atmospheric dispersion models. The first type is
based on a purely stochastic or statical representation of the dispersion process. A general review of
such kind of methods can be found in [122]. While these methods are rather simple and results can be
obtained in a short amount of time, they do not consider the actual physical relations and dynamics of
the underlying process. This can lead to unphysical forecasts and dynamically changing properties can-
not be represented physically. For this reason, the focus is set on models that are based on the physical
characteristics of the atmospheric dispersion process. A comprehensive overview of this kind of models
is provided by [74]. The central equation of those models is the advection-diffusion equation, a par-
tial differential equation that describes the dispersion of the pollutant considering diffusion, advection,
and source effects. It can be applied together with complementing equations modeling fluid dynam-
ics, chemical reactions or humidity effects, which might also have an impact on the pollutant transport
regarding a possibly changing velocity field, varying diffusion coefficients or altered pollutant proper-
ties. A number of different classes of solution methods exist to solve the resulting problem. Most of
the existing atmospheric dispersion models [195] are based on Gaussian plume models, which rely on
analytical steady-state solutions of the advection-diffusion equation requiring a number of strong model
simplifications [20, 174, 36, 167]. On the other hand, there are a few models providing precise fore-
casts by considering a number of different additional physical effects [85, 123], which are, however,
not suitable for the real-time applications considered in this work. In order to get precise results in an
adequate amount of time, a middle course between both dispersion model types has to be chosen. A
Eulerian solution method based on a few model assumptions is implemented in this work using FEM
with a characteristic Galerkin method. The own implementation allows a better adjustment of the model
to the considered processes and also enables model modifications regarding interactions with the other
parts of the monitoring approach.
In the following, physical characteristics of atmospheric dispersion processes are described and the
advection-diffusion equation is derived according to [167, 185, 11]. A number of assumptions that
help to simplify the resulting equation in the context of this work are illuminated so that the solution
process can become more efficient. After a short review of possible other solution methods, the method
used in this work, FEM with characteristic Galerkin, is presented.
2.2.1 Physical Characteristics and the Advection-Diffusion Equation
Pollutants are emitted from specific sources, are transported in the air and a potentially progressively ex-
panding pollutant cloud is developing. Which physical effects are of importance for such a scenario? In
general, atmospheric dispersion processes are governed by mainly five physical effects (see Figure 2.2):
• Advection is the effect that the pollutant is transported with the mean wind velocity.
• Diffusion occurs due to the turbulent eddy motion and effects a mixing of the pollutant with the
ambient unpolluted air.
• Deposition describes the effect of gravitation on the pollutants. Particles settle in gravitational
direction.
• Reaction describes the interaction between the involved substances. Depending on the amounts of
each substance at hand, substances are produced or reduced.
• Sources represent the emission of the pollutant at specific locations. They describe where and how
much of a specific substance is produced or reduced.
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Figure 2.2: Illustration of the main contribution factors to atmospheric dispersion, extracted from [167]
The transport of a quantity due to these factors can be modeled by the so-called advection-diffusion
equation, which is derived in the following. The mass concentration of a single substance at the three
dimensional location r = (r1, r2, r3)T ∈ Ω ⊂ R3 and time t ∈ R+0 is described by the function x(r, t).
For this entity, the conservation of mass is valid, i.e.
∂x
∂t
+∇ · j = s, (2.1)
with the nabla operator ∇ =
(
∂
∂r1
,
∂
∂r2
,
∂
∂r3
)T
and the source function s(x(r, t), r, t) depending on
the concentration x(r, t) as well as on the location r and time t. According to (2.1), the source term
s(x(r, t), r, t) comprises the effects of sources, reaction and deposition. The mass flux j(x(r, t), r, t)
contains the contributions of the diffusive and advective effects of the system: j = jD + jA. The
diffusive flux jD is assumed to follow Fick’s law, i.e. jD = −D∇x. The negative sign ensures that the
substance flows from regions with high concentrations to regions with low concentration. Furthermore,
the diffusion coefficient D(r, t) is a diagonal matrix, whose entries are typically the turbulent eddy
diffusivities. The advective flux is caused by the wind velocity so that it can be expressed with the help
of the wind velocity w(r, t) = (w1, w2, w3)T as jA = xw.
Inserting the fluxes into Equation (2.1), the advection-diffusion equation reads as follows
∂x
∂t
+∇ · (xw)−∇ · (D∇x) = s. (2.2)
While the advection is represented by the second term, diffusion effects are included in the third term
and source effects as well as reaction and deposition are contained in the source function s(x, r, t) on
the right-hand side.
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2.2.2 Model Assumptions
The advection-diffusion equation (2.2) is not only capable to model atmospheric dispersion processes,
but can be also used to describe other transport processes, for example underwater dispersion or solute
transport in soils. Thus, the methods that are developed in the following can also be applied to related
problem scenarios in other applications.
Nevertheless, it is necessary to make a few assumptions that, on the one side, specialize the equation
for a specific class of problem scenarios and, on the other side, simplify the problem with respect to an
efficient computational solvability. It is focused on dispersion processes taking place near the pollutant
source in the lower troposphere, especially in the atmospheric boundary layer, which are related to much
smaller physical and temporal scales [171]. For the remainder of the work, the following assumptions
are made:
• Two-dimensional domain: The probably most severe simplification of this work is that only two-
dimensional scenarios are considered, Ω ⊂ R2. Keeping in mind that realistic applications have
to be necessarily modeled in three spatial dimensions, this assumption is made to tighten the focus
onto a more comprehensive development of the methodology for data assimilation, adaptive obser-
vations, and vehicle control. All methods and approaches developed in this work can be extended
to the three-dimensional case in a straightforward way. Only the solvers for the process and vehi-
cle simulation have to be adapted respecting the associated increase in state dimension related to
higher computation times.
• One chemical substance, no reaction or deposition: It is assumed that only one chemical substance
is considered so that only one advection-diffusion equation has to be solved. Furthermore, the de-
position and reaction part do not have a large effect on the transport of the considered quantity so
that the source term s(r, t) is independent of the concentration x(r, t). One may justify this as-
sumption by stating that the mass of the considered particles or gas is very low and that no reaction
takes place. Once more, an extension to a scenario that involves deposition or reaction effects,
is straight forward as one simply has to add the deposition and reaction effect to the considered
equation and has to solve the advection-diffusion-reaction equation instead.
• Known wind effects: The wind velocity w(r, t) and the turbulent eddy motion D(r, t) are known.
This means that there is no need to solve additional equations concerning the fluid flow, which
strongly facilitates the computation. In practice, the fluid flow might be known approximately, but
not exactly. An additional velocity parameter estimation (see Subsection 2.4.4) can alleviate this
problem, but is not explicitly considered in this work.
• Incompressible fluid flow: Another assumption concerning the background velocity is the incom-
pressibility of the considered fluid flow. An incompressible fluid flow is characterized by the
relation∇w = 0 so that the second term in (2.2) can be rewritten
∇ · (xw) = w · ∇x(r, t) (2.3)
This assumption is justified since the Mach-number describing the ratio between the typical flow
speed u and the speed of sound a is smaller than 0.3.
• Homogeneous, constant diffusivity: For reasons of simplicity, the diffusivity D is assumed to be
homogeneous and constant. With this, the diffusion matrix D(r, t) can be replaced by the scalar
diffusivity D.
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• Process dominated by advection: The considered processes excel by a high Péclet number
Pe = lw
D
. (2.4)
This means that the characteristic length l multiplied by a characteristic speed w is larger than
the diffusivity, i.e. the process mainly disperses due to advective wind velocity. The assumption
aggravates the work with FEM (see Subsection 2.2.3), but has advantages when applying domain
decomposition methods (see Chapter 4).
• Source might be unknown: The source term s on the right-hand side might be time-varying and can
be known or unknown. If the source is unknown, one has to additionally estimate the source term
(see Subsection 2.4.4) with respect to space and time.
Inserting the assumptions in (2.2), the simplified advection-diffusion equation considered in the remain-
der of this work reads
∂x
∂t
+ w · ∇x−D∆x = s (2.5)
with the Laplace operator ∆x = ∇ · ∇x.
2.2.3 Solving the Advection-Diffusion Equation
To solve (2.2) or its simplified form (2.5), a number of different solution approaches are available. They
can be mainly categorized in analytical Gaussian Plume models, Lagrangian approaches, and Eulerian
approaches. A comprehensive review can be found in [78].
Gaussian Plume Models
One of the probably easiest possibilities is the use of an analytical solution of the advection-diffusion
equation. So-called Gaussian Plume Models provide such a possibility. Introduced in the 1930s [20, 174]
and repeatedly refined in following decades [167], Gaussian Plume Models, e.g. the popular AERMOD
model [36], are especially applied in the field of emission calculation for industrial plants [17]. While
analytical solutions are quick and computationally lightweight, a number of further simplifications have
to be made so that the PDE is analytically solvable [167]. Amongst several other assumptions, it has
to be assumed that the contaminant is emitted at a constant rate and that the wind velocity is constant.
Hence, compared to the assumptions made in Section 2.2.2, the assumptions are more severe, and, what
is more, cannot be resolved by a straightforward extension. For this reason, Gaussian Plume Models are
not considered within the scope of this work and a more sophisticated technique is necessary.
Lagrangian Models
Lagrangian methods [196] are based on a large set of small parcels called particles whose trajectory
is calculated individually according to the advection-diffusion process. The concentration field can be
calculated from the distribution or density of the particles. Thus, a change in global concentration cor-
responds to a displacement of a single particle. The basis for the work in this field was laid by Taylor
in 1922 [175] and criteria for a theoretically correct model were derived in [177]. Today, many different
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models are applied in practice [168, 84, 51, 156]. Amongst these methods, one also finds the Gaus-
sian puff method [84, 51, 156], which reduces the number of particles, i.e. the computational cost, and
describes the diffusion with Gaussian puffs whose centroids are moved with wind velocity to represent
advection. Using Lagrangian models, the computation is usually not very costly. Moreover, Lagrangian
models are easy to understand and to implement. However, many parameters and relations have to be de-
termined in an empiric or semi-empiric way. Furthermore, it is difficult to include other physical aspects,
e.g. sophisticated reaction terms. Even more severe is the drawback that the transfer of the output of the
Lagrangian model to the fixed grid, which is related to further information, e.g. background velocity, is
expensive and might lead to errors.
Eulerian Models
The third type of methods to tackle the advection-diffusion equation is the Eulerian approach. In Eu-
lerian Models, the model domain is divided into a fixed array of grid cells and the advection-diffusion
equation (2.2) is solved on the defined grid. A number of numerical techniques like the finite difference,
finite volume or finite element method are available to solve the resulting problem. Example applica-
tions [85, 123] illustrate that besides the advection-diffusion equation, a lot of further calculations can
be performed on the grid, for example fluid flow, turbulence, humidity or complex reactions equations.
Thus, Eulerian Models can be arbitrarily refined and sophisticated depending on their application and
their desired accuracy. Although one has to note that the cost of Eulerian Models depending on their
sophistication is relatively high and numerical diffusion can be introduced due to the advection calcu-
lation, the Eulerian model seems to be the right choice for this work. Eulerian approaches are capable
of treating complex processes on complex terrain and do not rely on empirical relations and parameters
as Lagrangian models. Moreover, most of related data, like meteorological information, measurements,
sensor positions, etc., corresponds to a fixed spatial grid. Hence, it is desirable to also have a model
working on the same grid avoiding the need of repeatedly transferring data from the Lagrangian space
to the fixed grid. Model reduction methods, as used in Chapter 3, are also tailored for Eulerian methods
and, applying them, the model forecasts can be speeded up and have the potential to outperform cheap
Lagrangian methods.
The Finite Element Method with Characteristic Galerkin
For the aforementioned reasons, Eulerian models provide a good mean to solve the advection-diffusion
equation. A popular Eulerian method is the finite element method (FEM) that is applied within the scope
of this work. This method is a standard numerical technique to solve partial differential equations. It
is based on a transfer of the partial differential equation into a system of ordinary differential equations
that can be solved numerically. To achieve this goal, the problem domain is divided into a number of el-
ements, over which the PDE is integrated locally. The overall solution system is obtained by assembling
the elemental integrals.
FEM can be applied in scenarios related to complex problem domains. It is widely used in practice,
especially in the structural mechanics community where it was developed. For fluid dynamic problems
and advection-diffusion problems, the method can also be used [69]. However, problems might occur
for highly advection-dominated flows, which are considered in the context of this work (see Subsec-
tion 2.2.2).
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An important indicator for advection dominated flows is a high cell Péclet number.
Pecell =
∆rw
D
. (2.6)
The cell Péclet number is, like its global counterpart (2.4), a dimensionless quantity which describes
the ratio between the grid spacing ∆r multiplied by a characteristic speed w and a characteristic diffu-
sion coefficient D. For high cell Péclet numbers, spurious oscillations can arise leading to instabilities.
According to Equation (2.6), the grid spacing ∆r hast to be reduced in order to reduce the cell Péclet
number. However, the computational effort grows significantly with a higher problem dimension so that
stabilizing methods for the FEM approach should be considered. There are a number of different ap-
proaches to solve this issue as for example Streamline-Upwind-Petrov-Galerkin [23] and Taylor-Galerkin
methods [49].
In this work, a characteristic Galerkin method is applied [138, 94, 33]. Compared to the standard finite
element method, the discretization of the advection part is treated in a different way and the method of
characteristics is applied to track the advective movement of particles residing at specific locations from
one instance of time to another. In this way, non-oscillatory solutions without numerical diffusion can
be expected.
In the following, the characteristic Galerkin finite element method for the advection-diffusion equation
(2.5) is derived. The initial boundary value problem to be solved reads
∂x
∂t
+ w · ∇x−D∆x = s in Ω (2.7a)
x = xs on ∂ΩD (2.7b)
∇x · n = ts on ∂ΩN (2.7c)
x(r, 0) = x(0)(r) in Ω (2.7d)
with the Dirichlet boundary condition (2.7b) on boundary ∂ΩD and the Neumann boundary condition
(2.7c) with outpointing normal vector n on boundary ∂ΩN , where ∂ΩD ∪ ∂ΩN = ∂Ω. Additionally,
the initial condition (2.7d) provides the concentration x(0)(r) at time t = 0.
When applying the characteristic Galerkin method, the total derivative of the concentration
Dx
Dt
= ∂x
∂t
+ w · ∇x (2.8)
plays an important role since it describes the temporal change a particle undergoes if it is transported
with flow velocity w. Inserting the total derivative into the advection-diffusion equation (2.7a) yields
Dx
Dt
−D∆x = s. (2.9)
The next step consists of time discretization. Between starting time t = 0 and final time t = T , the time
scale is divided into nT equidistant segments with size ∆t resulting in the time stages
0 = t(0) < t(1) < . . . < t(k) < t(k+1) < . . . < t(nT ) = T. (2.10)
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For simplicity, the notation x(k) = x(t(k)) is used for all entities in the remainder of this work. The total
derivative in (2.9) can be discretized by the use of the characteristics rc, which describe the trajectories
along which the particles are transported with velocity w, i.e.
d
dt
rc(r, τ ; t) = w(rc(r, τ ; t), t) (2.11)
rc(r, τ ; τ) = r. (2.12)
According to this definition, a particle located at position r at time t(k+1) regarding advection was for-
merly located at position rc(r, t(k+1); t(k)) at time t(k). Following this approach, the total derivative can
be discretized as
Dx
Dt
≈ x
(k+1)(r)− x(k)(rc(r, t(k+1); t(k)))
∆t . (2.13)
With the aid of the implicit Euler time integration method, the time discretized version of Equation (2.9)
yields
x(k+1)(r)− x(k)(rc(r, t(k+1); t(k)))
∆t −D∆x
(k+1)(r) = s(k+1)(r). (2.14)
To solve (2.14), the finite element method is applied to the specific problem according to the general
procedure presented, among others, in [155]. FEM is based on the so-called weak formulation of the
considered problem. To obtain the weak formulation, (2.14) is multiplied with test functions ψj(r) and
integrated over the problem domain Ω∫
Ω
x(k+1)(r)ψj(r) dΩ−
∫
Ω
x(k)(rc(r, t(k+1); t(k)))ψj(r) dΩ
+D∆t
∫
Ω
∇x(k+1)(r) · ∇ψj(r) dΩ = ∆t
∫
Ω
s(k+1)(r)ψj(r) dΩ +
∫
∂ΩN
Dψj(r)ts(r) dΓ.
(2.15)
The equation can be solved using the standard finite element technique, in which the function x(r) is
approximated by the ansatz
x(r) =
n∑
k=1
xiφi(r), (2.16)
with coefficients xi to be determined and ansatz functions φi, where i ∈ {1, . . . , n}. To obtain the
vector of coefficients x = col{xi}ni=1, the test functions ψj(r) are replaced by the ansatz functions φj(r)
according to the Galerkin approach. This yields a linear system for determination of the coefficients xi:
(W1 + W2)x(k+1) −W3x(k) = f (k+1) (2.17)
with
W1 =
∫
Ω
φiφj dΩ (2.18)
W2 = D∆t
∫
Ω
∇φi · ∇φj dΩ (2.19)
W3 =
∫
Ω
φi(rc(r, t(k+1); t(k)))φj dΩ (2.20)
f = ∆t
∫
Ω
sφj dΩ + ∆tD
∫
∂ΩN
tSφj dΓ. (2.21)
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Figure 2.3: Exemplary FEM grid
Note that the Dirichlet conditions (2.7b) are not explicitly regarded in this formulation as they can be
easily inserted into the complete system via boundary coefficients.
The ansatz functions φi are piecewise polynomial and result from a spatial discretization of the domain Ω
into a set of non-overlapping cells called finite elements. An exemplary FEM grid is shown in Figure 2.3.
In every element e, a polynomial ansatz function for the elemental solution xe(r) of the form
xe(r) =
ne∑
j=1
xejN
e
j (r), (2.22)
is defined, where the ne local nodal variables xej represent the function value (or in some cases also
derivatives) at certain, prespecified positions rej of the element, the so-called nodes. The local shape
functions N ej (r) have to fulfill the following condition at the nodes
N ej (ri) =
{
1 if j = i
0 if j 6= i. (2.23)
The choice of the local shape functions N ej depends on the type of element that is used.
In this work, triangular elements with six nodes (ne = 6, see Figure 2.4) are considered. On the unit
triangle, the local basisfunctions for this type of element yield
N e1 = λ1(2λ1 − 1), N e4 = 4λ1λ2,
N e2 = λ2(2λ2 − 1), N e5 = 4λ2λ3, (2.24)
N e3 = λ3(2λ3 − 1), N e6 = 4λ3λ1,
where λi are the linear basis functions
λ1 = 1− ξ − η, λ2 = ξ, λ3 = η (2.25)
with the local element coordinates ξ and η ∈ [0, 1].
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Figure 2.4: Quadratic triangular element with six degrees of freedom
This element is frequently applied in fluid flow problems and, thus, allows an easy transfer of potential
additional fluid flow information to the considered pollutant dispersion problem. In general, the choice
of the basis element is minor relevant for the methods and approaches that are developed in the following
and can be easilyreplaced by other basis elementsis, thus, a good choice for the considered problems in
this application as potential fluid information can be transferred easily.
Neighboring elements share nodes on their common edges so the global ansatz formulation (2.16) can be
reconstructed by numbering all nodes consecutively so that the coefficients xi become the nodal values.
The global ansatz functions φi(r) are the composition of all local ansatz functions N ej (r) evaluating to
1 at node ri. In general, it turns out that it is more practical to solve the resulting integrals locally on
element level and to assemble the global system with the elemental integrals. Gaussian integration, which
solves polynomials up to a certain degree exactly, can be used to solve the integrals in (2.18)-(2.21).
The integral in (2.20) needs special treatment since it depends on the characteristics. To consider the
effect of the characteristics, it is examined, at which locations r(k)S,i the characteristics going through the
nodes ri at time t(k+1) intersect the time plane at t(k) (see Figure 2.5). An easy way to get the intersection
points is to simply apply the Euler method
r(k)S,i ≈ ri −∆tw(ri, t(k+1)). (2.26)
After determining in which element the intersection point r(k)S,i is located, the intersection point can be
represented as a linear combination of the nodes rS1 , rS2 and rS3 of the triangle the intersection point
is located in. Thus, it is possible to write W3 = W1V2 with a projection matrix V2 that contains the
information of the characteristics.
To improve the performance of the algorithm, the expensive check in which triangle the intersection
point is located is avoided within the scope of this work. Instead, the projection described above is only
used if the intersection point r(k)S,i is located in a directly adjacent triangle of the node. If the intersection
point does not lie in a neighboring triangle, the intersection point r˜(k)S,i of the characteristics with the
space-time borders of the adjacent triangles are calculated (see Figure 2.6). In this case, the value at the
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Figure 2.5: Illustration of the intersection point r(k)S,i between the characteristic going through ri and the time
plane at t(k+1)
Figure 2.6: Illustration of the intersection point r˜(k)S,i between the characteristic going through ri and the
space-time plane
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intersection point is represented by the nodal values of the old time stage t(k) and the new time stage
t(k+1) so that the equation to be solved yields
(W1V1 + W2)x(k+1) −W1V2x(k) = f (k+1) (2.27)
with another projection matrix V1. Given the results of the previous time stage x(k), (2.27) represents a
linear system to be solved for the new state vector x(k+1). This can be achieved by a number of standard
techniques.
2.3 Modeling of Sensor Vehicles
The model forecasts are complemented with measurements obtained from sensors mounted on vehicles
that are able to adapt their motion subject to the current estimate. To design an operative monitoring
approach, the dynamics of the sensor vehicles have to be taken into account. The vehicle dynamics
considered in this work are described in Subsection 2.3.1. Furthermore, an observation model has to be
defined. The used observation model is subject of Subsection 2.3.2 and a number of assumptions con-
cerning observations are stated that facilitate the further observation treatment. Computation topology
and communication aspects of the approach are discussed in Subsection 2.3.3.
2.3.1 Vehicle Dynamics
The motion dynamics of an unmanned vehicle applied in the monitoring scenario are generally described
by a set of ordinary differential equations
dp(t)
dt
= f(p(t),w(t), t), (2.28)
where p(t) represents the state of the vehicle comprising its location, orientation, velocity, etc. The
vehicle state p(t) can be influenced by the control input vector w(t). If the sensor vehicle should move
to a specific location, the control input has to be chosen accordingly. To handle the vehicle dynamics
computationally, (2.28) has to be discretized in time as presented in Section 2.6.
In general, the approaches presented within this work allow the application of every kind of sensor
vehicle. The only restriction that has to be made is that the speed of the sensor vehicles should be, at
least partially, larger than the typical process advection speed. In this way, it can be guaranteed that
the sensor vehicles can reach informative measurement locations that are potentially advected with wind
velocity. Typical vehicles that can be applied are for example fixed-wing aircrafts, quadrocopters or
ground vehicles. It is even possible, to apply different kinds of vehicles in the proposed approaches.
However, the aspect of heterogeneity as well as vehicles with more complex dynamics are not addressed
in this work. The interested reader is referred to [54].
For simplicity, the dynamics of all sensor vehicles considered in this work are assumed to be governed
by the two-dimensional double-integrator dynamics
dp(t)
dt
=

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
p(t) +

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
u(t), (2.29)
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where the sensor state vector p comprises the current sensor position rp = (rp1, rp2)T as well as the
current sensor velocity in r1- and r2-direction vp = (v p1 , v p2 )T . The control input u consists of the ac-
celeration in both directions. These dynamics present an approximation to the dynamics of quadrocopters
and provide a good trade-off between a simple and focused development of the monitoring approaches
and complexity of the dynamics. Still, it is straightforward to apply more complex vehicle dynamics
for the approaches presented in this work – the linearized vehicle model of the vehicle controller (see
Subsection 2.6) is the only part to be modified.
2.3.2 Observation Model
In general, the forecasted state vector x(k) introduced in Section 2.2 does not correspond to the true
concentration state xt(k), i.e. to the actual concentration values present at the position of the nodes.
However, the true state can be accessed via the measurements provided by the sensors. At discrete times
t(k), a sensor takes a measurement y(k) of the current concentration value at the location it is currently
positioned. This relation can be expressed by the observation model
y(k) = h(k)(xt(k)) + (k). (2.30)
According to this model, the observation y(k) depends on the observation model operator h(k) applied
to the true concentration state xt(k). The observation model operator h(k) is dependent on the current
sensor position rp(k) and outputs the part of the true state that becomes available to the sensor. Due to
instrumental and representativeness errors, an observation error (k) cannot be avoided and is added to
every measurement.
Typically, more than one measurement is available so that (2.30) can be extended to the multi-
dimensional case with np measurements
y(k) = h(k)(xt(k)) + (k). (2.31)
with y(k) = col{y(k)j }npj=1, (k) = col{(k)j }npj=1 and h(k)(xt(k)) = col{h(k)j (xt(k))}npj=1.
For the remainder of this work, a number of assumptions are made that simplify the treatment of the
observations
• Concentration is measured directly: If the concentration value, i.e. the entity we are looking for, is
measured directly, the observation model operator h becomes linear and the np × n-dimensional
matrix H can be used instead
y(k) = H(k)xt(k) + (k). (2.32)
The matrix H contains only a few non-zero entries, namely at locations near current sensor posi-
tions.
• Gaussian, unbiased observation error: The observation error  is assumed to be Gaussian with
zero mean and a known error variance R. Prior to the monitoring approach, the quality of the
measurement devices can be assessed and the measurement parameters can be calibrated so that
this assumption is not severe.
• Observation errors are uncorrelated: If observation errors are uncorrelated, the observation er-
ror covariance matrix R corresponding to the observation error  is diagonal simplifying further
calculations. Typically, the measurements of different sensor vehicles are not related so that this
assumption is also justified.
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• Measurements at same time: For simplicity, it is assumed in the following that each sensor vehi-
cle produces a measurement at the same time. If this is not the case and measurements become
asynchronous, some modifications have to be made dating measurements back to previous times.
These modifications lie outside the scope of this work.
2.3.3 Sensor Network and Communication
The presented approach is centralized. This means that the lion’s share of all the calculations that have
to be performed is executed on a central supercomputer. Simulation, data assimilation, target generation
and vehicle control are all tasks performed centrally. As the on-board computational power is limited
and a central computer is equipped with high computational power and memory, this work distribution
seems to be suitable. However, this also means that the information available at the sensor vehicles, e.g.
concentration measurements and vehicle state information, has to be transferred to the central station.
Moreover, the control inputs that are calculated at the central point must be sent back to the sensor
vehicles. This results in the star topology network depicted in Figure 2.7. Communication between
central station and sensor vehicles has to be maintained repeatedly and in every step.
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Figure 2.7: Communication network of the proposed monitoring approach
Usually communication standards as IEEE 802.15 or wifi (IEEE 802.11b/g) are used in wireless sensor
networks [3, 197]. While bandwidth is, at least for a moderate number of sensor vehicles, not a critical
issue since only lightweight information are exchanged, range definitely is. Typical communication
ranges are between 100 and 200 meters. In scenarios with a length scale of several kilometers, the base
station is likely to be out of reach. In this cases, additional intermediate devices have to be placed or,
alternatively, multi-hop has to be enabled. The latter case would require a change in sensor topology and
results in an additional constraint for vehicle motion, which is not considered in the scope of this work.
Instead, perfect communication without loss is assumed in this chapter.
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2.4 Data Assimilation
An important step in the monitoring process is the fusion of measurements and model information.
Integrating the observations of the sensors into the current model reduces uncertainty and increases the
quality of the considered estimates. In this way, the problem of unknown initial conditions, imprecise
process parameters, and model and observation errors can be compensated enabling much more precise
forecasts. The question of how to best merge the information obtained from the model on the one side
and from the observations on the other side is answered by the concept of data assimilation described
in this section. After a more detailed description of the data assimilation problem and a review of
possible methods to tackle it in Section 2.4.1, the Kalman Filter, one of the most popular data assimilation
methods in practice is presented in Section 2.4.2. As the use of the Kalman Filter is costly in scenarios
with high dimensional state vectors, ensemble Kalman methods seem to be more suitable. For this
reason, the modifications to the Kalman Filter that are necessary to employ the Ensemble Kalman Filter
(EnKF) and the Ensemble Square Root Filter (EnSRF) are presented in Section 2.4.3. Furthermore,
aspects important in context of handling ensembles are described – in particular, a method to treat state-
dependent model error is proposed. The strategy to combine state and parameter estimation yielding a
joint state and parameter estimation process is subject of Section 2.4.4 and is applied to the problem of
source estimation in the considered application.
2.4.1 Problem Description and Methodology
The goal of data assimilation is to estimate the current true process state xt(k) based on the available
observations y(k) and a state forecast xf(k) with the superscript (·)f indicating a forecasted entity. In this
work, the forecast is obtained using the model forecast equation (2.27) on the prior estimate x(k−1), i.e.
xf(k) = Mx(k−1) + f (k) (2.33)
with M = (W1V1 + W2)−1W1V2.
Both measurements and forecasts are afflicted with errors and the motivation is to obtain an estimate
with less error after the assimilation procedure. In general, the following sources of errors occur:
• Observation errors: When taking measurements, instrumental and representativeness errors result
in an observation error (k) as already indicated in (2.31). It must be noted that the resulting
measurement vector does not correspond to the actual real world values at the observation sites,
but deviates from them according to the observation error. Thus, the concentration value at the
observation sites should not be simply set to the measured value, but also the information of a
background state (i.e. the forecasted state) as well as statistics of the corresponding observation
error should be considered in the assimilation procedure.
• Model errors: Naturally, the model is not able to consider all physical effects and suffers from un-
expected external perturbations so that the model forecast does not correspond to the true forecast
xt(k) = Mxt(k−1) + f (k) + η(k). (2.34)
This means that a model error η(k) is made in every prediction step leading to an increasing devi-
ation between the forecast and the true state from step to step if no measurements are integrated.
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Therefore, it is important to complement the model forecast with measurements. Besides unmod-
elled physics and external perturbations, the model error also contains numerical errors as well as
errors in boundary conditions and process parameters.
• Errors in boundary conditions: A special part of the model error are errors in the boundary condi-
tions. A slightly wrong choice of, for example, the type of boundary condition or the concentration
at the inlet will also lead to a deviation between true and forecasted state. For the remainder of this
work, errors in boundary conditions are not considered separately and are treated as a part of the
model error. However, it should be paid attention to the fact that the model error at the boundaries
should be assumed to be high if boundary conditions are uncertain.
• Errors in parameters: Another part of the model error are errors in the process parameters. In most
scenarios, process parameters like the wind velocity or the diffusion coefficient are not exactly
known and may differ temporally and spatially from the value that is assumed. This also leads
to an increasing error in the forecast. While the parameter error is also treated to be included in
the model error for some parts of this work, it is explicitly considered when estimating parameters
along with the process state (see Subsection 2.4.4).
• Errors in initial conditions: Errors in initial conditions are not part of the model error, but deter-
mine the error at the begin of the simulation. In most scenarios, only a very rough estimate of the
initial state is known so that the error in the initial conditions is rather high. Without the use of
measurement information, this error will most likely increase over time, even if the model error is
zero.
In order to alleviate the influence of the errors presented above, the key idea of data assimilation is the
combination of observation and model forecast. This process is called analysis and the resulting estimate
is the so-called analysis state vector xa(k) with the superscript (·)a representing entities after the analysis.
A number of different methods to perform the analysis have been proposed starting in the 18th century
when Carl Friedrich Gauss presented the least squares method [110]. Another early approach is the
Cressman analysis where the analysis state is set to the observation in the vicinity of the observation
locations and to the forecasted state far away from them [21]. While this method is rather simple, it
has a decisive drawback: Accurate prior estimates can be replaced by poor quality observations. For
this reason, the use of statistical methods considering the uncertainty of the available data is highly
recommendable.
A great breakthrough in this context has been the development of the Kalman Filter [95, 96] by Rudolf
Kalman in the 1960s. Originally developed for the spacecraft industry, the Kalman Filter, together
with its numerous modifications, is still today one of the most frequently used assimilation methods in
navigation, control of vehicles and signal processing. Based on the assumption that observation error
and model error are unbiased and normally distributed with known error covariance matrices, the state
forecast is linearly corrected by the weighted innovation of the observations. The weight that is used
in this approach relies on the error covariance matrix of the mean estimate that is also forecasted and
modified in the analysis phase.
The Kalman Filter is the basis of a number of extensions that have been proposed, especially by the
numerical weather prediction community dealing with high problem dimensions. If the state vector is
high-dimensional, the computation of the error covariance matrix might become very costly. Ensemble
methods like the Ensemble Kalman Filter or Ensemble Square Root Filters [57, 178, 79] do not consider
the propagation of the full covariance matrix but represent the covariance matrix implicitly by a set of
perturbed state vectors. Another popular type of methods for high dimensional models are variational
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approaches, such as 3D-Var and 4D-Var [113, 48]. Variational methods are vector-based data assimi-
lation techniques relying on the solution of a variational optimization problem minimizing the sum of
the distances to the forecast and the observation respectively weighted by an error covariance matrix.
A major drawback of these methods is the fact that it is not intuitive to construct the error covariance
matrices to be applied and that the error covariance matrices are not propagated in time – a characteristic
that is needed for the dynamic data-driven monitoring approach as shown later.
The use of zero-mean Gaussian error distributions, especially for the model error, is sometimes problem-
atic since the actual error has another probability density function. Model drift and bad quality estimates
can result. Methods like the Particle Filter [70, 50] allow for non-Gaussian errors as they approximate
the distribution by a large number of samples, but they are computationally much too expensive for the
scenarios considered in this work.
In this work, Kalman and ensemble Kalman methods are applied. They provide a means to maintain an
error covariance matrix that allows estimating the current uncertainty of the system, an important mea-
sure for data-driven monitoring. For reasons of computational tractability, especially ensemble methods
seem to be suitable for high-dimensional systems.
Before taking a closer look at the different data assimilation schemes, the model and observation error
assumptions considered for most parts of this work are summarized
• Gaussian, unbiased model error: The model error η is Gaussian with zero mean and possesses a
known error covariance matrix Q. This assumption is very critical since the actual model errors
usually deviate from a normal distribution, especially if the concentration, which cannot become
negative, is the considered entity. However, the use of the Gaussian assumption represents a com-
promise between accuracy and efficient computability. If it is absolutely necessary to take the
non-negativity of the concentration into account, the gamma or inverse gamma distribution as well
as the log-normal distribution could be suitable probability density functions. For this kind of dis-
tributions, extensions of the filters used in the following have been recently proposed [201, 18], but
are outside the scope of this work.
In general, the model error covariance matrix Q is not known, but, as a rule of thumb, one can use
that correlation between variables decays with increasing distance between them. Furthermore,
it will be shown in the following that it is beneficial in the considered applications to choose a
state-dependent model error covariance matrix.
For the later test case scenarios, the model error occuring in the propagation of the true process
state will not be set to a normally distribution to provide more realistic conditions and to test how
good the applied methods based on this assumptions are performing.
• Gaussian, unbiased, uncorrelated observation error: Referring to the assumptions of Subsec-
tion 2.3.2, the observation error  is also Gaussian with zero mean and known error covariance
matrix R, which is diagonal since the observation errors are uncorrelated.
• Observation errors and model errors are uncorrelated: The errors made in the measurement pro-
cess are typically independent of the errors of the forecast method so that this assumption, needed
for the derivation of the Kalman Filter, is usually fulfilled.
2.4.2 Kalman Filter
The Kalman Filter is probably one of the most popular data assimilation techniques [192]. Developed
in the 1960s [95, 96], it is applied in many fields, e.g. in robotics, signal processing, and aerospace
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engineering. The Kalman Filter is a sequential and recursive assimilation technique. New observations
are processed immediately and the updates for the new analysis are solely based on the prior estimate,
not on the whole history of the estimate. As a result of the Kalman Filter method, one obtains an estimate
of the mean state xa of the considered process as well as the estimate’s error covariance matrix Pa.
The forecast operator m as well as observation operator h are required to be linear and the observation
error  and the model error η must be uncorrelated, Gaussian, and unbiased. As described above, all
these requirements hold for the considered case so that the Kalman Filter from the assumption’s point
of view can be applied in the considered scenarios. By the way, an extension to a nonlinear model
case is not bristled with difficulties. In that case, the nonlinear form of the Kalman Filter, the so-called
Extended Kalman Filter [88, 66, 92], dealing with linearizations of the model operator in every step, or
an ensemble variant (cf. Section 2.4.3) is an adequate substitute.
The Kalman Filter consists for every analysis cycle of a prediction and an update step. In the prediction
step, the mean state estimate and its error covariance matrix are propagated to the time t(k), in which
new observations are available. To achieve this, the forecast operator is applied to the mean analysis
state from the previous observation time using (2.33). Please note that it is assumed in the following
that only one simulation step is necessary to step from one observation time to the next. If observation
rate is slower, one can also perform several simulation steps to forecast the state estimate to the next
observation time. Besides the mean estimate, the error covariance has to be propagated to the current
time t(k) using the equation
Pf(k) = MPa(k−1)MT + Q(k). (2.35)
The model error covariance matrix Q(k) has to be added in every step.
The second step is the update step that corrects the forecast estimate and the error covariance matrix by
incorporating the information obtained from the observations (2.32). In the Kalman Filter, the forecast
xf(k) is linearly combined with the innovation vector d(k) = y(k) −H(k)xf(k) weighted by the matrix
K(k) so that the analysis reads
xa(k) = xf(k) + K(k)d(k). (2.36)
Accordingly, the observation has an effect on the error covariance matrix. Thus, the analysis error
covariance matrix has the form
Pa(k) = (1−K(k)H(k))Pf(k) (2.37)
with the n × n-dimensional identity matrix 1. The choice of the Kalman gain K(k) is crucial since it
represents the influence of the innovation on the analysis and steers the extent to which observational
information is included in the analysis. The basic idea of the Kalman Filter is to choose K(k) in such a
way that the analysis error covariance (2.37) is minimized. It turns out (see [110] for a derivation) that
the optimal Kalman gain is
K(k) = Pf(k)
(
H(k)
)T (
H(k)Pf(k)
(
H(k)
)T
+ R(k)
)−1
. (2.38)
All things considered, the update scheme of the Kalman Filter comprises the calculation of the Kalman
gain (2.38) and the update of the mean state estimate (2.36) as well as the error covariance matrix (2.37)
based on the Kalman gain. The resulting analysis state and covariance matrix build the basis for the next
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cycle, i.e. mean and covariance are propagated to the next observation time and updated with the new
observations and so on.
Maintaining the error covariance matrix is a difficult issue when dealing with high-dimensional models.
Considering memory aspects, an n × n-dimensional symmetric matrix has to be stored and regarding
computation time, especially the propagation (2.35) can become problematic involving the multiplication
of high-dimensional, dense matrices. Therefore, methods avoiding the explicit computation of the error
covariance matrix should be applied in scenarios with a high problem dimension.
2.4.3 Ensemble Methods
One class of approaches that avoids the explicit maintenance of the error covariance matrix are ensemble
methods. Ensemble methods represent the error covariance matrix implicitly by propagating a set of
perturbed state vectors. In the following, two Ensemble methods are presented: The Ensemble Kalman
Filter that uses a stochastic update approach and, based thereupon, the Ensemble Square Root Filter that
provides a deterministic ensemble update step.
Ensemble Kalman Filter
The Ensemble Kalman Filter (EnKF) was developed by Evensen in 1994 [57] and is a sequential data
assimilation scheme. It extends the Kalman Filter by a Monte Carlo method so that it is also capable
of handling nonlinear problems without linearization. The main advantage of applying the EnKF in the
context of this work is that the EnKF is much more efficient and much less expensive than the original
Kalman Filter if high dimensional problems are considered. The reason for this efficiency is based upon
the fact that the greedy covariance propagation of the Kalman Filter is avoided. Instead, an ensemble
of state estimates, i.e. a set of ns  n perturbed state vectors {x(i)}nsi=1, is used to represent the mean
estimate as well as the error covariance matrix implicitly.
While the mean state can be expressed by the ensemble as
x¯ =
∑ns
i=1 x(i)
ns
, (2.39)
the error covariance matrix is represented by the deviations from the ensemble mean
P =
∑ns
i=1(x(i) − x¯)(x(i) − x¯)T
ns − 1 . (2.40)
Like the original KF, the EnKF consists of prediction and correction steps with a prediction step similar
to the prediction step of the Kalman Filter. The difference is that the forecast equation (2.33) is not only
used for a single state forecast, but for the forecast of each ensemble member i ∈ {1, . . . , ns}
xf(k)(i) = Mx
a(k−1)
(i) + f
(k). (2.41)
As mentioned before, the propagation of the covariance matrix (2.35) can be skipped. Instead, the
forecast error covariance matrix Pf can be computed using (2.40).
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The forecast error covariance matrix can then be used in the update step to calculate the Kalman Gain K
following (2.38). With the Kalman gain, all ensemble members can be updated individually according
to (2.36)
xa(k)(i) = x
f(k)
(i) + K
(k)
(
y(k) −H(k)xf(k)(i)
)
. (2.42)
Again, the analysis error covariance matrix can be determined by (2.40) if needed.
Although originally proposed in the form above, it is recommended to use a slightly modified version
of the EnKF update (2.42). To prevent the ensemble from degeneration, every ensemble member should
not be updated with the actual observation vector y(k), but with a perturbed observation vector y˜(k)
adding noise randomly sampled from the observation error distribution. In this way different ensemble
members are updated using different perturbed observations and the effect of the observation error on
the ensemble is taken into account [27, 80]. For this reason, the EnKF is classified to be a stochastic
filter.
To get an update of the error covariance matrix, the actual measurements have to be known. The issues
regarded in this work, however, require the ability to assess the effects of potentially unknown mea-
surements on the error covariance matrix. For this reason, further extensions of the EnKF should be
considered and deterministic filters [7, 19, 193, 178] should be taken into account.
Ensemble Square Root Filter
The Ensemble Square Root Filter [193, 178] is a deterministic filter that avoids the perturbation of the
observation vector and is able to update all ensemble members in one step.
While the forecast step is identical to the forecast step of the EnKF and (2.41) is used to propagate the
ensemble members to observation time, the analysis step is different. Defining the n × ns-dimensional
deviation matrix
X = row
{ x(i) − x¯√
ns − 1
}ns
i=1
, (2.43)
the forecast error covariance matrix can be written as
Pf(k) = Xf(k)Xf(k)T , (2.44)
i.e. Xf is a matrix square root of Pf .
The first step of the analysis consists of the update of the ensemble mean x¯f to the updated ensemble
mean x¯a. The standard correction formulas (2.38) and (2.36) can be applied with a simplification in
the computation of the Kalman gain (2.38): The error covariance matrix does not have to be determined
explicitly, but applying the observation model matrix H to the perturbation matrix X before multiplying
the perturbation matrices simplifies the calculation process
K(k) = Xf(k)(H(k)Xf(k))T
(
H(k)Xf(k)(H(k)Xf(k))T + R(k)
)−1
. (2.45)
As (2.44) should also hold after the analysis, i.e. Pa(k) = Xa(k)(Xa(k))T , the analysis ensemble has to
be determined adequately. Inserting (2.44) in (2.37) yields
Xa(k) = Xf(k)T(k) (2.46)
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with a transformation matrix T(k) fulfilling the relation
T(k)
(
T(k)
)T
= (1−
(
H(k)Xf(k)
)T (
D(k)
)−1
H(k)Xf(k)) (2.47)
with D(k) = H(k)Xf(k)
(
H(k)Xf(k)
)T
+ R(k). This means that the transformation matrix
T(k) is obtained by calculating the matrix square root of the ns × ns-dimensional matrix 1 −(
H(k)Xf(k)
)T (
D(k)
)−1
H(k)Xf(k). Also, the calculation of
(
D(k)
)−1
is not very costly as the number
of measurements np is typically small.
Having computed the analysis perturbation matrix, the analysis ensemble set can be reconstructed
xa(k)(i) = x¯
a(k) +
(
Xa(k)
)
·,i . (2.48)
Using the EnSRF does not require the actual measurements to update the error covariance matrix and
is, therefore, perfectly applicable in AO scenarios. Furthermore, the deterministic update method avoids
sampling errors associated with perturbing observations and is considered more efficient and less expen-
sive than the pure Ensemble Kalman Filter since the full error covariance matrix does not have to be
computed at any place.
Practical Work with Ensemble Filters
Working with Ensemble Filters means approximating the full error covariance matrix P by a lower rank
matrix constructed from the deviations of an ensemble from its mean. To perform these approximations,
some parameters or methodologies have to be chosen to construct the ensemble on the one hand and to
retain a representative ensemble during the simulation on the other hand.
Before applying an Ensemble Filter, the size ns of the ensemble has to be determined. If ns is small,
computational time will be saved, but the representativeness of the error covariance matrix will be de-
creased. If ns is large, the ensemble will be more representative at the cost of a higher computation
time.
In general, the optimal ensemble size certainly depends first of all on the problem dimension and the
scenario. However, a typical ensemble size amounts to 100 or less in a number of very high-dimensional
simulations. If a threshold ensemble size is reached, the EnKF works successfully in most cases [68].
After having chosen the size of the ensemble, the ensemble members have to be generated. A generic
way is to just sample the ensemble members from the initial estimate’s statistics, i.e. from the initial
mean state vector and from the initial error covariance matrix. However, when ns is small, the future
application might suffer from sampling errors. For this reason, an eigendecomposition of the initial error
covariance matrix P(0) = VΛVT is applied, using the ns dominating eigenvectors vi for the initial
ensemble [137, 59]:
x(0)(i) = x¯
(0) +
√
(ns − 1)λivi. (2.49)
To guarantee that x¯ = x(0), the difference between ensemble mean and initial mean estimate is sub-
tracted from every ensemble member.
Other problems might occur during the simulation caused by a small ensemble size. Error covariance ma-
trices constructed by a small number of ensembles members often contain spurious correlations between
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states that are far away from each other [80]. Unphysical updates caused by measurements far away
from the concerning location can occur. A strategy to tackle this problem is called localization [73, 81].
Localization methods restrict the influence of an observation to its vicinity by weighting the covariance
matrix with a distance function with local compact support [63]. Using the n × np-dimensional local-
ization matrix Ψ1 and the np × np-dimensional localization matrix Ψ2, both matrices being based on
the distance functions, the calculation of the Kalman gain (2.38) can be replaced by
K(k) = Ψ1 ◦ (Pf(k) (H(k))T )
(
Ψ2 ◦
(
H(k)Pf(k)
(
H(k)
)T)
+ R(k)
)−1
(2.50)
with the element-wise Schur product (A◦B)i,j = (A)i,j(B)i,j . Another possibility to avoid long-range
correlations is to assimilate data in local physical space [58, 132, 83]. Only measurements corresponding
to locations in the vicinity are used to calculate the update at every location.
To this point, the model error η has not been treated in the formulation of the ensemble filters so that the
filters described above underestimate the true forecast error. This might lead to filter divergence since it
is much more trusted in the forecast than in new measurements. One method to remedy this problem is
to simply add random perturbation vectors drawn from the model error distribution to every ensemble
member. However, the generation of random vectors from the model error distribution requires a lot of
computation time when dealing with high-dimensional models. Another option is to apply multiplica-
tive inflation [8]. To prevent the ensemble from becoming degenerated, the ensemble deviations are
multiplied by a scalar α, which is slightly larger than one
X˜f = αXf . (2.51)
In this way, the ensemble members are pushed away from each other and a sufficiently representative
ensemble set can be maintained. However, such a model of the model error might not adequately describe
the real behavior of the model error. It is likely that the model error in regions with a high concentration
is higher than in regions, in which the concentration is low. Thus, it is proposed that the model error can
be approximated by the relation
Q(k) = Ψ ◦
(
z¯(k)
(
z¯(k)
)T)
(2.52)
with z¯(k) = col{sgn(x¯(k))i
√
|(x¯(k))i|}ni=1 and a constant distance-depending matrix Ψ similar to the
localization matrices Ψ1 and Ψ2. Instead of computing Q(k) in every step and performing a computa-
tionally demanding draw from the associated probability distribution, the ns most dominant eigenvectors
vi of Ψ are computed prior to the application and weighted by the square root of the respective eigen-
value λi and the ensemble size ns
q˜i =
√
(ns − 1)λivi. (2.53)
With the zero-mean vectors qi = q˜i − ¯˜q element-wisely multiplied with the current square root mean
state z¯(k), one can construct the n× ns-dimensional matrix
Υ(k) = row{z¯(k) ◦ qi}nsi=1, (2.54)
with the matrix product Υ(k)
(
Υ(k)
)T
approximating the model error covariance matrix Q(k). Thus,
in every forecast step, the model error is taken into account by adding the respective column
(
Υ(k)
)
·,i
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to every ensemble member x(k)(i) . Please note that the addition with Υ(k) does not change the mean of
the ensemble set. Furthermore, it should be noted that even if XXT = P and ΥΥT = (ns − 1)Q, in
general (X + Υ) (X + Υ)T 6= P+(ns−1)Q. However, since the actual values of Q(k) are not exactly
known anyway, the proposed approach is considered to be a good approximation for a state-dependent
model error.
2.4.4 Joint State-Parameter Estimation
Not only the process state is unknown in the considered scenarios, also a number of process parameters
are not known exactly. The poor knowledge of source function, background velocity, diffusivity, etc.
represents another source of uncertainty. Moreover, important process parameters are required for a
more detailed assessment of the current situation. Thus, parameters should be estimated together with
the state vector [60].
Parameter estimation is usually separated from state estimation. For instance, a number of parameters
are estimated off-line prior to the actual simulation using model calibration. However, important pro-
cess parameters like the source function, for example, can not be calibrated in this way and an online
methodology is needed, e.g. using data assimilation for parameter estimation.
So-called dual state-parameter estimation uses two separate filters to estimate state variables on the one
side and model parameters on the other side. A suitable coupling method linking both filters has to be
added [125].
A much more straightforward approach is joint state-parameter estimation. The state vector is aug-
mented, i.e. the vector of parameters is concatenated to the state vector and the assimilation procedure
as described in the preceding section is performed [150, 9, 2, 184, 161, 152]. In this way, parameter and
state estimation are coupled in a more natural way and the parameter uncertainty is directly included into
the state forecast. A difficulty in this context is the specification of the correlation between the state error
covariance matrix and the parameter error covariance matrix.
In the following, the general proceeding of state augmentation in context of joint state-parameter esti-
mation is presented, before it is applied for source estimation.
State Augmentation
The aim is to estimate nθ parameters θi, i ∈ {1, . . . , nθ}, along with the state vector x. Basis of the
joint estimation method is the augmentation of the state vector. Thus, the parameter vector θ ∈ Rnθ is
concatenated to the state vector yielding the augmented state vector
x˜ =
(
x
θ
)
∈ Rn+nθ (2.55)
The data assimilation methods presented before should now be used with the augmented state vector. To
attain this, a number of further arrangements have to be made.
First, one has to consider the dynamics of the parameters. While the parameters do not have to be
assumed to be constant over time, their dynamics are not known. Assuming that the parameters are
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only slightly changing in time, their dynamics can be approximated by θ(k+1) = θ(k) and the forecast
equation for the augmented state vector yields
x˜(k+1) =
M (θ(k+1))x(k)
θ(k)
+
f (k+1) (θ(k+1))
0
 . (2.56)
The augmented model error made in this step
η˜ =
(
η
ηθ
)
(2.57)
consists of the state model error and the parameter model error ηθ with corresponding model error
covariance matrix
Q˜ =
(
Q Qxθ
QTxθ Qθ
)
. (2.58)
While the parameter error covariance matrix Qθ states how much uncertainty is added to the parameters
during forecast, the cross-covariance matrix Qxθ describes the correlation between the parameter error
and the state model error. A similar matrix is set up for the augmented error covariance matrix
P˜ =
(
P Pxθ
PTxθ Pθ
)
. (2.59)
The parameter error covariance Pθ describes the quality of the parameter estimates, whereas the cross-
covariance matrix Pxθ represents the correlation between state error and parameter error. Linearizing
(2.56) results in the error covariance forecast equation
P˜(k+1) = M˜P˜(k)M˜T + Q˜(k) (2.60)
with
M˜ =
M
(
θ(k+1)
) (∂M
∂θ
+ ∂f
∂θ
)
θ=θ(k+1)
0 1
 . (2.61)
Parameters are usually not measured directly. For this reason, the augmented observation model matrix
has the simple form
H˜ =
(
H 0
)
. (2.62)
With this, all augmented entities have been defined and the standard data assimilation methods can be
used with the augmented state vector to jointly estimate state and parameters.
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Joint State-Parameter Estimation for Source Estimation
Many ways have been presented to estimate source functions and locations based on a bunch of mea-
surements [145]. In this work, the source should be estimated using state augmentation and joint state-
parameter estimation as previously described. Estimating the background velocity and diffusivity along
with the state vector is also possible, but it should be obeyed that nonlinearity would be inserted into the
system.
The source s(r, t), or the right hand side of the advection-diffusion equation (2.2) is assumed to consist
of a time-varying output function θ(t) and a spatial function q(r) describing the location of the source
s(r, t) = θ(t)q(r). (2.63)
In the presence of multiple sources, this expression can be extended to
s(r, t) =
nθ∑
j=1
θj(t)qj(r). (2.64)
At first, it is assumed that the source locations qj(r) are known and that the source output functions θj(t)
have to be estimated. This results in the parameter vector θ = (θ1, . . . , θnθ)T and, referring to (2.17),
(2.33) and (2.56), the linear forecast equation
x˜(k+1) =
(
M −S
0 1
)
x˜(k) +
fˆ (k+1)
0
 (2.65)
with
S = ∆t
∫
Ω
sφj dΩ and (2.66)
fˆ = ∆tD
∫
∂ΩN
tSφj dΓ. (2.67)
The different parameter model errors as well as the initial parameter errors can be assumed to be uncor-
related, i.e. Qθ as well as P(0)θ are diagonal. Assuming that the source just started its emission, the initial
cross-covariance matrix P(0)xθ can be approximately set to zero and the model error cross-covariance ma-
trices Qxθ are set to zero as well. Due to propagation of the covariance matrix, e.g. (2.35), the error
cross-covariance matrix Pxθ deviates from zero and correlation between parameter and state vector is
build up. If an ensemble method is used as data assimilation method, the ensembles are perturbed with
samples drawn from the parameter model error distribution with diagonal error covariance matrix Qθ.
The perturbation is performed prior to the actual forecast step to represent the influence of the parameter
error on the state model.
Using the described augmented state vectors, matrices and parameters together with a data assimilation
method results in estimating of the source output parameter θj together with the state vector x.
If the complete source term s(r, t) is unknown, the idea is to approximate the actual source by a linear
combination of suitable basis functions qj(r) with center rj , i.e.
s(r, t) ≈ sq(r, t) =
nθ∑
j=1
θj(t)qj(r). (2.68)
2.4 Data Assimilation 39
This expression equals (2.64) so that the procedure described above can be also applied when looking for
the complete source function. However, this presumes that the source can reasonably be approximated
by (2.68) with a relatively low number nθ of basis functions. This applies especially for scenarios, in
which the potential source area is known and the true source function s(r, t) has large spatial support.
Hence, this approach is not feasible for point sources with completely unknown source area. The basis
functions qj(r) to be used in this context can be for example radial basis functions (RBF)
qj(r) = exp
(
−aj‖r− rj‖2
)
(2.69)
with aj > 0 or piecewise polynomial functions with compact support as described in [63].
2.5 Identification of Measurement Locations
The main advantage of the systems considered in this work is that they can adapt their position based
on the currente state estimate and its statistics. With this dynamic data-driven behavior, trajectories are
generated that provide much more information enabling the chance to obtain a much better estimate.
But how can such trajectories be constructed? Which measure divides a good trajectory from a bad
trajectory? In order to find optimal control inputs, a sophisticated optimal control problem, which mini-
mizes a measure of the uncertainty subject to vehicle dynamics, process dynamics, uncertainty dynamics,
measurement update equations, etc., would have to be solved [142, 187, 187, 188, 162, 182, 82, 199].
However, to account for real-time requirements related to online dynamic data-driven methods, the tra-
jectory generation has to be computationally very efficient. For this reason, the solution of a monolithic
optimal control problem is waived and, to gain computational efficiency, the identification of discrete
measurement locations, which are called target points in the following, is proposed instead. It is then the
task of a vehicle controller (see Section 2.6) to guide the sensor vehicles to the generated target points.
As the main objective is to reduce the uncertainty of the estimates, the target points introduced in Subsec-
tion 2.5.1 are partially based on the current error covariance matrix. A new sequential algorithm avoiding
clustering of target points is developed that is based on the error covariance matrix and the estimation
method used for data assimilation. To also account for the goal of identification of the source location,
source-based target locations are identified as well. Furthermore, local appealing points are introduced
with the intention to pull the vehicle trajectories towards interesting side locations (see Subsection 2.5.2).
2.5.1 Target Points
Target points are locations at which an additional measurement seems to be suitable in terms of infor-
mation gain. The suitability of an observation at a specific location can be expressed in multiple ways.
Examples are the use of singular vectors [24], sensitivities [39], or mutual information [71, 34].
In this work, two types of target points are considered. First, locations related to a maximum error
variance are regarded. These locations are identified on the basis of the current error covariance matrix,
which is provided by the data assimilation method. In this way, the uncertainty of the estimates should
be reduced. Second, target points corresponding to source locations are used. Placing sensors at the
expected position of the source not only is the best practice for estimating the source output, also it helps
to reduce the overall system’s uncertainty since a precise source output is known.
Although target points are only optimal at the instance of time they are generated and their optimality
might decrease over time, target points are not recalculated in every time step in order to save computa-
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tional time and to prevent target points from jumping from one position to another. Instead, covariance
based target points are moved in wind direction with wind velocity to account for the temporal covariance
evolution dominated by the wind.
If one of the following two events takes place, a new target point will be calculated.
1. The target point is reached by a sensor vehicle.
2. The target point has been active for a certain amount of time and has not been reached yet.
Concerning the number of target points, it is a good choice to choose the number of target points larger
than the number of sensor vehicles. In this way, every sensor vehicle gets a job to fulfill. However, one
should not choose the number of target points much higher than the number of sensor vehicles since,
besides the increased amount of computation, some target points will hardly be respected. Hence, the
number of target points is set to the number of vehicles in this work.
Covariance-based target points
The error covariance matrix provided by the data assimilation method is a suitable measure of the quality
of the state estimate. It indicates at which locations the estimate is rather uncertain, at which the estimate
is rather reliable and how the estimates at specific locations relate to each other. The larger the entries in
the error covariance matrix, the possibly higher the deviations between true state and estimate. Therefore,
the objective is to measure at locations that maximally reduce the entries in the error covariance matrix.
For matrix minimization, a number of different strategies exist, e.g. A-optimality minimizing the trace
of the matrix or D-optimality minimizing its determinant. However, it is hard and time-consuming to
find the location leading to a maximum reduction of the error covariance matrix in one of the above
senses. A high-dimensional optimization problem would have to be solved to obtain the solution of
this problem. For this reason, an alternative problem is solved that does not consider the effects of the
cross-correlations and simply tries to reduce the corresponding diagonal matrix PD = diag(P), only
depending on the error variances.
If such a diagonal matrix is considered, one can simply choose the locations belonging to the highest
entries of the diagonal of the covariance matrix as target points. Measuring at these positions would
reduce the trace and determinant of the diagonal matrix PD in the maximum way. However, this solution
would not lead to a balanced distribution of target points in most cases. It is very likely that the target
points would be clustered at a specific location where the error variance is at its maximum. Locations
farther away corresponding to potentially only a slightly less error variance would not be considered.
To circumvent this clustering effect, an iterative algorithm has to be set up. The first target point will be
the location corresponding to maximum error variance PD. Now, the analysis error covariance matrix
Pa is calculated using (2.37) pretending that a measurement at the just selected target location is per-
formed. In this way, the impact of a measurement corresponding to the new target point has been taken
into account. The new error variance PaD is the basis for choosing the second target point. After that,
the covariance matrix is recomputed again and the procedure is repeated until all target points have been
found. The procedure is summarized in Algorithm 1 and illustrated in Figure 2.8.
Please note that the algorithm also works when using an EnSRF and that the full error covariance matrix
does not have to be constructed in this case. Instead, the vector v with (v)j =
∑ns
i=1(X)2j,i represents
the error variance and the deviation matrix X for selecting the target points is updated using (2.46).
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(a) Set up current error variance field considering
all existing target points.
(b) Pick location belonging to maximum error vari-
ance as target point.
(c) Update error variance pretending measurement
at picked target point is available.
(d) Pick location belonging to maximum error vari-
ance as target point and proceed.
Figure 2.8: Illustration of the procedure for identifying target points
Source-based target points
If the source is unknown and estimated jointly with the process state, one should also consider target
points that take the source estimate into account. As a high amount of uncertainty is introduced to the
model at the source location, especially when the source output function is highly dynamical, these
locations are a good choice for a target point. A sensor at the source position provides a higher quality
estimate of the source output function θ(t) resulting in less uncertainty introduced to the state model.
If the source location is not exactly known, the location belonging to the maximum value of the ap-
proximated source function sq(x, t) should be chosen as a target point. This position provides the best
estimate for the center of the source. If several source target points are selected, the source target points
can be determined in a sequential procedure similar to the covariance-based target points. Instead of
performing an analysis after each identification, an RBF with center and amplitude corresponding to the
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currently identified target position is subtracted from the approximated source function sq(x, t) to avoid
clustering.
Algorithm 1 shows the complete procedure for generating the target points in each step.
Data: Current source target point set Ms, current uncertainty-based target point set Mu, current
source contribution sq, RBF f(r), current observation matrix H, current deviation matrix X,
observation error covariance matrix R
Result: Updated target point sets Ms and Mu
Mos ← find outdated source target points in Ms;
Mou ← find outdated and occupied uncertainty-based target points in Mu;
Ms ←Ms \Mos ;
Mu ←Mu \Mou;
if Mos 6= ∅ then
for ri ∈Ms do
sq ← sq −Hisqf(ri);
end
for i← 1 to |Mos | do
smax ← max(sq);
ri ← location belonging to max(sq);
Ms ←Ms ∪ {ri};
sq ← sq − smaxf(ri);
end
end
if Mou 6= ∅ then
H˜← set up observation matrix corresponding to target points Ms and Mu;
X˜← EnSRF(X,R, H˜) (deviation matrix X if analysis is performed with R and H˜);
for i← 1 to |Mou| do
v← set up variance with (v)j = ∑nsi=1(X)2j,i, j = {1, . . . , n};
ri ← location belonging to max(v);
Mu ←Mu ∪ {ri};
H˜← set up observation matrix corresponding to new target point ri;
X˜← EnSRF(X,R, H˜) (deviation matrix X if analysis is performed with R and H˜);
end
end
Algorithm 1: Sequential procedure to identify new informative target points
2.5.2 Local Appealing Points
With the target points, a set of locations has been identified that indicates useful additional measurements
positions. However, the sensors measure at every time step so that a lot of information can also be
gathered on the way to the target points. The choice of the trajectory leading from the current position
to the target point is, thus, also decisive.
To account for a trajectory to the target point that maximizes information and reduces uncertainty, local
appealing points are introduced. Local appealing points are located near the current position of the sensor
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Figure 2.9: Feasible region for a local appealing point. The grey semicircle depicts the area, in which a
suitable local appealing point is determined.
vehicle and try to attract the sensor vehicle to locations that possess a higher error variance providing
more informative measurements.
In every step, such a local appealing point is calculated for every sensor vehicle. To preserve the forward
motion of the sensor vehicle, the appealing point lies within the semicircular environment in direction
of the sensor vehicle’s velocity as depicted in Figure 2.9. For this environment, the location belonging
to the maximum error variance diag(P) as described in the previous subsection is determined as local
appealing point.
Minimizing both, the distances to the global targets and to the local, individual appealing points results
in a trajectory of the sensor vehicle from its starting location to the target point, minimizing uncertainty
on its way.
2.6 Cooperative Vehicle Controller
The purpose of the vehicle controller to be applied is to guide the sensor vehicles to a set of target points,
which have been previously identified to be a suitable measurement location. Although the number of
target points corresponds to the number of sensor vehicles, no target location is assigned to a specific
sensor vehicle. Instead, it is the common task of the sensor vehicles to cooperatively reach as many
target points as possible or at least to minimize the distance to them.
The cooperation aspect has the benefit that the workload can be dynamically distributed and adapted
between the sensor vehicles. Approaches to tackle the cooperative multi-vehicle task allocation problems
have been presented in literature (see [99] for a review). Besides heuristic approaches, such as behavior-
based or market-based methods, optimization-based approaches have been investigated. The latter have
the advantage that optimal solutions for the considered cost function subject to the sensor vehicles’
dynamics are considered. With the use of a model predictive control method, the resulting optimal
control problem receives a feedback control so that a dynamic change in the target point can be taken
into account and potential deviations can be compensated. Exemplary optimization and model predictive
control-based approaches have been applied in [111, 146].
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In this work, the optimization-based cooperative vehicle controller with model-predictive control pro-
posed in [103, 54] is applied with its extensions to the present problem presented in [147, 56]. Based
on a linear discrete-continuous optimization scheme, optimal control inputs are calculated in a model
predictive control fashion This results in collision-free trajectories and optimal target allocation, all with
respect to the dynamics and physical properties of the sensor vehicles.
The basis of the approach is the formulation of the multi-vehicle system in a Mixed Logical Dynamical
framework as presented in Subsection 2.6.1. The formulation is used to set up an optimal control problem
(see Subsection 2.6.2) that is solved via Model Predictive Control (see Subsection 2.6.3).
2.6.1 MLD Model for the Multi-Vehicle System
The basis of the applied cooperative vehicle controller is a Mixed Logical Dynamical (MLD) formulation
of the considered multi-vehicle system. The MLD framework originally proposed in [14] has been
designed to model and control constrained linear systems containing logical rules. In the context of this
work, motion dynamics, distances and target allocation all have to be available in an MLD representation.
For this reason, a number of linearizations are necessary [103, 54].
Motion Dynamics
In an MLD framework, the dynamics of the multi-vehicle system must be available in a linearized form
p(k+1)i = A
p
i p
(k)
i + B
p
i u
(k)
i , (2.70)
where p(k)i and u
(k)
i are state and control input of vehicle i ∈ {1, . . . , nV } at time t(k) with global
vehicle state p(k)g = col{p(k)i }nVi=1 and u(k)g = col{u(k)i }nVi=1. The considered vehicle dynamics (2.29)
are already available in a linear form so that no further linearization is necessary.
Besides the vehicles, it has been described in the previous section that the target points partially also
undergo a movement caused by the wind velocity so that the linearized dynamics of the target point state
q(k)i , i ∈ {1, . . . , nM} is described by
q(k+1)i = A
q
i q
(k)
i + b
q
i . (2.71)
The global target point state vector yields q(k)g = col{q(k)i }nMi=1.
Distances
In the optimization problem to be formulated, distances between vehicles and target points, between
vehicles and local appealing points and between vehicles and vehicles occur. As the Euclidean distance
is unsustainable in a linear problem, an alternative formulation has to be set up. A linear approximation
of the distance d(k)ij between a vehicle i and a target point j is, for example, obtained by the inequalities
(rp(k)1,i − rq(k)1,j ) sin
2piγ
nγ
+ (rp(k)2,i − rq(k)2,j ) cos
2piγ
nγ
≤ d(k)ij , (2.72)
where (rp(k)1,i , r
p(k)
2,i )T denotes the position of vehicle i, (r
q(k)
1,i , r
q(k)
2,i )T the position of target j, and
γ = {1, . . . , nγ}. The minimum value d(k)ij fulfilling all inequalities (2.72) is an approximation of
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the Euclidean distance d(k)ij ≈
√
(rp(k)1,i − rq(k)1,i )2 + (rp(k)2,i − rq(k)2,i )2. An increase of the constant param-
eter nγ ∈ N improves the accuracy coevally increasing the computational complexity.
Measurement Constraints
To indicate if a target point j is occupied by a vehicle i, the binary variable b(k)ij ∈ {0, 1} is introduced
for each pair (i, j). It equals one if the distance between target point j and vehicle i is smaller than a
predefined threshold dmeas and zero otherwise:
b
(k)
ij = 1 ⇔ d(k)ij ≤ dmeas , (2.73)
This relation can be represented in a linear manner by the inequalities
d
(k)
ij − dmeas ≤M1(1− b(k)ij ) and (2.74a)
d
(k)
ij − dmeas ≥ ε+ (m1 − ε)b(k)ij , (2.74b)
with M1 ≥ max{dij − dmeas}, m1 ≤ min{dij − dmeas}, and a small tolerance ε.
Furthermore, a variable s(k)j ∈ {0, 1} is used to indicate if a target point j is occupied or not, i.e.
s
(k)
j = 0 ⇔
nV∑
i=1
b
(k)
ij ≥ 1 . (2.75)
This relation can be linearized by the inequalities
1−
nV∑
i=1
b
(k)
ij ≤M2 · s(k)j and (2.76a)
1−
nV∑
i=1
b
(k)
ij ≥ ε+ (m2 − ε)(1− s(k)j ) (2.76b)
with M2 ≥ max{1−∑ bij} = 1 and m2 ≤ min{1−∑ bij}.
Another important entity is the product hij ∈ R of the target dependent variable sj and the target and
vehicle dependent variable dij
h
(k)
ij = s
(k)
j · d(k)ij . (2.77)
It represents the distance of vehicle i to target point j if the target point is not yet observed and zero
otherwise. In linearized form, (2.77) reads
h
(k)
ij ≤M3 · s(k)j , (2.78a)
h
(k)
ij ≤ d(k)ij , and (2.78b)
−h(k)ij ≤ −d(k)ij +M3(1− s(k)j ) , (2.78c)
with M3 ≥ max{dij}.
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Collision Avoidance
To avoid collisions, every two vehicles i and j, i 6= j should keep a minimum distance dmin to each
other, i.e. the region
(rp(k)1,i − rp(k)1,j ) sin
2piγ
nγ
+ (rp(k)2,i − rp(k)2,j ) cos
2piγ
nγ
≤ dmin , (2.79)
should not be entered.
This means that at least one of the inequalities (2.79) must be violated. Introducing an additional set of
binary variables b(k)ijγ , this relation can be formulated as
(rp(k)1,i − rp(k)1,j ) sinγ +(rp(k)2,i − rp(k)2,j ) cosγ > dmin ⇒ b(k)ijγ = 0 (2.80)
and
nγ∑
γ=1
b
(k)
ijγ ≤ nγ − 1 . (2.81)
resulting in the linearized form
(rp(k)1,j − rp(k)1,i ) sinγ +(rp(k)2,j − rp(k)2,i ) cosγ ≤ −dmin +M4 ·b(k)ijγ , (2.82)
where M4 ≥ max{(rp(k)1,j − rp(k)1,i ) sinγ +(rp(k)2,j − rp(k)2,i ) cosγ +dmin}.
2.6.2 Formulation of the Optimal Control Problem
If the multi-vehicle system has been modeled in an MLD framework, the constrained finite time optimal
control problem to be solved to get the set of desired control inputs UnT until final time T = t(nT ) has
the general form
min
UnT
|Fp˜(nT )|+
nT−1∑
k=0
|G1u˜(k)|+|G2δ(k)|+|G3z(k)|+|G4p˜(k)| (2.83a)
s.t. p˜(k+1) = Ap˜(k) + B1u˜(k) + B2δ(k) + B3z(k) (2.83b)
E2δ(k) + E3z(k) ≤ E1u˜(k) + E4p˜(k) + E5 . (2.83c)
In this general formulation, p˜ = (p˜c, p˜b)T , p˜c ∈ Rnc1, p˜b ∈ {0, 1}nb1 , represents the system state,
u˜ = (u˜c, u˜b)T , u˜c ∈ Rnc2, u˜b ∈ {0, 1}nb2 , is the control input, and δ ∈ {0, 1}nb3 as well as z ∈
Rnc3 represent auxiliary binary and continuous vectors, respectively. The solution of the problem is the
sequence of optimal control inputs UnT = {u˜(k)}nT−1k=0 .
In this work, the system state is represented by p˜ = (pg,qg)T and the control input is u˜ = ug. The
objective function (2.83a) is composed of a number of different terms. While the main goal is to lead
each vehicle to one of the measurement locations, i.e. to minimize the sum of the binary variables
s
(k)
k , also the distances h
(k)
ij to unoccupied target points and the distances d
(k)
v to the local appealing
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points should be minimized - all with minimum control effort |u(k)g |. All things considered, the objective
function reads
min
UnT
nT−1∑
k=0
(
gz
nV∑
i=1
nM∑
j=1
h
(k)
ij + gδ
nM∑
j=1
s
(k)
j + gu|u(k)g |
)
, (2.84)
where gz, gδ, gu ∈ R weight the different terms according to their priorities.
The constraint (2.83b) comprises the dynamics described with (2.70) and (2.71). Finally, (2.83c) de-
scribes the distance constraint (2.72), the measurement constraints (2.74), (2.76) and (2.78), and the
collision avoidance (2.81) and (2.82).
In general, the problem can be extended in a simple way by adding further constraints, e.g. to keep
the sensor vehicles in a considered complex problem domain or to avoid obstacles. However, one has
to obey that the solution of the problem becomes more time consuming the more constraints are posed
to the system and the more sensor vehicles are involved. The problem as described above comprises
nV nM (5 + nγ) + 2nM +
(
nV
2
)
(nγ + 1) linear inequality constraints. With nV = nM as chosen in this
work, the number of inequality constraints depends quadratically on the number of sensor vehicles used.
2.6.3 MPC Solution of the Optimal Control Problem
Problem (2.83) can be solved in a receding horizon fashion. This means that the problem is not
solved over the complete time horizon with final time T = t(nT ) but, starting from the current
time t(k), only over a reduced time horizon nTr∆t. As solution, one obtains the control sequence
U (k)nTr := {u(k+i)g }
nTr−1
i=0 of control inputs. According to a model-predictive control (MPC) scheme, only
the first element of U (k)nTr is applied to the real vehicle system. Then, a new control sequence is com-
puted based on the control problem considered over the shifted time horizon starting at the new time
step t(k+1). In this way, the solution can not only be obtained in a faster way, but this methodology also
includes a feedback mechanism since the ability to compensate modeling inaccuracies and perturbations
as well as reacting to dynamically changing target points becomes available.
In each step of the MPC procedure, the constrained finite time optimal control problem can be trans-
formed into a Mixed Integer Linear Program. For this kind of problems, robust and efficient computation
tools exist that guarantee global optimality without strong dependence on initial guesses.
2.7 Implementation, Evaluation and Results
In this section, the proposed monitoring approach is applied in several monitoring scenarios to show its
ability to dynamically estimate the current state and parameter vector and to evaluate important aspects
as dependencies on method parameters and computation time. For all scenarios, a twin experiment is
conducted. This means that the true solution is represented by the solution from another simulation run.
In this way, the estimation error can be obtained at every time and observations can be drawn from the
true solution.
Starting with some notions on the implementation in Subsection 2.7.1, Subsection 2.7.2 treats a basic
problem, for which the functioning of the monitoring approach is shown. It is demonstrated that the pro-
posed approach performs significantly better than other simple mobile or static strategies. Furthermore,
the characteristic behavior of the sensor vehicles is illustrated. In the following, the influence of various
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parameters of the monitoring approach on the solution is investigated (see Subsection 2.7.3), before re-
sults of joint state-parameter estimation are provided in Subsection 2.7.4. The required numerical effort
is investigated in Subsection 2.7.5.
2.7.1 Implementation
The proposed monitoring approach has been implemented in MATLAB. For the process simulation part,
a fluid solver of the Nonlinear Optimization Group, TU Darmstadt, has been extended so that the solution
of the considered advection-diffusion equation has become possible. The required computation grid is
generated with the help of the tool DistMesh [136]. For solving the optimization problem of the vehicle
controller, the problem is handed to CPLEX [86] through the MATLAB interface CPLEXINT [179].
The set up of the vehicle control optimization problem was mainly developed by Juliane Euler.
The following computations have all been performed on a computer with Intel (R) Core (TM) i7-3820
3.60 GHz and 16 GB RAM using MATLAB R2015b.
2.7.2 General Results of the Proposed Monitoring Approach
The purpose of the first test case is to show the functionality of the monitoring approach regarding
state estimation and to illustrate the behavior of the sensor vehicles. Therefore, a basic test scenario is
set up. Please note that the concentration x is treated now and in the following without indicating a
corresponding unit. Different choices of the unit would be possible but do not impact the results of this
thesis so that the unit of the concentration is ommitted for reasons of simplicity.
The considered problem domain Ω = [0m, 1000m] × [0m, 1000m] is depicted in Figure 2.10. The
background velocity field is stationary with w1(r1, r2) = 3 · 10−6 m−1s−1 · r22 and w2(r1, r2) =
2 · 10−6 m−1s−1 · r21 + 0.5ms−1 and the constant diffusion coefficient amounts to D = 5m2s−1.
A source term is not considered in this scenario – parameter and source estimation are postponed to
Subsection 2.7.4.
Instead, the initial condition
x(0)(r) = 0.8 exp
(
−(r− r1)TΣ1(r− r1)
)
+ 0.8 exp
(
−(r− r2)TΣ2(r− r2)
)
, (2.85)
which can be regarded as instantaneous puff, is applied with
Σ1 =
(
4 · 10−5 4 · 10−5
4 · 10−5 13 · 10−5
)
[m−2], Σ2 =
(
8 · 10−5 1.5 · 10−5
1.5 · 10−5 2 · 10−5
)
[m−2] (2.86)
and r1 = (350m, 350m)T , r2 = (200m, 220m)T . The condition serves as the initial condition for the
simulation of the true solution xt but is not known in the estimation procedure.
Furthermore, the background velocity and the diffusion coefficient of the true solution are perturbed in
every step in order to represent a physical model error η. For the diffusion coefficient, each perturbation
step consists of drawing a random variable from a Gaussian distribution with zero mean and 0.1m2s−1
standard deviation and adding it to the diffusivity. Both components of the background velocity are
uniformly perturbed by random variables also drawn from a Gaussian distribution with zero mean and
0.1ms−1 standard deviation. A moving average filter over a time horizon of 50 time steps is applied to
smooth the velocity perturbations accounting for a more physical behavior. The performed perturbations,
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Figure 2.10: Problem domain of the test case scenario. Blue dots mark start positions of sensor vehicles,
gray lines indicate lines along which vehicles move in the patrol approach.
while representing actual physical disturbances, do not lead to a model error η that is Gaussian as
assumed in the derivation of the methods of this work. However, the following results show that even if
non-Gaussian, physical model errors are available, good results are obtained.
The initial estimate uses the unperturbed discretization of the advection-diffusion equation (2.33) as
forecast equation starting from an initial estimate x(0)(r) ≡ 0. The underlying computation grid consists
for this first test case of a relatively low number of n = 466 nodes.
Three sensor vehicles, all modeled with double-integrator dynamics (2.29), are applied to gather the
measurements. Starting from the locations rp1 = (300m, 300m)T , rp2 = (500m, 700m)T and rp3 =
(700m, 300m)T , their maximum speed amounts to v pmax = 10ms−1 and their maximum acceleration
is apmax = 10ms−2. As the maximum speed of the background velocity field amounts to approximately
3.9ms−1, the condition for the sensor vehicle to be faster than the process speed is fulfilled.
The EnSRF is used as data assimilation method. The observation error variance of all sensor vehicles
is dependent of the actual amount that is measured and has the form Ri = RA max(yi, Rmin). For
the initial error covariance matrix P(0) and the basic model error covariance matrix Ψ from (2.52) the
following choices are made
(P(0))i,j = P (0)(ri, rj) = PA exp
−‖ri − rP‖2
LP1
 exp
−
∥∥∥rj − rP∥∥∥2
LP1
 exp
−
∥∥∥ri − rj∥∥∥2
LP2

(2.87)
(Ψ)i,j = Ψ(ri, rj) = QA exp
−
∥∥∥ri − rj∥∥∥2
LQ
 . (2.88)
Using an ensemble variant, both covariances are transformed into an ensemble set using the eigenvalue
decomposition described in Section 2.4.3. In every forecast step, the state-dependent error covariance
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Table 2.1: Simulation and controller settings
Ensemble size ns 20
Observation variance magnitude RA 0.02
Minimum observation variance Rmin 10−3
Forecast covariance magnitude PA 1
Forecast covariance center rP [m] (250, 250)T
Forecast covariance area LP1 [m2] 1.3 · 105
Forecast covariance area LP2 [m2] 6 · 104
Model covariance magnitude QA 0.05
Model covariance area LQ [m2] 6 · 104
Localization function parameter cG [m] 200
MPC horizon nTr 20
Number of hyperplanes nγ 8
matrix is added to the ensemble according to (2.54). Localization is also used by applying (4.10) of [63]
as localization function with parameter cG. The data assimilation parameters and further control settings
are summarized in Table 2.1.
The simulation is conducted over nT = 200 time steps with a time step size of ∆t = 2 s. As a result, the
mean concentration field is obtained. It is depicted at several times in Figure 2.11 and compared with the
true solution at the same times. Starting with a rather bad estimate, the estimate is improved over time.
At final time, qualitative differences between the true solution and the estimate can be hardly noticed so
that the estimate appears to be rather good.
To allow for a better quantification of the performance of the monitoring strategy, the root mean square
error between the true state vector and the estimated state vector has to be determined. As the true
solution is known, the root mean square error
rmse(k) = ‖x
t(k) − x(k)‖√
n
(2.89)
can be easily computed and evaluated at every time step t(k). Furthermore, to compensate the potential
effect of the involved random variables, the same scenario is run several times and a mean over all simu-
lation runs is taken. The resulting mean error over time is plotted in Figure 2.12. After a strong decrease
in error at the beginning, where especially the effects of the initial condition are captured, the error
reaches a specific level that is only slightly decreased with advancing time. Due to the limited number of
sensor vehicles and the continuous perturbation due to model errors, the true solution, naturally, cannot
be reached completely and a specific deviation will always remain. However, despite the continuous
perturbation, an increase of the error cannot be noticed so that the quality of the state estimate can be
kept relatively constant over time.
To show that the presented dynamic data-driven approach outperforms other simple strategies, the error
evolution is also shown for two other monitoring strategies in Figure 2.12. A static network consisting
of three intelligently placed sensors at rp1 = (200m, 300m)T , rp2 = (400m, 500m)T and rp3 =
(600m, 600m)T can, of course, not match up with the performance of the dynamic data-driven method.
While the error reduction at the very beginning is higher (this is due to the fact that the initial position of
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(a) Estimated concentration at t = 0s (b) True concentration at t = 0s
(c) Estimated concentration at t = 100s (d) True concentration at t = 100s
(e) Estimated concentration at t = 400s (f) True concentration at t = 400s
Figure 2.11: Concentration distribution at different times – estimate (left) vs. true state (right)
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Figure 2.12: Root mean square error of the state estimate obtained with the proposed dynamic data-driven
approach, a patrol strategy and a static sensor network over time
the static network is more informative), the data-driven approach soon underbids the error obtained with
the static sensor network. With advancing time, the deviation between static estimate and true state even
increases so that the performance can be described to be much worse and the motivation to use mobile
sensor vehicles in this scenarios can be confirmed.
Another strategy comprises the use of mobile sensor vehicles that patrol along certain, prespecified paths.
For the considered patrol approach, the paths are depicted in Figure 2.10. The paths run through regions
in which a high amount of information is expected prior to the application. Regarding the error plot in
Figure 2.12, the patrol approach also succeeds in keeping the error relatively constant after a first large
reduction of the initial error. However, the results of the patrol approach are still far away from the results
obtained with the dynamic data-driven approach – the error is nearly twice as high.
An entity that is closely related to the mean error is the error variance. The evolution of the total error
variance, i.e. trace(P), is depicted in Figure 2.13. While the static approach does not succeed in combat-
ting the variance increase, leading to an increase in error as seen above, the patrol approach appears not
to allow the variance to exceed a certain threshold. The variance slightly increases over a certain time
horizon and is rapidly decreased over a short time horizon as the sensor vehicles are sometimes located
at informative measurement locations and sometimes not. The dynamic data-driven approach leads to
the largest variance reduction since variance reduction is its defined goal. Consequently, the error in the
dynamic data-driven approach is the lowest.
The trajectories of the sensor vehicles in the proposed approach is illustrated in Figure 2.14. Thanks to
cooperation among the sensor vehicles, each vehicle moves straight to a different target point so that all
target points are reached after some time. Every time a target point is reached (or outdated), a new target
point is calculated and the sensor vehicles adapt their movement.
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Figure 2.13: Sum of error variance for the proposed dynamic-data driven approach, a patrol strategy and a
static sensor network over time
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(a) t = 20s: Sensor vehicles (blue bullets) are
heading for the target points (red bullets). Due to
cooperation, each vehicle tries to reach a different
target point. The past way is illustrated with a blue
line.
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(b) t = 36s: The vehicle in the left corner has
reached a target point and has changed direction
to reach the newly calculated target point at the
bottom. The other vehicles are still in process of
getting to the first generation target points.
Figure 2.14: Illustration of vehicle movement
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2.7.3 Investigation of Parameters
The dynamic data-driven approach depends on a number of parameters related to the methods that are
employed. In this subsection, the influence of some of these parameters is examined.
Influence of Ensemble Size
At first, the influence of the applied data assimilation method is investigated using the test case setting of
the previous subsection. As described in Section 2.4.3, the error covariance matrix of the Kalman Filter
can be approximated by the ensemble set of the ensemble filters. But how many ensemble members are
necessary to obtain comparable results in the considered application? To answer this question, the moni-
toring approach is tested with the Kalman Filter as well as with the EnSRF with different ensemble sizes
ns ∈ {5, 20, 50, 100}. The error between the true state and the estimate obtained with the monitoring
approach with the respective data assimilation method is calculated and plotted over time in Figure 2.15.
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Figure 2.15: Root mean square error of the state estimate obtained with the proposed monitoring approach
with KF and EnSRF with different ensemble sizes over time
As expected, the KF provides the best results with the lowest error. However, the results obtained with
most of the ensemble approaches is only slightly higher. An ensemble size with 20 ensemble members
seems to be most suitable in this context providing comparable results to the Kalman Filter with a lower
computational effort. In contrast, an ensemble size of ns = 5 has to be rejected since its error is
considerably higher than the one of the other approaches.
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Influence of Error Covariance Matrices
Another potentially influencing factor is the choice of the initial error covariance matrix P(0) and the
model error covariance matrix Q(k). These matrices strongly determine the evolution of P(k), which is
not only important for the data assimilation process (cf. Section 2.4), but is also a decisive factor in the
identification of new measurement locations (cf. Section 2.5). In this context, the application of a state-
dependent model error covariance matrix (2.52) and (2.54) has been proposed in this work emphasizing
positions with higher concentration where a dynamical change is more likely.
The impact of the choice of these matrices is evaluated in a slightly changed test case scenario with
initial condition (2.85) and different choices of Σ1 and Σ2 as well as of r1 and r2. Different parameters
PA, PL2, QA and QL2 are used to set up the error covariance matrices (2.87) and (2.88).
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Figure 2.16: Root mean square error of the state estimate obtained with the proposed monitoring approach
for different with different initial error covariance matrices P(0) and model error covariance
matrices Q over time
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The obtained results are shown in Figure 2.16. In general, it can be stated that different reasonable
choices of the error covariance parameters lead to similar results after a number of time steps. However,
if higher quality results should be available at earlier times, some choices are more beneficial than others.
The parameter PA determines the magnitude of the entries in the initial error covariance matrix P(0). A
larger PA means less trust in the initial estimate. As the initial estimate is rather bad in the considered
test case, Figure 2.16(a) recommends the choice of a large PA in this scenario. On the other hand, if the
initial estimate would be rather confident and the measurements are related to larger errors, a small PA
would be the better choice.
Obviously, the opposite applies for the magnitude of QA (cf. Figure 2.16(c)). A larger QA implies a
larger increase of error variance at positions with higher concentration. Starting from an initial condition
that is uniformly zero, concentration, and thereby error variance, is introduced to regions in the vicinity
of the sensor vehicles. IfQA is too large, the sensor vehicles might be prevented from globally exploring
the domain, resting in regions with higher error variance.
For the parameters LP2 and LQ representing the correlation area, Figure 2.16(b) and 2.16(d) lead to the
conclusion that the correlation is spatially strongly limited so that small values of LP2 and LQ provide
the best results.
Besides the parameter choices of the error covariance matrix, the performance of the proposed state-
dependent model error covariance matrix has to be evaluated. Two different test case settings are run,
one with a moderate perturbation (diffusivity perturbed by 0.1m2s−1 per step, velocity by 0.5ms−1 per
step with moving average filter) and one with a strong perturbation (diffusivity perturbed by 1m2s−1
per step, velocity by 2ms−1 per step with moving average filter) representing model error. The results
obtained with a state-dependent model error covariance matrix (QA = 0.05, LQ = 6 · 104) are compared
to an inflation method (α = 1.04), typically used with ensemble filters.
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Figure 2.17: Root mean square errors of the state estimate obtained with the proposed monitoring approach
for state-dependent model error covariance matrix and inflation-based model error covariance
matrix for moderate and strong perturbation over time
Figure 2.17 shows the root mean square error of both methods applied as part of the proposed dynamic
data-driven monitoring approach. In a scenario with moderate perturbation, the method using state-
dependent model error covariance matrices performs already better. However, a significant improvement
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using the state-dependent error covariance matrix is obtained when applying it in scenarios with large
perturbations. If strong perturbations occur, the growth of error is higher in regions with high concen-
trations so that the use of state-dependent model error covariance matrices appears to be natural. Such a
choice of error covariance matrix is even more suitable when handling a mobile sensor network whose
movement is based on the uncertainty of the estimates: vehicles are driven to locations with high con-
centration estimates where the error is assumed to be highest. On the other hand, if no or hardly model
perturbations are added, inflation methods will provide an efficient alternative leading to an exploration
of a larger area.
Influence of Number of Sensor Vehicles
A further very important parameter is the number of sensors that are applied in the monitoring approach.
Obviously, a higher number of sensor vehicles will provide a higher quality estimate. The conducted test
case with different numbers of sensor vehicles confirms this assumption. Figure 2.18 depicts the error
for a setting with one, two, three and four sensor vehicles over time. Besides the fact that more sensor
vehicles provide better estimates, a saturation behavior can be stated. The benefit of an additional sensor
gets smaller with an increasing total number of sensors.
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Figure 2.18: Root mean square error of the state estimate obtained with the proposed approach for different
numbers nV of sensor vehicles over time
Influence of Local Appealing Points
Local appealing points (cf. Subsection 2.5.2) have been designed to pull sensor vehicles into regions with
high error variance while they are on their way to the target locations so that uncertainty can be reduced
on the way. For the considered test case scenario, the results depicted in Figure 2.19, however, show
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Figure 2.19: Root mean square error of the state estimate obtained with the proposed approach with and
without use of local appealing points over time
only a minor improvement for the use of local appealing points. This is mostly caused by the fact that
in the considered test case setting most uncertainty is introduced in a relatively dense area. Problems on
larger scales with more distributed sources of uncertainty benefit from the use of local appealing points
more significantly.
In order to confirm the latter statement, the set up illustrated in Figure 2.20(a) is considered, in which
two sensor vehicles are applied to monitor the depicted concentration field with corresponding error
covariance matrices. The first target points lie in the centers of the left most Gaussian pulses. While
the vehicles without the use of the appealing points move straight to the center, appealing points cause
a slight detour so that the error variance in the bottom and top half is reduced on the way. Thereby, the
error is decreased significantly (see Figure 2.20(b)).
2.7.4 Results for Joint State and Parameter Estimation
As presented in Subsection 2.4.4, the proposed monitoring approach is also capable of estimating a
parameter vector, particularly the source output function θ(t), along with the state vector. Evaluation of
the parameter estimation is the subject of the present subsection and different scenarios with increasing
difficulty and complexity are considered.
The general test case setting is adopted from the previous subsections. While velocity and diffusivity
remain perturbed, the true as well as the estimated initial condition for the state vector is set to zero
xt(0)(r) ≡ x(0)(r) ≡ 0. Unlike in the previous scenarios, a source is considered. The true source is
governed by the equation
s(r, t) = 0.005f(r− rs, 100m), (2.90)
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(a) Vehicle trajectories of the approach with appeal-
ing points (orange) and withouth appealing points
(gray) on true concentration field at initial time
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Figure 2.20: Set up, trajectories and results of test case scenario concerning appealing points
Table 2.2: Simulation and controller settings
Forecast covariance magnitude PA 0.2
Forecast covariance center rP [m] (250, 250)T
Forecast covariance area LP1 [m2] 1.3 · 105
Forecast covariance area LP2 [m2] 2 · 104
Model covariance magnitude QA 0.02
Model covariance area LQ [m2] 2 · 104
Localization function parameter P (0)θ 0.02
Localization function parameter Qθ 0.01
where the function f is a function with local compact support, similar to (4.10) of [63]. The spatial
position rs and extent of the source are known, but the source output function θt(t) = 0.005 is not and
has to be estimated jointly with the process state starting from the initial guess θ(0) = 0. Table 2.2
contains the changed settings of the error variance settings involved.
The estimation is processed twice – once using only uncertainty-based target points and once using a
source target point instead of an uncertainty-based target point. Figure 2.21 shows the resulting parame-
ter estimates as well as the true solution over time. Both approaches succeed in finding an approximation
of the true parameter value. Unfortunately, the estimates suffer from high-frequency fluctuations. These
fluctuations stem from the continuous movement of the measurement devices in combination with model
error, i.e. perturbed velocity, and diffusivity. A source target point leads to a rest of a sensor vehicle for
a longer time and, therefore, at least slightly alleviates the fluctuation effect.
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Figure 2.21: Parameter estimate over time for steady parameter scenario
It is not only possible to estimate static parameters, also dynamically changing parameters can be esti-
mated with the parameter estimation method. Therefore, the former test case setting is now considered
with a dynamic source
s(r, t) =
(
0.005 + 0.001 sin
(
pit
200
))
f(r− rs, 100). (2.91)
The obtained results are shown in Figure 2.22. Apart from some fluctuations, the parameter estimates
follow the evolution of the true parameter. Again, a slightly more precise and less fluctuating result is
gained if a source target point is applied.
Frequently, the true source position and extent is also not perfectly known and has to be estimated online.
Such a scenario can also be solved with the proposed approach considering that the true source function
st(r, t) can be approximated by a linear combination of some exemplary source functions si(r, t) whose
output functions θi(t) are determined during the online simulation as in the previous test cases. For the
considered test case, the true source has the form
st(r, t) = 0.005f(r− rs, 150) (2.92)
with rs = (350m, 350m)T , whereas the considered source functions
si(r, t) = θif(r− rs,i, 100) (2.93)
have a more narrow width and a different center. The centers of the considered source functions lie
along the line γ(ω) = (700m · ω, 700m · (1 − ω))T , ω ∈ [0, 1]: rs,1 = (330m, 370m)T , rs,2 =
(380m, 320m)T , rs,3 = (430m, 270m)T .
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Figure 2.22: Parameter estimate over time for unsteady parameter scenario
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Figure 2.23: Parameter estimate at true source location over time
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Figure 2.24: Estimated source output along line γ(ω)
Starting with the initial estimate θ(0)i = 0, the results shown in Figure 2.23 are obtained. At the actual
source location, the proposed monitoring approach provides a rather precise estimate of the source output
parameter, particularly when using a source target point.
Figure 2.24 shows the spatial estimate of the complete source function obtained from linear combining
the assumed source functions with their estimates parameters at final time. Considering that only three
source functions are available to approximate the true source, the estimate can be stated to be rather
good.
2.7.5 Computation Time and Scalability
Besides the estimation quality of the monitoring approach, its computation time is a decisive factor since
the approach has to be applied in real-time scenarios in the end. For this reason, the computation time
and the scalability of the approach are evaluated in this subsection.
The focus of this work lies in the choice and design of suitable algorithms with a reduced numerical
effort, not on the actual optimization of the code for high-performance applications. Therefore, the
further examinations are performed with a potentially non-optimized code on a standard machine (Intel
(R) Core (TM) i7-3820 3.60 GHz, 16 GB RAM, implemented in Matlab R2015b). A code optimization
together with the use of a high-performance computer would further decrease the computation time.
However, the following results provide a good first impression of the performance of the single steps
and their dependence on certain parameters. In this way, the scalability of the approach with respect to a
larger problem dimension, a larger number of sensor vehicles, etc. can be assessed.
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Figure 2.25: Average computation time for one forecast step depending on number of gridpoints n and used
data assimilation method with ensemble size ns
The general test case presented in Subsection 2.7.2 is conducted several times for different settings of n,
ns and nV and the computation times are averaged. Figure 2.25 provides the required computation times
for one forecast step depending on the number of grid points n and the number of ensemble members
ns. As expected, the computing time increases with an increasing number of ensemble members nS and
with an increasing number of grid points n. However, the increase of computation time with increasing
n using an EnSRF is much smaller than the increase when using a Kalman Filter. Hence, the EnSRF
seems to be a suitable method for application in the considered scenarios. The obtained computation
times indicate that the forecast step for a problem of approximately 10,000 grid points can be probably
computed in real time in practical scenarios using a central supercomputer. Much higher numbers of
grid points could be potentially more problematic.
Figure 2.26 shows the computation times for one analysis step. In general, the effort for the analysis step
is lower than the effort of the forecast step, at least for small np. Thereby, results can be obtained in a
shorter amount of time and the forecast step has to be considered as the critical factor.
The computation times for one control step consisting of target point update and vehicle control are
depicted in Figure 2.27. A significant increase of computation time with a growing number of sensor
vehicles can be stated. Even for a moderate number of sensor vehicles, the solution of the mixed-integer
optimal control becomes time-consuming. The computation time can be decreased by a reduction of
the MPC time horizon Tr, a reduction of the number of hyperplanes nγ or earlier termination of the
optimization algorithm. Other strategies to increase scalability with the total number of sensor vehicles
are proposed in the following chapters.
64 2 A New Centralized Approach to PDE-based Dynamic Data-Driven Monitoring
10 2 10 3 10 4
DOF n
10 -4
10 -2
10 0
10 2
co
m
p
u
ta
ti
o
n
ti
m
e
(s
)
KF
ns = 5
ns = 20
ns = 50
ns = 100
Figure 2.26: Average computation time for one analysis step depending on number of gridpoints n and
used data assimilation method with ensemble size ns
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Figure 2.27: Average computation time for one vehicle control step depending on number of sensor vehicles
nV and number of gridpoints n
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2.8 Summary and Discussion of Chapter 2
A new dynamic data-driven monitoring strategy for atmospheric dispersion processes has been presented
in this chapter. Based on the forecasts of a PDE-model and on observations from a network of multiple
mobile sensor vehicles, process state and parameters can be repeatedly estimated in an online fashion
and the movement of the sensor vehicles is adapted accordingly. Several building blocks comprising
different methods from different research areas have been set up and have been complemented with novel
methods (e.g. a sequential target point generation approach) and settings (e.g. state-dependent error
covariance matrix) to obtain a DDDAS for atmospheric dispersion monitoring. The resulting structure
avoids a sophisticated optimal control problem to generate vehicle control inputs and backs, instead, on
a relatively loosely coupled structure of estimation, control, and simulation to account for the online
applicability. For the considered test case scenarios, the proposed approach provided good estimation
results concerning both process state and source output. The obtained results proved to be by far better
than the results obtained with other basic monitoring strategies. Furthermore, the influence of various
parameters on the results has been investigated.
However, the proposed approach also comes along with a few drawbacks. When dealing with a lot
of sensor vehicles or a very large state dimension, the proposed approach, according to the performed
studies of computation time, does not appear to be scalable. The computations might become computa-
tionally intractable, even on a supercomputer that is assumed to be applied in the considered scenarios.
Dividing the group of sensor vehicles and simplifying the process model could be a solution to this prob-
lem. Furthermore, when considering scenarios with characteristic distances of several kilometers, the
communication range can become a limiting factor. Sensor vehicles can get out of range and cannot be
controlled centrally anymore.
Hence, the proposed approach seems to be suitable for scenarios with a spatial size of several hundred
meters providing high communication capabilities with a relatively low number of sensor vehicles and
a medium size process model. To account for scenarios for which this centralized approach is not well
suited, a closer look is taken on decentralized monitoring approaches in the next two chapters. Decentral-
ized approaches typically do not require vast communication ranges and inherently implement a division
of sensor vehicles into smaller groups.
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3 A New Decentralized Approach to PDE-based Dy-
namic Data-Driven Monitoring
This chapter presents a new decentralized dynamic data-driven monitoring approach for atmospheric
dispersion processes. Compared to related centralized approaches, the proposed decentralized approach
improves scalability and robustness and can be applied in scenarios related to networks with weaker
communication capabilities. The proposed approach, unlike related decentralized approaches in liter-
ature (cf. Section 1.3), is based on a PDE model of the dispersion process and benefits from its more
realistic physical prediction abilities. However, incorporating a greedy PDE model in an application with
real-time requirements is highly challenging and simplifications providing a good trade-off between es-
timate quality and computation time have to be considered. Proper Orthogonal Decomposition, a model
order reduction strategy using a low number of basis elements that approximate precalculated solutions
of the considered process model, is applied. Furthermore, the aspect of decentrality and limited com-
munication radii have to be taken into account regarding a decentralized data assimilation scheme, a
decentralized vehicle controller and a decentralized target point identification method.
While the basis of the work of this chapter has been previously published by the author in [148], an ex-
tended variant for snapshot generation and more thorough evaluation results with respect to the accuracy
of reduced order models, the influence of decentralized data fusion and the scalability of the approach
are presented in the following.
Most of the foundations required for this chapter have already been described in Chapter 2. For an
improved understanding, the outline of this chapter adopts the outline of Chapter 2 and the modifications
regarding decentrality and further simplifications are explained. Starting with a short review of related
decentralized monitoring approaches, an overview of the proposed decentralized monitoring approach
is presented and the contributions of the chapter are stated in more detail in Section 3.1. Subsequently,
the required building blocks for the monitoring approach are explained in Sections 3.2-3.6. Evaluation
results are presented in Section 3.7 and the chapter is concluded with some remarks in Section 3.8.
3.1 A New Decentralized Monitoring Strategy: Contribution and Overview
The goal of this chapter is to design a new decentralized dynamic data-driven monitoring approach
for state and parameter estimation. In a decentralized network, a central fusion and control node is
completely avoided. Instead, the whole computation is distributed to the sensor vehicles. Each vehicle
is equipped with its own computing unit processing only local information regarding data fusion and
control. The nodes are capable of communicating within their local neighborhood on a node-to-node
basis but have no knowledge of the global communication topology.
The motivation for the application of a decentralized approach is manifold: First, decentralized ap-
proaches are especially suitable for larger problem domains that do not fit the communication require-
ments. As communication only takes part locally, there is no demand for vast communication ranges
and the bandwidth requirements are also to a large extent lower. Thereby, scalability with respect to the
problem domain improves. Also, scalability with respect to the number of sensor vehicles becomes pos-
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sible. Only neighboring sensor vehicles are considered in the computations so that a lot of computation
time can be saved. Lastly, also the robustness is increased avoiding a central point of failure.
For these reasons and motivated by the recent hardware developments in the field of sensor vehicles,
decentralized mobile sensor networks are increasingly considered for monitoring tasks (cf. the more
detailed literature review on this topic in Section 1.3). Most work focuses on distributed coordination
[120, 26, 109] of multiple sensor vehicles, i.e. on relatively lightweight tasks for a large number of
sensor vehicles. The work on state estimation is relatively sparse. Besides the approach presented in
[44], which cannot be considered dynamic data-driven, approaches that are based on relatively simple
statistical forecast models have been proposed [170, 90, 62, 38].
Thus, the work presented in this chapter contributes to the state of the art by providing a new decen-
tralized dynamic data-driven monitoring strategy with forecasts based on a PDE model. The proposed
approach possesses both, the benefits of DDDAS with its online adaptability to dynamic varying pro-
cesses and the benefits of PDE-based forecast models, enabling a physically realistic prediction.
However, the use of PDE-based models in dynamic data-driven approaches is highly challenging - even
more, when considering decentralized approaches. While the real-time requirements, obviously, still
hold, the computational power of the onboard processing units is strictly limited. Maintaining high-
dimensional models, which are typical when working with PDE models, is prohibited in this context.
Simplifications providing a good trade-off between accuracy and computation time have to be consid-
ered.
Another challenge is decentrality. Information is not available globally anymore, but only locally at the
sensor vehicles. This requires adapted algorithms for the applied methods. In total, a globally converging
strategy has to be designed with locally operating agents.
Like the monitoring approach presented in Chapter 2, the decentralized monitoring approach consists
of multiple building blocks. The basis of the building blocks consists of well-established and recently
proposed methods from literature as well as of newly developed methods described in the previous
chapter. All these methods have to be applied to the present scenario, have to be modified regarding
the simplification and decentralization aspect and have to be suitably connected. An overview of the
building blocks of the monitoring approach and their interaction is depicted in Figure 3.1.
Every sensor vehicle performs the tasks described in the following locally on its own computing facility.
The cycle is started with the process simulation propagating the mean estimate together with the error
covariance to the new measurement time. As this step is very expensive for high-dimensional models,
model order reduction techniques are applied to the dispersion model introduced in the previous chapter.
Using proper orthogonal decomposition together with a bunch of data representing the characteristic
dispersion problem considered in this work drastically reduces the state dimension and, thereby, the
computation time. The basics of proper orthogonal decomposition and its specific application to the
problem considered within this work, including the proposed choice of the snapshot set, are described in
Section 3.2.
Besides the model prediction, the sensor measurement is available as an additional information source.
Section 3.3 presents the decentralized observation model and provides more detailed information about
the applied communication and computation topology.
The next step consists of data assimilation, i.e. the combination of measurement and model prediction
to obtain a higher quality estimate. To account for the decentralized computing architecture with limited
communication range, a two-step variant is proposed here. First, every agent integrates its own mea-
surement into the model via the use of the standard Kalman Filter. Second, information concerning the
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Figure 3.1: Overview of the proposed decentralized monitoring approach
updated state estimates is exchanged with neighbors. Data fusion using Covariance Intersection yields
an improved estimate for mean state and corresponding error covariance matrix. The procedure working
on reduced models is explained in Section 3.4.
Based on the resulting estimates, suitable measurement locations are generated and updated. For this pur-
pose, the centralized target generation step of the previous chapter is modified for the use in decentralized
systems (see Section 3.5).
The generated target points serve as input for the cooperative vehicle controller, whose decentralized
variant was already presented in [104] and is applied to the scenario considered in this work. Section 3.6
briefly describes the decentralization of the controller enabling an increased scalability of the approach.
The control input for the sensor vehicle is obtained as an output of the controller so that the sensors get
to positions that potentially provide more informative measurements.
3.2 Reduced Order Modeling of the Advection-Diffusion Equation
The application of FEM or other spatial discretization methods usually leads to high-dimensional sys-
tems since the number of grid points to solve the considered PDE is typically very large. Thus, one has to
cope with large state vectors and the forecast equations (2.27) requires the solution of a high-dimensional
linear system. A huge computational effort to solve the resulting equations is the consequence. While a
central supercomputer is still capable of providing results quickly, at least for a moderate problem size,
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these computations become intractable when performing them on the on-board computational units of the
sensor vehicles. Thus, the computational burden for model propagation has to be reduced significantly.
One promising approach in this context is to reduce the dimension of the model, i.e. to use a Reduced
Order Model (ROM). The idea is to approximate the full dynamics of the system with a lower dimen-
sional system so that the behavior of the process can still be predicted in a reasonable way. Thereby, the
ROM can be applied onboard the sensor vehicles for predictions within an appropriate amount of time.
Besides a number of different ROM approaches, especially projection-based approaches are commonly
used in practice [10, 15]. In projection-based approaches, the full system is projected to a relatively
small number of basis functions. The basis functions to be used depend on the applied model reduction
technique.
While the Reduced Basis method [139] is a common method used for parameter-dependent systems, an
exemplary projection based approach for state estimation is Balanced Truncation (BT), originally intro-
duced in the field of control design [124]. Applying BT, the system is transformed so that controllability
and observability Gramian become diagonal. State variables contributing little to the overall performance
are truncated. BT can only be applied to linear systems and affords the solution of a Lyapunov equation,
which is expensive for large dimensional systems. To cope with systems with a high number of degrees
of freedom and to enable future potential nonlinearity, BT is not a perfect choice in the context of this
work.
Instead, the very popular Proper Orthogonal Decomposition (POD) method [115] in its snapshot variant
[158] seems to be suitable. Several numerical simulations exemplary for the potential actual system
behavior are run prior to the application. Based on the gathered set of information, the POD basis
vectors containing characteristics of the solution are constructed.
In this work, Proper Orthogonal Decomposition is used to reduce the dimension of the model. While
Subsection 3.2.1 explains the generation of the POD basis, the application of the generated POD basis to
the considered problem equations resulting in the desired ROM is treated in Subsection 3.2.2. A specific
choice of the snapshot set for problems considered in this work is proposed in Subsection 3.2.3.
3.2.1 Basis Construction via Proper Orthogonal Decomposition
Proper Orthogonal Decomposition, in other areas also known as Principal Component Analysis or
Karhunen-Loève expansion, is frequently used for model reduction in a number of different applica-
tion areas. To compute the POD basis, following the method of snapshots [158], data sampled from
several representative simulations or experimental measurements of the system is required. Apply-
ing Proper Orthogonal Decomposition to the gathered data, commonly called snapshot set, yields the
resulting orthonormal basis Bn` = {φi}n`i=1 with n`  n.
To set up the snapshot set, several offline computations of the full system are required. Simulation
settings, parameters and initial conditions for the different simulation runs should be chosen to be rep-
resentative for the actual dynamics of the system. Subsection 3.2.3 describes the different simulation
settings that are chosen to get a reasonable reduced order model of the state forecast equation (2.27).
Having gathered the solutions x(k)j , k ∈ {0, . . . , nT}, j ∈ {1, . . . , nS} of the nS different simulation
runs at time t(k), the snapshot matrix
C = (x(0)1 , . . . ,x
(nT )
1 ,x
(0)
2 , . . . ,x
(nT )
nS−1,x
(0)
nS
, . . . ,x(nT )nS ) ∈ Rn×nC (3.1)
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with nC = nS(nT + 1) < n can be constructed. Note that the snapshot matrix size nC , and with it the
effort for basis construction, can be reduced if the solution is not inserted into the snapshot set for every
time t(k), but only at specific times.
The aim is now to find an orthonormal basis of size n` such that the error between the snapshots repre-
sented in the full space and the snapshots projected onto the reduced space is minimized. To attain this,
the following optimization problem has to be solved
min
B`
nC∑
j=1
∥∥∥∥(C)·,j − n∑`
i=1
((
(C)·,j
)T
φi
)
φi
∥∥∥∥2 (3.2)
s.t. φTi φj = δij,
where δij denotes the Kronecker delta. It turns out (cf. [77]) that the solution of the constrained opti-
mization problem (3.2) can be equivalently found by solving the symmetric nC×nC eigenvalue problem
CTCvi = λivi (3.3)
and generating the POD basis Bn` from
φi =
1√
λi
Cvi (3.4)
for i ∈ {1 . . . n`}, where λi are sorted in a descending order λ1 ≥ λ2 ≥ . . . ≥ λnC ≥ 0. Eigenvectors
vi corresponding to large eigenvalues λi contribute most to the representation of the solution given by
the snapshot set, whereas the influence of eigenvectors corresponding to small eigenvalues is minor.
Motivated by this, eigenvectors with smaller eigenvalues are neglected and a reduced basis Bn` with
only n` basis elements is obtained.
In general, the number n` of POD basis elements should be chosen to be as small as possible. The
fraction δ to which the chosen basis captures the total energy of the full snapshot set can be determined
by the relation ∑n`
i=1 λi∑nC
i=1 λi
= δ. (3.5)
Thus, for a given nominal value δS , the number n` should be chosen to be the minimal number such that
δ > δS .
3.2.2 POD-based Reduced Order Model
Having computed the POD basis, the full forecast system (2.33) can be reformulated in a lower dimen-
sional space by projecting the corresponding vectors and matrices on the POD basis. With the POD
matrix Φ = row{φi}n`i=1 ∈ Rn×n` , the reduced state vector xˆ can be expressed as xˆ(k) = ΦTx(k) and
the reduced variant of (2.33) yields
xˆ(k+1) = Mˆxˆ(k) + fˆ (k+1), (3.6)
with Mˆ = (ΦT (W1V1 + W2)Φ)−1ΦTW1V2Φ and fˆ (k) = ΦT f (k). With this reduced forecast
model, state operations like the state forecast become much more efficient. This is even more significant
for the propagation of the reduced error covariance matrix Pˆ(k) = ΦTP(k)Φ, which, according to (2.35),
reads
Pˆ(k+1) = MˆPˆ(k)MˆT + Qˆ(k+1) (3.7)
with Qˆ(k) = ΦTQ(k)Φ.
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3.2.3 Snapshot Generation
Several simulation runs have to be conducted prior to the application of the reduced model to build
up the snapshot set. As the quality of the results obtained with the reduced model strongly depends
on the representativeness of the snapshot set, the choice of the snapshot set should be well considered.
Different factors and parameters that potentially influence the solution have to be identified and must be
represented in the simulation runs building up the snapshot set.
In the context of this work, the true state evolution (2.34) with explicit consideration of the source yields
xt(k+1) = Mxt(k) + Sθt(k+1) + f (k+1) + η(k+1) (3.8)
and has to be represented by the snapshot set. As the true initial condition, the source terms and model
errors are not exactly known, simulations are performed with initial guesses of these entities and potential
variations of them.
To account for different initial conditions, several simulation runs have to be performed based on
different initial conditions for the concentration. Assuming a set of nIC different initial conditions
x
(0)
j (r) = qIC,j(r) with j ∈ {1, . . . , nIC}, the solution of a linear model with initial conditions consist-
ing of a linear combination of the individual conditions
x(0)(r) =
nIC∑
j=1
αjqIC,j(r) (3.9)
is also represented by the snapshot set. This motivates the use of several basis functions for qIC,j(r)
enabling the approximation of a large set of different potential initial conditions.
For the source term s(r, t) = θ(t)q(r), impulse response snapshots, as for example applied in [67] for
the control of fluid equations, can be generated. To represent the source effect, it is sufficient to conduct
several simulations of the following system corresponding to different source location functions qj(r),
j ∈ {1, . . . , nSS} with discretized vector Sj as instantaneous source
xS(k+1)j =Mx
S(k)
j + f (k+1) + δ1(k+1)Sj (3.10a)
xS(0)j = 0. (3.10b)
According to the use of the Kronecker delta δ1(k+1), the source term Sj only has to be considered
in the first time step. The obtained snapshots capture the effect of all possible linear combinations∑nSS
j=1 θ
(k)
j Sj , even for unsteady θ
(k)
j . The reason why it is sufficient to calculate the impulse response
xS(k)j as in system (3.10) is that system (3.8) can be regarded as LTI system with inputs Sθt(k) so that,
according to Duhamel’s principle, it is possible to express the solution x(k) of the system as the sum of
the convolution of the parameter θj with the impulse response wj corresponding to an initial excitation
S(0)j
x(k) =
nθ∑
j=1
k∑
i=0
θ
(i)
j x
S(k−i)
j . (3.11)
Finally, the snapshot set is enriched with the influence of the assumed model error to be able to con-
tinuously represent the evolution of the true state. The model error η can also be considered to be an
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input of the LTI system so that the impulse response technique can be applied for the model error again.
Therefore, the Karhunen-Loève expansion of the model error
η(k) =
n∑
j=1
σ
(k)
j
√
λjvj (3.12)
is used, where λj and vj are eigenvalues and eigenvectors of the error covariance matrix Q and σ(k)j is a
normally distributed random variable. An approximation to the noise term is obtained if the summation
in (3.12) is only made over the nη most dominant eigenvectors. If this ansatz is plugged into (3.8), the
noise can be interpreted as random input and Duhamel’s principle can be applied again. The impulse
responses xSηj for all considered noise eigenvectors vj are added to the snapshot set.
Please note that the error covariance matrices considered in this work are typically assumed to be time- or
state-dependent so that, due to different Q a high number of different model error snapshot simulations
would have to be performed. Moreover, the true model error to be represented is commonly not normally
distributed (see Section 2.4.1) and the error covariance matrix is not known exactly. While a general
choice of Q can still lead to some representative snapshot ingredients, it is also advisable to consider
also other potential perturbations effects for integration into the snapshot set.
Due to linearity of (3.8), all three kinds of snapshot simulations can be performed individually without
the need of consideration of the effects of the other terms.
3.3 Modeling of Sensor Vehicles
The monitoring approach considered in this chapter is decentralized and limited communication ranges
are considered. Thus, compared to Chapter 2, some modifications on the sensor vehicle models have
to be made. While the dynamics are the same as described in Subsection 2.3.1, a new communication
and computation topology has to be designed (see Subsection 3.3.1) and the observation model has to be
adapted (see Subsection 3.3.2).
3.3.1 Decentralized Computing Architecture
The computation architecture considered in this chapter is fully decentralized. This means that there is
no central computing node. Instead, every vehicle is equipped with a computing facility, on which local
computations can be performed. Communication is only possible with neighboring nodes. The benefits
of such an architecture are the avoidance of a central point of failure, a potentially more reactive sensor
fleet, and an increased scalability. Furthermore, restricted communication capabilities are explicitly
taken into account.
In this section, it is assumed that communication is only possible with vehicles residing within the
limited communication range dj . Defining for sensor vehicle j ∈ {1, . . . , nV } the set of neighbors
Nj(t) = {m ∈ {1, ..., nV } : ‖rpj (t)− rpm(t)‖ < dj}, vehicle j is capable to communicate with all ve-
hicles in Nj . Due to vehicle movement, the structure is not static, but changes over time. Figure 3.2
shows an exemplary communication structure with point to point communication between any two con-
nected sensor vehicles.
Applying the proposed structure, every sensor vehicle maintains its own model state, which is propagated
in time on the local computing device and updated with information from neighboring sensor vehicles.
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Figure 3.2: Communication network of the proposed decentralized monitoring approach. Each vehicle com-
municates with vehicles located within the limited communication range (depicted in blue). For
clarity, only two communication ranges are shown.
Model states of different sensor vehicles can differ so that information concerning the whole model state
is exchanged in the vicinity.
3.3.2 Observation Model
Compared to the centralized observation model described in Subsection 2.3.2, a minor modification is
needed to set up the decentralized observation model for every sensor vehicle j.
In general, vehicle j does not have global knowledge of the complete system, i.e. Nj ⊆ {1, . . . , nV }
and (2.32) is unknown. Only the observation model
y(k)j = H
(k)
j (xt(k)) + (k). (3.13)
with observation vector yj = col{yi : i ∈ Nj}, observation model operator Hj = col{hi : i ∈
Nj}, model error j = col{i : i ∈ Nj} and corresponding model error covariance matrix Rj =
blockdiag{Ri : i ∈ Nj} could be accessed. However, for the decentralized data fusion method described
in the following section, it is even sufficient to consider only the own measurement yj according to (2.30).
3.4 Decentralized Data Fusion
Instead of fusing data at a central point of the system, the data assimilation procedure has to take place
locally at every sensor vehicle in a decentralized architecture. Every node updates its own model state
and error statistics with its own measurements as well as with information obtained from the neighbors.
Thus, the centralized data assimilation step presented in Subsection 2.4 has to be modified to fit the
decentralized architecture and methods from distributed data fusion [126, 29] have to be applied.
A simple solution for decentralized data assimilation would be to send all measurements to all nodes,
to assemble the global observation vector y and to apply the standard Kalman update. To avoid waiting
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for all measurements to arrive at the node, the Kalman formulation is reformulated into its information
form in practice. Not observations concerning the state, but observation information corresponding to an
information measure for the state estimate are communicated. As fusion of information is additive, the
fusion process becomes associative and newly obtained information can be assimilated immediately.
With increasing number of sensors, such a Kalman or Information Filter approach becomes impracti-
cal since the information from one sensor has to be sent to every other sensor vehicle resulting in a
quadratically increase in communication effort. More scalable approaches, therefore, are restricted to
a communication only within the neighborhood. In these approaches, the measurements are commonly
only assimilated locally. However, this results in different state estimates at different sensor vehicles. To
generate a consistent global state estimate, estimates have to be exchanged between neighboring nodes
and have to be combined with the own estimate. Examples for such approaches are diffusion-based
approaches [32] or consensus approaches [131]. The drawback of these approaches is that the error co-
variance matrix is not involved in finding the fused state estimate so that the updated estimate might be
worse than the prior one.
For dynamical systems as considered within the scope of this work, the approaches presented above
cannot be applied. Every sensor vehicle can be assumed to be an expert on the part of the domain it is
currently located so that the underlying statistics should be considered in the fusion process. Further-
more, due to the movement of the sensor vehicles, it is not guaranteed that the network is fully connected
all the time leading to an even larger deviation of the individual state estimates. The question is, thus,
how the state estimates of two neighboring nodes can be fused regarding the underlying uncertainty. It
has to be obeyed that state vectors at two different sensor vehicles can be highly correlated since they
use common models, might have already fused common state and measurement information, and rely
on further common prior information. As the correlation is usually unknown, application of Kalman
Filter techniques is prohibited in this context. In this work, Covariance Intersection [91] providing a
consistently fused estimate by assuming a worst-case scenario considering the analysis error covariance
matrix is applied to resolve this situation.
In the following, a two-step data fusion method is proposed for the application scenarios considered in
this work. First, the own measurement is combined with the present model forecast using the Kalman
Filter (see Subsection 3.4.1). Then, information based on the state update is exchanged with neighboring
units and the information is fused using CI (see Subsection 3.4.2). With the use of a reduced order model
(cf. Subsection 3.2), the size of the exchanged information suits the communication capabilities and the
application of KF and CI, more greedy fusion methods, is justified.
3.4.1 Kalman Filter
Every time a new measurement gets available, it is combined with the individual state forecast present
at the corresponding sensor vehicle using the Kalman Filter described in Subsection 2.4.2. The Kalman
Filter is applied according to the description in the previous chapter, including the forecast and analysis
stage with the difference that only the own measurement (3.13) is incorporated. Thus, the Kalman update
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scheme for vehicle j ∈ {1, . . . , nV } reads as follows (time indices are omitted in the following since all
entities refer to the same time stage):
kˆj = PˆfjhˆTj
(
hˆjPˆfjhˆTj +Rj
)−1
(3.14a)
xˆa,−j = xˆfj + kj
(
yj − hˆjxˆfj
)
(3.14b)
Pˆa,−j =
(
1− kˆjhˆj
)
Pˆfj, (3.14c)
where the measurement yj and the observation error covariance Rj are scalars, the reduced Kalman gain
kˆj ∈ Rn` is a column vector and the reduced observation operator hˆj ∈ Rn` is a row vector. However,
(3.14) comprises only the first part of the analysis so that the Kalman updated entities are denoted by the
superscript (·)a,−.
3.4.2 Covariance Intersection
Having updated the own state vector with the own measurement, the next step comprises the fusion of
the own state vector with information of neighboring state vectors.
Therefore, the state vector as well as the error covariance matrix has to be exchanged with the neighbors.
Instead of exchanging xˆa,−j and Pˆ
a,−
j directly, the corresponding information vector iˆ
a,−
j ∈ Rn` and
information matrix Iˆa,−j ∈ Rn`×n` with
iˆa,−j =
(
Pˆa,−j
)−1
xˆa,−j (3.15)
Iˆa,−j =
(
Pˆa,−j
)−1
(3.16)
are exchanged. The use of the information metrics saves computational time for the further fusion step
as the matrix inversion (3.16) only has to be performed once per node.
Unfortunately, neighboring state vectors might be highly correlated relying on common updates in the
past so that a standard Kalman method cannot be used for fusion. This would only be possible if the
correlation is explicitly taken into account, but the maintenance of additional covariance matrices would
be much too expensive in this context.
An alternative is provided by Covariance Intersection (CI) [91, 93]. Using CI, the correlation between
the vectors to be fused do not have to be known, whereas the error covariance matrices influence the
fusion results. The result is a conservative, but consistent fused mean state vector with corresponding
error covariance matrix. The latter presents an upper bound for the actual error variance that would have
resulted from a fusion considering correlation.
CI uses a convex combination of state vectors and error covariances to generate the analysis state vector
xˆa,+j and error covariance matrix Pˆ
a,+
j
Pˆa,+j =
 ∑
m∈Nj
ωj,mIˆa,−m

−1
(3.17)
xˆa,+j = Pˆ
a,+
j
 ∑
m∈Nj
ωj,mxˆa,−m
 . (3.18)
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The parameters ωj,m can be found by minimizing the trace of the resulting covariance matrix
min
ωj,m
trace

 ∑
m∈Nj ,
ωj,mIˆa,−m

−1 (3.19)
s.t. ωj,m ≥ 0,
∑
m∈Nj
ωj,m = 1.
This means that a nonlinear optimization problem (3.19) has to be solved to obtain a consistent fusion
result. For the fusion of a relatively high number of state vectors, this can become a severe drawback
from a computational point of view. Sequential CI approaches have been proposed counteracting this
problem by sequentially solving a one-dimensional optimization problem [47].
3.5 Decentralized Identification of Measurement Locations
The decentralized identification of suitable target points follows the centralized determination as de-
scribed in Section 2.5. Based on the error covariance matrix and estimated source locations, a set of
target points is sequentially identified and updated from time to time.
Compared to the explanations in Section 2.5 the following remarks have to be obeyed when applying a
decentralized architecture.
• Every node identifies own set of target point: There is no global set of target points, but every
vehicle unit defines its individual set of target points using the strategies described in Section 2.5.
As the state and the corresponding error covariance at two different sensor vehicles are potentially
different, the target points at both sensor vehicles are probably also not identical. While the sets at
two sensor nodes far away from each other probably deviate to a large degree, neighboring sets of
target points are relatively similar as they have exchanged state information in the previous step so
that they still can cooperate with respect to target allocation.
• Error variance of full system is needed: When using reduced order models, the error covariance
matrix of the full system Pj , on which Algorithm 1 is based is not available. However, the reduced
error covariance matrix Pˆj allows no conclusions about interesting measurement locations as its
basis has global support. Thus, the full system’s error covariance matrix has to be examined. To
avoid the complete reconstruction of the full error covariance matrix, a simplified variant can be
applied that is sufficient to determine the error variance vj = diag(Pj)
Ξj = ΦPˆj (3.20)(
vj
)
i
=
n∑`
l=1
(
Ξj
)
i,l
(
Φj
)
i,l
. (3.21)
• Number of generated target points is higher than sensor vehicles in neighborhood: It is not neces-
sary that the number of target points corresponds to the total number of sensor vehicles anymore.
This would present a significant and avoidable computation overhead. However, the number of tar-
get points should be larger than the maximum number of sensor vehicles within a neighborhood.
A good balance enables an adequate monitoring of the local area, coevally pulling the vehicles to
regions with higher uncertainty where either additional measurements are required or an exchange
with a sensor vehicle residing in this area is possible.
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• Local appealing points remain local entities: For the local appealing points, no further special
treatment is necessary if the error variance vj is available. Every sensor vehicle computes the
appealing point of itself as well as the local appealing points for all neighbors so that they can be
considered in the optimization process.
3.6 Decentralized Cooperative Vehicle Controller
The decentralized monitoring strategy is finalized by the use of a decentralized cooperative vehicle con-
troller. A review of related decentralized cooperative strategies is provided in [127]. However, it is
straightforward to apply the extended version of the optimization-based cooperative feedback controller
used in Section 2.6 for a decentralized scenario, which has been presented in [104].
In the decentralized variant, each sensor vehicle maintains its own personal cooperative vehicle controller
and solves the MLD-based optimal control problem presented in Section 2.6 in a model-predictive con-
trol fashion. In contrast to the problem considered in the previous chapter, only the vehicles in the
neighborhood Nj are considered for the problem of sensor vehicle j. Thus, the local vehicle state vec-
tor p(k)g,j only consists of the positions, velocities, etc. of vehicle j and all vehicles residing within its
communication range dj , i.e. p(k)g,j = col{p(k)i : i ∈ Nj}. The same applies for the other entities, for
example for the output control set U (k)nTr,j , which comprises only the control inputs for the vehicles in the
neighborhood of vehicle j. Reformulating the centralized MILP (2.83) yields the decentralized MILP
min
U
(k)
nTr,j
|Fjp˜(k+nTr)j |+
nTr−1∑
i=0
|G1ju˜(k+1)j |+|G2jδ(k+i)j |+|G3jz(k+i)j |+|G4jp˜(k+i)j | (3.22a)
s.t. p˜(k+i+1)j = Ajp˜
(k+i)
j + B1ju˜
(k+i)
j + G2jδ
(k+i)
j + G3jz
(k+i)
j (3.22b)
E2jδ(k+i)j + E3jz
(k+i)
j ≤ E1ju˜(k+i)j + E4jp˜(k+i)j + E5j . (3.22c)
Each sensor vehicle applies only the first element of the resulting control input set U (k)nTr,j it has deter-
mined for itself. Potential control inputs calculated for neighboring sensor nodes are not communicated
and serve only for assessing the behavior of the neighboring vehicles, whose movement is also based
on the minimization of a similar optimal control problem. Obviously, the decentralized strategy cannot
compete with the optimality of the trajectories in the centralized approach, but the feedback properties
of MPC avoid larger deviations.
In general, the effort for the solution of (3.22) is much lower than the effort required for computing (2.83)
since the number of vehicles involved in the computation is much smaller. The decentralized vehicle
controller, thus, suits the limited computational capabilities in a decentralized monitoring approach and
provides scalability with respect to a higher number of sensor vehicles.
3.7 Implementation, Evaluation and Results
The proposed decentralized monitoring strategy is tested with several parameter settings to evaluate its
performance regarding accuracy and scalability. After a brief notion on the implementation of the ap-
proach in Subsection 3.7.1, general results and a comparison of the results to the centralized monitoring
approach of Chapter 2 are considered in Subsection 3.7.2. Subsection 3.7.3 and Subsection 3.7.4 focus
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on the influence of the ROM and the decentralized data fusion, before computation time and scalability
are investigated in Subsection 3.7.5.
3.7.1 Implementation
In order to implement the ideas described in this chapter, the MATLAB code of the centralized DDDAS,
briefly described in Subsection 2.7.1, has been extended. Several full simulations are conducted to gener-
ate the snapshot set, calculate the basis and reduce the model dimension prior to the dynamic data-driven
simulation. Furthermore, the decentralized data fusion procedure is implemented using the MATLAB
function fmincon to solve the optimization problem associated with CI. Concerning the decentralized
vehicle controller, it should be obeyed that several possible controller structures are possible since the
number of sensor vehicles to be considered is dynamically changing. The possible structures should be
set up prior to the simulation so that the necessary structure can be chosen dynamically.
3.7.2 General Results of the Proposed Decentralized Approach
A test case similar to the general test case in Subsection 2.7.2 is set up to show the performance of
the proposed decentralized monitoring approach. While the problem domain Ω = [0m, 1000m] ×
[0m, 1000m], stationary process velocity field w1(r1, r2) = 3 · 10−6 m−1s−1 · r22 and w2(r1, r2) =
2 · 10−6 m−1s−1 · r21 + 0.5ms−1 and the constant diffusion coefficient D = 5m2s−1 are adopted, a
different initial condition and a source term are considered in this scenario. In particular, the true initial
condition (2.85) with
Σ1 =
(
10−4 0
0 10 · 10−4
)
[m−2], Σ2 =
(
10−4 0
0 10−4
)
[m−2] (3.23)
and r1 = (300m, 250m)T , r2 = (400m, 250m)T is applied. The true source is governed by (2.90)
with rs = (250m, 450m)T . Furthermore, the true background velocity and diffusivity are perturbed in
every step according to the explanations in Subsection 2.7.2.
For the estimation, three potential sources, which may contribute to the true source output, are considered
with respective centers at r1 = (250m, 450m)T , r2 = (350m, 350m)T and r3 = (450m, 250m)T .
This means that three source output parameters θi are to be estimated besides the state vector. The initial
estimate for both, parameters and state vector, are set to zero.
The corresponding error covariance matrices have the form of (2.87) and (2.88) and are listed, besides
other settings in Table 3.7.2.
Again, three sensor vehicles are applied starting from the positions rp1 = (300m, 300m)T , rp2 =
(500m, 700m)T and rp3 = (700m, 300m)T . Unlike the application of the previous chapter, the limited
communication range of the vehicles is considered in this section. Communication is only possible with
vehicles residing within d = 200m.
The proposed decentralized dynamic data-driven monitoring requires the generation of a reduced order
model. Several offline computations are performed with the original model of n = 1886 nodes to build
up the snapshot set.
At first, simulations of the impulse response corresponding to the three considered source locations are
conducted. Furthermore, a set of possible initial conditions, among them the true initial condition, is con-
sidered and simulation results obtained from the runs with the different initial conditions are added to the
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Table 3.1: Simulation and controller settings
Number of time steps nT 200
Time step size ∆t 2
Observation variance magnitude RA 0.02
Minimum observation variance Rmin 1 · 10−3
Initial covariance magnitude PA 0.2
Initial covariance center rP [m] (250, 250)T
Initial covariance area LP1 [m2] 1.3 · 105
Initial covariance area LP2 [m2] 2 · 104
Model covariance magnitude QA 0.02
Model covariance area LQ [m2] 2 · 104
Initial parameter covariance P (0)θ 0.01
Parameter model error variance Qθ 0.0125
Maximum vehicle speed v pmax [ms
−1] 10
Maximum vehicle acceleration apmax [ms
−2] 10
MPC horizon nTr 20
Number of hyperplanes nγ 8
snapshot set. Although external perturbations in this scenario are chosen to be low, to account for model
error, the snapshot is complemented with the impulse response of the first ten dominant eigenvectors of
a representative model error covariance matrix Q (correlation area of 2 · 104 m2, highest magnitude at
(0.5, 0.5)T ). Prescribing a nominal value of δ = 99.9999% of the snapshot energy to be captured, a
ROM with n` = 91 basis vectors is obtained.
Applying the obtained ROM within the proposed decentralized monitoring approach with the specified
settings yields the estimated concentration fields depicted in Figure 3.3. Starting with a bad estimate, the
estimate is improved over time and a qualitative difference between the true and the estimated state can
hardly be noticed at final time.
The above results (and all following results stemming from the decentralized monitoring approach, if
not stated otherwise) are obtained from fusing the individual decentralized estimates according to CI.
Due to the limited communication range, exchange of information is sometimes not possible and, gen-
erally, different estimates are available at different nodes. Figure 3.4 clarifies this issue. The estimate
at t = 22 s of every sensor vehicle is illustrated together with the current position of the sensors and
the communication range of the respective sensor vehicle. The first sensor vehicle has operated in an
informative area and, therefore, maintains a rather good estimate. However, until the considered time
stage, no communication has been possible to the other two sensor vehicles, which are currently heading
towards the informative area. For this reason, the estimate of the other two sensor vehicles has not been
updated yet with the valuable information of Node 1 so that the estimate of both sensor nodes is worse.
As the latter two vehicles are located within each other’s communication range, they share a common
estimate. In the following step, Vehicle 1 will enter the communication range of the two other sensor
vehicles so that information is exchanged and estimates can be improved.
For a quantitative assessment of the proposed decentralized approach, the root mean square error between
the estimated process state and the true state is calculated. It is plotted over time in Figure 3.5. A large
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(a) Estimated concentration at t = 0s (b) True concentration at t = 0s
(c) Estimated concentration at t = 100s (d) True concentration at t = 100s
(e) Estimated concentration at t = 400s (f) True concentration at t = 400s
Figure 3.3: Concentration distribution at different times – estimate (left) vs. true state (right)
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(a) Estimated concentration at Node 1 (b) Estimated concentration at Node 2
(c) Estimated concentration at Node 3 (d) True concentration
Figure 3.4: State estimate at t = 22 s at different sensor vehicles vs. true state. The positions of the
sensor vehicles are indicated with orange dots, the circles show the communication ranges of
the considered vehicles.
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Figure 3.5: Root mean square error of the state estimate obtained with the proposed centralized monitoring
approach in Chapter 2 compared to the error of the proposed decentralized monitoring approach
of Chapter 3 over time
reduction in error can be noticed, followed by a time phase, in which the error is reduced slightly or
kept relatively constant. For comparison, the test case is also performed with the proposed centralized
dynamic data-driven monitoring strategy described in Chapter 2. The error reduction coming along with
the centralized approach is, of course, larger, especially at early time stages. However, for larger times,
the differences in error between decentralized and centralized approach are minor.
The same conclusions can be drawn for the parameter estimate, which is plotted over time in Figure 3.6.
While the centralized approach provides a better estimate at earlier time stages, both variants provide a
rather good parameter estimate after approximately 200 s.
3.7.3 Investigation of the Influence of Reduced Order Model
The application of a reduced order model drastically reduces the problem dimension and enables the
computation of high-dimensional problems on machines with limited computational power. Some prop-
erties concerning its generation and application are examined in the following.
POD-based model order reduction is motivated by the fact that it is possible to approximate a set of
exemplary process states by a low number of basis vectors. For the test case scenario described in the
previous subsection, this issue is illustrated in Figure 3.7, where the normalized eigenvalues correspond-
ing to the first 100 eigenvectors are plotted. Eigenvectors with a large eigenvalue capture a high energy of
the snapshot set and contribute much to its approximation, whereas eigenvectors with small eigenvalues
only have a small influence on the representation. Evidently, the eigenvalues decay exponentially so that
a small number n` of basis vectors is already sufficient for a good quality representation of the snapshot
set. Furthermore, similar decays can be noticed for models with different original state dimension n.
Thus, n` is almost independent of the number of original grid points enabling high scalability.
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Figure 3.6: Estimate of the source output function θ over time – centralized monitoring approach (cf. Chap-
ter 2) vs. decentralized monitoring approach (cf. Chapter 3)
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Figure 3.7: Fraction of the captured energy from the total snapshot energy for the first 100 eigenvectors and
for different numbers of grid points n
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According to (3.5), the number n` of POD basis vectors can be found by defining a value δ such that
the chosen basis captures the fraction δ of the total snapshot energy. For the considered problem, the
corresponding results for different δ and different n are listed in Table 3.2. As stated before, n` is nearly
independent of the original problem dimension n and is, even for high δ, relatively low.
Table 3.2 also shows the influence of the number nη, which describes the number of impulse response
simulations for the eigenvectors of a representative model error covariance matrix added to the snapshot
set (with a setting of Q as in the previous subsection). Obviously, more information added to the snapshot
set lead to a reduced model with a larger dimension.
Table 3.2: Number n` of reduced order basis elements in dependence of covered energy fraction δ, original
problem dimension n and number nη of eigenvectors of Q considered for snapshot set
δ = 0.99 δ = 0.9999 δ = 0.999999
nη = 0 nη = 10 nη = 20 nη = 0 nη = 10 nη = 20 nη = 0 nη = 10 nη = 20
n = 466 13 21 32 26 53 80 43 100 150
n = 1886 15 20 27 29 51 78 41 91 145
n = 7449 15 16 20 29 43 66 43 82 133
Table 3.3: Average relative projection error for a test case with low perturbations (in %)
δ = 0.99 δ = 0.9999 δ = 0.999999
nη = 0 nη = 10 nη = 20 nη = 0 nη = 10 nη = 20 nη = 0 nη = 10 nη = 20
n = 466 5.6 4.8 4.2 1.2 0.8 0.6 0.5 0.4 0.3
n = 1886 5.5 4.9 4.1 1.4 0.8 0.5 0.9 0.3 0.2
n = 7449 5.7 5.5 4.6 1.6 0.9 0.6 0.9 0.4 0.2
Table 3.4: Average relative projection error for a test case with strong perturbations (in %)
δ = 0.99 δ = 0.9999 δ = 0.999999
nη = 0 nη = 10 nη = 20 nη = 0 nη = 10 nη = 20 nη = 0 nη = 10 nη = 20
n = 466 17.0 9.2 7.5 12.7 2.9 1.1 8.6 1.2 0.6
n = 1886 31.6 18.2 16.8 27.1 4.1 2.1 24.9 1.7 0.5
n = 7449 45.1 43.7 28.4 40.9 9.2 5.2 38.7 3.1 1.0
The resulting ROM is tuned for simulations similar to the data provided by the snapshot set. However,
practical problems are governed by perturbations and uncertain parameters leading to states that cannot
be represented by the snapshot set anymore.
To investigate the quality of the ROM proposed above, a full simulation representing an exemplary true
state is conducted. As in the previous test cases, external perturbations are represented by perturbations
in process diffusivity and velocity. At first, a scenario with low perturbation (velocity is perturbed by
1ms−1 per step, filtered with moving average filter; diffusivity is perturbed by 0.01m2s−1 per step) is
considered.
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The time-averaged relative error
e = 1
nT + 1
nT∑
k=0
‖ΦΦTxt(k) − xt(k)‖
‖xt(k)‖ (3.24)
between the true solution and the the true solution projected onto the reduced order model provides
information about the quality of the reduced model in relation to the considered application.
Table 3.3 contains the respective relative projection error for each considered setting of ROM. Generally,
it can be stated that the resulting error is very low and a rather good result can be obtained by the
use of almost every presented ROM setting. Increasing the energy fraction δ, naturally, leads to better
approximations. The same applies for an increase of nη: The higher nη, the less the approximation error
e. However, it has to be mentioned that the decrease of error with increasing nη is only marginally, while
the ROM dimension n` increases significantly. Indeed, considering scenarios with almost identical n`,
e.g. n = 1886 with nη = 20, δ = 0.99 and nη = 0, δ = 0.9999, the use of impulse response
snapshots for model error influences is questionable. For almost equal n`, better results are obtained
when perturbations are not considered in the snapshot set.
However, the situation is different if stronger perturbations are considered. An exemplary test run with a
strong perturbation (velocity is perturbed by 2ms−1 per step, filtered with moving average filter; diffu-
sivity is perturbed by 0.5m2s−1 per step) leads to the results of Table 3.4. The relative errors are much
higher and the ROM obtained from the standard snapshot set consisting of source impulse response and
initial condition snapshots is not capable of accurately approximating the true process state, even if δ
is increased. However, the application of the proposed model error snapshots provides a much better
approximation of the true state, although the actual behavior of the model error has not be known a
priori.
All things considered, the snapshot set build up by a combination of initial condition and source impulse
response snapshots provides a suitable choice when the model error, e.g. the external perturbations are
low. Considering stronger perturbations, the snapshot set should be complemented with the proposed
model error impulse response snapshots. Even if the model error is not Gaussian and known exactly,
much better results can be obtained.
The results in the following are all mainly focused on low perturbations. If the ROM is applied for sim-
ulation of the perturbed problem, the results depicted in Figure 3.8 are obtained. Due to accumulating
model error, which cannot be properly represented by ROM, the error increases on average over time.
For the considered applications, δ should be chosen to be larger than 99% to obtain an accurate repre-
sentation. In this case, the resulting error stemming from model reduction only contributes slightly to
the total estimation error (cf. Figure 3.5, where a much lower perturbation has been used).
3.7.4 Investigation of the Influence of Limited Communication Ranges
Besides the use of a reduced order model, limited communication ranges requiring decentralized data fu-
sion contributes to a larger error when using the decentralized monitoring strategy instead of a centralized
one (see Figure 3.5).
Therefore, the influence of different communication ranges on the results obtained with the dynamic
data-driven monitoring approach is investigated. Using the test case setting described in the previous
subsections with different communication ranges yields the root mean square error depicted in Fig-
ure 3.9.
86 3 A New Decentralized Approach to PDE-based Dynamic Data-Driven Monitoring
0 100 200 300 400
time t (s)
0
0.005
0.01
0.015
0.02
0.025
0.03
ro
ot
m
ea
n
sq
u
ar
e
er
ro
r
δ = 0.99
δ = 0.9999
δ = 0.999999
Figure 3.8: Root mean square error of reduced simulation results for different energy fractions δ over time
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Figure 3.9: Root mean square error of the state estimate obtained with the proposed decentralized ap-
proach with different communication radii d over time
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Figure 3.10: Root mean square error of the state estimate obtained with the proposed decentralized ap-
proach with a different number of sensor vehicles nV over time
Larger communication ranges naturally perform better than small communication ranges. However,
after approximately 100 s, the obtained results are nearly equivalent. A stronger perturbation of the
model state might potentially lead to a more dominant performance of the large range approaches. Using
d = 1600m, the vehicles are always located in each other’s communication range and information
exchange between all vehicles can be guaranteed in each step. However, the solution obtained with this
approach still does not correspond to the solution of a centralized approach since CI is used for data
fusion, which is usually outperformed by Kalman Filter methods.
Moreover, the proposed decentralized approach is tested with a different number of sensor vehicles. A
larger number of sensor vehicles does not only lead to a higher number of measurements but also means
a better coverage of the considered problem area and an increased information exchange between sensor
vehicles.
Figure 3.10 shows the error of the state estimate over time for a different number of sensor vehicles. As
already recognized when examining the centralized approach (see Figure 2.18), more sensors lead to an
improved estimate and an additional sensor vehicle gets less valuable with an increasing number of total
sensor vehicles.
3.7.5 Computation Time and Scalability
Decentralized algorithms meant to be performed on-board the sensor vehicles need to be efficient and
are prohibited to be time-consuming. Therefore, the computation time of the test case scenario presented
in Subsection 3.7.2 is evaluated with different choices of the number of grid points n, the energy fraction
covered by the POD basis δ, and the number of applied sensor vehicles. Once more, it has to be stated
that computation time can be further reduced by optimizing the code, but the results (again obtained with
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an Intel (R) Core (TM) i7-3820 3.60 GHz, 16 GB RAM) admit an assessment of scalability and potential
applicability of the monitoring approach.
Figure 3.11 shows the computation time for one forecast and assimilation step for different numbers of
grid points of the original problem n with varying energy fractions δ, which are related to a different
dimension of the ROM. Due to the use of reduced order models, calculations are performed on prob-
lems with a drastically reduced dimension. This results in only a slight increase of computing time with
increasing n. Hence, the proposed approach can be stated to be scalable with respect to larger prob-
lem domains and appears to be applicable on machines with lower computational power. Compared to
the results of the centralized approach in Figure 2.25 and 2.26, a large speedup is obtained, especially
regarding high-dimensional problems.
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Figure 3.11: Average computation time for one forecast and assimilation step of the proposed decentralized
monitoring approach in dependence of original problem dimension n and energy fraction δ
covered from snapshot set
Furthermore, computation times for different numbers of sensor vehicles are evaluated. The strategy of
the decentralized vehicle control approach is to simplify the optimal control problem by only considering
vehicles residing within the local communication range. Thus, a smaller communication range comes
along with a less time-consuming determination of the optimal control. Figure 3.12 shows exactly this
behavior. However, for d > 200m, the sensor vehicles appear to be connected to all other vehicles for
the most time so that nearly every time all sensor vehicles are involved in the computations leading to
a higher computation time. In total, the benefit of this strategy will be most dominant when applying a
moderate number of sensor vehicles with small communication range on a large problem domain. For a
lot of sensor vehicles on a small domain, the considered approach cannot be regarded to be scalable and
would not at all be real-time capable.
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Figure 3.12: Average computation time for one vehicle control step of the proposed decentralized moni-
toring approach in dependence of number of sensor vehicles nV and communication radius
d
3.8 Summary and Discussion of Chapter 3
A new decentralized dynamic data-driven monitoring approach has been presented in this chapter. In-
stead of performing most of the required computations on a central supercomputer and broadcasting
results to the sensor vehicles, local information is processed onboard the sensor vehicles and exchanged
only with sensor vehicles in the vicinity. Compared to the centralized approach presented in the previous
chapter, the decentralized approach explicitly takes into account limitations concerning communication
ranges and provides more scalability regarding larger problem domains and a higher number of sensor
vehicles.
Despite the limited onboard computation capabilities, one does not have to waive PDE-based forecast
models and their physically realistic forecast ability. Proper Orthogonal Decomposition is used to gen-
erate a variant of the forecast model with reduced dimension, potentially also applicable on computing
devices with limited computational power. A suitable choice of the snapshot simulations to build up the
reduced order model has been proposed and evaluated.
Based on the reduced order model, a reduced data assimilation procedure fitting the requirements of
a decentralized computing structure has been developed. The data assimilation procedure consists of
two steps, being based on Kalman Filter and Covariance Intersection. A decentralized extension of
the optimization-based feedback controller is employed for vehicle control and fed with target points
obtained from a modified version of the sequential target point generator proposed in Chapter 2.
The decentralized monitoring approach has shown a good performance in the provided test cases with
estimation results only slightly worse than the results obtained with a centralized version. More specifi-
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cally, for the considered test cases with a low perturbation, the estimation error of both, centralized and
decentralized approach, have shown to be almost identical after a certain amount of simulation steps.
However, it takes a longer time using the decentralized approach to reach a certain threshold in the be-
ginning. In return, it has been shown that the scalability of the decentralized approach is much better
providing reduced computing times for the vehicle controller and drastically reduced computing times
for the model forecast.
The computers on-board the sensor-carrying vehicles maintain models comprising the whole problem
domain, although they are only specialized in the part of the domain they are currently working on.
Therefore, a partition of the global domain, as described in the next chapter, appears to be suitable,
especially for problem domains with larger spatial dimensions.
Another question that has not been treated is the fusion of the local estimates to get a global estimate at
specific times and places. Occasional communication with a base station or the collection of information
by a data mule could be possibilities.
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4 A New Partitioned Approach to Decentralized
PDE-based Dynamic Data-Driven Monitoring
A further novel decentralized dynamic data-driven monitoring approach for atmospheric dispersion pro-
cesses based on the forecasts of a PDE model is presented in this chapter. Compared to the approach
presented in the previous chapter, the global domain is partitioned into several subdomains, on which a
group of sensor vehicles is acting. Communicating with sensor vehicles on neighboring domains, the
global state vector or error covariance matrix does not have to be maintained, but only the lower dimen-
sional local variant of them. Furthermore, only sensor vehicles on the own domain have to be involved
in the vehicle control step. Hence, the partitioned approach further pursues the goal of scalability with
respect to larger problem domains and a larger number of sensor vehicles.
The methods that constitute the monitoring approach have to provide results that approximate the results
on the full domain, although working on the partitioned domain. For this reason, an efficient domain
decomposition method is used for process prediction, a new partitioned ensemble method is proposed
for data fusion and a modified vehicle controller is presented that allows the movement of sensor vehicles
from one domain into another.
The basics of the work that is presented in this chapter have also been submitted for publication in [149].
A more detailed presentation of the applied methods as well as a more detailed evaluation is provided
here.
The approach proposed in this chapter extends the work presented in Chapter 2 and, to a certain degree,
the work presented in Chapter 3. For this reason, the outline of this chapter follows the outline of the
previous chapters and the reader is referred to Chapters 2 and 3 for already presented foundations. In
Section 4.1, based on a short presentation of related strategies, the contribution of this chapter is stated
and an overview of the proposed approach is given. An explanation of the applied and developed methods
is subject of Sections 4.2-4.6. Section 4.7 presents several test cases that show the good performance as
well as the scalability the partitioned approach offers. A summary of the proposed approach including
its benefits and applicability is drawn up in Section 4.8.
4.1 A New Partitioned Monitoring Strategy: Contribution and Overview
The method proposed in this chapter is also aimed to estimate the state and important parameters of an
atmospheric dispersion process in a decentralized dynamic data-driven fashion. Compared to the mon-
itoring approach presented in Chapter 3, the approach proposed in this chapter should be even more
scalable with respect to problem domains with a larger spatial extent. While the sensor vehicles of the
approach in the previous chapter maintained models comprising the complete problem domain, now, the
domain is decomposed into several subdomains with sensor vehicles operating on assigned subdomains
maintaining only models of their local subdomain. Moreover, communication is only necessary and
possible with vehicles operating on the same or neighboring domains. Thereby, computation time and
memory associated with model operations as well as the computational effort required for incorporating
the effect of other sensor vehicles (regarding e.g. cooperative vehicle control) can be reduced signifi-
cantly. Consequently, the monitoring approach becomes more scalable with respect to a larger problem
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domain and a higher number of sensor vehicles. Besides, the decentralized approach benefits from lower
communication requirements and robustness compared to related centralized approaches.
To the best of the author’s knowledge, a decentralized dynamic data-driven monitoring on partitioned
domains using mobile sensor vehicles has not been considered yet. Most work available in related fields
treats decentralized fusion in partitioned systems. While several approaches have been proposed con-
sidering sparsely connected systems [100, 165, 61, 97], literature on decentralized fusion for partitioned
models resulting from the discretization of a PDE is relatively sparse. In [129], a fusion strategy for state
vectors of unequal size is investigated, whereas measurements at the interface between two subdomains
are used to complement a simulation on decomposed domains in [143, 144]. A distributed FEM-based
Kalman Filter for use in partitioned systems is only considered in [13]. However, using this approach,
the error covariance matrix is not properly propagated from one subdomain to another and overlapping
subdomains are considered instead of non-overlapping subdomains required for the approach presented
here. Furthermore, this approach is not meant to be dynamic data-driven so that only a static sensor
network is considered.
Based on this research gap, the main contribution of this chapter is the presentation of a novel decentral-
ized dynamic data-driven monitoring strategy working on decomposed domains. A PDE-based forecast
method provides physically realistic predictions, which can be obtained cost-efficiently due to the par-
titioning of the global domain. All further computations, data fusion as well as cooperative vehicle
control, also benefit of the decomposition regarding efficiency.
Again, a number of different building blocks are necessary to set up the complete monitoring strategy.
Extending the work presented in the previous chapters, it has to be ensured that all the methods work
with respect to a partitioned problem structure. In particular, the interaction between subdomains has to
be investigated to guarantee that an approximation of the solution of multiple local problems leads to the
approximate solution of the global problem.
Figure 4.1 provides an overview of the proposed approach. In the remainder of this chapter, every
building block is explained regarding modifications and innovations with respect to the new problem
structure.
First, the decomposition of the domain and the forecast model are described in Section 4.2. Several
non-overlapping subdomains are constructed whose union yields the global domain. The forecast equa-
tions are solved locally on every domain. However, passing of information between the subdomains
is necessary so that the correct boundary conditions can be set. With the use of damped Adaptive
Dirichlet-Neumann (d-ADN), a domain decomposition method from literature, and the assumption of
certain properties of the velocity field, the global forecast problem can be solved in an efficient manner.
Compared to Chapter 3, the communication topology as well as the observation model has to be slightly
modified to account for the partitioning. Section 4.3 describes the new topology together with its benefits.
The next step consists of the fusion of measurements and forecast. Section 4.4 explains the challenges
of data assimilation in the considered context and, thereupon, presents a new ensemble-based estimation
strategy for decomposed domains. This strategy implicitly includes localization and avoids an exchange
of large data sets. Instead, only low-dimensional vectors and matrices have to be exchanged with sensor
vehicles on neighboring domains so that measurements can naturally influence estimates on neighboring
domains.
Based on the resulting estimates, important measurement locations have to be identified. The identi-
fication strategy of the previous chapters is extended for the partitioned approach to allow the sensor
vehicles to move from one domain to another. In this way, the number of sensors per subdomain can be
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Figure 4.1: Overview of the proposed partitioned monitoring approach
dynamically adapted based on the current cumulative uncertainty, each subdomain is currently coping
with. The new target point procedure is subject of Section 4.5.
Finally, the adapted structure of the decentralized, cooperative, optimization-based feedback vehicle
controller is briefly described Section 4.6.
4.2 Modeling and Simulation on Partitioned Domains
Motivated by the desire of further scalability, the problem domain is partitioned into several subdomains.
This has the advantage that the solution of the forecast equation on the subdomains can be obtained much
faster. However, to ensure convergence, exchange between subdomains is necessary.
In the following, it is explained how the domain is decomposed (Subsection 4.2.1) and how an ap-
proximation of the global solution is efficiently obtained by the use of d-ADN for solving multiple
subproblems (Subsection 4.2.2).
4.2.1 Decomposition of the Global Domain
The global domain Ω is divided into nd subdomains Ωi with
Ω = ∪i∈{1,...,nd}Ωi. (4.1)
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In the context of this work, a non-overlapping domain decomposition is applied since each group of
sensor vehicles should be responsible for a specific, fixed part of the domain. This means that the
domains overlap only at their boundary, i.e. Γij = Ωi∩Ωj = ∂Ωi∩ ∂Ωj denotes the boundary between
subdomains Ωi and Ωj . An exemplary decomposition is depicted in Figure 4.2.
Ω1 Ω3
Ω4Ω2
ΩΓ12 Γ24 Γ14
Γ13
Γ34
Figure 4.2: Exemplary domain decomposition
Obviously, the problem dimension of the local subdomains is much smaller than the one of the original
domain facilitating numerical computations on them.
Every sensor vehicle is assigned to the subdomain Ωi it is currently located in and is meant to perform
computations related to this subdomain. Following this idea, a process model of the local subdomain is
maintained at every vehicle on the subdomain.
4.2.2 Process Model and Simulation on Partitioned Domain
To set up the process model of the local subdomain, the original initial boundary value problem (2.7) has
to be reformulated. Instead of one large problem for x(r, t) on Ω, multiple smaller problems for xi(r, t)
on Ωi with i ∈ {1, . . . , nd} have to be solved
∂xi
∂t
+ w · ∇xi −D∆xi = s in Ωi (4.2a)
xi = xs,i on ∂ΩD (4.2b)
∇xi · n = ts,i on ∂ΩN (4.2c)
xi = xj on Γij j ∈ {1, . . . , nd} (4.2d)
∇xi · n = ∇xj · n on Γij j ∈ {1, . . . , nd} (4.2e)
xi(r, 0) = x(0)i (r) in Ωi. (4.2f)
The transmission conditions (4.2d) and (4.2e) demand a continuous and smooth transition at the bound-
aries Γij and guarantee convergence of the global problem. They provide the coupling between the local
solutions on the subdomains and a specific strategy has to be applied to fulfill them.
In general, several different algorithms have been proposed in the field of domain decomposition to
solve (4.2). Domain decomposition for speeding up simulations is, in fact, a topic highly investigated
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in literature [141, 180]. The strategy is frequently applied for preconditioning a large system or for
parallelization.
Here, as described in Section 4.1, the problem is solved using several non-overlapping subdomains Ωi
leading to the partitioned initial boundary value problem (4.2). A popular method to solve such kinds of
problems is the Dirichlet-Neumann method [141]. While problem (4.2) is solved on subdomain Ωi with
a Dirichlet condition (4.2d) at boundary Γij , problem (4.2) is solved on subdomain Ωj with a Neumann
condition (4.2e) at Γji. Several iterations using the output of the solution on the other domain for an
updated boundary condition are intended to provide convergence of the global problem.
Neumann conditions should typically be used on outflow boundaries and Dirichlet conditions on inflow
boundaries since Dirichlet conditions on outflow boundaries can produce artificial layers in the solution.
Therefore, Adaptive Dirichlet-Neumann (ADN) [64] divides the boundaries into parts in which the flow
is directed into the subdomain and into parts, in which the flow is directed out of the subdomain
Γinij = {r ∈ Γij : w(r) · n(r) < 0} (4.3)
Γoutij = {r ∈ Γij : w(r) · n(r) ≥ 0}, (4.4)
where the normal unit vector n points out of Ωi. The type of the boundary describes the type of boundary
condition that is set.
Two assumptions can be made that drastically reduce the communication and computation effort for
solving (4.2). First, the flow over every boundary Γij is only directed in one direction so that Γij can
be completely considered to be either of type Γoutij or of type Γinij for subdomain Ωi and vice versa for
Subdomain Ωj . Second, as stated before, the problem is considered to be highly advection-dominated.
In this case, a further simplification becomes possible as damped Adaptive Dirichlet-Neumann (d-ADN)
can be applied [30, 64].
Instead of using the prescribed Neumann condition, a homogeneous Neumann condition is used on Γoutij
so that coupling between the solutions on the different domains is dissolved. As a result, the following
problem has to be solved on every subdomain
∂xi
∂t
+ w · ∇xi −D∆xi = s in Ωi (4.5a)
xi = xs,i on ∂ΩD (4.5b)
∇xi · n = ts,i on ∂ΩN (4.5c)
xi = xj on Γinij (4.5d)
∇xi · n = 0 on Γoutij (4.5e)
xi(r, 0) = x(0)i (r) in Ω. (4.5f)
This problem can be solved using FEM on every subdomain as described in Subsection 2.2.3. To account
for the Dirichlet condition (4.5d), the part xΓij(k)i of the state vector x
(k)
i at time t = t(k) corresponding
to the boundary nodes on Γoutij has to be sent to the vehicles in the neighboring subdomain Ωj .
As a result of the simulation, the composed state vector
x˜(k) = col{x(k)i }ndi=1 (4.6)
is obtained. Compared to the global n-dimensional state vector x(k) introduced in Chapter 2, x˜(k) is
potentially permuted and contains the nodal values at the subdomain boundaries twice.
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4.3 Modeling of Sensor Vehicles on Partitioned Domains
Like the approach presented in Chapter 3, the sensor network considered in this chapter is assumed to
be decentralized. However, the actual communication topology and the observation model differ from
the topologies and models that were used before since the sensor vehicles are assumed to be assigned to
specific subdomains, on which they are operating. The modified communication topology is presented in
Subsection 4.3.1, whereas the slight modification of the observation model is subject of Subsection 4.3.2.
4.3.1 Communication Topology on Partitioned Domains
Again, a decentralized computing architecture without a central computing node is considered for the
approach presented in this chapter. The communication topology is similar to the one described in
Chapter 3, but provides some differences as groups of sensor vehicles are formed.
Each sensor vehicle is assigned to the subdomain it is located in. A group NΩi = {j : rpj ∈ Ωi} of
sensor vehicles is formed for each domain i ∈ {1, . . . , nd}. In the following, it is assumed that at least
one vehicle is available per subdomain, i.e. NΩi 6= ∅. Between the members of the local group NΩi , fast
and efficient communication is possible.
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Figure 4.3: Communication network of the proposed partitioned monitoring approach. Each node com-
municates with nodes located in the same subdomain (bold link) and with nodes located on
adjacent subdomains.
Furthermore, communication is also possible with groups N
Γij
i = NΩj operating on neighboring sub-
domains Ωj . This means that communication, in total, is possible within the local group NΩi as well as
with all agents on neighboring subdomains NΓi = ∪j∈{1,...,nd:Γij 6=∅}N
Γij
i . A direct communication with
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all other sensor vehicles is not possible and information can be obtained only indirectly over neighbors.
In this way, scalability is ensured and limited communication ranges are considered.
An overview over the resulting network topology is provided by Figure 4.3.
Every sensor vehicle maintains only the model of the subdomain it is assigned to. Assuming a per-
fect communication between the vehicles in a local group, the estimates of the group are identical. For
global convergence of the monitoring approach, specific entities have to be exchanged between neigh-
boring groups, especially regarding simulation (cf. Section 4.2) and data assimilation (cf. Section 4.4).
Furthermore, it is possible for sensor vehicles to move from one subdomain to another (cf. Section 4.6)
and to join another sensor group subsequently. Thus, the presented topology is not static but is likely to
change over time.
4.3.2 Partitioned Observation Model
For the observation model considered in this chapter, a slight modification to (2.32) has to be made.
It is assumed that measurements can be passed quickly without effort between sensor vehicles located
on the same subdomain. Therefore, it can be stated that the set of sensor vehicles NΩi operating on the
same subdomain Ωi uses the same observation model
y(k)i = H
(k)
i xt(k) + 
(k)
i . (4.7)
with observation vector y(k)i = col{y(k)j : j ∈ NΩi }, observation model operator H(k)i = col{h(k)j :
j ∈ NΩi }, model error (k)i = col{(k)j : j ∈ NΩi } and model error covariance matrix R(k)i =
blockdiag{R(k)j : j ∈ NΩi }.
4.4 Decentralized Data Assimilation on Partitioned Domains
Decomposing the domain into several subdomains with sensor vehicles working locally on them also
requires a new approach to data assimilation for combining measurements and model forecasts. As
described in Subsection 4.3.2, it is assumed that the local measurement vector y(k)i according to (4.7) is
known at each vehicle for its subdomain Ωi since exchanging the measurements within a sensor group is
a lightweight task. Combining the forecast model with the measurement vector would result in the same
analysis state vector for all sensor vehicles of the group. However, it is not sufficient to only consider the
measurements of the sensors of the own subdomain for the analysis. Not considering measurements on
neighboring subdomains can lead to discontinuities at the boundary between two subdomains leading to
problems in the computation process. Furthermore, measurement information cannot be propagated in
the opposite flow direction so that a neighboring subdomain located upstream of a measurement position
at no time receives information about the measurement.
Therefore, not only the measurements of the own domain, but also measurements taken by sensors on
neighboring domains should be considered. All other measurements that are available in subdomains not
in the direct vicinity are not considered as they do not have a large impact on the state vector regarding
the considered subdomain. This procedure improves scalability.
4.4 Decentralized Data Assimilation on Partitioned Domains 99
Using the measurements y(k)i as well as the measurements y
(k)
j from all adjacent subdomains for data
assimilation results, however, not in a straightforward task. If the KF (see Section 2.4.2) is used, the
combined error covariance matrix
P(k)i∨j =
P(k)i P(k)ij
P(k)ji P
(k)
j
 (4.8)
must be known to account for the influence of y(k)j on x
(k)
i . While the error covariance matrices P
(k)
i and
P(k)j are known on their corresponding subdomain, the cross-covariance matrices P
(k)
ij =
(
P(k)ji
)T
are
typically not. To apply the KF, the cross-covariance matrices would have to be additionally maintained,
i.e. propagated in time and updated by measurements. This requires either a huge communication effort
or the knowledge of the model operator of every neighboring domain. For these reasons, the KF approach
has to be rejected for the scenarios considered in this chapter.
A much more efficient approach is obtained when working with an ensemble variant. Therefore, an
ensemble-based data assimilation method for partitioned systems is proposed in this section.
This approach does not only save computation time by representing the error covariance matrix im-
plicitly (see Section 2.4.3), but also allows an efficient and lightweight exchange of measurement and
uncertainty information between different subdomains. A further advantage of the approach is its im-
plicit consideration of localization since distant measurements do no have an impact. Thus, the proposed
assimilation approach is closely related to local ensemble filters [132, 83] as well as to parallel ensemble
filters [98, 81], but is motivated by the task of decentralized estimation and treats forecast and analysis
locally.
The data assimilation strategy is presented in the following starting with the ensemble representation and
the explanation of the forecast step in Subsection 4.4.1 followed by the description of the update step in
Subsection 4.4.2.
4.4.1 Ensemble Representation and Forecast
The ensemble that is used for the partitioned estimation is set up on the global domain Ω as introduced
in Section 2.4.3. Having constructed the ensemble members, the different state vectors are decomposed
to obtain the local ensemble on the subdomains
x(0)i(l) = col{(x(0)(l) )j : rj ∈ Ωi}. (4.9)
This procedure guarantees that the ensemble members are continuous at the boundaries Γij between the
subdomains with corresponding ensemble members x(k)i(l) and x
(k)
j(l).
In this way, every ensemble member can be forecasted according to Section 4.2. The boundary vectors
xΓij(k)i(l) of every ensemble member are sent from subdomain Ωi to the downstream subdomain Ωj , where
the received boundary vector is used as Dirichlet condition for the corresponding ensemble member
xΓji(k)j(l) = x
Γij(k)
i(l) . For every boundary, this procedure requires an exchange of an nΓij × ns-dimensional
matrix where nΓij is the size of the boundary vector x
Γij(k)
i .
This forecast procedure results not only in the mean estimate being able to evolve across subdomain
boundaries, also the error covariance matrix, implicitly represented by the ensemble spread, is propa-
gated from one domain to the other.
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4.4.2 Efficient Analysis Step
In the analysis step, the forecasted ensemble of every subdomain is combined with the measurements
available in the subdomain as well as with the measurements of the neighboring subdomains. Using the
EnSRF (cf. Subsection 2.4.3), the decentralized analysis can be achieved in an efficient manner with a
minimal exchange between the sensor vehicles on different subdomains.
In the following, all entities relate to the same time stage t = t(k) so that the superscript (·)(k) is omitted
for reasons of clarity.
According to (2.45), the Kalman gain K plays a decisive role when updating the mean state vector.
Defining the projected error covariance Z = HXf ∈ Rnp×ns , the global Kalman gain K can be ex-
pressed as
K = XfZT
(
ZZT + R
)−1
(4.10)
so that the composed Kalman gain K˜ corresponding to the composed state vector in (4.6) reads
K˜ =

K1
...
Ki
...
Knd

=

Xf1
...
Xfi
...
Xfnd

· F(Z˜,R) (4.11)
with a matrix F depending on the composed projected error covariance Z˜ = col{Zi}ndi=1 and the global
error covariance matrix R. Relation (4.11) shows that, to generate the local Kalman gain Ki, only the
local ensemble spread Xfi , the error covariance at the observation site Z˜ and the error covariance matrix
R must be known.
It is assumed that measurements on subdomains Ωj that are not adjacent to subdomain Ωi do not have
an impact on the analysis xai . This means that Pfij = Xfi
(
Xfj
)T
= ZiZTj = 0 and Zj is not needed to
generate the local Kalman gain Ki. Instead, following (4.11), the local Kalman gain yields
Ki = Xfi (Zci )T
(
Zci (Zci )T + Rci
)−1
. (4.12)
with Zci = col{Zj : j = i ∨ Γij 6= ∅} and Rci = blockdiag{Rj : j = i ∨ Γij 6= ∅}. Regarding
communication, only low-dimensional entities have to be exchanged to generate Ki with information
from subdomain Ωj : the npj × ns matrix Zj and the observation error variance Rj with npj diagonal
elements where npj is the number of measurements on subdomain Ωj .
Furthermore, the npj -dimensional innovation vector dj has to be exchanged so that the ensemble mean
in every subdomain can be updated according to (2.36) with
x¯ai = x¯fi + Kidci , (4.13)
where dci = col{dj : j = i ∨ Γij 6= ∅}.
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The ensemble spread is updated using the transformation matrix T as in (2.46) According to (2.47), the
transformation matrix only depends on R and Z so that no further entities are necessary to update the
ensemble
TiTTi = 1− (Zci )T (Zci (Zci )T + Rci )−1Zci (4.14)
Xai = XfiTi (4.15)
xai(l) = x¯ai + (Xai )·,l. (4.16)
A summary of the partitioned forecast and update procedure is provided by Algorithm 2 showing the
procedure each vehicle is performing in every step.
Data: ensemble set {x(k−1)i(l) }nsl=1 at old time t = t(k−1)
Result: updated ensemble set {xa(k)i(l) }nsl=1 at new time t = t(k)
for j ∈ {1, . . . , nd : Γoutij 6= ∅} do
send {xΓij(k−1)i(l) }nsl=1 to neighbors NΩj operating on subdomain Ωj ;
end
for j ∈ {1, . . . , nd : Γinij 6= ∅} do
receive {xΓij(k−1)i(l) }nsl=1 from neighbors NΩj operating on subdomain Ωj ;
set received data as Dirichlet condition on Γinij ;
end
forecast ensemble set {x(k−1)i(l) }nsl=1 to new time t(k);
if new measurement time t(k) reached then
exchange y(k)m ,R
(k)
m ,rp(k)m with local neighbors NΩi ;
assemble and compute y(k)i ,d
(k)
i , H
(k)
i , Z
(k)
i , R
(k)
i ;
exchange d(k)i , Z
(k)
i , R
(k)
i with sensor vehicles N
Γ
i on neighboring subdomains;
assemble Zc(k)i , R
c(k)
i ;
perform update procedure (4.13)-(4.16);
end
Algorithm 2: Proposed forecast and update procedure of the partitioned monitoring approach for a
sensor vehicle m ∈ {1, . . . , nV } operating on domain Ωi
It should be noted that, if the considered subdomains are still large, covariance localization (2.50) can
be applied additionally to prohibit unphysical correlations between distant locations. In this case, the
positions rp, at which the considered measurements are taken, should be also exchanged so that the
localization matrices Ψ1 and Ψ2 can be computed.
4.5 Identification of Measurement Locations on Partitioned Domains
Based on the estimates and the statistics of the estimates, suitable measurement locations have to be
identified as input for the vehicle controller. The strategy used for the decentralized, partitioned approach
is mainly based on the strategy proposed in Sections 2.5 and 3.5 for centralized and decentralized systems
on a full domain, but is modified to be applicable for partitioned domains. Moreover, an extension
allowing the sensor vehicles to move from one domain to another is established.
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Locations belonging to a high error variance and probable source locations are, still, suitable positions at
which measurements should be taken. This is why the target point identification procedure as described
before can be also applied in the scenario considered here, with the difference that only the subdomain
the sensor vehicles are located on is considered. Thus, the error covariance matrix P(k)i (or the ensemble
spread X(k)i , respectively) is used to identify suitable measurement locations on the subdomain i instead
of using the global error covariance matrix P(k). The possible source target points are determined
in the same manner, considering only terms that are locally available. Target points are calculated at
each sensor vehicle separately. As the estimates and models of sensors on a common subdomain are
identical, the group of sensor vehicles on a common subdomain shares an identical set of target points
enabling a consistent cooperation. The number of target points is chosen to correspond to the number
of sensor vehicles on the domain. Local appealing points (see Subsection 2.5.2) can be calculated for
every sensor vehicle to reduce uncertainty on the way to the target locations. Hence, the basis of the
identification procedure for the partitioned approach resembles the centralized approach performed on
several subdomains.
Assigning sensor vehicles to fixed subdomains limits the adaptivity of the whole monitoring approach.
The considered applications involve a dynamic process and so it might be ineffective to work with a
fixed distribution of sensors to subdomains. From a sensor’s perspective, a measurement in an adjacent
subdomain could be much more suitable than in the own subdomain, e.g. when the uncertainty in the
neighboring subdomain is extremely high, while the estimates in the own subdomain are rather good.
Therefore, an adaptive method, in which, under specific conditions, the sensor vehicles are allowed to
move from one subdomain to another, should be established.
Introducing a third type of target point can alleviate this problem. From time to time, the total subdomain
variance Vi = trace(P˜i) =
∑ni
j=1
∑ns
l=1(Xi)2j,l is exchanged between neighbors. If the condition
Vi
np,i − 1 <
Vj
np,j + 1
, (4.17)
holds for subdomains Ωi and Ωj , a sensor vehicle of subdomain Ωi should move to subdomain Ωj .
In that case, the last target point should be replaced by a target point on the boundary Γij . As soon
as this target point is reached by a sensor vehicle from domain Ωi, it transitions to domain Ωj and is
supplied with the necessary domain information (state ensemble, forecast model, etc) by the group of
domain Ωj . Obviously, the communication effort needed for the initialization of the new team member is
significant, but can be accepted since a transition to a new domain is not performed in a high frequency.
Furthermore, a maximum number of sensor vehicles per subdomain is defined to prevent all sensor
vehicles from driving to the same subdomain and to preserve scalability with respect to the number of
sensor vehicles.
4.6 Vehicle Controller for Application on Partitioned Domain
The final part of the partitioned monitoring approach is to guide the sensor vehicles of every subdomain
to their corresponding target locations. Again, it would be beneficial, if a cooperative, optimization-based
vehicle controller with feedback control is applied. It turns out that the decentralized vehicle controller
of Section 3.6 can be used in a straightforward manner for the decentralized, partitioned scenario. Every
vehicle computes its own control input by considering optimization problem (3.22) with respect to its
local subdomain Ωi. To account for the movement of the other sensor vehicles on the subdomain and to
4.6 Vehicle Controller for Application on Partitioned Domain 103
achieve cooperation, the local state vector p˜(k)i is shared by all vehicles of subdomain Ωi and comprises
the vehicle state p(k)j as well as the target point state q
(k)
j of all vehicles and targets j ∈ NΩi . As a result,
the sequence of control inputs U (k)nTr,i is obtained for all vehicles of the same subdomain, but only the first
input concerning the own sensor vehicle is actually applied. The other vehicles on the subdomain employ
the same procedure so that every vehicle applies its optimal input resulting in a cooperative movement
regarding the task of getting to the target locations. The procedure is repeated in the following time
steps with potentially new target points where the optimization problem is considered over a shifted time
horizon according to MPC.
If a sensor vehicle reaches a boundary target point, it leaves its current subdomain and becomes a member
of the vehicle group on the neighboring subdomain. The communication topology has to be updated and
the transition procedure described in Section 4.5 is applied.
4.7 Implementation, Evaluation and Results
In this section, the performance of the proposed partitioned monitoring strategy is evaluated.
Subsection 4.7.1 provides a few remarks on the implementation of the partitioned approach. The general
working of the proposed partitioned approach is shown in Subsection 4.7.2 and comparisons with a
centralized monitoring approach on a full domain, i.e. the centralized monitoring approach proposed
in Chapter 2 are drawn. Afterward, the influence of the partitioned simulation and partitioned data
assimilation procedure are studied in Subsection 4.7.3 and aspects related to computation time for a
different number of grid points, subdomains, and sensor vehicles are addressed in Subsection 4.7.4.
4.7.1 Implementation
The MATLAB code for the centralized DDDAS (see Subsection 2.7.1) and decentralized DDDAS (see
Subsection 3.7.1) has been further extended to enable the simulation of the proposed partitioned dynamic
data-driven monitoring approach. The extension includes, amongst others, a modification of the mesh-
ing procedure to obtain suitable partitioned computation grids and the implementation of the required
domain decomposition as well as the proposed data assimilation methods. Furthermore, vehicle control
and target generation have to be adapted to account for the changed requirements. Again, the commu-
nication topology is likely to change so that several possible structures for the vehicle controller have to
be precalculated.
4.7.2 General Results of the Proposed Partitioned Approach
The partitioned approach is especially designed for larger problem domains so that the test case domain
Ω = [0m, 4000m]× [0m, 4000m] is chosen to be much larger than the one considered in the previous
chapters. For the test case scenario, the process velocity is constant and amounts to w1 = 3ms−1 in
r1-direction and w2 = 5ms−1 in r2-direction, whereas the diffusivity amounts to D = 5m2s−1. With
these choices, the problem can be considered to be advection-dominated and d-APN can be applied
concerning process simulation. The true initial concentration is composed of five Gaussian pulses as
depicted in Figure 4.5(b). Two sources are considered yielding the source term
s(r, t) = 0.005f(r− rs,1, 100) + 0.008f(r− rs,2, 200) (4.18)
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Figure 4.4: Decomposition of the problem domain used in the test case scenarios
with rs,1 = (250m, 450m)T and rs,2 = (500m, 350m)T and local compact support function f from
[63].
While the true sources are assumed to be known, model error consisting of perturbations of the velocity
and diffusivity of the true state and true initial state are not. By contrast, the initial estimate is set to zero.
The domain is decomposed into nine subdomains depicted in Figure 4.4. As stated in Section 4.3, it is
assumed that only measurements on adjacent subdomains influence the local state estimate. Thus, the
decomposition has been designed such that distances between non-adjacent subdomains are large. The
computation grid of the full problem domain consists of approximately n = 2, 000 nodes leading to
subdomain grid sizes between 100 and 300 nodes.
In total, 18 sensor vehicles are applied in the monitoring scenario – two in every domain.
The partitioned monitoring strategy described in this chapter is applied with the settings listed in Ta-
ble 4.1 and a simulation is conducted over 400 s resulting in nT = 200 time steps.
The results obtained with the partitioned monitoring strategy are depicted in Figure 4.5. Compared to
the true solution at the same time, the behavior, which could already be observed in the previous chapter,
also shows here. A rather bad estimate at the initial time is improved over time and qualitative differences
are decreasing with increasing monitoring time. At final time, a rather good estimate of the true process
state becomes available.
While the qualitative results look promising, the error of the partitioned approach has to be investigated
quantitatively. In particular, a comparison between the new decentralized approach operating on a par-
titioned domain and a centralized approach working on the full domain is interesting. Therefore, the
centralized approach presented in Chapter 2 is also applied in the described test case scenario.
However, the vehicle control step of the centralized monitoring approach with 18 sensor vehicles has
such a high complexity that required computation times for one step partially exceed one hour or even
lead to a breakdown of the simulation. Therefore, the MPC horizon for the centralized approach has to
be set to nTr = 10, resulting in a poorer quality of the generated trajectories.
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(a) Estimated concentration at t = 0s (b) True concentration at t = 0s
(c) Estimated concentration at t = 100s (d) True concentration at t = 100s
(e) Estimated concentration at t = 400s (f) True concentration at t = 400s
Figure 4.5: Concentration distribution at different times – estimate (left) vs. true state (right)
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Table 4.1: Data assimilation and controller settings
Ensemble size ns 20
Observation variance factor RA 2 · 10−2
Minimum observation variance Rmin 10−3
Initial covariance magnitude∗ PA 0.8, 0.5
Initial covariance center∗ rP [m] (900, 900)T , (350, 350)T
Initial covariance area∗ LP1 [m2] 1.3 · 105, 2 · 104
Initial covariance area∗ LP2 [m2] 2 · 105
Model covariance magnitude QA 2 · 10−2
Model covariance area LQ [m2] 2 · 105
Localization function parameter cG [m] 300
Maximum vehicle speed v pmax [ms
−1] 10
Maximum vehicle acceleration apmax [ms
−2] 10
MPC horizon∗∗ nTr 10, 20
Number of hyperplanes nγ 8
∗ P(0) consists of the linear combination of two initial error covariances according to (2.87)
∗∗referring to two different simulation runs
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(a) nd = 9, nTr = 20 (dec.), nTr = 10 (centr.)
0 100 200 300 400
time t (s)
0
0.05
0.1
0.15
ro
ot
m
ea
n
sq
u
ar
e
er
ro
r
Full Centr. (Ch2)
Part. Dec. (Ch4)
(b) nd = 4, nTr = 20
Figure 4.6: Root mean square error of the state estimate obtained with the proposed centralized monitor-
ing approach in Chapter 2 on full domain compared to the error of the proposed partitioned
decentralized monitoring approach of Chapter 4 over time
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Figure 4.6 provides the resulting error in state estimate for the two approaches. Both approaches lead
to a significant reduction of the mean error. In the centralized approach, the error is decreased rapidly
before it is kept constant. The partitioned approach shows the same behavior, but requires a longer time
to reduce the error. The reason for this is that the partitioned approach is less flexible than the centralized
approach acting on the full domain. Sensors have to be redistributed first to attain an assignment to
subdomains capable of adequately monitoring the dispersion process. Thus, the decentralized partitioned
approach shows the same delay behavior as the decentralized approach with limited communication
ranges (cf. Figure 3.5). At final time, the estimation quality of the partitioned approach is even better
than the one obtained with the centralized approach. This issue is related to the reduced MPC horizon
nTr = 10 of the centralized approach leading to sensor vehicle trajectories with a worse quality. On the
other side, the partitioned approach uses a horizon of nTr = 20 so that vehicle movement is planned
over a longer time horizon.
To compare the behavior of the centralized and the partitioned approach with a common MPC horizon,
a scenario with less sensor vehicles is considered. In this scenario, the domain is decomposed into four
subdomains as indicated in Figure 4.4 with, again, two sensor vehicles in each domain. The resulting
state estimation error obtained with an MPC horizon of nTr = 10 is shown in Figure 4.6(b) and can be
also characterized by a delay in error reduction. However, the estimation error for both approaches is
almost equal at final time.
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Figure 4.7: Histogram of sensor distribution on subdomains Ωi at time t = 100 s
Investigating the behavior and movement of the sensor vehicles, it has to be checked if the sensor net-
work practically succeeds in adaptively distributing over the subdomains. The histogram in Figure 4.7
shows the number of sensor vehicles in each subdomain at time t = 100 s. The estimate and true state
corresponding to this time stage are depicted in Figure 4.5(c) and 4.5(d). Most of the concentration to be
estimated is located in the Subdomains Ω1, Ω2 and Ω4, which have gained in total three sensor vehicles.
As the area of Subdomain Ω1 is small compared to those of the other subdomains, two sensor vehicles
are sufficient and no additional sensor vehicle is moved to Ω1. On the other side, less uncertainty is
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expected in the other subdomains so that these subdomains have ceded three sensor vehicles in total.
Hence, a dynamical redistribution has taken place.
4.7.3 Investigation of the Influence of Partitioning
Forecasting the process state requires, besides the solution of the local subproblem, the exchange of
boundary data between neighboring subdomains to obtain a globally convergent solution. An efficient
and decoupled exchange can be applied if d-ADN is used. The values at the boundary nodes are passed
as Dirichlet conditions to the downstream subdomains and homogeneous Neumann conditions are set
at outflow boundaries. This strong simplification, however, only works if the process is dominated by
advection.
In order to assess for which scenarios the application of d-ADN is justified, the forecast part of the prob-
lem described in the previous subsection is performed with different diffusion parameters D. The error
between the solution on the full grid and the solution on the partitioned grid is calculated and normalized
by the total amount of concentration on the full grid to account for concentration losses due to diffusion
out of the problem domain. Figure 4.8 depicts the obtained relative errors for different diffusivities.
Clearly, the partitioned forecast method is not suitable for large diffusivities (D = 5000m2s−1) leading
to a large growth of error. However, for small diffusion coefficients, which have been considered in
this work, the error is increasing only slightly over time. Choosing D = 5m2s−1, the resulting rela-
tive error is still under 10% after 200 time steps. This is, of course, not an excellent result concerning
highly accurate forecast methods, but applying a mobile sensor network with a data fusion method ex-
plicitly considering model error, the forecast error can be compensated and the proposed method can be
accepted.
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Figure 4.8: Relative error between simulation results on full domain and simulation results on decomposed
domain with d-ADN for different diffusivities D over time
Provided that only measurements on neighboring domains have an influence on local partitioned state
estimates, the partitioned analysis procedure does not insert error to the system when compared to the
analysis on the full domain. Assuming a localization radius of 300m, all correlations over a range of
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more than 600m are cut off so that the application of the partitioned analysis scheme for the domain
decomposition shown in Figure 4.4 actually results in no additional error.
However, the partitioned data assimilation approach is based on an ensemble set that is propagated
using the partitioned forecast step, which introduces error as investigated before. For this reason, the
error reduction made with partitioned data assimilation is investigated and compared to its full domain
variant. A static sensor network with 18 sensors is considered to exclude the influence of mobile sensor
vehicles.
Figure 4.9 shows the resulting estimation errors for the data assimilation method on the full domain
and for the data assimilation method on the partitioned domain. The partitioned state forecast provokes
a slightly worse estimate at the beginning, but, due to measurement updates, this additional error is
compensated and both approaches show a comparable error reduction over time.
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Figure 4.9: Root mean square error of the state estimate obtained with data assimilation and simulation
on decomposed domain vs. error of the state estimate obtained with data assimilaton and
simulation on global domain
4.7.4 Computation Time and Scalability
Finally, the required computation time and scalability are investigated for the proposed partitioned mon-
itoring approach following the procedure described in Subsections 2.7.5 and 3.7.5.
Figure 4.10 provides the resulting times for one forecast and update step for different numbers of the
original domain n and for different decompositions resulting in a different number of subdomains nd.
The results obtained on the full domain (nd = 1) are comparable to the results obtained in Subsec-
tion 2.7.5 permitting a comparison between the presented approaches in Chapters 2 and 4. As expected,
the computation time decreases with increasing number of subdomains. For nine subdomains, a sig-
nificant reduction of computing time is achieved. However, domain decomposition considering a fixed
number of subdomains is not as scalable as the use of reduced order models and it is recommended to
increase the number of subdomains nd with increasing n. This is particularly suitable if the considered
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Figure 4.10: Average computation time for one forecast and assimilation step of the proposed partitioned
monitoring approach in dependence of the original problem dimension n and the number of
subdomains nd
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Figure 4.11: Average computation time for one vehicle control step of the proposed partitioned monitoring
approach in dependence of the number of applied sensor vehicles nV and the number of
subdomains nd
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problem domain has large spatial dimensions. If the spatial dimensions are low, but the number of grid
points is high, reduced order models and the decentralized approach of Chapter 3 should be preferred.
The computing times for one step of the vehicle control part are shown in Figure 4.11, which relies on
results obtained from simulations with nTr = 10 so that a direct comparison with Figures 2.27 and 3.12
is not possible. However, the setting nd = 1 leads to a monitoring approach very similar to the central-
ized approach proposed in Chapter 2 so that a comparison between the centralized and the partitioned
approach becomes possible. Clearly, the computing time is reduced drastically with an increasing num-
ber of subdomains. Setting nTr = 20, the computing time difference between both approaches becomes
even more amplified. While the centralized approach produces computing times of over an hour per step
and leads to a breakdown of the simulation, the decentralized partitioned approach, on average, requires
only 0.1 s with nd = 9. The reason for this is that less vehicles have to be considered in the vehicle con-
trol problem so that the problem can be solved much faster. Compared to the decentralized monitoring
approach presented in Chapter 3, a further great benefit of the partitioned method is the possibility to
declare a maximum number of sensor vehicles per subdomain so that the number of vehicles to be con-
sidered in the local vehicle control problem is limited. Thus, the partitioned approach can be considered
to be more scalable with respect to a higher number of sensor vehicles, at the cost of less flexibility and,
hence, a less estimation quality.
4.8 Summary and Discussion of Chapter 4
Another new decentralized PDE-based dynamic data-driven monitoring strategy for atmospheric disper-
sion processes has been presented in this chapter. The central idea of the approach is the decomposition
of the global problem domain into smaller subdomains. Sensor vehicles are assigned to subdomains
and only have to maintain a model of their local subdomain instead of one of the global domain. Fur-
thermore, only vehicles within the common local subdomain have to be involved in the vehicle control
problem. In this way, scalability, both with respect to a larger problem domain and with respect to an
increased number of sensor vehicles can be attained.
The challenge in this scenario is to guarantee a global convergence by solving local subproblems. Im-
portant information have to be communicated between agents residing on neighboring domains. While
the basic structure of the monitoring approach of the previous chapters has been kept, a new prediction
and update procedure based on d-ADN and EnSRF has been proposed that requires only little exchange
between vehicles on neighboring domains. Furthermore, an extension of the target-point-based vehicle
controller has been developed that allows a dynamic redistribution of sensor vehicles to account for a
dynamically changing process.
Test cases have shown a better scalability of the present approach compared to the centralized method but
also a slightly higher estimation error, especially at the beginning of the application. Sensor vehicles in
the partitioned approach are, despite the dynamic redistribution property, not as flexible as in approaches
operating on global domains so that trajectories cannot be considered to be globally optimal. It has been
further shown that an additional model error is inserted to the system if the chosen state propagation
method is used. While the influence of this error can be reduced via data assimilation, a small region
should not be partitioned into too many subdomains. Therefore, the decentralized approach is especially
suitable for large spatial domains.
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For future work, the inclusion of reduced models should be considered making the proposed approach
also scalable with respect to the size of the subdomain. A starting point could be found, for example, in
[12].
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5 Conclusion
Three new approaches to adaptively monitor atmospheric dispersion processes with the aim of process
state and parameter estimation have been proposed in this work. All approaches are based on the predic-
tions of a discretized PDE model enabling physically realistic forecasts. Furthermore, the approaches are
dynamic data-driven: Mobile sensor vehicles are employed whose control inputs are determined online
based on current process estimates. In this way, sensor vehicles can adapt their positions so that mea-
surements are gathered at locations providing a higher information gain. Consequently, higher quality
estimates of the atmospheric dispersion process can be obtained online.
The monitoring approaches further support cooperation, i.e. efficient work sharing among sensor vehi-
cles and, at least partially, scalability with respect to larger problem domains and a higher number of
vehicles. A key contribution in this context is the development of decentralized PDE-based dynamic
data-driven monitoring approaches. The proposed decentralized approaches not only increase scalability
and robustness, but also consider limited communication capabilities, especially limited communication
ranges.
Designing approaches with the stated properties is challenging since, in practice, the solutions of high-
dimensional problems, typically associated with PDE models, have to be available in a very short amount
of time. To face this challenge, the proposed procedural structure avoids the solution of a complex opti-
mal control problem and splits the complete problem into several building blocks consisting of process
simulation, data fusion, target point generation and vehicle control. The individual building blocks have
to be developed regarding the required computation time aspect as well as the demand for a good quality
estimation. Furthermore, considering decentralized approaches, the individual methods have to account
for only local availability of information and potentially different estimates at different vehicles.
The first monitoring approach, proposed in Chapter 2, is based on a centralized communication network
with a central computing machine, which is responsible for the computational work, receives measure-
ments from the sensor vehicles and sends control inputs back to them. To account for the efficiency
aspect, besides the application of the mentioned procedural structure, ensemble methods are applied for
the FEM-based forecast and analysis of the process state. Test cases have shown that, at least for the
considered scenarios, only a small number of ensemble members is needed to get a sufficiently good
state estimate. Thereby, it has been shown that the computation time compared to the use of the Kalman
Filter could be drastically reduced for moderate and large problem dimensions. It has been further stated
that the application of a state-dependent model error covariance matrix in the considered applications
could be suitable. A method to efficiently handle such a matrix in an ensemble setting has been pro-
posed and, depending on the scenario, results obtained with this variant provide slightly better results
than the ones obtained with the popular multiplicative inflation method. For vehicle control, an existing
cooperative optimization-based feedback controller has been applied. Requiring specific target points
as input, a sequential procedure identifying interesting measurement locations based on the current esti-
mates and their error variances is proposed. To reduce uncertainty on the way to the target points, local
appealing points are introduced pulling sensor vehicles to neighboring regions corresponding to higher
uncertainty. While this does not lead to an additional significant error reduction in all scenarios, the
estimation quality of scenarios on larger spatial scales or with specific shapes of the contaminant cloud
highly profits from their use. The proposed monitoring approaches further allow the estimation of the
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location of the pollution source together with the dispersion process state. Even if the source location
is not known exactly, a suitable choice of representative radial basis functions in combination with joint
state-parameter estimation leads to a good approximation of the actual source function. However, it has
to be stated that joint state-parameter estimation in the considered context highly depends on the choice
of estimation error parameters and is prone to fluctuations. In general, test cases have shown that the
estimate obtained with the centralized monitoring approach are much better than the ones obtained with
other basic approaches. Its drawback is the computational effort, which increases largely with an in-
creasing number of sensor vehicles and a larger problem dimension. Moreover, the approach requires a
robust communication system with high range and bandwidth as well as the availability of a powerful
central supercomputer.
In Chapter 3, a new decentralized monitoring approach has been proposed. Avoiding the direct inte-
gration of a central supercomputer into the system, sensor vehicles are assumed to be equipped with a
computation unit and process local information exchanging information with neighbors residing within
their communication range. To account for the limited onboard computational capability and to fur-
ther pursue aspects related to efficiency, Proper Orthogonal Decomposition is applied in this context to
generate a reduced order model. A specific choice of the required snapshot set is proposed consisting
of simulation results for different initial conditions and impulse response snapshots corresponding to
an excitation at the source location. Furthermore, impulse response snapshots corresponding to eigen-
vectors of a potential model error covariance matrix can be added to account for the preservation of
representativeness jeopardized by model error. Test cases have shown that the latter choice is especially
beneficial if strong perturbations are considered. However, they are counterproductive in scenarios with
low perturbation. Due to different estimates at different nodes of the sensor network, conventional data
assimilation methods cannot be used in the considered scenario. Instead, a two-step method operating
on the reduced models and consisting of Kalman Filter and Covariance Intersection is applied. The
sequential target point generation procedure is modified for the decentralized scenario and an existing
variant of the vehicle controller is employed to finalize the monitoring approach. The estimation results
for the dispersion process obtained with the decentralized approach are not as good as its centralized
counterpart, predominantly caused by vehicles not coordinated on a global level, a longer time to spread
information in the network, and the use of reduced models and conservative data assimilation methods.
However, the deviation between the results obtained with the centralized approach and with the decen-
tralized approach is not large and usually decreases with proceeding application time. Thus, if a central
supercomputer or a communication system with the high requirements of the centralized approach is
not available and more emphasis is put on scalability and robustness, the second approach is beneficial.
Slight losses in the accuracy of the estimates have to be tolerated. Furthermore, simulation runs to build
up the reduced order model have to be performed off-line before the actual application.
A partitioned decentralized monitoring approach has been presented in Chapter 4. Especially designed
for larger spatial scales and a larger number of sensor vehicles, this approach decomposes the global
domain into several subdomains with sensor vehicles being assigned to subdomains they are located in.
The idea is that the distributed computing units only have to maintain the local model of the subdomain
they are currently located in while communicating with vehicles on neighboring subdomains enables a
global convergence of the method. For model prediction and update, an efficient algorithm has been
proposed consisting of the application of damped Adaptive Dirichlet-Neumann for the forecast step and
a partitioned variant of the Ensemble Square Root Filter for the analysis requiring only little exchange
of information between vehicles on neighboring subdomains. While the update part does not introduce
additional error to the system, the simplified forecast step does. However, test cases showed that the
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error made with the partitioned simulation method can be accepted for the considered Péclet numbers
and that they are partially compensated by the integration of new measurements. As the considered
processes are dynamic, it should be possible for the sensor vehicles to move from one subdomain to
another. Therefore, a modification of the target point generation method and the vehicle controller has
been developed allowing the sensor vehicles to move to its neighboring domain if a higher error variance
is expected there. However, flexibility of the partitioned approach is limited as the sensor vehicles cannot
operate directly globally. Therefore, the quality of the estimates is worse than the quality of the estimates
obtained with the centralized approach. Nevertheless, the partitioned approach provides an adequate
option for problems with large spatial scale resulting in a distribution of work load. Furthermore, it
offers the possibility to set a maximum number of vehicles to be allowed in a domain so that vehicle
control can also be considered to be more scalable.
With these new approaches, an alternative to existing monitoring approaches, either based on com-
plex optimal control problems or on heuristic approaches without physical process model, is presented.
A middle course between the demand for high-quality estimates and a reduced computational time is
steered trying to combine the benefits of both sides. Decentrality offers new possibilities regarding
scalability and communication requirements.
This thesis has not put its focus on a single specific application scenario. Instead, a broad class of
problems has been considered and general methods have been developed. To apply the approaches
of this work in more specific scenarios, adaptions have to be made at some places. For this reason,
potential extensibility has been respected during the set up of the monitoring approaches so that it is
possible to extend the present approach to more complex or more specialized scenarios. In this way,
current limitations like linearity of the PDE models, two-dimensional scenarios and Gaussian errors can
be overcome.
While most of the proposed building blocks also work with nonlinear models, besides the choice of the
snapshot set, increased computational time would be probably the highest hurdle for the application of
nonlinear models.
Increased computation time and memory requirements can be also expected when considering three-
dimensional scenarios. However, the three-dimensional extension of the presented monitoring ap-
proaches is straightforward: The problem domain has to be discretized by tetrahedrons (or other suitable
polyhedrons) and the advection-diffusion solver has to be adapted accordingly. While the resulting state
vector possesses a highly increased dimension making the application of reduced order models in this
context even more beneficial, it can be handled in the further monitoring steps in the same way as its
two-dimensional counterpart.
The approaches have been evaluated on rectangular problem domains. However, the developed ap-
proaches are not limited to such simple domains and can be applied on much more complex domains.
The FEM-based advection-diffusion solver can naturally deal with more complex domains and the vehi-
cle controller would maintain a number of additional constraints to prevent the vehicles from leaving the
considered domain.
Other error distributions would need other data assimilation methods. A possible adaption would be to
consider the error to be log-normally distributed. In this way, the current estimation procedure could be
mostly preserved since the logarithm of the random variable is again Gaussian.
Besides, further extensions are possible in future. Currently, the velocity field is assumed to be known.
However, if the velocity field is unknown, one could estimate the velocity field along with the concen-
tration – either by parameterizing the velocity and treating it with an additional parameter set or with
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sensors also measuring velocity and estimating the global velocity at every grid point. In a similar way,
diffusion coefficients could be estimated.
It is conceivable that reaction terms could be also included in future work when dealing with dispersion
processes highly affected by such kind of processes. An extension of the advection-diffusion equation
would be necessary and an advection-diffusion-reaction equation would have to be solved.
The developed approaches can not only be applied in atmospheric dispersion monitoring, but in a num-
ber of other scenarios, where advection-diffusion processes are dominant. This includes monitoring of
submarine processes, e.g. after oil spills, numerical weather prediction and monitoring of wildland fires.
In these scenarios, additional measurements of the process state could be gathered at important locations
contributing to an improved weather forecast or disaster assessment.
The structure of the presented monitoring approach generally allows the exchange of individual building
blocks. For example, the approach could be tested with other data assimilation strategies, other methods
for identifying target points, another vehicle controller, etc. In particular, it would be very interesting and
beneficial concerning computation time if a reduced order model is applied together with the partitioned
approach.
The focus of the present work has been set on the development of new efficient approaches, algorithms
and methods, less on the actual optimization of the resulting code. Thus, further speed-up by code
optimization is possible and, consequently, even more efficient monitoring approaches can be obtained.
This opens the door for the implementation of the proposed approaches on practical sensor vehicles,
and, thereby, to the possibility to apply and validate the presented monitoring approaches in practical
experiments.
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List of Acronyms
ADN Adaptive Dirichlet-Neumann
AO Adaptive Observation
BT Balanced Truncation
CI Covariance Intersection
CPS Cyber-Physical System
d-ADN damped Adaptive Dirichlet Neumann
DPS Distributed Parameter System
DDDAS Dynamic Data-Driven Application System
EnKF Ensemble Kalman Filter
EnSRF Ensemble Square Root Filter
FEM Finite Element Method
FIM Fisher Information Matrix
KF Kalman Filter
LTI Linear Time-Invariant
MILP Mixed Integer Linear Program
MLD Mixed Logical Dynamical
MPC Model Predictive Control
NWP Numerical Weather Prediction
ODE Ordinary Differential Equation
PDE Partial Differential Equation
POD Proper Orthogonal Decomposition
RBF Radial Basis Function
ROM Reduced Order Model
UAV Unmanned Aerial Vehicle
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120 List of Acronyms
List of Symbols (Selection)
a Scalar or scalar function
A Scalar or set
a Vector or vector-valued function
A Matrix
ai i-th variant, part, etc. of a
ai Individual entity ai
a(i) a at time t = i ·∆t
a(i) i-th ensemble member variant of a
(a)i i-th component of a
aa Analysis of a
ac Augmented with entities ai of neighboring subdomains Ωi
af Forecast of a
at True a
a− a after first analysis step
a+ a after second analysis step
aˆ Reduced variant of a
a˜ (Augmented) variant of a
a¯ Mean of a
AT Transpose of A
A−1 Inverse of A
1 Identity matrix
∇ Nabla operator
∆ Laplace operator
‖a‖ Euclidean norm of a
a · b Scalar product (if declared between two vectors)
A ◦B Schur product
∅ Empty set
col{a1, a2}
(
a1
a2
)
row{a1, a2}
(
a1 a2
)
blockdiag{A1,A2}
(
A1 0
0 A2
)
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n Dimension of state vector x, number of grid points
nθ Dimension of parameter vector θ, number of parameters
nT Number of time steps
np Number of observations
ns Number of ensemble members
n` Dimension of the reduced state vector xˆ, number of POD bases
nS Number of snapshot simulations
nC Number of snapshot elements
nSS Number of representative source functions
nIC Number of representative initial conditions
nη Number of eigenvectors of Q
nd Number of subdomains
nΓij Number of grid points at boundary Γij
nV Number of vehicles
nM Number of target points
nγ Number of hyperplanes to approximate distance functions
nTr Number of time steps for reduced MPC time horizon
r = (r1, r2)T Spatial vector
x, x State, state vector; associated with pollutant concentration
t Time
w = (w1, w2)T Process velocity
D, D Diffusivity, diffusion matrix
s Source function
Ω Domain
∂Ω Boundary of domain Ω
Γij Interface between subdomain Ωi and Ωj
n Normal vector
∆r Grid spacing
∆t Time step size
φ, φ Basis function, basis vector
rc Characteristic function
θ, θ Parameter, parameter vector; associated with source output
q Spatial source function
S Discretized spatial source function
C Snapshot matrix
δ Fraction of snapshot set energy covered with reduced basis
Φ POD matrix
y Observation
H Observation model matrix
122 List of Symbols (Selection)
 Observation error
R Observation error covariance matrix
M Forecast model matrix
η Model error
Q Model error covariance matrix
P Estimate error covariance matrix
K Kalman gain
d Observation innovation
X Ensemble deviation matrix
Z Ensemble deviation matrix at observation site
Ψ1, Ψ2 Localization matrices
α Inflation factor
Υ Square root of state-dependent model error covariance matrix
i Information vector
I Information matrix
p, pg Vehicle state, global vehicle state
rp Vehicle position
vp Vehicle velocity
u, ug Control input, global control input
Ui Set of input control vectors for i times
q, qg Target point state, global target point state
d Communication range
Ni Set of sensors within communication range d of vehicle i
NΩi = N
Γj i
j Set of sensors on subdomain Ωi
xΓij State vector at boundary Γij
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