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Abstract
In this paper, we study the energy efficiency (EE) maximization problem for an uplink millimeter
wave massive multiple-input multiple-output system with non-orthogonal multiple access (NOMA).
Multiple two-user clusters are formed according to their channel correlation and gain difference, and
NOMA is applied within each cluster. Then, a hybrid analog-digital beamforming scheme is designed to
lower the number of radio frequency chains at the base station (BS). On this basis, we formulate a power
allocation (PA) problem to maximize the EE under users’ quality of service requirements. An iterative
algorithm is proposed to obtain the PA. Moreover, an enhanced NOMA scheme is also proposed, by
exploiting the global information at the BS. Numerical results show that the proposed NOMA schemes
achieve superior EE when compared with the conventional orthogonal multiple access scheme.
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I. INTRODUCTION
Recently, millimeter wave (mmWave) communication has been recognized as a promising
candidate for the fifth generation (5G) cellular networks [1]. Compared with the sub-6 GHz band
communication, mmWave communication can provide orders-of-magnitude lager bandwidths by
operating at 30-300 GHz, and thus, can cope with the explosive capacity demand for 5G. Except
for the huge bandwidth, the smaller wavelengths at mmWave enable more antennas to be packed
in the same physical space, and thus, can better support massive multiple-input multiple-output
(mMIMO). This further introduces spatial multiplexing and diversity gains. Indeed, it has been
shown that mmWave mMIMO can attain orders-of-magnitude system capacity increment [2].
Nonetheless, realizing mmWave mMIMO in practice still faces challenges [3]: (1) to fully reap
the gain provided by MIMO, each antenna requires a dedicated radio-frequency (RF) chain, which
is difficult to realize for mmWave due to space limitation. Furthermore, the use of the massive
number of antennas results in an equivalent number of RF chains, which is too expensive; (2)
the power consumption of the RF chains can be unbearable, accounting for up to 70% of the
total transceiver energy consumption [4].
To lower the transceiver complexity and energy consumption of mmWave MIMO, two mmWave-
specific MIMO architectures have been proposed, namely analog beamforming and hybrid analog-
digital beamforming [5]. Compared with digital beamforming, these two architectures can sig-
nificantly reduce the number of RF chains by performing the signal processing in analog or a
mixture of analog-digital domains [3]. Specifically, analog beamforming is often implemented
using a network of phase shifters, and is one of the simplest approaches for applying MIMO in
mmWave systems. However, its performance is compromised by the use of quantized phase shifts
and the lack of amplitude adjustment. Hybrid analog-digital beamforming, on the other hand, can
achieve a good balance between system complexity and performance, by appropriately selecting
the number of RF chains. There are two main hybrid analog-digital beamforming schemes: one
is the fully connected structure, which connects all antennas to each RF chain, while the other
is the partially connected scheme, which divides the antennas into subarrays and only connects
one subarray to its own RF chain [3], [6].
However, as the number of RF chains decreases, the maximum number of users that can be
supported by mmWave mMIMO decreases as well. To break this fundamental limit and increase
the number of simultaneously supported users, non-orthogonal multiple access (NOMA) has been
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Fig. 1: Cluster-based uplink mmWave mMIMO-NOMA system model.
integrated into mmWave mMIMO recently [7]–[12]. Different from the conventional orthogonal
multiple access (OMA), NOMA allows multiple users to access the same time-frequency resource
by applying superposition coding and successive interference cancellation (SIC) [13]–[15]. In
addition, the use of NOMA in mmWave is preferable because the users’ channels can be highly
correlated due to the highly directional feature of mmWave transmission. [10] considers downlink
mmWave MIMO with hybrid beamforming, while [11] considers uplink with analog beamform-
ing. Both works focus on the spectral efficiency (SE) maximization problem. In contrast, [12]
investigates the energy efficiency (EE) maximization problem for a downlink mmWave MIMO
with hybrid beamforming.
Different from all these previous works, we consider the EE maximization for an uplink
NOMA-assisted mmWave mMIMO system. Compared with downlink, EE in uplink is of higher
priority as user terminals are power-constrained. Multiple two-user clusters are formed according
to their channel correlation and gain difference, and NOMA is applied within each cluster.
Following this, we propose a hybrid analog-digital beamforming scheme to reduce the number
of RF chains at the base station (BS). On this basis, a power allocation (PA) problem aiming to
maximize the EE under users’ quality-of-service (QoS) requirements is formulated. An iterative
algorithm is proposed, which consists of an outer and inner loop. Moreover, considering that
the BS has global information, we propose to further remove the interference across clusters.
Then, the PA problem can still be solved by the proposed iterative algorithm. Simulation results
show that our algorithms achieve superior EE performance when compared with the conventional
OMA scheme.
II. SYSTEM AND CHANNEL MODEL
As shown in Fig. 1, we consider an uplink mmWave mMIMO-NOMA transmission scenario,
where a BS communicates with L two user clusters. The BS is equipped with NTX antennas
and NRF RF chains satisfying NRF ≤ NTX, while all users are equipped with single antennas. It
is assumed that the number of clusters equals that of RF chains (L=NRF). On this basis, users
within the same cluster will be supported by the same beamforming vector. The full channel
state information (CSI) is assumed available at the BS [2], [16].
Owing to the limited scattering in mmWave channel, we adopt the geometric channel model
with F scatterers, where each scatter is assumed to contribute to a single propagation path
between the user and the BS [2], [16]. Accordingly, the channel between the BS and the i-th
user in the l-th cluster, denoted as hl,i, l∈{1,· · ·, L}, i∈{1, 2}, can be expressed as
hl,i=
√
NTX/F
F∑
f=1
βfl,ia(θ
f
l,i), (1)
where βfl,i represents the complex gain of the f -th path, which is assumed to follow the Rayleigh
distribution with zero mean and variance σf ; θ
f
l,i ∈ [0, 2pi] is the f -th path’s azimuth angle of ar-
rival (AoA), while a(θfl,i) is the corresponding antenna array steering vector. We only consider the
azimuth here, but the extension to elevation and azimuth is possible [3]. For a uniform linear array
configuration, a(θfl,i) is given by a(θ
f
l,i) = 1/
√
NTX[1, e
j 2pi
λ
d sin(θfl,i), . . . , ej
2pi
λ
(NTX−1)d sin(θfl,i)]T ,
where λ and d represent the signal wavelength and inter-antenna spacing, respectively [17].
[·]T denotes the transpose operation.
III. PROPOSED HYBRID BEAMFORMING SCHEME
The received signals for the l-th cluster at the BS can be expressed as
yl =
L∑
j=1
2∑
i=1
vlBhj,i
√
Pj,ixj,i + nl (2)
=
2∑
i=1
vlBhl,i
√
Pl,ixl,i +
∑
j 6=l
2∑
i=1
vlBhj,i
√
Pj,ixj,i + nl,
where xj,i denotes the transmitted signal of user i for the j-th cluster, satisfying E(|xj,i|2) =
1. Pj,i is the corresponding transmit power. B ∈ CNRF×NTX denotes the analog beamforming
matrix for all clusters. vl ∈ C1×NRF is the digital beamforming vector for the l-th cluster. nl
is the independent and identically distributed (i.i.d.) additive white complex Gaussian noise
(AWGN) with zero mean and variance σ2. Additionally, the second term represents the inter-
cluster interference. Without loss of generality, it is assumed that ‖vlBhl,1‖ ≥ ‖vlBhl,2‖, i.e.,
user 1 and user 2 represent the strong and weak users for the l-th cluster, respectively. ‖ · ‖
denotes the Frobenius norm.
Unlike the conventional analog beamforming design for OMA [16], where one analog beam-
forming vector is designed only for one user, two users need to share one analog beamforming
vector in NOMA. Because of this, we should select a beamforming vector from the codebook
of the considered two users that matches best their overall channels. Since the codebook should
have the same form as the array steering vector a(θfl,i), we define the codebook of the l-th cluster
as Fl = {a(θfl,i), f ∈ {1,· · ·, F}, i ∈ {1, 2}}. Based on this, the analog beamforming vector of
the l-th cluster is selected in accordance to the following criterion:
f?RF,l = arg max
fRF,l∈Fl
‖fTRF,lhl,1‖+ ‖fTRF,lhl,2‖. (3)
Accordingly, the overall analog beamforming matrix is given by B = [f?RF,1, · · · , f?RF,L]T . On
this basis, we can obtain the equivalent uplink channel of each user as h˜l,i=Bhl,i. With two users
inside each cluster, the inter-cluster interference cannot be completely cancelled by the digital
beamforming [18]. As in [18], to perform SIC correctly, we design the digital beamforming
considering only the channels of the strong users, namely H = [h˜1,1,· · ·, h˜L,1]. Specifically, we
generate the zero-forcing beamforming matrix V = HH(HHH)−1, and apply the beamforming
vector vl = V(l)/‖V(l)B‖ to the l-th cluster, where V(l) is the l-th row of V. As a result,
users in the l-th cluster still receive interference from the weak users in all the other clusters.
IV. PROBLEM FORMULATION AND PROPOSED SOLUTION
A. Problem Formulation
After hybrid beamforming, the received signal-to-interference-plus-noise ratio (SINR) of users
i = 1, 2 in the l-th cluster can be written as
SINRl,1 =
‖vlBhl,1‖2Pl,1
‖vlBhl,2‖2Pl,2 +
∑
j 6=l
‖vlBhj,2‖2Pj,2 + σ2 , (4)
SINRl,2 =
‖vlBhl,2‖2Pl,2∑
j 6=l ‖vlBhj,2‖2Pj,2 + σ2
. (5)
Denote ρl = ‖vlBhl,1‖2/σ2 and αj,l = ‖vlBhj,2‖2/σ2. Accordingly, their achievable rates are
given by
Rl,1 = log2
(
1+
ρlPl,1
αl,lPl,2 +
∑
j 6=l αj,lPj,2 + 1
)
, (6)
Rl,2 = log2
(
1+
αl,lPl,2∑
j 6=l αj,lPj,2 + 1
)
. (7)
The total power consumption includes two parts: the flexible transmit power
∑L
l=1(Pl,1+Pl,2),
and the fixed circuit power consumption PC [3]. The EE of the system is defined as
ηEE =
∑L
l=1(Rl,1 +Rl,2)
ψ
∑L
l=1(Pl,1 + Pl,2) + PC
, (8)
where ψ is a constant accounting for the inefficiency of the power amplifier [19]. Finally, the
EE maximization problem is formulated as follows:
max
P
ηEE (9a)
s.t. Rl,i ≥ Rmin, i ∈ {1, 2}, l ∈ {1, · · · , L}, (9b)
Pl,i ≤ Pmax, i ∈ {1, 2}, l ∈ {1, · · · , L}, (9c)
where P ∈ RL×2 is the matrix of Pl,i. (9b) reflects the QoS requirement for each user, while
(9c) restricts the transmit power for each user to a maximum transmit power.
B. Proposed Solution
It is clear that (9) belongs to a fractional problem, which can be transformed into a series of
parametric subtractive-form subproblems as follows:
max
P
L∑
l=1
(Rl,1+Rl,2)−λ(k−1)
(
ψ
L∑
l=1
(Pl,1+Pl,2)+PC
)
s.t. (9b), (9c), (10)
where λ(k−1) is a non-negative parameter. Starting from λ(0) = 0, λ(k) can be updated by
λ(k) =
∑L
l=1(R
(k)
l,1 +R
(k)
l,2 )
ψ
∑L
l=1(P
(k)
l,1 +P
(k)
l,2 )+PC
, where R(k)l,i and P
(k)
l,i are the updated rates and power after solv-
ing (10). Moreover, the maximum value of (10) is calculated as ε(k) =
∑L
l=1(R
(k)
l,1 + R
(k)
l,2 )−
λ(k−1)(ψ
∑L
l=1(P
(k)
l,1 + P
(k)
l,2 ) + PC). As shown in [20], λ
(k) keeps growing while ε(k) keeps
declining as k increases. When ε(k) = 0, λ(k) is maximized, which is also the maximum EE of
(9).
Algorithm 1: Energy-Efficient Power Allocation Algorithm
1 Initialize ε← 10−6, λ← 0.
2 repeat{Outer iteration}
3 Initialize feasible power P(0).
4 repeat{Inner iteration}
5 P(k) ← max f1(P)− f2(P(k−1))− 〈∇f2(P(k−1)),P−P(k−1)〉 s.t. (14), (15), (9c)
6 until P(k) converges;
7 Compute ε?←∑Ll=1(Rl,1+Rl,2)−λ(ψ∑Ll=1(Pl,1+Pl,2)+PC).
8 Update λ←
∑L
l=1(Rl,1+Rl,2)
ψ
∑L
l=1(Pl,1+Pl,2)+PC
.
9 until ε? ≤ ε;
Then, the problem consists in how to solve (10) for a given λ. It is clear that (10) is a
non-convex optimization problem due to the non-concave objective function. We equivalently
transform (10) as follows:
max
P
L∑
l=1
(Rl,1 +Rl,2 − λψ(Pl,1 + Pl,2)) , s.t. (9b), (9c). (11)
Let us consider the two users in the l-th cluster. After some mathematical manipulations, their
sum rate is given by
Rl,1 +Rl,2 = log2
(
ρlPl,1 +
∑L
j=1 αj,lPj,2 + 1∑
j 6=l αj,lPj,2 + 1
)
. (12)
By substituting the above equation into the objective function, we obtain
f =
L∑
l=1
log2
(
ρlPl,1 +
L∑
j=1
αj,lPj,2 + 1
)
− λψ
L∑
l=1
(Pl,1 + Pl,2)︸ ︷︷ ︸
f1(P)
−
L∑
l=1
log2
(∑
j 6=l
αj,lPj,2 + 1
)
︸ ︷︷ ︸
f2(P)
. (13)
Now let us consider the QoS constraints (9b). After some mathematical manipulations, they
can be reformulated as
ρlPl,1 −
(
2Rmin − 1) [ L∑
j=1
αj,lPj,2 + 1
]
≥ 0 (14)
αl,lPl,2 −
(
2Rmin − 1) [∑
j 6=l
αj,lPj,2 + 1
]
≥ 0. (15)
Rewrite (11) as
max
P
f1(P)− f2(P), s.t. (14), (15), (9c), (16)
where both functions f1(P) and f2(P) are concave. Thus, the objective f1(P)− f2(P) is a DC
function (difference of two concave functions). For l ∈ {1, · · · , L}, define the vector el ∈ RL,
satisfying el(l) = 0 and el(j) =
αj,l
ln 2
, j 6= l. The gradient of f2 at P is given by
∇f2(P) =
L∑
l=1
1
1 +
∑
j 6=l αj,lPj,2
el. (17)
The following procedure generates a sequence {P(k)} of improved feasible solutions. Initial-
ized from a feasible {P(0)}, {P(k)} is obtained as the optimal solution of the following convex
problem at the k-th iteration:
max
P
f1(P)− f2(P(k−1))− 〈∇f2(P(k−1)),P−P(k−1)〉
s.t. (14), (15), (9c), (18)
where 〈·, ·〉 denotes the inner product operation. Note that (18) can be efficiently solved by
available convex software packages [21].
C. Complexity and Convergence
The proposed algorithm includes inner and outer iterations. For the inner iteration, i.e., the DC
programming, its convergence has been shown in [22]. For the outer iteration, i.e., the fractional
programming, it always converges to the stationary and optimal solution [20]. Therefore, the
proposed algorithm always converges. The specific procedure of the proposed two layer algorithm
is summarized in Algorithm 1.
Now, we discuss its computational complexity. Denote the number of inner and outer iterations
as I1 and I2, respectively. The overall computational complexity of the proposed algorithm is
O(D2I1I2), where D is the number of dual variables for solving (18).
V. ENHANCED NOMA
In uplink, since the BS has global information, when the weak user in one cluster is decoded,
its interference to users in other clusters can be removed. By applying this, the SINR can be
further enhanced. Nonetheless, how to select the appropriate decoding order to maximize the
EE is combinatorial and non-trivial. Here, a greedy algorithm is proposed.
Specifically, we denote the interference from user (l, 2) to other clusters as Γl =
∑
j 6=l αl,j .
Without loss of generality, we arrange the clusters based on the descending order of Γl. To
relieve the interference, the cluster with smaller index should be decoded earlier. After removing
the inter-cluster interference from the already decoded users, the SINR of user (l, 1) can be
re-expressed as
SINR
′
l,1 =
ρlPl,1
αl,lPl,2 +
∑L
j=l+1 αj,lPj,2 + 1
, (19)
where
∑L
j=l+1 αj,lPj,2 denotes the remaining interference. Likewise, the SINR of user (l, 2) can
be re-expressed as
SINR
′
l,2 =
αl,lPl,2∑L
j=l+1 αj,lPj,2 + 1
. (20)
After some mathematical manipulations, the sum rate for the l-th cluster is given by
R
′
l,1 +R
′
l,2 = log2
(
ρlPl,1 +
∑L
j=l αj,lPj,2 + 1∑
j=l+1 αj,lPj,2 + 1
)
. (21)
Likewise, the corresponding QoS constraints are given by
ρlPl,1 −
(
2Rmin − 1) [ L∑
j=l
αj,lPj,2 + 1
]
≥ 0 (22)
αl,lPl,2 −
(
2Rmin − 1) [ L∑
j=l+1
αj,lPj,2 + 1
]
≥ 0. (23)
It can be seen that the PA problem after enhanced SINR has the same form as before. Therefore,
here we can directly apply the proposed PA algorithm to obtain the solution.
VI. SIMULATION RESULTS
In this section, simulations are conducted to evaluate the effectiveness of the proposed mmWave
mMIMO-NOMA schemes. The default simulation parameters are listed in Table I. The users are
randomly placed within the cell radius following a uniform distribution, and the azimuth AOA
is uniformly distributed over [0, 2pi]. In terms of user pairing, as in [12], [18], we first define the
TABLE I: Simulation Parameters.
Parameters Value
Number of antennas NTX = 100
Number of RF chains NRF = 8
Minimum rate requirement Rmin = 0.1 [bit/s/Hz]
Fixed transmit power per user Pf = 10 [dBm]
Maximum transmit power per user Pmax = 10 [dBm]
Inefficiency factor ψ = 1/0.38
Channel bandwidth 50 [MHz]
Thermal noise density −174 [dBm/Hz]
Path-loss exponent 4.3
Cell radius 0.3 [km]
channel correlation and gain difference between users i and j as Corr(i,j) = |hihTj |/‖hi‖‖hj‖
and pi(i,j) = |‖hi‖ − ‖hj‖|, respectively. Then, we select the user pairs with larger channel
correlation. When two user pairs have the same channel correlation, we select the pair with a
larger channel gain difference. A total of L = 8 two user pairs are selected. As for baseline
algorithms, we represent the conventional OMA through time-division multiple access, where
equal time slots are allocated to users in the same cluster, and the maximum EE is obtained via
solving the corresponding optimization problem.
Fig. 2(a) shows how the EE varies with the maximum transmit power Pmax. “MaxEE” denotes
the EE maximization results, while “MaxSE” represents the obtained EE when the SE of the
system is maximized, i.e., λ = 0. “E-NOMA” denotes the enhanced NOMA scheme. When
Pmax ∈ [−10,−6] dBm, only E-NOMA can satisfy the QoS requirements. When Pmax ∈ [−5, 0]
dBm, the EE provided by all three schemes grows with Pmax. When Pmax ≥ 0 dBm, for all
three schemes, the EE remains fixed for MaxEE, while it declines for MaxSE. This shows the
necessity of employing energy-efficient PA, especially under high Pmax. In addition, it can be
seen that the two NOMA schemes achieve much higher EE than OMA for all feasible Pmax
values. Moreover, for the two NOMA schemes, E-NOMA always outperforms NOMA. Also,
we can observe that there is a visible gap between MaxEE and MaxSE for E-NOMA, but not
for NOMA during the increasing phase. This is because in E-NOMA, clusters receive different
levels of interference due to inter-cluster interference cancellation. This leads to some clusters
having extra power left after maximizing the EE. However, for MaxSE, this extra power is also
used for sum rate maximization, which yields a decreased EE compared with MaxEE.
Fig. 2(b) plots how the EE varies with the minimum rate requirement Rmin. It is clear that
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Fig. 2: EE comparison for NOMA and OMA: a) when the maximum transmit power varies;
Rmin = 0.1 bit/s/Hz; b) when the minimum rate varies; Pmax = 0 dBm.
the EE of all three algorithms decreases as Rmin increases. Among the three algorithms, the
two NOMA schemes still achieve much higher EE than OMA. In particular, when Rmin = 0.3
bps/Hz, OMA is infeasible while the two NOMA schemes can still satisfy the QoS requirements.
Furthermore, it can be seen that E-NOMA outperforms NOMA for all Rmin values.
VII. CONCLUSION
In this paper, we investigated the EE maximization problem for uplink mmWave mMIMO-
NOMA. A hybrid analog-digital beamforming scheme was first proposed to lower the number
of RF chains at the BS. Then, an iterative algorithm was introduced to allocate the power
for EE maximization. Moreover, by further removing the inter-cluster interference at the BS,
an enhanced NOMA scheme was presented, and the same algorithm can be applied for PA.
Simulation results showed that both NOMA schemes achieve much higher EE than OMA as
the maximum transmit power and minimum rate requirements vary. Furthermore, the proposed
E-NOMA always outperforms the conventional NOMA in terms of EE.
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