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Sommario
Le onde superficiali costituiscono un’importante fonte di informazioni sulle
caratteristiche del sottosuolo. Il fatto che tali onde siano presenti in ogni
registrazione sismica, sia attiva che passiva, ha portato negli ultimi decenni
a considerarle sempre più nell’ottica di dati da studiare ed interpretare,
piuttosto che come rumore sismico d’intralcio alle analisi delle onde di volume
propagantesi direttamente dalla sorgente.
Le onde di superficie esibiscono un comportamento dispersivo, per il quale
la velocità di propagazione è funzione della frequenza, secondo una relazione
determinata dalle proprietà elastiche del sottosuolo. Mediante appropriate
tecniche di inversione, lo studio della funzione di dispersione consente quin-
di di ricavare la distribuzione in profondità dei parametri elastici dell’area
investigata. Tuttavia, la non linearità del problema e la non unicità della
soluzione rendono inefficaci le tecniche di inversione basate sulle proprietà
locali della funzione di misft, a meno di disporre di dettagliate informazio-
ni a priori. Inoltre, anche l’individuazione della curva di dispersione può
rivelarsi difficoltosa per la presenza di una complessa interazione tra modo
fondamentale e modi superiori.
Sulla base di questi presupposti, il presente lavoro di tesi è stato finalizzato
allo sviluppo di una procedura di inversione alternativa, che consentisse di
eludere i problemi di attribuzione modale delle curve di dispersione osservate e
di effettuare una computazione veloce, adatta ad essere utilizzata con algoritmi
di ricerca diretta della soluzione. La nuova funzione di misfit proposta è stata
implementata in un codice di calcolo in linguaggio MATLAB, che utilizza
algoritmi genetici come metodo di ricerca della soluzione nello spazio dei
parametri.
Sono stati effettuati test su modelli sintetici, in cui si analizza la validità e
la robustezza dell’inversione, ma soprattutto si esaminano i vantaggi derivati
dall’uso della particolare funzione di misft.
Il metodo qui proposto viene infine applicato ad una serie di eventi simici
registrati da una rete sismica temporanea installata nell’area geotermica di
Larderello-Travale. Questa particolare regione è stata l’oggetto di numerosi
studi, basati su indagini attive o sull’analisi della sismicità locale, che però
difettano di informazioni sulle velocità di propagazione delle onde di taglio
a profondità maggiori di pochi chilometri. L’applicazione del metodo qui
sviluppato è quindi finalizzata ad estendere l’investigazione del profilo di
velocità delle onde di taglio.
Abstract
Surface waves are a major source of information on the characteristics of the
subsurface. The fact that these waves are present in each seismic recording,
both active and passive, has led, in the last decades, to increasingly consider
them as data to study and interpret, rather than seismic noise disturbing the
analysis of volume waves propagating directly from the source.
Surface waves exhibit a dispersive behavior, for which the propagation
speed is a function of frequency, according to a relation determined by the
elastic properties of the subsurface. By appropriate inversion techniques, the
study of the dispersion function allows to derive the distribution in the depth
of the elastic parameters of the investigated area. However, the non-linearity
of the problem and the non-uniqueness of the solution make the inversion
techniques based on the local properties of the misft function ineffective,
unless in case of detailed prior information. Moreover, even the identification
of the dispersion curve may prove difficult for the presence of a complex
interaction between the fundamental mode and higher modes.
Based on these assumptions, the present work is aimed at the development
of an alternative inversion, which would allow to circumvent the problems
of attribution of modal dispersion curves and make a quick computation,
suitable to be used with direct search algorithms of the solution. The new
misfit function proposed has been implemented in a computer code in the
MATLAB language, which uses genetic algorithms as a method for solution
searching in parameter space.
Tests were performed on synthetic models, for evaluation of validity and
robustness of the inversion, but mostly for highligthting the benefits derived
from the use of the particular misft function.
The method here proposed is finally applied to a series of seismic events
registered from a temporary seismic network installed in the geothermal area
of Larderello-Travale. This particular region has been the subject of numerous
studies, based on active surveys or on the analysis of local seismicity, but lack
of information on propagation velocity of shear waves at depths greater than
a few kilometers. The application of the method developed here is therefore
aimed at extending the investigation of shear waves velocity profile.
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Introduzione
Le onde superficiali costituiscono un’importante fonte di informazioni sulle
caratteristiche del sottosuolo. Il fatto che tali onde siano presenti in ogni
registrazione sismica, sia attiva che passiva, ha portato negli ultimi decenni
a considerarle sempre più nell’ottica di dati da studiare ed interpretare,
piuttosto che come rumore sismico d’intralcio alle analisi delle onde di volume
propagantesi direttamente dalla sorgente.
Le onde di superficie esibiscono un comportamento dispersivo, per il quale
la velocità di propagazione è funzione della frequenza, secondo una relazione
determinata dalle proprietà elastiche del sottosuolo (Aki e Richards, 2002).
Mediante appropriate tecniche di inversione, lo studio della funzione di disper-
sione consente quindi di ricavare la distribuzione in profondità dei parametri
elastici (velocità delle onde di volume, densità) dell’area investigata. Il campo
di applicazione di questo tipo di analisi è molto vasto, variando dalla scala
locale, per la determinazione dei profili di Vs negli studi di microzonazione
sismica (Park, Miller e Xia, 1999; Wathelet, 2005), a quella globale, con
la determinazione delle velocità crostali e del mantello superiore mediante
l’analisi delle onde di superficie associate a forti terremoti (Lomax e Snieder,
1995).
Il primo aspetto da considerare nell’inversione delle onde superficiali
riguarda la curva di dispersione, su cui si basa l’intera procedura di ana-
lisi. La definizione di tale curva viene principalmente effettuata mediante
trasformazioni delle registrazioni sismiche dal dominio temporale a quello
frequenza-numero d’onda (Lacoss, Kelly e Toksöz, 1969; Capon, 1969). Il
risultato di tale procedura è successivamente analizzato tramite identificazione
soggettiva dei picchi energetici associati al modo fondamentale e/o eventuali
modi superiori di vibrazione. Questa fase è particolarmente critica: le possibili,
complesse interazioni tra modo fondamentale e modi superiori possono infatti
comportare una non corretta attribuzione modale della curva di dispersione,
dando inevitabilmente luogo ad un risultato errato nella seguente procedura
di inversione.
Per quanto riguarda le tecniche di inversione, esse possono essere classifi-
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cate essenzialmente in due gruppi (Sambridge e Drijkoningen, 1992). Il primo
comprende metodi basati sull’uso di proprietà locali della funzione obiettivo
per ridurre il misfit iterativamente a partire da un modello iniziale. Que-
sta classe include metodologie di inversione quali minimi quadrati, steepest
descent e gradienti coniugati (Aster, Borchers e Thurber, 2013; Tarantola,
2005; Menke, 2012). La seconda classe di tecniche non richiede il calcolo
di derivate (evitando la linearizzazione del problema), ma utilizza processi
random (Sambridge, 2002) per effettuare una ricerca diretta nello spazio dei
parametri.
Molti problemi geofisici, compresi quelli che riguardano le onde superficiali,
sono non lineari e risultano in funzioni obiettivo irregolari. Conseguentemente
i metodi locali, che dipendono fortemente dal modello di partenza, sono
soggetti a molteplici criticità, quali la convergenza verso minimi secondari
o instabilità conseguenti al calcolo delle derivate parziali dell’operatore di
modellazione diretta. inclini a problemi legati a minimi locali e instabilità.
Le metodologie a ricerca diretta evitano tali limitazioni e la loro applicazione
risulta particolarmente vantaggiosa nel caso la soluzione del problema diretto
non risulti troppo onerosa dal punto di vista computazionale.
Sulla base di questi presupposti, il presente lavoro di tesi è stato finalizzato
allo sviluppo di una procedura di inversione alternativa, che consentisse di
eludere i problemi di attribuzione modale delle curve di dispersione osservate e
di effettuare una computazione veloce, adatta ad essere utilizzata con algoritmi
di ricerca diretta della soluzione. L’intera procedura è stata implementata
in un codice di calcolo in linguaggio MATLAB. In particolare, il calcolo del
forward modeling è stato sviluppato secondo la tecnica descritta in Buchen e
Ben-Hador, 1996, qui utilizzata per costruire una funzione di misfit veloce
ed efficiente. La funzione di misfit è impostata in modo da non richiedere
l’identificazione dei modi di vibrazione (Maraschini et al., 2010). La soluzione
del problema inverso avviene mediante una esplorazione diretta dello spazio
dei parametri, effettuata mediante l’utilizzo di algoritmi genetici (Goldberg,
2006), e avvalendosi di numerosi processi di inversione indipendenti lanciati
in parallelo, in modo tale da rendere l’esplorazione dello spazio dei modelli il
più esaustiva possibile.
Al fine di verificare la procedura, sono stati effettuati test su modelli
sintetici, in cui si analizza la validità e la robustezza dell’inversione, ma
soprattutto si esaminano i vantaggi derivati dall’uso della particolare funzione
di misft.
Il metodo qui proposto viene infine applicato ad una serie di eventi sismici
registrati da una rete sismica temporanea installata nell’area geotermica di
Larderello-Travale. Questa particolare regione è stata l’oggetto di numerosi
studi, basati su indagini attive (Casini et al., 2010) o sull’analisi della sismicità
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locale (De Matteis et al., 2008; Vanorio et al., 2004), che però difettano di
informazioni sulle velocità di propagazione delle onde di taglio a profondità
maggiori di pochi chilometri. L’applicazione del metodo qui sviluppato è
quindi finalizzata ad estendere l’investigazione del profilo di velocità delle
onde di taglio.
I dati utilizzati sono relativi a circa 30 terremoti di magnitudo medio-alta
(3 < M < 6) e distanze epicentrali comprese fra 40 e 200 km. Le caratteristiche
dispersive sono state determinate mediante analisi frequenza – velocità, sotto
l’assunzione di fronte d’onda cilindrico. I risultati preliminari mostrano
l’applicabilità e la validità del metodo, a condizione che esistano sufficienti
informazioni a priori per vincolare la distribuzione delle possibili soluzioni.
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Capitolo 1
Onde superficiali
Le onde superficiali (o onde di superficie) vengono a crearsi a causa dell’in-
terazione delle onde di volume (P ed S) con una superficie di discontinuità
fisica, nella fattispecie la superficie libera della terra. Queste onde si propa-
gano lungo la superficie e la loro ampiezza decade esponenzialmente con la
profondità. Si propagano a velocità minore delle onde P ed S, ma subiscono
una minore attenuazione poiché il fronte d’onda è cilindrico anziché sferico,
perciò costituiscono una parte molto energetica dell’onda sismica. Le onde di
superficie si dividono in onde di Love e onde di Rayleigh, questi due tipi di
onde sono caratterizzate da una differente polarizzazione del movimento: le
prime si muovono su un piano parallelo alla superficie, con una oscillazione
in direzione perpendicolare a quella di propagazione; le seconde su un piano
normale alla superficie, con un movimento ellittico retrogrado rispetto alla
direzione di propagazione.
Figura 1.1: Rappresentazione di onde di Love e di Rayleigh.
L’utilità delle onde di superficie nell’indagare le proprietà elastiche del
sottosuolo risiede nelle caratteristiche dispersive di questo tipo di onde. Il fe-
nomeno della dispersione, ovvero la dipendenza della velocità di propagazione
dalla lunghezza d’onda, dipende da due fattori: in primo luogo dall’etero-
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geneità del mezzo attraversato e in secondo luogo dalla diversa profondità
che differenti lunghezze d’onda interessano. Se si considera infatti che la
profondità raggiunta delle onde superficiali è proporzionale alla lunghezza
d’onda e che inoltre le proprietà elastiche del mezzo attraversato variano
con la profondità, ne deriva che oscillazioni a differente lunghezza d’onda si
propagheranno attraverso mezzi con proprietà elastiche diverse e, perciò, a
velocità diverse.
Le proprietà dispersive delle onde di superficie sono rappresentabili in
diagrammi frequenza-lunghezza d’onda o frequenza-velocità, nei quali sono
visibili le caratteristiche “curve di dispersione”. In geofisica queste curve
vengono ricavate dai dati sismici acquisiti e, attraverso il successivo processo
di inversione, consentono di analizzare le proprietà elastiche del sottosuolo.
Questo capitolo riporta la derivazione delle equazioni fondamentali che
descrivono il comportamento delle onde superficiali. La soluzione di queste
equazioni è utilizzata in seguito per la modellazione diretta, ovvero per ricavare
le curve di dispersione a partire da modelli di sottosuolo con caratteristiche
note. La modellazione diretta sarà utilizzata per ricavare la funzione di misfit
utilizzata nel processo di inversione trattato nel capitolo successivo.
1.1 Equazione del moto per onde di superfi-
cie
Per derivare le relazioni fondamentali che descrivono il comportamento delle
onde superficiali, si definiscono innanzitutto l’equazione del moto in termini
di stress e forze applicate (Aki e Richards, 2002):
ρ
d2u
dt2
=∇σ + F (1.1)
che, in assenza di forze esterne e considerando le singole componenti, diventa:
ρ
d2ui
dt2
=
3∑
j=1
∂σji
∂xj
(1.2)
Nella teoria lineare dell’elasticità si considerano spostamenti e deformazioni
infinitesime. Sotto queste condizioni il tensore di strain è definito da:
ij =
1
2
(
∂ui
∂uj
+ ∂uj
∂ui
)
(1.3)
La teoria lineare dell’elasticità consente inoltre di legare stress (σ) e strain ()
tramite costanti di proporzionalità descritte dal tensore di Hooke cijkl formato
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da 81 componenti (costanti elastiche), che si possono ridurre a 21 per ragioni
di simmetria del tensore stesso.
Nel caso particolare di un mezzo isotropo è applicabile una notevole
semplificazione, in quanto la legge di Hooke generalizzata (1.4) può essere
espressa utilizzando solo due costanti µ e λ, conosciute come costanti di Lamé
σij = cijklkl (1.4)
σij = λδij (δklkl) + µ (δikδjl + δilδjk) kl (1.5)
σij = λkkδij + 2µij (1.6)
dove δij vale 1 se i = j e vale 0 se i 6= j.
In seguito verrà trattata la soluzione dell’equazione del moto (1.2) per
le onde di Love e di Rayleigh, considerando la propagazione delle onde di
superficie in direzione x attraverso un mezzo isotropo elastico verticalmente
eterogeneo, dove i moduli elastici λ(z), µ(z) e la densità ρ(z) sono funzione
della profondità z
Nel caso delle onde di Love si deve cercare una soluzione all’equazione del
moto (1.2) nella forma
ux = 0
uy = l(k, z, ω)ei(kx−ωt) (1.7)
uz = 0
che descrive le componenti radiale, trasversa e verticale di un’oscillazione
periodica di ampiezza l(k, z, ω) che si propaga lungo x polarizzata nel piano
y. Utilizzando (1.3), (1.6) si ricavano per tali spostamenti le espressioni delle
componenti di stress associate:
σxx = σyy = σzz = σzx = 0
σyz = µ
dl
dz
ei(kx−ωt) (1.8)
σxy = ikµlei(kx−ωt
sostituendo (1.7) e (1.8) in (1.2), si ottiene l’equazione del moto per l(k, z, ω):
ρ
d2uy
dt2
=
3∑
j=1
∂σji
∂xj
−ω2ρlei(kx−ωt) = d
dz
[
µ
dl
dz
ei(kx−ωt)
]
− k2µlei(kx−ωt)
−ω2ρl = d
dz
[
µ
dl
dz
]
− k2µl (1.9)
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Onde di Love così descritte sono una soluzione dell’equazione del moto in caso
di assenza di sorgenti (F = 0 in (1.1)). Le condizioni al contorno impongono la
continuità di stress e spostamenti alle interfacce. Poiché si sta considerando un
mezzo le cui discontinuità sono orientate esclusivamente su piani orizzontali,
è necessario che la componente σyz (per le onde di Love) sia continua. Perciò
si introduce una nuova funzione per descrivere la dipendenza di σyz da z:
σyz = lσ(k, z, ω)ei(kx−ωt) = µ
dl
dz
ei(kx−ωt) → dl
dz
= l
σ
µ
A questo punto è possibile riorganizzare (1.8) e (1.9) in un sistema di equazioni
differenziali ordinarie del primo ordine:
dl
dz
= l
σ
µ
dlσ
dz
=
(
k2µ− ω2ρ
)
l
oppure, in forma matriciale:
d
dz
(
l
lσ
)
=
(
0 µ−1
k2µ− ω2ρ 0
)(
l
lσ
)
(1.10)
Nel caso delle onde di Rayleigh si deve cercare una soluzione all’equazione
del moto (1.2) nella forma
ux = r1(k, z, ω)ei(kx−ωt)
uy = 0 (1.11)
uz = r2(k, z, ω)ei(kx−ωt)
Seguendo una procedura analoga a quella adottata per le onde di Love, si
giunge anche in questo caso ad un sistema di equazioni differenziali ordinarie:
d
dz

r1
r2
rσ1
rσ2
 =

0 −ik 0 µ−1
−iλ
λ+2µ 0
1
λ+2 0
0 −ω2ρ 0 −ik
4k2µ(λ+µ)
λ+2µ 0
−ikλ
λ+µ 0


r1
r2
rσ1
rσ2
 (1.12)
Per una trattazione più dettagliata si rimanda a Aki e Richards, 2002.
1.2 Soluzione del problema agli autovalori
1.2.1 Mezzo verticalmente omogeneo
Prima di analizzare la soluzione di equazioni come (1.10) e (1.12) nel caso
di un mezzo verticalmente eterogeneo, si consideri il caso di onde piane che
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attraversano un mezzo omogeneo, studiate tramite equazioni del tipo
df(z)
dz
= Af(z) (1.13)
dove f(z) è un vettore che descrive la dipendenza di stress e spostamenti
rispetto alla profondità e A è una matrice con elementi determinati dalle
proprietà del mezzo e da frequenza e lunghezza d’onda.
Le soluzioni ad equazioni di questo tipo sono esprimibili nella forma:
f(z) = c1eλ1zu1 + c2eλ2zu2 + ...+ cneλnzun (1.14)
con un autovettore e λn autovalore di A. Se si definisce una matrice F le
cui colonne sono composte da vettori del tipo eλnzun segue che la soluzione
generale ad equazioni del tipo (1.13) può essere espressa come combinazione
lineare delle colonne di F:
f = Fw (1.15)
dove w è un vettore di costanti.
La ragione per cui l’analisi delle onde piane in termini di autovalori e
autovettori è vantaggiosa risiede nel significato fisico di (1.15). In partico-
lare gli elementi del vettore w sono delle costanti con funzione di pesi, che
vengono interpretate in questo contesto come quantificanti le parti dell’onda
propagantesi verso l’alto e verso il basso (Aki e Richards, 2002). L’importanza
di queste caratteristiche sarà evidente in seguito, quando si applicheranno le
condizioni al contorno.
Nei casi specifici delle onde di Love e di Rayleigh il vettore w assume
rispettivamente le seguenti forme (nella notazione utilizzata l’accento acuto o
grave indica la propagazione rispettivamente verso l’alto o verso il basso):
w =
(
S`
S´
)
w =

P`
S`
P´
S´
 (1.16)
1.2.2 Mezzo verticalmente eterogeneo
Onde piane che attraversano un mezzo verticalmente eterogeneo sono descritte
in forma generale da equazioni simili alla (1.13), ma in questo caso la matrice
A varia con la profondità:
df(z)
dz
= A(z)f(z) (1.17)
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a questa tipologia appartengono anche le (1.10) e (1.12) ricavate finora per le
onde di Love e di Rayleigh.
Questo genere di equazioni è risolvibile sia per integrazione numerica, sia
con il metodo di Thomson, 1950 e Haskell, 1953: un approccio comune ed
estensivamente usato nell’analisi delle onde superficiali (il suddetto metodo è
un caso particolare del metodo “Propagator matrix”, introdotto in sismologia
da Gilbert e Backus, 1966). Questo metodo di risoluzione consiste essenzial-
mente nell’introduzione di un operatore P(z, z0)la cui proprietà fondamentale
è definita come segue:
f(z) = P(z, zn)P(zn, zn−1)...P(z1, z0)f(z0)
f(z) = P(z, z0)f(z0) (1.18)
perciò, in generale, tale operatore consente di ricavare la soluzione in z
partendo dalla soluzione a z0. Nello specifico P(z, z0) consente di generare il
vettore stress-spostamento f(z) operando sul vettore f(z0).
AssumendoA(z) costante all’interno di ogni layer (Thomson, 1950; Haskell,
1953), e quindi localmente indipendente da z, è possibile ricavare la matrice
P(z, z0) dalla matrice A tramite diversi metodi come la scomposizione in
serie di Taylor o, più convenientemente, tramite operazioni di fattorizzazione.
Alla luce di (1.18) e ricordando sia l’espressione f = Fw (1.15) che
l’interpretazione del vettore w, si può scrivere:
f(z) = P(zn, z0)f(z0)
Fn+1wn+1 = P(zn, z0)f(z0)
wn+1 = F−1n+1P(zn, z0)f(z0)
wn+1 = Bf(z0) (1.19)
In questo modo le ampiezze delle onde che si propagano verso l’alto e verso il
basso (il cui ammontare è rappresentato dagli elementi di w) all’interno del
semispazio (z = n + 1), sono espresse in termini di stress e spostamenti in
superficie (z = z0) (Aki e Richards, 2002).
A questo punto si applicano le condizioni al contorno:
1. Lo stress si annulla alla superficie libera → lσ = rσ1 = rσ2 = 0 a z = 0
2. Spostamenti si annullano per z →∞. Questa condizione è introdotta
come una condizione di radiazione che impone l’annullamento delle onde
propagantesi verso l’alto nel semispazio → P´ = S´ = 0 a z = n+ 1.
I sistemi da risolvere, applicando le condizioni al contorno a (1.19), sono
rispettivamente per le onde di Love:(
S`
0
)
=
(
B11B12
B21B22
)(
l
0
)
(1.20)
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che ha soluzione non triviale se
B21 = 0 (1.21)
e per le onde di Rayleigh:
P`
S`
0
0
 =

B11B12B13B14
B21B22B23B24
B31B32B33B34
B41B42B43B44


r1
r2
0
0
 (1.22)
che ha soluzione non triviale se∣∣∣∣∣B31 B32B41 B42
∣∣∣∣∣ = 0 (1.23)
La strategia risolutiva consiste nel calcolare iterativamente gli elementi
della matrice B per diversi valori di ω e k. Per ogni ω le soluzioni corrispon-
deranno ai valori di k che verificano (1.21) o (1.23). Tali valori soluzione
identificano i modi di vibrazione delle onde superficiali.
1.3 Forward Modeling
Il calcolo del problema diretto (forward modeling), è di cruciale importan-
za in ogni procedura di inversione poiché rappresenta la conoscenza fisica
del problema che si sta analizzando. Nello studio delle onde superficiali le
equazioni (1.10) e (1.12), derivate in precedenza, consentono di descrivere ma-
tematicamente il rapporto che sussiste tra un mezzo vericalmente eterogeneo
attraversato da onde di Love o di Rayleigh e la curva di dispersione che lo
contraddistingue. In altre parole è possibile ricavare la curva di dispersione
relativa ad un mezzo con caratteristiche note. Tali caratteristiche sono i
parametri del modello, ovvero il minimo numero di variabili necessarie alla
descrizione completa del modello stesso. La parametrizzazione consiste nella
suddivisione del sottosuolo in un certo numero di strati sovrastanti un semi-
spazio omogeneo. Ogni strato è caratterizzato dai parametri elastici necessari
alla soluzione del problema diretto, che sono: la velocità di propagazione delle
onde di volume, VP e VS, lo spessore z e la densità ρ (vedi figura 1.2).
La procedura universalmente adottata per la soluzione del problema
diretto con il metodo Propagator matrix consiste nel calcolare per ogni ω
i valori di k che soddisfano le equazioni (1.21) e (1.23). Il calcolo viene
effettuato iterativamente all’interno di intervalli specifici di ω e k. Vengono
così individuate le coppie frequenza - numero d’onda (o frequenza - velocità,
12
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Figura 1.2: Parametrizzazione del modello. Figura da Wathelet, 2005.
poichè v = ω/k) che delineano la curva di dispersione relativa al modello
considerato.
Il metodo originale di Haskell e Thomson per il forward modeling è stato
modificato e sviluppato da diversi autori in linguaggi di programmazione
differenti (Fortran (Herrmann, 2002), C++ (Wathelet, 2005) e MATLAB
(Maraschini, 2007)) sia per migliorarne le prestazioni (Schwab, 1970) sia per
correggere errori numerici di overflow ed errori riscontrati nelle computazioni
ad alte frequenze (Dunkin, 1965).
Nel presente studio sono stati testati diversi algoritmi di calcolo, svilup-
pandone i codici in linguaggio MATLAB, tra i quali il metodo classico di
Haskell e Thomson, quello descritto in Aki e Richards, 2002, e il metodo
fast delta matrix algorithm (Buchen e Ben-Hador, 1996). Quest’ultimo si
propone non solo di risolvere gli errori numerici, ma anche di velocizzare
notevolmente i tempi di calcolo rispetto ad altri algoritmi simili (per un
confronto e una descrizione dettagliata si rimanda a Buchen e Ben-Hador,
1996). Pertanto è stato scelto come algoritmo definitivo per il presente lavoro
di tesi e implementato in una funzione MATLAB.
Tale funzione riceve in input:
• Un vettore contenente le frequenze da analizzare
• Un vettore contenente le velocità da analizzare
• Una matrice contenente i parametri del modello (VP , VS, z, ρ) per ogni
strato
Il modo e l’entità con cui i parametri del modello influenzano la forma delle
curve di dispersione è ben analizzato da Wathelet, 2005 per modelli a due
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e tre strati. Ricapitolandone brevemente i risultati si può riassumere che il
parametro al quale le curve di dispersione sono maggiormente sensibili è VS,
in minor misura z e marginalmente VP e ρ.
La funzione restituisce in output:
• Una matrice contenente i valori dell’elemento 1.21 (Love) o il deter-
minante della matrice 1.23 (Rayleigh) per ogni coppia di frequenza e
velocità in input.
La matrice in output costituisce una superficie definita sugli assi frequenza
e velocità. I minimi (teoricamente zeri, zone scure in figura 1.3) di tale
superficie corrispondono alle soluzioni del sistema, ovvero alle particolari
coppie di frequenza e velocità che identificano la curva di dispersione, composta
da modo fondamentale e modi superiori (Aki e Richards, 2002). I modi
superiori, matematicamente, non sono altro che soluzioni multiple per una
stessa frequenza, cioè per una singola ω possono esistere numerosi k (quindi
diverse velocità) che soddisfano le equazioni (1.21) e (1.23). Fisicamente
significa che una stessa frequenza può propagarsi con velocità distinte. Il
modo fondamentale è identificato dalle velocità di propagazione minore, le
velocità maggiori vengono invece identificate come modi superiori.
14
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Figura 1.3: Curve di dispersione (modo fondamentale e modi superiori) delle
onde di Love (in alto) e di Rayleigh (al centro) delineate dai minimi della
superficie (zone più scure). A confronto quelle ricavate da Wathelet, 2005
sullo stesso modello (Love in grigio, Rayleigh in nero, solo un modo superiore
rappresentato in tratteggio).
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Capitolo 2
Inversione
I “problemi inversi” sono una tra le più importanti categorie di problemi
matematici. Studiati e applicati alle più varie discipline scientifiche, la
loro importanza e diffusione deriva dal fatto che consentono di ricavare
informazioni su un sistema fisico a partire da dati misurati sperimentalmente.
Le informazioni che si intende ottenere vengono chiamate parametri (variabili
indispensabili per caratterizzare completamente il sistema) e un insieme di
parametri costituisce un modello. Spesso non è possibile misurare direttamente
i parametri fisici d’interesse, perciò si misurano altre quantità dalle quali,
attraverso tecniche di inversione, è possibile risalire ai parametri del modello.
Si pensi, ad esempio, a misurazioni del campo gravitazionale terrestre al
fine di ricavare una distribuzione di massa nel sottosuolo, o, come accade
spesso in sismologia, a misurazioni dei traveltimes di onde sismiche tra due
punti per ricavare le velocità di propagazione relative ai materiali attraversati
durante il percorso. In sintesi quando si parla di “inversione” si intende
un’insieme di tecniche matematiche che consentono di ricavare i parametri del
modello a partire dai dati misurati sperimentalmente. Questo procedimento
si contrappone, anche nel nome, ai problemi diretti, nei quali, al contrario, ci
si pone il problema di predire i dati misurati a partire da un sistema dalle
caratteristiche note, ovvero di cui se ne conoscono i parametri e le leggi fisiche
che lo descrivono (figura 2.1).
Questo capitolo introduce ai concetti base dei problemi inversi e descrive
brevemente le tecniche di inversione più utilizzate, con speciale riguardo
per i metodi random e di ricerca diretta, poichè è a tale categoria che
appartengono gli algoritmi genetici utizzati per l’inversione delle curve di
dispersione. Viene approfondita la descrizione di questi particolari algoritmi
e dei relativi parametri fondamentali.
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2.1 Introduzione ai problemi inversi
Figura 2.1: Schematizzazione dei problemi inversi.
In un problema inverso l’obiettivo è trovare i parametri del modello m
tali che:
d = G(m) (2.1)
dove d è il vettore che contiene i dati misurati e G è chiamato operatore
diretto (in genere una matrice) ed esprime la formulazione matematica del
sistema che si sta analizzando. Una formulazione come (2.1) è del tutto
generale. È opportuno analizzare la complessità del problema di inversione
caso per caso al fine di definire la giusta strategia risolutiva. Le caratteristiche
da tenere in considerazione possono essere schematizzate come segue:
• Linearità. Un sistema lineare soddisfa i requisiti di sovrapposizione e
scalatura (Aster, Borchers e Thurber, 2013). Questo tipo di sistemi
è ben conosciuto ed esistono soluzioni analitiche. Per problemi non
lineari la relazione tra parametri del modello e dati misurati è molto più
complessa e si deve ricorrere a linearizzazione (quando possibile) o ad
una ricerca random nello spazio dei parametri del modello (Tarantola,
2005).
• Unicità della soluzione. Possono esistere molti modelli diversi (anche
infiniti) che soddisfano allo stesso modo la (2.1) (Aster, Borchers e
Thurber, 2013). Pertanto è importante vincolare la soluzione tramite
l’utilizzo di tutte le informazioni a priori a disposizione. Inoltre è
opportuno effettuare una analisi a posteriori sulle soluzioni ottenute per
verificarne la stabilità.
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• Stima dell’incertezza. I dati misurati sperimentalmente sono affetti da
errori, è quindi importante considerare la maniera in cui tali errori si
ripercuotono sulla soluzione e l’intervallo di confidenza sulla soluzione
stessa.
Nel più semplice dei casi la (2.1) definisce un sistema di n equazioni lineari
in n incognite. La soluzione è univoca e ricavabile direttamente dall’inversione
della matrice G:
m = G−1d
Tuttavia, l’invertibilità non è garantita (G non è quasi mai invertibile). Questo
è perché non si hanno abbastanza informazioni che determinano in modo
univoco la soluzione a meno che le misurazioni non siano indipendenti (ovvero
ogni misura aggiunge informazioni uniche al sistema). È importante notare
che nella maggior parte dei sistemi fisici, non si è in possesso di informazioni
tali da vincolare in modo univoco le soluzioni perché la matrice G, dal
punto di vista dell’algebra lineare, è deficiente di rango. Inoltre la matrice
può non essere quadrata. Pertanto, la maggior parte dei problemi inversi
sono considerati sottodeterminati oppure sovradeterminati (Aster, Borchers e
Thurber, 2013), in entrambi i casi non esistono soluzioni esatte e uniche per
il problema inverso.
Poiché non è possibile invertire direttamente la matrice G, si adottano
generalmente metodi di ottimizzazione per risolvere il problema inverso. L’ot-
timizzazione si basa sulla definizione di una funzione obiettivo che quantifica
la differenza tra i dati misurati sperimentalmente e i dati calcolati tramite
forward modeling. La funzione obiettivo (o funzione di misfit) è definibile
genericamente come
L = d−G(m) (2.2)
e quantifica la differenza tra i dati misurati sperimentalmente e i dati calcolati
tramite forward modeling. Nella regressione lineare, ad esempio, si ricorre
ad una funzione obiettivo in norma L2 al fine di risolvere un problema
sovradeterminato (Aster, Borchers e Thurber, 2013; Menke, 2012).
È importante valutare la complessità della funzione di misfit in base a
caratteristiche quali la regolarità, la linearità e la presenza di minimi locali.
La conoscenza del tipo di funzione obiettivo è fondamentale nella scelta delle
tecniche di inversione da utilizzare.
2.2 Tecniche di inversione
Le tecniche di inversione si differenziano nel particolare approccio con il quale
viene effettuata la ricerca della soluzione all’interno dello spazio dei parametri.
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Ogni tecnica diversa corrisponde ad una diversa strategia con la quale valutare
la funzione obiettivo al fine di individuare il modello corrispondente al minimo
della suddetta funzione, ovvero definire un set di parametri che si adatta ai
dati misurati sperimentalmente.
In questa sezione si descrivono brevemente gli algoritmi di inversione
comunemente utilizzati. Si possono suddividere genericamente in metodologie
a ricerca locale e globale della soluzione, metodi a ricerca diretta, di ottimizza-
zione e metodi Monte Carlo. Per ognuno vengono delineate le caratteristiche
principali, i vantaggi e gli svantaggi e alcune applicazioni riscontrabili in
letteratura.
2.2.1 Metodi iterativi
Metodologie diverse appartengono a questa categoria (Aster, Borchers e
Thurber, 2013). Tra i più conosciuti si elencano il metodo di Newton e il
metodo steepest descent per sistemi lineari, oppure Gauss-Newton e Levenberg-
Marquardt per sistemi non lineari. Consistono nel partire da un modello
iniziale che viene iterativamente perturbato in base alle proprietà locali della
funzione obiettivo L. Nei metodi che utilizzano il gradiente vengono calcolate
le derivate parziali della funzione L rispetto ai parametri del modello e queste
orientano il progredire delle iterazioni verso il minimo della funzione di misfit.
Figura 2.2: Minimi locali e minimo globale
.
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Questo genere di tecniche hanno il loro punto di forza nella velocità con la
quale convergono alla soluzione, poichè necessitano di un minor numero di va-
lutazioni della funzione di misfit rispetto ad altre metodologie. L’esplorazione
dello spazio dei parametri è però molto ridotta. Il problema principale che
le aﬄigge è la non unicità e la forte dipendenza della soluzione dal modello
iniziale: in presenza di molteplici minimi oppure nel caso di complesse funzioni
obiettivo, con minimi secondari, l’algoritmo converge al minimo più vicino al
modello di partenza, non necessariamente rappresentato dal minimo globale.
2.2.2 Grid search
Questo metodo consiste sostanzialmente nel calcolare il valore della funzione
obiettivo per ogni combinazione di parametri possibile. In pratica lo spazio
dei parametri viene discretizzato e ad ogni combinazione diversa dei parametri
(esempio in figura 2.3) viene assegnato un valore di L. La soluzione finale è
rappresentata dal modello caratterizzato dal minor misfit.
Figura 2.3: Esempio di ricerca su griglia. Ogni nodo corrisponde ad una
coppia di parametri diversa.
Benché questo tipo di approccio consenta un’ottima esplorazione dello
spazio dei parametri (teoricamente tutte le combinazioni possibili), il tempo
necessario alla sua esecuzione lo rende inutilizzabile nella maggior parte delle
situazioni. La soluzione del problema diretto deve essere infatti effettuata
per ogni combinazione di parametri, quindi il tempo totale T necessario a
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esplorare completamente lo spazio dei parametri può essere calcolato come
T = tNn dove t è il tempo necessario a una singola modellazione diretta, N è
il numero di valori assumibili da ogni parametro e n è il numero di parametri.
Si evince che, anche per un tempo di calcolo t relativamente basso, il tempo
totale T necessario alla soluzione del problema diviene enorme all’aumentare
del numero di parametri. Pertanto questa tecnica è utilizzabile esclusivamente
per problemi con un numero limitato di parametri oppure per una ricerca a
maglia larga, utile per circoscrivere zone particolari da analizzare in seguito
con altre metodologie di ricerca della soluzione.
2.2.3 Metodi Monte Carlo
Questo tipo di metodologie sfrutta un campionamento pseudo-random dello
spazio dei parametri (Tarantola, 2005; Mosegaard e Tarantola, 1995; Mose-
gaard e Tarantola, 2002; Mosegaard e Sambridge, 2002): vengono generati
modelli casuali all’interno di un volume circoscritto di parametri definiti a
priori e per ognuno viene calcolato un valore di misfit. Il tipo di approccio
in sé non è nuovo (le sue origini risalgono a metà degli anni quaranta), ma
il suo utilizzo aumenta con il passare del tempo grazie all’incremento della
diffusione dei computer e alla capacità di calcolo sempre più elevata degli
stessi.
La caratteristica più importante delle tecniche che appartengono alla
categoria dei metodi random e che li rende appetibili rispetto ad altri tipi di
approccio è l’intrinseca immunità a problemi legati a minimi locali. Essendo
basati su un campionamento casuale dello spazio dei modelli, anziché guidato
da criteri di convergenza (come nei metodi iterativi), non risentono della
complessità della funzione obiettivo.
Il problema principale del metodo random risiede nel fatto che, all’aumen-
tare del numero di parametri, la generazione dei modelli diviene sempre più
inefficiente. Il campionamento uniforme nello spazio dei parametri genera
indifferentemente modelli caratterizzati da valori di misfit bassi ed elevati
e non consente di concentrare la ricerca della soluzione nell’intorno di zone
particolarmente interessanti. Sintetizzando si può concludere che é possibile
giungere, teoricamente, al minimo globale, ma la convergenza può essere
estremamente lenta.
Per questo motivo nelle ultime decine di anni sono stati sviluppati numerosi
approcci che apportano delle modifiche alla struttura del metodo Monte Carlo,
pur mantenendone la natura random, consentendo all’algoritmo di convergere
selettivamente in zone specifiche dello spazio dei modelli, e rendendolo così
più efficiente. L’importanza di questi algoritmi consiste nella possibilità di
adattarsi alle più svariate applicazioni poiché consentono di regolare il trade-off
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inevitabile tra esplorazione dello spazio dei parametri e velocità di convergenza
2.4. A questa categoria appartengono molti algoritmi di ottimizzazione tra i
quali hanno numerose applicazioni in geofisica (Sambridge, 2002): simulated
annealing (SA) (Laarhoven e Aarts, 1987), algoritmi genetici (GA) (Goldberg,
2006) e neighbourhood algorithm (NA) (Sambridge, 1999b; Sambridge, 1999a).
Figura 2.4: Schematizzazione di vari tipi di inversione (da Sambridge, 2002)
in base a esplorazione dei parametri (in ascissa) e velocità di convergenza (in
ordinata)
2.2.4 Simulated annealing
Il metodo simulated annealing (Kirkpatrick, Vecchi e undefined, 1983) sfrutta
un’analogia con il concetto di “temprare” preso dalla scienza dei metalli, dov’è
usato per descrivere il processo di eliminazione di difetti reticolari dai cristalli
tramite una procedura di riscaldamento seguita da un lento raffreddamento.
Questo processo può essere visto come un metodo di ottimizzazione “fisico”
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in cui la funzione obiettivo è rappresentata dall’energia reticolare E. Il
processo può essere simulato numericamente identificando i parametri del
modello con le variabili di stato e la funzione obiettivo del problema di
ottimizzazione con l’energia reticolare E. In ogni step dell’algoritmo, le
fluttuazioni termiche nel sistema sono simulate perturbando i parametri del
modello, e controllate da un parametro T che rappresenta la temperatura. Il
funzionamento dell’algoritmo simulated annealing può essere schematizzato
come segue: in ciascuna iterazione viene effettuata una perturbazione casuale
dei parametri del modello. Il nuovo set di parametri del modello vengono
accettati se il valore della funzione obiettivo E diminuisce. Tuttavia, se
E aumenta, i nuovi parametri possono essere comunque accettati con una
probabilità proporzionale alla temperatura T . Se il nuovo modello è scartato,
viene effettuata una nuova perturbazione il suddetto processo decisionale viene
ripetuto. Il parametro temperatura T viene gradualmente abbassato partendo
da un valore elevato, dove sono concesse ampie fluttuazioni “termiche”, fino
allo zero, dove vengono accettati solo valori decrescenti della funzione obiettivo.
Il metodo simulated annealing è stato usato per la prima volta in geofisica
da Rothman, 1985 per il calcolo delle correzioni statiche in sismica d’esplora-
zione, ma in seguito le applicazioni sono state le più varie e molteplici (vedi
Sambridge, 2002). In particolare applicazioni recenti di questo metodo ai
problemi che riguardano l’analisi delle onde superficiali si possono trovare in
Pei, Pullammanappallil e Louie, 2006, Ryden e Park, 2006 e altri.
2.2.5 Algoritmi genetici
L’origine di questo metodo si attribuisce al lavoro di Holland, 1975 e trae
ispirazione dall’evoluzione biologica. Il concetto di base consiste proprio
nel fatto che l’evoluzione consente di diversificare i tratti caratteristici di
un insieme di individui per giungere infine ad una popolazione migliore dal
punto di vista adattativo. In questo contesto la popolazione è costituita da
un’insieme di modelli, un singolo individuo rappresenta un modello specifico
e le caratteristiche (o geni) di un individuo equivalgono ai parametri del
modello. Il modo con cui si quantifica l’adattamento di un individuo è il
valore della funzione di misfit associata a quel particolare modello.
Gli algoritmi genetici lavorano simultaneamente su numerosi individui
facenti parte di una popolazione, generata inizialmente in maniera casuale.
Gli individui vengono parametrizzati comunemente tramite semplici stringhe
di bit (Holland, 1975) o tramite vettori numerici all’interno dei quali ogni
elemento costituisce un parametro del modello. Ad ogni iterazione (chiamata
anche “generazione” in questo contesto) le caratteristiche dei singoli individui
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vengono modificate tramite l’utilizzo di tre operatori: selezione, crossover e
mutazione:
Selezione Per tutti gli individui all’interno di una popolazione viene calcolato
il relativo valore della funzione di misfit e i modelli vengono classificati in
base a tale valore. I modelli con misfit minore avranno più possibilità di
passare alla generazione successiva. Viene quindi introdotto un criterio
di elitarismo nell’algoritmo che consente ai modelli migliori di non essere
modificati tra un’iterazione e l’altra.
Crossover Le stringhe o i vettori che rappresentano i modelli vengono “taglia-
te” in uno o più punti scelti casualmente e spezzoni di geni (contenenti
alcuni parametri del modello) vengono intercambiate tra un individuo e
l’altro (vedi figura 2.5). In questo modo si realizza una sorta di passaggio
di caratteristiche genetiche da due individui genitore a un individuo
figlio che ne acquisirà, auspicabilmente, i tratti migliori.
Mutazione La mutazione agisce modificando casualmente alcuni parametri
di un individuo, generando così una variabilità di modelli che non
potrebbe essere raggiunta con crossover e selezione poiché tali operazioni
non introducono caratteri nuovi ma sono volte all’ottimizzazione di
caratteri già esistenti. Il ruolo della mutazione è di fondamentale
importanza nel mantenere un certo grado di diversità nella popolazione.
Si noti infatti che, data l’invarianza del numero di individui da una
generazione all’altra, operazioni come la selezione tendono a rimuovere
la diversità. Perciò la mutazione consente di aumentare l’esplorazione
dello spazio dei parametri.
Nel complesso, l’azione dei tre operatori è di produrre una nuova popolazione
di modelli per i quali deve essere risolto nuovamente il problema diretto
e valutato il relativo valore di misfit, per poi progredire alla generazione
successiva. Dopo numerose iterazioni la popolazione può evolversi verso un
valore medio di misfit inferiore, e, potenzialmente, progredire verso il minimo
globale. Una trattazione completa può essere trovata in Goldberg, 2006.
Ogni operazione prevede decisioni il cui verificarsi è basato su numeri
random, ma le cui probabilità sono dettate da parametri di controllo. Tali
parametri di controllo sono un aspetto cruciale degli algoritmi genetici (come
anche di SA e, in misura molto minore, di NA). I parametri in questione
sono quelli che determinano le dimensioni della popolazione, la probabilità
di crossover e di mutazione etc. La regolazione dei parametri è un problema
piuttosto discusso poiché determina l’efficienza e l’efficacia di questo tipo
di algoritmi; inoltre non esiste un criterio di impostazione generale, ma i
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Figura 2.5: Rappresentazione delle principali operazioni effettuate dagli
algoritmi genetici nel passare da una generazione alla successiva (da Sambridge,
2002).
valori appropriati devono essere individuati per tentativi a seconda del tipo
di problema analizzato.
Le applicazioni degli algoritmi genetici sono molteplici in numerose disci-
pline. In geofisica la diffusione comincia a partire dagli anni ’90 con i lavori di
Sen e Stoffa, 1992 e Sambridge e Drijkoningen, 1992 per l’inversione di forme
d’onda, o in seguito di Drijkoningen e White, 1995, Lomax e Snieder, 1995
e Yamanaka e Ishida, 1996 per la definizione di profili di velocità sismiche
crostali e l’analisi delle onde superficiali.
2.2.6 Neighbourhood algorithm
Il neighbourhood algorithm (Sambridge, 1999a; Sambridge, 1999b) è un
metodo che per certi versi è attribuibile alla stessa categoria di SA e GA,
ma non consiste nell’individuare una singola soluzione, ma piuttosto nel
campionare le zone dello spazio dei parametri in maniera “oculata”, al fine di
dirigere la soluzione verso le zone caratterizzate dai modelli migliori e ricavare
inoltre informazioni sulla distribuzione di probabilità a posteriori.
L’idea principale è quella di generare un insieme di campioni per ogni
iterazione, la cui funzione di densità di campionamento è costruita in base
a tutti i modelli precedentemente calcolati, delineando zone a densità di
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Figura 2.6: Esempio di evoluzione delle celle di Voronoi (da Sambridge, 1999a)
per 10, 100 e 1000 iterazioni (a-c). Le celle si concentrano nelle zone scure
(d) dove il misfit è basso.
campionamento differente. La suddivisione dello spazio dei parametri vie-
ne effettuata tramite celle di Voronoi (figura 2.6) costruite nell’intorno dei
modelli precedenti e in questo modo le informazioni dei modelli precedenti
vengono utilizzate per raffinare la ricerca dei modelli successivi e concentrare
il campionamento in più regioni diverse. Come negli algoritmi genetici, il
neighbourhoood algorithm aggiorna una popolazione di modelli ad ogni itera-
zione, ma lo fa utilizzando il concetto delle celle di Voronoi per identificare
”regioni promettenti” dello spazio dei parametri.
Questo tipo di algoritmi è stato utilizzato per la prima volta da Sambridge,
1999a per l’inversione di receiver functions al fine di ricavare strutture di
velocità crostali. Essendo un metodo relativamente recente rispetto agli altri
due, ed essendo studiato specificatamente per problemi geofisici, il numero
di casi di studio in cui è stato adottato non è paragonabile a SA e GA. Tra
le applicazioni più notevoli si ricorda l’implementazione di questo metodo di
inversione nel software Geopsy (Wathelet, 2005).
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Implementazione del metodo
L’implementazione di una procedura di inversione basata sulla ricerca diretta
nello spazio dei modelli consta di due componenti principali:
• una funzione di misfit che consente di quantificare se un modello
soddisfa o meno i dati a disposizione
• un algoritmo di inversione che genera modelli secondo particolari
criteri e per ognuno calcola il misfit richiamando la relativa funzione
In questo capitolo vengono descritte le particolarità della funzione di misfit
utilizzata in questa tesi e i vantaggi che derivano dall’utilizzo della stessa.
Tale funzione è basata sul codice di calcolo utilizzato per il forward modeling
descritto nella sezione 1.3 ed è stata implementata anch’essa in una funzione
scritta in linguaggio MATLAB.
Segue una descrizione dei parametri necessari alla procedura di inversione.
Infine vengono proposti dei test al fine di verificare sia l’affidabilità della
modellazione diretta, sia l’efficacia della procedura d’inversione qui proposta
a confronto con altre tecniche di inversione.
3.1 Funzione di misfit
La funzione di misfit costituisce il “cuore” dell’inversione e, come già sottoli-
neato, dalle sue caratteristiche dipende l’efficacia e l’efficienza di un algoritmo
di inversione piuttosto che un altro. In un problema di inversione che utilizza
le onde superficiali, la funzione di misfit utilizzata nella quasi totalità dei
casi consiste nella distanza geometrica tra la curva di dispersione misurata
sperimentalmente e la curva di dispersione calcolata tramite forward modeling
(vedi figura 3.1).
27
3.1. FUNZIONE DI MISFIT
Figura 3.1: Misfit calcolato come distanza geometrica tra curva calcolata
(verde) e curva misurata sperimentalmente (in nero).
A tal proposito è opportuno approfondire due aspetti di fondamentale
importanza, il primo riguarda la curva di dispersione sperimentale: la curva
di dispersione ricavata dai dati deve essere necessariamente “interpretata”,
nel senso che è basilare identificare il modo fondamentale e, se presenti, i
modi superiori. Ogni ramo della curva reale può così essere confrontato con il
rispettivo ramo della curva sintetica. Si riscontra un generale accordo tra gli
autori (si veda, ad esempio, Park et al., 1998 e Xia et al., 2000) nell’affermare
che l’apporto dei modi superiori è vantaggioso e utile al processo di inversione,
sia per la notevole diminuzione della non-unicità della soluzione (poiché,
di fatto, aumentano le informazioni indipendenti nel sistema da risolvere),
sia per la possibilità di aumentare la massima profondità analizzabile (Xia
et al., 2003). D’altro canto è opportuno precisare che non solo non è sempre
facile distinguere il modo fondamentale dai modi superiori (vedi figura 3.2),
ma talvolta è impossibile perché l’uno può divenire preponderante rispetto
all’altro in certi intervalli di frequenza (Park et al., 1998). In queste circostanze
l’inesatta interpretazione dei modi superiori può portare ad una soluzione
totalmente errata compromettendo il processo d’inversione.
Il secondo aspetto da tenere presente riguarda la curva di disperisone
derivata dal forward modeling: per ricavare la curva di dispersione sintetica,
è necessario identificare le coppie di frequenza e velocità con una ricerca dei
minimi di (1.21) o (1.23). La ricerca dei minimi è una procedura non semplice
numericamente, richiede una notevole precisione e soprattutto un’ottima
affidabilità. Pertanto necessita di strategie computazionali raffinate e, per
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quanto ben programmata, comporta un suo tempo di calcolo nonché un
margine d’errore che, in casi particolarmente complicati, può divenire non
trascurabile.
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Figura 3.2: Esempio di situazione in cui il modo fondamentale e il primo
modo superiore si avvicinano, dando luogo ad una interpretazione ambigua.
Per le considerazioni fatte fin qui, in questa tesi si è optato per una funzione
di misfit alternativa, il cui utilizzo è stato proposto in Maraschini, 2007 e
nella relativa pubblicazione (Maraschini et al., 2010). Questa funzione di
misfit si differenzia dalla classica distanza geometrica delle curve, poiché non
richiede la determinazione della curva di dispersione sintetica tramite ricerca
dei minimi. Al fine di chiarire questo approccio si ricordino le caratteristiche
della matrice di output ricavata dalla funzione per il forward modeling,
descritta nella sezione 1.3: la matrice rappresenta una superficie regolare i cui
minimi corrispondono ai modi di vibrazione delle onde superificali. Pertanto è
possibile ricavare la funzione di misfit direttamente stimando il valore di tale
superficie in corrispondenza della curva di dispersione misurata. Seguendo
questo ragionamento risulta evidente che più il modello sintetico soddisfa i
dati reali, più i punti che compongono la curva di dispersione reale saranno
localizzati nelle zone di minimo della superficie (come in figura 3.2); perciò
risulterà un misfit basso. Se al contrario il modello non soddisfa i dati reali,
i punti della curva di dispersione misurata saranno localizzati in zone della
superficie con valori maggiori, e di conseguenza il misfit sarà più elevato.
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La caratteristica distintiva di questa funzione di misfit può essere indivi-
duata più semplicemente assumendo che la superficie in questione sia definita
sulle coordinate di riferimento x (frequenza), y (velocità) e z. In questo
spazio a tre dimensioni il misfit classico, come già sottolineato, consiste nella
distanza tra le coordinate (xobs, y) dei minimi della superficie e le coordinate
(xobs, yobs) della curva di dispersione misurata; il misfit alternativo, invece, è
rappresentato direttamente dal valore z assunto dalla superficie alle coordinate
(xobs, yobs) dei punti che formano la curva di dispersione misurata.
I vantaggi di questo tipo di approccio sono notevoli: innanzitutto la
curva di dispersione misurata non necessita di interpretazione. I
minimi della superficie sono caratteristici del modo fondamentale come dei
modi superiori, pertanto l’inversione si preoccuperà soltanto di far combaciare
la curva di dispersione reale con delle zone di minimo della superficie, non
curandosi della numerazione dei modi. Ciò non significa soltanto risparmiare il
tempo necessario all’interpretazione, ma soprattutto evitare l’interpretazione
per quelle casistiche in cui la numerazione dei modi sarebbe ambigua o
probabilmente erronea. Casi di questo genere si riscontrano, ad esempio, in
situazioni in cui due modi sono estremamente vicini (come in figura 3.2), in
cui il modo preponderante (ovvero quello con maggiore ampiezza visibile nei
dati reali) varia con continuità al variare della frequenza (mode jumping).
Adoperando la funzione di misfit trattata in questa tesi si può ovviare senza
ulteriori accorgimenti a difficoltà interpretative che potrebbero compromettere
il risultato dell’inversione.
Un altro vantaggio riguarda i tempi di calcolo che, a parità di modelli
visitati, sono nettamente inferiori. Il risparmio di tempo deriva dal fatto che
non viene compiuta alcuna ricerca dei minimi per la determinazione
della curva di dispersione sintetica. A parità di tempo d’esecuzione dell’algo-
ritmo sarà pertanto possibile testare più modelli. Inoltre si evita qualsiasi
errore del codice di calcolo sulla corretta identificazione della sequenza dei
modi, dovuto alla ricerca e all’ordinamento dei minimi.
3.2 Inversione con algoritmi genetici
Anche l’algoritmo di inversione riveste un ruolo determinante nella ricerca
della soluzione di un problema inverso. La parte che riguarda la descrizione
matematica e fisica del sistema che si analizza, come si è visto, è prerogativa
del forward modeling. La strategia di ricerca della soluzione nello spazio dei
modelli riguarda invece esclusivamente l’algoritmo di inversione ed è perciò
una parte altrettanto fondamentale.
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Nel caso delle onde di superficie la curva di dispersione è una funzione non
lineare dei parametri del modello (velocità, densità e spessori degli strati).
Come si è visto nella sezione 2.2, il problema può essere affrontato utilizzando
diverse metodologie, in breve si può optare per: metodi iterativi che ricorrono
alla linearizzazione del problema (vedi, ad esempio, Lai et al., 2002; Herrmann,
2002); oppure si possono sfruttare metodi di ricerca diretta, random o di
ottimizzazione. Come già accennato, nel primo caso il risultato è largamente
dipendente dalla corretta scelta del modello iniziale: se si è in grado di
generare un buon modello iniziale le metodologie iterative sono efficaci nel
raggiungere la soluzione. Se al contrario non si hanno abbastanza informazioni
a priori l’inversione convergerà molto probabilmente verso un minimo locale.
Considerata la non linearità del problema in esame e la complessità della
funzione di misfit, si è optato per un metodo di ricerca diretta nello spazio
dei parametri, nella fattispecie la procedura di inversione utilizza algoritmi
genetici.
Il funzionameto di questo tipo di algoritmi è già stato descritto nella sezione
2.2.5, ma richiede ulteriori approfondimenti sul piano dell’implementazione
pratica, per i quali si rimanda alla sezione successiva. Il codice utilizzato fa
parte della toolbox di ottimizzazione di MATLAB e richiede una funzione
obiettivo da minimizzare e numerosi parametri da tarare specificatamente per
il tipo di problema da risolvere.
Per sopperire, almeno in una certa misura, al problema della non unicità
della soluzione si è inoltre utilizzato una strategia di inversione volta a ricavare
una distribuzione di modelli ricavati da più processi di inversione indipendenti
piuttosto che ad ottenere solo il singolo modello caratterizzato dal miglior
fit. In quest’ottica il modello finale è il risultato di una stima statistica
(non necessariamente quello caratterizzato dal misfit più basso), inoltre, dalla
distribuzione dei modelli ottenuti è possibile ricavare i relativi intervalli di
confidenza, nonché verificare la stabilità della soluzione.
Contro i numerosi vantaggi di questa strategia, è da tenere in considera-
zione l’ovvio svantaggio costituito dall’aumento dei tempi di calcolo. Questo
aspetto non è eliminabile, ma è possibile limitarne l’incidenza eseguendo i
processi di inversione in parallelo. Essendo ogni processo indipendente dagli
altri, la parallelizzazione è semplice ed efficace; pertanto è stata sfruttata in
ogni inversione effettuata.
3.2.1 Funzione obiettivo
La funzione obiettivo da minimizzare, in questo caso consiste nella funzione di
misfit descritta nella sezione precedente e viene inclusa nell’input da fornire
al codice di ottimizzazione. Tra le caratteristiche di questa specifica funzione
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di misfit si ricorda il minor tempo di calcolo necessario, proprietà che la rende
particolarmente adatta ad essere utilizzata in metodi di ricerca diretta (quale
gli algoritmi genetici) che richiedono la valutazione del misfit per innumerevoli
modelli (comunemente decine di migliaia o più). La funzione di misfit è stata
scritta, utilizzando lo stesso algoritmo di calcolo dedicato al forward modeling
e richiede gli stessi parametri in input, ovvero:
• Un vettore contenente le frequenze ricavate dal picking della curva di
dispersione
• Un vettore contenente le velocità ricavate dal picking della curva di
dispersione
• Una matrice contenente i parametri del modello (VP , VS, h, ρ), generati
dalla routine degli algoritmi genetici.
L’output è una norma (generalmente L1 o L2) dei valori calcolati per ogni
coppia di frequenze e velocità in input. Il codice è stato ottimizzato in modo
da non richiedere cicli, e calcolare simultaneamente il valore di output per
tutte le frequenze e velocità in input, pertanto il numero di punti da cui è
composta la curva di dispersione in input non incide in maniera significativa
sui tempi di calcolo.
3.2.2 Parametri principali
Gli algoritmi genetici necessitano la taratura di numerosi parametri, che
possono condizionare positivamente o negativamente il risultato dell’inver-
sione. Nelle routine di ottimizzazione di MATLAB i parametri modificabili
sono decine, pertanto non se ne potrà dare un quadro completo, ma se ne
analizzeranno i principali:
Iterazioni Il numero di iterazioni massime da effettuare è regolabile tramite
il numero di generazioni. È da determinarsi controllando la curva di
decadimento del misfit in modo tale da non terminare le iterazioni
mentre il valore sta ancora abbassandosi, ma neanche continuare il
processo troppo a lungo per evitare situazioni di stallo.
Popolazione iniziale La popolazione iniziale è uno dei parametri cruciali.
Se ne può imporre la dimensione (generalmente dalle decine alle cen-
tinaia di individui), il modo in cui viene generata (random o definita
dall’utente) e il tipo (vettore o stringa). Anche se non si definisce
manualmente la popolazione iniziale è molto importante definire un
range entro cui viene generata in maniera random.
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Selezione È possibile scegliere diversi tipi di selezione (per i dettagli si
rimanda a Goldberg, 2006) e il modo in cui vengono classificati gli
individui all’interno della popolazione.
Crossover Si possono utilizzare diversi tipi di crossover, che si differenziano
essenzialmente per il numero e il modo in cui un vettore viene scomposto
in “geni” per poi ricombinarli con altri vettori. Il parametro essenziale
è però la probabilità di crossover.
Mutazione Come per il crossover si possono definire alcuni tipi di mutazione
diversi (con distribuzione uniforme o gaussiana, ad esempio), ma il
parametro essenziale anche in questo caso è la probabilità di mutazione.
Tale parametro consente di mantenere la variabilità necessaria all’interno
della popolazione.
Vincoli Si possono imporre limiti inferiori e superiori su ogni parametro, e
vincoli sotto forma di disuguaglianze (utili, ad esempio, per mantenere
un parametro minore di un altro, come in una situazione in cui si intende
imporre una velocità che aumenta con la profondità)
Criteri di stop L’algoritmo si può fermare secondo criteri di variabilità della
soluzione (cioè fermarsi quando il misfit cessa di diminuire), oppure
secondo semplici criteri basati sul tempo di esecuzione o sul massimo
numero di iterazioni effettuate.
3.3 Test dei codici di calcolo
I test ai codici di calcolo sviluppati riguardano le due componenti essenziali
della procedura di inversione ovvero il forward modeling e l’algoritmo di
inversione. Mentre la verifica del corretto funzionamento del forward modeling
è piuttosto univoca, il test dell’algoritmo di inversione deve considerare diverse
casistiche ed evidenziare le potenzialità ed i punti deboli della procedura di
inversione. A tale proposito viene presentato un confronto con altri codici
di inversione molto diffusi, sia di tipo linearizzato (Computer Programs in
Seismology, (Herrmann, 2002)), sia random a ricerca ricerca diretta (Geopsy,
(Wathelet, 2005), che utilizza il Neighbourhood Algorithm di Sambridge,
1999a).
3.3.1 Test forward modeling
Il forward modeling è stato testato mettendone a confronto i risultati, a partire
da uno stesso modello, con il codice Computer Programs in Seismology (CPS)
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(Herrmann, 2002). La verifica è stata effettuata sia per vari modelli presi
dalla letteratura, sia per modelli casuali. La figura 3.3 mostra, a titolo
esemplificativo, il confronto delle curve di dispersione relative ad uno stesso
modello ricavate con i due codici diversi.
L’equivalenza dei due risultati è facilmente verificabile controllando la
corrispondenza delle zone più scure della superficie (che identificano la curva
di dispersione), con i cerchi rossi, che rappresentano il modo fondamentale e
due modi superiori ricavati con le routine di Herrmann, 2002.
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Figura 3.3: Modellazione diretta effetuata tramite il codice sviluppato in
questa tesi (superficie in scala di grigi, le zone scure corrispondono alla curva
di dispersione) a confronto con il codice di calcolo appartenente alle routine
“Computer Programs in Seismology” (Herrmann, 2002) (in rosso).
3.3.2 Test inversione
L’algoritmo di inversione è stato testato su diversi modelli sintetici. Si ri-
portano due casi significativi: uno a confronto con una tecnica di inversione
iterativa basata sulla linearizzazione del gradiente della funzione di misfit,
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implementata nei codici di Computer Programs in Seismology; l’altro confron-
tato con un’inversione basata sul Neighbourhood Algorithm, implementata
nel software Geopsy. Il primo esempio è volto a mettere in luce i vantaggi
delle tecniche di inversione a ricerca diretta nello spazio dei modelli rispetto
alle tecniche classiche basata sulla regressione lineare; il secondo ha lo scopo di
testare le potenzialità della particolare funzione di misfit utilizzata in questa
tesi in relazione a curve di dispersione dalle caratteristiche complesse.
Test 1
Il modello utilizzato per il primo test non presenta particolari complicazioni
nella parametrizzazione, essendo caratterizzato da velocità che aumentano
gradualmente con la profondità (vedi tabella 3.3.2). La dimensionalità nello
spazio dei modelli è però piuttosto elevata poiché il modello è composto da
10 strati (9 più il semispazio sottostante). La curva di dispersione relativa al
modello in questione è la stessa utilizzata per il test del forward modeling,
visibile in figura 3.3.
Spessore [km] VP [km/s] VS[km/s] ρ[g/cm3]
Strato 1 1 4.5 2.0 2.3
Strato 2 1 4.6 2.5 2.3
Strato 3 1 4.8 2.6 2.3
Strato 4 1 5.0 2.7 2.4
Strato 5 1 5.1 2.8 2.4
Strato 6 1 5.3 2.9 2.4
Strato 7 2 5.5 3.0 2.4
Strato 8 2 5.6 3.0 2.5
Strato 9 4 5.8 3.0 2.5
Semispazio ∞ 6.0 3.5 2.6
I due codici di inversione sono intrinsecamente differenti per quanto riguarda
la strategia risolutiva e proprio perciò sono messi a confronto. L’uno (CPS)
appartiene alla categoria delle inversioni iterative che utilizzano il gradiente
della funzione di misfit, l’altro (GA) alla categoria dei metodi a ricerca diretta
nello spazio dei parametri. Bisogna premettere inoltre che il codice di CPS
inverte per le velocità o per gli spessori, non per entrambi; in questo test
l’inversione è stata effettuata per le velocità.
L’algoritmo di CPS necessita (come tutti gli algoritmi di questo tipo) di
un modello di partenza. Al fine di rendere più comparabile il risultato e
più significativo il confronto, l’inversione con CPS è stata inizializzata per
100 modelli di partenza diversi, scelti con la stessa distribuzione uniforme
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utilizzata per la generazione dei modelli di GA. Per ogni inversione sono state
imposte 100 iterazioni.
L’inversione con GA è stata inizializzata per 1000 processi indipendenti;
è stata utilizzata una probabilità di mutazione di 0.5 e una probabilità
di crossover di 0.5; la dimensione della popolazione è di 100 individui; le
generazioni massime sono state imposte, in questo caso, a 200. I vincoli sui
parametri per la ricerca dei modelli sono stati fissati in un intorno del modello
in tabella 3.3.2, con una variazione ammessa del 50% per spessori e VS, e del
10% per VP (essendo quest’ultimo parametro meno risolvibile rispetto agli
altri).
Dall’esame di figura 3.4 è evidente, in questo caso, la migliore prestazione
del processo di inversione sviluppato in questa tesi, rispetto ad un’inversione
di tipo linearizzato. Inoltre la sola analisi della mediana dei modelli (in rosso)
rispetto al modello esatto (in verde) non rende giustizia alla reale differenza
che sussiste tra i due risultati. Osservando anche figura 3.5 si deduce che non
solo l’errore relativo alla mediana dei modelli ricavati da GA è inferiore a
CPS nella quasi totalità dei casi (figura 3.5, sopra), ma l’errore medio relativo
a tutti i modelli ottenuti è inferiore anche di due ordini di grandezza (figura
3.5, sotto). Quest’ultimo particolare fa sì che gli intervalli di confidenza al
95% (in azzurro in figura 3.4, sopra) non siano mostrati per il risultato di
CPS (in figura 3.4, sotto) poiché sarebbero ricaduti esternamente ai limiti
della figura.
Questo test mostra in ultima analisi la difficoltà degli algoritmi iterativi
linearizzati nel convergere alla soluzione esatta in mancanza di un modello di
partenza adeguato. Questa problematica è sorta nonostante la distribuzione
dei modelli di partenza fosse centrata sul modello esatto, con limiti inferiore e
superiore rispettivamente di -50% e +50% (rappresentato con linee tratteggiate
in figura 3.4). L’inversione basata su algoritmi genetici, e, più in generale, i
metodi a ricerca diretta, esplorano un numero di modelli nettamente maggiore
e sono pertanto meno condizionati dal problema dei minimi locali. Ciò
consente di convergere nella maggior parte dei casi verso un intorno del
modello esatto, anche nel caso di limitate informazioni a priori.
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Figura 3.4: Confronto dei risultati ottenuti con l’uso di algoritmi genetici
(sopra) e con il codice di inversione di Computer Programs in Seismology
(sotto). In entrambi i casi la mediana dei modelli ottenuti è rappresentata in
rosso e il modello reale in verde.
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Figura 3.5: Confronto tra l’errore sulle VS relativo ai modelli risultanti da
CPS (blu) e da GA (rosso), espresso come differenza in percentuale rispetto
al modello esatto. In alto si prende in considerazione la mediana dei modelli
risultanti, in basso l’errore medio di tutti i modelli ottenuti dai processi di
inversione.
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Test 2
Il secondo test utilizza un modello molto interessante dal punto di vista
della curva di dispersione che lo contraddistingue. Come si vedrà in seguito
la particolare curva di dispersione (figura 3.2) consentirà di sfruttare le
potenzialità della funzione di misfit utilizzata e di evidenziare le differenze
con una funzione di misfit standard. Il modello (ricavato da Maraschini et al.,
2010) è costituito semplicemente da uno strato su un semispazio:
Spessore [m] VP [m/s] VS[m/s] ρ[g/cm3]
Strato 1 10 300 150 1.8
Semispazio ∞ 800 450 2.1
Un modello con soli 2 strati è utile, inoltre, perché la bassa dimensiona-
lità nello spazio dei parametri consente un’analisi dei rapporti tra i parametri
del modello e la funzione di misfit.
Al fine di testare le potenzialità della nuova funzione di misfit è stato
effettuato un picking della curva di dispersione volontariamente errato (vedi
3.6, in alto a sinistra), simulando la situazione in cui il primo modo superiore
risulta preponderante rispetto al modo fondamentale. Pertanto la curva di
dispersione è formata alle basse frequenze dal modo superiore e alle alte dal
modo fondamentale.
La figura 3.6 mostra una ricerca su griglia effettuata, utilizzando la funzione
di misfit implementata in questa tesi, su un intorno piuttosto esteso della
soluzione (che corrisponde ai parametri del modello elencati in tabella 3.3.2).
Dall’analisi della suddetta figura si localizza la presenza del minimo globale
in corrispondenza dei parametri attesi. Si nota inoltre come, pur essendo
un modello caratterizzato da un solo strato su un semispazio omogeneo, la
funzione di misfit sia piuttosto complicata, con almeno un minimo locale e zone
di minimo estese che identificano un trade-off tra i parametri. Il minimo locale
è probabilmente da imputare alla soluzione che si otterrebbe identificando la
curva di dispersione come composta dal solo modo fondamentale, il trade-off
si osserva in particolare tra la velocità dello strato superiore e lo spessore
dello stesso.
L’inversione è stata inizializzata per 100 processi indipendenti; la popola-
zione iniziale è stata creata tra 100m/s e 1000m/s per la velocità e tra 1m e
50m per gli spessori; è stata utilizzata una probabilità di mutazione di 0.5 e
una probabilità di crossover di 0.5; la dimensione della popolazione è di 200
individui;le generazioni massime sono state imposte, in questo caso, a 200
Il risultato mostrato in figura 3.7 è molto interessante. Per quanto riguar-
da Geopsy si nota che la velocità del primo strato e il suo spessore (anche
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Figura 3.6: Superficie di misfit per modello a due strati. Le zone in nero
corrispondono a zone di minimo.
se leggermente sovrastimato) sono ben identificati, a testimonianza delle
potenzialità che ha il neighbourhood algorithm nell’identificare le zone della
funzione di misfit in cui si localizzano le soluzioni (almeno per problemi a
bassa dimensionalità). D’altro canto, come era da attendersi, la velocità del
semispazio non solo è molto variabile, ma il range di velocità corrisponden-
te alla soluzione corretta è anche scarsamente campionato dal processo di
inversione. Inoltre si nota come la velocità del semispazio sarebbe potuta
aumentare ulteriormente in assenza del vincolo imposto a 1000m/s. Questo è
una diretta conseguenza della curva di dispersione in input (figura 3.7 in alto
a sinistra), che a basse frequenze non tende asintoticamente alla velocità del
semispazio (come in teoria dovrebbe comportarsi il modo fondamentale (Aki
e Richards, 2002)), proprio per colpa del picking volutamente errato. Da ciò
deriva l’incapacità dell’algoritmo di vincolare la suddetta velocità e il dirigersi
verso velocità molto più elevate.
Per quanto riguarda invece il risultato ottenuto dall’implementazione della
funzione di misfit alternativa sviluppata in questa tesi, la soluzione finale
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ricavata statisticamente dalla distribuzione dei modelli risultanti dalle singole
inversioni, si avvicina notevolmente alla soluzione corretta (vedi figura 3.7 a
sinistra). Il risultato migliora ulteriormente vincolando le VP (che in questo
caso sono lasciate libere come le VS). Avendo effettuato numerose inversioni
(i modelli visitati in totale sono dell’ordine dei milioni) si riesce inoltre a
verificare la stabilità della soluzione e a determinare i relativi intervalli di
confidenza.
A proposito della prestazione degli algoritmi di inversione è doveroso
riportare che, in generale, la ricerca nello spazio dei modelli effettuata dall’al-
goritmo genetico è meno efficiente nel generare modelli di quella effettuata
dal neighbourhood algorithm. Per rendere la ricerca efficiente è necessario
un laborioso aggiustamento dei parametri ad hoc, specialmente mutazione e
crossover, ed è da tale aggiustamento che deriva la ragionevole distribuzione
dei modelli mostrata in figura 3.7). È da ricordare a tale proposito che
il neighbourhood algorithm, invece, necessita di soli 2 parametri. Alcune
problematiche relative all’efficienza degli algoritmi genetici utilizzati sono
attribuibili al fatto che le opzioni riguardanti la mutazione in MATLAB sono
poco “flessibili”. In particolare la modifica della probabilità e del tipo di
mutazione determina in certi casi una noncuranza dell’algoritmo nei confronti
dei vincoli imposti a priori. Ciò pone problemi non indifferenti poiché la
probabilità di mutazione di default non è assolutamente sufficiente (almeno
per questo particolare problema), e, dovendola necessariamente aumentare,
ci si imbatte necessariamente in problemi nella configurazione dei parametri
ottimali per la convergenza e l’efficacia dell’algoritmo.
Malgrado le problematiche relative alla taratura dei parametri degli algo-
ritmi genetici, si sono mostrati chiaramente i vantaggi di questa particolare
funzione di misfit, e le potenzialità della procedura di inversione, a patto di
una opportuna taratura dei suddetti parametri.
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Figura 3.7: Confronto dei risultati ottenuti con il codice sviluppato in questa
tesi (in alto) e con il software Geopsy (Wathelet, 2005) (in basso). Le linee in
nero e in rosso rappresentano rispettivamente il modello reale e la mediana
della distribuzione di modelli ottenuta, quelle in azzurro gli intervalli di
confidenza al 95%.
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Capitolo 4
Applicazione del metodo a dati
reali
In questo capitolo viene presentata l’applicazione del metodo di inversione
precedentemente descritto a dati reali, registrati da una rete sismica installata
nell’area geotermica di Larderello-Travale.
Il campo geotermico è collocato, geologicamente, in una zona di alto strut-
turale, interessata da una fase distensiva post-orogenica e dal conseguente
assottigliamento crostale; il flusso di calore è molto elevato (mediamente
120mW/m2, ma con picchi notevolmente maggiori). La successione stratigra-
fica è composta da sedimenti post-orogenici a riempimento delle depressioni
estensionali che caratterizzano le sottostanti Unità Liguri, sovrascorse sul-
la Falda Toscana. Il substrato consiste nell’Unità Monticiano-Roccastrada
sovrastante il Basamento Metamorfico.
Data la sua importanza dal punto di vista energetico ed economico, il
campo geotermico è stato oggetto di numerosi studi basati su esplorazioni tra-
mite pozzi, sismica a riflessione (Casini et al., 2010) o sull’analisi tomografica
della sismicità locale (De Matteis et al., 2008; Vanorio et al., 2004), al fine di
caratterizzare l’assetto strutturale geologico della zona e localizzare reservoir
profondi, divenuti l’obiettivo principale dei processi estrattivi in seguito alla
diminuzione della produttività dei resorvoir più superficiali.
Le prospezioni geofisiche hanno evidenziato due orizzonti caratteristici,
chiamati rispettivamente H e K, identificati nelle linee sismiche da riflettori
continui e di ampiezza elevata, localizzati nel basamento metamorfico. Il
primo è stato attribuito a zone di fratturazione (Casini et al., 2010), caratte-
ristica che lo rende un obiettivo importante per l’elevata produzione di fluidi
geotermici. Il secondo, più profondo, è presente regionalmente nella Toscana
meridionale a profondità comprese tre 8 e 12 km, ma nell’area geotermica
risale fino a profondità inferiori a 5 km. Essendo state escluse sperimental-
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Figura 4.1: Localizzazione stazioni e epicentri dei terremoti. I triangoli in
nero identificano le stazioni, i cerchi rappresentano gli eventi sismici utilizzati
(grandezza proporzionale a magnitudo, colore proporzionale a profondità).
mente motivazioni legate ad anisotropia o variazioni litologiche, le riflessioni
osservate in corrispondenza di questo orizzonte sono state imputate a cause
reologiche (Liotta e Ranalli, 1999). Considerando inoltre le interessanti corre-
lazioni con l’assetto strutturale e la temperatura (segue l’isoterma compresa
tra 400 e 500 gradi centigradi), l’orizzonte in questione è stato interpretato
come una zona di transizione tra regime crostale fragile e duttile (Cameli,
Dini e Liotta, 1998), caratterizzata da fluidi in pressione.
4.1 Dati e strumentazione
La strumentazione con la quale sono stati registrati i dati a disposizione fa
parte dell’esperimento Geothermal Area Passive Seismic Sources (GAPSS).
Tale esperimento è un progetto dell’Istituto Nazionale di Geofisica e Vulcano-
logia (INGV) volto a testare la robustezza e le condizioni di applicabilità delle
tecniche di sismica passiva per la stima del potenziale geotermico. L’array
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Figura 4.2: Esempio di registrazione di un evento sismico dopo la fase di
processing preliminare.
consiste di 12 stazioni simiche temporanee e due stazioni permanenti della
Rete Sismica Nazionale Italiana; ha un’apertura di circa 50 km e una distanza
media tra le stazioni di 10 km. Le stazioni sono equipaggiate con sismometri
a 3 componenti broadband (40s e 120s) o a medio periodo (5s). La posizione
dell’array e degli eventi sismici utilizzati in questa tesi è mostrata in figura
4.1.
I dati utilizzati consistono di terremoti a distanze regionali. Prima di effet-
tuare l’analisi della dispersione, le registrazioni sismiche sono state sottoposte
ad una sequenza di processing standard composta da rimozione della media e
filtri passabanda tra 0.01 Hz e 1 Hz (vedi ad esempio figura 4.2).
4.2 Calcolo curve di dispersione
La stima della curva di dispersione a partire dalle registrazioni sismiche in
array è un passaggio cruciale nell’analisi delle onde superficiali, poiché tale
curva rappresenta i dati di partenza per il successivo processo di inversione.
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Perciò è fondamentale soffermarsi innanzitutto sulle tecniche di trasforma-
zione dei segnali registrati nel dominio del tempo, verso un dominio adatto
a evidenziarne le proprietà dispersive (generalmente frequenza-velocità o
frequenza-numero d’onda). Successivamente è necessario determinare i limiti
dal punto di vista della risoluzione ottenibile e dell’aliasing spaziale in base
alle caratteristiche dell’array utilizzato (l’aliasing temporale non costituisce un
fattore limitante in questo caso, visto il campionamento elevato e la lunghezza
delle registrazioni). Infine viene determinata la curva di dispersione tramite
picking manuale o automatico dello spettro.
4.2.1 Spettro f-k
Il calcolo dello spettro f-k può essere effettuato con diverse metodologie, che
rientrano nella categoria generale delle tecniche di “beamforming”. In questa
tesi è stata utilizzata la tecnica f-k di Lacoss, Kelly e Toksöz, 1969, largamente
diffusa in sismologia, e ne è stata implementata la procedura di calcolo in
una funzione MATLAB.
La metodologia si fonda sull’analisi di onde piane orizzontali che attraver-
sano l’array di sensori disposti in superficie. Nel caso in esame si è assunta
una propagazione del fronte d’onda a partire dall’epicentro, considerato come
una sorgente di onde cilindriche con posizione nota; con tali presupposti
è possibile studiare l’array bidimensionale alla stregua di un array lineare
(l’unica variabile è la distanza dalla sorgente, non le effettive coordinate delle
stazioni).
La tecnica si può descrivere brevemente nel modo seguente: considerando
un’onda con frequenza f , se ne ipotizza una velocità di propagazione v, in
base alla quale vengono calcolati i tempi di arrivo differenziali previsti ai
diversi sensori dell’array. Sulla base di queste previsioni, la fase dei diversi
segnali viene traslata di conseguenza. L’output dell’array viene calcolato
sommando i segnali traslati nel dominio della frequenza. Se le onde viaggiano
effettivamente a velocità v, la traslazione di fase farà sì che tutti i contributi
siano sommati costruttivamente, e di conseguenza l’output avrà ampiezza
elevata. L’output dell’array diviso per la potenza spettrale è anche chiamato
“semblance”. Il vettore d’onda k è legato alla velocità di propagazione dalla
relazione k = 2pif/v. Il procedimento viene effettuato per un set di velocità
e frequenze di interesse. Infine la posizione dei massimi della semblance nel
piano (f, k) o (f, v) fornisce una stima della velocità delle onde che viaggiano
attraverso l’array alle varie frequenze.
L’implementazione della tecnica in linguaggio MATLAB è stata effettuata
come da descrizione di Capon, 1969: si assumono K stazioni utilizzate per
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Figura 4.3: Spettro f-k calcolato mediante la funzione MATLAB sviluppata
(sinistra) a confronto con lo spettro ottenuto utilizzando i codici di Computer
Programs in Seismology (destra).
stimare lo spettro f-k P (f,k):
P (f,k) = 1
K2
K∑
j,l=1
Cjl(f)eik(xj−xl) (4.1)
con xj e xl vettori posizione rispettivamente del sensore j e del sensore
l. Questa stima si basa sulla cross-power spectral density Cjl(f), calcolata
tramite la suddivisione in M finestre di lunghezza N del segnale registrato
ad ogni stazione
Cjl(f) =
1
M
M∑
n=1
Sjn(f)S∗ln(f) j, l = 1, .., K (4.2)
Nel caso in esame si ha a che fare con una sorgente nota, pertanto la
differenza tra i vettori posizione xj e xl è semplicemente la differenza fra le
distanze epicentrali delle stazioni i-esima e j-esima. La moltiplicazione per il
vettore k (vedi 4.1) dà il cosiddetto “steering vector”, che contiene tutte le
traslazioni di fase da applicare a Cjl(f). Dopo lo stacking dei segnali, viene
prodotta un’immagine del risultato.
Un esempio di spettro f-k ottenuto con la procedura precedentemente
descritta è mostrato in figura 4.3 a confronto con lo spettro ricavato mediante
le routine di CPS (Herrmann, 2002).
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Figura 4.4: Risposta in frequenza di un ipotetico array lineare composto da
dieci sensori con spaziatura di un chilometro (a sinistra), a confornto con la
risposta di un array reale a spaziatura irregolare (a destra). Si noti come nel
caso dell’array equispaziato la frequenza spaziale di Nyquist, calcolabile come
1/(2 ∗ spaziatura) = 0.5, sia riscontrabile in figura. Nel caso dell’array reale
tale parametro non è calcolabile direttamente ed è indispensabile l’analisi
della funzione di risposta dell’ array.
4.2.2 Aliasing
Per array con geometrie semplici, ad esempio un array lineare con elementi
equispaziati, i limiti di aliasing e di risoluzione sono facilmente deducibili
tramite i parametri dell’array stesso tramite il teorema del campionamento:
nella fattispecie dalla spaziatura dei sensori si deduce la frequenza spaziale
di Nyquist kN , e dalla massima distanza tra i ricevitori si ricava la minima
frequenza spaziale risolvibile kmin. Al contrario, quando si ha a che fare con
array dalla geometria irregolare, è indispensabile ricorrere all’analisi della
funzione di risposta in frequenza dell’array:
R(k) = 1
N
∣∣∣∣ N∑
n=1
ei2pik(xn−x1)
∣∣∣∣ (4.3)
dove xn sono le distanze relative alle N stazioni e k è il vettore dei numeri
d’onda. Per un confronto esemplificativo tra risposta in frequenza per array
equispaziato e array irregolare si veda figura 4.4.
Per ogni evento sismico esaminato variano i parametri dell’array, poiché
cambia il numero di stazioni che hanno registrato l’evento, la posizione
della sorgente e, conseguentemente, la spaziatura tra i sensori. Perciò è
stata analizzata la risposta in frequenza dell’array per ogni evento e ne sono
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stati dedotti i parametri kmin e kN tramite una procedura automatizzata
basata, rispettivamente, sull’ampiezza del lobo centrale e sul numero d’onda
corrispondente al primo picco secondario (come descritto in Wathelet, 2005).
In questo modo si sono ricavati dei limiti per la corretta identificazione
delle curve di dispersione (figura 4.5).
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Figura 4.5: Una curva di dispersione ricavata dall’array di Larderello. Il
limite di aliasing è mostrato dal tratteggio in blu.
4.3 Risultati dell’inversione
Il processo di inversione è stato applicato ad una curva di dispersione ottenuta
dalla distribuzione dei picchi spettrali relativi a tutti gli eventi sismici a
disposizione. In questo modo si è ricavato una curva di dispersione “media”,
in cui vengono attenuati i disturbi presenti negli spettri presi singolarmente,
dovuti a rumore e alla limitata banda di frequenze analizzabile. In particolare
il picking della curva di dispersione è stato ricavato dalla mediana della
distribuzione dei picchi di ogni evento (in blu in figura 4.6), rispettando i
limiti inferiore e superiore in frequenza spaziale. Come si può vedere in figura
4.6 la curva di dispersione è ben definita per frequenze che vanno da circa
0.05 Hz a 0.3 Hz. Oltre questa soglia si manifesta il problema dell’aliasing
per la maggior parte degli eventi; pertanto la curva è stata limitata. È
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stato applicato infine uno smoothing alla curva, per evitare di considerare
fluttuazioni a breve lunghezza d’onda non legate alla risposta locale, ma
dovute a rumore o a fenomeni connessi ai particolari meccanismi focali. Un
esempio è rappresentato dalla zona concava verso l’alto intorno a 1 Hz in
figura 4.6, dovuto a scarsa energia nella relativa banda di frequenze (spectral
hole) e alla rappresentazione normalizzata dello spettro.
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Figura 4.6: Curva di dispersione ricavata dallo stack degli spettri di tutti gli
eventi sismici.
L’inversione è stata lanciata per 1000 processi indipendenti, con proba-
bilità di mutazione e crossover di 0.5; la dimensione della popolazione è
di 200 individui e il massimo numero di generazioni è fissato a 100. La
parametrizzazione è composta da 10 strati.
Il risultato è mostrato in figura 4.8 come distribuzione di probabilità dei
modelli ottenuti. Il fatto che la distribuzione sia evidentemente bimodale è
una caratteristica estremamente interessante, ed è una diretta conseguenza
della funzione di misfit utilizzata. Tale distribuzione mostra infatti che la
soluzione è libera di convergere verso il modo fondamentale, verso il modo
superiore (vedi figura 4.7) o anche verso una combinazione dei due. Questa
peculiarità è un vantaggio notevole nel caso si abbia a che fare con curve
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di dispersione complesse o di difficile interpretazione, poiché consente di
ammettere diverse tipologie di soluzione e valutarle a posteriori.
Nel caso in esame l’ambiguità delle soluzioni può essere eliminata consi-
derando le informazioni derivate da studi pregressi sull’area d’indagine che
rendono più realistico il risultato rappresentato dai modelli appartenenti al
ramo di destra della distribuzione, ovvero soluzioni caratterizzate da velocità
maggiori.
Per un’ulteriore conferma l’inversione è stata effettuata anche con il
software Geopsy, identificando, in questo caso, la curva di dispersione con
il modo fondamentale. Il risultato, visibile in figura 4.9, è compatibile con
il ramo destro della distribuzione in figura 4.8. In entrambi i casi i limiti
in frequenza relativi alla curva di dispersione utilizzata, non consentono
né di vincolare sufficientemente le velocità relative al primo strato, né di
determinare con precisione la profondità relativa all’interfaccia più profonda
(vedi figura 4.9).
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Figura 4.7: Convergenza dell’inversione verso il modo fondamentale (destra)
e verso il primo modo superiore (sinistra). La curva di dispersione è mostrata
in rosso. I due casi sono esemplificativi del tipo di soluzioni appartenenti ai
due rami della distribuzione in figura 4.8.
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Figura 4.8: Distribuzione dei modelli ottenuti dall’inversione. Le soluzioni che
corrispondono al modo fondamentale appartengono al ramo di destra della
distribuzione, quelle che corrispondono al primo modo superiore appartengono
al ramo di sinistra (vedi figura 4.7). In tratteggio i limiti di ricerca per le
velocità delle onde di taglio.
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Figura 4.9: Risultato ottenuto mediante il software Geopsy.
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Capitolo 5
Conclusioni
In questa tesi è stata studiata l’inversione della curva di dispersione delle
onde superficiali al fine di ricavare un profilo di velocità delle onde di taglio.
A questo proposito sono stati sviluppati codici di calcolo in linguaggio
MATLAB per la soluzione del problema diretto, da cui è stata ricavata
una nuova funzione di misfit, particolarmente adatta a curve di dispersione
multimodali.
Per la ricerca della soluzione è stata adottata una procedura che utilizza
algoritmi genetici. I metodi a ricerca diretta, come gli algoritmi genetici,
offrono molteplici vantaggi rispetto al classico approccio linearizzato: viene
investigato uno spazio dei parametri notevolmente maggiore; non occorre
un modello di partenza; sono più stabili poiché non si basano sul calcolo
delle derivate della funzione obiettivo; e, infine, le informazioni a priori
possono essere introdotte semplicemente limitando la ricerca delle soluzioni a
particolari zone dello spazio dei parametri.
Tuttavia tali metodologie necessitano il calcolo di un ingente numero di
soluzioni al problema diretto. A questo proposito la particolare funzione
di misfit sviluppata si dimostra estremamente efficace, poiché consente una
computazione considerevolmente più rapida, non richiedendo la ricerca degli
zeri per l’individuazione dei modi di vibrazione.
La procedura di inversione è stata inoltre strutturata in modo da sfruttare
più processi indipendenti in parallelo e ricavare così una distribuzione di
modelli piuttosto che un singolo modello caratterizzato dal miglior fit. Tale
strategia consente sia di limitare il problema della non unicità della soluzione,
sia di analizzare la stabilità delle soluzioni stesse.
I risultati dei test del forward modeling dimostrano la correttezza della
soluzione al problema diretto.
Dai test di inversione sui modelli sintetici vengono mostrati due aspetti
interessanti. Nel primo test viene evidenziato il vantaggio degli algoritmi
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a ricerca diretta nell’individuare la soluzione in mancanza di sufficienti in-
formazioni a priori. Nel secondo test vengono mostrate le potenzialità della
particolare funzione di misfit sviluppata nell’individuare il modello corretto
nonostante l’errata interpretazione della curva di dispersione. Questa ca-
ratteristica risulta rilevante nel caso che complesse interazioni tra i modi di
vibrazione non consentano una corretta determinazione degli stessi.
Il metodo proposto viene infine applicato a dati registrati da una rete
sismica installata nell’area geotermica di Larderello-Travale. Nel caso in esame
il processo di inversione, basato sulla funzione di misfit proposta e finalizzato
a produrre una distribuzione statistica delle soluzioni, si dimostra in grado
di convergere verso più di una soluzione. Nella fattispecie vengono delineati
modelli relativi sia al modo fondamentale, sia al primo modo superiore.
Questo approccio consente di ottenere una più ampia gamma di modelli
accettabili, ed è perciò possibile effettuare un’inversione non strettamente
legata a interpretazioni soggettive, esaminando a posteriori le soluzioni più
adeguate.
Dagli studi effettuati risulta evidente l’importanza di analizzare statistica-
mente la distribuzione delle soluzioni piuttosto che finalizzare l’indagine alla
determinazione di un singolo modello caratterizzato dal miglior fit. Questo
approccio si dimostra necessario non solo per ovviare alla non unicità della
soluzione, ma a maggior ragione per il fatto che la funzione di misfit proposta
non contempla l’identificazione dei modi. Ciò fa sì che il numero di soluzioni
aumenti in maniera considerevole; perciò l’analisi statistica della relativa
distribuzione si rivela indispensabile al fine di definire le classi di modelli
accettabili.
A questo proposito la strategia di inversione basata sull’utilizzo degli
algoritmi genetici in numerosi processi paralleli indipendenti è necessaria per
combinare i risultati di ogni singolo processo in una distribuzione di modelli
finale. È tuttavia opportuno ricordare che gli algoritmi genetici rientrano nella
categoria delle metodologie di ottimizzazione, pertanto sono originariamente
concepiti per la ricerca del miglior modello dal punto di vista del misfit, piutto-
sto che all’esplorazione esaustiva dello spazio dei parametri. Tenendo presente
questa considerazione gli algoritmi genetici potrebbero essere sostituiti conve-
nientemente dal neighbourhood algorithm, la cui efficacia nell’esplorazione
dello spazio dei parametri e l’approccio nativamente statistico all’analisi delle
soluzioni, lo rendono un candidato promettente nell’applicazione al problema
in esame. A favore del neighbourhood algorithm va anche il limitato numero
di parametri di configurazione, in confronto alla delicata messa a punto dei
numerosi parametri necessari agli algoritmi genetici.
Ulteriori approfondimenti sono necessari nell’analisi della superficie di
misfit al fine di determinare se i massimi locali o l’andamento generale di tale
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superficie abbiano un effetto più o meno marcato sulla convergenza verso una
soluzione piuttosto che un’altra.
Il metodo proposto può essere proficuamente integrato con tipologie diver-
se di analisi, soprattutto al fine di vincolare parametri quali VP e le profondità
delle interfacce, parametri meno risolvibili dall’inversione delle onde superficia-
li rispetto a VS. A tale scopo possono essere innanzitutto aggiunte informazioni
a priori più dettagliate per quanto riguarda VP e spessori, derivate ad esempio
da indagini attive, come prospezioni sismiche a rifrazione o a riflessione. Ciò
consente di limitare l’estensione dello spazio dei parametri da investigare,
favorendo e velocizzando la convergenza verso soluzioni fisicamente realistiche.
Al fine di vincolare maggiormente il processo di inversione risulterebbe inoltre
vantaggiosa l’inversione congiunta di onde di Love e di Rayleigh. Per una più
efficace determinazione dello spessore degli strati, si trarrebbe considerevole
vantaggio dall’inversione congiunta delle curve di dispersione con metodologie
quali receiver functions o, in minor misura, curve di ellitticità; tecniche che si
dimostrano sensibili alle profondità delle interfacce.
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