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POINT VORTICES FOR INVISCID GENERALIZED SURFACE
QUASI-GEOSTROPHIC MODELS
CARINA GELDHAUSER ANDMARCO ROMITO
ABSTRACT. We give a rigorous proof of the validity of the point vortex descrip-
tion for a class of inviscid generalized surface quasi-geostrophic models on the
whole plane.
1. INTRODUCTION
The main aim of the paper is to give a rigorous proof of the validity of the
point vortex description for a class of inviscid generalized surface quasi-geo-
strophic (briefly, gSQG) models. This extends the connections, well known in
the case of Euler equations [MP93, MP94], between the point vortex theory and
these models.
We deal with the following class of problems on R2,
(1.1)


∂tθ+ u · ∇θ = 0,
(−∆)
m
2 ψ = θ,
u = ∇⊥ψ.
The casem = 2 corresponds to the Euler equations, the casem = 1 corresponds
to the inviscid surface quasi-geostrophic equations (SQG). In meteorology the
inviscid SQG has been derived to model the production of fronts due to the
tightening of temperature gradients, see [CMT94, HPL94, HPGS95], see also
[CFR04, Rod05] for the first mathematical and geophysical studies on the sub-
ject. The generalized version of the model examined in this paper bridges the
cases of Euler and SQG and shares a series of common physical features namely
the emergence of inverse cascades [Sch00, Tra04, TDS10, VDR15], as well as
deeper universal invariance properties [BBCF06, BBCF07, Fal09]. In this paper
we will consider the casesm ∈ (1, 2).
From the mathematical point of view the generalized models share the same
difficulties of SQG. Local existence and uniqueness holds for smooth enough
initial data, see for instance [CCC+12]. It is not known if the generalized SQG,
including the case m = 1, has a global solution. There is numerical evidence
[CFMR05] of emergence of singularities in the generalized SQG, for m ∈ [1, 2),
as well as global stable solutions [CGSI17]. Regularity criteria are known, see
[CCW11]. Weak solutions are known for SQG in L2 [Res95] and Lp, with p > 4
3
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[Mar08], see [CCC+12] for weak solution in L2 on the torus for m < 1. We will
give our version of weak solutions in Section 2.
Point vortices for (1.1) represent profiles that are sharply concentrated around
some points. Formally (1.1) is a transport equation, so we may believe that an
initial profile given as the configuration of N points,
(1.2) θ(0) =
N∑
j=1
γjδxj ,
where γ1,γ2, . . . ,γN, are given numbers (that we will call the intensities of the
point vortices), evolves as a measure of the same kind, with constant intensities
(a generalized version of the conservation of circulation) and where the posi-
tions evolve according to the system of equations
(1.3)
{
X˙j =
∑
k 6=j γk∇⊥Gm(Xj,Xk),
Xj(0) = xj,
j = 1, 2, . . . ,N,
where Gm is the Green function of the fractional Laplacian (−∆)
m
2 on R2,
(1.4) Gm(x,y) = Gm(x− y) =
Γ(2−m
2
)
2m/2π|Γ(m
2
)|
|x − y|m−2.
In our first main result (Theorem 3.1) we prove that the above system (1.3) has,
for fixed N, a global solution for a. e. initial condition, under a generic (and
necessary) assumption on the intensities.
Additionally, in our second main result (Theorem 3.2) we prove that point
vortices provide an approximation of solutions to (1.1), namely if an initial
condition is approximated, in the sense of measures, by point vortices (1.2) as
N ↑∞, then solutions to (1.1) are approximated, again in the sense of measures,
by the evolution of the point vortex measure
N∑
j=1
γjδXj(t).
Unfortunately, again due to the singularity of the kernel ∇⊥Gm, the evolution
of vortices corresponds to a regularization of the original dynamics. The regu-
larized kernel converges though to the original kernel asN ↑∞ (see Remark 3.5
for additional considerations).
For measure valued solution, one should interpret (1.1) in the sense of distri-
butions. But, as in the case of Euler equations (m = 2), this is not enough to
include measures with atoms. In the case of Euler equations a symmetrisation
[Del91] (see also [Sch95, Sch96]) allows to tame the singularity of the Biot-Savart
kernel. In this context, writing the equation against a test function ϕ only in
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terms of θ yields∫ ∫
θ(t, x)ϕ(t, x)dxdt+
+
∫ ∫∫
km(x− y) · (∇ϕ(t, x) −∇ϕ(t,y))θ(t, x)θ(t,y)dxdydt = 0,
where km = ∇⊥Gm. Unfortunately, in this more singular setting, the new kernel
km(x−y) ·(∇ϕ(t, x)−∇ϕ(t,y)) is not bounded on the diagonal, and there is no
hope to give a meaning to solutions to (1.1) with point masses. Nevertheless, in
our third main result (Theorem 3.6) we are able to prove that for values of the
parameterm not too small (
√
3 < m < 2), a sequence of vortex blobs solutions
to (1.1) converges, as the size of the blobs goes to 0, to the configuration of point
masses that obeys to (1.3).
The intuitive reason, valid for Euler [MP94] but crucial in this setting, is that
a single vortex does not move subject to the self-generated velocity field, but
only according to the velocity field generated by all other vortices. The singular
self-interaction, absent in (1.3), does not play a role, although it should due to
singularity of the kernel km, at the level of the equation. In rigorous terms, we
prove localisation of vortices (Proposition 3.8), namely, if θ is initially a vortex
blob, then it remains a vortex blob of comparable size. Our proof of localisation
fails when m 6
√
3, but it may be a technical issue of the method used and
it is not clear if the main theorem about convergence of vortex blobs to point
vortices fails.
We conclude with a few additional comments. The first is that the extension
of these results to the torus is straightforward, due to the absence of bound-
aries. In the presence of boundaries the problem is more delicate. We wish
also to emphasise the possible connection with the evolution of vortex patches,
namely solutions that take only two values, andwhere themain interest is about
the evolution of the interface. See for instance [CCC+12, KRYZ16, CGSI17]
for relevant results. Finally we remark that the validation of the point vor-
tex motion proved here bolsters the statistical mechanics of point vortices dis-
cussed in [GR18], where the authors extend results on Euler equations from
[CLMP92, CLMP95, Lio98, BG99].
Contents. The paper is organized as follows. In Section 2 we prove existence of
weak solutions with initial conditions in L1(R2) ∩ L∞(R2) (Theorem 2.6), since
this is the class for vortex blobs. In principle, following [Mar08], one could do
better. For instance, if θ ∈ Lp(R2) and p < 2
m−1
, by the Hardy-Littlewood-
Sobolev inequality u = km ⋆ θ ∈ Lq(R2) with 1q = 1p − 12(m − 1) and θu ∈
Lr(R2) for some r if p > 4m+ 1. The assumption L1(R2) ∩ L∞(R2) for the initial
condition greatly simplifies the existence theorem. We point out though that,
using probabilistic techniques, [FS18] are able to solve the equation with initial
conditions in a space of much rougher functions.
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In Section 3 we prove that under suitable generic assumptions on the intensi-
ties, the point vortex motion (1.3) has a global non-colliding solution for a. e. ini-
tial condition (Theorem 3.1). The approximation of solutions of (1.1) is proved in
Theorem 3.2. With a well defined motion at hand, we are finally able to prove
the main result about convergence of vortex blobs to the point vortex motion
(Theorem 3.6) using localisation (Proposition 3.8).
Notations. First of all, we will name pseudo-vorticity the term θ in (1.1), in anal-
ogy with the Euler case m = 2, even though this may be inappropriate for
instance in the context of SQG, where θ is a temperature.
We will denote by Br(x) the ball centred at xwith radius r, by δx the measure
concentrated at a point x ∈ R2, by ⋆ the convolution product, by ∇⊥ the vector
∇⊥ = (−∂x2, ∂x1). We will denote by ‖ · ‖Lp the norm of the Lebesgue space
Lp(R2), 1 6 p 6∞ andwewill sometime use also the local version Lploc(R2) of all
functions whose pth norm is integrable over all bounded set. We recall thatGm is
the Green’s function of the fractional Laplacian, see (1.4), and km = ∇⊥Gm here
plays the role of the Biot-Savart kernel. Finally we shall use the symbol . for
inequalities up to some constant that does not depend on the main parameters
of the problem, and thus ultimately does not matter.
2. EXISTENCE OF WEAK SOLUTIONS
In this section we prove existence of weak solutions for (1.1) with initial con-
dition in L1(R2) ∩ L∞(R2). To this end we recast problem (1.1) as
(2.1)
{
∂tθ +∇·(uθ) = 0,
u = km ⋆ θ,
where km = ∇⊥Gm and Gm is the Green function for the fractional Laplacian
(−∆)
m
2 given in (1.4).
Definition 2.1 (Weak solution). Given θ0 ∈ L1loc(R2), a solution to (2.1) is a dis-
tribution such that for all t > 0 and ϕ ∈ C∞c (R2),∫
R2
(θ(t, x) − θ0(x))ϕ(x)dx−
∫ t
0
∫
R2
θ(s, x)u(s, x) · ∇ϕ(s, x)dxds = 0,
where u = km ⋆ θ.
For a function f : R2 → R, define its centre of pseudo-vorticity as
(2.2) Cf :=
∫
R2
x f(x)dx,
whenever the integral is well defined, and its moment of inertia
(2.3) Jf :=
∫
R2
|x − cf|
2|f(x)|2 dx.
The proof of existence of weak solutions of (2.1) proceeds through a vanishing
viscosity approximation. We will actually make a two-steps approximation to
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prove some conservation properties that will turn out to be crucial for the proof
of Theorem 3.6.
We start by stating a classical inequality about the velocity u = km ⋆ θ, that
will be useful for our purposes.
Lemma 2.2. Letm ∈ (1, 2). Then
‖km ⋆ f‖Lq . ‖f‖Lp . ‖f‖
1
q+
1
2
(m−1)
L1
‖f‖
1
2
(3−m)− 1q
L∞ .
where q > 2
3−m
and 1
p
− 1
q
= 1
2
(m− 1).
Moreover there is c = c(‖f‖L1, ‖f‖L∞) such that for all x,y ∈ R2,
|km ⋆ f(x) − km ⋆ f(y)| 6 c(1∧ |x − y|)
m−1.
To prove the existence of weak solutions to (2.1) (see Theorem 2.6), we will
suitably regularize the initial condition and the velocity. To this end, let ρ ∈
C∞c (R2) be symmetric, 0 6 ρ 6 1, and ∫R2 ρ(x)dx = 1, and set ρǫ = ǫ−2ρ(x/ǫ).
Denote by kǫm the kernel k
ǫ
m = ρǫ ⋆ km, and, for θ0 ∈ L1(R2) ∩ L∞(R2), set
θǫ0 = ρǫ ⋆ θ0.
2.1. The viscous approximation. Given ǫ > 0 and ν > 0, consider the problem
(2.4)
{
∂tθ+∇·(uθ) = ν∆θ,
u = kǫm ⋆ θ.
Proposition 2.3. Given θ0 ∈ L1(R2) ∩ L∞(R2) and ǫ > 0, ν > 0, there is a unique
classical solution θǫ,ν of (2.4) with initial condition θǫ0 . Moreover, for every n > 0,
every p ∈ [1,∞) and every T > 0, there is a number c = c(ǫ,ν,n,p, T , θ0) such that
(2.5) sup
[0,T ]
‖Dαθǫ,ν‖Lp 6 c,
for all multi-indices α with |α| = n. In particular, for all t > 0 and all p ∈ [1,∞],
(2.6) ‖θǫ,ν‖Lp 6 ‖θ0‖Lp.
Proof. We give a sketch of the proof, and for simplicity we drop the subscript
ǫ,ν. Existence of a solution is standard, see for instance [CCW01, CCW12]. We
first show the conservation in Lp, 1 6 p <∞,
d
dt
∫
R2
|θ(t, x)|p dx = p
∫
R2
|θ|p−1 sgn(θ)(ν∆θ−∇·(uθ))dx
= pν
∫
R2
|θ|p−1 sgn(θ)∆θdx− p
∫
R2
u · ∇|θ|p dx.
The first integral on the right hand side is non-positive, see [CCW01, CC04], the
second integral is zero by integration by parts, since ∇·u = 0, and this proves
that the derivative is non-positive. The case p =∞ follows in the limit p ↑∞.
Likewise, if η = Dαθ, then η solves
∂tη+∇·(uη) − ν∆η = (∂x1u) · ∇Dα−(1,0)θ+ (∂x2u) · ∇Dα−(0,1)θ + F,
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where F is bilinear in the derivatives of order at most n of u and of order at
most n − 1 of θ. Since by Lemma 2.2, for every multi-index β, ‖Dβu‖L∞ 6
c(ǫ,β)‖km ⋆ θ‖L∞ 6 c(m, ǫ, θ0), we have that,
d
dt
∫
R2
∑
|α|=n
|Dαθ|p dx 6 (1+ c(m, ǫ, θ0))
∫
R2
∑
|α|=n
|Dαθ|p dx + ‖F‖Lp
The bound follows by an induction argument to estimate ‖F‖Lp in terms of
lower order derivatives of θ, and Gronwall’s lemma.
To prove uniqueness, let θ1,u1 and θ2,u2 solutions to (2.4) with the same
initial condition θǫ0 , and set δ = θ1 − θ2, γ = u1 − u2. Then
∂tδ+∇·(u1δ+ γθ2) = ν∆δ,
therefore
d
dt
∫
R2
δ2 dx = −
∫
R2
u1 · ∇δ2 dx − 2
∫
R2
δγ∇θ2 dx− 2ν
∫
R2
|∇δ|2 dx
6 −2
∫
R2
δγ∇θ2 dx.
By the Hölder inequality and Lemma 2.2,
∣∣∣
∫
R2
δγ∇θ2 dx
∣∣∣ 6 ‖δ‖L2‖γ‖
L
2
2−m
‖∇θ2‖
L
2
m−1
. ‖∇θ2‖
L
2
m−1
‖δ‖2L2.
Uniqueness follows by the Gronwall lemma. 
2.2. The inviscid approximation. Given ǫ > 0, consider the following inviscid
problem with regularized velocity,
(2.7)
{
∂tθ +∇·(uθ) = 0,
u = kǫm ⋆ θ.
Proposition 2.4. Given θ0 ∈ L1(R2) ∩ L∞(R2) and ǫ > 0, there is a unique classical
solution θǫ of (2.7) with initial condition θǫ0 . Moreover, for every n > 0, every p ∈
(1,∞) and every T > 0, there is a number c = c(ǫ,ν,n,p, T , θ0) such that
(2.8) sup
[0,T ]
‖Dαθǫ‖Lp 6 c,
for all multi-indices α with |α| = n. In particular, for all t > 0 and all p ∈ [1,∞],
(2.9) ‖θǫ‖Lp 6 ‖θ0‖Lp.
Finally, for all t > 0,
(2.10)
∫
R2
θǫ(t, x)dx =
∫
R2
θǫ0 (x)dx,
and, if θ0 > 0, then θǫ(t, x) > 0 for all t > 0.
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Proof. In Proposition 2.3 we have seen that the sequence (θǫ,ν)ν>0 of solutions
of (2.4) is bounded in L∞(0, T ;Wk,p(R2)) for all p > 1, all T > 0 and all k > 1,
and we wish to use this sequence to construct a solution of (2.7). By a diagonal
argument there is a sequence (νn)n>1 such that (θǫ,νn)n>1 weak-⋆ converges
in L∞(0, T ;Wk,p(R2)) to a function θǫ, for every T > 0, k > 1 and p > 1. In
particular, (2.8) and (2.9) (for p > 1) hold.
The convergence of θǫ,ν, as well as of its derivatives and of their respective
equations, goes in an analogous, even simpler, way as in the proof of Theo-
rem 2.6, where all details will be given, and is therefore omitted here. The argu-
ment for uniqueness is the same as in Proposition 2.3, since the viscous term is
not used in the proof.
Finally, to prove conservation of mass and conservation of sign, consider for
each x ∈ R2 and each t > 0 the backward system (of characteristics),
(2.11)
{
d
ds
Yt,xs = uǫ(s, Y
t,x
s ),
Yt,xt = x.
The solution is well defined and global since u is continuous and globally Lips-
chitz in the space variable. It is standard to see that x 7→ Yt,xs , with 0 6 s 6 t, are
diffeomorphisms. Moreover, if J(s, x) is the determinant of the Jacobian matrix
of x 7→ Yt,xs , then J(t, x) = 1 and
J˙(s, x) = (∇·uǫ)(s, Yt,xs )J(s, x),
therefore J(s, x) = 1 for all s ∈ [0, t], since uǫ is divergence free. Finally, a simple
computation shows that
d
ds
θǫ(s, Y
t,x
s ) = 0.
These arguments, together with the simple remark that if θ0 > 0, then θǫ0 > 0
(since the regularizing kernel is positive) prove conservation of mass and con-
servation of sign, as well as (2.9) for p = 1. 
The above existence and uniqueness result can be improved. Indeed, we can
get rid of the regularization in the initial condition. To this end, denote by | · |•
the (bounded) metric |x − y|• = 1 ∧ |x − y|, and let W1 be the 1-Wasserstein
distance on non-negative finite measures on R2. The Wasserstein distance can
be extended to signed measure with equal positive and negative masses by
W1(µ,ν) = W1(µ+,ν+) + W1(µ−,ν−). Since here W1 is based on a bounded
metric, convergence in W1 is equivalent to the standard weak convergence of
measures.
Corollary 2.5. Given a finite measure θ0 on R
2, and ǫ > 0, there is a unique solution
θ on [0,∞) in the sense of distributions of (2.7).
Moreover, if θ10, θ
2
0 are two different measures with the same positive and negative
masses, then for all T > 0,
(2.12) sup
t∈[0,T ]
W1(θ1(t), θ2(t)) 6 C(cǫ, T)W1(θ
1
0, θ
2
0),
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where θ1, θ2 are solutions of (2.7) with respective initial conditions θ10, θ
2
0, and cǫ =
2‖kǫm‖L∞ ∨ ‖∇kǫm‖L∞ .
Finally, if θ0 ∈ L1(R2) ∩ L∞(R2), then
‖θ(t)‖Lp 6 ‖θ0‖Lp ,
for every t > and p ∈ [0,∞].
Proof. The idea here is to consider in Proposition 2.4 above two regularization
parameters: one for the velocity (ǫ), and one for the initial condition. The Lp
conservation follows as in the previous Proposition 2.4. We prove here only
(2.12), which in particular proves existence and uniqueness.
Let us notice first that if µ,ν are measures, then
(2.13) ‖kǫm ⋆ µ− kǫm ⋆ ν‖L∞ 6 cǫW1(µ,ν).
This is immediate since kǫm is Lipschitz with respect to | · |• with Lipschitz con-
stant cǫ, and by duality, for probability measures µ,ν,
W1(µ,ν) = sup
∫
R2
f d(µ− ν),
where the supremum is taken over all | · |•-Lipschitz function with Lipschitz
constant 1.
Set ui = kǫm ⋆ θi, i = 1, 2. We claim that the following inequality holds,
(2.14) W1(θ1(t), θ2(t)) 6 ecǫtW1(θ01, θ
0
2) + cǫ e
cǫt
∫ t
0
W1(θ1(s), θ2(s))ds.
By Gronwall’s lemma, (2.12) then follows. We turn to the proof of (2.14). Let P
be a coupling of |θ01|, |θ
0
2|, then the measure Pt, defined as∫
R2
∫
R2
f(x,y)Pt(dx, dy) =
∫
R2
∫
R2
f(X
t,x
1 (0),X
t,y
2 (0))P(dx,dy),
is a coupling of |θ1(t)|, |θ2(t)|, where X
t,x
i , i = 1, 2 are the back-to-label maps of
(2.11) corresponding to u1,u2. By (2.13) we have that
|Xt,x1 (0) − X
t,y
2 (0)|• 6 |x − y|• +
∫ t
0
|u1(t− s,X
t,x
1 (s)) − u2(t− s,X
t,x
2 (s))|ds
6 |x − y|• + cǫ
∫ t
0
|Xt,x1 (s) − X
t,y
2 (s)|• ds+
+ cǫ
∫ t
0
W1(θ1(s), θ2(s))ds.
The Gronwall lemma yields
|Xt,x1 (0) − X
t,y
2 (0)|• 6 e
cǫt |x − y|• + cǫ e
cǫt
∫ t
0
W1(θ1(s), θ2(s))ds.
By integrating with P we have
W1(θ1(t), θ2(t)) 6 e
cǫt
∫
R2
∫
R2
|x − y|• P(dx,dy) + cǫ e
cǫt
∫ t
0
W1(θ1(s), θ2(s))ds,
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and taking the infimum over all P yields (2.14). 
2.3. The inviscid problem. Wefirst prove existence of aweak solution for prob-
lem (2.1).
Theorem 2.6. Let θ0 ∈ L1(R2) ∩ L∞(R2), then there is a solution θ of (2.1) on [0,∞)
with initial condition θ0, in the sense of Definition 2.1. Moreover,
(2.15) ‖θ(t)‖Lp 6 ‖θ0‖Lp ,
for every p ∈ [1,∞] and all t > 0.
Proof. The family (θǫ)ǫ>0 of solutions to (2.7) is bounded in L∞(0, T ; Lp(R2)) for
all p > 1, and all T > 0. By a diagonal argument there is a sequence (ǫn)n>1 such
that (θǫn)n>1 weak-⋆ converges in L
∞(0, T ; Lp(R2)) to a function θ, for every
T > 0 and p > 1. In the rest of the proof we will set θn = θǫn , ρn = ρǫn ,
un = ρn ⋆ km ⋆ θn, and u = km ⋆ θ.
Step 1: strong convergence of θn. Fix ϕ ∈ C∞c (R2). By the Hölder inequality,∫
R2
ϕ∂tθn dx =
∫
R2
θnun · ∇ϕdx 6 ‖∇ϕ‖L2‖θn‖L2‖un‖L∞ 6 c‖∇ϕ‖L2.
Therefore (∂t(ϕθn))n>1 is bounded in L∞(0, T ;H−1(Suppϕ)). Since (ϕθn)n>1 is
bounded in L∞(0, T ; L2(Suppϕ)), the Aubin-Lions lemma ensures that (ϕθn)n>1
is compact in C([0, T ]; L2(Suppϕ)). Thus (ϕθn)n>1 converges strongly to ϕθ in
C([0, T ]; L2(Suppϕ)). In conclusion, by (2.9), (θn)n>1 converges strongly to θ in
C([0, T ]; Lploc(R
2)) for all T > 0 and all p ∈ [1,∞).
Step 2: Conservation of Lp norms. Formula (2.15) for p < ∞ follows from the
previous step and (2.9). The case p = ∞ follows classically by the convergence
of Lp norms to the L∞ norms.
Step 3: strong convergence of un. We show that un converges to u strongly
in Lp(0, T ; Lploc(R
2)) for all p ∈ [1,∞). Since by (2.9) and (2.15) un and u are
uniformly bounded, it is sufficient to prove that∫T
0
|un(x) − u(x)|
p dx −→ 0,
for a. e. x, all T > 0 and all p > 2
m−1
. Now,
un(x) − u(x) = ρn ⋆ km ⋆ (θn − θ)(x) +
(
ρn ⋆ u(x) − u(x)
)
.
Our claim for the second term on the right hand side is standard, so we concen-
trate on the first term. Given R > 0, write kim = km1BR(0) and k
o
m = km1BR(0)c .
By the Hölder and Young inequalities, and (2.9) and (2.15),
‖ρn ⋆ kom ⋆ (θn − θ)‖L∞ 6 ‖kom ⋆ (θn − θ)‖L∞ 6 cR−α,
for a number α > 0, where c depends on θ0. Since Supp ρ ⊂ B1(0),
|ρn ⋆ k
i
m ⋆ (θn − θ)(x)| 6 sup
y∈Bǫn(x)
|kim ⋆ (θn − θ)(y)|.
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Using the Hölder inequality with q < 2
3−m
and 1
p
+ 1
q
= 1 (therefore p > 2
m−1
),
|kim ⋆ (θn − θ)(y)| 6 ‖kim‖Lq‖1BR(y)(θn − θ)‖Lp
6 cR‖1BR+1(x)(θn − θ)‖Lp,
since y ∈ Bǫn(x) and, for n large enough, ǫn 6 1. In conclusion,∫T
0
|ρn ⋆ km ⋆ (θn − θ)(x)|
p dx . R−αp + cR
∫T
0
‖1BR+1(x)(θn − θ)‖pLp dt.
By first taking the lim sup in n→ ∞ (using the first step of the proof), and then
the limit R ↑∞, the claim follows.
Step 3: conclusion. The convergence properties in the first two steps allows
immediately to prove that θ is a weak solution. 
In the analysis of the connection between solutions of (1.1) and the point vor-
tex motion we will need some additional properties of solutions to (1.1).
Corollary 2.7. Let θ0 ∈ L1(R2) ∩ L∞(R2), and let θ be a solution to (2.1) with initial
condition θ0 obtained as in Theorem 2.6 above. Then the following statements hold.
If θ0 > 0 a. e., then θ(t) > 0 a. e. for all t > 0.
If
∫
R2
|x| |θ0(x)|dx <∞, then
sup
[0,T ]
∫
R2
|x| |θ(t, x)|dx <∞, for all T > 0,∫
R2
θ(t, x)dx =
∫
R2
θ0(x)dx, for all t > 0.
If
∫
R2
|x|2 |θ0(x)|dx <∞, then
sup
[0,T ]
∫
R2
|x|2 |θ(t, x)|dx <∞, for all T > 0,
Cθ(t) =
∫
R2
x θ(t, x)dx =
∫
R2
x θ0(x)dx,= Cθ0 , for all t > 0,
Jθ(t) 6 Jθ0
Proof. As in the proof of the previous theorem there is a sequence (θn)n>1, with
θn = θǫn and un = uǫn , of solutions to (2.7), with regularized initial condition,
such that θn → θ and un → u as in the proof of Theorem 2.6. Positivity is
straightforward by Proposition 2.4.
Assume
∫
R2
|x| |θ0(x)|dx <∞. By integration by parts,
d
dt
∫
R2
|x| |θn|dx =
∫
R2
|x| sgn(θn)∂tθn dx = −
∫
R2
|x|un · ∇|θn|dx
=
∫
R2
|θn|un · ∇|x|dx 6
∫
R2
|un| |θn|dx,
and the last term on the right hand side is uniformly bounded by a number that
depends only on θ0. This proves the first claim and that (θn)n>1 is uniformly
integrable. By (2.10) conservation of mass follows for θ.
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Assume
∫
R2
|x|2 |θ0(x)|dx <∞. By integration by parts,
d
dt
∫
R2
|x|2|θn|dx = −
∫
R2
|x|2un · ∇|θn|dx
=
∫
R2
|θn|un · ∇|x|2 dx 6 2‖un‖L∞
∫
R2
|x| |θn|dx,
and, by the previous considerations, the last term on the right hand side is uni-
formly bounded, on a finite time interval [0, T ], by a number that depends only
on θ0 and T . This estimates implies that (x 7→ x θn(t, x))n>1 is uniformly inte-
grable, therefore Cθn(t) → Cθ(t) for all t. Actually, uniform convergence holds,
since for T > 0 and t ∈ [0, T ],
|Cθn(t) − Cθ(t)| 6
∫
BR(0)
|x| |θn(t) − θ(t)|dx+
∫
BR(0)
c
|x| |θn(t) − θ(t)|dx
6 R sup
[0,T ]
‖(θn − θ)1BR(0)‖L1 +
1
R
∫
R2
|x|2(|θn(t)|+ |θ(t)|)dx.
The second term on the right hand side is uniformly bounded in n and t ∈ [0, T ].
By first taking the limit n → ∞ and then R ↑ ∞, uniform convergence follows.
We have
d
dt
Cθn(t) =
∫
R2
x ∂tθn dx = −
∫
R2
xun · ∇θn dx =
∫
R2
θnun dx = 0,
since ρn is symmetric and km is anti-symmetric. This proves conservation of
the centre of pseudo-vorticity for θ. Likewise,
d
dt
∫
R2
|x|2θn dx = −
∫
R2
|x|2un · ∇θn dx = 2
∫
R2
θnun · xdx = 0,
since ρn is symmetric, km is anti-symmetric, and x · km(x) = 0. By semi-
continuity and the conservation of mass and centre proved before, we obtain
Jθ(t) 6 Jθ0 . 
In Section 3 we will single out the evolution of a single vortex blob and con-
sider the velocity field generated by all other blobs as an external field. To this
end the following slight modification of the previous results will be useful.
Corollary 2.8. Let θ0 ∈ L1(R2) ∩ L∞(R2), and F : [0,∞) × R2 → R2 be a bounded
field. Then there is a solution to{
∂tθ+∇·((u+ F)θ) = 0,
u = km ⋆ θ,
such that (2.15) holds. Moreover, the conclusions of Corollary 2.7 also hold, with the ex-
ception of the evolution of the vortex centre and the moment of inertia, that are replaced
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by the following formulas,
Cθ(t) = Cθ0 +
∫ t
0
∫
R2
θ(s, x)F(s, x)dxds,
Jθ(t) 6 Jθ0 + 2
∫ t
0
∫
R2
θ(s, x)(x − Cθ(s)) · F(s, x)dxds.
3. THE POINT-VORTEX MOTION
We turn to the main problem, the validation of the point-vortex motion sys-
tem (1.3) in terms of solutions to (1.1).
For the Euler equations (m = 2 in our setting) these results have been already
established and are somewhat classical, see [MP94].
We will look rigorously only at the case of the whole plane as a motivation
for the validity of the system of evolution for point vortices. The extension of
these results to the torus is straightforward, since conservation of the centre
of pseudo-vorticity and of the moment of inertia still hold. The presence of
boundaries makes the problem more difficult and it is not examined here.
3.1. Global solutions for the point vortex motion. Our first step to motivate
the point vortex motion system (1.3), is to show that it gives a well defined
dynamics, at least for a large enough set of initial conditions. Here we follow
the approach used for the Euler equations in [MP84, MP94].
The point vortex motion (1.3) is given by
X˙j =
∑
k 6=j
γk∇⊥Gm(Xj,Xk), j = 1, 2, . . . ,N,
where Gm is the Green function of (−∆)
m
2 on the whole space, see (1.4). The
motion is Hamiltonian, described by the Hamiltonian
(3.1) H(X1,X2, . . . ,XN,γ1,γ2, . . . ,γN) =
1
2
∑
j 6=k
γjγkGm(Xj,Xk),
where γ1 . . .γN are vortex intensities, in the sense that the above system can be
written as {
γjX˙j,1 =
∂H
∂Xj,2
,
γjX˙j,2 = −
∂H
∂Xj,1
,
j = 1, 2, . . . ,N.
Therefore the Hamiltonian H is conserved along the motion (1.3). Moreover,
since the Hamiltonian is translation invariant and rotation invariant, the vortex
centre
(3.2) C =
N∑
j=1
γjXj,
and the moment of inertia
J =
N∑
j=1
γj|Xj|
2.
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are also conserved. Assume initially that all vortex intensities are positive (or
all negative). Then by the conservation of the Hamiltonian there cannot be col-
lapse. Additionally, by the conservation of the moment of inertia there cannot
be explosion, namely that one or more vortices reach infinity in finite time. For
the same reasons, even with vortices of different signs, there cannot be collapse
or explosion for one or two vortices. For more than two vortices singularities
are possible, see [BB18].
Our main assumption, the same in [MP94] for the case m = 2, for the exis-
tence of a global flow for almost every initial condition is
(3.3)
∑
j∈J
γj 6= 0 for all J ⊂ {1, 2, . . . ,N}.
The main theorem is as follows. A version of this result on the torus can be
found in [FS18].
Theorem 3.1. Fix 1 < m < 2 and assume (3.3). Then, outside a set of initial condi-
tions of Lebesgue measure zero, the initial value problem associated to the vortex equa-
tion (1.3) has a global smooth solution.
Proof. The theorem can be proved similarly to [MP94, Corollary 2.2, Ch. 4], We
outline some of the main steps.
First of all we regularize the dynamics, to handle the singularity. Let Gǫm be a
C∞(R2) function such that
Gǫm = Gm for |x| > ǫ,
0 6 Gǫm 6 Gm,
|∇Gǫm| . |∇Gm|.
The regularized dynamics Xǫ defined by the Hamiltonian obtained by (3.1) by
replacing Gm with Gǫm is well defined and global. Moreover, as long as the
particles in the regularized dynamics are at a distance of at least ǫ, their motion
coincide with the original motion given by (1.3).
The first step is to prove a uniform estimate on non-collision. The following
claim can be proved as Theorem 2.1 (chapter 4) of [MP94], with no substantial
difference between the case with value m = 2 (discussed in the reference) and
the case 1 < m < 2.
There exists a number c > 0 independent of ǫ and of the initial
condition, such that
max
16j6N
sup
t∈[0,T ]
|Xǫj (t) − X
ǫ
j (0)| 6 c.
The proof is based essentially on the conservation of the vortex centre, defined
as in (3.2). Here the assumption (3.3) is essential, while it is only required that
|∇Gm| goes to zero at infinity1.
The previous claim implies that
1So in principle everym 6 2 is allowed.
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For every R, T > 0, there is R⋆ > 0 such that N vortices that start
in BR(0) and evolve with the regularized dynamics, cannot leave
BR⋆(0)within time T , for every initial data and every ǫ ∈ (0, 1).
Define
DT (x1, . . . , xN) = min
i6=j
min
t∈[0,T ]
|Xi(t) − Xj(t)|,
where X(·) is the dynamics (1.3) with initial condition (x1, . . . , xN). Define sim-
ilarly DǫT (x1, . . . , xN) for the regularized dynamics. To prove the theorem, it is
sufficient to prove that the set {DT(x1, . . . , xN) = 0} has Lebesgue measure zero.
To this end, it suffices to prove that the measure of {DT (x1, . . . , xN) < ǫ} ∩ BNR
converges to 0 as ǫ ↓ 0 for all R, where BNR is the product of N-times the ball
BR(0). But since
{DT (x1, . . . , xN) > ǫ} ∩ BNR = {DǫT (x1, . . . , xN) > ǫ} ∩ BNR
this is the same as proving that the measure of {DǫT (x1, . . . , xN) < ǫ} ∩ BNR goes
to 0 as ǫ ↓ 0.
Define
Φǫ(x1, . . . , xN) =
1
2
∑
i6=j
Gǫm(xi − xj),
and let Xǫ be the solution to the regularized dynamics with initial conditions
x1, . . . , xN. A simple computation yields
d
dt
Φǫ(X
ǫ
1 (t), . . . ,X
ǫ
N(t)) 6 h(X
ǫ
t ) :=
∑
i6=j,j 6=k,k 6=i
1
|Xǫi − X
ǫ
j |
3−m|Xǫi − X
ǫ
k|
3−m
,
where the most singular term has disappeared due to the product ∇ ·∇⊥ being
zero. Notice that since m > 1, Φǫ and h are in L1loc, and the integral of Φǫ and
h over bounded sets is independent of ǫ. Using the invariance of the Lebesgue
measure with respect to the regularized dynamics and the second claim above,∫
BNR
sup
[0,T ]
|Φǫ(X
ǫ
t )|dx1 . . . dxN 6
∫
BNR
|Φǫ(x1, . . . , xN)|dx1 . . . dxN
+ T
∫
BNR⋆
h(x1, . . . , xN)dx1 . . . dxN =: C(T ,R⋆).
Finally, {DǫT (x1, . . . , xN) < ǫ} ∩ BNR ⊂ {sup[0,T ] |Φǫ(Xǫt )| > 12ǫm−2}, and the mea-
sure of the set on the right hand side, by the Chebychev inequality, is bounded
by 2ǫ2−mC(T ,R⋆) and thus converges to 0. 
3.2. Vortex approximation. In this section we prove that vortices provide an
approximation of solutions to (1.1). These results are classical for m = 2, see
[MP94], and have been recently proved form ∈ (2, 3) in [Hau09].
First, we set up the initial conditions for the approximation. Let θ0 ∈ L1(R2)∩
L∞(R2), with ∫
R2
|x| |θ0(x)|dx < ∞. For every N > 2 consider γN1 ,γN2 , . . . ,γNN ∈
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R and xN1 , x
N
2 , . . . , x
N
N such that
(3.4)
N∑
j=1
(γNj )+ =
∫
R2
θ0(x)+ dx,
N∑
j=1
(γNj )− =
∫
R2
θ0(x)− dx,
where x+ = x∨ 0 and x− = (−x)∨ 0, and set
θN0 =
N∑
j=1
γNj δxNj .
For every ǫ > 0 consider a smooth approximation kǫm of the kernel km
2, and
consider the solution (XNǫ,j)j=1,2,...,N of the evolution
(3.5) X˙Nǫ,j =
N∑
k=1
γNk k
ǫ
m(X
N
ǫ,j − X
N
ǫ,k),
with initial conditions xN1 , x
N
2 , . . . , x
N
N. Set finally
θNǫ (t) =
N∑
j=1
γNj δXNǫ,j(t), t > 0.
Theorem 3.2. Letm ∈ (1, 2) and let θ0, θN0 as above, and assume that
W1(θ
N
0 , θ0) −→ 0, as N ↑∞.
Let θ be a solution of (1.1) given by Theorem 2.6. Then for every T > 0 there are two
sequences (ǫn)n>1 and (Nn)n>1 such that
sup
t∈[0,T ]
W1(θ
Nn
ǫn
(t), θ(t)) −→ 0, as n→∞.
Remark 3.3. Condition (3.4) is only technical in view of the evaluation in terms
of theWasserstein distance, since theWasserstein distance can be infinite in case
of measures with different masses. In case (3.4) holds only asymptotically, the
solution is to compare θNǫ with a modification of θ0 such that the equality of
masses is re-established and the modification weakly converges to θ0.
Remark 3.4. There are two oddities about the theorem above. The first is about
the limit along a sequence of regularizations (ǫ)n>1. In the analogous result on
Euler equations (m = 2) this is not required, and this is due to the fact that
uniqueness for initial conditions in L1(R2) ∩ L∞(R2) is not known whenm < 2
(but see also Remark 3.5 in view of the uniqueness proof of Corollary 2.5).
The second issue regards the appearance of the regularized dynamics in place
of the original dynamics (1.3). Consider for simplicity the regularization kǫm =
ηǫkm, where ηǫ is smooth, bounded, radial, equal to 1 everywhere but in Bǫ(0),
2For instance, one can consider the smooth approximation kǫm = ρǫ⋆km considered in Propo-
sition 2.4, as well as kǫm = ηǫkm, where ηǫ is a radial function (so that k
ǫ
m is still divergence-free)
which is 1 in B2ǫ(0)c and 0 in Bǫ(0).
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and 0 in Bǫ/2(0). With this choice it is immediate to see that the solutions to (1.3)
and (3.5) are the same as long as
DN := min
t∈[0,T ]
min
i6=j
|XNj (t) − X
N
i (t)|
is larger that ǫ, where XN is the solution to (1.3). The problem is now apparent:
in order to consider the true dynamics we need to have DNn ≪ ǫn, which in
principle meansN not too large. On the other hand, condition (3.7) in the proof
requires to have N large, to compensate for the diverging constant.
Proof of Theorem 3.2. It is not difficult to see through Corollary 2.5 and the proof
of Theorem 2.6 that there is a sequence (ǫn)n>1 such that θǫn → θ strongly in
C([0, T ]; Lploc(R
2)) for all p ∈ [1,∞), where θǫ is the solution to (2.7) with initial
condition θ0.
Let us prove that
(3.6) sup
t∈[0,T ]
W1(θǫn(t), θ(t)) −→ 0.
Indeed, it suffices to prove the same statement with the Wasserstein metric re-
placed by the L1 metric. As in Corollary 2.7, we can prove that
c0 := sup
n>1
sup
t∈[0,T ]
∫
R2
|x| |θǫn(t)|dx <∞,
and this holds in the limit for θ. Therefore, if R > 0, for all t ∈ [0, T ],∫
BR(0)
c
|θǫn(t, x) − θ(t, x)|dx 6
2c0
R
,
and
sup
t∈[0,T ]
‖θǫn(t) − θ(t)‖L1 6 sup
t∈[0,T ]
‖1BR(0)(θǫn(t) − θ(t))‖L1 +
2c0
R
.
Claim (3.6) now follows by taking first the limit in n→∞ and then in R ↑∞.
By Corollary 2.5,
sup
t∈[0,T ]
W1(θǫn(t), θ
N
ǫn
(t)) 6 C(cǫn , T)W1(θ
N
0 , θ0).
Indeed, it is not difficult to check that θNǫ is a solution to (2.7).
Finally, choose (Nn)n>1 so that
(3.7) C(cǫn , T)W1(θ
Nn
0 , θ0) −→ 0,
as n→∞. Then
W1(θ
Nn
ǫn
(t), θ(t)) 6W1(θ
Nn
ǫn
(t), θǫn(t)) +W1(θǫn(t), θ(t)).
and this proves the theorem. 
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Remark 3.5. The assumption
∫
R2
|x| |θ0(x)|dx seems a bit too strong. The same
results holds without that assumption in the case m = 2, see [MP82]. A basic
reason is that in thismore singular case one does not expect to havewell-defined
characteristics. Indeed, by Lemma 2.2 we can expect a Hölder continuous ve-
locity field. When m = 2 velocity is Lipschitz, up to a logarithmic correction,
and this can be read as a contraction in Wasserstein distance. The same ideas
do not work in this framework. Let us give a few details, and assume for sim-
plicity of exposition that θ0 is non-negative and of total mass one. Recall that
the Wasserstein distance is an infimum over the transportation cost of the mass
from one distribution to the other. Therefore it is sufficient to prove contraction
with respect to a coupling. We first construct a suitable coupling of θǫ(t) and
θδ(t), for some ǫ > δ > 0, using the characteristics Xxǫ of (2.7), as in the proof of
Corollary 2.5, namely
f 7→
∫
R2
f(Xxǫ(t),X
x
δ(t))θ0(x)dx
Set
Ψ(t) =
∫
R2
|Xxǫ(t) − X
x
δ(t)|•θ0(x)dx,
then using Lemma 2.2, eventually one gets,
Ψ˙ 6 ǫm−1 + Ψm−1.
Since m < 2, the above differential inequality does not ensure that Ψ → 0 as
ǫ, δ→ 0, as it happens whenm > 2 (with a logarithmic correction that does not
change the result whenm = 2).
3.3. A derivation of the vortex model. In this section we wish to prove con-
versely the connection between the vortex evolution (1.3) and the equation (1.1).
Similar results form = 2 can be found in [MP93], that we partially follow.
Fix N > 1, γ1,γ2, . . . ,γN ∈ R, and N points x01, x02, . . . , x0N ∈ R2. For every
ǫ > 0, consider a family of functions θǫ0,1, θ
ǫ
0,2, . . . , θ
ǫ
0,N such that for all j =
1, 2, . . . ,N,
Supp θǫ0,j ⊂ Bǫ(x0j),
θǫ0,j > 0 a. e.,
3 |θǫ0,j| . ǫ
−2,∫
R2
θǫ0,j(x)dx = 1,
supǫ>0
∫
R2
|x|2θǫ0,j(x)dx <∞.
A simple example of this setting is given by vortex blobs, namely we set θǫ0,j =
ǫ−2ηj((x − x
0
j)/ǫ), where each ηj is non-negative, bounded, with support in
B1(0), and with integral equal to 1 on R2.
Define
(3.8) θǫ(0, x) =
N∑
j=1
γjθ
ǫ
0,j(x),
3More singularity may be allowed, namely a bound ǫ−2η with 1 6 η < m(m−1)
3−m
.
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where γ1, . . . ,γN are the intensities of each vortex blob, x01, . . . , x
0
N are the cen-
ters, and ǫ is small enough that the balls (Bǫ(x0j))j=1,...,N are disjoint.
In the theorem below, we assume that the vortex evolution (1.3) with initial
condition (x01, x
0
2, . . . , x
0
N) has a global solution. According to Theorem 3.1, this
happens for a. e. choice of (x01, x
0
2, . . . , x
0
N) if the intensities are as in (3.3).
Theorem 3.6. Assume
√
3 < m < 2 and denote by θǫ a solution to (1.1), according
to Theorem 2.6, with initial condition θǫ(0) given by (3.8). Then for all T > 0,
lim
ǫ→0
〈θǫ(t),φ〉 =
N∑
j=1
φ(Xi(t)), t ∈ [0, T ],
where (Xi)i=1,...,N is the solution of the vortex evolution (1.3) with vortex intensities
γ1,γ2 . . . ,γN and with initial conditions (x
0
1, x
0
2, . . . , x
0
N).
The proof of this result follows broadly the proof of [MP93, Theorem 2.1]. It
is based on a series of results that we prove in Section 3.3.1.
Remark 3.7. In principle an analogous result can be proved in the case of the evo-
lution in bounded domains, with additional difficulties due to the boundary:
there is non conservation of centre and moment of inertia, one should clarify in
general the definition of fractional Laplacian in terms of the boundary condi-
tions, the Green function one obtains is more singular also on the boundary, etc.
In particular the presence of the boundary creates an effect of self-interaction on
point vortices.
This does not happen on the torus, and there is no effect of self-interaction.
We wish to discuss briefly and heuristically how the self-interaction term disap-
pears in system (1.3) on the torus. First of all we notice that a structure theorem
for the Green function Gperm on the torus holds in terms of the Green function
(1.4) on the whole space, namely Gperm = Gm + g
per
m . By translation invariance,
we have that gperm (x,y) = g
per
m (x− y) and g
per
m is bounded.
Following [MP94], a heuristic motivation for the self-interaction term can be
seen as follows. Consider a single vortex blob, as in (3.8), of intensity γ centred
at x0 ∈ T2, for instance θǫ(x) = γǫ−2η(x/ǫ). Assume moreover that η is radial.
By the decomposition discussed above,
uǫ(x0) =
∫
T2
∇⊥xGm(x0,y)θǫ(y)dy+
∫
T2
∇⊥gperm (x0,y)θǫ(y)dy
The first integral is zero by symmetry, and since θǫ ⇀ γδ0, the second integral
converges, ∫
D
∇⊥gperm (x0,y)θǫ(y)dy −→ γ∇⊥gperm (x0, x0).
In conclusion uǫ(x0)→ γ∇⊥gperm (x0, x0), and γ∇⊥gperm (x0, x0) can be considered
the velocity field generated by the vortex itself. By translation invariance this
term is 0 and confirms the validity of the evolution (1.3). As a final remark,
notice that this heuristic argument strongly depends on the symmetry of the
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vortex blob. If the blob shape is not symmetric, then the integrals above may
diverge.
3.3.1. Convergence of vortex blobs to point-vortices. The following proposition is
the version of [MP93, Theorem 3.1] in our setting, and proves Theorem 3.6
above for a single point vortex subject to an additional external velocity field. A
major outcome of the proposition below is the property of localisation, namely
the evolution of (1.1) started on a vortex blob stays around the centre of pseudo-
vorticity.
First, we single out the initial condition from the setting of Theorem 3.6. Fix
x0 ∈ R2 and T > 0. Consider a family (θǫ(0))ǫ>0 such that
θǫ(0) : R
2 → R non-negative functions,
Supp(θǫ(0)) ⊂ Bǫ(x0),
|θǫ(0, x)| . ǫ
−2, for all x,∫
R2
θǫ(0, x)dx = 1 and
∫
R2
|x|2θǫ(0, x)dx <∞.
Moreover, consider a family (Fǫ)ǫ>0 such that
Fǫ : [0, T ]× R2 → R2 are continuous divergence-free vector fields,
Fǫ uniformly bounded (in t, x, ǫ),
Fǫ uniformly Lipschitz in the space variable, with common Lipschitz con-
stantM > 0,
there is F : [0, T ]× R2 → R2 such that
sup
t∈[0,T ],x∈R2
‖Fǫ − F‖L∞([0,T ]×R2) . ǫ,
Supp(Fǫ(t)) is contained in a ball centred at c(t) and with radius of order
O(ǫ), for every t ∈ [0, T ].
Here c is the solution to
(3.9)
{
c˙ = F(t, c),
c(0) = x0.
Proposition 3.8. Let
√
3 < m < 2 and consider x0, T , (θǫ(0))ǫ>0 and (Fǫ)ǫ>0, F as
above. Denote by θǫ a solution, according to Corollary 2.8 of{
∂tθ+∇·((u+ Fǫ)θ) = 0,
u = km ⋆ θ,
with initial condition θǫ(0). Finally denote by cǫ the centre of pseudo-vorticity of θǫ(t)
(see (2.2)). Then
1. cǫ → c uniformly in t ∈ [0, T ],
2. For every φ ∈ C1b(R2),
〈θǫ(t),φ〉 ǫ→0−→ φ(c(t)), uniformly in t ∈ [0, T ].
3. For every R > 0 there is ǫ0 = ǫ0(R, T) > 0 such that, if ǫ 6 ǫ0, then
Supp θǫ(t) ⊂ BR(cǫ(t)) for t ∈ [0, T ].
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Proof. The proof follows the proof of [MP93, Theorem 3.1], with some non-
trivial changes due to the more singular problem.
Step 1: The evolution of cǫ. As in Corollary 2.7,
(3.10)
dcǫ
dt
=
∫
R2
x∂tθǫ dx = −
∫
R2
x∇·((uǫ + Fǫ)θǫ)dx
=
∫
R2
θǫ(uǫ + Fǫ)dx =
∫
R2
θǫFǫ dx,
since uǫ = km ⋆ θǫ and km is anti-symmetric, so that∫
R2
θǫ(t, x)uǫ(t, x)dx =
∫
R2
∫
R2
km(x− y)θǫ(t, x)θǫ(t,y)dxdy = 0.
Moreover, by an elementary computation |cǫ(0) − x0| . ǫ.
Step 2: The evolution of the moment of inertia. Set
Jǫ(t) :=
∫
R2
|x − cǫ(t)|
2θǫ(t, x)dx =
∫
R2
|x|2θǫ(t, x)dx− cǫ(t)
2.
By our assumptions, Jǫ(0) . ǫ2. Then, as in Corollary 2.7, by (3.10),
dJǫ(t)
dt
=
∫
R2
|x|2∂tθǫ dx − 2cǫc˙ǫ
= −
∫
R2
|x|2∇·(uǫ + Fǫ)θǫ)dx− 2cǫ
∫
R2
θǫFǫ dx
= 2
∫
R2
(x− cǫ) · Fǫθǫ dx+ 2
∫
R2
x · uǫθǫ dx
= 2
∫
R2
(x − cǫ) · Fǫθǫ dx.
Here
∫
R2
x · uǫθǫ dx is zero since km is anti-symmetric, x · km(x) = 0 and, by
symmetrisation,∫
R2
θǫ(t, x)uǫ(t, x) · xdx = 1
2
∫
R2
∫
R2
(x− y) · km(x− y)θǫ(t, x)θǫ(t,y)dxdy.
By the definition of centre of pseudo-vorticity,
dJǫ(t)
dt
= 2
∫
R2
θǫ(t, x)(x− cǫ(t)) · (Fǫ(t, x) − Fǫ(t, cǫ(t)))dx
6 2M
∫
R2
|x − cǫ(t)|
2θǫ(t, x)dx = 2MJǫ(t),
therefore,
(3.11) sup
t∈[0,T ]
Jǫ(t) . ǫ
2.
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Step 3: Convergence of the centre of pseudo-vorticity. Consider the solution c of
(3.9) and recall (3.10). Using the conservation of θǫ,
cǫ(t) − c(t) = cǫ(0) − c(0) +
+
∫ t
0
(
Fǫ(s, cǫ(s)) − Fǫ(s, c(s))
)
ds+
∫ t
0
(
Fǫ(s, c(s)) − F(s, c(s))
)
ds+
+
∫ t
0
∫
R2
(Fǫ(s, x) − Fǫ(s, cǫ(s)))θǫ(s, x)dxds,
therefore, by (3.11) and the assumptions on Fǫ,
|cǫ(t) − c(t)| . ǫ+M
∫ t
0
|cǫ(s) − c(s)|ds+M
∫ t
0
∫
R2
|x − cǫ(s)|θǫ(s, x)dxds
6 ǫ+M
∫ t
0
|cǫ(s) − c(s)|ds+M
∫t
0
Jǫ(s)
1/2 ds
. ǫ+M
∫ t
0
|cǫ(s) − c(s)|ds.
By Gronwall’s Lemma,
sup
[0,T ]
|c(t) − cǫ(t)| . ǫ.
Step 4: Convergence of the pseudo-vorticity. Let φ be a test function. From (3.11),∫
R2
φ(x)θǫ(t, x)dx−φ(cǫ(t)) =
∫
R2
θǫ(t, x)(φ(x) −φ(cǫ(t)))dx
6 ‖∇φ‖∞
∫
R2
θǫ(t, x)|x− cǫ(t)|dx 6 ‖∇φ‖∞Jǫ(s)1/2 . ǫ.
Since by Step 3, cǫ −→ c uniformly, it follows that
sup
[0,T ]
∣∣∣
∫
R2
φ(x)θǫ(t, x)dx−φ(c(t))
∣∣∣ . ǫ.
Step 5: Control of the support of the pseudo-vorticity. We use the idea of [MP93]
to prove that the amount of pseudo-vorticity crossing the boundary of a small
ball around cǫ is small. This allows to prove that the radial part of the velocity
is also small and pseudo-vorticity cannot spread out away from cǫ.
Let δ ∈ (0, 1) and consider a radial function φδ ∈ C∞ such that 0 6 φδ 6 1,
and
φδ =
{
1, |x| 6 δ,
0, |x| > 2δ,
|∇φδ| . 1
δ
, |D2φδ| .
1
δ2
.
Let
µδ = 1−
∫
R2
φδ(cǫ(t) − x)θǫ(t, x)dx.
We have
d
dt
µδ =
∫
R2
∇φδ(cǫ(t)−x)·(uǫ+Fǫ)θǫ dx−
∫
R2
c˙ǫ(t)·∇φδ(cǫ(t)−x)θǫ dx =: 1+ 2 .
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By conservation of mass and definition of uǫ,
1 =
∫
R2
∫
R2
∇φδ(cǫ(t) − x) · km(x− y)θǫ(t, x)θǫ(t,y)dxdy
+
∫
R2
∫
R2
∇φδ(cǫ(t) − x) · Fǫ(t, x)θǫ(t, x)θǫ(t,y)dxdy,
and by (3.10),
2 = −
∫
R2
∫
R2
∇φδ(cǫ(t) − x) · Fǫ(t,y)θǫ(t, x)θǫ(t,y)dydx,
so that,
d
dt
µδ =
∫
R2
∫
R2
∇φδ(cǫ(t) − x) · (Fǫ(t, x) − Fǫ(t,y))θǫ(t, x)θǫ(t,y)dydx
+
∫
R2
∫
R2
∇φδ(cǫ(t) − x) · km(x− y)θǫ(t, x)θǫ(t,y)dydx =: a + b .
To estimate a and b we set some positions and give some useful inequalities.
Let
(3.12) mδ(t) =
∫
Bδ(cǫ(t))
c
θǫ(t, x)dx
be the amount of pseudo-vorticity outside the ball of radius δ centred at cǫ(t),
and notice that
(3.13) mδ(t) 6
1
δ2
∫
Bδ(cǫ(t))
c
|cǫ(t) − x|
2θǫ(t, x)dx =
1
δ2
Jǫ(t) .
ǫ2
δ2
.
Let us start with the estimate of a and split the integral in y into an integral
over Bδ(cǫ(t))c and an integral over Bδ(cǫ(t)),
a |Bδ(cǫ(t))c 6 2‖Fǫ‖∞
∫ ∫
Bδ(cǫ(t))c
|∇φδ(cǫ(t)−x)|θǫ(t, x)θǫ(t,y)dydx . 1
δ
mδ(t)
2,
since ∇φδ(cǫ(t) − x) = 0 if |cǫ(t) − x| 6 δ, and
a |Bδ(cǫ(t)) 6M
∫
B2δ(cǫ(t))
∫
Bδ(cǫ(t))
|x − y|
δ
θǫ(t, x)θǫ(t,y)dydx . mδ(t),
since ∇φδ(cǫ(t) − x) 6= 0 only if δ < |cǫ(t) − x| < 2δ. In conclusion
a . mδ(t) +
1
δ
mδ(t)
2.
We turn to the analysis of b . Since the integrand is zero when x ∈ Bδ(cǫ(t)), it
is sufficient to consider the integral only over E1 ∪ E2, where
E1 = Bδ(cǫ(t))
c × Bδ ′(cǫ(t)),
E2 = Bδ(cǫ(t))
c × Bδ ′(cǫ(t))c ∪ Bδ ′(cǫ(t))c × Bδ(cǫ(t))c,
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and δ ′ = δ5. Denote for brevity by b.E1 and b.E2 the parts of the integral of b
over E1 and E2. Since φδ is radial, we have that ∇φδ(x) · km(x) = 0, therefore,
b.E1 =
∫∫
E1
(km(x − y) − km(x− cǫ(t))) · ∇φδ(cǫ(t) − x)θǫ(t, x)θǫ(t,y)dydx
.
1
δ
∫∫
E1
|y− cǫ(t)|
δ4−m
θǫ(t, x)θǫ(t,y)dydx
. δmmδ(t).
Here we have used conservation of mass and
(3.14) |km(x) − km(y)| .
|x − y|
δ4−m
, |x|, |y| & δ.
We turn to b.E2 . The domain E2 is symmetric in x,y, therefore by symmetrisa-
tion, and using that km is anti-symmetric,
b.E2 =
1
2
∫∫
E2
km(x− y) · (∇φδ(cǫ(t) − x) −∇φδ(cǫ(t) − y))θǫ(t, x)θǫ(t,y)dydx
.
1
δ2
∫∫
E2
|x − y|m−2θǫ(t, x)θǫ(t,y)dydx
=
2
δ2
∫
Bδ(cǫ(t)c)
θǫ(t, x)
(∫
Bδ ′(cǫ(t)
c)
|x− y|m−2θǫ(t,y)dy
)
dx.
By definition (3.12) and since θǫ(t,y) 6 ‖θǫ(0)‖∞ ∼ ǫ−2, by theHardy-Littlewood-
Sobolev inequality,∫
Bδ ′(cǫ(t)
c)
|x − y|m−2θǫ(t,y)dy . ǫ
−2(1−m/2)mδ ′(t)
m/2,
therefore
b.E2 .
ǫm−2
δ2
mδ ′(t)
m/2mδ(t).
In conclusion
b . δmmδ(t) +
ǫm−2
δ2
mδ ′(t)
m/2mδ(t),
and, using (3.13),
d
dt
µδ(t) . mδ(t) +
1
δ
mδ(t)
2 + δmmδ(t) +
ǫm−2
δ2
mδ ′(t)
m/2mδ(t)
. mδ(t) +
ǫ4
δ5
+
ǫ2m
δ4+5m
. mδ(t) +
ǫ2m
δ14
.
Finally, since φδ/2 6 1Bδ(0) hencemδ(t) 6 µδ/2(t), we have that for t ∈ [0, T ],
(3.15) µδ(t) 6 µδ(0) + cT
ǫ2m
δ14
+ c
∫t
0
µδ/2(s)ds,
where c is a number that does not depend on the parameters ǫ, δ, T . By the
assumptions on the initial condition, µδ(0) = 0 as long as δ > ǫ.
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Fix now ǫ, δ and choose k ∼ log ǫ−1 so that δ > ǫ2k. We can iterate inequal-
ity (3.15) for 2−kδ, 2−k+1δ, . . . , 2−1δ, δ to obtain (recall that µδ 6 1)
µδ(t) 6
(cT)k
k!
+ T
k−1∑
j=0
(cT)j
j!
ǫ2m
(2−jδ)14
6
(cT)k
k!
+ T
ǫ2m
δ14
e2
14cT .
If we choose δ = ǫa with a sufficiently small and k/(logǫ−1) sufficiently small,
we can deduce that
µδ(t) 6 cǫ
2m−14a,
with c = c(T ,a).
Step 6: control of the velocity and conclusion. Let us compute the velocity outside
the disc D2 = Bǫa/4(cǫ(t)) centred at cǫ(t) and with radius ǫa/4. To this end let
D1 = Bǫa(cǫ(t)). Fix x ∈ D2c and let ~n be the unit vector in the direction
cǫ(t) − x. The velocity at x can be decomposed in three components: the first,
uǫ1, corresponds to the contribution of the pseudo-vorticity in D1, the second,
uǫ2, corresponds to the contribution of the vorticity in Dc1 , and the third, uǫ3,
due to the external field. Since ~n · km(x− cǫ(t)) = 0, by (3.14),
|uǫ1(t, x) · ~n| =
∣∣∣
∫
D1
~n · (km(x − y) − km(x− cǫ(t)))θǫ(t,y)dy
∣∣∣ .
.
ǫa
ǫ
1
4
a(4−m)
∫
D1
θǫ(t,y)dy 6 ǫ
1
4
am.
Moreover, by the Hardy-Littlewood-Sobolev inequality, since θǫ(t,y) . ǫ−2
and ∫
Dc1
θǫ(t,y)dy = mǫa(t) . ǫ
2m−14a,
we have that,
|uǫ2(t, x) · ~n| 6
∫
Dc1
1
|x − y|3−m
θǫ(t,y)dy
. (ǫ−2)
1
2
(3−m)(ǫ2m−14a)
1
2
(m−1) = ǫm
2−3−7a(m−1).
We notice that the condition m >
√
3 is only necessary here to ensure that
uǫ2(t, x) is small. Finally, the velocity due to the external field is small by as-
sumption.
In conclusion the velocity outside D2 is arbitrarily small, so in a finite time
T particles cannot go too far away from cǫ(t) and thus are contained in a ball
around cǫ(t)with radius independent on ǫ 6 ǫ0 (but dependent on T ). 
3.4. Proof of Theorem 3.6. GivenN > 2 and T > 0, fix intensities γ1,γ2, . . . ,γN
and initial vortex positions x1, x2, . . . , xN, so that the vortex motion (1.3) has a
solution in [0, T ]without collisions. Therefore the number
D = min
t∈[0,T ],i6=j
|Xi(t) − Xj(t)|,
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is positive. Consider ǫ ≪ D, so that the initial blobs (θǫ0,j)j=1,2,...,N are disjoint
(and separated by a distance comparable withD). We first consider the regular-
ized equation (2.7) with regularisation size δ also much smaller than D, so that
the regularisations of the initial blobs are still separated by a distance compa-
rable with D. We denote by θ˜δǫ the solution to the regularized problem (here ǫ
refers to the parameter in the initial condition and δ to the regularisation size).
It is not difficult to see that the supports of the regularized blobs remain
disjoint (but not necessarily localized) using the diffeomorphisms (2.11) intro-
duced in the proof of Proposition 2.4. Therefore we can single out the evolu-
tions (θ˜δǫ,j)j=1,2,...,N such that θ˜
δ
ǫ,j(0) is the regularisation of θ
ǫ
0,j, to obtain for
j = 1, 2, . . . ,N, 

∂tθ˜
δ
ǫ,j +∇·((u˜δǫ,j + F˜δǫ,j)θ˜δǫ,j) = 0,
u˜δǫ,j = k
δ
m ⋆ θ˜
δ
ǫ,j,
F˜δǫ,j =
∑
ℓ6=j u˜
δ
ǫ,ℓ.
Proposition 3.8 obviously holds also for the regularized system above and shows
that the blobs stay localized. In particular, if for each jwe localize, at each time,
the velocity field F˜δǫ,j generated by all other blobs around the support of θ˜
δ
ǫ,j,
again with a size much smaller thanD, the evolution of each blob is unchanged.
In the limit as δ → 0, we obtain that the evolution of vortex blobs can be
singled out to 

∂tθǫ,j +∇·((uǫ,j + Fǫ,j)θǫ,j) = 0,
uǫ,j = km ⋆ θǫ,j,
Fǫ,j =
∑
ℓ6=j uǫ,ℓ.
for each j = 1, 2, . . . ,N. We can finally apply Proposition 3.8 to each blob, and
this finally concludes the proof of the theorem.
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