For facilities safeguards problems in which one is interested in detecting the presence of, and determining the exact location of, an intruder, and for determining an inoperable component in a processor network, locating-dominating sets are of interest. Vertex set S in graph G = (V; E) is a locating-dominating set if for each pair of distinct vertices u and v in V (G) − S we have = N (u)∩S = N (v)∩S; that is, each vertex outside of S is adjacent to a distinct, nonempty subset of the elements of S. This paper introduces the study of single-fault-tolerant locating-dominating sets. The percent of vertices in the 2-dimensional inÿnite grid required for a fault-tolerant locating-dominating set is between 52% and 60%, while that for just a locating-dominating set is 30%.
Introduction
Given an ordered set S = (w 1 ; w 2 ; : : : ; w k ) of vertices in a graph G = (V; E); for each u ∈ V (G) the S-location of u is f S (u) = (d(u; w 1 ); d(u; w 2 ); : : : ; d(u; w k )) where d(x; y) is the distance in G between vertices x and y. For graph G of order n; say V (G) = {v 1 ; v 2 ; : : : ; v n }, the set S is a locating set if {f S (v 1 ); f S (v 2 ); : : : ; f S (v n )} is a collection of n distinct k-tuples. We can think of such a set S as a set of sites at vertices of G allowing "location through triangulation" as for sonar or Loran stations: the sites are chosen so that each vertex is uniquely determined by its distances to the sites. Locating sets of minimum cardinality are called reference sets in [14] and metric bases in Harary and Melter [8] .
For safeguards analysis of a facility, such as a ÿre protection study of nuclear power plants [9 -11] , the facility can be modeled by a graph G = (V; E) where each vertex can represent a room, hallway, staircase, etc., and an edge connects two vertices representing locations that are physically adjacent or perhaps within sight or sound of each other. With the objective of being able to precisely locate an intruder (ÿre, thief, saboteur; : : :) in the system, we will place detection devices at a set S of vertex locations. Each device at a vertex v can supply three outputs: (1) there is an intruder at that vertex v; (2) there is an intruder at one of the vertices in the neighborhood N (v) = {w ∈ V (G): vw ∈ E(G)} (but which adjacent vertex cannot be speciÿed), and (3) no intruder is in the closed neighborhood N [v] = N (v)∪{v}. We are thus combining the locating property with the property of domination, where S is a dominating set for G if x∈S N [x] = V (G). Therefore, a locating-dominating set for G is a dominating set with the property that, for each pair of distinct vertices u and v in V (G) − S; we have
The locating-dominating number of a graph, ÿrst described in [16] , denoted LD(G) or L (G), is the minimum cardinality of a locating-dominating set in G. A locating-dominating set of order LD(G) is called an LD(G)-set. Subsequent results appear in [15, 13, 5, 17] , in Finbow and Hartnell [6] , and in Carson [3] .
A closely related problem is studied in Karpovsky, Chakrabarty and Levitin [12] , Blass, Honkala and Litsyn [2] , and Cohen, Honkala, Lobstein and Zemor [4] . They deÿne an identifying code of G to be a dominating set C ⊆ V (G) such that every N [v] ∩ C is distinct, including the cases where v ∈ C. Note that any graph G with distinct vertices u and v with N [u] = N [v] will not have an identifying code. For each graph G that has an identifying code, let IC(G) denote the minimum cardinality of an identifying code for G.
To clarify the di erence between locating-dominating sets and identifying codes, consider an application described in [4] . A processor network is modeled by a graph G; where V (G) is the set of processors and E(G) the set of their links. A selected subset C of the processors constitutes a code. Its elements report to a central controller the states of their closed neighborhoods where v ∈ C sends a 1 if N [v] does not contain an inoperable processor and a 0 otherwise. Based on these |C| bits the controller must be able to locate an inoperable processor. Such a C is an identifying code. Consider the following modiÿcation, where we can think of the inoperable processor as the intruder's location. Assume the controller establishes times at which the code vertices must report. Failure of a code vertex v ∈ C to report indicates that v is inoperable, now v sending a 1 indicates an inoperable processor in open neighborhood N (v), and sending 0 indicates that every processor in N [v] is operational. Essentially, each v ∈ C now becomes a three-state device (rather than a two-state device of an identifying code), and now one only needs a locating-dominating set.
Note that every identifying code is a locating-dominating set, and we have the following. At the Western Michigan University Seventh Quadrennial International Conference in 1992, it was announced [17] without proof that for the two-dimensional inÿnite grid graph Z ×Z; the minimum possible percentage of vertices in a locating-dominating set is 30%. Let G be a locally-ÿnite, countably inÿnite graph. The k-neighborhood of a ver-
Sis locating-dominating}, where the minimum is taken over all v ∈ V (G). Thus, in particular, LD%(Z × Z) = 3=10. Similarly, for other graphical parameters with (G) deÿned for (ÿnite) graphs, one can deÿne %(G) for locally-ÿnite, countably inÿnite graphs. In [4] it is shown that 23=66 6 IC%(Z × Z) 6 5=14. In the next section it is proven that LD%(Z × Z) = 3=10 using the concept of the "share" (v; S) of each vertex v in dominating set S.
In Section 3 fault-tolerant locating-domination, in which we consider detection of an intruder and reporting an intrusion to be separate functions and allow for (at most) one detection device in the locating-dominating set to fail to operate, is introduced. Other fault-tolerant models are under study [1] , but here we assume message transmission is fail-safe.
The share (v; S)
If S is a dominating set and v ∈ S; the share of v in S will be deÿned as a measure of the amount of domination done by v. For example, algorithms to ÿnd an LD(G)-set, a locating-dominating set with LD(G) elements, need to be able to identify when v ∈ S is the sole dominator of a vertex u (see [15] Note that
The next result follows from the above observations. Theorem 2 (Slater [17] ). If G is regular of degree r; then LD(G) ¿ 2n=(r + 3). If countably inÿnite graph G is regular of degree r; then LD%(G) ¿ 2=(r + 3).
For the set of integers Z = {: : : ; −2; −1; 0; 1; 2; : : :}, here Z × Z will denote the graph with V (Z × Z) = {(i; j): i; j ∈ Z} and edge set deÿned by N ((i; j)) = {(i; j − 1); (i; j +1); (i − 1; j); (i + 1; j)}. Because Z × Z is regular of degree four, by Theorem 2 we have LD%(Z × Z) ¿ 2=7 = 0:2857. However, 2=7 cannot be achieved. Proof. The pattern illustrated in Fig. 2 shows that we can use 12 vertices in each ten-by-four rectangle in a "tiling" of Z × Z, and we have LD%(Z × Z) 6 12=40 = 3=10. Note that, for each v in the set S of darkened vertices in Z × Z, we have (v; S) = 1 + 1 + 1=2 + 1=2 + 1=3 = 10=3 to achieve the global value for LD% of 3=10.
To see that LD%(Z × Z) ¿ 3=10, it will be shown that, for any locating-dominating set S ⊆ V (Z × Z), the average value of (u; S) is at most 10=3.
Let S be a LD%-set for Z ×Z. Note that if (v; S) ¿ 10=3, then v is the sole dominator of itself and one of its neighbors, v is a 2-dominator of its other three neighbors, and (v; S) = 1 + 1 + 1=2 + 1=2 + 1=2 = 7=2. Call a vertex x ∈ S with (x; S) = 7=2 an A-vertex. Also note that if the A-vertex v is a 2-dominator of vertices u and w for this locating-set S that N (u) ∩ S = N (w) ∩ S, and so the other 2-dominators for three of the neighbors of v are distinct. For example, if v = (i; j) is a 2-dominator of (i − 1; j) and (i; j + 1) then (i − 1; j + 1) ∈ S. Thus, (v; S) = 7=2 with v = (i; j) implies that S ∩{(i −1; j −1); (i −1; j); (i −1; j +1); (i; j −1); (i; j +1); (i +1; j −1); (i +1; j); (i +1; j + 1)} = . Thus, assuming (v; S) = 7=2, without loss of generality it can be assumed that pn[v; S] = {(i; j); (i + 1; j)}, where v = (i; j) and that {v = (i; j); (i − 2; j); (i; j − 2); (i; j + 2)} ⊆ S. To see that the average value of (v; S) is at most 10=3, it will be shown that some y ∈ {(i − 2; j); (i; j − 2); (i; j + 2)} has (y; S) su ciently small for us to "shift" the excess value of 7=2 − 10=3 = 1=6 from v to y in such a way that the sum of (y; S) and all of the values of 1=6 shifted to y from vertices x (including x = v) with share (x; S) = 7=2 will be a total of at most 10=3. As noted, for the A-vertex v we can assume that v is the sole dominator of itself and the vertex (i + 1; j) above it. Now, vertices (i − 1; j − 1) and (i − 1; j + 1) must be dominated by S and
and (i − 1; j + 1) are dominated from below by (i − 2; j − 1) and (i − 2; j + 1), respectively. Thus, for y = (i − 2; j) we have {(i − 2; j − 1); y; (i − 2; j + 1)} ⊂ S. If v is the only A-vertex at distance two from y, we can shift 1=6 from v to y, and (y; S) + 1=6 6 (1 + 1=2 + 1=3 + 1=2 + 1=2) + 1=6 = 3 ¡ 10=3. The only possible A-vertex, other than v, at distance two from y is (i − 4; j). If (i − 4; j) is an A-vertex, then (y; S) 6 1=3+4(1=2) = 7=3 because y is a 3-dominator of itself and a 2-dominator of (i − 1; j) and (i − 3; j); |N [(i − 2; j − 1)] ∩ S| ¿ 2, and |N [(i − 2; j + 1)] ∩ S| ¿ 2. We shift 1=6 from v to y. Even if y is the vertex to which we shift 1=6 from (i − 4; j), the sum at y is at most (y; S) + 2(1=6) = 8=3 ¡ 10=3. Second, either (i − 1; j − 1) is dominated by (i −1; j −2) ∈ S, or (i −1; j +1) is dominated by (i −1; j +2) ∈ S, and, by symmetry, we can assume (i − 1; j + 2) ∈ S. Let y = (i; j + 2) and shift 1=6 from v to y. If y has a private neighbor (namely (i; j + 3) or (i + 1; j + 2)), then (y; S) 6 3 and y has at most v and one other A-vertex at distance two from it. Even if we shift another 1=6 to y from a second A-vertex, the sum at y is at most (y; S) + 2(1=6) = 10=3. If y = (i; j + 2) is not the sole dominator of any vertex, then (y; S) 6 5=2. Note that for (i + 1; j + 1) to be dominated by S, either (i + 1; j + 2) ∈ S or (i + 2; j + 1) ∈ S. So (i + 2; j + 2) is not an A-vertex. After shifting 1=6 from v to y and possibly 1=6 from (i; j + 4) to y, the sum at y is at most (y; S) + 2(1=6) 6 17=6.
Fault-tolerant locating dominating
In this section the possibility of a device at v ∈ S being faulty in its detection process rather than its reporting process is considered. So, assume that a detection device at location v will transmit a 2 if there is an intruder detected at v, Vertex set S ⊆ V (G) is a fault-tolerant locating-dominating set, an FTLD-set, when it can locate an intruder at any w ∈ V (G) when all devices transmit the correct value 0,1 or 2 and when exactly one device incorrectly transmits 0 rather than a 1 or 2. Let FTLD(G) denote the minimum cardinality of an FTLD-set for G, and an FTLD-set S for G with |S| = FTLD(G) will be called an FTLD(G)-set. Proof. Assume N (v 1 ) = N (v 2 ) (in particular, v 1 v 2 ∈ E(G)) and that S is an FTLD-set for G. Simply observe that if every element of S ∩ N (v i ) transmits a 1 and each v i that is in S transmits 0, then the intruder could be at v 1 or v 2 , a contradiction.
Conversely, assume no two vertices have the same open neighborhood and let S = V (G), and assume an intruder is at v. Graph G is connected, so deg v ¿ 1 and at least deg v vertices will transmit 1 or 2. Obviously, if v transmits a 2, then the intruder is located at v. If not, then v has the unique faulty detection device and transmits 0, and every w ∈ N (v) transmits a 1. Now note that if one receives 1's from each w ∈ W ⊆ V (G) and receives a 0 from each u ∈ V (G) − W (that is, no 2 is received), then the intruder is at a (faulty) vertex transmitting 0 whose open neighborhood is W . By assumption, v is the unique such vertex. If there is an intruder at w and v transmits a 0, then the intruder goes undetected. Hence S must be double-dominating [7] , that is, |S ∩ N [w]| ¿ 2 for every w ∈ V (G).
Assuming some S − v is not locating-dominating, there are two vertices x and y in
But now an intruder's location at x or y cannot be distinguished if v faultily transmits a 0.
Somewhat surprisingly, the converse of Proposition 5 is not true. For example, consider the cycle C n on n = 4k vertices with k ¿ 1. If S is obtained by deleting every fourth vertex of C n , so that |S| = 3k, then every S − v is locating-dominating, but S is not an FTLD-set.
Let If uv is a bridge in G and u ∈ S, let R = S ∩ V v; u . Clearly, x ∈ V v; u implies that
It easily follows that R is an FTLD-set for V v; u .
Theorem 7 (Slater [15] ). For any tree T on n vertices; LD(T ) ¿ n=3; and there exists a tree T n on n vertices with LD(T n ) = (n + 3)=3 .
Note that the only trees on n 6 5 vertices in class P are the paths P 2 ; P 4 , and P 5 with FTLD(P 2 ) = 2; FTLD(P 4 ) = 4, and FTLD(P 5 ) = 5.
Theorem 8. If tree T ∈ P has n vertices; then FTLD(T ) ¿ 4n=5.
Proof. As noted, the result is true for n 6 5. Proceed by induction on n. Suppose u; v; x; y is a path in T with deg(u) = 1 and deg(v) = deg(x) = 2, and let S be an FTLD(T )-set. Then by Proposition 5 we have {u; v} ⊆ S, and by Proposition 6i we have {u; v; x; y} ⊆ S.
Assume n ¿ 6 and S is an FTLD(T )-set. If |S| ¿ n − 1 we are done. If not, select x ∈ V (T ) − S, root T at x, and select y ∈ V (T ) − S so that the distance d(x; y) is maximized. Thus, all of the descendents of y are in S. Let y * be the parent of y. Each component of T − y not containing y * has at least two vertices. Hence, if the degree of y satisÿes deg y ¿ 3, then |V y; y * | ¿ 5. Assume deg y = 2. If y has exactly two descendents, then Proposition 6i would imply N [y] ⊆ S, a contradiction. If y has exactly three decendents they induce a path P 3 = u; v; x. Because T ∈ P we cannot have both u and x being endpoints, so v ∈ N (y). As noted, this implies {u; v; x; y} ⊆ S, a contradiction. Thus |V y; y * | ¿ 5.
Let F be the component of T − yy * containing y * . To see that F ∈ P, observe that, using Proposition 4, a tree is in P if and only if no two endpoints have a common neighbor. Now if y * is an endpoint of F and y * and another endpoint have a common neighbor then any FTLD-set for T contains y, a contradiction. Hence F ∈ P. Because S contains at least four-ÿfths of the vertices in V y; y * , and, inductively, more than four-ÿfths of V y * ;y , the proof is complete. Corollary 9.1. If |V (G)| = n and G is regular of degree r; then FTLD(G) ¿ 3n=(2+r). If countably inÿnite graph G is regular of degree r; then FTLD %(G) ¿ 3=(2 + r).
To date, the best upper bound construction I have is shown in Fig. 3 , and FTLD %(Z × Z) 6 3=5. Proof. The pattern illustrated in Fig. 3 shows a tiling of Z × Z using nine vertices in S in each 5-by-3 block, and darkened vertices form an FTLD-set for Z × Z, so FTLD %(Z × Z) 6 9=15.
Let S be an FTLD-set for Z × Z and v ∈ S. As noted, (v; S) 6 1=2 + 1=2+ 1=3 + 1=3 + 1=3 = 2. It will be shown that (v; S) = 2 is not possible for any v ∈ S. Assume v = (i; j) and (v; S) = 2. We have |N [v] ∩ S| = 2 and can assume (i − 1; j) ∈ S. Exactly one element v * ∈ N (v) contributes 1=2 to (v; S), and each of the other three contributes 1=3.
Assume v * = (i −1; j). Then S ∩{(i −2; j); (i −1; j −1); (i −1; j +1); (i; j −1); (i; j + 1); (i+1; j)} = . Each of (i; j −1); (i; j +1) and (i+1; j) have exactly three neighbors in S, so {(i; j − 2); (i; j + 2); (i + 1; j − 1); (i + 1; j + 1)} ⊆ S and (i + 2; j) ∈ S. But now an intruder at (i + 1; j) and (i + 1; j − 1) faulty and an intruder at (i; j + 1) and (i; j + 2) faulty would both result in (i; j) and (i + 1; j + 1) reporting a 1 and everything else reporting 0, a contradiction. and (i; j+1) have three neighbors in S implies (i−1; j−1) ∈ S and (i−1; j+1) ∈ S, and so |N [(i−1; j)]∩S| ¿ 4, a contradiction. Thus, either (i+1; j+1) ∈ S, or (i+1; j−1) ∈ S, and, by symmetry, we can assume (i + 1; j + 1) ∈ S. It follows that (i + 1; j − 1) ∈ S; (i + 2; j) ∈ S; (i; j − 2) ∈ S; (i − 1; j − 1) ∈ S; (i − 1; j + 1) ∈ S, and (i; j + 2) ∈ S. Now, because (i; j + 2) can have a faulty detection device, intruder locations (i + 1; j) and (i; j + 1) cannot be distinguished.
Assume v * = (i; j+1). (A similar argument holds for v * = (i; j−1).) If (i+1; j+1) ∈ S, then (i; j + 2) ∈ S and (i − 1; j + 1) ∈ S. Because (i + 1; j) contributes 1=3 to (v; S), exactly one of (i + 1; j − 1) and (i + 2; j) is in S, but a fault at this location means (i + 1; j) and (i; j + 1) cannot be distinguished. If (i; j + 2) ∈ S, then (i − 1; j + 1) ∈ S; (i + 1; j + 1) ∈ S; (i + 1; j − 1) ∈ S; (i + 2; j) ∈ S, and (i + 1; j + 1) has two neighbors in S so (i + 1; j + 2) ∈ S and (i + 2; j + 1) ∈ S. Because (i; j − 1) contributes 1=3 to (v; S), exactly one of (i −1; j −1) and (i; j −2) is in S. A fault at this one and intruder at (i; j − 1) and a fault at (i + 2; j) and intruder at (i + 1; j) would both result in just (i; j) and (i + 1; j − 1) transmitting 1's. Finally, if (i − 1; j + 1) ∈ S; then (i + 1; j + 1) ∈ S; (i; j + 2) ∈ S; (i − 1; j − 1) ∈ S; (i − 2; j) ∈ S; (i; j − 2) ∈ S; (i + 1; j − 1) ∈ S and (i + 2; j) ∈ S. Again, having 1's transmitted from (i; j) and (i + 1; j − 1) cannot distinguish the intruder's location between (i; j − 1) and (i + 1; j) in the event of failure at (i; j − 2) or (i + 2; j), respectively.
Consequently, for every v ∈ S we have (v; S) 6 1=2 + 1=2 + 1=3 + 1=3 + 1=4 = 23=12, and 12=23 6 FTLD%(Z × Z).
