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With the increasing consumer demand for smart objects, LED-to-
Camera communication appears as a low-cost alternative to radio
to make any conventional device smart. Since LEDs are already on
most electronics devices, that is achieved at the cost of negligible
hardware modications. However, as these LEDs are very dierent
from the widely studied ceiling ones, several challenges need to
be addressed to make this happen. Among these issues, we note
the constrained physical layer data unit (PHY-SDU) length that
complicates the use of coding strategies to cope with bits or packets
erasure.
To break this limitation, this paper presents SeedLight, a coding
scheme designed to face the inherent packet losses and enhance
line-of-sight LED-to-Camera communication goodput. SeedLight
leverages random linear coding to provide an ecient redundancy
mechanism that works even on PHY-SDU of tens of bits. The key
idea of SeedLight is to reduce the code overhead by replacing the
usual coding coecients by a seed. Since this work addresses IoT
devices with low computational resources, SeedLight encoding al-
gorithm complexity remains low.
We develop an implementation of SeedLight on a low-cost MCU
and a smartphone to evaluate both the communication and algo-
rithmic performances. Experimental results show that SeedLight
introduces a negligible overhead and can be implemented even on
the cheapest MCU, such as the ones used in many IoT devices. The
achievable goodput can be up to 2.5kbps, while the gain compared
to a trivial retransmissions scheme is up to 100%.
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1 INTRODUCTION
With the rise of the IoT, many technological solutions for various
applications such as smart consumer electronics, smart lock, smart
industry are proposed. Most IoT objects use wireless short-range
communication based on radio technologies like NFC or Bluetooth
Low Energy, when the compatibility with modern smartphones is
a requirement. Nonetheless, these solutions induce non-negligible
manufacturing costs and hardware modications. Recent advances
have enabled an alternative to radio, compatible with o-the-shelf
smartphones based on Visible Light Communication (VLC) [2]. This
solution also called Optical Camera Communication (OCC) takes
advantage of the mobile phone camera to oer short range, low
data rate communication. By modulating the LED in the 1-10KHz
bandwidth and conguring appropriately the camera, a series of
dark and bright strips known as the rolling shutter eect artifact
appears in the picture and is used to encode information. With
this method, a throughput of up to 3kbps can be achieved [21].
Nonetheless, the signal obtained in such way is not continuous
since the camera pauses briey after capturing a frame. During this
inter-frame gap (IFG), no signal is captured, inducing packet losses.
OCC channels are mainly categorized as line-of-sight (LOS),
when the camera aims directly at the LED, and NON-LOS, when
the camera captures the light reected from a surface illuminated
by the emitter. With a NON-LOS channel, the region of interest
(ROI), i.e. the part of a picture that contains the rolling shutter
stripes, lls all the picture [3, 5]. In such case, bit losses occur only
during the IFG and packets for which transmission lasts as long as
the camera frame duration can be designed. With a LOS-Channel,
the ROI is only a part of the picture and decreases rapidly with the
distance between the LED and the camera [4, 10, 21]. Losses are
so much larger and intra-frame losses are added to these caused
by the IFG. This highly constrains the PHY-SDU length since the
PHY-SDU must t into the ROI to be received.
This paper follows our preliminary work [4] which introduces a
LOS LED-to-Camera system that broadcasts the value of a sensor
through a cheap color LED put on a small printed circuit board. To
get around the issues discussed above, the system in [4] basically
retransmits continuously packets. This leads to useless transmis-
sions and makes the sending of large messages arduous. Therefore,
this paper focuses on the proposal of an appropriate mechanism to
overcome these drawbacks by developing a coding scheme based
on random linear coding (RLC) to improve the goodput and reduce
the number of retransmissions in LED-to-Camera broadcast.
Several similar approaches are presented in Sec. 2 below but
our work is distinguished through the following contributions: (1)
We provide the rst RLC coding scheme optimized for VLC and
OCC. (2) We reduce the RLC overhead by using a pseudo-random
linear coding (PRLC) method. (3) The code complexity enables its
implementation on cheap MCUs.
We provide practical engineering insights and conduct exper-
imental evaluation on low-end IoT devices putting in evidence
two points: (1) The goodput is up to 100% higher than a trivial
retransmission approach. (2) A carefully considered coding scheme
implementation does not aect the communication performance,
even on the MCUs used in IoT devices.
The rest of this paper is organized as follow. Sec. 2 presents
previous works and spotlights the remaining challenges this work
addresses. We then detail the coding scheme that is the main contri-
bution of this paper in Sec. 3, before evaluating its performances by
experimentations in Sec. 4. Sec. 5 focuses on the algorithm imple-
mentation and its performances evaluation on low-end IoT devices
before concluding in Sec. 6.
2 RELATEDWORK
To overcome the loss and asynchronous communications between
emitter and receiver in LED-to-Camera broadcast, several methods
have been studied in the literature.
[5] proposes to repeat consecutively every packets R times to
ensure that each of them can be captured, regardless of the mis-
alignment between the LED and the camera. It is clear that this
scheme leads a reduced data rate. Moreover, the smartphone must
receive all the packets independently to decode the frame. A single
missing or erroneous packet hence imposes to wait for a whole
frame retransmission. More recently, [17] proposes a combination
of Hamming codes and bit interleaving to avoid packet retransmis-
sion. Similarly, [9] uses Reed-Solomon encoding to recover both IFG
losses and inter-symbol interferences. These approaches assume
that missing bits occur only during the IFG, and that the whole
picture contains information. These all require a channel estima-
tion, to set the appropriate number of retransmissions R, Hamming
blocks or redundancy bits. As a consequence, this makes them un-
suitable for LOS scenario, where the bit loss highly increases with
the distance between the emitter and the receiver.
Recovering the loss in LOS channel is more challenging. Foun-
tains codes [13] have been employed to improve the data rate and
the link reliability in LED-to-Camera broadcast. [21] leverages Rap-
tor Code [18] and proposes an experimental evaluation using ceil-
ing LEDs. Their approach reduces the latency at the cost of 25%
overhead. In a close way, [3] studies LT-code[11] and proves their
implementation can reach 1.6kbps of goodput. Nonetheless, the
overhead induced by these approaches would be unacceptably large
for the extremely small PHY-SDU size we use. Another aw of LT-
code and Raptor code is the coding complexity at the emitter side
that [3, 21] set aside performing the encoding on a computer.
Another class of rateless codes called RLC are widely used in the
context of network coding (NC)[16]. However, RLC has never been
proposed yet for VLC. RLC can be applied within a NC framework
but also as a good packet-level error correction solution: they are
simple to implement at the emitter side and perform as optimal
erasure codes for suciently large nite eld used for creating
linear combinations of source symbols. The major obstacle in the
application of RLC is the decoding complexity of Gaussian elimina-










Figure 1: Packet sent without coding (middle) and chunck
format generated by PRLC (bottom) encapsulated into a
PHY-SDU (top).
performances showing that, for moderate loss values, the perfor-
mance of both codes is almost the same, but with higher loss rates,
RLC has a better performance.
3 SEEDLIGHT DESIGN
These solutions already proposed for VLC in the literature can
hardly apply to our system since we use small color LEDs that
constrain the PHY-SDU length, as explained in Sec. 1. Also, im-
plementing these codes on a low-resources MCU, as those we use
is not feasible. Therefore, this section presents a coding scheme
that overcomes these limitations and improves LED-to-Camera
reliability and goodput compared to a systematic retransmission
method.
SeedLight implements a Pseudo-RLC (PRLC) and considers the
following requirements: (a) the code overhead must remain as low
as possible, (b) the complexity should be low on the emitter side,
since the end-devices are low-cost embedded devices with limited
computational, memory and energy capabilities, (c) application
layer message size cannot be larger than a few hundreds of bytes
as consequence of (b).
We begin introducing RLC that is the root of SeedLight and
few notations used in this paper, before proposing our alternative
implementation to reduce the code overhead.
3.1 Random Linear Coding
We assume that an emitter Tx wants to send a message of G bytes
to a receiver Rx , split into N blocks b1, . . . ,bN that will be encap-
sulated in a PHY-SDU with payload size p. In the RLC terminology,
G is usually termed as the generation size and chunks designate
the coded blocks. RLC performs the coding over blocks using a
Galois Field GF (q) where q = 2γ ,γ ∈ Z+ is the eld size. GF is a
key parameter in RLC since it signicantly impacts the code per-
formance: a small eld size will result in linear dependent chunks,
lower overhead and lower computation cost. Because linearly de-
pendent chunks contain the same information, their number must
remain as low as possible. Also, [12] demonstrated that a eld size
of 28 is large enough to have a nearly non-linear dependency.
Following the RLC method further detailed in [16], a set of N
coecients ofγ bits c = (c1, . . . , cN ), ci ∈ GF (q), is used to generate




(ci × bi ) (1)
For successfully decoding and solving the linear equations, Rx
must know the coding coecient c for each coding vector v . This
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is usually achieved by building a chunk C = [c,v] appending c to
v , which results in an overhead of N ∗ γ bits. Considering GF(256),
a 50B message and a 2B payload, this adds an overhead of 25 × 8
bits coecients for each chunk. That does not t into a PHY-SDU
which size l is only 24 bits.
3.2 Compressing the coding vector
To avoid transmitting the coding coecients c , our method is in-
uenced by [19] and uses a seed of a pseudo-random generator
(PRNG) to determine c . Our PRLC scheme works as follows.
Encoding: For each chunk C , E randomly generates a seed s ∈
[0 . . . 2α ], where α is the seed length.
Then, a Mersenne-Twister PRNG that follows the implementa-
tion proposed in [14] and initialized with s is used to produce the
N coecients c1, . . . , cN .
Since ci ∈ GF (q) and γ ≤ α , ci is built with the γ lowest signi-
cant bits of the PRNG results. The coding vectorv is then computed
using Eq. (1) and sent with the seed s in a single chunk C = [s,v],
following the format shown on the bottom of Fig. 1.
In this way, the overhead remains low: only α bits to describe the
seed, which replaces a sequence number no further needed with
SeedLight approach.
Decoding: The decoding step on the receiver side is straight-
forward and works iteratively. Each time a chunk is received, Rx
reconstructs c using the seed s included inC , using the same PRNG
described above. Then, c and v are added to the decoding unit ma-












Rx can then successfully decodes G if it has received at least N
linear independent packets. Complexity and implementation are
discussed in Sec. 5.
4 EXPERIMENTAL EVALUATION
In this section, we evaluate experimentally and present the achiev-
able performance of SeedLight LED-to-camera broadcast under
realistic conditions and compare this with a conventional retrans-
mission method. We mainly focus on three aspects: 1) the coding
parameters, namely the seed length α and the generation size G , 2)
the distance between Tx and Rx and 3) the PHY-SDU length.
4.1 Testbed
We use a slightly modied version of the testbed we described in
[4]. We implement the VLC emitter on the low cost STM32L051,
an MCU similar to those already integrated in most household
appliances. Following the recommendations of previous studies [2,
5], an OOK modulation scheme is used. We consider a symbol rate
of 8KHz, which is suitable for receivers using the rolling shutter
eect [2]. To avoid any ickering eect, we use the Manchester
coding proposed in the literature [2, 5]. The signal is received by
the smartphone camera and decoded by an Android application we
have developed. We use an LG Nexus 5 smartphone running the
unmodied Android Marshmallow version number 6.0.1 which 8
megapixels 1080p CMOS sensor can capture up to 30 frames per
second. Our Android application sets up the camera parameters to
observe the rolling shutter eect produced by the modulating LED,
based on the work in [5]. The information is divided and transported


















































Figure 2: PHY-SDU error probability vs the distance (left).
Chunk redundancy introduced by duplicated chunks vs the
seed length and N (right).
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Figure 3: Goodput with G=100B for some PHY-SDU error
probability vs the seed length (left). Throughput compared
with the goodput vs the distance, with and without coding
for G=100B (right).
in PHY-SDUs with a size between 24 to 128 bits, following the
structure shown in Fig.1.
4.2 PHY-SDU size
An important property of the LED-to-camera communication is
the fact that information losses are unavoidable and almost regular.
Indeed, even when functioning at the maximum frame rate of 30
frames per second, the pictures taken by the smartphone do not
represent a continuous view of the LED, as of the IFG. To cope with
these losses, the data needs to be segmented into packets, which
can be easily reassembled and retransmitted. However, the size of
the packet has a signicant impact on the packet loss probability.
This is shown in the left plot in Fig. 2, for a packet size varying
between 24 bits and 128 bits. We notice that the packet loss ratio
becomes unmanageable as the packet size increases, e.g. almost all
the 128-bits packets are lost, even at a few centimeters from the LED.
Even for small 24-bits packets, the loss ratio is important (around
25% close to the emitter); this is the consequence of the packets that
are transmitted during the IFG, which do not or partially appear
in any picture. These results expose that the seed length and the
overhead ratio have to be carefully designed.
4.3 Seed and Generation size
The results in Sec. 4.2 indicate that the PHY-SDU size is roughly
limited. As a consequence, the seed length is a major inuence
factor of SeedLight performance.
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Therefore, we evaluate the impact of the seed length (α ) on the
ratio of linearly dependent chunks produced when the minimum
number of blocks N , required to recover the message, increases.
Results in the right plot in Fig. 2 highlight that, to get less than 10%
duplicated chunks, 8 bits are necessary for N = 50 while 10 bits are
needed for N between 100 and 150. We also see that less than 8 bits
are not enough, even when N is small. The duplicate ratio become
negligible for seeds larger than 10 bits and for values of N higher
than 100.
Left plot in Fig. 3 shows the goodput when varying the seed
length for a PHY-SDU error rate Pe of 0.3, 0.5 and 0.7, respectively
at 5, 10 and 20 centimeter distance, taking a generation size G =
100B. The best goodput is always obtained with a 8 bits seed and
decreases progressively when the seed length increases. This is
mostly because the overhead rises, even if the amount of linearly
dependent blocks highly reduces. As of the duplicated chunks ratio
with a 6 bits seed is larger than that of 8 bits, the goodput is in such
case lower.
4.4 Communication goodput
We now evaluate the LED-to-camera communication performance
as a function of the distance between the LED and the smartphone.
We set the emitter symbol rate to 8KHz and place it in standard
indoor illumination conditions, near a window and illuminated with
neon lights. The illuminance has been measured with a luxmeter
around 650 lux. The PHY-SDU size is 24 bits and is build as depicted
in Fig. 1. The emitter broadcasts continuously a 100B message,
which is transformed with SeedLight in a set of chunks, built with a
8 bits seed or, without SeedLight, in 50 dierent packets containing
a 8 bits sequence number. For the case with SeedLight, the encoding
of the set of such is done before the transmission starts. Thus, the
computation does not aect the communication performance.
We compute the throughput as the number of received bits per
second, error free, including duplicated packets or linearly depen-
dent chunks. The goodput is calculated by removing duplicates and
transmitting until the smartphone receives all the 100B message.
Right plot in Fig. 3 compares the throughput and the goodput
for transmissions with and without the benets of SeedLight. The 3
curves follow the same tendency: the throughput drops from 3kbps
at 5cm to less than 0.2kbps at 40cm. We notice two sharp decrease,
respectively at 5cm and 15cm. From 0 to near 5cm, the LED lightens
the full surface of the CMOS sensor and the loss is mainly due to
the SNR decrease and the blooming eect [1]. The second, between
15 to 20cm, is less straightforward and we make few assumptions
to explain the phenomena. First, at this distance, the ambient light,
that has been measured at 650 lux, starts interfering with the LED
signal. Then, the ROI becomes small enough that no more than one
packet is received at once and a non negligible amount of frames
do not contain any information. The red curve shows that, at 5cm,
the goodput with SeedLight is 2.25kbps while it is 1.4kbps without,
bringing out a gain of 60%. Also, we can see that the relative gain
grows with the distance: a gain of 90% is noticed at distance of
30cm.
Method Operation Mem.
(1) Mult. LT 1 LK 2.22γ
(2) Log. LT 3 LK + 2 BR + 1 MOD + 1 ADD 2.2γ
(3) No LT γ . (2 XOR + 2 SHIFT + 1 AND) 0
Table 1: Several multiplication implementations in GF(256).
The operations are abbreviated LK for table lookup, BR for
branch and MOD for modulus.
5 IMPLEMENTATION DISCUSSION
We show that SeedLight improves the LED-to-Camera transmission
goodput compared to a systematic retransmission method. However,
this is achieved at the cost of an additional coding step before
transmission. Nonetheless, as explained in Sec. 3, SeedLight focuses
on low-end IoT devices for which available resources are very
limited. In such situation, software development and computation
intensive algorithm optimization is complicated. Therefore, in this
section, we discuss SeedLight implementation threats on aforesaid
embedded platforms and evaluate the coding impact on two distinct
MCUs and smartphones.
5.1 PRLC implementation on IoT devices
Several RLC algorithm benchmarks have been implemented pre-
viously. These studies were performed on computers [20], smart-
phones [6] or high-end embedded devices, at least able to run a
UNIX operating system [8]. There is not implementation on low
powerful platform like ours.
As shown in Sec. 3, PRLC relies on the widely used GF(256): its
optimization has been discussed in [7], where the authors propose
several solutions optimized for speed or memory. Tab. 1 shows
the number of operations and memory requirement for three of
those solutions that comply with our system. (3) requires the largest
number of operations and will be restricted to cases in which the
low available RAM forbids the use of lookup tables (LTs). (1) is
the fastest method but its LTs are larger than our MCU ash size.
(2) is well balanced between memory requirement and complexity
for Tx. On the contrary, method (1) is preferred for the decoding
considering the 1GB non-volatile memory available on the Nexus
5. According to Tab. 1 for (2) and the PRLC scheme proposed in
Sec. 3, the code complexity to produce N chunks of P symbols is
then O(N 2P). In the same way, the complexity to decode a matrix
of N × (N + P) bytes is given by O(N 3 + N 2P).
5.2 Evaluation
We now evaluate the PRLC algorithm introduced in Sec. 3 and im-
plementations discussed in Sec. 5.1 in our testbed. We benchmark
the algorithm on the 8MHz Cortex-M0+ MCU and the more pow-
erful Cortex-M4 with a clock congured at 50 and 100MHz. Both
MCUs are often used in consumer IoT. For the receiver, we use an
LG Nexus 5 with a Snapdragon 800 4-Cores 2,26 GHz CPU and the
newer Huawei Nexus 6P with a Snapdragon 810 8-Cores 2.0 GHz
CPU. The LG Nexus 5 runs Android Marshmallow version number
6.0.1 while the Nexus 6P runs Android Nougat version number 7.1.2.
Both operating system are unmodied.
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Figure 4: Computation time on aMCU to build 1 chunk (left).
Computation time on the Nexus 5 and 6P to process 1 chunk
























Figure 5: Goodput using dierent implementations for
G=100B and G=400B.
Algorithm benchmark: Considering the optimizations envis-
aged in the previous section, Tx uses log and anti-log LTs to perform
GF(256) arithmetic operations, while Rx uses a full multiplication
LT.
The left plot in Fig.4 shows that the encoding computation time
per chunk increases linearly with the generation size. For the 8MHz
MCU (blue line), the time remains below the chunk transmission
time when the generation size is smaller than 150B and is about
5ms with a 25B generation and it doubles when G = 400. This em-
phasizes that, with an appropriate mechanism, performing coding
in parallel with modulating the LED is feasible, even for a low MCU
frequency, when less than 150B are transmitted.
The right plot in Fig. 4 shows the decoding and Gaussian elimi-
nation computation time for each chunk. The evaluation was per-
formed while the smartphone was capturing and processing camera
frames using the VLC decoding algorithm introduced in Sec.4.1.
Unlike the encoding algorithm, the increase is cubic. The benets of
the Nexus 6P is high and the chunk processing remains below 2ms
even with a generation size of 400B. Since the camera frame rate
is 30 fps and about 6 chunks are decoded in each, this shows the
operations can be done in real-time. Also, further improvements are
left pending, as developing the decoding algorithm in a C library
to replace the current Java implementation.
MCUmode:The main functionality of consumer IoT MCU is not
usually communication. This can be gathering data from sensors or
performing main application logic algorithms. Radio transmission
and signal generation can be realized by a dedicated chip but that
is not always the case and, as a consequence, the MCU resources
must be shared. In such cases, communication happens during
reserved time slots or concurrently in a multi-tasking approach.
To conform with these needs, we propose 3 scheduling strategies
for PRLC and transmission: (1) pre-computed mode computes
a set of chunks before transmitting them in a row, as in Sec. 4.
This increases the needed RAM. (2) sequential mode computes a
chunk and transmits it right away. This increases the delay, since
the transmission is interrupted between each chunk. (3) parallel
mode takes advantage of multi-tasking to compute a chunk when
the previous one is transmitting. If the chunk computation time
is larger than the transmission time, the transmission will stop
during this time gap. This one has the highest impact on then CPU
load. (1) is relevant when the data source, e.g. a sensor, stores the
data immediately as encoded chunks, (2) when a prioritized task
is running at the same time and (3) when the communication is
prioritized regarding the main application task or when the MCU
speed is hight enough to run both.
We now focus on the end-to-end goodput evaluation, considering
these three implementations to depict the real use cases of IoT
devices.
Fig. 5 shows the goodput transmitting a message of 100B (blue)
and 400B (green) with SeedLight (α = 8) using the software imple-
mentations discussed above. We place Tx and Rx at 5cm and 15cm
distance. We note that the goodput falls as the message size in-
creases, mainly because of the amount of linear dependent chunks
transmitted. The plot highlights that, when working with a gen-
eration size of 100B, the chunk computation can be achieved in
real time even at 8MHz and both transmission and chunk compu-
tation can be paralleled without throughput loss compared to the
Pre-computed implementation. The Sequential mode for the 100B
message is half the values of the others since it adds a delay to com-
pute the chunk before its transmission. With a generation size of
400B, the goodput decreases between the Pre-computed and Parallel
modes. This highlights that, in such case the MCU reaches its limit
and a small gap between chunk transmission appears. Nonetheless,
SeedLight still boosts the goodput set by the side with a systematic
retransmissions scheme.
These results conform quiet well with Fig. 4 and bring out that
SeedLight can be implemented even on the cheapest MCU with a
minor impact on the communication performance. Furthermore,
SeedLight will not increase the MCU power consumption, since this
can be done without any modication on the MCU clock and during
the same time interval the device modulates the LED. Moreover,
since it reduces the number of transmissions that are necessary
to receive the full message, SeedLight hence reduces the energy
consumed.
6 CONCLUSIONS
This paper introduces SeedLight, a novel lightweight erasure coding
method that leverages RLC theory to face the inevitable and large
packet losses in LOS LED-to-Camera broadcast. The key idea of
SeedLight is to take advantage of a PRNG to avoid the systematic
transmission of the mandatory coding header introduced by RLC.
The experimental evaluation shows that this approach increases
the goodput from 1.5 to 2.5kbps set side by side with a primary
packet retransmission mechanism. Compared to the erasure coding
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scheme recently proposed for OCC [3, 21], SeedLight introduces a
much smaller overhead that makes it suitable when the PHY-SDU
can not be larger than few tens of bits.
The other benets of SeedLight is the low computational over-
head on the emitter side. A careful implementation of SeedLight on
low-cost MCUs like those often used in IoT devices and smarthpones
brings out that it does not aect the communication performance
and is compatible with such applications.
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