Abstract. The aim os this paper is to study the hybridization of two multi-objective algorithms in the context of a real problem, the MANETs problem. The algorithms studied are Particle Swarm Optimization (MOPSO) and a new multiobjective algorithm based in the combination of NSGA-II with Evolution Strategies (ESN). This work analyzes the improvement produced by hybridization over the Pareto's fronts compared with the non-hybridized algorithms. The purpose of this work is to validate how hybridization of two evolutionary algorithms of different families may help to solve certain problems together in the context of MANETs problem. The hybridization used for this work consists on a sequential execution of the two algorithms and using the final population of the first algorithm as initial population of the second one.
Introduction
Nowadays, many real-world optimization problems require compromise between several objectives. Mathematically, this is modelled as trying to simultaneously optimize several fitness functions depending on the same set of parameters.
Whenever there is a chance of combination of these objectives in a single objective function, these problems can be solved using conventional single-objective optimization methods. However, quite often there is no easy, or proper, way to combine the problem's objectives; this happens whenever objectives are conflicting, that is, improving some of the objectives means decreasing some of the rest. In these cases we need to solve a Multiobjective Optimization problem. The solution to this kind of problems is known as the pareto-optimal solution [2] .
Multiobjective Evolutionary Algorithms (MOEAs) have been proved to be specially suited for this kind of optimization task. Some of the better known are SPEA [3] , PAES [4] or NSGA-II [5] . Hybrid metaheuristics are currently a subject of great interest for the community. Some combinations of techniques have been quite successful, such as combination of Local Search (LS) heuristics (Hill-descent, Simulated Annealing, Tabu Search) or even combinations of a LS technique with Evolutionary-based techniques. There are also some tools that may help performing this kind of experiments: for instance, Paradiseo [6] or Team [7] .
In this paper we consider the problem of broadcasting on a particular sub-class of MANETs called Metropolitan MANETs (Mobile Ad-hoc Networks). This problem has been already studied using Multiobjective Evolutionary Algorithms [8] .
The purpose of this work is to study how hybridization of two evolutionary algorithms of different families may help to improve the results obtained by individual algorithm for the MANETs problem. The evolutionary multi-objective algorithms combined in this work are MOPSO (Multi-Objective Particle Swarm Optimization) and ESN (Evolution Stratety with NSGAII) algorithms [9] . The first one is an adapted version of Particle Swarm Optimization to multi-objective optimization problems. And the second one is a multi-objective version for the Evolutionary Strategy algorithm.
MANETs Problem Definition
According to IETF (Internet Engineering Task Force), MANETs are autoconfiguration structures where stations (also called terminals) are temporally connected without a pre-existing infrastructure or a centralized administration [10] . MANETs are wireless networks where one station can communicate directly with the other stations.
In the last years, MANETs have increased its interest, as path to the 3G networks: a) they allow to extend the coverage, b) they don't need new infrastructure. In this way, a terminal user can use another users' terminals as part of a multistep path toward the kernel of the network.
In this paper we consider the problem of broadcasting on a particular sub-class of MANETs called Metropolitan MANETs, which span from shopping malls to metropolitan areas. Instead of providing a generic set of parameters that performs well on average situations, the goal is to optimize the broadcast messages. Optimizing a broadcasting strategy is a multiobjective problem where multiple functions have to be satisfied at the same time.
For this work, the broadcasting strategy considered for optimization is DFCN [11] . The DFCN strategy defines five parameters (minGain, lowerBound-RAD, upperBoundRAD, proD and safeDensity) to determine the following three objective values:
-Minimizing the makespan, or time required to perform the broadcast. -Maximizing the network coverage, or number of stations reached. -Minimizing the bandwidth used for broadcast messages and retries.
These three objectives define the objective space, and are considered three independent fitness functions. The purpose of optimization is to tune the input parameters of DFCN in order to find the three-dimensional Pareto-optimal front defined in objective space. The front is made by all the feasible non-dominated values for the three objective functions.
Multi-Objective Algorithms
The hybridization studied in this work consists on just sequentially executing the two algorithms and using the output population of the first algorithm to initialize the population of the second one. Thus, one algorithm is executed during a number of generations and, afterwards, the other algorithm is executed using as initial population the result obtained by the first one. This mix of populations requires certain considerations because individuals of the algorithms use different information. For MOPSO, individuals represent a particle with a position in the swarm and a velocity. However, ESN works with individuals that have assigned a variance value, which is updated during the evolution and it is used to generate new individuals. Thus, depending on the order in which the algorithms are executed, the following considerations are taken into account:
-MOPSO+ESN: When the population obtained by MOPSO is used to initialize ESN, the position of particles are the individuals for ESN and the variance value for all individuals in the population is fixed to 0.1. -ESN+MOPSO: When the first algorithm used is ESN and the population obtained after a number of generations is used to initialize the swarm, the position of particles is initialized using the solutions of ESN and the velocity is determined randomly from the interval [-1.0,1.0]
Multi-Objective Particle Swarm Optimization: MOPSO
MOPSO [1] is an adapted version of Particle Swarm Optimization (PSO) to multi-objective optimization problems. MOPSO combines PSO [12] with the archiving strategy of PAES [4] . In this work, we use the version available in the EMOO repository [13] . The algorithm uses an external repository that stores non-dominated solutions in the swarm. Each iteration, for each particle, a leader is selected. The mechanism of leader selection is as follows: the fitness space is divided in hypercubic sectors, and one of the positions in the repository is randomly selected using a roulette algorithm that favors the sectors that are less populated. The velocity and position of particles are updated using the standard equations of PSO but using the leader particle selected from the repository. The fitness of the new position is calculated. This new position is compared with solutions already in the repository, and is inserted if it is a non-dominated solution. The maximum number of particles in the repository is fixed, so when this limit is reached, before the insertion, a particle from the most-populated sector of the repository is removed. If the new solution dominates some of the solutions in the repository, those solutions are removed.
Evolution Stratety with NSGAII: ESN
The ESN algorithm is based on the hybridization of Evolution Strategies and NS-GAII. The algorithm uses the standard Evolution Strategies' steps [14] , replacing the selection process by the NSGAII [5] selection process. In our implementation of Evolution Strategies, each of the μ individuals in the population produces one offspring only by mutation. From the resulting population of 2 · μ individuals, the best μ are selected for the next generation.
In the reproduction phase, for each individual the variance value is updated. Each parent generates one child using the new variance and a Gaussian distribution. After reproduction, the population is sorted using the NSGAII mechanism. This process creates the front F 1 with all the non-dominated solutions in the population. Then, those individuals are discarded and new fronts are created using the rest of the population. The worst μ individuals are deleted using the following criterion: an individual is better than another when it belongs to a front with a lower index; if two individuals are in the same front, the one with the greater crowding distance is better.
Results Evaluation: Metrics for Multiobjective Problems
Solutions resulting from different executions of the multiobjective algorithms must be compared using quantitative metrics that measure the success of the algorithms toward the MO problem objectives: distance to the "true" Paretooptimal front, distribution of solutions over the obtained front, and spread.
It is generally admitted that there is no single metric that can be used to evaluate those objectives simultaneously; this is specially true when the best Pareto-optimal front is not known. A detailed description of available metrics can be found in [15] .
We have chosen the following metrics to compare solutions (fronts) obtained by the algorithms: -Set Coverage (SC). Coverage of a set of points A over a set of points B (SC (A, B) ) is defined as the fraction of the points in set B that are weakly dominated by a point in set A. This measure has to be calculated in both directions (A vs.
B and B vs. A) because SC(A, B) = 1 − SC(B, A). -Hypervolume (HV).
This metric, also called size of the dominated space, is the volume enclosed by the union of the of the points in the set. The volume dominated by any point is calculated as the volume of the hypercube defined by each point. The value of this metric is usually calculated after normalization of the points in the solutions.
Set Coverage is a measure of how a set dominates the other in terms of number of points. However, it does not take into account the actual distance between the points in both sets; that is, "how much" a point in a set dominates the rest. It requires two sets of points (two fronts) for comparison, so it cannot be used to assign a performance measure to a single front except if the "true" Paretooptimal front is known and used as reference.
Hypervolume assigns a quantitative value to a given set (where greater values mean better performance) but it cannot be used to derive dominance of a set over the other and its actual value depends on the normalization used.
In this section we present the utility of algorithm hybridization proposed in this article in order to solve the aforementioned problem, tuning of the parameteres of the DFCN broadcasting protocol for MANETs.
All the experiments are performed using Madhoc [16] , a Metropolitan MANET simulator. It aims at providing a tool for simulating different level services based on distinct technologies on MANETs for different environments. The simulator provides several different models of network structure, of which we have used the Mall environment, that simulates a commercial shopping center.
Experimental Settings
Experiments have been performed using different combinations of the order of execution of the algorithms and the number of evaluations performed by each of the algorithms.
Moreover, we have also executed experiments using only MOPSO and ESN, and we have calculated their metrics in order to compare their results with the other obtained by the hybridizations. The obtained fronts have been evaluated using the metrics explained in section 3.3 and their results are shown in tables 1,2,3 and 4.
All of these experiments used a total of 25000 evaluations. The population size for both algorithms was 100 individuals/particles. The initial variance for ESN was 0.1, and the value of the constant Δ was set to 0.7.
MOPSO used a swarm size of 100 particles, and fixed PSO parameters: w = 0.4, r 1 = r 2 = 2.0, X = 0.4. We used 30 divisions of the adaptive grid as suggested in [1] . The number of non-dominated points in the solution was limited to 100.
In tables presented in this section, ESN-X + MOPSO-Y means an experiment of X evaluations of the ESN algorithm, followed by Y evaluations of the MOPSO algorithm (and thus X + Y = 25000). A generation of 100 individuals takes 100 evaluations (one for each indivivual). So, X evaluations represents X/100 generations. In the same way for MOPSO, Y evaluations represents Y/100 iterations.
For each configuration, five experiments were performed. Tables in this section shown the mean value of the metrics for those experiments. Table 1 presents the Hypervolume for the different combinations of algorithms. As we can see, all the solutions have very similar values for this metric. The best result is attained by ESN-25000, but it is not much better than the other results. Thus, we can conclude that this metric is not enough to compare the quality of the hybrid algorithms, so we need to study the Set Coverage.
Experimental Results
Set Coverage is studied in tables 2, 3 and 4. Table 2 shows the dominance that each hybridization obtain over the solutions that the MOPSO and ESN nonhybridized algorithms produces for this problem. Table 3 shows the dominance Next, we analyze the Set Coverage obtained by the execution using first Evolution Strategy with NSGA-II as a first part and Particle Swarm Optimization as a second part of the hybridization. If we compare the percent of dominant points of these first three approaches versus MOPSO, we can see how these hybridizations improve the Set Coverage obtained by the solutions of "MOPSO-25000". But this does not happen with "ESN-25000" because their Pareto fronts are better (they have a greater Set Coverage) than the solutions obtained by the hybrid algorithm, as can be seen in tables 3 and 4. In conclusion, we cannot say that the hybridization in which ESN starts the execution improves the solutions obtained by the executions of the non-hybridized algorithms.
Continuing with the Set Coverage analysis, the experiments which use MOPSO as the first algorithm and ESN as the second one, we can see that the more ESN evaluations we perform, the better Set Coverage it obtains over the non-hybridized ESN. This also happens when we compare the hybridized experiments with nonhybridized MOPSO: it means that using more ESN evaluations produces better Set Coverage over non-hybridized MOPSO. We think this is due to fact that the ESN algorithm has better performance in this kind of problem and helps MOPSO to find better fronts.
For the experiments with hybridized algorithms, we usually find better fronts in terms of Set Coverage when ESN is used first; and when MOPSO is used first, the results are better as long as MOPSO has less evaluations.
Conclusions
A mobile ad-hoc network (MANETs) is defined as a self-configuring network of mobile routers (and associated hosts). Due to the fact that network topology varies dynamically, the operations of broadcasting are of utter importance for the existence and the performance of the network and can benefit from parameter optimization on the broadcasting algorithm used in the network.
We have defined the optimization problem for the broadcasting strategy in MANETs as a multiobjective problem where a single solution is defined as a set of values for those parameters, and the objectives that must be simultaneously achieved are: Maximum Coverage, Minimum Bandwith usage and Minimum makespan. Experiments are conducted by simulation of the broadcasting protocol in a predefined network environment.
This paper applies the hybridization of two different MOEAs (MOPSO and ESN) to find the Pareto-optimal front, that is, the set of non-dominated solutions for this problem. In order to study the benefits of the hybridization, experiments using the non-hybridized algorithms, MOPSO and ESN, were also carried out. All experiments were compared using two standard metrics for evaluation of the solutions to multiobjective problems: Set Coverage and Hypervolume.
Results show that both algorithms and their different combinations are able to find non-dominated fronts that approximate the "true" Pareto-optimal front with adequate accuracy and distribution of the solutions.
When comparing the hybridizations, in terms of Hypervolume we cannot decide what performance is the best one, because its results are very similar. In terms of Set Coverage, we have proved that hybridization is a good tool to improve the results of MOPSO, but ESN without any hybridization obtains better fronts than other combinations of MOPSO and ESN.
