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Abst rac t - -The  augmented Lagrangian method (also referred to as an alternating direction 
method) solves a class of variational inequalities (VI) via solving a series of sub-VI problems. The 
method is effective whenever the subproblems can be solved efficiently. However, the subproblem to
be solved in each iteration of the augmented Lagrangian method itself is still a VI problem. It is 
essentially as difficult as the original one, the only difference isthat the dimension ofthe subproblems 
is lower, In this paper, we propose a new alternating direction method for solving a class of monotone 
variational inequalities. In each iteration, the method solves a convex quadratic programming with 
simple constrains and a well-conditioned system of nonlinear equations. For such 'easier' subprob- 
lems, existing efficient numerical softwares are applicable. The effectiveness of the proposed method 
is demonstrated with an illustrative xample. © 2000 Elsevier Science Ltd. All rights reserved. 
Keywords - -var ia t iona l  inequalities, Alternating direction method, Convergence properties. 
1. INTRODUCTION 
Let f be a mapping from R n into itself, B E R mxn and b E R m. Many problems in economics, op- 
erations research, and t ransportat ion equil ibrium problems [1-5] have the following mathemat ica l  
form of variat ional inequalities (VI). F ind x* E S, such that  
vI (s ,  f )  (x - x*)* / (x*)  > 0, vx  ~ s, (1) 
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where S = S1 or S = $2, 
St :=(xER n lBx=b,  x>_O}, 
S2:=(xER n l Bx  > b, x >_O}. 
(2) 
(3) 
The VI problem plays a significant role in mathematical programming and has been studied by 
many researchers, for example, see [2,6-14]. 
A usual approach for solving VI(S, f) is to transform it into an equivalent minimization prob- 
lem. An obvious advantage of this approach lies in the fact that the latter problem is easier and 
may he solved by descent methods which possess a global convergence property [15]. If f (x)  
is the gradient of a differentiable function 0 : R n --, R, then problem (1) is equivalent to the 
minimization problem 
min{0(x) Ix E S}. 
As is well known in [16, Theorem 4.16], when the mapping f is differentiable, a necessary and 
sufficient condition for f to satisfy the above condition is that the Jacobian matrix Vf(x) is 
symmetric. Unfortunately, this symmetric ondition does not hold in many practical equilib- 
rium problems [2,15]. In this paper, we focus our attention on the problems in which Vf(x) is 
asymmetric and call the related VI(S, f) asymmetric variational inequalities. 
Typically, problems in network economics are often solved by decomposition methods [2]. For 
the case that S = Si (see (2)), Gabay and Mercier [17,18] proposed the following alternating 
direction method (augmented Lagrangian method). Given (x k, Ak), compute xk+i >_ 0 (with 
temporally fixed Ak), such that 
(X'--xk+I) T { f (xk+l ) - -BT[Ak- (Bxk+l - -b ) ]}  >0, Vx' _> 0, (4) 
and then update 
Ak+i = )~k _ ,y (Bxk+i _ b) , (5) 
where 7 E (0, 2). This method has been proved to be fairly efficient [17]. We can also use the 
augmented Lagrangian method to solve the problem with S - $2, by attaching a slack vector y 
to reform $2 as 
{(x,y) ER  nxR m]Bx-y=b,  x>O,y>O}.  (6) 
This will lead to the amplification of the dimension of subproblem (4). 
Another decomposition method for solving VI(S, f) with S = $2 is referred to as a method 
of multiplier in the literature [17-20]. At each iteration of this method, the new iterate z0 = 
(~, ~j, ~) E R~_ x R'~ x R m is generated from a given triple w = (x, y, A) E R~_ x R T x R m by the 
following procedure. First, ~ _> 0 is obtained (with y and ~ held fixed) by solving 
(x '  - ~)T  ( f (~)  _ B T [)~ _ (B~ - y - b)]) > 0, Vx '  > 0, (7) 
and then ~) is produced (with ~ and ~ held fixed) by solving 
(y, _ ~))T ([A -- (S~ - ~ - b)]) > 0, Vy' > 0 
(in fact, # = max{0, B~ - A - b}). Finally, the multipliers are updated by 
= A- 'y (S~-  9 -  b), 
where 7 6 (0, (1 + vf5/2)). The convergence proof of this method can be found in [18,19]. 
Recently, further properties associated with the alternative direction method of multipliers were 
investigated in [21], which are helpful in understanding the algorithm. 
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However, both subproblems (4) in the augmented Lagrangian method and (7) in the alternating 
direction of multipliers remain nonlinear asymmetric variational inequalities, they are essentially 
as difficult as the original one. 
The purpose of this study is to develop a new alternating direction method, in which each itera- 
tion consists of solving some easier problems. The proposed method alternatively solves a convex 
quadratic programming with simple constrains (or a equivalent symmetric linear complementar- 
ity problem when S -- $2) and a well-conditioned system of nonlinear equations with n-variables. 
In contrast with the original augmented Lagrangian method, to solve such subproblems i  much 
easier than solving a nonlinear asymmetric variational inequality. In addition, the subproblems 
in the proposed method can be solved by many existing efficient mathematical softwares [22-24]. 
The paper is organized as follows. In Section 2, we give the new alternative algorithm for 
problem VI(S, f) and some remarks. In Section 3, some inequalities, useful for apprehending the 
algorithm, are proved and from those inequalities, we get the convergence ofour method. Finally, 
we give a numerical example to demonstrate he ability of the proposed method. 
2. ALTERNATING DIRECTION METHOD 
For analysis convenience, we consider the following structured variational inequality problem. 
Find u* E ~ such that 
VI(~, F) (u - u*)T F(u *) > O, Vu e ~, (8) 
where 
Note that problem VI(S, f) can be translated to this uniform description: in both cases S -- $1 
and S:S2 ,  wehaveA:  (/B), a----(b), and Y is a set in Rm+n with 
Y = YI x YII, YI C R m, and YI~ = R~_(the positive orthant in Rn). (10) 
The only difference is Y1 = R m when S = S1 and Yi = R~ when S = $2. In other words, the 
problem of form (1) is a special case of VI(~, F). For constructing the new alternating direction 
method, we attach problem (8),(9) with following regular assumptions. 
1. f is a continuous monotone operator on R n, i.e., 
(x - x')T ( : ( z )  - : (x')) > 0, vx ,  x '~  n ~ 
2. The solution set of problem VI(~, F), denoted by ~*, is nonempty. 
Let [[. [[ denote the Euclidean orm and Py(y) denote the projection of y on the closed convex 
set Y. Since the projection operator is nonexpansive, we have 
[[PY(Y) - Pv(Y')[[ <_ [[Y - Y'I[, Vy and y'. (11) 
It is well known [2,9,10] that VI(~, F) is equivalent to finding a solution of the following projection 
equation: 
u = P~[u - F(u)]. 
In other words, our task is to find a zero point of the function 
e(u) := u - Pn [u - F(u)]. 
For problem (8),(9), 
e(u) = ( f (x ) - -ATy)  (12) 
Y-  Pv[Y -  (Ax -a ) ]  " 
In the literature of variational inequalities [2,6,9,10,25], He(u)[] is always viewed as an 'error 
bound', which quantitatively measures how much u fails to be in ~*. The following is our 
alternating direction method for problem VI(~, F) in form (8) and (9). 
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A New Alternating Direction Method for VI(Q, F) 
Given 7 E (0, 2), ~ > 0, and x ° e R n, set k = 0. 
For k = 0 ,1 , . . . ,  do: 
1. compute yk such that 
(yt- -yk) T { (nxk- -a ) - -n ( f (xk ) - -nTyk)}  >0, 
2. if IIf(x k) - ATykll < ~, output x k, yk, and then stop. 
Otherwise, compute xk+l such that 
~+1 + s (x~+l) = ~ + s (~) -~(s  (~) - 4~¢)  
REMARK 1. First, using the notation of e(u) in (12), we have 
I I f (x) -  ATyll < It~(u)ll. 
Vy' E Y; (13) 
(14) 
(17) 
For S = $2 (Yl = R~), problem (16) is equivalent to a symmetric linear complementarity problem 
y > O, AATy + q > O, yT (AATy + q) = O, 
which can be solved by pivotal Lemke method [22]. In both cases S = $1 and S = $2, the solution 
of subproblem (13) in Step 1 of the proposed method can be obtained within finite steps. 
REMARK 3. It is easy to solve subproblem (14) in Step 2. Let 
](x)  = x + : (z)  and ck = x k + f (~)  -~( f  (~)  - A :y~)-  
So problem (14) is equivalent to solving ](x) = ck. This is a system of nonlinear equations. 
Because S is a monotone operator, ] is strictly monotone and (x ' -x )  T (](x t) - ](x)) ~ IIx'-xH 2, 
Vx' ,x  E R n. Then the system of ](x) - ck = 0 is well conditioned. Since V](x) = I + 
Vf (x )  is positive definite, it is easy to apply some triangular decomposition to I + VS(x) while 
solving ](x) - ck -- 0 with Newton methods [16,23,24]. 
Indeed, the subproblems in the proposed method are 'easier' in comparison with that in the 
augmented Lagrangian method. 
(16) 
I ) and q = xk _ f (xk) 
quadratic minimization problem with simple constraints 
I i n  {2  YTMy+qTy ' y E Y } .  
Note that for problem VI(~, F) translated from VI(S, f),  
Using the equivalence of the variational inequality and its related projection equation, we know 
that the solution of (13) satisfies y = Py[y - (Ax - a) + AT( f (x)  - A-Cy)]. Combining (11), we 
get 
Y f(x)  - ATy Ile(~)ll = - Py [y -  (Ax -  a)] 
-I f (x ) -ATY  I 
- Py [y - (Ax - a) - A (f(x) - ATy)] - Py[y - (Ax - a)] 
< f(x)  - ATy < (1 + IIAII)[If(z) - ATyH 
- A ( f (x ) -  ATy) - 
So we have 
1 
1 + [[AI[ [[e(u)[[ <_ Ill(x) - ATy]I <_ tle(u)ll, (15) 
and we can take [If(x) - ATyI[ < ¢ as a stopping criterion in the algorithm. 
REMARK 2. Subproblem (13) can be written as computing yk such that 
(y ' - -yk )T{Myk+q}>_O,  Yy 'eV ,  
where M = AA T, q = ( Ax k - a) - A f ( xk ). This is a symmetric LVI that is equivalent to a convex 
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3. CONVERGENCE ANALYS IS  
For convenience of analysis, in this section, we denote x k, yk, xk+i, and yk+l,  which are gener- 
ated by the proposed method, by x, y, 5:, and ~, respectively. 
PROPOSITION 1. For any  (x*,y*) E f~*, we have 
( (x  - x*) + ( f (x )  - f(x*))) T ( f (x )  - ATy)  >_ Ill(x) - ATyl l  ~. (18) 
PROOF. From (8),(9), (x*, y*) is a solution which means that 
f (x* )  = ATy  * 
and 
Since y E Y, we have 
(y, _ y.)T (Ax* - a) >_ O, Vy '  E Y. 
(y - y*)T (Ax* -- a) > O. 
On the other hand, from (13), we get 
(y. _ y)T ( (Ax  - a) - A ( f (x )  - ATy)) > 0. 
Adding the above two inequalities, we obtain 
( (x  - x*) - ( f (x )  - ASy)) T (ATy * -- ATy)  >_ O. (19) 
Substituting f (x* )  = ATy  * in (19), we get 
( (x  - x*) - ( f (x )  - ATy)) T ( ( f (x* )  -- f (x ) )  + ( f (x )  -- ATy)) _> 0. (20) 
Using the monotonicity 
(x - x*)s ( f ( z )  - f (x* ) )  _> 0, 
the assertion of this proposition is derived from (20) straightforwardly. | 
PROPOSITION 2. For any (x*, y*) E ~*, we have 
II(~ - x*) + (S(~) - f(x*))ll 2 _< II(x - x*) + ( f (x )  - f(x*))ll 2 - 7(2 - 7)I If(x) - ATyll 2. (21) 
PROOF. From the method (see (14)), we have 
( f c -  x*) + (f(5c) - f (x* ) )  = (x -x* )  + ( f (x )  - f (x* ) )  - 7 ( f (x )  - ATv)  . 
Using (18) and by a simple manipulation, we get 
II(5: - x*) + (f(~) - f(x*))]l 2 -- l](x - x*) + (f(x) - f(x*)) - 7 (.f(x) - ATy)112 
= II(x - x* )  + ( f (x )  - f (x* ) ) l l  2 - 27( (x  - x*)  
+ ( f (x )  - f(x*))) T ( f (x )  -- ATy)  
+ 72 Hf(x) -- ATyll 2 (using (18)) 
_< [[(x -- x*) + ( f (x )  -- f (x*)) l l  2 -- 2 7 Ill(x) -- ATyll 2 
+:  lls( ) - ATyll ~ 
= I I (x  - x* )  + ( : (~)  - $ (x* ) ) l l  2 - ~(2  - ~ , ) I I s (~)  - AT II • 
Proposition 2 indicates a desirable property of the proposed method that the sequence {II ( xk - 
x*) + ( f (x  k) - f(x*))[[  } is monotonically decreasing. Inequality (21) tells us that if []f(x) --ATy[[ is 
large, we get a big 'profit' from the current iteration. Conversely, if [If(x) --ATy[[ is small enough, 
from (15) in Remark 1, we can see that the current iterate u = (x ,y )  is a good approximate 
solution of problem (8),(9). 
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PROPOSITION 3. Let {u k = (x k, yk)} be the sequence generated by the new alternating direction 
method. Then we have 
lira IIs (x~) - AT?II =0 
k---*oo 
and lim I l e (~) l l=o .  
k--.*oo 
PROOF. Let (x*, y*) be a fixed solution point. From Proposition 2, we know that 
oo 
Z (~-  ~)~ Ins - ATykll ~ -( II(~ ° - ~')  + (s (x °) - s(x')) II ~. 
k=O 
So it follows that limk-.oo I IS(x k) - AVykll2 = 0. From (15), we have limk-~oo I le(uk)l l  = 0 and  
the assertion is proved. | 
Because solving problem (8),(9) is equivalent to finding a zero point of e(u), we have the 
following theorem from Proposition 3. 
THEOREM 1. Let {u k = (x k, yk) } be the sequence generated by the proposed alternating direc- 
tion method for problem VI(fl, F) in form (8),(9). Then we have 
lim x k =x" and lim II AT (y* -¢)11 =0,  
k--*¢o,  k--*co 
where u* = (x*, y*) is a solution of (8),(9). Furthermore, if the matrix A has full row rank, then 
limk--,oo u k = u*. 
PROOF. First, let (~, Y) be a solution point. It follows from (21) and the monotonicity of f that 
II x~ - ~11 ~ _< I1(~ ~ - ~) + (s (x~) - f (~))11 ~ _< II(x ° - ~) + (s  (x °) - s (~))112 , (22) 
and thus, the sequence {x k) is bounded. Hence, {x k} has at least a cluster point. Say x* is a 
cluster point of {x k } and {x k# } -* x*, we have 
lira e(x*,y k#) = aim e(xkJ,y kj) =0. 
j-.o¢ j - .~  
Substituting 2 in (22) by x*, we have 
IIx ~ - ~'11 ~ <_ II(x ~ - ~') + (s (~k) _ s (~. ) )  ii ~. (23) 
Since {x k~ } is a subsequence of {xk} and 
it follows from (23) that 
lira II(xkJ - x*) + (S (x~J) - S(~*))I! ~ =0,  
j - *oo  
liE X k ~ X*. 
k--*c~ 
Let u* -- (x*, 9") be a solution point, then we have AT9 * ---- f(x*). Since 
e(u)= ( f (x ) -ATy  ) lira x k=x*  and lim e(u k) =0,  
y - Py[y - (Ax - a)] ' k-.oo k--,oo 
it follows that 
lim II AT (~-¢)11  < ~k m II.C-y~ - s (~)11 + lim IIs (~)  - s(~')ll =o. 
k--*oo - -  k--*oo 
If the matrix A has a full row rank, from limk-~oo HAT(y k -- Y*)H = O, we get lim~-~oo yk _~ y,, 
and hence, limk-.oo u k -- u*. The theorem is proved. | 
From (15), we know that IIf(x) - ATyl[ can also be viewed as an error bound. In the next 
proposition, we will show that the sequence of error measure function, {llf(x k) -ATy  k II}, is also 
monotonically decreasing. This is another useful property of the proposed method. 
PROPOSITION 4. 
sequence {llf(x k) - ATykll } is monotonidal ly  decreasing. In detail, we have 
l i ra ) -  AToll: -< Ils(~)- ATYll ~ 2--y II(s(2)- ATy) - (f(x)- ATy)II ~, 
'7 
PBOOF. First, we have the following identity: 
l lm) - A:~II: = II (:(~) - A :  y) + ((:(2) - A::) - (:(x) - A:v))II ' 
: llf(x)- ATylI~+ ll(m)- ATe) _ (f(x)- ATY)II ~ 
+ 2 ( f (x )  - ATy) T ((f(2) - AT#) -- ( f (x )  -- ATy)) .  
Hence, to get (24), we need only to show that 
7(f(x)-  ATy) T [ ( f (x ) -  ATy) -- (f(2)- ATe))] _> II(s(x)- ATy) - ( f (2 ) -  AT~) I I  ~ . 
From (13), we have 
and 
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Let  { (x k, yk) } be the sequence generated by the Mternative method, then the 
(z) - y)T [ (Ax - a) - A ( f (x )  - ATy)] > 0 
(24) 
(25) 
(26) (y_  ~)T [ (A2-  a) - A ( f (2 ) -  ATe)] > 0. 
Adding (25) and (26), we get 
(~_  y)T {A(x -  2) - A [(f(x) - ATy)  -- ( f (2 ) -  ATe)]} _> 0, 
i.e., 
(AT~ -- ATy) T ix  -- 2) + (ATy  -- ATe) T If(z) -- ATy -- (f(2) -- ATe)] > 0. (27) 
Note that the first term of the left side of (27) can be changed to 
(AT~ -- ATy) T (x -- 2) = ( ( f (x )  -- ATy)  -- ( f (2 )  -- ATe) + (f(2) -- f(x))) T (x -- 2) 
= (x -- 2) T [(f(x) -- ATy)  -- ( f (2 )  -- ATg)] (28) 
-I- (f(2) - f(x))T(x -- 2). 
Furthermore, the second term of the left side of (27) can be changed to 
(A%- AT~)T [(S(x)- ATy) - (f(2)- AT~)] 
= (S(x)  - f(2)) T [(f(x) - ATy)  - ( f (2 )  - ATe))] (29) 
--I[ ( f (x )  -- AT  y) _ ( f (2 )  -- AT~/)iI 2" 
Since f is monotone, we have 
( f (2 )  - f (x ) )T  (x -- 2) <_ O. (30) 
From (27)-(30), we obtain 
([( x - 2)) + ( f (x )  - f(2)] T [f(x) - ATy - ( f (2 )  -- ATe)] 
- I I ( f (x ) -  ATy)  - ( f (2 ) -  ATe) II 2) 
> (AT~ -- ATy) T (x -- 2) + (ATy  -- ATe)) T [f(x) -- ATy -- ( f (2 )  -- AT#)] 
>_0. 
With (x - 2) + ( f (x )  - f(2)) = 7(f(x) - ATY) ,  we get 
7 ( f (x )  - ATy) T [f(x) -- ATy -- ( f (2 )  -- ATe)] _> [If(x) -- ATy -- ( f (2 )  -- AT#)112 . 
Hence, the proposition is proved. | 
For the sequence {u k} = {(x k, yk)} generated by the proposed method, both the sequences 
{ I] ( x k -x* )  + ( f ( x k) - f(x*))ll } (see (21)) and { ll f ( x k) - A T yk ll } are monotonically decreasing, 
and hence, the method is stable. 
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4. A NUMERICAL  TEST  EXAMPLE 
As we mentioned in the introduction, our main interest is to divide a hard problem (here 
an asymmetric variational inequality) into a series of easier problems (here a series of convex 
quadratic programming problems and well-conditioned systems of nonlinear equations). For 
testing the ability of the proposed method, we take an example from [5]. Finding x* E S such 
that 
(z - z*)r / (z  *) >_ o, Vz S, 
where 
f(x) = 
0.726 -0.949 
1.645 0.678 
-1.016 -0.225 
1.063 0.587 
-0.256 1.453 
[ arctan(xl - 
| arctan(x  
+ 10 ]arctan(x3 
~ arctan(x4 
\ arctan(x5 
0.266 
0.333 
0.769 
-1.144 
-1.073 
2) 
2) 
2) + 
2) 
2) 
-1.193 
-0.217 
0.934 
0.550 
0.509 
5.308 ~ 
0.008 
-0.938 
1.024 
-1.312/ 
_o.5o4, 
-1 .443|  x~ 
1.007 | x3 
-0.548 J x4 
1.026 / x5 
and 
S = x E R 5 
5 } 
~xi  > 10,xi >_ 0, i - -  1,2. . .5 . 
i=1 
The solution of this problem is x* = (2, 2, 2, 2, 2). For this instance, the set S = $2 where 
B = (1, 1, 1, 1, 1) and b = 10. 
Therefore, in our standard form (8),(9) 
A = 
1111i)0 (li/ 1 0 0 0 0 
0 1 0 0 
0 0 1 0 , a= , 
0 0 0  1 
0 0 0 0 
and Y = R~_. 
The matrix M in (17) is 
5 1 
1 1 
M = AA -r = 1 0 
1 0 
1 0 
1 0 
111i) 0 0 0 ~ 
1 0 0 
0 1 0 
0 0 1 
0 0 0 
It is easy to verify that VI(S, f) is equivalent o VI(S,/3f). We scale the mapping f by a 
factor/3 = 0.1. 
The problem is solved by the proposed method. Note that for this test problem, subprob- 
lem (13) is a symmetric monotone linear complementarity problem with six variables, and sub- 
problem (14) is a well-conditioned system of nonlinear equations with five variables. In the 
implementation, we solve subproblem (13) by using the standard Lemke Algorithm [2]. Subprob- 
lem (14) is iteratively solved by Newton method [23]. In each main Newton iteration, we use 
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the solution of the last main iteration as the starting point. The stopping criterion for subprob- 
lem (14) is that the max-norm of the residue is less than 10 -s. All codes are written in Matlab 
and run on a P-]I 400 Personal Computer. The calculations are stopped as soon as 
II,t _ A uklloo 10-;.  
Theoretically, the method is convergent for all relaxation factor "y E (0, 2), in practice, "y should be 
close to 2 as in most relaxation methods. The test results with different starting points are listed 
in the following tables. For ~f = 1.8, the numbers of iteration and the CPU-time for different 
starting points are given in Table 1. Here, the total Lemke pivot steps and the total Newton 
steps in the whole iteration process are denoted by lk and nk, respectively. In fact, for this 
instance, we use only two Lemke pivot steps for subproblem (13) and two ~ three Newton steps 
for subproblem (14) in each main iteration 1. 
Table 1. Numbers  of iteration and CPU t ime with different start  points. 
x ° k (No. of Iter.) CPU (Sec.) IIx k - x*lloc 
x ° = (0, 0, 0, 0, 0) 10 0.43 2.84 x 10 - s  
x ° = (25, 0, 0, 0, 0) 14 0.66 2.22 x 10 - s  
x ° = (10,0, 10,0, 10) 11 0.50 5.70 x 10 - s  
x ° = (10,0 ,0 ,0 ,0)  11 0.50 4.12 x 10 - s  
x ° = (0, 2.5, 2.5, 2.5, 2.5) 9 0.38 9.06 x 10 - s  
lk nk 
20 26 
28 44 
16 33 
22 31 
18 23 
lk -= Total Lemke pivot steps in k iterations, nk --- Total Newton steps in k iterations. 
It seems reasonable that the numbers of iteration are fewer when the starting point is near 
the solution. Table 2 gives the numbers of iteration for different starting points and different 
relaxation factor % The results show that the larger the parameter "y E (0,2), the fewer the 
iteration number is. However, for 7 _> 2, we can easily construct an example to show the 
divergence. For 7 = 1.8, starting with x ° = (0, 0, 0, 0, 0) T, we can get a very good approximate 
solution in ten iterations. 
Table 2. Numbers  of iteration for different start ing points and relaxation factor % 
x ° -), = 0.2 
x ° ---- (0, 0, 0, 0, 0) 169 63 27 14 
x ° = (25, 0, 0, 0, 0) 197 74 33 19 
x ° = (10,0, 10, 0, 10) 179 67 29 16 
x ° = (10, 0, 0, 0, 0) 171 64 28 16 
x ° = (0, 2.5, 2.5, 2.5, 2.5) 154 54 25 14 
"),----0.5 "y = 1.0 ") '=1.5 7=1.8  
10 
14 
11 
11 
The same problem was solved in [5] by Taji, Fukushima and Ibaraki (in short TFI  method). 
For VI(S, f ) ,  in k th iteration, the TFI  method uses d k = Z(x  k) - x k to minimize Fukushima's 
merit function 
1 
Oa(x) := (x - Ps, a (x - G - I f (x ) ) )  r f (x )  - ~ II=- Ps ,a  (x - G - i f (x ) ) I I  2, (31) 
where Z(x  k) E S that solves linear variational inequality 
(x - z (xk))T (Vf (xk)T (Z + f > 0, Vx S, (32/ 
1We have also tested for H.f(x k) - ArykHoo < e = 10 - l ° ,  where the stopping criterion for subproblem (14) is 
that  the  max-norm of the  residue is less than  10 -12 . In this case, the proposed method needs three more main  
i terat ions and the solutions generated by the method satisfy IIx k - x* Im~ < 10-1°.  
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and PS, G(X) is defined as the unique solution to the following mathematical program: 
min{[[z - x[[G ] z • S}, (33) 
where G is a symmetric positive definite n x n matrix and ]]. [[G denotes the G-norm in R n, 
which is defined by ][X[[G = (x-rGx) 1/2. Under the assumption of F being strongly monotone 
with module # > 0 on S, i.e., 
(x - z)-r( f (z)  - f (z ) )  >_ #llx - zll 2, Yx,  z • S, (34) 
and the matrix G satisfying 
IlC[I _ 2~, (35) 
it was proved that d k is a feasible descent direction of 0G(x) at x k (see [5, Lemma 4.1]). Using 
direction d} and Armijo's line search technology, Taji, Fukushima and Ibaraki presented a de- 
scent method to minimize Fukushima's merit function (31). For strongly monotone variational 
inequalities, TFI method was proved globally quadratical convergent. The main work of each 
iteration in TFI method is to solve subproblem (32) that is an asymmetric linear variational 
inequality. 
We quote the iteration umbers ofTFI method and list them together with the numbers of
iterations ofthe proposed method in Table 3. In TFI method, the matrix G was chosen to be 
the identity matrix multiplied by 0.01. 
Table 3. Iteration numbers by different s arting points and methods. 
x ° The Proposed Method TFI Method 
x ° = (25, 0, 0, 0, 0) "r 14 5 
x ° = (10,0, 10,0, 10) -r 11 6 
x ° = (10, 0, 0, 0, 0) "r 11 5 
x ° = (0, 2.5, 2.5, 2.5, 2.5) T 9 4 
For this problem, it seems that the proposed method needs more iterations than TFI  method. 
The reason is that TFI method is a Newton method and is quadratically convergent. Never- 
theless, it should be noted that TFI  method requires trong monotone assumption. In addition, 
implementation of TFI method needs an estimation for the strong monotone modulus # that 
satisfies (34), so that a matrix G with [[G][ < 2# can be chosen to guarantee that d k is a feasible 
descent direction of OG(x) in (31). This is, however, a difficult task, because there exists no 
simple way to check whether a mapping is strongly monotone and to estimate the module # (in 
the case when the strong monotonicity holds). Under proper conditions, the proposed method in 
this paper seems to be linearly convergent as the augmented Lagrangian method. Instead of the 
strong monotonicity of f on S, here we need monotonicity of f on R n. 
4. CONCLUSIONS 
In this paper, we proposed a new decomposition method for solving asymmetric variational 
inequalities. The method deals with different problems (both S = $1 and S = $2) in a uniform 
framework. The existing decomposition methods olve the original problem via solving a series of 
similar low-dimensional problems, which is essentially as hard as the original one. Our proposed 
method divides the original problem into a system of linear equations (or a symmetric monotone 
linear complementarity problem) and a well-conditioned system of nonlinear equations. For such 
'easier' subproblems, many excellent numerical methods have been designed in the literature [22- 
25]. As Rice pointed out in [26], the cost of developing just one good program is more than the 
cost of acquiring several hundred good programs from IMSL, ACM, and similar sources. Hence, 
it is meaningful to divide the original problem to a series of easier problems, such as convex 
quadratic programming in (13) and the well-conditioned system of nonlinear equations in (14), 
for which there are good programs in software libraries. 
Alternating Direction Method 937 
REFERENCES 
1. S. Dafermos, Traffic equilibrium and variational inequalities, Transportation Science 14, 42-54, (1980). 
2. C.E. Lemke, Bimatrix equilibrium points and mathematical programming, Management Science 11,681-689, 
(1965). 
3. A. Nagurney, Network Economics, A Variational Inequality Approach, Kluwer Academic, Dordreeht, (1993). 
4. A. Nagurney and P. Ramanujam, Transportation network policy modeling with goal targets and generalized 
penalty functions, Transportation Science 30, 3-13, (1996). 
5. K. Taji, M. Fukushima nd T. Ibaraki, A globally convergent Newton method for solving strongly monotone 
variational inequalities, Mathematical Programming 58, 369-383, (1993). 
6. P.T. Harker and J.S. Pang, Finite-dimensional v riational inequality and nonlinear complementarity prob- 
lems: A survey of theory, algorithms and applications, Mathematical Pro9rammin9 48, 161-220, (1990). 
7. P.T. Harker and B. Xiao, Newton's method for the nonlinear complementarity problem: A B-differentiable 
equation approach, Mathematical Programmin9 48, 339-357, (1990). 
8. B.S. He, A projection and contraction method for a class of linear complementarity problem and its application 
in convex quadratic programming, Applied Mathematics and Optimization 25, 247-262, (1992). 
9. B.S. He, A new method for a class of linear variational inequalities, Mathematical Programmin9 66, 137-144, 
(1994). 
10. B.S. He, A class of projection and contraction method for monotone variational inequalities, Appl. Mathe- 
matics and Optimization 35, 69-76, (1997). 
11. G. Isac, Complementarity Problems, Lecture Notes in Mathematics, Volume 1528, Springer-Verlag, Berlin, 
(1992). 
12. A. Nagurney, S. Thore and J. Pan, Spatial market policy modeling with goal targets, Operations Research 
44, 393-406, (1996). 
13. M.A. Noor, Some recent advances in variational inequalities, Part I. Basic concepts, New Zealand J. Math. 
26, 53-80, (1997). 
14. M.A. Noor, Some recent advances in variational inequalities, Part If. Other concepts, New Zealand J. Math. 
26, 229-255, (1997). 
15. M. Fukushima, Equivalent differentiable optimization problems and descent methods for asymmetric varia- 
tional inequality problems, Mathematical Programming 53, 99-110, (1992). 
16. M.A. Noor, An implicit method for mixed variational inequalities, Appl. Math. Left. 11 (4), 109-113, (1998). 
17. D. Gabay, Applications of the method of multipliers to variational inequalities, In Augmented Lagrange 
Methods: Applications to Solution of Boundary-Valued Problems, (Edited by M. Fortin and R. Glowinsky), 
pp. 299-331, North Holland, Amsterdam, the Netherlands, (1983). 
18. D. Gabay and B. Mercier, A dual algorithm for the solution of nonlinear variation problems via finite-element 
approximations, Computers Math. Applic. 2 (1), 17-40, (1976). 
19. R. Glowinski, Numerical Methods for Nonlinear Variational Problems, Springer-Verlag, New York, (1984). 
20. R. Glowinski, J.L. Lions and R. Tremolieres, Numerical Analysis of Variational Inequalities, North-Holland, 
Amsterdam, (1981). 
21. B.S. He and H. Yang, Some convergence properties of a method of multipliers for linearly constrained mono- 
tone variational inequalities, Operation Research Letters 23, 151-161, (1998). 
22. M.S. Bazaraa nd C.M. Shetty, Nonlinear Programming Theory and Algorithm, pp. 438-447, John Wiley 
and Sons, (1979). 
23. J.E. Dennis and R.B. Schnabel, Numerical Methods for Unconstrained Optimization and Nonlinear Equa- 
tions, Prentice-Hall, Englewood Cliffs, N J, (1983). 
24. R. Fletcher, Practical Methods of Optimization, Wiley, New York, (1985). 
25. J.M. Ortega and W.C. Rheiboldt, Iterative Solution of Nonlinear Equations in Several Variables, Academic 
Press, New York, (1970). 
26. J.R. Rice, Numerical Methods, Software, and Analysis, Second Edition, Academic Press, Harcourt Brace 
Jovanovich, (1993). 
27. J.S. Pang, Error bounds in mathematical programming, Mathematical Programming T9, 299-332, (1997). 
28. H. Yang, Multiple equilibrium behaviors and advanced traveler information systems with endogenous market 
penetration, Transportation Research B 32, 205-218, (1998). 
29. B.S. He, Inexact implicit method for general monotone variational inequalities, Mathematical Programming 
86, 199-217, (1999). 
