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Two designs are geometrically isomorphic if one design can be
obtained from the other by reordering the runs, relabeling the
factors and/or reversing the level order of one or more factors.
In this paper, some new necessary and sufficient conditions for
identifying geometric isomorphism of symmetric designs with
prime levels are provided. A new algorithm for checking geometric
isomorphism is proposed and a searching result for geometrically
non-isomorphic 3-level orthogonal arrays of 18 runs is presented.
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1. Introduction
Factorial designs are commonly used in various fields. In such an application, a number of fixed
levels are selected for each factor and then some level-combinations are chosen to be the runs in
an experiment. A factor can be either qualitative or quantitative. An important problem in practice
is the choice of optimal factorial designs. Optimal designs are naturally expected to be identified
according to some design criterion from a set of candidate designs. To assure that the optimal design
is indeed the global optimal one, the candidate set is usually very large, and even infinite for designs
with quantitative factors if we do not impose some discretization. The computer search is exhaustive.
To save time, one needs to tell whether two designs are in fact ‘‘equal’’ or not. For qualitative factors,
two designs are said to be equivalent or combinatorially isomorphic, if one design can be obtained
from the other by reordering the runs, relabeling the factors and/or switching the levels of one or
more factors. Since combinatorially isomorphic designs share the same statistical properties in the
classical ANOVA model and are essentially the same, we need only to consider one of them in any
search for optimal designs to avoid burdensome computations. However, the ANOVA model is not
suitable for a designwith quantitative factors, which aims to fit amodel that indicates the relationship
between the factors and response. Cheng andWu [5] reported that level permutations of a 3n−k design
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could lead to different model efficiencies when a polynomial model is fitted and defined the ‘‘model
isomorphism’’. Cheng and Ye [4] pointed out that such a model non-isomorphism is the result of
different geometric structures caused by permuting the levels of factors. Furthermore, they defined
geometric isomorphism for two designs with quantitative factors. Two designs are geometrically
isomorphic if one design can be obtained from the other by reordering the runs, relabeling the factors
and/or reversing the level order of one or more factors.
For two-level designs, combinatorial isomorphism is equivalent to geometric isomorphism and
has been studied extensively in the literature. Draper and Mitchell [7,8] proved that having the same
word-length pattern is necessary for the equivalence of two such designs. Draper andMitchell [9] and
Chen and Lin [2] showed that the letter pattern, which counts the frequencies of letters contained in
the definingwords of different lengths, does not uniquely determine a two-level design. Chen et al. [3]
proposed a comprehensive algorithm for detecting combinatorially isomorphic designs beyond the
comparisons of word-length patterns and letter patterns. Clark and Dean [6] presented a method of
determining isomorphism of any two factorial designs by examining the Hamming distance matrices
of their projection designs and provided an algorithm for checking the isomorphism of two-level
fractional factorial designs. Ma et al. [13] proposed an algorithm for detecting the combinatorial
isomorphism of two-level and high-level designs. Lin and Sitter [11] created a new isomorphism
check and constructed a complete catalog of non-isomorphic 2k−p designs, the final step in their
isomorphism check algorithm refers to that of Clark and Dean [6]. Recently, Liu et al. [12] proposed a
three-dimensional matrix named LIPM and showed that LIPM is an efficient tool for the isomorphism
check of regular two-level fractional factorial designs. However, necessary and sufficient conditions
for identifying geometric isomorphism had not been provided until Clark and Dean [6] gave some
discussions. Cheng and Ye [4] developed another one based on indicator functions in polynomial
forms.
This paper aims at providing some new necessary and sufficient conditions and an algorithm for
identifying geometric isomorphism and is organized as follows. Section 2 gives some preliminary
notation and results before the main results are presented. In Section 3, we propose some new
necessary and sufficient conditions for identifying geometric isomorphism of symmetric designs with
prime levels. In Section 4, a new algorithm for checking geometric isomorphism is proposed and a
searching result for geometrically non-isomorphic 3-level orthogonal arrays of 18 runs is presented.
Section 5 points out that some of the theoretical results are suitable for any symmetric design,
whatever levels it has.
2. Preliminary notation and results
A symmetric factorial design of N runs and n factors with p levels is an N × nmatrix with entries
from a set of p symbols and denoted by (N, pn). Except in Section 5,we assume that p is a prime greater
than 2 and the p levels are taken to be (−p+1)/2, (−p+3)/2, . . . , (p−1)/2. If the pt possible level-
combinations appear equally often for any t columns of an (N, pn)-design, the design is said to be
an orthogonal array with strength t and denoted by OA(N, pn, t). When t = 1, the design is called
balanced, and when t ≥ 2, the columns of the design are said to be orthogonal with each other.
Consider the following equivalence classes partitioning the set Z of integers:
[(−p+ 1)/2] = {(−p+ 1)/2+ pk, k ∈ Z},
[(−p+ 3)/2] = {(−p+ 3)/2+ pk, k ∈ Z},
· · ·
[(p− 1)/2] = {(p− 1)/2+ pk, k ∈ Z}.
Wedefine twobinary operations on the setEp = {[(−p+1)/2+i], i = 0, . . . , p−1}of the equivalence
classes as
[a] + [b] = [a+ b], [a] · [b] = [a · b],
where a is an element of set [a], so is b, and the sum a + b and product a · b are the ordinary sum
and product of a and b, respectively. Obviously, the set Ep forms a finite field, in which the identity
elements for the operation ‘‘+’’ and ‘‘·’’ are [0] and [1], respectively.
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Table 1
Operation+.
+ −2 −1 0 1 2
−2 1 2 −2 −1 0
−1 2 −2 −1 0 1
0 −2 −1 0 1 2
1 −1 0 1 2 −2
2 0 1 2 −2 −1
Table 2
Operation ·.
· −2 −1 0 1 2
−2 −1 2 0 −2 1
−1 2 1 0 −1 −2
0 0 0 0 0 0
1 −2 −1 0 1 2
2 1 −2 0 2 −1
Lemma 1. For a prime p, let Fp be the set {(−p + 1)/2 + i, i = 0, . . . , p − 1} of integers and let
ϕ : Ep → Fp be the mapping defined by ϕ([a]) = a for a = (−p+ 1)/2+ i, i = 0, . . . , p− 1. Then Fp,
endowed with the field structure induced by ϕ, is a finite field.
Note that
ϕ([a] + [b]) = ϕ([a])+ ϕ([b]), ϕ([a] · [b]) = ϕ([a]) · ϕ([b]).
The finite field Fp has zero element 0, identity 1 and its structure is exactly that of Ep.
Example 1. Consider E5 = {[−2], [−1], [0], [1], [2]}, and F5 = {−2,−1, 0, 1, 2} with ϕ given by
[i] → i, i = −2, . . . , 2. The two operations for the elements in F5 are shown in Tables 1 and 2,
respectively.
Let α0, . . . , αp−1 denote the elements ofFp with αi = (−p+1)/2+ i, i = 0, . . . , p−1. For factors
with p levels, the set of complex contrasts is defined as {c0, . . . , cp−1} and the coefficients of the jth
contrast are given by c j(x) = exp(2π√−1αjx/p) for x ∈ Fp. Obviously, we have−
x∈Fp
cu(x)cv(x) =

0, u ≠ v,
p, u = v,
where cv(x) = cv(−x) is the complex conjugate of cv(x). Let H be the set Fp × · · · × Fp  
n
based on
operations+ and ·, and #u be the number of nonzero elements of a row vector u = (u1, . . . , un) ∈ H .
Let Cu(x) =∏nj=1 cuj(xj) and its complex conjugate be Cu(x) = Cu(−x) for u = (u1, . . . , un) ∈ H and
x = (x1, . . . , xn) ∈ H , then−
x∈H
Cu(x)Cv(x) =

0, u ≠ v,
pn, u = v.
Thus {Cu(H), u ∈ H} forms a set of orthogonal basis ofH , and any function onH can be expressed
as a unique linear combination of this set of basis.
Note that
exp(2π
√−1j/p) = exp(2π√−1(j+ p)/p), for (−p+ 1)/2 ≤ j ≤ −1, and
exp(2π
√−1j/p) = exp(2π√−1j/p), for 0 ≤ j ≤ (p− 1)/2
thus the complex contrasts defined here are identical to that defined by Bailey [1].
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Indicator functions were introduced by Fontana et al. [10] for studying two-level factorial designs
without replicates. Ye [18] generalized to accommodate replicates and Cheng and Ye [4] further
extended the work to general factorial designs. Let us review the definition of the indicator function
in Cheng and Ye [4].
Definition 1 (Cheng and Ye [4]). Let D be an (N, pn)-design. The indicator function FD(x) of D is a
function defined on H , such that for any x ∈ H , the value of FD(x) is the number of appearances
of point x in design D.
Note that a design is uniquely represented by its indicator function. From Theorem 1 in Pang and
Liu [14], this function can be expressed as in the following lemma.
Lemma 2. Let D be an (N, pn)-design. The indicator function of D can be represented as a linear
combination of the Cu(x)’s defined above: FD(x) = ∑u∈H buCu(x) for all x ∈ H , where bu = p−n∑
x∈D Cu(x). Particularly, b0 = p−nN, with 0 = (0, . . . , 0).
Based on the indicator functions of designs, we have a new way of identifying geometric
isomorphism in the next section.
3. Necessary and sufficient conditions for geometric isomorphism
Benefiting from the notation of the p levels, a necessary and sufficient condition for identifying
geometric isomorphism can be obtained as shown in the following theorem.
Theorem 1. Two (N, pn)-designs A and B are geometrically isomorphic if and only if there exists an N×N
permutation matrix L and an n× n matrix R = (rij) with only one nonzero element 1 or −1 in each row
and each column such that A = LBR.
Proof. Let xi be the ith factor (column) and xj be the jth run (row) of design B. Without loss of
generality, suppose design A is obtained from B by relabeling the factors xi1 , . . . , xin to x1, . . . , xn
and reversing the levels of factors x1, . . . , xk, then rearranging xj1 , . . . , xjN to x1, . . . , xN . Let L =
(ej1N , . . . , e
jN
N )
′ and R = (−ei1n , . . . ,−eikn , eik+1n , . . . , einn ), where eim is anm×1 column vector whose ith
element is 1 and the others are 0. Then we have A = LBR.
On the other hand, if there exist such matrices L and R that A = LBR, design A must be obtained
from B by permuting the runs according to L and relabeling and/or reversing the factors such that the
jth factor of design A is the ith factor of design B if rij = 1 or the reverse of the ith factor of design B if
rij = −1. This completes the proof. 
The complete search of all N! reorderings for the matrix L is time-consuming and the rest of this
section is devoted to avoiding it.
Theorem 2. Suppose FA(x) = ∑u∈H bu(A)Cu(x) and FB(y) = ∑u∈H bu(B)Cu(y) are the indicator
functions of (N, pn)-designs A and B, respectively. Then designs A and B are geometrically isomorphic
if and only if there exists an n × n matrix R = (rij) with only one nonzero element 1 or −1 in each row
and each column such that bu(A) = buR′(B) for any u ∈ H .
Proof. It is seen from Theorem 1 that if designs A and B are geometrically isomorphic, there exists a
permutation matrix L and a matrix R as defined in the theorem such that
A =
x1...
xN
 = L
y1R...
yNR
 ,
then for any u ∈ H , we have
bu(A) = p−n
N−
i=1
Cu(xi) = p−n
N−
i=1
Cu(yiR) = p−n
N−
i=1
CuR′(yi) = buR′(B).
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On the contrary, if the sufficient condition is satisfied, then
FA(x) =
−
u∈H
bu(A)Cu(x) =
−
u∈H
buR′(B)CuR′(xR′) = FB(xR′),
i.e., points x and xR′ appear the same times in designs A and B, respectively. Therefore, design A can
be obtained from B by permuting the runs and relabeling and/or reversing the factors such that the
jth factor of design A is the ith factor of design B if rij = 1 or the reverse of the ith factor of design B if
rij = −1. Thus the proof is completed. 
Let matrix Ui consist of those vectors u = (u1, . . . , un) satisfying #u = i and bu ≠ 0 as rows,
1 ≤ i ≤ n, and bi be a column vector whose jth element is the value of bu corresponding to the jth
row of Ui. Suppose Ui is of order li × n, then Theorem 2 implies that
Corollary 1. Two (N, pn)-designs A and B are geometrically isomorphic if and only if there exists an li× li
permutation matrix Li for 1 ≤ i ≤ n and an n × n matrix R = (rij) with only one nonzero element 1 or
−1 in each row and each column such that Ui(A) = LiUi(B)R and bi(A) = Libi(B) for 1 ≤ i ≤ n.
Corollary 2. If (N, pn)-designs A and B are geometrically isomorphic, then li(A) = li(B) and b′i(A)bi(A) =
b′i(B)bi(B) for 1 ≤ i ≤ n.
Usually, smaller i leads to larger li when N is fixed and n is rather large, and li may be even larger
than N . Therefore, searching Li’s or L is burdensome and inadvisable. Here, we propose a method for
identifying geometrically isomorphic designs by reordering rowswhich avoids the huge computation
needed for searching Li’s or L.
For any two different vectors x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ H , if xi = yi for i = k+1, . . . , n
and xk < yk for some k, then x is ordered before y according to the so called ‘‘Yates order’’. Let DY
denote the matrix obtained by rearranging the rows of a matrix D in Yates order. Then we have
Theorem 3. Two (N, pn)-designs A and B are geometrically isomorphic if and only if there exists an
n × n matrix R = (rij) with only one nonzero element 1 or −1 in each row and each column such that
AY = (BR)Y .
Proof. From Theorem 1, if A and B are geometrically isomorphic, there exists a permutation matrix
L and a matrix R as defined in the theorem such that A = LBR. That is, A and BR have identical row
vectors. Thus, AY must be identical to (BR)Y .
On the contrary, note that there exist permutation matrices LA and LB satisfying AY = LAA and
(BR)Y = LBBR. Thus, if there exists such an R that AY = (BR)Y , we have A = L′ALBBR, where L′ALB is still
a permutation matrix. According to Theorem 1, designs A and B are geometrically isomorphic. Thus
we complete the proof. 
Now, all we need to do is to find the matrix R. Note that such a matrix may be not unique, what we
care about is the existence of such amatrix not its uniqueness. An algorithm for identifying geometric
isomorphism is proposed in the next section.
4. Algorithms
Based on Corollary 2 and Theorem 3, the computational effort spent on testing geometric
isomorphism can be greatly reduced as in the procedure described below.
4.1. An algorithm for identifying geometric isomorphism
Suppose A and B are two (N, pn)-designs needed to be identified. The algorithm is carried out as
follows.
Step 1. Obtain bi(A), bi(B), li(A) and li(B), for i = 1, . . . , n.
Step 2. Compare (l1(A), . . . , ln(A)) and (l1(B), . . . , ln(B)). If they are different, the two designs are
geometrically non-isomorphic. Otherwise, goto Step 3.
446 F. Pang, M.-Q. Liu / Journal of Complexity 27 (2011) 441–448
Step 3. Compare (b′1(A)b1(A), . . . , b′n(A)bn(A)) and (b
′
1(B)b1(B), . . . , b
′
n(B)bn(B)). If they are not
equal, the two designs are geometrically non-isomorphic. Otherwise, goto Step 4.
Step 4. Perform a search for R. If R satisfies AY = (BR)Y , then stop, the two designs are geometrically
isomorphic. Otherwise, search another R. If no such an R is found after an exhaustive search,
the two designs are geometrically non-isomorphic.
Our Step 4 needs n!2n comparisons and each comparison requires O(N2) operations in theory for
theworst case, which presents a considerable time saving comparedwith n(n!)2 comparisons of Clark
and Dean [6] each requiring O(N!) operations, and n(n!)2n comparisons of Ye [18] each needing pn
operations.
Remark 1. Note that Xu [17] considered the delete-one-factor projection in checking isomorphism
basedon theprinciple that all columns in a regular design canbe generated from independent columns
through the defining relations in the defining contrast subgroup. For nonregular designs, the method
may not be so efficient as it is for regular designs and thus is not adopted in searching the matrix R
here. However, it would be better to have a systematic and efficient way for searching R.
4.2. An algorithm for constructing geometrically non-isomorphic p-level orthogonal arrays with
strength 2
Here, we generalize the algorithm of Sun et al. [15] for constructing 2-level orthogonal arrays to
construct a complete catalog of geometrically non-isomorphic p-level orthogonal arrayswith strength
2, where p is a prime greater than 2.
Step 1. Given p,N = kp2, and n∗ which is used for stopping the search.
Step 2. For n = 2, there is only one geometrically non-isomorphic OA(N, pn, 2). Denote the set
consisting of the only design byD∗N,n.
Step 3. From each design inD∗N,n, obtain designs with n+1 columns by adding any possible balanced
column such that the additional column is orthogonal to the existing n columns. LetDN,n+1 be
the set of designs obtained in this way.
Step 4. Based on the algorithm in Section 4.1, classify all the designs inDN,n+1 into groups such that
designs in the same group are geometrically isomorphic and designs in different groups are
geometrically non-isomorphic. Take only one design from each group to constitute the set
D∗N,n+1.
Step 5. Set n = n + 1. If n < n∗, goto Step 3; Otherwise, a complete catalog of geometrically non-
isomorphic OA(N, pn, 2)’s is obtained, i.e. those designs in the setsD∗N,n for n = 2, . . . , n∗.
Example 2. There is only one geometrically non-isomorphic OA(18, 32, 2)which is two replicates of
anOA(9, 32, 2). Without loss of generality, we start our construction of geometrically non-isomorphic
3-level orthogonal arrays of 18 runs from the OA(18, 32, 2)with columns
(−1,−1,−1,−1,−1,−1, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1)′ and
(1, 0,−1, 1, 0,−1, 1, 0,−1, 1, 0,−1, 1, 0,−1, 1, 0,−1)′.
In Step 3, 23436 balanced columns are found to be orthogonal to the two columns, and
13 geometrically non-isomorphic OA(18, 33, 2)’s are identified in Step 4. Eventually, we obtain
137 OA(18, 34, 2)’s, 333 OA(18, 35, 2)’s, 485 OA(18, 36, 2)’s and 291 OA(18, 37, 2)’s that are
geometrically non-isomorphic, respectively. The third columns of the 13 geometrically non-
isomorphic OA(18, 33, 2)’s are shown in Table 3.
Remark 2. It has been brought to our attention by one referee that in an unpublished manuscript
by Tsai et al. [16], the authors have developed another algorithm for checking isomorphism and
then presented a catalog of 18-run designs. In particular, they found that there are a total of
133 geometrically non-isomorphic OA(18, 34, 2)’s, 332 OA(18, 35, 2)’s, 478 OA(18, 36, 2)’s and 284
OA(18, 37, 2)’s. Comparing with their results, we have obtained more geometrically non-isomorphic
designs via the new algorithm.
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Table 3
The third columns of the 13 geometrically non-isomorphic OA(18, 33, 2)’s.
Run The third column
1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
2 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 0 1
3 0 0 0 0 0 0 0 0 0 0 0 1 0
4 0 0 0 0 0 0 0 1 1 1 1 −1 −1
5 1 1 1 1 1 1 1 0 0 0 0 0 1
6 1 1 1 1 1 1 1 1 1 1 1 1 0
7 −1 −1 −1 −1 0 0 1 −1 −1 0 0 0 1
8 −1 −1 0 0 −1 0 0 −1 −1 −1 1 1 0
9 0 0 −1 −1 −1 −1 −1 0 0 −1 −1 −1 −1
10 0 1 1 1 1 1 1 0 1 1 0 0 1
11 1 0 0 1 1 1 0 1 0 1 1 1 0
12 1 1 1 0 0 −1 −1 1 1 0 −1 −1 −1
13 1 0 0 0 −1 −1 −1 0 0 −1 −1 1 0
14 0 0 −1 −1 0 −1 −1 0 1 0 −1 −1 −1
15 −1 −1 −1 −1 −1 0 0 −1 −1 −1 0 0 1
16 1 1 1 1 1 1 0 1 0 0 1 1 0
17 0 1 1 0 0 0 1 1 1 1 0 −1 −1
18 −1 −1 0 1 1 1 1 −1 −1 1 1 0 1
5. Concluding remarks
If p is the power of a prime that is greater than 2, all the theoretical results in this paper are still
true, since Lemma 1 also applies to this case. If not, taking the p levels to be−p+1,−p+3, . . . , p−1
and making use of Theorems 1 and 3 which are independent of other tools, symmetric designs can
also be classified, and the corresponding algorithm in Section 4.1 needs to be revised to keep Step 4
only, which also requires n!2n comparisons in theory for the worst case.
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