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Abstract
Adsorption and desorption of polymers in the presence of flowing fluids lies at the
heart of many technological applications such as thin film deposition via layer-by-layer
fabrication, development of surface coatings and responsive interfaces, stabilization of
colloidal suspensions, and rheology modifiers. Adsorption under flow also constitutes
a key step in many physiological mechanisms, e.g., formation of a platelet plug during
hemostasis. Moreover, flow induced adsorption/desorption offers a rich source of problems
from the point of view of fundamental polymer physics. However, despite its importance
little is understood about the behavior of adsorbed polymers under flow, in contrast
to the well-developed field of adsorption from a quiescent solution. Some experimental
observations regarding the effect of flow on adsorption/desorption exist in the literature,
but they are mutually conflicting and the underlying physics involved is yet to be
explained.
In this work, we provide new insight into the mechanism of adsorption/desorption
under shear flow near a single planar wall using kinetic theory and Brownian dynamics
(BD) simulations. We show that in the presence of shear flow accounting for hydrodynamic
interactions (HI) between the polymer molecules and the wall is crucial to observe the
experimentally obtained trends of the amount of adsorbed polymer with respect to shear
rate and molecular weight. The amount adsorbed is governed by a balance between HI-
induced repulsion and polymer-wall attraction. At a fixed molecular weight increasing
shear rate increases HI, causing a reduction in the amount adsorbed. Moreover, if
the shear rate is fixed the amount adsorbed decreases with an increase in molecular
weight. These trends are in qualitative agreement with prior experimental observations
of Lee and Fuller [J. Colloid Interface Sci. 103 (1985) 569]. In the case of desorption,
the trend for the amount adsorbed with respect to molecular weight depends on the
polymer-wall interaction energy. We show that when adsorption is weak, desorption
increases with an increase in molecular weight, but for strong adsorption the trend
is reversed. We provide an explanation for this reversal in terms of the change in
polymer conformations with increase in the interaction energy, thereby resolving the
apparently conflicting experimental observations of Lee and Fuller and Soga and Granick
[Langmuir 14, 4266 (1998)].
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Chapter 1
Introduction
Summary
An overview of adsorption of polymers from a quiescent solution as well as
from a flowing solution is presented. Some applications pertaining to polymer
adsorption are discussed and several outstanding questions regarding the
effects of flow on adsorption are briefly touched upon. The current research
goal is introduced and an outline to the material presented in succeeding
chapters is provided.
1.1 Adsorption of polymers
Adsorption refers to the enhanced accumulation of a chemical species near a solid or
a liquid surface compared to the bulk. It is a surface phenomenon, depending upon
the chemical nature of the species (adsorbate) and the surface (adsorbent), as well as
external conditions like temperature, pressure, and bulk concentration. Adsorption can
be observed for a wide variety of substance/surface combinations, a common example
1
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being that of gas molecules to a solid surface (e.g. CO2 on activated carbon). If the
increase in interfacial concentration is due to physical forces between the adsorbate
molecules and the adsorbent, e.g. van der Waals forces or electrostatic interactions, the
process is called physisorption, and if creation of covalent bonds are involved, then it is
called chemisorption.
An important class of problems in adsorption arises when the adsorbate is a polymeric
material and the adsorbent is a solid surface. The behavior of polymer molecules
near solid surfaces offers a rich set of problems in fundamental polymer physics, with
deep connections to probability theory and critical phenomena in magnetic systems
(Eisenriegler, 1993; Fleer et al., 1993). Moreover, adsorption of polymers is central to
many industrial processes, particularly those involving manufacture of materials with
tailor-made surface properties. An important example is the development of polymeric
multilayer coatings via the layer-by-layer deposition process (see Figure 1.1 for a schematic
of the method). Such coatings are commonly used to modify surface properties in a
controlled manner, e.g. to create water repelling surfaces, biocompatible coatings on
medical implants, and microelectronic devices. The functionality and stability of coatings
depend essentially on the dynamics of the long chain-like polymer molecules at the
solid surface. In addition, polymer adsorption is important for stabilization of colloidal
suspensions (Sato and Ruch, 1980; Russel et al., 1991), nanoscale surface patterning (Cox
et al., 1999), modification of tribological properties (Migler et al., 1993; Brown, 1994),
and separation of biopolymers (Wolfe et al., 2002). Numerous novel applications of
polymer adsorption are also discussed in the review article by Granick et al. (2003).
Polymer adsorption typically occurs from a solvent containing dissolved polymer in
contact with an adsorbing surface. In contrast to adsorption of small molecules, polymer
adsorption is a much more complicated phenomenon because of the entropic effects due
to the long chain-like structure of the polymer molecules. For a polymer molecule to be
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Figure 1.1. Schematic of the layer-by-layer deposition process. Step 1 involves adsorption of a
polyanion onto a charged substrate followed by washing off the excess material (Step 2). Step 3 is
the adsorption of a polycation over the polyanion layer followed by washing (Step 4). The sequence
of steps 1 – 4 can be repeated several times to build mutilayered coatings. (From Decher (1997))
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adsorbed, the entropic loss due to the confinement to a surface needs to be compensated
by the energetic gain from association with the surface. The thickness of the adsorbed
layer formed by small molecules is typically of the order of their size, whereas adsorbed
polymer layers can be many orders of magnitude thicker than their bulk molecular size.
In spite of the inherent difficulties, significant progress has been made in understanding
adsorption from quiescent solutions. The development can be categorized under two
broad areas: (i) the equilibrium chain structure, and (ii) the kinetics of adsorption.
The simplest problem involving chain structure is that of an isolated chain near an
adsorbing surface. The equilibrium conformation of an isolated adsorbed chain is usually
described in terms of three kinds of subchains – (i) trains, which have all their segments
in contact with the surface, (ii) tails, which are non-adsorbed chain ends, and (iii) loops,
which are sections of the chain between two trains (see Figure 1.2 for a schematic). For
a chain consisting of N segments the train fraction (also known as the bound fraction),
defined as m/N where m is the number of segments directly in contact with the surface,
provides an important measure for characterizing the equilibrium chain structure. The
average train, loop, and tail fractions depend on the segment-surface interaction energy
as well as the number of segments in the chain. The equilibrium chain structure is
determined by a balance between the chain-surface attraction and the entropic repulsion.
Neglecting interchain interactions, the thickness of the adsorbed layer in the mean-
field regime can by calculated via a scaling approach by minimizing the chain free energy
(de Gennes, 1987). However, this prediction for the thickness turns out to be valid only
for a strongly adsorbed chain or when the segment-surface potential is long-ranged (Netz
and Andelman, 2001). Beyond the single chain, the equilibrium structure of an adsorbed
layer can be determined using the Scheutjens-Fleer (SF) self-consistent field theory (Fleer
et al., 1993). Although originally proposed for polymers on a lattice (Scheutjens and
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(a) (b)
Figure 1.2. (a) Cartoon of an adsorbed chain showing the loop, tail, and train sections. (b) A
computer rendering of an adsorbed chain in three dimensions using a bead-spring model. The red
beads indicate segments forming trains, the blue beads indicate loops and the green beads represent
segements in the tails. The black beads mark the segments at the chain ends.
Fleer, 1979; Scheutjens and Fleer, 1980), a continuum version of the theory has been
developed as well (Mavrantzas et al., 2005). It is a remarkably successful theory that
can predict the distributions of the loops, tails, and trains in the adsorbed layer and
has shown excellent agreement with experimental results. However, the SF theory does
not admit an analytical solution, rather it generates a system of coupled equations that
need to be solved numerically.
The kinetics of polymer adsorption are usually treated in the same way as mass
transport problems in chemical engineering. Here we briefly mention the general picture
of adsorption kinetics that have emerged from numerous experimental studies. A short
summary of the most important experimental results is given by Cohen Stuart and
de Keizer (2001) and Fleer et al. (1993) provide a more detailed discussion. Some
newer hypotheses regarding equilibration of adsorbed layers can be found in the review
article by O’Shaughnessy and Vavylonis (2005). Adsorption consists of three stages:
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(i) Transport of the polymer molecules from the bulk to the surface, (ii) attachment of the
molecules to the surface, and (iii) spreading and subsequent change in conformation on
the surface. Compared to small molecules, the diffusion coefficient of polymer molecules
is about two orders of magnitude lower due to their size. Hence the rate of transport
to the surface is much slower as well. During the initial stages of adsorption to a bare
surface, the rate of attachment is rapid and the overall rate of adsorption is governed by
the rate of advection of the molecules to the surface. However, as the surface comes close
to saturation, the rate of attachment slows down because of the diminishing free area
available on the surface. It has been proposed that the molecules arriving at the surface
in the early stages of adsorption have a larger section of the surface under coverage, while
the late arriving molecules need to deform to find pockets of unoccupied space on the
surface. This leads to the formation to two subpopulations of chains – the early arriving
ones form a tight layer in the immediate vicinity of the surface and the late arriving
chains form a fluffy diffuse layer extending far into the solution. After adsorption, the
polymer molecules change conformations as they undergo a very slow relaxation process.
Little is known about the nature of the surface relaxation mechanism and owing to its
very slow nature, experimental studies are difficult to carry out.
1.2 Adsorption from flowing solutions
Compared to adsorption from a stagnant solution, a more technologically relevant scenario
is when polymer molecules are adsorbed from a solution flowing past a solid surface.
Such situations arise in many applications like thin film deposition via layer-by-layer
fabrication (Decher, 1997), development of surface coatings (Robb, 2007), responsive
interfaces (Cohen Stuart et al., 2010), stabilization of colloidal suspensions (Garcia
et al., 2006), and rheology modifiers (Schulz and Glass, 1991). Many of these applications
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Figure 1.3. Schematic of the development of a surface coating by adsorption of polymers from a
flowing solution.
can be performed in the absence of flow as well, but flow based processes are advantageous
because they are more amenable to continuous operations. Figure 1.3 shows a process
similar to the layer-by-layer deposition technique discussed earlier, but now the solution
flows past the surface instead. Moreover, recent advances have been made in microfluidic
technology based on adsorption behavior of certain polymers, e.g., selective adsorption
in microchannels as a method for separation of DNA (Wolfe et al., 2002).
Apart from technology, adsorption under flow is important in understanding many
physiological phenomena. One example is the mechanism of hemostasis (stopping of
bleeding from a wound) in the human body. When blood vessels rupture, a glycoprotein
called von Willebrand factor (vWF) helps in trapping the platelets in blood to allow
the formation of a clot. Within a healthy blood vessel the vWF molecule stays in a
globular form, but when the vessel ruptures they unfold and adsorb onto the vessel
wall, creating a mesh like structure that allows platelets to adhere to it forming a plug.
Current research (Schneider et al., 2007; Sing, 2012) has revealed that the unfolding and
subsequent adsorption of vWF is triggered by the increased shear rate of blood near
the ruptured vessel wall (see Figure 1.4), although a complete understanding of the
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Figure 1.4. Schematic (top) and flourescence image (bottom) of the vWF molecule in a collpased
and stretched state. Above a critical shear rate (typically several thousand s−1) the molecule unfolds
to adopt a stretched conformation. (From Schneider et al. (2007))
adsorption mechanism has not yet been achieved.
From a theoretical standpoint, accounting for flow-induced effects on adsorption is a
hard problem involving the fluid mechanics of the solvent coupled to transport processes
and the statistical mechanics of the polymer chains. In the presence of flow, polymer
molecules interact with the flow field via hydrodynamic interaction (HI), engendering a
qualitatively different mechanism of adsorption. The system is far away from equilibrium,
and hence the equilibrium theories developed for adsorption in the absence of flow break
down, necessitating newer tools for analysis. Kinetic theories may be developed, but they
often lead to non-trivial systems of equations having no analytical solution because of the
coupled many-body interactions involved. As one may expect, very little is known about
the mechanism of adsorption in the presence of flow. There are several experimental
studies that highlight the effect of flow on adsorption (Gramain and Myard, 1981; Cohen
and Metzner, 1982; Lee and Fuller, 1984; Lee and Fuller, 1985a; Cohen, 1988; McGlinn
et al., 1988; Chin and Hoagland, 1991; Chang and Chung, 1991; Soga and Granick, 1998),
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but a comprehensive explanation of their observations still eludes us. Some of the
important experiments are discussed in Sec. 2.1.
1.3 Desorption into flowing fluids
Desorption is the opposite phenomenon of adsorption, i.e., reduction in the concentration
of a preadsorbed species near the interface compared to the bulk. Adsorbed polymer
molecules under quiescent conditions typically do not exhibit significant desorption,
though for polydisperse samples in contact with their solution replacement of shorter
chains by longer ones can occur (Fleer et al., 1993). Even in contact with a pure solvent,
only relatively short chains (e.g. 9.2K polystyrene) show slow desorption to a small
extent (Dijt et al., 1994).
However, if adsorbed polymer layers are subjected to strong flow fields significant
desorption of polymer chains may occur (Gramain and Myard, 1981; Cohen and Met-
zner, 1982; Lee and Fuller, 1985a; Cohen, 1988; Besio et al., 1988; Bagassi et al., 1989;
Chin and Hoagland, 1991; Chang and Chung, 1991; Chatterjee et al., 2014). Almost
complete desorption has also been reported for polymer brushes, which can be considered
as end-adsorbed polymer chains, when exposed to strong shear flow (Baker et al., 2000;
Anastassopoulos et al., 2006; Anastassopoulos et al., 2013). Figure 1.5 shows a cartoon
of desorption in unimodal (all chains in the brush are of the same molecular weight)
and bimodal (brush consisting of chains of two different molecular weights) physisorbed
brushes under shear flow. Experiments have shown that for a unimodal brush desorption
occurs only beyond a certain critical shear rate, whereas for a bimodal brush two critical
shear rates exist, the first marking the desorption of longer chains and the second that
of shorter chains.
Desorption is often highly undesirable in many applications. For example, Figure 1.6
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Unimodal physisorbed polymer brush
γ˙ > γ˙c
Bimodal physisorbed polymer brush
Figure 1.5. Cartoon showing desorption in unimodal (top) and bimodal (bottom) brushes. γ˙c
indicates the critical shear rate above which desorption occurs. For bimodal brushes there are two
critical shear rates, γ˙1c and γ˙2c corresponding to the two different molecular weights. The lower
critical shear rate sets the threshold for the desorption of the higher molecular weight chains and vice
versa. The bottom sketch is taken from Anastassopoulos et al. (2013).
1.3. Desorption into flowing fluids 11
Figure 1.6. (Top) Cartoon of a suspension of polymer-grafted latex spheres subject to shear flow.
(Bottom) Time-averaged thickness of the grafted polymer layer on a single latex sphere in the
ambient flow-vorticity plane. Note the asymmetric distribution of the polymer layer thickness at high
shear rates in contrast to the symmetric distribution at lower shear rates. The single latex figure is
reproduced from Chatterjee et al. (2014).
shows a cartoon of a suspension of polymer-grafted latex spheres, a common formulation
used in rheology modifiers. When such suspensions are subjected to strong shear flow
considerable desorption of the grafted polymer chains occur, causing unintended modifi-
cation of rheology (Chatterjee et al., 2014). Little is understood about the mechanism of
desorption under flow, though it is believed that hydrodynamic drag plays a major role
in the detachment of individual polymer chains from the surface (Cohen Stuart and de
Keizer, 2001).
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1.4 Research outline
The current research investigates the effect of simple shear flow on adsorption and desorp-
tion of homopolymers near a planar surface using kinetic theory and Brownian dynamics
(BD) simulations. We focus specifically on physisorbed polymers when the adsorption
energy is small or comparable to the thermal energy. Moreover, our studies neglect
interchain interactions as a simplifying assumption. The effect of flow is incorporated by
accounting for HI with the surface, similar to that done in the theory of shear-induced
migration of polymers (Ma and Graham, 2005).
In Chapter 2 we review some of the important experimental studies on the effect
of flow on adsorption and desorption of polymers. Particular emphasis is given to the
classic studies by Lee and Fuller (1985a) and also to the desorption experiments of Soga
and Granick (1998). Throughout our investigations, we will compare our results to those
of Lee and Fuller (1985a) and attempt to develop an explanation for their experimental
observations. The relevant theoretical and simulation studies are also mentioned in this
chapter.
We begin our investigation by developing a kinetic theory based on a bead-spring
dumbbell model of the polymer in Chapter 3. We incorporate HI via Blake’s solution of
the velocity field due to a point force near a wall (Blake, 1971). We present results for
the amount of polymer adsorbed and the film thickness at steady-state in the presence
of shear flow as a function of flow strength and the parameters of the polymer-wall
attraction potential. We find that dumbbell-wall HI reduces the amount adsorbed on
increasing flow strength. We also develop a scaling law relating the critical shear rate
for desorption and the parameters of the adsorption potential for the strong attraction
limit.
In Chapter 4 we look at the transient problem for dumbbells using kinetic theory.
1.4. Research outline 13
Our kinetic theory leads to an advection-diffusion equation in terms of the dumbbell
concentration, which we solve numerically using a pseudospectral collocation method. In
addition to flow strength, here we investigate the effect of molecular weight on adsorption
as well. For a dumbbell, the molecular weight is taken into account by varying the
finite extensibility of the spring connecting the two beads. For adsorption onto a bare
wall, we show that the amount adsorbed reduces with an increase in flow strength when
the molecular weight is held constant, and with increase in molecular weight when the
flow strength is held constant. For desorption of a preadsorbed layer, shear rate and
molecular weight has an opposite effect. We compare our results to the experiments of
Lee and Fuller (1985a) and point out the qualitative agreement between them.
Next we focus solely on the desorption problem in Chapter 5. Moving beyond the
dumbbell model, here we perform BD simulations of bead-spring chains. We present
results that explicitly show the effects of flow strength, molecular weight, and adsorption
energy on desorption. Shear flow is shown to assist desorption due to increased chain-wall
HI similar to the predictions from dumbbell kinetic theory. The main result here is that
for weak adsorption energy desorption increases with an increase in molecular weight,
but the trend is reversed when adsorption energy is strong. This observation is shown to
be a consequence of the chain conformations and the resulting HI with the wall. We
also discuss how our results reconcile the conflicting experimental observations of Lee
and Fuller (1985a) and Soga and Granick (1998) on desorption. Finally in Chapter 6 we
conclude by summarizing our findings and discussing some future directions of research.
Chapter 2
Literature review
2.1 Experimental studies
2.1.1 Experiments involving hydrodynamic film thickness
Early experimental investigations of adsorption from flowing solutions primarily focused
on measuring the thickness of the adsorbed layer. Most of these studies were reviewed
in detail by Kawaguchi and Takahashi (1992), so here we mention only a few of the
important results. Gramain and Myard (1981) studied the adsorption of partially
hydrolyzed polyacrylamide (HPAM) and polystyrene (PS) onto porous media and found
that at constant molecular weight, film thickness increases with an increase in shear
rate. Moreover, upon increasing molecular weight, dilatant behavior was observed only
at high shear rates; the critical shear rate required reducing with increase of molecular
weight. The film thickness in these experiments was in fact an effective hydrodynamic
thickness (EHT), inferred from flow rate and pressure drop measurements under the
assumption that the adsorbed layer reduces the pore diameter.
The above observations were in contrast to those by Cohen and Metzner (1982),
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who, using the same polymers but in stainless steel capillaries instead of porous media,
found the EHT to decrease with increase of shear rate. Further work by Cohen (1988)
highlighted the effect of solvent quality on adsorption. For a good solvent, he observed
the expected decrease of EHT with increase of shear rate. But for a θ-solvent, the EHT
initially increased till the shear rate reached a critical value, beyond which an opposite
trend was observed. However, experimenting with adsorbing surfaces of varying degrees
of roughness, Bagassi et al. (1989) showed that for very smooth surfaces under shear
flow, dilatational behavior do not exist. They hypothesized that previous observations
of shear thickening resulted from elongational flow induced coil-stretch transition of the
adsorbed polymer chains due to surface rugosity or irregularities in pore structure.
2.1.2 Experiments of Lee and Fuller
In a comprehensive set of experiments, Lee and Fuller (Lee and Fuller, 1984; Lee
and Fuller, 1985a) demonstrated the effect of hydrodynamic forces on adsorption of
polystyrene (PS) from cyclohexane onto chrome surfaces under shear flow. Using
ellipsometric measurements, they showed that for preadsorbed films subjected to flow for
short durations of time (1–2 minutes), the film thickness remained constant (within limits
of experimental detection) with increasing shear rate for low-molecular-weight samples.
Only for very high-molecular-weight samples (≈ 20× 106) and at very high shear rates
(≥ 2000 s−1) did the film thickness decrease with an increase in shear rate. When the
flow was made to persist over longer periods of time (200–900 minutes), the adsorbed
amount at any point in time was found to decrease with an increase in shear rate at a
given molecular weight, and with an increase in molecular weight at a given shear rate.
Figure 2.1 (a) shows the increase in relative adsorbance A/A0 with respect to time for
PS of molecular weight 20× 106 g/mol at different shear rates. The relative adsorbance,
defined as the ratio of the adsorbance under flow (A) to that at a quiescent state (A0),
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(a) (b)
Figure 2.1. (a) Adsorption curves for PS of molecular weight 20× 106 g/mol at various shear rates.
(b) Amount adsorbed at steady-state for PS of various molecular weights as a function of shear rate.
[Ref. Lee and Fuller (1985a)]
is a measure of the amount of polymer adsorbed onto the surface. The steady-state
adsorbance also showed the same overall trend, although at low shear rates a plateau
value was observed, which gradually disappeared with increasing molecular weight (see
Figure 2.1 (b), where As represents that amount adsorbed at the steady-state).
In the case of desorption of a preadsorbed film, the reduction in film thickness with
time was observed only at very high shear rates, though the amount adsorbed exhibited a
gradual decrease to a steady-state value at all shear rates. Moreover, it was shown that at
high enough shear rates, complete desorption of a preadsorbed polymer layer is possible.
For a given molecular weight sample, their experiments showed that increasing shear
rate leads to enhanced desorption. Moreover, at low shear rate desorption occured at
constant film thickness. This thickness is an averaged quantity determined by assuming
the total adsorbed amount to be concentrated in a homogeneous film over the entire
adsorbent surface (Stromberg et al., 1965). Figure 2.2 (a) shows the decrease in relative
adsorbance A/A0 with respect to time for PS of molecular weight 20 × 106 g/mol at
different shear rates. Note that at lower shear rates, the amount adsorbed levels off to a
finite value, but at higher shear rates complete desorption is achieved. In addition, at
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(a) (b)
Figure 2.2. (a) Desorption curves for PS of molecular weight 20× 106 g/mol at various shear rates.
(b) Desorption curves for PS of various molecular weights at a shear rate of 7800 s−1. [Ref. Lee and
Fuller (1985a)]
shear rates large enough to cause complete desorption, higher molecular weight samples
desorbed faster than lower molecular weight samples (see Figure 2.2 (b)).
2.1.3 Experiments of Soga and Granick
In contrast to Lee and Fuller (1985a)’s observations, Soga and Granick (1998) found min-
imal effect of shear flow on desorption of polymethyl methacrylate (PMMA) preadsorbed
onto a germanium oxide (GeO2) surface, even at shear rates much higher than those
considered by Lee and Fuller (1985a). Since PMMA binds to GeO2 via the carbonyl
group, they measured the bound and free carbonyl groups at the interface using infrared
spectroscopy. Figure 2.3 shows the amount of free and bound carbonyl groups at the
surface. Note that there is a small reduction in the total carbonyl peak at the interface
(denoted by u) on increasing the shear rate. Comparing these results to that of Lee and
Fuller (1985a), we note that the adsorption energy of PMMA to GeO2 is approximately
four times that of PS Soga and Granick (1998), but the highest shear rate considered in
this case was also approximately four times greater; so it is surprising that the amount
of PMMA desorbed was so low.
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Figure 2.3. Surface excess and bound fraction plotted against shear rate: Free carbonyl peaks (p);
bound carbonyl peaks (v); the sum of free and bound carbonyl peaks (u); the ratio of the bound
to the sum of free and bound peaks (E). [Ref. Soga and Granick (1998)]
2.1.4 Other studies
Experiments by Chin and Hoagland (1991) on adsorption of PS from cyclohexane
onto chrome showed results qualitatively similar to those of Lee and Fuller (except that
instead of a low-shear-rate plateau, they observed a continuous decrease in the adsorption
level with shear rate). For a PS/decalin system, however, they found adsorption to
be independent of shear rate even for high-molecular-weight samples. This indicates
that the nature of the solvent plays a significant role in adsorption. However, unlike
Lee and Fuller’s observations, where a steady-state value in the adsorbed amount
was eventually reached, McGlinn et al. (1988) found that the adsorbed amount for
polymethylmethacrylate in carbon tetrachloride at low shear rates (≈ 3 s−1) continued
to increase with time without any sign of leveling off. The authors attributed their
observations to entanglements and possible multilayer adsorption mechanisms.
At shear rates much lower (0 – 120 s−1) than those considered in the experiments
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discussed above, Chin and Hoagland (1991) found shear flow to have no effect on the
desorption of PS in decalin from a chrome surface. Chang and Chung (1991) studied
the desorption of polyethylene oxide (PEO) and polyvinyl alcohol (PVA) from PS latex
spheres. For a preadsorbed layer of PEO, they observed the film thickness to decrease
rapidly with time and level off to a steady-state value, irrespective of shear rate and
molecular weight. For PVA, a reduction in the film thickness with time was observed
only at very high shear rates and for low molecular weights. Because of the strong
hydrophobic interaction of the residual acetate groups in PVA with the PS latex surface,
the authors reasoned that PVA molecules will have a higher resistance to shear-induced
desorption (Chang and Chung, 1991).
Experiments on suspensions of latex spheres with surface-grafted polymer molecules
(polyethylene oxide urethanes) exposed to shear flow showed significant reduction of the
adsorbed film thickness in the ambient flow as well as the ambient vorticity direction
Chatterjee et al. (2014). This indicates possible desorption of grafted chains under shear.
Similar to Lee and Fuller (1985a)’s results, the reduction in film thickness was monotonic
with increase in shear rate. In contrast, at constant shear rate the film thickness initially
decreased with an increase in molecular weight of the grafted polymers, followed by a
later increase at higher molecular weight. Table 2.1 summarizes the anomalous trends
observed in several experimental studies discussed above.
2.2 Theory and simulation
Several attempts have been made to develop a theoretical understanding of polymer
adsorption in flow. The overall idea in these efforts is to account for the polymer-surface
interaction via a potential and couple it with a polymer model. In an early study,
Aubert (1983) developed a kinetic theory for adsorption from a quiescent fluid, using
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Polymer/sol-
vent/surface
(Ad/De)sorption Effects Reference
PS/C6H6/chrome Adsorption Amt. adsorbed decreases with
an increase in shear rate as well
as mol. wt.
Lee and Fuller
(1985a)
PS/C6H6/chrome Adsorption Amt. adsorbed decreases with
an increase in shear rate as well
as mol. wt.
Chin and
Hoagland
(1991)
PS/decalin/chrome Adsorption No effect of shear rate/mol. wt. Chin and
Hoagland
(1991)
PS/C6H6/chrome Desorption Desorption increases with an in-
crease in shear rate as well as
mol. wt.
Lee and Fuller
(1985a)
PS/decalin/chrome Desorption No effect of shear rate Chin and
Hoagland
(1991)
PEO/water/PS-
latex
Desorption No effect of shear rate/mol. wt. Chang and
Chung (1991)
PVA/water/PS-
latex
Desorption EHT decreases only for low
mol. wt. samples at high shear
rate
Chang and
Chung (1991)
PMMA/CCl4/GeO2 Desorption No effect of shear rate Soga and
Granick (1998)
Table 2.1: Summary of anomalous experimental results for polymer adsorption under
shear flow.
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a linear dumbbell model without hydrodynamic interaction (HI) for the polymer, and
a square-well potential. Atkinson et al. (1984) used bead-spring chains without HI
to model polymer fragments attached to a surface in steady shear flow. For Hookean
springs, the analytically calculated film thickness showed no dependence on shear rate.
For nonlinear springs with finite extensibility, Monte Carlo simulations showed a drop in
film thickness, particularly beyond a critical shear rate. Also, it was shown that presence
of an elongational component can lead to an increase in film thickness, as reported by
Gramain and Myard (1981).
The effect of flow was considered by Grisafi and Durning (1989b) using linear
dumbbells interacting with the surface through a 12-6 Lennard-Jones (LJ) potential.
However, to obtain a closed-form solution, they considered the attraction-dominated limit.
Their calculations predicted a shear-rate-independent film thickness, which corresponds
to the observations of Lee and Fuller (1984) at low molecular weights. This study was
further developed by considering multibead free-draining chains with Hookean springs
interacting via a Sutherland potential (Grisafi and Durning, 1989a). However, similar to
the linear dumbbell-based model, this model predicts no change in the film thickness
from its equilibrium value in the presence of flow.
Earlier theoretical work, also due to Lee and Fuller (Lee and Fuller, 1985b), indicated
that hydrodynamic interaction (HI) between the polymer segments and the adsorbing
surface may be an important factor. In that work, an adsorbed loop was modeled by a
single bead connected to two points on a planar surface by two nonlinear springs. The
loop could be reduced to a dangling end if the distance between the two points on the
surface was allowed to go to zero. The thickness of the adsorbed layer at steady state
was calculated from the moments of the diffusion equation governing the motion of the
bead. If HI with the wall was taken into account, i.e., the bead diffusion coefficient
was allowed to depend on the distance from the wall, significant reduction in the layer
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thickness was observed. But if the diffusion coefficient was assumed to be constant, the
reduction in the layer thickness was relatively less.
A number of computational studies (de Pablo et al., 1992; Chopra and Larson, 2002;
Panwar and Kumar, 2005; Hoda and Kumar, 2007c; Hoda and Kumar, 2008; Sendner
and Netz, 2008; Serr et al., 2010) have also attempted to develop an understanding of the
experimental results discussed above. In most of these studies, the primary emphasis
was on understanding steady-state adsorption, though transient behavior was specifically
investigated by de Pablo et al. (1992) and Chopra and Larson (2002). For rod-like
polymer molecules, stochastic simulations (in the absence of HI) by de Pablo et al. (1992)
showed an increase in the depletion layer thickness at high shear rates and a transient
decrease at low to intermediate shear rates. These observations are qualitatively different
from those of Lee and Fuller (1985a), possibly due to the differences between the behavior
of flexible and rigid polymers under shear flow near a wall (Saintillan et al., 2006). The
simulations of Chopra and Larson (2002) also neglect HI.
Incorporating HI and using the more realistic finitely extensible nonlinear elastic
(FENE) dumbbbell, Hoda and Kumar (2007d) developed a kinetic theory for studying
adsorption of polyelectrolytes in shear flow, with surface interactions described via a
screened Coulombic potential. Their theory also accounts for the migration of polyelec-
trolytes in shear flow, which has a considerable effect on the steady-state concentration
profile, and hence the quantity adsorbed. In subsequent works (Hoda and Kumar, 2007c;
Hoda and Kumar, 2008), they used Brownian dynamics (BD) simulations to system-
atically study the effects of solvent quality and patterned surfaces on polyelectrolyte
adsorption in great detail. It was found that in addition to flow strength, adsorption
depends on the strength of electrostatic screening. Sendner and Netz (2008) studied
stiff polymers and obtained scaling results for the repulsive force causing shear-induced
depletion. Serr et al. (2010) also studied the effect of surface friction due to a corru-
2.2. Theory and simulation 23
gated interaction potential on polyelectrolyte adsorption and found it to weaken surface
attraction.
Chapter 3
Kinetic theory: Steady state
Summary
Adsorption of homopolymers from a dilute solution to a planar wall in the
presence of shear flow is studied using a bead-spring dumbbell model. The
bead-bead and bead-wall interactions are described by generalized Lennard-
Jones potentials. A kinetic theory incorporating bead-wall hydrodynamic
interaction is developed in order to obtain an analytical expression for
the steady-state dumbbell concentration profile. The concentration profile
exhibits an exclusion zone in the immediate vicinity of the wall, is followed
by a peak, and finally approaches the bulk concentration far away from
the wall. Using the analytical expression, the amount adsorbed and the
equivalent film thickness are studied as a function of flow strength and
the parameters characterizing the bead-wall interaction potential. Shear
flow causes migration of the dumbbells due to bead-wall hydrodynamic
interaction, which leads to desorption. On increasing the flow strength, the
quantity adsorbed and the film thickness decrease until complete desorption
occurs. The dependence of the flow strength required for desorption on
the model parameters is also studied and a scaling law is derived for the
strong-interaction limit. Brownian dynamics simulations are performed to
verify the predictions from the kinetic theory. Although the theory makes
a number of simplifying assumptions, it captures many of the key features
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seen in the simulations.
This chapter was published as S. Dutta, K. D. Dorfman, and S. Kumar,
“Adsorption of single polymer molecules in shear flow near a planar wall”,
J. Chem. Phys. 138, 034905 (2013).
3.1 Introduction
As discussed in Chapter 1, adsorption of homopolymers from a flowing fluid onto
a solid surface is of considerable interest due to both its technological significance
and fundamental importance. Although a number of experimental studies exist, a
comprehensive explanation of their results is lacking, and the mechanisms of adsorption
in flow remain far from understood. Here we provide insight into the adsorption process
by developing a kinetic theory for polymer molecules, modeled as bead-spring dumbbells,
which interact with a surface through a generalized Lennard-Jones (LJ) potential in the
presence of shear flow. In particular, we investigate the following two issues: (i) how the
amount of adsorbed polymer depends on the interaction potential and flow strength, and
(ii) how the flow strength at which polymers desorb depends on the interaction potential.
It should be noted that all the theories discussed earlier (see Sec. 2.2) have been
developed under the assumption that the polymer molecules do not interact with each
other. This is a good assumption for dilute solutions in the bulk, but may break down in
the region close to the wall. Here, polymer molecules interact with each other, possibly
forming entanglements. Nevetheless, it is still worthwhile to develop kinetic theores based
on the diluteness assumption for two reasons. First, analytical progress can be made,
and this can yield considerable physical insight relative to purely numerical approaches.
Second, such theories allow for a thorough examination of an important limiting case,
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which can provide a solid foundation for the development of theories that relax the
diluteness assumption. With this view in mind, we developed a dumbbell-based kinetic
theory for neutral homopolymers interacting with a surface through a general power-law
potential. Our principal motivation is to account for adsorption due to non-electrostatic
forces, e.g. hydrogen bonds (Phillips et al., 2007; Horinek et al., 2008) and van der Waals
forces (van Oss et al., 1986; Roth et al., 1996), which are usually modeled using LJ-type
potentials. Before proceeding, we briefly explain the mechanism of polymer migration in
shear flow. As will be seen later, this mechanism is central to the adsorption problem
considered here.
Modeling a polymer molecule as a bead-spring dumbbell, shear-induced migration
can be explained as a consequence of HI between the beads and a nearby wall (Ma and
Graham, 2005). We briefly summarize the mechanism here with the help of Figure 3.1.
In the presence of shear flow parallel to the wall, the dumbbells will be stretched and
are more likely to orient themselves as shown in Figure 3.1 (a). Considering the non-
hydrodynamic force on each bead to be localized at a point, and invoking the assumption
of zero Reynolds number, the Stokes equations can be solved to obtain the velocity field
near a single wall due to each point force. Figure 3.1 (b) shows the velocity field in the
xz-plane due to each of the beads. The z-velocity at bead 2 due to bead 1 points away
from the wall and, without inertia, the force is proportional to the velocity. This causes
bead 2 to move away from the wall. A similar reasoning applies to bead 1 also, resulting
in a net migration of the dumbbell in the wall-normal direction.
Our paper is organized as follows: In Sec. 4.2 we develop the kinetic theory, followed
by a description of our BD simulation algorithm in Sec. 5.2. We present results for
steady-state concentration profile, amount adsorbed, and desorption behavior in Sec. 3.4,
and finally, we conclude by summarizing our key findings in Sec. 3.5.
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Figure 3.1. (a) Schematic of a dumbbell in shear flow near a wall. The arrows pointing in opposite
directions indicate forces on the beads. (b) The velocity field in the xz-plane induced by each bead
of the dumbbell acting as a point force parallel to the wall. The regions where the velocity has a
component toward the wall are shaded in gray.
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3.2 Kinetic theory for dumbbells
We consider a dilute polymer solution of uniform concentration at rest in a semi-infinite
domain bounded from below by a solid wall at z = 0. At time t = 0, the solution is
subjected to a shear flow with shear rate γ˙ parallel to the x-axis. We wish to determine
the steady-state concentration profile in the solution.
We model a polymer molecule by two beads, each of radius ξ, connected via a
massless spring. If the centers of the two beads are at r1 and r2, the center of mass of the
dumbbell is rc = (r1 + r2) /2 and the connector vector is Q = r2 − r1. The translational
velocity of the dumbbell center r˙c can be obtained from the equations of motion of
the beads. Neglecting inertia, the equation of motion for bead i can be obtained by
balancing the forces acting on it:
FBi + FSi + FBBi + FBWi + FHi = 0, i = 1, 2 (3.1)
where FBi is the Brownian force resulting from thermal fluctuations, FSi is the spring
force, FBBi is the force due to bead-bead interaction, FBWi is the force due to bead-wall
interaction, and FHi is the hydrodynamic drag force due to the solvent. Assuming a
Maxwellian distribution for bead momenta, the Brownian force is (Bird et al., 1987)
FBi = −kT
∂
∂ri
lnψ, (3.2)
where ψ = ψ (rc,Q, t) is the configurational distribution function of the dumbbell.
The expression for spring force is given by the finitely extensible nonlinear elastic
spring law with the Peterlin approximation (FENE-P) (Peterlin, 1966; Bird et al., 1980):
FSi =
H
1− 〈Q2/Q20〉 (rj − ri) , i, j = 1, 2 (3.3)
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where H is the spring constant, Q = |Q|, Q0 is the maximum spring length, and the
angle brackets denote an average over all connector vectors. The spring extensibility
parameter is bk = HQ20/kT = 3Nk, where Nk is the number of Kuhn segments per
spring.
The force due to bead-bead interaction is chosen to be of the form derived from a
generalized Lennard-Jones potential:
FBBi =
εbkT
σb
[
a
(
σb
Q
)a+1
− b
(
σb
Q
)b+1] ri − rj
|ri − rj | , (3.4)
where εb determines the strength of the interaction (in units of kT ), σb is the interbead
distance at which the interaction potential vanishes, and a and b are the repulsive and
attractive exponents (a > b) respectively. This force can be considered as an excluded
volume interaction with appropriate values of a and b. Alternatively, it can be reduced
to a purely attractive force by dropping the repulsive term and vice-versa. The bead-wall
interaction is similarly chosen as above, but with a different set of parameters:
FBWi =
εskT
σs
[
c
(
σs
z
)c+1
− d
(
σs
z
)d+1]
zˆ, (3.5)
where ε, σs, c, and d play similar roles, and zˆ is the unit vector along the z-axis.
Under creeping-flow conditions, the hydrodynamic drag force is given by
FHi = −ζ (r˙i − vi) , (3.6)
where vi is the solvent velocity at ri, ζ = 6piηξ is the bead friction coefficient, and η is
the solvent viscosity. The solvent velocity is vi = v0i + v
pf
i , where v0i is the velocity at
ri in the absence of other beads, and vpfi is the perturbation at ri due to the motion
of other beads. Following the works of Ma and Graham (2005) and Hoda and Kumar
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(2007d), we obtain v0i by Taylor expanding the solvent velocity about the dumbbell
center of mass rc and retaining terms only up to second order. The perturbation vpfi
can be obtained by solving the Stokes equations considering the hydrodynamic drag
force due to other beads FHj as point forces acting on the solvent,
vpfi = −
∑
j
Ωij · FHj , (3.7)
where Ωij is the HI tensor between beads i and j and FHj is the hydrodynamic drag
force on bead j.
For a dumbbell, there are only two beads, so the summation above reduces to a
single term. In the case of a single wall, the HI tensor was calculated by (Blake, 1971)
using the method of images to be
Ωij =
1
8piη
[
S (ri − rj)− S
(
ri − rimj
)
+ 2z2jPD
(
ri − rimj
)
− 2zjSD
(
ri − rimj
)]
, (3.8)
where zj is the z-component of rj , rimj = [xj , yj ,−zj ] is the image of rj about the wall,
and the tensors S, PD, and SD are the free-space Stokeslet, the potential dipole, and
the Stokeslet doublet respectively, defined as follows:
Sij (x) =
δij
|x| +
xixj
|x|3 , (3.9)
PDij (x) = (1− 2δj3)
(
δij
|x|3 − 3
xixj
|x|5
)
, (3.10)
SDij (x) = x3PDij (x) + (1− 2δj3)
(
δj3xi − δi3xj
|x|3
)
, (3.11)
where δij is the Kronecker delta. Using the above equations, transforming variables
from bead positions to center of mass position and the connector vector, and using the
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relations FBB = FBB1 = −FBB2 and FS = FS1 = −FS2 for a dumbbell, we obtain
r˙c = v+
1
8QQ : ∇∇v+
1
2Υ ·
[
FS + FBB − 12
(
FBW2 − FBW1
)]
+ 12kTΥ ·
∂
∂Q lnψ
−DK ·
[
∂
∂rc
lnψ − 1
kT
(
FBW1 + FBW2
)]
,
(3.12)
where v is the solvent velocity at rc,
Υ = (Υ11 −Υ22) + (Υ21 −Υ12) , (3.13)
and
Υij = Ωij − δij8piηS (ri − rj) . (3.14)
The Kirkwood diffusivity is
DK =
1
4 (D11 +D12 +D21 +D22) , (3.15)
where
Dij = kT
(
δij
6piηaI+ Υij
)
. (3.16)
The conservation equation for the configurational distribution function ψ is (Bird
et al., 1987)
∂ψ
∂t
= − ∂
∂rc
· (r˙cψ)− ∂
∂Q ·
(
Q˙ψ
)
. (3.17)
We assume ψ can be factorized as ψ (rc,Q, t) = n (rc, t) ψˆ (rc,Q, t), where n (rc, t) =∫
ψ (rc,Q, t) dQ is the distribution of the dumbbell center of mass and ψˆ (rc,Q, t) can
be considered as a conditional distribution of Q on rc. Integrating Equation (3.17) with
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respect to Q, we obtain
∂n
∂t
= − ∂
∂rc
· (n〈r˙c〉) = − ∂
∂rc
· jc, (3.18)
where jc is the flux of the dumbbell center of mass. Here and in all subsequent occurrences,
for any quantity x we define,
〈x〉 =
∫
xψˆ dQ. (3.19)
Multiplying Equation (3.12) with ψ and integrating over Q we have
jc = nv+
n
8 〈QQ〉 : ∇∇v+
n
2
〈
Υ ·
[
FS1 + FBB1 −
1
2
(
FBW2 − FBW1
)
+ kT ∂ ln ψˆ
∂Q
]〉
− 〈DK〉 · ∂n
∂rc
− n
〈
DK · ∂ ln ψˆ
∂rc
〉
+ n
kT
〈
DK ·
(
FBW1 + FBW2
)〉
,
(3.20)
Using the Kramers expression for the stress tensor
τ p
nkT
= − 1
kT
〈
Q
{
FS1 + FBB1 −
1
2
(
FBW2 − FBW1
)}〉
+ I, (3.21)
we rewrite Equation (3.20) as
jc = nv+
n
8 〈QQ〉 : ∇∇v−M : τ
p − 〈DK〉 · ∂n
∂rc
− n
〈
DK · ∂ ln ψˆ
∂rc
〉
+ n
kT
〈
DK ·
(
FBW1 + FBW2
)〉
,
(3.22)
where M is a third-order tensor defined as M = 3M˜/64piηz2. The components of M˜ are
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(Hoda and Kumar, 2007d)
M˜333 = − 21− 〈Q2z〉/4z2
, (3.23)
M˜311 = M˜322 =
1− 〈Q2z〉/4z2[
1 +
(
〈Q2x〉+ 〈Q2y〉
)
/4z2
]5/2 , (3.24)
M˜131 = M˜232 = − 1− 〈Q
2
z〉/4z2[
1 +
(
〈Q2x〉+ 〈Q2y〉
)
/4z2
]5/2 , (3.25)
M˜113 = M˜223 = − 11− 〈Q2z〉/4z2
, (3.26)
M˜ijk = 0, other i, j, k, (3.27)
and z is the z-component of rc. An equivalent expression for the stress tensor is the
Giesekus form
τ p
nkT
= ζ4kT 〈QQ〉(1) +
1
4kT
〈
Q
(
FBW2 − FBW1
)
−
(
FBW2 − FBW1
)
Q
〉
, (3.28)
where the subscript (1) denotes the upper convected derivative (Bird et al., 1980). We
further simplify the bead-wall forces by Taylor expanding about the dumbbell center of
mass (Hoda and Kumar, 2007d) and neglecting terms beyond first order.
Comparing the Kramers and Giesekus expressions (Equation (3.21) and Equa-
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tion (3.28)), we obtain three nonlinear equations:
2Wi2b2kC3
bk
1−C4 − αC1+a24
+ β
C
1+ b2
4
+ 14
{
γ
Zc+2 − δZd+2
} − C1
 bk
1− C4 −
α
C
1+a2
4
+ β
C
1+ b2
4
+ 1 = 0,
(3.29)
C2
 bk
1− C4 −
α
C
1+a2
4
+ β
C
1+ b2
4
− 1 = 0,
(3.30)
C3
 bk
1− C4 −
α
C
1+a2
4
+ β
C
1+ b2
4
+ 12
{
γ
Zc+2
− δ
Zd+2
}− 1 = 0.
(3.31)
Here, the Weissenberg number Wi = λH γ˙ is a measure of the flow strength, λH = ζ/4H
is the Rouse relaxation time for a dumbbell, and Z is the z-component of the dumbbell
center of mass non-dimensionalized by
√
kT/H. The other variables appearing in the
equations are defined as follows:
C1 =
〈
Q2x
Q20
〉
, C2 =
〈
Q2y
Q20
〉
,
C3 =
〈
Q2z
Q20
〉
, C4 = C1 + C2 + C3,
α = aεb
(
σb
Q0
)a
, β = bεb
(
σb
Q0
)b
,
γ = bkc (c+ 1) εsσ∗s
c, δ = bkd (d+ 1) εsσ∗s
d,
(3.32)
where σ∗s = σs/
√
kT/H.
After solving for C1, C2, and C3, the stress tensor can be obtained from either the
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Kramers or the Giesekus expressions:
τpxx
nkT
= −
 bk
1− C4 −
α
C
1+a2
4
+ β
C
1+ b2
4
C1 + 1,
τpxz
nkT
= −WibkC3
1 + 14
{
γ
Zc+2 − δZd+2
}
bk
1−C4 − αC1+a24
+ β
C
1+ b2
4
+ 14
{
γ
Zc+2 − δZd+2
}
 ,
τpzx
nkT
= −WibkC3
1− 14
{
γ
Zc+2 − δZd+2
}
bk
1−C4 − αC1+a24
+ β
C
1+ b2
4
+ 14
{
γ
Zc+2 − δZd+2
}
 ,
(3.33)
and all other components are zero. Note that the stress tensor here is not symmetric
due to the presence of the bead-wall interaction, which results in unequal forces on the
beads. This was also the case in the derivaton by Hoda and Kumar (2007d), although
the authors did not explicitly point it out.
To proceed analytically, we replace DK as well as its average 〈DK〉 by the free-
draining value DK = kT/12piηξ, i.e., DK = 〈DK〉 = kT/12piηξ. This makes the fifth
term in Equation (3.22) vanish. Also, for shear flow, v = [γ˙z, 0, 0]. Therefore for the
z-direction at steady state, Equation (3.18) reduces to
d
dz
−DK dn
dz
−
3
[
M˜ : τ p
]
z
64piηn
(
n
z2
)
+ 2nDKεs
{
−cσ
∗
s
c
zc+1
+ dσ
∗
s
d
zd+1
} = 0, (3.34)
where the subscript z refers to the z-component. Nondimensionalizing length by
√
kT/H
and concentration by the bulk concentration nbulk, we have
d
dZ
[
− dθ
dZ
+ Ld
θ
Z2
+ 2
{
γ
b (c+ 1)Zc+1 −
δ
b (d+ 1)Zd+1
}
θ
]
= 0, (3.35)
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where θ = n/nbulk, the depletion layer thickness
Ld = − 916
√
pih∗
[
M˜ : τ p
]
z
nkT
,
and the hydrodynamic interaction parameter h∗ = (ζ/η)
√
H/36pi3kT . Solving Equa-
tion (3.35) with the boundary conditions
Z →∞, θ → 1
Z → 0, jc,z = 0 =⇒ dθ
dZ
→ 0
gives the concentration profile at steady state:
θ = exp
[
−
∫ ∞
Z
Ld
Z2
dZ + 2εs
{(
σ∗s
Z
)d
−
(
σ∗s
Z
)c}]
. (3.36)
The first term within the square bracket above accounts for migration of the dumbbells
away from the wall due to bead-wall HI, the second term accounts for migration toward
the wall due to bead-wall attraction, and the last term represents the effect of bead-wall
repulsion. The steady-state concentration profile is determined by the relative strengths
of each of these terms. Note that θ < 1 indicates reduced concentration relative to the
bulk, whereas θ > 1 indicates enhanced concentration relative to the bulk. A similar
expression was derived by Hoda and Kumar (2007d) for polyelectrolytes, but their result
did not contain any contribution due to bead-wall repulsion. Of course, this is purely
a consequence of using an LJ-type potential here in contrast to a screened Coulombic
potential with opposite charges on the beads and the wall, which is a purely attractive
interaction. The presence of a strong repulsive term will lead to the formation of an
exclusion zone in the immediate vicinity of the wall. This effect is important in order
to account for any steric hindrance on the dumbbells. Using Equation (3.36), we will
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analyze the effect of flow and the parameters of the potential on the concentration profile
and the amount adsorbed in Sec. 3.4.
3.3 Brownian dynamics simulation
Our simulation algorithm is the same as that described in Appendix A of Hoda and
Kumar (2007c). In the simulation, length is made dimensionless by
√
kT/H, time
by ζ/H, force with
√
kTH, and diffusivity with kT/ζ. The dumbbell trajectories are
calculated by numerically solving the stochastic differential equation:
rnew = rold +
[
u+D · F+ ∂
∂r ·D
]
dt+
√
2B · dw, (3.37)
where rold is the vector of bead positions at time t, rnew is the vector of bead positions
at time t + dt, u is the unperturbed solvent velocity at the bead positions, F is the
non-Brownian non-hydrodynamic force on the beads, D is the diffusivity tensor, dt is the
time step, B =
√
D, and dw is a Gaussian process with zero mean and variance dt. The
tensor B is determined by factorizing D as D = B ·BT using Cholesky decomposition.
The diffusivity tensor consists of 3× 3 blocks denoted by the subscript ij,
Dij = Ωij + δijI, (3.38)
where
Ωij = (1− δij) ΩRPYij + ΩWij . (3.39)
In the above equation, ΩRPYij is the Rotne-Prager-Yamakawa (RPY) tensor (Rotne and
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Prager, 1969; Yamakawa, 1970)
ΩRPYij =

3ξ
4rij
[
C1I+ C2 rijrijr2ij
]
rij ≥ 2ξ
C ′1I+ C ′2
rijrij
r2ij
rij < 2ξ
(3.40)
C1 = 1 +
2ξ2
3r2ij
, C2 = 1− 2ξ
2
3r2ij
,
C ′1 = 1−
9rij
32ξ , C
′
2 =
rij
32ξ ,
(3.41)
where rij = |ri − rj | and rij = |rij |. The wall mobility tensor is
ΩWij = ΩWPF,ij −
2ξ2
3 Ω
W
c,ij , (3.42)
where ΩWPF,ij is the mobility tensor obtained by Blake for a point force near a solid
wall in Stokes flow and
(
2ξ2/3
)
ΩWc,ij is a correction term which accounts for finite bead
size. The expressions for ΩWPF,ij and ΩWc,ij are given in Appendix B of Hoda and Kumar
(2007c).
The divergence of diffusivity in Equation (5.4)
[
∂
∂r ·D
]
i
=
(
1.125ξ
z2i
− 1.5ξ
3
z4i
)
zˆ (3.43)
will cause bead motion toward the wall for zi ≥ 1.16a and away from the wall otherwise
(Hoda and Kumar, 2007c). The bead-bead and bead-wall interaction forces are the same
as in equations (4.4) and (4.5). For the spring force, instead of Equation (4.3), we use
the finitely extensible nonlinear elastic (FENE) force law
FSi =
H
1−Q2/Q20
(rj − ri) . (3.44)
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Note that Equation (4.3) is actually meant to be an approximation to the FENE force
law (Bird et al., 1980).
Equation (5.4) was integrated with a dimensionless time step of 5× 10−5, except for
higher Wi, where a smalller time step was used. Prior to imposing a shear flow, each
dumbbell was allowed to relax for 2.5× 105 time steps in free solution, and for another
2.5× 105 time steps in the presence of the wall. We simulated each dumbbell for 105
Rouse relaxation times. The semi-infinite domain was treated by considering a large
but finite-sized domain. We chose a dimensionless distance of 50 normal to the wall as
our box length along z-axis. This distance was large enough so that the effect of the
wall becomes negligible for all cases of bead-wall interaction considered in this work. If
the center of mass of any dumbbell moved beyond this distance, it was reflected back
into the domain. The bead positions were saved every 500 time steps. For each set of
parameters, an ensemble of 32 trajectories was generated. To calculate the concentration
profile, we generated histograms for the bead centers of mass along the z-axis from all
trajectories, with a bin size of 0.1, and normalized by dividing by the maximum value.
3.4 Results and discussion
Having discussed the kinetic theory and the BD simulation method, we proceed to
study the effects of various parameters on the steady-state concentration profile, the
amount adsorbed, and the film thickness. As we are primarily interested in the effects
of flow and bead-wall interaction, we fix the parameters of the bead-bead interaction
and vary those of the bead-wall interaction. We note here that bead-bead interaction
indeed does have an effect on the adsorption behavior, but this effect is small for the
short-range interactions considered here. For all the results presented here, we choose
bk = 56.25, ξ = 0.5
√
kT/H, σb = 1
√
kT/H, εb = 4, a = 12, and b = 6. This makes the
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maximum extensible spring length Q0 = 7.5
√
kT/H and each spring accounts for 18.75
Kuhn lengths. For each set of parameters, the set of nonlinear equations (3.31) was
solved numerically using routines from the MINPACK library (Cowell, 1984) to obtain
the depletion layer thickness Ld, and the integral in Equation (3.36) was evaluated
numerically using routines from the QUADPACK (Piessens et al., 1983) library to obtain
the concentration profile.
3.4.1 Steady state concentration profile
The steady-state concentration of dumbbells is dictated by a balance between bead-
wall attraction, which pulls the dumbbells toward the wall, and the combined effect of
bead-wall HI and bead-wall repulsion, which pushes the dumbbells away from the wall.
The individual contribution from each of these sources can be isolated by rewriting the
expression for the concentration profile (Equation (3.36)) as
θ = exp
[
−
∫ ∞
Z
Ld
Z2
dZ + 2εs
{(
σ∗s
Z
)d
−
(
σ∗s
Z
)c}]
(3.45)
= θf · θa · θr, (3.46)
where θ = n/nbulk is the dimensionless number density of the dumbbells, which can be
interpreted as a concentration profile, θf = exp
[− ∫∞Z Ld/Z2 dZ] is the contribution from
bead-wall HI, θa = exp
[
2εs (σ∗s/Z)d
]
is the contribution from bead-wall attraction, and
θr = exp [−2εs (σ∗s/Z)c] is the contribution from bead-wall repulsion. This separation
is possible because Equation (3.36) has the form of a product of exponentials. The
quantities θa and θr are independent of Wi, and hence constant at all flow strengths.
But θf , which depends on Wi through Ld, decreases with increasing Wi. Figure 3.2
shows plots of θf at increasing values of Wi, along with the resulting total concentration.
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Figure 3.2. (a) Contribution of bead-wall HI to the concentration profile at different flow strengths.
(b) The concentration profiles at different values of flow strength. The bead-wall interaction
parameters are: εs = 4, σ∗s = 2, c = 12, and d = 6.
At equilibrium, i.e. Wi = 0, there is no contribution from the flow, as indicated
by the horizontal line for θf = 1 in Figure 3.2 (a). Increasing the flow strength causes
stretching of the dumbbells. The stress increases, which in turn increases Ld and reduces
θf . As can be seen from Equation (3.46), decreasing θf also reduces θ. So, increasing
flow strength causes enhanced migration of the dumbbells away from the wall. At the
wall, the concentration θwall = 0 for all cases due to the presence of bead-wall repulsion.
This is in contrast to Hoda and Kumar (2007d)’s result for polyelectrolyte adsorption,
which predicted a non-zero concentration at the wall due to the absence of any bead-wall
repulsion. Far away from the wall, the concentration asymptotically approaches the
bulk value θ = 1, similar to what was observed in Hoda and Kumar (2007d). A peak is
observed in the concentration profile (Figure 3.2 (b)) as a result of the balance between
repulsion and attraction. Similar peaks were also observed by Grisafi and Durning
(1989a) and Hoda and Kumar (2007d) and Hoda and Kumar (2008). At sufficiently
high Wi, effectively all dumbbells move away from the wall, and the concentration peak
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vanishes. This indicates that at higher shear rates, it is easier to desorb an already
adsorbed dumbbell; similarly it will be harder to adsorb from a solution at high shear
rates.
Next, we look at results from BD simulations and discuss how well the theory matches
the simulation. Figure 3.3 (a) shows the concentration profiles from simulation and
kinetic theory both in the presence and absence of flow. In this figure, the concentration
profile is normalized by its maximum value. Qualitatively, there is good agreement
between the theory and simulation. However, especially for lower Wi, they are not in
quantitative agreement. The reason for this is the number of approximations made in
the theory to facilitate analytical solution. The two most significant assumptions are
the Taylor expansion of the bead-wall interaction about the dumbbell center of mass
and the use of the FENE-P spring-force law. The effect of the first assumption can
be easily seen from Figure 3.3 (b). Here we repeated the BD simulations using the
Taylor expanded force instead of the exact form, and the agreement with the theory
is considerably improved. However, the Taylor series expansion is not necessarily a
bad approximation in many instances. In our case, the bead-wall potential is relatively
steep. For a softer potential, this assumption will not cause significant deviation. For
example, Figure 8 of Hoda and Kumar (2007c) shows good agreement between theory
and simulation for the softer screened Coulombic interaction. The effect of using the
FENE-P law instead of the FENE law manifests itself in the magnitude of the stress
term. The stress of a FENE-P spring is larger than that of a FENE spring (Herrchen
and Öttinger, 1997), hence the Ld term in Equation (3.36) is larger, leading to enhanced
migration. This accounts for the higher concentration predicted from the simulation
compared to that of the theory. However, for very high Wi, the Ld term becomes large
enough to make the difference between the two spring-force laws negligible.
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Figure 3.3. (a) Comparison between concentration profiles predicted from kinetic theory and BD at
Wi = 0 and Wi = 15. The bead-wall interaction parameters are: εs = 4, σ∗s = 2, c = 12, and d = 6.
(b) Comparison with BD simulations performed with a Taylor expanded bead-wall force.
3.4.2 Adsorbed amount and film thickness
From the concentration profile it is possible to calculate the quantity of adsorbed polymer
at the surface. Following Grisafi and Durning (1989a) and Aubert and Tirrell (1982), we
define the surface adsorption as
Γ =
∫ ∞
0
(θ − 1) dZ. (3.47)
Here, Γ measures the quantity of polymer at the interface relative to the bulk. A positive
value of Γ indicates more polymer at the interface, which corresponds to adsorption.
Similarly, negative values of Γ correspond to desorption.
When there is adsorption, i.e. Γ > 0, we define the adsorbed film thickness δh as
the thickness of a homogeneous film of uniform density containing the total adsorbed
quantity. Hence, ∫ ∞
0
(θ − 1) dZ = (θh − 1) δh, (3.48)
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Figure 3.4. The LJ potential for different parameter values: The solid curve shows the 12-6 LJ
potential with ε = 4 and σ = 1. The other curves show how the shape of the potential deviates from
the 12-6 LJ curve on increasing ε (= 8), σ (= 1.2), c (= 16), and d (= 9).
where θh is the uniform density. Following Stromberg et al. (1965), the uniform density
is
θh =
∫∞
0 θ (θ − 1) dZ∫∞
0 (θ − 1) dZ
. (3.49)
This can be thought of as a weighted average of θ over the entire adsorbent surface with
(θ − 1) as the weighting function. From Equation (3.48) and Equation (3.49),
δh =
{∫∞0 (θ − 1) dZ}2∫∞
0 (θ − 1)2 dZ
. (3.50)
Note that δh is a positive quantity defined only for Γ > 0. Higher values of δh indicate
enhanced adsorption.
Before proceeding to explore the dependence of the quantity adsorbed and the film
thickness on the parameters of the bead-wall interaction potential, its is useful to recall
some qualitative features of the shape of the potential. Figure 3.4 shows the familiar
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12-6 LJ potential (solid curve), along with the potentials that result on increasing the
parameters. We note that increasing ε increases the depth of the potential well, and
increasing σ shifts the potential in the positive z-direction as well as making it flatter.
Increasing the repulsive exponent c results in a deeper well, and increasing the attractive
exponent d does the reverse. As we will see shortly, these qualitative features of the LJ
potential, along with Wi, control the amount of adsorbed polymer and the film thickness.
Figure 3.5 (a) shows the isoadsorbs as function of the bead-surface interaction εs and
the interaction radius σ∗s at no-flow conditions. The parameter εs controls the strength
of interaction; hence, increasing ε increases Γ. Increasing σ∗s shifts the potential well
away from the wall as well as making it flatter. The former leads to a zone of low
concentration near the wall, and the latter causes enhanced concentration over a larger
distance away from the wall. The balance between these two effects produces a net
increase in Γ with increase of σ∗s . However, the effect of increased interaction strength is
stronger than that of the interaction radius, as reflected in Figure 3.5 (a).
On increasing the flow strength, the concentration reduces near the surface due
to migration caused by bead-wall HI, leading to desorption. Figure 3.5 (c) shows the
isoadsorbs at Wi = 5. The region of parameter space where flow leads to desorption
at Wi = 5 is shaded. In this case, increasing σ∗s also leads to lower HI with the wall,
thereby contributing to adsorption. Comparing the Γ = 50 isoadsorb in presence and
absence of flow, it can be seen that a higher εs is required for the same amount of
adsorption when flow is present. The clustering of the isoadsorbs under flow is a result of
the nonlinear dependence of Γ on the flow strength, ε, and σ∗s . On gradually increasing
the flow, the shaded part will occupy a progressively larger area of the parameter space.
The equivalent film thickness at Wi = 0 is shown in Figure 3.5 (b) and that at Wi = 5
is shown in Figure 3.5 (d). Comparing these two plots, it can be seen that flow tends to
reduce the film thickness.
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Figure 3.5. Isoadsorbs [(a), (c)] and film thickness [(b), (d)] as function of σ∗s and εs at Wi = 0
and Wi = 5. The bead-wall interaction parameters are c = 12, and d = 6. The shaded region shows
the part of parameter space corresponding to desorption, i.e., Γ < 0.
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Figure 3.6 explores the influence of the repulsive exponent c and the attractive
exponent d. Increasing c increases the depth of the potential well, and increasing d does
the reverse. As a result, the amount adsorbed increases with c but decreases with d.
With an increase of Wi, the same trend can be observed, but over a much smaller range
of d. Similar to above, this clustering effect is a result of the nonlinear dependence of Γ
on the flow strength and the exponents. The plots for film thickness at Wi = 0 and Wi
= 5 are shown in Figure 3.6 (b) and Figure 3.6 (d), respectively. In the presence of flow,
adsorption is reduced and hence the film thickness.
3.4.3 Desorption behavior
From the previous discussion, we saw that with increasing flow strength, the film thickness
gradually decreases until desorption occurs. The onset of desorption corresponds to
Γ = 0. We denote the associated value of Wi by Widesorb.
In Figure 3.7, we have plotted Widesorb as calculated from the kinetic theory for
different parameters. The flow strength required increases with an increase in εs (see
Figure 3.7 (a)). As mentioned previously, the interaction with the surface is a measure of
the affinity toward the surface compared to the solvent. If εs is low, the adsorbed layer
will be thin, and hence the shear rate required to desorb will not vary much. However,
when εs is large enough, the film thickness will increase with εs and hence Widesorb
increases as seen. Larger σ∗s also increases the amount adsorbed by reducing HI, which
implies a higher Widesorb. The repulsive exponent has minimal effect on Widesorb, mainly
because of its short-range nature. However, on increasing the exponent d, the potential
becomes flater (see Figure 3.4) leading to reduced attraction, and hence the Wi required
for desorption also reduces.
Using the kinetic theory prediction for concentration profile, it is possible to come up
with a scaling law for Widesorb. From Equation (3.36), neglecting bead-bead interaction
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Figure 3.6. Isoadsorbs [(a), (c)] and film thickness [(b), (d)] as function of c and d at Wi = 0 and
Wi = 5. The bead-wall interaction parameters are εs = 8 and σ∗s = 2. The region with darker
shading shows the parameter space corresponding to desorption, i.e. Γ < 0. The lighter shade
indicates the unphysical zone corresponding to c ≤ d.
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and assuming the beads to lie at the same height from the wall, we have
θ = exp
[
−L
∗
d
Z
+ 2εs
{ 1
Z∗d
− 1
Z∗c
}]
= exp
[
2εs
{
− L
∗
d
2εsσ∗sZ∗
+
( 1
Z∗d
− 1
Z∗c
)}]
(3.51)
where Z∗ = Z/σ∗s and L∗d is the Z independent effective depletion layer thickness. At
high Wi, L∗d ∼Wi2/3 (Hoda and Kumar, 2007d). Hence,
L∗d
2εsσ∗s
> K =⇒ Widesorb ∼ ε3/2s σ∗s3/2, (3.52)
where K is some constant.
Unfortunately, the expression for Widesorb cannot be directly applied to BD simulation
results because the simulations are performed in a finite domain. So, we use an analogous
definition also based on the concentration profile. We quantify desorption by that value
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Figure 3.8. Widesorb as a function of εs and σ∗s from kinetic theory and BD simulation. The solid
line shows the scaling result predicted from theory.
of Wi for which the area under the normalized concentration profile has reduced to half
of its value at no-flow conditions. This can be thought of as the flow strength which
has depleted half the amount of the polymers present at equilibrium. For a semi-infinite
domain, where the concentration does not decay with distance, this area will diverge. So,
we choose an upper limit for the integral as the distance when the bead-wall interaction
has decayed sufficiently compared to its maximum value. For 12-6 LJ potential, we
choose this distance to be 2.5σ∗s , where the potential has attains 1/60 of its minimum
value. We note that other similar definitions can also be used, (e.g. see Hoda and Kumar
(2007c)), for testing the high Wi limit.
Figure 3.8 shows Widesorb as a function of εs from both kinetic theory and BD
simulation. For high εs, the results from the theory follow the scaling law above. We
note that the scaling law was derived in the high Wi limit, so it is not expected to be
valid for low Wi and hence low εs.
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The simulation results are not expected to match the theory for low values of εs.
We attempted to verify the scaling law from the theory for high values of Wi using the
simulation results. But on increasing εs, the dumbbells become more strongly trapped
and hence it takes a longer time to reach steady state in the simulation. For high values
the dumbbells in fact do not leave the trap at all within reasonable simulation time,
until Wi becomes so strong as to push them out altogether. This is reflected in the
approach to the plateau region in the plot.
3.5 Conclusion
We have developed an expression for the steady-state concentration profile of bead-spring
dumbbells in shear flow near a solid wall with a general power-law interaction potential
using the kinetic theory framework of Hoda and Kumar (2007c). This kind of potential
is intended to model forces which are non-electrostatic in nature like van der Waals force
or forces due to hydrogen bonds. We studied the adsorption behavior of the dumbbells
as a function of flow strength and different parameters governing the interaction.
Under no-flow conditions, a balance between bead-wall attraction and repulsion leads
to a peak in the concentration profile near the wall, corresponding to adsorption. When
a shear flow is imposed, this peak gradually diminishes with an increase of flow strength.
This is due to migration caused by bead-wall HI, and it leads to a monotonically increasing
profile away from the wall, which corresponds to desorption. The location of the peak
corresponds to a minimum between the attractive and repulsive forces. For stronger
bead-wall interaction or longer range of interaction, a higher flow strength is required
for desorption. We also developed a scaling law relating the flow strength required for
desorption to the strength and range of interaction. The predictions from the kinetic
theory were compared with BD simulations and found to be in qualitative agreement
3.5. Conclusion 52
over all parameter ranges and in quantitative agreement over certain parameter ranges.
For the cases where they differ, we discussed the reasons behind the deviations. Overall,
the theory is able to capture the key features of the adsorption process.
The model we presented is the most minimal required to highlight the role of various
interactions and their relative importance. Qualitatively, the kinetic theory is able to
account for enhanced desorption with increasing shear rate observed experimentally.
As this is a dumbbell-based theory, we are not able to study the effect of molecular
weight as done in the experiments. Also, we considered only steady-state behavior.
Hence, our results are not expected to match experimental results without taking into
account additional effects. These include using multiple beads instead of dumbbells, and
even multiple chains, as the interaction between chains always exists in experiments.
However, in making the model more realistic, we lose analytical tractibility and it will
not be possible to derive explicit expressions like we did in this work. In our future
work, we intend to consider the time-dependent version of the dumbbell model, as well
as more extensive BD simulations, which we expect will build on the understanding of
the adsorption process under flow obtained here.
Chapter 4
Kinetic theory: Transient
solution
Summary
Adsorption of polymers from dilute solution subject to shear flow near a
planar wall is studied using kinetic theory. A dumbbell model consisting of
two beads connected by a nonlinear spring is used to describe the polymer
molecules, and the beads interact with the wall via a short-range exponential
potential. Bead-bead and bead-wall hydrodynamic interactions are also
included in the theory. For an initially bare surface, it is found that the
quantity of polymer adsorbed decreases with an increase in polymer molecular
weight at a given shear rate and point in time. In addition, for a given
molecular weight and point in time, the quantity adsorbed decreases with an
increase in shear rate. When adsorbed polymer is initially present, similar
trends are observed. Furthermore, complete desorption can be achieved at
a sufficiently high shear rate. In all cases, the time required to approach a
steady value of the adsorbed amount is many orders of magnitude larger than
the dumbbell relaxation time. The above findings are in qualitative agreement
with experimental measurements reported nearly three decades ago by Lee
and Fuller [J. Colloid Interface Sci. 103, 569 (1985)]. Our findings also suggest
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that the physical mechanism underlying the long-standing observation that
shear flow inhibits polymer adsorption and assists polymer desorption is
hydrodynamic interaction between stretched polymer molecules and the
adsorbing surface.
This chapter was published as S. Dutta, K. D. Dorfman, and S. Kumar,
“Dynamics of polymer adsorption from dilute solution in shear flow near a
planar wall”, J. Chem. Phys. 139, 174905 (2013).
4.1 Introduction
In Chapter 3, we had discussed the steady-state problem for the amount adsorbed using
kinetic theory. Here we focus on the time evolution of the amount adsorbed under shear
flow, though we discuss some steady-state results where appropriate. As before, we
represent a polymer molecule as a bead-spring dumbbell, interacting with an adjacent
planar wall via a short-range attractive potential. The purpose of the attractive potential
is to account for short-range non-electrostatic forces encountered in weak physisorption
of polymers (O’Shaughnessy and Vavylonis, 2005). A kinetic theory is used to calculate
the time-dependent concentration profile in the wall-normal direction for two cases: (i) a
polymer film which is already present, and (ii) an intially bare wall. These two cases
correspond to the experiments for flow-assisted desorption and flow-inhibited adsorption
by Lee and Fuller (1985a). The amount adsorbed and film thickness are then calculated
from the concentration profile. The kinetic theory follows the framework developed by
Ma and Graham (2005) (for elucidating shear-induced migration of neutral dumbbells)
and Hoda and Kumar (2007d) (for polyelectrolyte adsorption in shear flow). Our theory
is developed in the dilute limit, i.e., interactions among different polymer molecules
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Figure 4.1. Schematic of a dumbbell in shear flow near a planar wall.
are not considered. Though exceedingly simple, our dumbbell kinetic theory is able to
qualitatively reproduce the experimental trends observed by Lee and Fuller (1984) and
Lee and Fuller (1985a), as will be shown in Sec. 4.4.
4.2 Kinetic theory
We consider a dilute polymer solution at rest bounded by a single planar wall at z = 0,
and extending to infinity along the x− and y−axes (Figure 5.1). At time t = 0, the
solution is subjected to a simple shear flow parallel to the x−axis. The velocity field due
to shear flow is v = [γ˙z, 0, 0], where γ˙ is the shear rate. We are interested in calculating
the time evolution of the polymer concentration along the wall-normal direction.
We use a bead-spring dumbbell to model a polymer molecule. A dumbbell consists
of two beads, each of radius ξ, connected by a massless spring. The bead positions are
given by r1 and r2. The connector vector is Q = r2 − r1 and the center-of-mass position
is rc = (r2 + r1) /2.
Neglecting inertia, a force balance on each bead gives
FBi + FSi + FBBi + FBWi + FHi = 0, i = 1, 2 (4.1)
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where FBi is the Brownian force resulting from thermal fluctuations, FSi is the spring
force, FBBi is the force due to bead-bead interaction, FBWi is the force due to bead-wall
interaction, and FHi is the hydrodynamic drag force due to the solvent. Assuming
equilibration in momentum space, the Brownian force is (Bird et al., 1987)
FBi = −kT
∂
∂ri
lnψ, (4.2)
where ψ = ψ (rc,Q, t) is the configurational distribution function of the dumbbell.
The expression for the spring force is given by the finitely extensible nonlinear elastic
spring law with the Peterlin approximation (FENE-P) (Peterlin, 1966; Bird et al., 1980):
FSi =
H
1− 〈Q2/Q20〉
(
rj − ri
)
, i, j = 1, 2 (4.3)
where H is the spring constant, Q = |Q|, and Q0 is the maximum extensible spring length.
Here and elsewhere, angle brackets denote an average over all possible conformations.
The spring extensibility parameter is bk = HQ20/kT . We add a caveat that the isotropic
spring force law above is not accurate in the presence of a wall and additional corrections
need be taken into account (Woo et al., 2004). However, these corrections will have no
bearing on the qualitative nature of the conclusions which will be drawn from this model.
The force due to bead-bead interaction is chosen to be of the form derived from a
Lennard-Jones potential:
FBBi =
εbkT
σb
[
12
(
σb
Q
)13
− 6
(
σb
Q
)7] ri − rj
|ri − rj | , (4.4)
where εb determines the strength of the interaction (in units of kT ) and σb is the
interbead distance at which the interaction potential vanishes. We assume that there is
a short-range attractive interaction between the polymer molecule and the wall, which
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we describe with an exponential potential that generates a force of the form
FBWi = −εsκkT exp (−κzi) zˆ, (4.5)
where εs and κ control the strength and range of the interaction, respectively.
The hydrodynamic drag force is given by
FHi = −ζ (r˙i − vi) , (4.6)
where vi is the solvent velocity at ri, the bead friction coefficient is ζ = 6piηξ, and η is
the solvent viscosity. The solvent velocity can be written as vi = v0i + v
pf
i , where v0i
is the unperturbed velocity and vpfi is the contribution due to the perturbation of the
velocity field by the motion of all other beads j. Assuming a vanishingly small Reynolds
number, the perturbed velocity is given by
vpfi = −
∑
j
Ωij · FHj , (4.7)
where Ωij is the HI tensor between the beads i and j.
We obtain v0i by Taylor-expanding the solvent velocity about the dumbbell center-
of-mass and retaining terms only up to second order. The bead-wall forces are Taylor-
expanded about the dumbbell center-of-mass as well, and terms beyond first order are
neglected. This is important in order to introduce a dependence on the connector vector,
which will later be averaged out. The Taylor-expansion is a necessary approximation in
order to make analytical progress; similar approaches have been employed before in the
literature as well (Ma and Graham, 2005; Hoda and Kumar, 2007d). Substituting the
force expressions in Equation (4.1), and averaging over all possible conformations, the
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center-of-mass flux in the z-direction is given by (Dutta et al., 2013):
jc = − 1− 〈Q
2
z〉/4z2[
1 +
(
〈Q2x〉+ 〈Q2y〉
)
/4z2
]5/2
( 3τpxx
64piηz2
)
−DK ∂n
∂z
+nDK
kT
(
FBW1,z + FBW2,z
)
, (4.8)
where z is the z-component of the dumbbell center of mass, τpxx is the xx-component of
the polymer stress tensor, DK = kT/2ζ is the free-draining Kirkwood diffusivity, and n
is the polymer number density. Substituting the values of DK , FBW1,z , FBW2,z , and after
some rearrangement, we have
jc = nkT
(
Ld
2ζz2
)√
kT
H
−
(
kT
2ζ
)
∂n
∂z
− nkT
(
εsκ
ζ
)
e−κz, (4.9)
where
Ld = − 916
√
pih∗
1− 〈Q2z〉/4z2[
1 +
(
〈Q2x〉+ 〈Q2y〉
)
/4z2
]5/2
(
τpxx
nkT
)
(4.10)
is the depletion layer thickness (Hoda and Kumar, 2007d) and h∗ = (ζ/η)
√
H/36pi3kT
is the HI parameter (Bird et al., 1987).
The conservation equation for the dumbbell center of mass is
∂n
∂t
= − ∂
∂z
jc. (4.11)
From Equation (4.9) and Equation (4.11), we have
∂n
∂t
=
(
kT
2ζ
)
∂2n
∂z2
+ kT ∂
∂z
− Ld2ζz2
√
kT
H
+ εsκ
ζ
e−κz
n
 . (4.12)
We non-dimensionalize length with
√
kT/H, time with the Rouse relaxation time
for a dumbbell λH = ζ/4H, energy by kT , and concentration by the bulk concentration
nbulk. The flow strength is measured in terms of the Weissenberg number (Wi), defined
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as Wi = λH γ˙. In the following, all starred quantities are the dimensionless variants of
their unstarred forms. Then, Equation (4.12) can be written as an advection-diffusion
equation
∂θ
∂t∗
= 18
∂2θ
∂z∗2
+ ∂
∂z∗
[(
−18
Ld
z∗2
+ εsκ
∗
4 exp (−κ
∗z∗)
)
θ
]
, (4.13)
where the dimensionless concentration θ = n/nbulk. Noting that Ld vanishes at z∗ = 0,
the boundary conditions are given by
z∗ →∞, θ → 1
z∗ = 0, jc,z = 0 =⇒ ∂θ
∂z∗
+ 2εsκ∗θ = 0.
(4.14)
The solutions of Equation (4.13) at different flow strengths give the time-dependent
concentration profiles and will be the main focus of this work. Putting the time-derivative
to zero, the steady-state solution is
θs = exp
− ∞∫
z∗
Ld
q2
dq + 2εs exp (−κ∗z∗)
 . (4.15)
To obtain Ld (see Equation (4.10) and Equation (4.13)), we need to evaluate the
polymer stress. The stress tensor can be written in the Kramers form
τ p
nkT
= − 1
kT
〈
Q
{
FS1 + FBB1 −
1
2
(
FBW2 − FBW1
)}〉
+ I, (4.16)
or in the Giesekus form
τ p
nkT
= ζ4kT
〈
QQ
〉
(1) +
1
4kT
〈
Q
(
FBW2 − FBW1
)
−
(
FBW2 − FBW1
)
Q
〉
, (4.17)
where the subscript (1) denotes the upper convected derivative (Bird et al., 1980).
Comparing the Kramers and the Giesekus forms, we obtain the following set of six
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coupled ordinary differential equations (ODEs):
dC1
dt∗ = −
C1
bk
g + 2WiC5 +
1
bk
,
dC2
dt∗ = −
C2
bk
g + 1
bk
,
dC3
dt∗ = −
C3
bk
[
g + bkεsκ
∗2e−κ∗z∗
2
]
+ 1
bk
,
dC4
dt∗ = −
C4
bk
g + WiC6,
dC5
dt∗ = −
C5
bk
[
g + bkεsκ
∗2e−κ∗z∗
4
]
+ WiC3,
dC6
dt∗ = −
C6
bk
[
g + bkεsκ
∗2e−κ∗z∗
4
]
,
(4.18)
where
g = bk1− C −
12εs
C
(
σb
Q0
√
C
)12
+ 6εs
C
(
σb
Q0
√
C
)6
,
C1 = 〈Q2x/Q20〉, C2 = 〈Q2y/Q20〉, C3 = 〈Q2z/Q20〉, C4 = 〈QxQy/Q20〉, C5 = 〈QxQz/Q20〉,
C6 = 〈QyQz/Q20〉, and C = C1 + C2 + C3. Initially the soution is at rest. Hence, the
initial conditions can be obtained by putting the time derivative and Wi to zero and
solving the resulting set of nonlinear equations for different values of z∗. After solving
the ODEs, τpxx can be calculated from the Kramers expression as follows:
τpxx
nkT
= −gC1 + 1, (4.19)
which allows calculation of Ld via Equation (4.10).
We can now solve Equation (4.13) to obtain the concentration profile. From the
concentration profile we calculate the quantity of adsorbed polymer at the surface.
Following Aubert and Tirrell (1982) and Grisafi and Durning (1989a) we define the
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surface adsorption as
Γ (t∗) = lim
l→∞
l∫
0
{
θ (z∗, t∗)− 1} dz∗. (4.20)
Here, Γ measures the quantity of polymer at the interface relative to the bulk. A positive
value of Γ indicates more polymer at the interface, which corresponds to adsorption.
Similarly, negative values of Γ correspond to desorption.
When there is adsorption, i.e. Γ > 0, the adsorbed film thickness δ is defined as
the thickness of a homogeneous film of uniform density containing the total adsorbed
quantity (Stromberg et al., 1965; Grisafi and Durning, 1989a),
δ (t∗) = lim
l→∞
[
l∫
0
{θ (z∗, t∗)− 1} dz∗
]2
l∫
0
{θ (z∗, t∗)− 1}2 dz∗
. (4.21)
Note that δ is a positive quantity defined only for Γ > 0. Higher values of δ indicate
enhanced film thickness.
4.3 Numerical methods
We determined Γ and δ for both steady and unsteady states by first calculating the
concentration profile. The unsteady-state concentration profile was obtained by solving
Equation (4.13) along with the boundary conditions Equation (4.14). The steady-state
concentration θs at a particular value of z∗ was obtained by evaluating the right-hand
side of Equation (4.15). The integral inside the exponential in Equation (4.15) was
evaluated by first mapping the semi-infinite domain to [−1, 1] and then using Chebyshev-
Gauss-Lobatto (CGL) quadrature (Press et al., 1992). The calculation procedure for the
Ld values is discussed later.
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To obtain the time-dependent concentration profile, we solved Equation (4.13) using
a pseudospectral collocation method. Spectral methods have been widely used in the
literature for the past three decades to solve ordinary and partial differential equations.∗
Standard references for spectral methods include, among many others, the texts by
Peyret (2002), Canuto et al. (2006), and Hesthaven et al. (2007). Programming aspects
of spectral methods are discussed in detail by Boyd (2001) and Kopriva (2009). In the
following paragraphs, we briefly outline the method and discuss its implementation for
the problem at hand.
In any spectral method, we attempt to find an approximation to the actual solution
(of the PDE) in the form of a linear combination of a finite number of orthogonal basis
functions. For Equation (4.13), we write the approximate solution θ˜ (z∗, t∗) to θ (z∗, t∗)
as
θ (z∗, t∗) ≈ θ˜ (z∗, t∗) =
N∑
j=0
θˆj (t∗) Φj (z∗) , (4.22)
where θˆj (t∗) are called the spectral coefficients and Φj are the basis functions. For
time-dependent problems, as is the case in Equation (4.13), the spectral coefficients are
functions of time. The basis functions may not be chosen arbitrarily; their choice is
dictated by the nature of the solution, the boundary conditions, as well as the domain
of definition of the solution. Here, we have used the Chebyshev polynomials of the first
kind as basis functions. The nth degree Chebyshev polynomial of the first kind Tn(x) is
defined for x ∈ [−1, 1] as
Tn (x) = cos
(
n cos−1 x
)
, n = 0, 1, 2, . . . . (4.23)
Writing x = cos z and using elementary trigonometric identities, these polynomials can
∗See www.personal.umich.edu/~jpboyd/Chebbibintro.html for a list of over 2000 articles.
4.3. Numerical methods 63
also be recursively defined as
T0 (x) = 1, T1 (x) = x, (4.24)
Tn+1 (x) = 2xTn (x)− Tn−1 (x) , n ≥ 1. (4.25)
These polynomials are orthogonal in [−1, 1] with respect to a weight function w (x) =
1/
√
1− x2. Chebyshev polynomials are widely used for non-periodic problems due to
the existence of simple expressions in closed form for the derivative matrices as well as
for all Gauss quadrature points and the corresponding weights. Moreover, Chebyshev
expansions are closely related to Fourier series, which allows the usage of fast transform
methods in evaluating the spectral coefficients (We have not used any fast transforms as
our problem size is not large enough to result in any significant computational gain.).
For a function u (x) defined on [−1, 1], having a truncated Chebyshev expansion
u˜ (x) = ∑Nj=0 uˆjTj (x), it can be shown (Hesthaven et al., 2007) that u˜ (x) interpolates
u (x) at the N+1 Gauss quadrature points Xj associated with the Chebyshev polynomial,
i.e., u (Xj) = u˜ (Xj) , j = 0, . . . , N . These points are known as collocation points (or
nodes). We have used the points based on Gauss-Lobatto quadrature (i.e., the collocation
points include the end points ±1), as including the end points helps in implementing
boundary conditions. The Chebyshev-Gauss-Lobatto (CGL) nodes are given by
Xj = − cos
(
pij
N
)
, j = 0, . . . , N. (4.26)
Note that if the nodes are computed by Equation (4.26), less accurate values are obtained
(Weideman and Reddy, 2000; Baltensperger and Trummer, 2002) for j close to N , i.e., for
Xj near 1. So we calculated the nodes using Xj = − sin [pi (N − 2j) / (2N)], j = 0, . . . , N .
Also, the CGL nodes are symmetric about x = 0. To ensure the symmetry in floating
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point arithmetic, we calculated the nodes Xj < 0 and reflected them to obtain the nodes
Xj > 0.
Using the discrete orthogonality property of the Chebyshev polynomials, the N + 1
spectral coefficients uˆj can be obtained (Peyret, 2002) from the values of the function at
the CGL points u (Xj):
uˆj =
2
c¯jN
N∑
k=0
u (Xk)
c¯k
cos pijk
N
, (4.27)
where
c¯j =

2, j = 0, N
1, j = 1, . . . , N − 1.
(4.28)
This transformation is called the Discrete Chebyshev Transform (DCT) and involves
a simple matrix-vector multiplication. The inverse transform (also a matrix-vector
multiplication) given by (Peyret, 2002)
u (Xj) =
N∑
k=0
uˆk cos
pijk
N
, j = 0, . . . , N (4.29)
can be used to determine the function values at the nodes from the spectral coefficients.
Thus, we can represent the function u (x) in terms of the spectral coefficients (called
transform space) or in terms of its values at the collocation points (called physical space).
In pseudospectral collocation, we determine the function values u (Xj) in the physical
space and calculate the coefficients using DCT if required (e.g. for error analysis).
To obtain values of the function at points other than the CGL nodes, polynomial
interpolation can be used. The collocation method is simpler to program than other
variants of spectral methods, and is also particularly convenient for nonlinear problems.
To obtain the function values, we discretize the spatial dimensions into a grid
consisting of the collocation points and enforce the governing differential equation at
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each of the interior points of the domain and the boundary conditions at the boundary
points. The spatial derivatives of the function at each node can be expressed as a linear
combination of the function values at all the nodes. This allows us to evaluate the
derivatives as matrix-vector products:
[
∂pu (X0)
∂xp
, . . . ,
∂pu (XN )
∂xp
]T
= D(p) · [u (X0) , . . . , u (XN )]T (4.30)
where D(p) is the pth derivative matrix. For a Chebyshev approximated function, explicit
analytical formulas exist for calculating the derivative matrices (Peyret, 2002). However,
a direct application of these formulas lead to severe round-off errors, especially for large
values of N . Following the technique recommended by Peyret (2002), we calculated the
off-diagonal elements of the first derivative matrix D(1) using the explicit formulas. For
the diagonal elements, we took the negative of the row sum of the off-diagonal elements
along each row. The negative sum trick guarantees that the all row sums equate to
zero, which ensures that the derivative of a constant function vanishes at the collocation
points (Baltensperger and Trummer, 2002).
D
(1)
jk =

c¯j
c¯k
(−1)j+k
(Xj −Xk) , j 6= k,
−
N∑
l=0
l 6=j
D
(1)
jl , j = k.
(4.31)
The second derivative matrix D(2) was calculated in two steps. First, we calculated a
provisional second derivative matrix D˜(2) by squaring D(1) (calculated previously), and
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then applied the negative sum trick to obtain the actual matrix:
D
(2)
jk =

D˜
(2)
jk , j 6= k,
−
N∑
l=0
l 6=j
D
(2)
jl , j = k.
(4.32)
This converts a PDE into a system of ODEs (with appropriate boundary conditions), or,
for a boundary value problem, to a system of algebraic equations which can be solved
by standard numerical methods.
So far our discussion of the pseudospectral method has been quite general. Now we
turn to several aspects which are specific to our solution of Equation (4.13). Instead of
applying a single global approximation to θ (z∗, t∗) over z∗ ∈ [0,∞), we decompose the
spatial domain into two subdomains z∗ ∈ [0, `] ∪ [`,∞), each possessing its own set of
collocation points and approximating polynomial. We choose ` to be that value of z∗ for
which the concentration in the absence of flow decays to ≈ 10% of the bulk concentration.
We will represent θ(1) (z∗, t∗) as the approximating polynomial in subdomain 1 and
θ(2) (z∗, t∗) as the approximating polynomial in subdomain 2. For convenience, we used
the same number of collocation points for both subdomains. The two solutions are
matched by imposing continuity of the function as well as the first derivative at the
touching point X(1)N (= X
(2)
0 ) of the subdomains (Pfeiffer et al., 2003). Note that the N th
collocation node of subdomain 1 and the 0th collocation node of subdomain 2 represent
the same physical point. Domain decomposition allows us to use relatively lower degree
polynomials in each subdomain compared to a single very high degree polynomial over
the entire domain. High degree polynomials increase computational cost, and round-off
errors become particularly prominent. In contrast, using lower degree polynomials for
each subdomain also results in higher resolution near the wall. Moreover, the Jacobian
matrix of the resulting system of ODEs becomes sparse with blocks of non-zero entries
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corresponding to each subdomain.
As mentioned before, the Chebyshev polynomials are defined over the domain
[−1, 1]. But θ (z∗, t∗) in Equation (4.13) is defined over z∗ ∈ [0,∞). To apply Chebyshev
approximation for θ (z∗, t∗), we need to map the domain [0,∞)→ [−1, 1]. For subdomain
1, we used a simple linear mapping, and for subdomain 2 we used an algebraic mapping.
X =

2z∗ − `
`
, z∗ ∈ [0, `]
z∗ − `− Lmap
z∗ − `+ Lmap , z
∗ ∈ [`,∞) .
(4.33)
The inverse mapping is given by
z∗ =

`
2 (X + 1) , z
∗ ∈ [0, `]
`+ Lmap
(1 +X
1−X
)
, z∗ ∈ [`,∞) .
(4.34)
The quantity Lmap above is called the mapping parameter and controls the degree of
stretching of the grid. There is no apriori way of determining Lmap; a certain amount
of experimentation is inevitable. In all our calculations, we have used Lmap = 6. For
semi-infinte domains, other forms of mapping (e.g., exponential, logarithmic, etc.) also
exist. Here we follow the guidelines suggested by Boyd for the choice of mapping for
semi-infinite domains (see Chapters 16 and 17 of Boyd (2001) and the references therein,
particularly Boyd (1982) and Boyd (1987)). According to Boyd, algebraic mapping
with Chebyshev polynomials proves superior to other mappings for functions which
exhibit algebraic decay or asymptote to a constant. Our function θ (z∗, t∗) ∼ 1/z∗ as
z∗ →∞ and asymptotes to 1. It is precisely because of the algebraic decay that Laguerre
polynomials (or functions), which are defined over (0,∞], do not perform well in this
situation. Boyd also showed that although an optimum value of the mapping parameter
exists, the accuracy of the solution is quite insensitive to the choice of Lmap as long as it
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is of the same order of magnitude as the optimum value. Upon mapping to [−1, 1], the
spatial derivatives are transformed as follows:
∂θ (z∗, t∗)
∂z∗
=
(
∂X
∂z∗
)
∂θ (X, t∗)
∂X
, (4.35)
∂2θ (z∗, t∗)
∂z∗2
=
(
∂X
∂z∗
)2 ∂2θ (X, t∗)
∂X2
+
(
∂2X
∂z∗2
)
∂θ (X, t∗)
∂X
. (4.36)
After mapping and spatial discretization of the subdomains, we obtain the following
set of equations:
dθ(µ)j
dt∗ =
1
8
N∑
k=0
[(
X
′
j
2
D
(2)
jk +X
′′
j D
(1)
jk
)
θ
(µ)
k
]
+X ′j
N∑
k=0
[
D
(1)
jk
(
− Ldj
8z∗j 2
+ εsκ
∗
4 e
−κ∗z∗j
)
θ
(µ)
k
]
, j = 1, . . . , N − 1, µ = 1, 2,
(4.37)
X
′
0
N∑
k=0
D
(1)
0k θ
(1)
k + 2εsκθ
(1)
0 = 0, (4.38)
θ
(2)
N = 1, (4.39)
θ
(1)
N = θ
(2)
0 , (4.40)
X
′
N
N∑
k=0
D
(1)
Nkθ
(1)
k = X
′
0
N∑
k=0
D
(1)
0k θ
(2)
k , (4.41)
where X ′ = ∂X/∂z∗ and X ′′ = ∂2X/∂z∗2. Equation (4.37) results from enforcing the
PDE at the interior collocation points, Equation (4.38) and Equation (4.39) are the
boundary conditions, Equation (4.40) and Equation (4.41) imposes continuity of θ and
∂θ/∂z∗ respectively at the interface of the two subdomains.
We solved the ODEs above using the software package VODE_F90,† which is a Fortran
†See www.radford.edu/~thompson/vodef90web/index.html for the source code of the package
VODE_F90.
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90 extension of the well-known FORTRAN 77 ODE solver VODE (Brown et al., 1989). It
uses variable coefficient Adams-Moulton (non-stiff case) and Backward Differentiation
Formula methods (stiff case) in Nordseick form, treating the Jacobian as full or sparse.
The routines incorporate a high degree of algorithmic automation and feature a very
flexible user interface that significantly aids in code development. The step size used is
variable and adjusted automatically to ensure convergence of the Newton iteration.
It is well known that the spectral derivative matrices are notoriously ill-conditioned
(the condition number of the pth derivative matrix is O (N2p)), leading to an equally
ill-conditioned Jacobian matrix, which severely slows down convergence of the Newton
iteration and also involves loss of precision. Hence, the system of ODEs above should
not be integrated naively. Instead, we used the Finite Difference (FD) approximation to
the Jacobian matrix as a left preconditioner for solving the system of linear equations
arising from each Newton step. This method, first proposed by Orszag (1980), performs
remarkably well in reducing the condition number close to 1, at least for 1-D problems.
The FD derivative matrices should be calculated based on the collocation nodes and
transformed back to physical space using Equation (4.36). The FD derivatives at the
jth collocation point are given by
(
∂θ
∂X
)
j
= 1∆+∆2− + ∆−∆+
[
−∆2+θj−1 −
(
∆2− −∆2+
)
θj + ∆2−θj+1
]
(4.42)(
∂2θ
∂X2
)
i
= 2∆+∆2− + ∆−∆+
[
∆+θj−1 − (∆− + ∆+) θj −∆−θj+1
]
(4.43)
where ∆+ = Xj+1 −Xj and ∆− = Xj −Xj−1. The FD matrix is tridiagonal, which
further adds to computational efficiency. Along with the preconditioner, exploiting the
sparse structure of the Jacobian, we used the iterative solver GMRES to solve the system
of linear equations. Note that VODE_F90 natively has no capability for accepting an
user-supplied preconditioner or for using GMRES; we had to slightly modify the solver
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routines to accept our options.
In order to solve the set of equations above, we also need the values of Ld at the
collocation points as a function of time. We obtained Ld at the nodes by solving the
system of ODEs Equation (4.18) using VODE_F90 followed by application of equations
(4.19) and (4.10). The initial conditions were determined by setting the time derivates
and Wi equal to zero and solving the resulting set of nonlinear equations. Under no-flow
condition, the polymer stress tensor vanishes, which ensures that at t∗ = 0, C4, C5, and
C6 are identically zero. Looking at Equation (4.18), we observe that if C4 and C6 are
initially zero, they remain zero for all subsequent times, and hence there is no need to
solve for C4 (t∗) and C6 (t∗). Note that Ld attains a steady value within a short time
(see Figure 4.2), after which we can use its constant value. This constant value was used
for calculating the steady state concentration. The fast relaxation of Ld allows us to
save the values in a look-up table and use linear interpolation to determine intermediate
values as required.
After calculating the concentration profile as discussed above, we obtain the quan-
tity adsorbed Γ and the equivalent film thickness δ by applying Equation (4.20) and
Equation (4.21), respectively. Since the values of concentration we obtained are at the
CGL nodes (a consequence of the spectral discretization), the integrals can easily be
performed using CGL quadrature. Also, as we are interested in the concentration close
to the wall, we truncated the upper limit of the integrals to `, i.e., we integrated only
over subdomain 1. The degree of the approximating polynomial N in each domain
required some experimentation. Beyond N = 96, we observed no significant change of
the amount adsorbed, and the results presented utilize this value of N .
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Figure 4.2. Ld as a function of t∗ for various values of z∗ at Wi = 2 and bk = 100. Note that z∗
are the collocation points.
4.4 Results and discussion
Since we want to focus on the effects of flow rate and molecular weight only, we fix
the bead-bead interaction parameters to σb = εb = 1 and the bead-wall parameters
to εs = 1 and κ = 0.5. Modifying these values will produce quantitative, but not
qualitative, changes in the amount adsorbed. For a dumbbell model, the molecular
weight M ∼ Q0 =
√
bkkT/H. Hence, to study the effect of molecular weight, we vary
the spring extensibility parameter bk. The spring extensibility parameter bk ≈ 3Nk,
where Nk is the number of Kuhn segments per spring. For PS, the molar mass per Kuhn
segment is 720 g/mol (Rubinstein and Colby, 2003). Thus, the values of bk investigated
here represent PS chains of 6000-24000 g/mol. For comparison, we mention that the PS
samples used in Lee and Fuller’s experiments ranged from 3.84× 106 − 20× 106 g/mol,
which are much higher than the range probed here.
We calculate the amount adsorbed for two different initial conditions: (i) flow
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Figure 4.3. Normalized desorption curves for different values of Wi and bk.
is initiated over a surface containing a preadsorbed polymer film, corresponding to
desorption, and (ii) flow is initiated over a clean surface, corresponding to adsorption.
Figures 5.9 and 4.4 show the time evolution of the normalized amount adsorbed at
different shear rates and molecular weights for the above two cases respectively. The
normalization factor is the amount that would have adsorbed from a quiescent solution.
The amount adsorbed decreases with time for desorption and increases with time for
adsorption. In both cases, an approach to a steady-state value in the long-time limit can
be seen. Moreover, desorption is enhanced by an increase in shear rate as well as by an
increase in molecular weight. Similarly, adsorption is inhibited. Comparing our results
with Figures 3–5 (for desorption) and Figures 9–11 (for adsorption) of Lee and Fuller
(1985a), we find that our dumbbell model effectively captures the qualitative trends
observed in the experiments.
Figures 4.5 and 4.6 show the amount adsorbed and film thickness at steady-state for
different shear rates and molecular weights. The amount adsorbed decreases with an
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Figure 4.4. Normalized adsorption curves for different values of Wi and bk.
increase in shear rate as well as with an increase in molecular weight. However, the film
thickness remains almost constant for low shear rates, exhibiting a rapid drop at higher
values. On increasing molecular weight, the film thickness decreases for all shear rates.
At a sufficiently high shear rate, the amount adsorbed and film thickness can completely
vanish. The steady-state results presented above are in good qualitative agreement
with experimental observations (see Figures 6 and 12 of Lee and Fuller (1985a)).
To better understand our results, we examine the advection-diffusion equation
(Equation (4.13)) governing the time evolution of the concentration profile. The first
term on the right-hand side of Equation (4.13) represents diffusion, the first term inside
the square brackets represents advection away from the wall due to dumbbell-wall
HI, and the second term inside the square brackets represents advection toward the
wall due to dumbbell-wall attraction. On moving away from the wall, the advection
terms gradually diminish in magnitude, with the concentration approaching its bulk
value. In case of desorption of a preadsorbed film, the amount adsorbed decreases with
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time (Figure 5.9), indicating a gradual reduction of concentration near the wall. This
reduction in concentration is caused by the migration of dumbbells away from the wall
due to bead-wall HI. The migration mechanism is discussed in detail by Ma and Graham
(2005) and Hoda and Kumar (2007d). In the absence of HI, the dumbbells will not
be advected away from the wall. In the case of adsorption (Figure 4.4), initially we
have a clean wall, so the dominant effect is that of dumbbell-wall attraction, leading to
a progressive increase in concentration near the wall and hence the amount adsorbed
until it is balanced by diffusion and advection away from the wall. Thus, it is the
balance between dumbbell-wall attraction and HI-induced migration that dictates the
development of the concentration profile for adsorption as well as desorption.
When the dumbbell-wall attraction does not change, HI is the sole determining factor
for the amount adsorbed and film thickness. From Equation (4.10) and Equation (4.13)
we see that HI-induced advection is proportional to the dumbbell stress, which depends
on the extension of the dumbbell. On increasing the shear rate, the dumbbell stretches
more, and the enhanced extension leads to stronger HI, which inhibits adsorption and
assists desorption. At a particular shear rate, increasing the molecular weight (by
increasing bk) also leads to a larger extension, and hence increasing molecular weight
has a similar type of effect on the adsorption and desorption curves. The effects of flow
rate and molecular weight manifest themselves only through their ability to change how
much the dumbbell stretches. In the absence of HI, the dumbbell model predicts that
the amount adsorbed and film thickness will depend on neither the shear rate nor the
molecular weight.
For both adsorption and desorption, it is interesting to note that the time required to
attain a steady value is extremely long, even more than 105 times the longest relaxation
time of the dumbbell (Figures 5.9-4.4). To understand the cause of such behavior, we have
plotted the concentration profiles for desorption at different time instants in Figure 4.7.
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Figure 4.7. Concentration profiles at various times for Wi = 15 and bk = 100. The value of Wi is
intentionally chosen to be large in order to make the peaks noticeable.
Shortly after flow is initiated, bead-wall HI begins advecting the dumbbells away from
the wall, resulting in a reduction of concentration in the immediate vicinity of the wall.
As advection gradually weakens away from the wall, a peak appears because diffusion is
not able to smooth out the concentration fast enough. This peak progressively broadens
along with a slow drift, exhibiting a diffusion-dominated approach to steady-state. This
results in the characteristic very long relaxation time. In the case of adsorption, the
same mechanism is at work, but an upside-down peak is observed. Lee and Fuller
(1985a)’s data for desorption of 8.42× 106 molecular weight PS reaches a steady-state
value after approximately 3.8× 105 relaxation times (τRouse = 7.7× 10−3 s), which is of
the same order-of-magnitude as the kinetic theory prediction. Similar observations of
long relaxation times were also made by Ma and Graham (2005) in the context of shear-
induced migration of neutral polymers. It is interesting to note here the observations of
McGlinn et al. (1988), who found that the amount adsorbed keeps increasing without
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showing any indication of attaining a plateau value. We conjecture that one possible
reason for this observation might be the extraordinarily long time required to reach the
steady-state value.
Before concluding, we would like to discuss several observations of Lee and Fuller
(1985a) that our dumbbell model is not able to capture. They found that the amount
adsorbed at steady-state for different shear rates and molecular weights collapse onto a
single power-law curve γ˙M0.7, where M is the molecular weight. Although it is possible
to collapse the data in Figure 4.5 onto a single power-law curve, the exponent is much
smaller (0.045) probably due to the simplicity of the dumbbell model. Lee and Fuller
state that longer chains adsorb as well as desorb faster compared to low-molecular-weight
chains, which also cannot be seen in Figures 5.9 and 4.4. Both of these observations
pertain to molecular weight, which the dumbbell model accounts for by changing the
spring extensibility parameter bk. However, the change in bk does not significantly change
the advection term in Equation (4.13) to reflect the experimentally observed behavior.
Ideally, one should also increase the adsorption strength with increase of bk, which we
have not incorporated. Even if this is taken into account, it will not have any significant
impact on the advection term. The assumption that the effect of increase in molecular
weight can be accounted for by increasing the length of the connector vector is clearly
inadequate. The dumbbbell model simply does not have enough complexity to capture
the effects due to molecular weight.
4.5 Conclusions
We have studied adsorption of homopolymers from a dilute solution subject to shear
flow onto an adjacent planar wall using kinetic theory. The polymer molecules were
modeled as bead-spring dumbbells interacting with the wall via a short-range exponential
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potential. In the dilute limit, the kinetic theory leads to an advection-diffusion equation
for the dumbbell concentration profile, which allowed us to calculate the amount adsorbed
as well as the film thickness.
When flow is initiated over a clean wall, the amount adsorbed increases with time
until it reaches a plateau value. The amount adsorbed decreases with both an increase
in shear rate as well as an increase in molecular weight. On initiating the flow over a
wall containing a preadsorbed polymer film, desorption was found to be facilitated by
increasing shear rate as well as molecular weight, resulting in complete desorption at
high enough shear rates. The time required to approach steady-state is many orders
of magnitude longer than the dumbbell relaxation time, a consequence of the diffusion-
dominated behavior away from the wall. These results are in qualitative agreement with
the experimental observations of Lee and Fuller (1985a).
We have shown that the above results are a consequence of competition between the
polymer-wall attractive force and the HI-induced polymer-wall repulsion. The repulsive
interaction arises because the flow field generated by the force acting on each bead of
the dumbbell acts away from the wall at the location of the other bead, resulting in a
net migration of the dumbbell away from the wall. Increasing shear rate or molecular
weight produces a larger force on each bead, enhancing migration of the dumbbells,
which assists desorption and inhibits adsorption. In the absence of HI, the dumbbell
model predicts that adsorption will be independent of shear rate and molecular weight,
and desorption will not occur at all. Thus, our results indicate that polymer-wall HI is
the dominant mechanism governing adsorption/desorption of dilute polymer solutions in
shear flow.
Although our model is very minimalistic and includes several strong approximations,
it is able to capture the essential features underlying adsorption in shear flow. However,
the effects of including multiple beads (which may help in better describing effects
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due to molecular weight), as well as the roles of solvent quality and polymer-surface
intermolecular interactions still need additional study. Moreover, the dumbbell model
cannot give any insight into the role of chain entanglements, which remains an open
issue as well. We believe accounting for these factors might help explain some of the
experimental results (see e.g., Chin and Hoagland, 1991; McGlinn et al., 1988; Chang
and Chung, 1991) which exhibited deviations from the observations of Lee and Fuller.
Chapter 5
Brownian dynamics simulations
of desorption under shear flow
Summary
We study desorption of isolated polymer molecules in the presence of shear
flow using Brownian dynamics simulations. The polymer molecules are mod-
eled as freely jointed bead-spring chains interacting with a planar wall via a
short-range potential. The simulations include both intrachain and chain-
wall hydrodynamic interaction (HI). Desorption is governed by an interplay
between the chain-wall attraction and the wall-induced hydrodynamic repul-
sion. At constant molecular weight, desorption increases with an increase in
shear rate and decreases with an increase in polymer-wall adsorption energy.
When adsorption is weak, the chains form large loops and tails that generate
stronger HI in the presence of the imposed flow field causing longer chains
to desorb faster than shorter ones. In contrast, when adsorption is strong
the chains adopt a flattened conformation, weakening HI and resulting in
shorter chains with fewer sticking points desorbing faster than longer ones.
The simulation results reconcile the apparently contradictory experimental
studies by Lee and Fuller [J. Colloid Interface Sci. 103, 569 (1985)] and Soga
and Granick [Langmuir 14, 4266 (1998)] concerning the effect of shear flow
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on desorption of polymers.
5.1 Introduction
In this chapter we look at desorption of preadsorbed chains when subjected to shear
flow. Although it may appear obvious that increasing shear rate will lead to more
desorption because of an increase in drag on the chain, the real cause for desorption is
a consequence of hydrodynamic interaction (HI) between the polymer chain and the
wall (see Chapters 3 and 4). In the absence of HI with the wall, there is no mechanism
forcing the chains to drift away from the wall other than diffusion. If an adsorbed chain
does indeed unbind from the surface, it will readsorb and on average, there will be
no change of the amount of polymer adsorbed. Of course, diffusion cannot be solely
responsible for the drift as no desorption is observed in the absence of flow. Prior studies
involving polyelectrolytes under shear flow have also identified polymer-wall HI as the
primary cause for desorption (Hoda and Kumar, 2007d; Hoda and Kumar, 2007c; Hoda
and Kumar, 2008). The HI involved here is the same as that causing polymer chains to
drift away from a confining wall under shear flow, a phenomenon known as shear-induced
migration (see Chapter 3 and Ma and Graham (2005)). Briefly, the mechanism involved
is the following: In the presence of shear flow, the velocity gradient across a polymer
chain causes a net stretching of the chain along the flow direction. The resulting entropic
restoring force behaves as a pair of oppositely directed point forces acting on the solvent.
Owing to the no-slip and the no-penetration conditions at the wall, the velocity field
induced by these point forces possesses some component directed away from the wall,
leading to a net migration of the chain.
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However, most of the previous studies primarily focused on the steady state desorption
under shear flow and the transient behavior was not explored. In addition, the effect of
adsorption energy and molecular weight was not studied. Even in the case of shear rate,
no attempt seems to have been made to reassess the experimental observations in the
light of the insights gained from the simulations. One exception is our previous work
discussed in Chapter 4, where we used a kinetic theory based on a dumbbell model of
the polymer to study the time evolution of the amount adsorbed as a function of shear
rate as well as molecular weight. Although the dumbbell model is useful in providing
qualitative understanding of the desorption process as well as emphasizing the role of
polymer-wall HI, it is too simple to capture the effects due to internal conformations
of the chain. These conformations are important because they allow the formation of
structures like loops, tails, and trains that significantly alter the hydrodynamic behavior
of the chain.
In this chapter, we use Brownian dynamics (BD) simulations of polymer chains
to explore the effects of shear rate, adsorption energy, and molecular weight on the
transient behavior of desorption under shear flow. Our simulations are performed at the
single-molecule level, i.e. we neglect all effects due to interchain interactions. Figure 5.1
shows a schematic of the system in our simulation. We show that increasing shear rate
enhances desorption, while an increase in adsorption energy inhibits desorption. In
addition, when adsorption is weak, i.e. close to the critical point of adsorption, higher
molecular weight chains desorb easily compared to lower molecular weight chains, but
the trend reverses in the case of strong adsorption.
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Figure 5.1. Schematic showing a single adsorbed chain under shear flow near a planar wall. The
short-range adsorption potential is denoted by U(z).
5.2 Simulation method
5.2.1 Polymer model
We represent a polymer molecule by a sequence of N beads connected by finitely
extensible, nonlinear elastic (FENE) springs. The beads are assigned a hydrodynamic
radius a and a drag coefficient ζ, representing the friction of a bead. From the Stokes-
Einstein relation, the bead diffusivity is kT/ζ and the bead diffusion time is τ = ζa2/kT ,
where k is the Boltzmann constant and T is the temperature. We choose a as the unit
of length, kT as the unit of energy, and τ as the unit of time. Thus the unit of force is
kT/a and the unit of diffusivity is kT/ζ.
The spring force between two connected beads i and j is derived from the Kremer-
Grest potential (Grest and Kremer, 1986),
U spij =

−12HR2max ln
[
1− r
2
ij
R2max
]
, rij ≤ Rmax
0, rij > Rmax
(5.1)
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where ri and rj are the positions of bead i and bead j respectively, rij = |rj − ri|,
H = 30ε/σ2, the maximum spring extension Rmax = 1.5σ, and σ and ε are the length
and energy parameters. This form of the spring potential accounts for the finite length
of the chain and in conjunction with the repulsive potential in Equation (5.2) prevents
unphysical chain crossing (Grest and Kremer, 1986). The short-range repulsive potential
is of the form
U evij =

4ε
( σ
rij
)12
−
(
σ
rij
)6
+ 14
 , rij < 21/6σ
0, rij ≥ 21/6σ,
(5.2)
where σ = 2a and ε = 1kT . Note that in contrast to a conventional bead-spring chain
(Bird et al., 1987) where each spring represents several Kuhn lengths, each spring in the
Kremer-Grest chain accounts for one Kuhn length.
The polymer chain is confined to the z > 0 half-space by a solid wall at z = 0. The
beads interact with the surface via the 10-4-3 Steele potential (Steele, 1973; Siderius and
Gelb, 2011)
Uwi = piσ2wεw
[(2
5
)(
σw
zi
)10
−
(
σw
zi
)4
− σ
4
w
3∆ (zi + 0.61∆)3
]
, (5.3)
where ∆ = 2
√
2a and σw = 0.5σ. This form of the potential is particularly suitable
for modeling fluid-solid interaction (Siderius and Gelb, 2011) and has been used in
the literature for modeling the bead-wall interaction for adsorbed polymers (Desai et
al., 2006).
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5.2.2 Equilibrium sampling
Although our primary goal in this work is to investigate desorption under flow, we will
see later in Sec. 5.3.2 that an understanding of the conformations of an adsorbed chain
in the absence of flow (i.e., at equilibrum) will prove valuable in interpreting the results
for flow-induced desorption. Moreover, we will use conformations sampled at equilibrium
to start our dynamic simulations. Hence we discuss the methods used for sampling the
chain conformations in the absence of flow.
We performed the equilibrium sampling using the Metropolis Monte Carlo (MC)
scheme. Sampling is carried out for two different purposes: (i) estimation of equilib-
rium properties (e.g., bound fraction, average loop length) of an adsorbed chain, and
(ii) generation of initial conformations for dynamic simulations.
In the first case, the chain is tethered at one end to prevent it from drifting away from
the wall, which is especially important for a non-adsorbing wall or when the adsorption
energy is very weak. Tethering one of the chain ends is a commonly used technique in
the literature (Milchev and Binder, 1996; Baschnagel et al., 2003; Descas et al., 2004) for
sampling chain conformations in the presence of a wall and does not significantly affect
equilibrium properties such as the bound fraction.
In the second case, the chain is not tethered because tethering can introduce chain-
end bias if used as the starting configuration for dynamic simulations. For shorter chains,
absence of a tether point often results in the chain drifting away from the wall during
relaxation, though this is not an issue for longer chains. To circumvent this problem, we
reject any MC move that can lead to complete desorption of the chain from the wall
during relaxation. This sampling scheme generates chains only in an adsorbed condition.
A chain is considered adsorbed if any of its beads is bound to the surface. Since the
beads are point particles interacting via a soft potential with the wall, precise contact
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with the surface is ambiguous. Instead, we choose to classify a bead as bound if it is
closer than the nominal bead diameter 2a from the wall. This distance is roughly equal
to the width of the wall interaction potential.
An MC run begins with a chain positioned on a cubic lattice such that the distance
between successive beads is 80% of the maximum spring length. Each MC cycle for an
N -bead chain consists of N moves. Both tethered as well as non-tethered chains are first
allowed to relax for 104 cycles, followed by a second relaxation phase of 105 cycles. For
tethered chains, relaxation is further followed by a production run for 105 cycles. During
the production run, the bead positions are saved after every 103 cycles. Approximately
144 independent runs are considered for each chain length and adsorption energy. For
non-tethered chains, no production run is necessary; the single conformation obtained
after relaxation is saved as an initial conformation. Hence, for non-tethered chains each
MC run generates exactly one initial conformation.
During the first relaxation phase, a move is chosen randomly to be pivot, crankshaft,
or displacement such that there are 50% pivot moves, 25% crankshaft moves, and 25%
displacement moves per cycle on average. For non-tethered chains, no interactions with
the wall are considered during this phase, whereas the wall effects are considered for
tethered chains. After the first relaxation phase, non-tethered chains are brought in the
immediate vicinity of the wall and chain-wall interactions are switched on. For both
tethered and non-tethered chains, the run proceeds further using only crankshaft and
displacement moves.
5.2.3 Non-equilibrium Brownian dynamics simulation
We use non-equilibrium Brownian dynamics to simulate polymer chains under shear
flow. The initial chain conformation is determined by equilibrium sampling as described
above, except that the chain is not tethered at one end. For shorter chains, absence of
5.2. Simulation method 87
a tether point often results in the chain drifting away from the wall during relaxation,
though this is not an issue for longer chains. To circumvent this problem, we reject any
move that leads to complete desorption of the chain from the wall during relaxation.
This sampling scheme generates chains only in an adsorbed condition, and moreover,
removes any chain-end bias due to tethering.
At time t = 0, a simple shear flow u = γ˙zxˆ is imposed parallel to the wall in the
positive x-direction, where γ˙ is the shear rate and xˆ is the unit vector along x-axis
(see Figure 5.1). The bead positions are advanced in time by numerically solving the
nondimensionalized stochastic differential equation
r(t+ δt) = r(t) +
[
u(t)−D(t) · ∇U(t) + ∂
∂r ·D(t)
]
δt+w, (5.4)
where r(t) is the vector of bead positions at time t, r(t + δt) is the vector of bead
positions at time t+ δt, u is the unperturbed solvent velocity at the bead positions, D
is the diffusivity tensor, U is the total interaction potential, δt is the time step, and
w represents the displacement due to Brownian motion. Beads that are bound to the
surface are not allowed to move parallel to the wall; only motion along the wall-normal
direction is allowed. This prevents the unphysical situation of the chain continuously
translating along the wall and mimics the binding of the chain to distinct surface sites.
Approximately 480 trajectories were generated for each shear rate, adsorption energy, and
chain length. The time step for advancing the beads is adaptive with a maximum step
size of 0.001τ . The duration of each simulation run is 1000τ . To reduce computational
effort, trajectories of chains that have desorbed and moved far away from the wall are no
longer followed. Based on preliminary simulations, we determined this cutoff distance to
be 15a for the bead closest to the wall, i.e. the bead closest to the wall was more than
fifteen bead radii away; chains that have ventured so far away from the wall were found
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not to readsorb.
In Equation (5.4), the diffusivity tensor consists of 3 × 3 blocks denoted by the
subscript ij,
Dij = Ωij + δijI, i, j = 1, . . . , N (5.5)
where
Ωij = (1− δij) ΩRPYij + ΩWij . (5.6)
In the above equation, ΩRPYij is the Rotne-Prager-Yamakawa (RPY) tensor (Rotne and
Prager, 1969; Yamakawa, 1970)
ΩRPYij =

3a
4rij
[(
1 + 2a23r2ij
)
I+
(
1− 2a2
r2ij
)
rijrij
r2ij
]
rij ≥ 2a(
1− 9rij32a
)
I+
(3rij
32a
) rijrij
r2ij
rij < 2a
(5.7)
and ΩWij is the wall mobility tensor. The latter can be written as
ΩWij = ΩWPF,ij −
2a2
3 Ω
W
c,ij , (5.8)
where ΩWPF,ij is the mobility tensor obtained by Blake (1971) for a point force near
a solid wall in Stokes flow and
(
2a2/3
)
ΩWc,ij is a correction term due to finite bead
size. The expressions for ΩWPF,ij and ΩWc,ij can be found in Appendix B of Hoda and
Kumar (2007c). The divergence of the diffusivity tensor in Equation (5.4) is (Hoda and
Kumar, 2007c) [
∂
∂r ·D
]
i
=
(
1.125a
z2i
− 1.5a
3
z4i
)
zˆ. (5.9)
The Brownian displacement w is sampled from a multivariate Gaussian distribution
with zero mean and covariance of 2δtD. If x is a standard normal vector, w =
√
2δtB·x =
√
2δty, such that BBT = D. To determine y we use the Krylov-subspace-based method
5.3. Results and discussion 89
due to Ando et al. (2012) Briefly, the method involves substituting B with the square-root
matrix
√
D, which satisfies BBT = D as well due to the symmetry of D. Further, we
look for a vector y˜ that approximates y with certain predefined accuracy from the Krylov
subspace generated by D and x. This approximation y˜ is constructed iteratively by
increasing the dimension m of the Krylov subspace. The iterations stop when the error
between successive iterates drops below some predefined threshold. It turns out that m
is much smaller than 3N (recall that D is a 3N × 3N matrix), and hence only a few
iterations are necessary per time step.
5.3 Results and discussion
Before presenting results for shear-induced desorption, we first discuss the conformations
of an adsorbed chain in the absence of flow as a function of adsorption energy and
molecular weight. As we will see later, the equilibrium structure is important because it
determines how such structures will behave in presence of flow past them.
5.3.1 Equilibrium conformation of adsorbed chains
The equilibrium conformation of an isolated adsorbed chain is usually described in terms
of three kinds of subchains – (i) trains, which have all their segments in contact with the
surface, (ii) tails, which are non-adsorbed chain ends, and (iii) loops, which are sections
of the chain between two trains (see Figure 1.2 for a schematic). For a chain consisting
of N segments the train fraction (also known as the bound fraction), defined as m/N
where m is the number of segments directly in contact with the surface, provides an
important measure for characterizing the equilibrium chain structure. The average train,
loop, and tail fractions depend on the segment-surface interaction energy as well as the
number of segments in the chain. The equilibrium chain structure is determined by a
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balance between the chain-surface attraction and the entropic repulsion.
Figure 5.2 shows the average train fraction 〈m/N〉 as a function of the adsorption
energy εw for different chain lengths. For each value of chain length, 〈m/N〉 approaches
unity on increasing εw. In other words, on increasing the adsorption energy the chain
progressively spreads out until it lies completely flat against the surface. Moreover, with
an increase in chain length, 〈m/N〉 approaches zero when εw is low, whereas at high
εw it asymptotes to some positve value. As is well known (Eisenriegler, 1993; Descas
et al., 2004), there exists a certain εcw, called the critical point of adsorption such that as
N →∞, 〈
m
N
〉
→

0, εw < εcw
finite, εw > εcw.
Beyond the critical point, an infinite chain undergoes a transition from an isotropic coil
to a flattened pancake-like conformation. This transition has the characteristics of a
second-order phase transition (Eisenriegler et al., 1982), where the average train fraction
acts as the order parameter. Thus for an infinite chain, adsorption occurs only when
εw > ε
c
w. For εw > εcw, adsorption is considered to be weak if the adsorption energy is
close to the critical point, i.e. (εw − εcw)/εcw  1, and strong otherwise. Exactly at the
critical point, the following scaling relation holds (Eisenriegler, 1993):
〈
m
N
〉
∼ Nφ−1, (5.10)
where φ ≈ 0.59. Although the above scaling relation is universal, the value of εcw is
model dependent and can be calculated using the scaling relation itself. In Figure 5.3,
〈m/N〉 is plotted against N for different values of εw. The slope for each of the graphs is
shown in the inset of Figure 5.3 as a function of εw. For a non-adsorbing wall, the slope
is −1, whereas for a strongly adsorbing wall it approaches zero, becoming independent
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Figure 5.2. Average train fraction as a function of adsorption energy for different chain lengths.
of εw. Exactly at the critical point εcw, the slope of 〈m/N〉 versus N should equal φ− 1,
with φ = 0.59 in the long chain limit. This allows us to determine the critical point as
the value of εw corresponding to a slope of −0.41. Using interpolation on the graph
shown in the inset, we obtain εcw ≈ 0.758. Note that this is an approximate value, as the
scaling result is valid only in the long chain limit.
Figure 5.4 shows the average length of tails as a function of adsorption energy for
different chain lengths. For a non-adsorbing wall (recall that we are discussing tethered
chains) the entire chain forms a tail in order to maximize its conformational entropy,
with longer chains possessing longer tails. As the adsorption energy increases, tail lengths
decrease since adsorption becomes more energetically favorable. Beyond the critical
point of adsorption the chains start flattening against the surface, which results in a
sudden plummeting of tail length. For higher values of εw the tails are vanishingly small,
and practically independent of chain length and adsorption energy.
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Figure 5.3. Average train fraction as a function of chain length for different adsorption energies.
(Inset) Slope of average train fraction versus chain length as a function of adsorption energy, showing
the critical point of adsorption corresponding to the slope of −0.41.
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Figure 5.4. Average length of tails as a function of adsorption energy for different chain lengths.
Figure 5.5 shows the average length of loops as a function of adsorption energy for
different chain lengths. The loops being connecting subchains between trains, their
length is determined by the number of segments in the trains and the tails. At small
εw, the chains form large tails with small loops and trains. As εw increases, the tails
shorten much more rapidly than the trains can grow, causing a peak to appear in the
average loop length. Note that close to the critical point, the train fraction decreases
with an increase in chain length (see Figure 5.2), leading to formation of larger loops for
longer chains. As in the case of tails, for higher values of εw the loop length diminishes
to a small constant value independent of chain length and adsorption energy, as most of
the chain lie in direct contact with the surface.
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Figure 5.5. Average length of loops as a function of adsorption energy for different chain lengths.
5.3.2 Shear-induced desorption
In the presence of shear flow, an adsorbed chain is no longer in equilibrium. Hydrody-
namic forces compete with surface attraction to generate repeated cycles of extension
and retraction. The mechanism of desorption under high shear rates involves a compli-
cated interplay among the imposed flow field, the chain-wall attraction, and Brownian
fluctuations. Desorption means the chains detach from the surface and drift away from
it. One way to quantify desorption is via the fraction of chains in the ensemble in the
adsorbed state. We start with a number of adsorbed chains, hence initially the fraction
adsorbed is unity. A decrease of this quantity as time progresses signifies desorption.
Since we are primarily interested in understanding desorption, we track how the fraction
adsorbed changes over time as a function of shear rate, adsorption energy, and the chain
length.
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Effect of shear rate
Figure 5.6 shows the time evolution of the fraction adsorbed for 128-bead chains at
different shear rates. The adsorption energy εw is 0.8kT , which is close to the critical
point εcw ≈ 0.758kT . Note that at low shear rates (γ˙ ≤ 0.15/τ), the fraction adsorbed
levels off to a non-zero plateau value. This plateau value is not a true steady state in
the sense that it does not represent a balance between opposing fluxes. In contrast, the
steady state discussed in Chapters 3 and 4 in the context of kinetic theory of a dumbell
model represented a balance between the diffusive flux and the advective flux and was a
true steady state. For simulations involving isolated chains, it is not possible to have
two opposing fluxes; thus a single chain will eventually desorb (though the time required
may be much longer than that possible to reach in a simulation). The time required to
reach the true steady state was shown in Chapter 4 to be many orders of magnitude in
terms of the longest relaxation time of the chain. But the time required to attain the
pseudo-steady state is only 200τ , where τ is the bead diffusion time. The plateau value
in the fraction adsorbed should be understood simply as the fraction of chains in the
ensemble that are more tightly bound to the surface. Bearing this caveat in mind, let us
agree to call to this non-zero pseudo-steady condition as steady-state for the rest of this
paper.
The steady-state value decreases with increase in shear rate. At higher shear rates
(γ˙ = 0.30/τ and γ˙ = 0.50/τ) it vanishes and all the chains gradually desorb from the
wall. Even for cases where complete desorption is achieved, desorption is faster at higher
shear rates. The qualitative nature of the graphs is very similar to the observations
reported by Lee and Fuller (1985a), as can be seen by comparing with Figure 2.2 (a).
This behavior with respect to shear rate is a consequence of an increase in chain-wall HI
with increase in shear rate, as supported by results from our previous work (see Sec. 3.4.2
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Figure 5.6. Fraction adsorbed as a function of time for 128-bead chains at different shear rates.
The surface adsorption energy is 0.8kT .
and Sec. 4.4) using a kinetic theory for dumbbells. In the absence of polymer-surface HI,
the chains may detach, but will not migrate away.
Effect of adsorption energy
Figure 5.7 shows the fraction adsorbed as a function of time for a 128-bead chain for
different adsorption energies. The shear rate is 0.15/τ . We find that at this shear rate,
a steady-state value is reached for all adsorption energies. The inset in Figure 5.7 shows
the steady-state fraction adsorbed plotted against the adsorption strength. We see that
an increase in adsorption energy inhibits desorption. Indeed, for εw beyond 0.9kT there
is barely any desorption at all. The results corresponding to high εw are reminiscent of
the experiments of Soga and Granick (1998), who observed very little desorption (see
Figure 2.3).
To understand the effect of adsorption energy, we need to look back at the equilibrium
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Figure 5.7. Fraction adsorbed as a function of time for 128-bead chains at different adsorption
strengths. The adsorption energy εw is in units of kT . The shear rate for all cases is 0.15/τ . (Inset)
The fraction adsorbed at steady state as a function of the adsorption strength.
conformations in Sec. 5.3.1. Close to the critical point of adsorption (≈ 0.76kT ), loops
and tails proliferate and the bound fraction is low. When exposed to flow, large velocity
gradients develop across the chains, leading to desorption. But as the adsorption energy
increases, the chains adopt a flatter conformation, the bound fraction increases, and the
loops become smaller. This results in a smaller velocity gradient across the chains, and
hydrodynamic effects are weak. Moreover, since the strongly adsorbed chains are closer
to the surface, they not only get less stretching (due to the smaller velocity gradient)
but their HI is more strongly screened. Consequently, desorption drops with increase in
adsorption energy.
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Effect of molecular weight
Figure 5.8 illustrates the effect of molecular weight on desorption through a series of plots
at different adsorption energies. Each plot shows the time traces of fraction adsorbed at
a shear rate of 0.5/τ for different chain lengths. The first thing to note is that the shear
rate is very high (see Figure 5.6 to get a sense of the shear rate involved), so significant
desorption is expected. Indeed, all the graphs show a monotonic decrease in the fraction
adsorbed, and no steady state appears within the time range shown. At low adsorption
energies (εw = 0.75kT and 0.8kT ), longer chains desorb more rapidly than shorter ones.
This is quite evident by comparing the graphs for N = 32 – 256. The experiments of
Lee and Fuller (1985a) clearly demonstrate such a trend (see Figure 2.2 (b)), although
all of their observations are conducted at the same adsorption strength (as the same
polymer and surface is used), presumably low. The reason for such a trend can be
attributed to the larger loops and dangling tails accompanying longer chains, resulting
in higher drag and HI-induced migration. Additional evidence in favor of this argument
may be gleaned from the near overlap of the graphs for 16 and 32-bead chains when
εw = 0.75kT . Apparently, these chains are too short to exhibit significant differences in
hydrodynamic behavior that could lead to significantly different desorption curves. Even
then, at εw = 0.75 desorption is slightly faster for N = 32 compared to N = 16, but this
small variation quickly disappears on increasing the adsorption energy to 0.8kT .
In contrast, at high adsorption energies (εw = 0.95kT and 1.0kT ) shorter chains
desorb faster than longer chains. Compare the plots corresponding to εw = 0.75kT and
εw = 1.0kT to observe a clear reversal in the trend with respect to chain length. The
reversal occurs through intermediate states, e.g. at εw = 0.85kT , when all the graphs
appear to collapse before separating out in the opposite direction. At high adsorption
energies, chain-wall attraction dominates; the chains lie flat on the surface and chain-wall
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HI is minimal. But hydrodynamic drag still exists, and high shear rates aided by thermal
fluctuations and excluded volume interaction may lead to detachment of sections of
chains from the wall. These detached portions can then be subject to wall HI, slowly
peeling the chain away. Desorption occurring this way is easier for shorter chains, as
they have fewer sticking points with the wall. Note that this mechanism is very different
from the one primarily driven by wall HI in the case of low adsorption energies. We
speculate that had the experiments of Soga and Granick (1998) investigated the effect
of molecular weight, behavior similar to that shown in Figure 5.8 for high adsorption
energies would have been observed.
5.3.3 Desorption pathway
Based on the discussion above, we present a pictorial representation of the steps involved
in desorption (see Figure 5.9). The solid and dashed arrows denote alternate paths,
and the blue arrows represent steps that occur repeatedly (but not necessarily cyclic).
Upon imposition of flow, an adsorbed polymer chain first undergoes deformation in
the flow direction leading to flattening against the wall. If adsorption is weak, shear-
induced deformation leads to elongated loops and tails that can successively detach and
desorb due to strong polymer-wall HI. When the enlongated loops/tails align in the flow
direction, the vorticity of the shear flow may result in their rotatation back toward the
wall followed by readsorption. The chain is then again subject to partial detachment by
the flow and the cycle continues until complete desorption takes place.
On the other hand, if the adsorption energy is strong, the chains are already flattened
against the wall, and the shear-induced deformation is not particularly pronounced.
In this case desorption may still occur, but the mechanism is different from the weak
adsorption case. Thermal fluctuations initiate random protrusions in the velocity gradient
direction that lead to the emergence of tails or loops that align in the flow direction. At
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Figure 5.8. Fraction adsorbed versus time for chains of different lengths and at different adsorption
energies. The shear rate is 0.5/τ is all cases.
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Figure 5.9. Schematic showing the pathway of desorption for strong and weakly adsorbed chains.
Dotted lines denote alternate pathways (see text for details).
this point, if HI is sufficiently strong the chains may desorb. However, if shear-vorticity
rotates the chain back to the wall it will readsorb and the thermally activated protrusion
development process begins anew.
5.4 Conclusions
In this chapter, we have studied the effect of shear rate, adsorption energy, and molecular
weight on desorption of isolated polymer chains under shear flow using Brownian dynamics
simulations. Our simulations included intrachain as well as chain-wall HI. We found that
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polymer desorption is governed by a delicate balance between chain repulsion due to
wall HI and the attraction due to an adsorbing wall.
Irrespective of molecular weight and adsorption energy, an increase in shear rate
leads to an increase in desorption. This is a consequence of stronger drag on the chain
as well as stronger HI between the chain and the wall. However, the amount desorbed
decreases with an increase in adsorption energy.
When adsorption is weak (close to the critical point of adsorption), at a shear rate
high enough to observe complete desorption, longer chains desorb faster than shorter
ones. This is a consequence of stronger HI in longer chains due to larger loops and tails
compared to that in shorter chains. In contrast, in the case of strong adsorption longer
chains have very small loops and tails, and as a result, the effect of HI is weaker and
shorter chains desorb faster because they have fewer sticking points.
Our results indicate that the trends observed by Lee and Fuller (1985a) with respect
to shear rate and molecular weight hold when adsorption is weak (adsorption energy
close to the critical point of adsorption), while those observed by Soga and Granick
(1998) hold for higher adsorption energies.
Chapter 6
Conclusions and future directions
This work was primarily motivated by several conflicting experimental observations
regarding the influence of shear flow on the adsorption and desorption of polymers.
Using kinetic theory and Brownian dynamics (BD) simulations we have attempted to
unravel the underlying physics behind these observations, particularly focusing on the
experiments of Lee and Fuller (1985a) and Soga and Granick (1998). Here we summarize
our key findings and discuss several directions for future research.
We began by developing a kinetic theory for a simple bead-spring dumbbell model
of a polymer chain near an attractive wall. For a dumbbell the amount adsorbed and
the film thickness at steady-state can be calculated analytically. We showed that under
shear flow hydrodynamic interaction (HI) with the wall generates a repulsive effect on
the dumbbells that competes with wall attraction to govern the amount adsorbed and
film thickness. Increase in shear rate increases the HI-induced repulsion, and hence
the amount adsorbed decreases with an increase in shear rate. In the limit of strong
attraction, we also derived a scaling law relating the critical shear rate required for
desorption and the parameters of the adsorption potential.
Next we worked out the time evolution of the amount adsorbed based on the dumbbell
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model. The transient problem leads to an advection-diffusion equation in terms of the
dumbbell concentration, which we solved numerically to obtain the amount adsorbed as
a function of time. The calculations were carried out for adsorption onto a bare wall as
well as for desorption of a preadsorbed film. We found that for adsorption the amount
adsorbed decreases with an increase in shear rate at constant molecular weight, whereas
at constant shear rate the amount adsorbed also decreases with an increase in molecular
weight. For desorption, the dependence on shear rate and molecular weight are reversed.
We also note here that the time required to attain steady-state for either adsorption
or desorption was found to be several orders of magnitude in terms of the dumbbell
relaxation time. These results based on the dumbbell model are in qualitative agreement
with the experimental results of Lee and Fuller (1985a).
Finally, we studied desorption under shear flow using Brownian dynamics (BD)
simulations of bead-spring chains. We found that chain-wall HI causes longer chains to
desorb faster than shorter ones when adsorption is weak, whereas for strong adsorption
shorter chains desorb faster. This is a result of weakly adsorbed longer chains forming
larger loops and tails that interact hydrodynamically generating greater lift on the
chain as compared to shorter chains. On the other hand, when adsorption is strong the
chains adopt a flattened conformation, making longer chains harder to desorb because
of the greater surface interaction energy. Our simulation results explain the apparent
contradiction in the experimental observations for desorption reported by Lee and Fuller
(1985a) and Soga and Granick (1998).
Apart from the two experimental studies above, we had mentioned several other
experiments on the adsorption of polymers in Sec. 2.1.4 that also lack a detailed
understanding. Here we discuss the extent to which our results explain these experiments
and point out the outstanding issues that need to be resolved in future work.
In the experiments by Chin and Hoagland (1991) on the adsorption of PS dissolved
105
in cyclohexane, the amount adsorbed was reported to decrease with an increase in
shear rate. This clearly agrees with our prediction from kinetic theory (see Sec. 4.4),
where the decrease in the amount adsorbed was shown to be a consequence of enhanced
polymer-surface HI at higher shear rates inhibiting transport of the polymer molecules
toward the surface.
However, when decalin was used as the solvent instead of cyclohexane, no effect of
increasing the shear rate on the amount adsorbed was observed over the entire range
studied from 0 – 1200 s−1. This is surprising, since both cyclohexane and decalin are
nearly θ-solvents for PS. Similar solvent quality indicates that the chain conformations
in the bulk will be the same for both, but whether the presence of the solvent can affect
the segement-surface interaction energy is not clear.
Similar to the adsorption experiments, increasing shear rate produced no effect
on desorption of PS in the presence of decalin. The range of shear rates studied was
0 – 120 s−1. The desorption experiments were not performed for cyclohexane, so a
direct comparison of the effect of the solvent is not possible. It is likely that the shear
rates involved are too low to exhibit significant shear-induced desorption (cf. shear
rates larger than 2000 s−1 were required for desorption in the experiments of Lee and
Fuller (1985a) with PS/cyclohexane). However, significant desorption (about 30% of the
amount adsorbed from a stagnant solution) was found to occur at all shear rates, even
in the absence of flow. Note that this desorbed amount did not show any dependence
on the shear rate. The mechanism of this desorption (even in the absence of flow) is
not understood. It is possible, as suggested by the authors, that desorption is due
to the removal of very weakly bound chains at the periphery of the adsorbed layer.
Unfortunately, such effects do not show up in our results as our simulations are performed
for an ensemble of non-interacting chains. Simulations involving multiple chains will be
able to shed more light on this issue (see Sec. 6.1.1).
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Next we look at the experiments of Chang and Chung (1991) on the desoprtion
of PEO and PVA. An important distinction between the experimental study and our
simulations is that in the experiment the polymers were desorbed from the surface of
latex spheres in the presence of an ambient shear flow whereas the surface considered
in our simulations is a planar wall. Moreover the thickness of the adsorbed layer was
reported in the experiments instead of the amount adsorbed. This presents a certain
ambiguity as it is difficult to infer whether the film was being compressed or the chains
were indeed desorbing due to shear flow. For PEO, the layer thickness showed an initial
decrease with time before approaching a plateau value, but no effect was observed on
increasing either shear rate or molecular weight. While the nature of polymer-surface
HI for a suspension of spheres is not known apriori, the above observation indicates
that it is possibly much weaker than a planar wall. In case of weak HI, neither shear
rate nor molecular weight will have an impact on desorption. However, the reduction is
film thickness with time still remains unexplained. More insight into this problem can
be obtained if future simulation studies consider desorption from curved surfaces (see
Sec. 6.1.2).
For PVA of molecular weight 1.5×104 g/mol, reduction in film thickness was observed
only for the highest shear rate (1.6 × 104 s−1). When using higher molecular weight
samples (4.9× 104 g/mol), no desorption was observed at all on increasing shear rate or
molecular weight. The authors suggested that the presence of acetate groups in PVA
may lead to stronger adsorption of PVA molecules compared to PEO, i.e., the adsorption
energy for PVA is much stronger than that of PEO. From our simulations, we found
that when the adsorption energy is strong shorter chains exhibit more desorption than
longer chains (see Sec. 5.3.2), as observed for PVA in the experiments.
6.1. Future directions 107
6.1 Future directions
There exist several directions in which the research presented above may be extended. We
present three possible topics below that are particularly important from the technological
point of view.
6.1.1 Beyond single chains
Our kinetic theory and BD simulations were developed at the isolated molecule level, i.e.
all interchain interactions were neglected. This is a major simplifying approximation for
adsorbed polymer layers. Even when the adsorbed layer is formed from a dilute solution,
the diluteness appoximation breaks down near the interfacial region and semidilute
solution behavior is expected. The only situation where interchain interactions can be
discarded is when physically a single molecule exists in the system, e.g., manipulating
DNA within a microfluidic/nanofluidic device. Clearly, a more accurate model for the
adsorbed layer needs to take care of interactions between multiple chains, e.g., excluded
volume interactions or entanglement effects.
Two kinds of scenarios are of interest here: (i) flow past brushes (see Figure 1.5)
and (ii) adsorption/desorption of polymeric layers under flow. In both of these cases
an important question is how the presence of multiple chains impact the chain-wall HI.
Another issue worth considering is how the solvent quality changes adsorption/desorption
behavior. Some work has been done in this area from an isolated-chain perspective
(Radtke et al., 2014), but not for an adsorbed layer under flow. Specifically for brushes, it
is known that the grafting density changes the brush structure as well as the desorption
behavior (Anastassopoulos et al., 2006), which adds another possible line of investigation.
Theories for handling multiple chain interactions in presence of flow are virtually non-
existent, and therefore one needs to resort to Brownian/Molecular dynamics simulations.
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The simulation method discussed in Sec. 5.2.3 can be adapted in principle for multiple
chains as well, but it will turn out to be computationally very inefficient. It appears
that a more tractable method might be based on solving the Stokes equations over the
entire domain, followed by evaluation of the random forces on each bead (Hernández-
Ortiz et al., 2007) Another attractive method might be based on solving the randomly
forced Stokes equations, as is done in fluctuating hydrodynamics problems (Chaudhri
et al., 2014).
6.1.2 Curved surfaces
In our work, the surfaces we considered were flat and chemically structureless. Future
research should focus on extending the present work to cases where the adsorbing surface
is curved. An important problem involving curved surfaces is that of desorption of
polymers grafted onto latex spheres (see Figure 1.6 and the associated discussion). It
may also be worthwhile to look at adsorption onto rough surfaces or those containing
chemical heterogeneities (Hoda and Kumar, 2007a; Hoda and Kumar, 2007b; Hoda and
Kumar, 2008; Milchev, 2011). In the absence of flow, scaling theories (Pincus et al., 1984;
Hershkovits et al., 2007) and mean-field theories (Skau and Blokhuis, 2002) have been
proposed for adsorption onto curved surfaces, but it is non-trivial to extend them to
account for the effects of flow. As far as computer simulations are concerned, the crucial
element in these systems is of course to account for the chain-surface HI, which may have
to be calculated numerically (for a flat surface the analytical expression for HI-tensor is
known). If the surfaces are reasonably well-behaved, coupling BD to a boundary integral
simulation (Kumar and Graham, 2012) for calculating the HI is a possible strategy.
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6.1.3 Semiflexible and rigid polymers
Another direction for future research is investigation of the adsorption behavior of
semiflexible and rigid rod-like polymers (e.g., DNA, actin, microtubules) in presence of
flow. The hydrodynamic behavior of these kind of molecules is different from that of
the flexible chains we considered in our work, because of the contribution due to the
bending energy in governing the chain conformation. Rigid rod-like polymers do not
exhibit entropic relaxation against the imposed flow, hence the HI-induced drift when
subjected to flow is much weaker (Saintillan et al., 2006). Simulation studies in the
absence of flow indicate that semiflexible chains show enhanced adsorption compared to
flexible chains (Kramarenko et al., 1996; Hsu and Binder, 2013). But the effects of flow
on adsorption/desorption of semiflexible polymers and their implications for emerging
technologies like selective adsorption for separation of semiflexible polymers like DNA in
microfluidic devices (Wu et al., 2013) remain an open question.
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