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Abstract This paper concerns iterations of two classical geometric constructions,
the evolutes and involutes of plane curves, and their discretizations: evolutes and
involutes of plane polygons. In the continuous case, our main result is that the iterated
involutes of closed locally convex curves with rotation number one (possibly, with
cusps) converge to their curvature centers (Steiner points), and their limit shapes are
hypocycloids, generically, astroids. As a consequence, among such curves only the
hypocycloids are homothetic to their evolutes. The bulk of the paper concerns two
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kinds of discretizations of these constructions: the curves are replaced by polygons,
and the evolutes are formed by the circumcenters of the triples of consecutive vertices
(P-evolutes), or by the incenters of the triples of consecutive sides (A-evolutes). For
equiangular polygons, the theory is parallel to the continuous case: we deﬁne discrete
hypocycloids (equiangular polygons whose sides are tangent to hypocycloids) and a
discrete Steiner point. The space of polygons is a vector bundle over the space of the
side directions; our main result here is that both kinds of evolutes deﬁne vector bundle
morphisms. In the case of P-evolutes, the induced map of the base is 4-periodic, and
the dynamics reduces to the linearmaps on the ﬁbers.We prove that the spectra of these
linearmaps are symmetricwith respect to the origin. The asymptotic dynamics of linear
maps is determined by their eigenvalues with the maximum modulus, and we show
that all types of behavior can occur: in particular, hyperbolic, when this eigenvalue
is real, and elliptic, when it is complex. We also study P- and A-involutes and prove
that the side directions of iterated A-involutes of polygons with odd number of sides
behave ergodically; this generalizes well-known results concerning iterations of the
construction of the pedal triangle. In addition to the theoretical study, we performed
numerous computer experiments; some of the observations remain unexplained.
Keywords Evolute · Involute · Hypocycloid · Steiner point · Hedgehog · Support
function · 4-Vertex theorem · Polygon · Discrete Fourier transform · Discrete
differential geometry
Mathematics Subject Classiﬁcation 52C99 · 53A04 · 37D40
1 Introduction
1.1 Classical Evolutes and Involutes
Recall basic facts about evolutes and involutes of smooth plane curves. The reader is
referred to his/her favorite book on elementary differential geometry or a treatise on
mathematical analysis. In particular, the material outlined below is contained in [5].
Let γ be a smooth plane curve. Its evolute,, is the envelope of the family of normal
lines to γ . See Fig. 1. Equivalently, the evolute is the locus of centers of osculating
circles to γ . Equidistant curves share the evolute.
The evolute is always locally convex: it has no inﬂection points. If the curve γ has
an inﬂection point then its evolute at this point escapes to inﬁnity. We shall be mostly
concerned with locally convex curves.
Typically, an evolute has cusp singularities, generically, semicubical, clearly visible
in Fig. 1. These cusps of  correspond to the vertices of γ , the local extrema of its
curvature.
The evolute of a closed curve has total length zero. The length is algebraic: its sign
changes each time that one passes a cusp.
We shall consider a larger class of curves with cusp singularities calledwave fronts.
A wave front is a piecewise smooth curve such that the tangent line is well deﬁned
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Fig. 1 Left:  is the evolute of γ , and γ is an involute of . Right: the evolute of an ellipse
at every point, including the singularities.1 The construction of the evolute extends to
wave fronts (the curvature at cusp points is inﬁnite, and the evolute of a wave front
passes through its cusps).
A coorientation of a wave front is a continuous choice of a normal direction. Unlike
orientation, coorientation extends continuously through cusps. A cooriented closed
wave front has an even number of cusps. A coorientation of γ provides orientation,
and hence coorientation, of its normal lines, and as a result, a coorientation of the
evolute .
Thus one can consider a transformation on the set of cooriented wave fronts: the
curve γ is mapped to its evolute . We shall call this mapping the evolute transfor-
mation and will use the notation  = E(γ ).
Consider the left Fig. 1 again. The curve γ is called an involute of the curve :
the involute is orthogonal to the tangent lines of a curve. The involute γ is described
by the free end of a non-stretchable string whose other end is ﬁxed on  and which
is wrapped around it (accordingly, involutes are also called evolvents). Changing the
length of the string yields a 1-parameter family of involutes of a given curve. Having
zero length of γ is necessary and sufﬁcient for the string construction to produce a
closed curve.
The relation between a curve and its evolute is similar to the relation between a
periodic function and its derivative. A function has a unique derivative, but not every
function is a derivative of a periodic function: for this, it should have zero average.
And if it does, then the inverse derivative is deﬁned up to a constant of integration.
We shall see that this analogy is literally true for a certain class of plane wave fronts.
1.2 Discretization
In this paper we study two natural discretizations of the evolute construction to the
case of polygons. Both are discretizations of the fact that the evolute of a curve is the
1 A more conceptual deﬁnition of a wave front: it is a projection to the plane of a smooth Legendrian curve
in the space of contact elements in R2. We do not use this point of view in the present paper.
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locus of centers of its osculating circles. We consider our study as a contribution to
the emerging ﬁeld of discrete differential geometry [3,11].
Replace the curve by a closed polygonal line P. One may replace osculating circles
by the circles that circumscribe the consecutive triples of vertices of P. The centers of
these circles form a new polygon, Q, which may be regarded as an evolute of P. To
perform this construction, we need to assume that no three consecutive vertices ofP are
collinear (below we will consider another deﬁnition of a polygon, which, in particular,
will not exclude the possibility of a coincidence of two and even more consecutive
vertices: see Deﬁnition 3.1). Since these centers are the intersection points of the
perpendicular bisectors of the consecutive sides of P, we call Q the perpendicular
bisector evolute or P-evolute of P. This evolute was considered in the context of a
discrete 4-vertex theorem [23,24].
The P-evolute of a polygon shares one additional property of the classical evo-
lutes: it borrows the coorientation from this polygon. Namely, a coorientation of a
polygon consists of an arbitrary choice of coorientations (equivalently: orientations)
of all sides. But the sides of Q are perpendicular bisectors of sides of P, so a choice
of a coorientation of a side of Q is the same as a choice of an orientation of the
corresponding side of P.
Equally well, one may consider the circles that are tangent to the consecutive triples
of sides of P. In fact, for a given triple of lines, there are four such circles, so, if we
make an arbitrary choice of these circles for every triple, then for an n-gon we will
obtain as many as 4n evolutes.
To narrow this variety of choices, we notice that the center of a circle we consider
is the intersection point of the angular bisectors of two consecutive angles of the
polygon. Since an angle has two bisectors, we can just make a choice of one of these
two bisectors at every vertex of our polygon P. This gives us 2n evolutes, which are
all called angular bisector evolutes or A-evolutes of P.
Thus, the sides of an A-evolute are the chosen bisectors of the angles of P. To
perform this construction, we need to assume that no two consecutive vertices of P
coincide and no two consecutive chosen bisectors are parallel.
There are some choices of angle bisectors which may be regarded as natural. For
example, one can take bisectors of interior angles (this choice is used in Fig. 2).
Another choice is the choice of bisectors of exterior angles. Other natural choices
arise when the sides of P are (co)oriented (see Fig. 25 below). In this approach, the
A-evolute of a polygon borrows a coorientation from this polygon.
Both versions of polygonal evolutes, along with the relative evolute of parallel
polygons, are discussed in the book [25], see also [34,38]. They are also introduced
in [11] under the names of vertex and edge evolutes.
For some (randomly chosen) hexagon P theP- andA-evolutes are shown in Fig. 2.
It is seen that for a polygon with a small number of sides the two evolutes may look
completely different (but, certainly, for polygons approximating smooth curves, they
will be close to each other).
A polygon whose evolute is Q is called an involute of Q. A variety of deﬁnitions
of the evolute gives rise to a variety of deﬁnitions of an involute. We will discuss this
variety in Sect. 6. The polygonal involutes retain the most visible property of classical
involutes: they exist only under an additional condition and are not unique.
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Fig. 2 The two evolutes Q of a polygon P. Left: the P-evolute; right: the A-evolute
1.3 A Survey of Results of this Paper
The main subject of this paper is the dynamics of the evolute and involute transfor-
mations for smooth and polygonal curves in the plane.
Section 2 is devoted to the smooth case. The curves in the plane which we study
are closed cooriented wave fronts without inﬂections. The total turning angle of such
curve is a multiple of 2π . If it is 2π , then we call the curve a hedgehog. If it is 2kπ
with k > 1, then the curve is called a multi-hedgehog.
It turns out that generically the number of cusps of consecutive evolutes growswith-
out bounds. However, if the support function of a curve is a trigonometric polynomial
of degree n, then the limiting shape of its iterated evolute is that of a hypocycloid of
order n (Theorem 2.8).
A closed curve whose evolute is the given curve γ is called an involute of γ . A
curve γ has an involute if and only if its total signed length is zero, and if this condition
holds, then γ has a one parameter family of involutes. However, for a generic curve γ
of zero signed length, precisely one involute also has zero signed length. We call this
involute an evolvent,2 and the construction of the evolvent can be iterated.
Weobserve that the iterated evolvents of a hedgehog converge to its curvature center,
a.k.a. the Steiner point, and the limit shape of the iterated evolvents of a hedgehog is a
hypocycloid, generically an astroid (Theorem 2.10). We also provide analogs of these
results for non-closed periodic curves, such as the classical cycloid. In particular, if
such a curve differs from its evolute by a parallel translation then it is the cycloid.
(Theorem 2.14).
Sections 3–6 are devoted to polygonal versions of evolutes and involutes. It has
been already pointed out in Sect. 1.2 that there are two competing approaches to the
discretization of the notion of an evolute: for an n-gon P, its n-gonal evolute can be
deﬁned as having for sides the perpendicular bisectors of the sides ofP, or the bisectors
2 As we mentioned earlier, in the standard terminology, “evolvent” and “involute” are synonymous.
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of the angles of P. Accordingly, we speak of P-evolutes and A-evolutes. There arise
two different theories based on P- and A-approaches.
It was also noted in Sect. 1.2 that while a P-evolute of a given n-gon P is well
deﬁned and unique, the number of different A-involutes of P is 2n (or 2n−1, this
depends on the details of the deﬁnition).
Section 3 is technical: it provides a discretization of the support function (which
becomes, for an n-gon, an n-tuple (α1, p1), . . . , (αn, pn) with αi ∈ R/2πZ, pi ∈ R,
their Fourier series, hypocycloids, and Steiner points (which in some cases we have
to replace with geometrically less clear “pseudo-Steiner points”).
The P-evolutes are studied in Sect. 4. We notice that the P-evolute transformation
acts on n-tuples {(αi , pi )} in the following way: αi just becomes αi + π/2, while the
components pi are transformed in a linear way (depending on αi ): we give an explicit
description of these transformations (Theorem 4.3).
First, we apply these results to the discrete hypocycloids (equiangular hedgehogs
whose sides are tangent to a hypocycloid). In this case, we obtain a full geometric
description of the P-evolute transformation; in particular, the P-evolute of a discrete
hypocycloid is a discrete hypocycloid of the same order, magniﬁed and rotated in an
explicitly described way (Theorem 4.7).
For generic hedgehogs,we give necessary and sufﬁcient conditions for the existence
of a pseudo-Steiner point, a point shared by a polygon and itsP-evolute and satisfying
some natural assumptions. These necessary and sufﬁcient conditions depend only on
the directions of the sides of a polygon (Theorem 4.11).
Then we prove some partially known, partially conjectured, and partially new facts
in the cases of small n. In particular, we prove B. Grünbaum’s conjecture that the third
and the ﬁrst P-evolutes of a pentagon are homothetic.
After that, we pass to the main result of this section. It turns out that the spectrum of
the (n × n)-matrix of the transformation of p-components is symmetric with respect
to the origin, and that this symmetry respects the sizes of the Jordan blocks of the
matrix (Theorem 4.21).
Consequently, all the eigenvalues of the square of the P-evolute transformation
have even multiplicities, generically, multiplicity 2. Since the sides of the second
P-evolute of a polygon P are parallel to the sides of P, this second iteration becomes a
linear transformation in the n-dimensional space of n-gons with prescribed directions
of sides.
The dynamics of this transformation is determined by the maximal (by absolute
value) eigenvalue λ0. Namely, if λ0 is real, then the iterated P-evolutes have two
alternating limit shapes (see Figs. 22, 23); if λ0 is not real, then the limit behavior of
the iterated P-evolutes is more complicated, but still interesting.
Section 5 is devoted toA-evolutes. There are two natural ways to specify one of the
2n A-evolutes. The ﬁrst consists in choosing an A-evolute of P using a coorientation
of P. We refer to the A-evolute constructed in this way as to the Ao-evolute. It is
important that, at least generically, the Ao-evolute of a cooriented polygon has a
canonical coorientation, which makes it possible to iterate the construction of the
Ao-evolute.
Another possibility is to take for the sides of the evolute of a polygon P the interior
angle bisectors of P; the evolute constructed in this way is called the Ac-evolute.
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Themain properties ofAo-evolutes are that theAo-evolute of a discrete hypocycloid
is again a discrete hypocycloid (Theorem 5.6), and the iterated Ao-evolutes of an
arbitrary discrete hedgehog converge in the shape to a discrete hypocycloid (Theorem
5.9). By the way, Theorems 4.7 and 5.6 show that the limit behaviors of P- and
Ao-evolutes are similar, although the scaling factors are different.
We have no proven results on Ac-evolutes, but some, rather mysterious, experi-
mental results concerning Ac-evolutes of pentagons may instigate future research.
Section 6 is devoted toA- andP-involutes. It is easy to see that all kinds of discrete
involutes of a polygon Q have to do with the properties of the composition S of the
reﬂections of the plane in the consecutive sides of Q.
More precisely, P-involutes correspond to ﬁxed points of S, while A-involutes
correspond to invariant lines of S. This exhibits a big difference between the cases of
even-gons and odd-gons: for an even-gon,S is either a rotation, or a parallel translation,
or the identity, while for an odd-gon, it is either a reﬂection or a glide reﬂection.
Thus, for a generic even-gon, the transformation S has a unique ﬁxed point, but
no invariant lines. So, a generic even-gon has a unique P-involute (which we call
the P-evolvent) and no A-involutes. On the contrary, a generic odd-gon has a unique
A-involute (this is called an Aodd-evolvent) and no P-involutes.
If, for an odd-gon Q, the transformation S is a pure (not glide) reﬂection (analyt-
ically this means that a certain quantity, called “quasiperimeter” and similar to the
signed length of a smooth hedgehog, vanishes), then, in addition to theAodd-evolvent,
Q has a one-parameter family of A-involutes, and, generically, one of them has zero
quasiperimeter; this is the Aeven-evolvent.
The existence of a P-involute for an odd-gon Q again requires the condition of
vanishing quasiperimeter. Under this condition, Q has a one-parameter family of
P-involutes, and, for a generic Q, precisely one of them has zero quasiperimeter;
the corresponding P-involute is the P-evolvent.
All kinds of evolvent constructions admit iterations. We have some special results
concerning equiangular hedgehogs. Namely, the iterated A-evolvents of an equiangu-
lar hedgehog of zero perimeter converge to its pseudo-Steiner point (Theorem 6.8).
The iterated P-evolvents of an equiangular hedgehog with zero perimeter for odd-
gons, and zero sum of lengths of, separately, odd-numbered and even-numbered sides
for even-gons, converge in shape to two discrete hedgehogs (Theorem 6.11). And the
directions of the sides of iterated Aodd-evolvents with n odd behave ergodically (The-
orem 6.9) (this generalizes the work of a number of authors on the dynamics of the
map that sends a triangle to its pedal triangle).
The ﬁnal section ends with a discussion of possible extensions of our results to
hyperbolic and spherical geometries.
2 Evolutes and Involutes of Smooth Hedgehogs
Recall that a wave front is a piecewise smooth curve such that the tangent line is well
deﬁned at every point, including the singularities. A coorientation of a wave front is a
continuous choice of a normal direction.
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Deﬁnition 2.1 A cooriented closed planar wave front without inﬂections such that
the coorienting normal makes one full turn is called a hedgehog.
Hedgehogs are Minkowski differences of convex curves, see [17,21,22].
As we pointed out in Introduction, the evolute never has inﬂection points, and a
coorientation of γ provides a coorientation of the evolute . The total turning of  is
the same as that of γ . Thus the evolute of a hedgehog is again a hedgehog and so we
can speak about the mapping E : γ →  on the space of hedgehogs.
2.1 Support Functions
Choose an origin O in the plane.
Deﬁnition 2.2 The signed distance from O to the tangent line to a hedgehog γ having
the coorienting vector (cosα, sin α) is called the support function of γ . We will denote
it by pγ (α).
The sign of pγ is positive if the perpendicular from O to the tangent line has the
same orientation as the coorienting vector, and negative otherwise.
It is a clear from deﬁnition that the support function of a hedgehog is 2π -periodic
function.
Given a support function pγ (α), the corresponding point of the curve is given by
the formula (see, e.g., [29])
(x, y) = (pγ (α) cosα − p′γ (α) sin α, pγ (α) sin α + p′γ (α) cosα). (1)
Let us describe the support function of the evolute.
Lemma 2.3 Let pγ (α) be the support function of a curve γ . Then the support function
of the evolute is given by the formula
pE(γ )(α) = p′γ
(
α − π
2
)
.
Proof It follows from formula (1) that the coorienting vector of the normal line to γ at
point (x, y) is (− sin α, cosα), and the signed distance from the origin to this normal
is p′(α), see Fig. 3. unionsq
Fig. 3 The support function of
the evolute
.
α
α +
π
2
p(α)
p (α)
Oγ
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Thus, iteration of evolute is differentiation of the support function, combined with
the quarter-period shift of its argument.
The support function depends on the choice of the origin: parallel translation of
the origin results in the addition to the support function a ﬁrst harmonic, a linear
combination of cosα and sin α.
Deﬁnition 2.4 The Steiner point or the curvature centroid of a curve γ is the point
St(γ ) = 1
π
(∫ 2π
0
pγ (α) (cosα, sin α) dα
)
. (2)
It can be shown that St(γ ) is the center of mass of the curve γ with the density
equal to the curvature.
Initially Steiner [33] characterized St(γ ) as the solution to the following problem.
Roll the (convex) curve γ over a line l; every point inside γ describes a periodic curve;
ﬁnd among all points the one for which the area between its trajectory and the line l
is the smallest.
The following observation was made by Kubota [16].
Lemma 2.5 The support function of a hedgehog γ is free of the ﬁrst harmonic if and
only if the origin is St(γ ).
Proof Formula (2) yields a zero vector if and only if pγ (α) is L2-orthogonal to the
ﬁrst harmonic. unionsq
As an immediate corollary of Lemma 2.5 we get:
Corollary 2.6 A hedgehog and its evolute share the Steiner point: St(γ ) = St(E(γ )).
2.2 Limiting Behavior of Iterated Evolutes
Using the notation of the previous paragraph we can rephrase the object under con-
sideration. The space of hedgehogs can now be thought of as the space of 2π -periodic
functions whose Fourier expansion starts with harmonics of order 2 or higher. We
study two linear operators: the derivative d and the inverse derivative d−1 acting on
this space. Since we are interested in the shape of curves, we consider periodic func-
tions up to a non-zero factor (corresponding to a dilation) and shift of the argument
(corresponding to a rotation).
In computer experiments we observed that, typically, the number of cusps of con-
secutive evolutes increases without bound. Figure 4 shows the curve x = exp(cos t),
y = exp(sin t) and its evolute; the evolute has six cusps. Figure 5 shows the ﬁfth
evolute of the same curve. It has 18 cusps; to see them all, we had to present different
magniﬁcations of this evolute.
Deﬁnition 2.7 A hedgehog whose support function is a pure harmonic of order n is
called a hypocycloid of order n (see Fig. 6). A hypocycloid of order 2 is also called
the astroid.
The following theorem is the ﬁrst result of this work.
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Fig. 4 The curve
x = exp(cos t), y = exp(sin t)
and its evolute
1
2 3
4
5 6
7
8
9
12
13
16
17
18
11
10
14
15
Fig. 5 Fifth evolute of the curve x = exp(cos t), y = exp(sin t) with the cusps numbered
Theorem 2.8 If the support function of a curve γ is a trigonometric polynomial of
degree n, then the limiting shape of its iterated evolute is a hypocycloid of order n.
Otherwise, the number of cusps of the iterated evolutes increases without bound.
Proof The pure harmonics are eigenvectors of the operator d2 with the harmonics of
order n having the eigenvalue −n2. Therefore the higher the harmonic, the faster it
grows. Hence if the support function is a trigonometric polynomial, we can rescale to
keep the highest harmonic of a ﬁxed size, and then all smaller harmonics will disappear
in the limit.
According to a theorem of Polya and Wiener [26], if the number of zeros of all
derivatives of a periodic function is uniformly bounded, then this function is a trigono-
metric polynomial.
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Fig. 6 Hypocycloids of order 2, 3, and 4 (the middle one is traversed twice)
Fig. 7 Astroid and its evolute
In terms of the support function, the radius of curvature of a curve is given by p+ p′′,
and this function vanishes at cusps. Thus the number of cusps of the iterated evolutes
is the number of zeros of the functions p(n) + p(n+2). If this number is uniformly
bounded then p + p′′ is a trigonometric polynomial, and therefore so is p. unionsq
Geometric applications of the Fourier decomposition of the support function is a
subject of the book [7].
As a corollary, we obtain a description of the curves that are similar to their evolutes.
Corollary 2.9 A hedgehog γ is similar to its evolute E(γ ) if and only if γ is a hypocy-
cloid.
That hypocycloids are similar to their evolutes is a classical fact (C.Huygens, 1678).
See Fig. 7.
2.3 Iterating Involutes
The inverse derivative operator is not deﬁned on all periodic functions; for it to be
deﬁned, the mean value of the function should vanish. Assuming this condition, the
inverse derivative is unique.
Obviously, the mean value of the support function of a hedgehog γ does not depend
on the choice of the origin: it is just the total signed length of γ . If we assume that this
mean value is zero, then involutes exist, and the support function of precisely one of
them has zero mean value. In other words, a hedgehog of zero signed length possesses
11
htt
p:/
/do
c.r
ero
.ch
a unique involute of zero signed length. We will call this unique involute the evolvent.
What is important, is that we can iterate evolvents as well as evolutes.
Now we are ready to formulate the main result of this section.
Theorem 2.10 The iterated evolvents of a hedgehog converge to its Steiner point.
The limiting shape of iterated evolvents of a hedgehog is a hypocycloid, generically,
of order 2.
Proof The operator d−2 has pure harmonics as eigenvectors; the eigenvalue on n-th
harmonic is −1/n2. Therefore the higher the harmonic, the faster it decays. We can
rescale to keep the ﬁrst non-trivial harmonic of the support function of a ﬁxed size,
and then all higher harmonics will disappear in the limit. In addition, the operator d
is proportional to a 90◦ rotation on each 2-dimensional space of pure harmonics. unionsq
Using this result, we can obtain still another proof of the 4-vertex theorem. Recall
that this theorem, in its simplest case, asserts that a convex closed plane curve has at
least four vertices, that is, extrema of curvature; see, e.g., [5].
Corollary 2.11 Any convex closed plane curve has at least four vertices.
Proof The vertices of a curve are the cusps of its evolute. Thus we want to prove that
every hedgehog of zero length has at least four cusps.
Since the curvature at cusps is inﬁnite, there is at least one minimum of curvature
between any two consecutive cusps. That is, the number of cusps of the evolute is not
less than that of the curve. Said differently, the number of cusps of the involute is not
greater than that of the curve.
Now, given a hedgehog γ , consider its iterated evolvents. In the limit, one has a
hypocycloid, which has at least four cusps. Therefore γ has at least four cusps as
well. unionsq
2.4 Multi-hedgehogs
The above discussion extends to locally convex closed wave fronts with other rotation
numbers.
Deﬁnition 2.12 A cooriented locally convex closed planar wave front without inﬂec-
tions and such that the coorienting normalmakes n full turns is called an n-hedgehog. If
a locally convex closed wave front is not coorientable then its total turning is (2n+1)π
with n ≥ 1. We shall call it an (n + 1/2)-hedgehog.
The support function p(α) of an n-hedgehog is a periodic function with the period
2πn. Accordingly, its Fourier series is composed of cos(kα/n) and sin(kα/n) with
k ≥ 1. The support function of an (n + 1/2)-hedgehog is skew-periodic:
p(α + (2n + 1)π) = −p(α),
and its Fourier series comprises the terms cos(kα/(2n + 1)) and sin(kα/(2n + 1))
with odd k.
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Fig. 8 Left: a cardioid with two consecutive evolutes. Right: a nephroid with two consecutive evolutes
Fig. 9 The support function of
a cycloid is p(α) = −α cosα
As before, an iterated evolvent converges to an epicycloid, and for the same reason:
only the lowest non-zero harmonics ‘survive’ under iterations of the operator d−2. If
such a curve is similar to its evolute then it is an epicycloid.
The ﬁrst examples of epicycloids are the cardioid and the nephroid; these are 3/2-
and 2-hedgehogs, respectively. See Fig. 8.
2.5 Evolutes of Non-closed Smooth Hedgehogs
One can omit the closedness condition for the classical hedgehogs and consider peri-
odic curves instead. The results stated above still apply in this case. That the cycloid
coincides, up to a parallel translation, with its evolute was discovered by C. Huygens
in his work on clocks.
The cycloid is not closed, and its support function is not periodic, see Fig. 9.
Consider the class of locally convex curves γ (α), parameterized by angle, having
the following periodicity property:
γ (α + 2π) = γ (α) − (2π, 0)
(the choice of this shift vector is made for convenience).
Lemma 2.13 The support function of such a curve has the form
p(α) = −α cosα + f (α), (3)
where f (α) is 2π -periodic.
Proof Let q(α) = p(α + 2π) − p(α). Then formulas (1) imply:
q(α) cosα − q ′(α) sin α = −2π, q(α) sin α + q ′(α) cosα = 0.
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The second differential equation has the solution C cosα, and the ﬁrst equation deter-
mines the constant: C = −2π . Thus q(α) = −2π cosα, that is, p(α + 2π) =
p(α) − 2π cosα.
Let f (α) = p(α) + α cosα. Then
f (α + 2π) = p(α + 2π) + (α + 2π) cosα = p(α) + α cosα = f (α),
and the result follows. unionsq
We further restrict the class of curves assuming that the average value of the periodic
part of the support function is zero. This is an analog of the assumption that the signed
length of a curve vanishes. We have an analog of Theorem 2.10.
Theorem 2.14 On the class of curves under consideration, the operation of taking
involute is deﬁned and unique, and under its iteration, every curve converges to the
cycloid obtained from the one with the support function −α cosα by a parallel trans-
lation. If a curve differs from its evolute by a parallel translation then the curve is the
cycloid.
Proof As before, taking the evolute of a curve amounts to differentiating the function
(3) and shifting back its argument by π/2 (this operation preserves the form of the
function). The effect on the function f is as follows:
f (α) → f ′
(
α − π
2
)
+ π
2
cosα − sin α. (4)
Under the assumption that f has zero average, the inverse of the operator (4) is uniquely
deﬁned. For the same reasons as in the proof of Theorem2.10, these iterations converge
to the ﬁrst harmonic. The respective limiting curve is the cycloid that differs from the
one with the support function −α cosα by a parallel translation. unionsq
Remark 2.15 Another curve that is isometric to its own evolute is a logarithmic spiral:
the isometry in question is a rotation. The support function of a logarithmic spiral is
p(α) = c exp (bα)where b and c are constants.More generally, if the support function
of a curve is
p(α) = c1 exp (b1α) + c2 exp (b2α) with bb21 = bb12 ,
then the evolute is obtained from the curve by a rotation, see Fig. 10 where b1 = 2,
b2 = 4.
3 Cooriented Polygons and Discrete Hedgehogs
Let us summarize the basic facts about the classical evolutes and involutes, considered
in Sect. 2, that we know so far.
• The evolute transformation is well deﬁned on the space of hedgehogs/multi-
hedgehogs.
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Fig. 10 The evolute is a rotated
copy of the curve
− 0.3 0.1− 0.1− 0.2
0.3
0.6
• The necessary and sufﬁcient condition for the existence of an involute is the zero-
length condition.
• A hedgehog and its evolute share their Steiner point.
• The set of hedgehogs, self-similar under the evolute transformation, is the set of
hypocycloids, the hedgehogs whose support functions are pure harmonics.
• The iterated evolvents converge to the Steiner point, while their shapes converge
to a hypocycloid, generically, the astroid.
In this section, we consider two polygonal versions of the evolute transformation
which have been already described in Introduction (see Fig. 2). We will discuss what
properties of the classical evolute transformations persist in either case.
We start with the deﬁnition of the discrete version of the hedgehogs and multi-
hedgehogs. As before, our analysis will be based on the notion of the support function.
From now on, all index operations are assumed to be taken modulo n.
3.1 Deﬁnitions and Coordinate Presentation
Recall that the support function measures the signed distances to the tangents of a
cooriented curve. The sign is positive if the perpendicular dropped from O to the
tangent has the same direction as the coorienting vector, and negative otherwise, see
Fig. 11.
A coorientation of a line in the plane is a choice of one of the two unit normals.
If the plane is oriented, then choosing a coorientation is equivalent to choosing an
orientation: the frame (orienting vector, coorienting vector) should be positive.
A line with a coorienting unit normal (cosα, sin α) has the equation
l = {x ∈ R2 | x cosα + y sin α = p}.
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Fig. 11 Coordinates in the
space of lines
O
p > 0
p < 0
α
α
The number p is called the signed distance from the origin to l. Thus (α, p) are
coordinates on the space of cooriented lines, see Fig. 11. Reversing the coorientation
transforms (α, p) to (α + π,−p).
Deﬁnition 3.1 A cooriented polygon is a cyclically ordered sequence of cooriented
lines l1, . . . , ln such that l j meets l j+1 at a single point.
Deﬁnition 3.2 For a cooriented polygon P:
• The point of intersection of the lines l j and l j+1 is called the j-th vertex of P and
is denoted Pj+1/2.
• The interval Pj−1/2Pj+1/2 is called the j-th side of P.
• The signed length  j of the j-th side is deﬁned as the distance from Pj−1/2 to
Pj+1/2, taken with the negative sign if the order of the vertices disagrees with the
orientation of l j .
• The turning angle at vertex Pj+1/2 is deﬁned as
θ j+1/2 = α j+1 − α j (mod 2π). (5)
Since we assume that the consecutive lines l j and l j+1 are not parallel, we have
θ j+1/2 
≡ 0 (mod π). While θ j+1/2 is well deﬁned modulo 2π , we will always
choose a representative between −π and π .
• The integer k, corresponding to the sum of all turning angles, is called the total
turning of P:
n∑
j=1
θ j+1/2 = 2kπ,
Remark 3.3 One may also consider cooriented polygons with a half-integer turning
number: take cooriented lines l1, . . . , ln , deﬁne turning angles θ j+1/2 as above, except
that θ1/2 = α1 − αn + π . Informally speaking, every line changes its orientation
once one traverses the polygon. Formally, this corresponds to a cooriented 2n-gon
{l1, . . . , l2n}, where the line ln+ j is obtained from l j by reversing the orientation (see
Fig. 12 for example).
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Fig. 12 The polygons C0(6), C1(6) and C3(6)
Lemma 3.4 The vertex coordinates and the side lengths of a cooriented polygon are
given by the following formulas:
Pi+1/2 =
(
pi sin αi+1 − pi+1 sin αi
sin θi+1/2
,
pi+1 cosαi − pi cosαi+1
sin θi+1/2
)
, (6)
i = pi−1 − pi cos θi−1/2
sin θi−1/2
+ pi+1 − pi cos θi+1/2
sin θi+1/2
. (7)
Proof The equation of the line with coordinates (αi , pi ) is
x cosαi + y sin αi = pi .
Solving a system of two such equations yields the ﬁrst formula. The second formula
is obtained from
i = 〈Pi+1/2 − Pi−1/2, vi 〉
where vi = (− sin αi , cosαi ) is the orienting vector of the line li . unionsq
Deﬁnition 3.5 (Discrete analog of Deﬁnitions 2.1 and 2.12) If all the turning angles
of a cooriented polygon P are positive, θ j ∈ (0, π), and total turning equals k, the
polygon P is called a discrete k-hedgehog. If k = 1, we call it a discrete hedgehog.
The space of parallel cooriented lines carries a natural linear structure:
(α, p) + (α, p′) = (α, p + p′), λ(α, p) = (α, λp).
Thismakes the space of cooriented n-gons with ﬁxed normals an n-dimensional vector
space. For discrete hedgehogs this structure is the extension of theMinkowski addition
and homotheties of convex polygons; discrete hedgehogs can be viewed as formal
Minkowski differences of convex polygons. Moreover, for every {(α j , p j )}, there is a
constant C such that the polygon deﬁned by {(α j , p j +C)} is convex, i.e., has  j > 0.
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Note that, while an arbitrary cooriented polygon is not, in general, a k-hedgehog
for any k, it can be turned into a k-hedgehog (with integer or half-integer k) by an
appropriate reversing of the coorientations of the sides, and this reversing is unique
up to a total reversing of all the coorientations.
3.2 Discrete Fourier Analysis
Similarly to the smooth case, a special role in the theory of the evolute transformation
of discrete hedgehogs is played by the discrete hypocycloids. To describe discrete
hypocycloids we will use the technique of discrete Fourier transformation, see [30]
and [12]. Let us brieﬂy discuss it.
For 0 < m < n/2, deﬁne the discrete harmonicsCm(n) andSm(n) as the cooriented
polygons formed by the lines
{(
2π j
n
, cos
2πmj
n
)}n
j=1
and
{(
2π j
n
, sin
2πmj
n
)}n
j=1
, (8)
respectively. The polygons Cm,Sm have turning angles 2π/n, thus they are discrete
hedgehogs. Additionally, put
C0(n) =
{(
2π j
n
, 1
)}n
j=1
and Cn/2(n) =
{(
2π j
n
, (−1) j
)}n
j=1
(the latter is deﬁned for n even only). Geometrically, C0(n) is a regular n-gon
circumscribed about a unit circle, with the sides oriented in accordance with the coun-
terclockwise orientation of the circle. The polygon Cn/2(n) is a regular n/2-gon, each
side taken twice, with the opposite orientations. All lines of the polygonC1 go through
the point (1, 0), and all lines of the polygon S1 go through (0, 1). See Fig. 12.
It is possible to deﬁne Cm and Sm for m > n/2 by the same formulas (8). However,
for indices larger than n/2, the following reduction formulas hold:
Cn−m(n) = Cm(n), Sn−m(n) = −Sm(n),
Cn+m(n) = Cm(n), Sn+m(n) = Sm(n). (9)
Lemma 3.6 Let l1, . . . , ln be oriented lines tangent to a hypocycloid of order n + 1
or n−1 and such that the turning angle from l j to l j+1 equals 2π/n for all j . Then all
lines l j intersect at one point which lies on the circle inscribed into the hypocycloid.
Proof This is a consequence of the reduction formulas (9). We may assume that the
coorienting normal of the line l j has direction 2π j/n, and the hypocycloid is the
envelope of the lines p(α) = a cos(n ± 1)α + b sin(n ± 1)α. Then the lines l j are the
sides of the polygon aCn±1(n) + bSn±1(n). We have
aCn±1(n) + bSn±1(n) = aC1(n) ± bS1(n).
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Fig. 13 For any k, the line through k and −3k is tangent to the astroid
Thus all the lines l j pass through the point (a,±b). This point lies on the inscribed
circle of the hypocycloid. unionsq
Example 3.7 Three oriented lines spaced by 2π/3 and tangent to an astroid meet in a
point lying on the circle inscribed in the astroid. This is a particular case of Lemma
3.6. Vice versa, for every point on this circle, the three oriented tangents to the astroid
form the angles of 2π/3 (see Fig. 13). This is related to Cremona’s construction: an
astroid is the envelope of the chords of a circle whose endpoints move in the opposite
directions, one three times faster than the other.
3.3 Discrete Hypocycloids
Recall that the classical hypocycloid of order m is the envelope of the lines
(α, a cosmα+b sinmα) (see Sect. 2).Wewill use the same deﬁnitionwith the discrete
harmonics Cm(n) and Sm(n) (see Sect. 3.2) replacing cosmα and sinmα.
Every equiangular hedgehog can be represented, after an appropriate choice of the
horizontal axis, as a sum of discrete harmonics
P = a0
2
C0 +
(n−1)/2∑
m=1
(
amCm + bmSm
) (+ an/2
2
Cn/2
)
(10)
(the summand with the index n/2 is missing for n odd).
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Deﬁnition 3.8 (Discrete analog of Deﬁnition 2.7) An equiangular hedgehog with the
sides tangent to a hypocycloid is called a discrete hypocycloid.
By choosing the origin at the center of the hypocycloid and directing the x-axis
along the normal to the ﬁrst side, one can represent a discrete hypocycloid in the
form aCm(n) + bSm(n). From the reduction formulas (9) it follows that all discrete
hypocycloids with n sides have order less than or equal to n/2. That is, they are tangent
to a hypocycloid of some order m ≤ n/2.
3.4 Discrete Steiner Point
Finally we have to address the discretization of the Steiner point prior to proceeding
to the analysis of the discrete evolutes.
The Steiner point can be deﬁned for any convex closed curve in R2 by means of
the formula (2). From (2) the following properties of the Steiner point are obvious:
(i) Minkowski linearity:
St(γ1 + γ2) = St(γ1) + St(γ2), St(λγ ) = λ St(γ ),
where γ1 + γ2 is the boundary of the Minkowski sum of the regions bounded
by γ1 and γ2; linear operations with curves correspond to linear operations with
their support functions.
(ii) Motion equivariance:
St(F(γ )) = F(St(γ ))
for every proper motion F : R2 → R2.
(iii) Hausdorff continuity: themap γ → St(γ ) from the space of convex closed planar
curves to R2 is continuous with respect to the Hausdorff metric.
Answering a question posedbyGrünbaum,Shephard [31] has shown that theSteiner
point is uniquely characterized by the above three properties. Schneider [28] extended
this result to higher dimensions, where the Steiner point of a convex body K ⊂ Rd is
deﬁned similarly to (2) as
St(K ) = d
vol(Sd−1)
∫
Sd−1
p(v)v dvol
(dvol is the standard volume form on Sd−1). Schneider ﬁrst showed that the ﬁrst two
properties imply the above formula for St(K ) whenever the support function of K
is a linear combination of spherical harmonics (this part of the argument works only
for d ≥ 3). Since any integrable function on Sd−1 can be approximated by a linear
combination of spherical harmonics, a Hausdorff-continuous extension is unique.
If ∂K is smooth, then St(K ) is the centroid of ∂K with the mass density equal to the
Gauss–Kronecker curvature. The Steiner point of a convex polyhedron is the centroid
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of its vertices weighted by the exterior angles. In particular, for convex polygons we
have
St(P) = 1
2π
n∑
i=1
θi+1/2Pi+1/2. (11)
Hence, for equiangular polygons the Steiner point coincides with the vertex centroid.
For more details on the Steiner point, see [10,29].
The following lemma shows that the properties (i) and (ii) characterize the Steiner
point for equiangular polygons uniquely. As a result, it gives an alternative proof of
Shephard’s theorem.
Lemma 3.9 Let f be a map from the space of convex equiangular n-gons to R2
that is equivariant with respect to the proper motions and linear with respect to the
Minkowski addition. Then f (P) is the vertex centroid of P.
Proof By linearity, the map f can be uniquely extended to the space of equiangular
hedgehogs. It follows that in terms of the support numbers (p1, . . . , pn) we have
f (P) =
n∑
j=1
p jw j
for some vectors w1, . . . , wn ∈ R2 independent of the support numbers. Let R denote
the rotation of R2 about the origin by 2π/n. Since rotation around the origin cyclically
permutes the support numbers, the motion equivariance implies that
n∑
j=1
p jw j+1 =
n∑
j=1
p j R(w j )
for all values of p j . Hence w j+1 = R(w j ).
Now consider the hedgehog P = C1, that is the polygon degenerated to the point
(1, 0), see Sect. 3.2. The rotation about (1, 0) by 2π/n sends C1 to itself, so that by
the equivariance we have f (C1) = (1, 0). This means that
n∑
j=1
cos
2π j
n
R j (w0) = (1, 0)
(where w0 = wn), from which we easily compute w0 = (2/n, 0).
We have just shown that the linearity together with the equivariance determine the
map f uniquely, and that
f (P) = 2
n
n∑
j=1
p jv j , (12)
where v j = (cos(2π j/n), sin(2π j/n)). On the other hand, the vertex centroid is both
Minkowski linear (it depends linearly on the vertex coordinates that depend linearly
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on the support numbers) and motion equivariant. Hence f (P) is the vertex centroid
of P. unionsq
Lemma 3.10 (Discrete analog of Lemma 2.5) An equiangular hedgehog has the ver-
tex centroid at the origin if and only if its discrete Fourier transform (10) is free from
the ﬁrst harmonics C1 and S1.
Proof One can easily see [for example with the help of the formula (12)] that the
vertex centroids of the hedgehogs C0 and Cm,Sm for m > 1 lie at the origin. Thus
the vertex centroid of an equiangular hedgehog coincides with the vertex cenroid of
its ﬁrst harmonic components. The hedgehog aC1 + bS1 has all of its vertices (and as
a consequence, the vertex centroid) at the point (a, b). The lemma follows. unionsq
That the vertex centroid of an equiangular polygon is preserved by our constructions
of angular bisector evolute and perpendicular bisector evolute will be proved later (see
Propositions 4.9, 5.8).
For non-equiangular hedgehogs the classical Steiner point (11) is generally not pre-
served by our discrete evolute constructions. Therefore we deﬁne the pseudo-Steiner
point in the following axiomatic way.
Deﬁnition 3.11 A map PS from a set of discrete hedgehogs invariant under a discrete
evolute construction toR2 is called the pseudo-Steiner point if it satisﬁes the following
conditions.
• PS is linear with respect to the support numbers p ∈ Rn :
PS(α, λp + μq) = λ PS(α, p) + μPS(α, q);
• PS is equivariant with respect to the proper isometries of R2:
PS(F(α, p)) = F(PS(α, p))
for every proper isometry F : R2 → R2;
• PS takes the same value on a polygon and on its discrete evolute.
We will see in Sect. 4.3 that the pseudo-Steiner point is well deﬁned and unique
for the perpendicular bisector evolute, at least in some generic situations. As for the
angular bisector evolute, we have no reasonable results. This is due to the fact that the
turning angles change in quite a complicated way under the angular bisector evolute
transformation.
Now we are ready to describe two types of the discrete evolute transformations.
Our construction is based on the deﬁnition of the evolute as the locus of the centers of
the osculating circles, and we consider two different discretizations of the osculating
circles of a polygon.
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4 P-Evolutes
4.1 Deﬁnition and Coordinate Presentation
Let P = (l1, . . . , ln) be a cooriented polygon with vertices P1+1/2, . . . , Pn+1/2.
Denote by l∗j the line that passes through the midpoint of the segment Pj−1/2Pj+1/2,
andwhose direction is obtained from the direction of l j by a counterclockwise quarter-
turn. The lines l∗j and l∗j+1 are not parallel since the lines l j and l j+1 are not parallel.
By construction, their intersection point P∗j+1/2 is the circumcenter of the triangle
Pj−1/2Pj+1/2Pj+3/2 (if, say, Pj−1/2 = Pj+1/2, then P∗j+1/2 is the center of the circle
passing through Pj+3/2 and tangent to l j at Pj−1/2 = Pj+1/2).
Deﬁnition 4.1 The cooriented polygon P∗ = {l∗1 , . . . , l∗n } is called the perpendicular
bisector evolute (or P-evolute) of P. We will denote it by P(P).
The choice of (co)orientation of the polygon plays no signiﬁcant role: reversing the
orientation of l j simply reverses the orientation of l∗j .
As before, let (αi , pi ) be the coordinates of the line li .
Lemma 4.2 The line l∗i has the coordinates
α∗i = αi +
π
2
,
p∗i =
pi+1 sin θi−1/2 − pi−1 sin θi+1/2 + pi sin(θi+1/2 − θi−1/2)
2 sin θi−1/2 sin θi+1/2
.
Proof Since l∗i is obtained from li by a counterclockwise quarter-turn, its angle coor-
dinate is as stated in lemma.
The coorienting normal ν∗i of l∗i has the coordinates (− sin αi , cosαi ). Therefore
the signed distance from O to l∗i equals 〈X, ν∗i 〉, where X is an arbitrary point on l∗i .
Use as X the midpoint of the segment Pi−1/2Pi+1/2. The coordinates of Pi±1/2 were
computed in Lemma 3.4. Substitution and simpliﬁcation yields the formula for p∗i . unionsq
Lemma 4.2 implies the following coordinate description of the transformation P .
Theorem 4.3 Let P = {(α j , p j )} be a cooriented polygon. Then P(P) = {(α∗j , p∗j )}
where α∗j = α j + π/2 and the vectors p = (p1, . . . , pn) and p∗ = (p∗1, . . . , p∗n) are
related by the formula p∗ = Pθ p, in which Pθ is the cyclically tridiagonal matrix
Pθ = 12
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a1 − a2 b2 0 · · · 0 −b1
−b2 a2 − a3 b3 . . . 0
...
. . .
. . .
. . . 0
0
. . . −bn−1 an−1 − an bn
b1 0 · · · 0 −bn an − a1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(13)
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with
a j = cot θ j−1/2, b j = csc θ j−1/2.
Since the turning angles θ j+1/2 remain unchanged, the dynamics of the iterated
P-evolute transformation depends solely on the spectral properties of the matrix Pθ
(for a generic polygon, on the eigenvalueswith themaximal absolute values: see details
in Sect. 4.5.2).
Remark 4.4 The coordinates of the vertices of the P-evolute can be computed from
those of the polygon as follows. Let Pj+1/2 = (x j , y j ) and P∗j+1/2 = (x∗j , y∗j ). Then
we have
x∗j =
det
∣∣∣∣∣∣
x2j−1 x2j x2j+1
y j−1 y j y j+1
1 1 1
∣∣∣∣∣∣+ det
∣∣∣∣∣∣
y2j−1 y2j y2j+1
y j−1 y j y j+1
1 1 1
∣∣∣∣∣∣
2 det
∣∣∣∣∣∣
x j−1 x j x j+1
y j−1 y j y j+1
1 1 1
∣∣∣∣∣∣
,
y∗j =
det
∣∣∣∣∣∣
x j−1 x j x j+1
x2j−1 x2j x2j+1
1 1 1
∣∣∣∣∣∣+ det
∣∣∣∣∣∣
x j−1 x j x j+1
y2j−1 y2j y2j+1
1 1 1
∣∣∣∣∣∣
2 det
∣∣∣∣∣∣
x j−1 x j x j+1
y j−1 y j y j+1
1 1 1
∣∣∣∣∣∣
.
We conclude this section with a simple geometric observation concerning the rank
and the kernel of the map p → p∗. We will use the following notation. For a set
α = {α1, . . . , αn}, let
B(α) =
n∑
i=1
(−1)i−1αi .
If the numbers αi are deﬁned modulo 2π , then B(α) is also deﬁned modulo 2π . If n is
even, then B is invariant, up to a sign change, with respect to cyclic permutations of α.
This is not so if n is odd and, speciﬁcally for this case, we introduce a new notation:
B j (α) =
n−1∑
i=1
(−1)iα j+i
(we assume that αn+i = αi ); obviously, in this case, B(α) = α1 + B1(α). It is also
clear that B j (α) can be expressed in terms of the turning angles θi+1/2 = αi+1 − αi :
2B j (α) = −θ j+1/2 + θ j+3/2 − θ j+5/2 + · · · − θ j+n−1/2.
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Fig. 14 To Proposition 4.5
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Proposition 4.5 (i) If n is odd, then the kernel of the linear map p → p∗ has dimen-
sion 1, so its rank equals n − 1. This kernel is generated by the vector (p∗1, . . . , p∗n)
where
p∗j = cosB j (α).
(ii) If n is even, and B(α) 
= 0, then the map p → p∗ has zero kernel, so its rank
equals n. If, for n even, B(α) = 0, then the rank equals n − 2.
Proof Obviously, a polygon belongs to the kernel of the map p → p∗ if and only if it
is inscribed in a circle centered at O (which means that all the perpendicular bisectors
pass through O). For a given α, let us try to construct such a polygon (see Fig. 14).
For the ﬁrst vertex choose an arbitrary position, x1. Then the second vertex, x2, is
obtained from x1 by a reﬂection in the radius α∗1 , which makes it 2α∗1 − x1. Similarly,
x3 = 2α∗2 − 2α∗1 + x1, . . . , xn+1 = 2α∗n − 2α∗2 + · · · − (−1)n2α∗1 = (−1)nx1. Since
xn+1 = x1, we obtain(
1 − (−1)n)x1 = 2(α∗n − α∗n−1 + · · · − (−1)nα∗1) = (−1)n−12B(α∗).
Here comes the difference between the cases of odd and even n. If n is odd, then
x1 = B(α∗), hence x1, as well as all the other xi ’s, is uniquely deﬁned, and hence the
kernel of the map p → p∗ is one-dimensional. Moreover, in this case,
p∗1 = r cos
(B(α∗) − α∗1) = r cosB1(α∗) = r cosB1(α),
and similar formulas hold for all p∗i . For n even, B(α∗) = B(α), and if B(α) 
= 0,
then our problem of constructing an inscribed polygon has no solutions; so, the map
p → p∗ has no kernel. Finally, if n is even and B(α) = 0, then any x1 will work,
so we have (for any r ) a one-parameter family of inscribed polygons, and hence our
kernel has dimension 2. unionsq
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4.2 The Equiangular Case
Let us ﬁrst consider the case of equiangular hedgehogs, which are polygons with
turning angles θ j = 2π/n for all j . The transformationmatrix for the support numbers
takes the form
Pθ = 12 sin(2π/n) (Z − Z
),
where Z is the matrix corresponding to the index shift,
Z =
⎛
⎜⎜⎜⎝
0 1 0 · · · 0
...
. . .
. . .
...
0 · · · 0 1
1 0 · · · 0 0
⎞
⎟⎟⎟⎠ . (14)
The following lemma is classical, see for example [4].
Lemma 4.6 The eigenvalues of the matrix Pθ are
λm = i sin(2πm/n)
sin(2π/n)
, m = 0, 1, . . . , n − 1.
Proof Let a be an n-th root of unity, a = cos(2πm/n) + i sin(2πm/n). The vector
v = (1, a, . . . , an−1) is an eigenvector of both Z and Z: Zv = av, Zv =
a−1v = av. Hence, Pθ v = λmv where λm is as above. unionsq
One can immediately see that the eigenvalues λm and λn−m are complex conjugate:
λm = λn−m . The hedgehogs in the corresponding invariant real subspace are the
discrete hypocycloids of order m (see Deﬁnition 3.8). The only zero eigenvalues are
λ0 and λn/2 (for even n); the corresponding hedgehogs are C0(n) and Cn/2(n).
This calculation of the spectrum of Pθ leads to the following results.
Theorem 4.7 Let P be an equiangular hedgehog with n sides tangent to a hypocy-
cloid h of order m. Then P(P) is tangent to E(h), scaled by the factor sin(2πm/n)/
(m sin(2π/n)) with respect to its center.
Proof Without loss of generality, assume α j = 2π j/n. Compute the evolutes of the
discrete hedgehogs Cm(n) and Sm(n):
(
2π j
n
, cos
2πmj
n
)n
j=1
→ sin(2πm/n)
sin(2π/n)
(
π
2
+ 2π j
n
,− sin 2πmj
n
)n
j=1
,
(
2π j
n
, sin
2πmj
n
)n
j=1
→ sin(2πm/n)
sin(2π/n)
(
π
2
+ 2π j
n
, cos
2πmj
n
)n
j=1
.
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Fig. 15 Discrete astroids and their P-evolutes
Hence the evolute of a hedgehog, tangent to the hypocycloid h given by p(α) =
a cosmα + b sinmα, is tangent to the hypocycloid
p(α) = sin(2πm/n)
sin(2π/n)
(
−a sinm
(
α − π
2
)
+ b cosm
(
α − π
2
))
.
By Lemma 2.3, the evolute of h has the equation
p(α) = m
(
−a sinm
(
α − π
2
)
+ b cosm
(
α − π
2
))
,
and the theorem follows. unionsq
The second P-evolute of P is tangent to an appropriately scaled second evolute of
h. Since E2(h) is homothetic to h with the factor −m2, and the angle coordinates of
P2(P) are α j + π , we have the following.
Corollary 4.8 The second evoluteP2(P) is homothetic to P with respect to the center
of h with the coefﬁcient −sin2(2πm/n)/sin2(2π/n).
We see that the P-evolute of a discrete hypocycloid is “smaller” than the evolute
of the corresponding smooth hypocycloid. As the ratio n/m tends to inﬁnity, the
P-evolute tends to the smooth one. In Fig. 15, we present the P-evolutes of discrete
astroids with ﬁve and nine sides.
Note that, for n = 5, one gets
sin(4π/5)
sin(2π/5)
= 2 cos 2π
5
= 0, 618 . . . < 1.
Therefore the P-evolutes of the discrete astroids with ﬁve sides shrink to a point. The
same happens with the hypocycloids of order m with 2m + 1 sides.
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Let us take a closer look at the absolute values of the spectrum of Pθ . Put
μm = |λm | = |λn−m | for 0 ≤ m ≤ n/2. Then μ0 = 0 and μ1 = 1.
• For n odd, we have μ0 < μ(n−1)/2 < μ1 < μ(n−3)/2 < μ2 < · · · with the
maximum of μm at
m =
⎧⎪⎨
⎪⎩
n − 1
4
for n ≡ 1 (mod 4),
n + 1
4
for n ≡ 3 (mod 4).
• For n even, we have μ0 = μn/2 < μ1 = μn/2−1 < · · · with the maximum of μm
at
m =
⎧⎪⎨
⎪⎩
n
4
for n ≡ 0 (mod 4),
n ± 2
4
for n ≡ 2 (mod 4).
Proposition 4.9 The vertex centroids of an equiangular hedgehog and of itsP-evolute
coincide.
Proof The vertex centroid of an equiangular hedgehog coincides with the vertex cen-
troid of its ﬁrst harmonic component, see the proof of Lemma 3.10. The P-evolute
sends discrete hypocycloids (which are given by pure harmonics) to discrete hypocy-
cloids of the same order, see the proof of Theorem 4.7. The vertices of a hypocycloid
of order 1 coincide; the vertices of its evolute also lie at the same point. Hence the
evolute construction preserves the vertex centroid. unionsq
Now we can address the limiting behavior of the iteratedP-evolutes of equiangular
hedgehogs.
n = 3, 4 The P-evolutes degenerate to a point after the ﬁrst step.
n = 5 An equiangular pentagon becomes a discrete astroid after the ﬁrst step, and
then shrinks to its vertex centroid in such away thatP(k+2)(P) is homothetic
to P(k)(P).
n = 6 After the ﬁrst iteration of P , the C0 and C3 terms in the decomposition
(10) disappear. After that the sequence Pk(P) becomes periodic. Namely,
it alternates between two hexagons as shown in Fig. 16. (In fact, the line
l j becomes the line l j+3 after two iterations, so the sequence is alternating
only if we ignore the marking of the sides.)
n ≥ 7 The iterated P-evolutes of a generic equiangular hedgehog expand; their
shapes tend to the discrete hypocycloids, generically of order m, given by
the formulas above. (If n ≡ 2 (mod 4), then the limiting shapes are linear
combinations of the hypocycloids of order (n − 2)/4 and (n + 2)/4.)
4.3 The Generic Case: A Pseudo-Steiner Point
Let us now move on to the case of polygons with generic turning angles. In the generic
situation, the classical Steiner point is not preserved by theP-transform. The existence
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1-st, 3-rd, ... evolute
2-nd, 4-th, ... evolute
Fig. 16 Iterated P-evolutes of an equiangular hexagon become periodic after the ﬁrst step
of a pseudo-Steiner point (see Deﬁnition 3.11) is governed by the spectral properties
of the matrix Pθ .
Introduce the following vectors of support numbers:
C = (cosα1, cosα2, . . . , cosαn), S = (sin α1, sin α2, . . . , sin αn).
The polygon (α, aC + bS) consists of lines passing through the point (a, b) (see
Lemma 3.6). The parallel translation through the vector (a, b) results in the following
change of the coordinates of a hedgehog:
T(a,b) : (α, p) → (α, p + aC + bS).
Proposition 4.10 The linear subspace span{C, S} is Pθ -invariant; the map Pθ
restricted to span{C, S} has ±i as eigenvalues.
Proof This follows from the fact that P commutes with the parallel translation T(a,b).
By a straightforward computation one gets
Pθ (C) = −S, Pθ (S) = C. (15)
This completes the proof. unionsq
The following theorem provides a necessary and sufﬁcient condition for the exis-
tence and uniqueness of a pseudo-Steiner point for P-evolute.
Theorem 4.11 A pseudo-Steiner point for P exists if and only if the Pθ -invariant
subspace span{C, S} ⊂ Rn has a Pθ -invariant complement:
R
n = span{C, S} ⊕ W, Pθ (W ) ⊂ W.
If, in addition, the restriction of Pθ to W does not have ±i as eigenvalues, then the
pseudo-Steiner point is unique.
Proof Assume that there is a map PS with the properties stated in Deﬁnition 3.11. By
linearity, we can write
PS(α, p) = α p,
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whereα : Rn → R2 is a linear homomorphism. The translation equivariance implies
α(aC + bS) = (a, b).
In particular, α is an epimorphism. Denote the kernel of α by Wα . We have
R
n = span{C, S} ⊕ Wα , and we claim that Wα is Pθ -invariant.
Indeed, denoting by Rπ/2 the rotation by π/2, we have
α p = PS(α, p) = PS
(
α∗, p∗
) = Rπ/2(PS(α,Pθ p)) = Rπ/2αPθ p.
Hence if p ∈ Wα , then Rπ/2αPθ p = 0, which implies Pθ p ∈ Wα .
The above argument shows that if a pseudo-Steiner point exists, then it is obtained
by projecting p ∈ Rn to span{C, S} along a Pθ -invariant complement, and then iden-
tifying span{C, S} with R2 by C → (1, 0), S → (0, 1). Vice versa, this construction
always yields a pseudo-Steiner point. This implies the existence and the uniqueness
statements of the theorem. unionsq
Remark 4.12 Compare this to the deﬁnition of the classical Steiner point of convex
d-dimensional bodies: it is obtained by projecting the support function to the space of
the spherical harmonics of order 1, and then taking the corresponding point in Rd .
Corollary 4.13 The set of polygons which do not have a pseudo-Steiner point has
measure zero.
Corollary 4.14 For odd-gons close to equiangular ones, the pseudo-Steiner point
exists and is unique.
Proof The spectrum ofPθ depends continuously on θ . Since for odd n and θ j = 2π/n
the matrix Pθ is diagonalizable (over C) with different eigenvalues, the eigenvalues
remain different for “almost equiangular” odd-gons. In particular, the space span{C, S}
has a unique Pθ -invariant complement. unionsq
The following proposition shows that if a pseudo-Steiner point is not deﬁned, then
there is a polygon that “drifts” under the evolute transformation.
Proposition 4.15 Denote by Pθ the set of the cooriented polygons with ﬁxed turning
angles θ . Then either there exists a polygon P ∈ Pθ such that its second P-evolute is,
up to the orientation reversing of all the lines, a translate Ta,b(P) of P by a non-zero
vector, or there exists a pseudo-Steiner point for all P ∈ Pθ .
Proof If there is a drifting polygon, then there is no pseudo-Steiner point, since the
translation equivariance contradicts P-invariance.
If there is no pseudo-Steiner point then, by Theorem 4.11, span{C, S} has no Pθ -
invariant complement. This means that span{C, S} is at the head of a Jordan cell
corresponding to the complex eigenvalues ±i . It follows that there are vectors p, q ∈
R
n such that
Pθ p = q + S, Pθq = −p + C.
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Fig. 17 Left: two polygons, one in solid and another in dashed line, that are each other’sP-evolutes. Right:
the diagonals of the rhombi form a decagon that is its own P-evolute
But then
P2θ p = Pθ (q + S) = (−p + C) + C = −p + 2C.
Hence the second evolute of (α, p) is (α + π,−p + 2C) which is the polygon (α, p)
with reversed orientations of the sides, translated by the vector (−2, 0). unionsq
At themoment, we do not have examples of polygons with no pseudo-Steiner point.
We have seen that, for equiangular even-gons, the eigenvalues ±i are double. By
the above arguments, the eigenvalues ±i produce polygons equal to their second
P-evolutes up to the side reorientations. The following examples exhibit non-
equiangular even-gons with the same property.
Example 4.16 One can construct a pair of polygons such that each one is theP-evolute
of the other one. One can also construct a polygon that is its own P-evolute. For this,
one needs to construct a closed chain of rhombi inwhich every two consecutive rhombi
share a side, and all these sides are parallel. If the number of rhombi in the chain is even
then their diagonals form two polygons that are each other’s P-evolutes, and if the
number of rhombi is odd then the diagonals form a polygon that is its own P-evolute.
See Fig. 17.
4.4 Small Values of n
Let us describe the behavior of the P-evolutes for polygons with small number of
vertices.
4.4.1 The Case n = 3
This case is trivial. The ﬁrst P-evolute degenerates to a point, the circumcenter of the
triangle, which is at the same time the pseudo-Steiner point of the triangle. Note that
the classical Steiner point is usually different from the circumcenter.
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4.4.2 The Case n = 4
This case is well understood: if a quadrilateral P is inscribed then its P-evolute is
a point, the center of the circle; otherwise P2(P) is homothetic to P, with the simi-
larity coefﬁcient depending on the angles, but not on the lengths of the sides of the
quadrilateral; see [2,8,9,14,18,27,32] for a detailed study of this problem. The cen-
ter of homothety is the pseudo-Steiner point of the quadrilateral, and again it is in
general different from the Steiner point. Also see [35] for higher-dimensional and
non-Euclidean versions of these results.
We give a proof using above developed machinery.
Proposition 4.17 Let P be a quadrilateral. Then P2(P) is homothetic to P.
Proof Let C and S be as in Sect. 4.3. Let U be the 4-dimensional p-space, and
W ⊂ U be the Pθ -invariant subspace spanned by the vectors C and S. Denote by P
the induced linear map on U/W . We want to prove that P2 is a dilation; then Pθ will
be a composition of a dilation and a parallel translation, as needed.
Note that P is a 2 × 2 matrix. If TrP = 0 then P2 is a dilation. Thus it sufﬁces to
show that TrP = 0.
Since the trace is linear,
TrP = TrP − TrPW .
The latter trace is zero, since the map is a rotation by π/2, and we need to compute
TrP . According to Lemma 4.2, this trace equals
∑ sin(θ j+1/2 − θ j−1/2)
2 sin θ j−1/2 sin θ j+1/2
=
∑ cot θ j−1/2 − cot θ j+1/2
2
= 0, (16)
as needed. unionsq
4.4.3 The Case n = 5
B. Grünbaum [8,9] observed in computer experiments that the third P-evolute of a
pentagon is homothetic to the ﬁrst one. We prove this below.
Proposition 4.18 Let P be a pentagon. Then P3(P) is homothetic to P(P) (see Fig.
18 for the illustration).
Proof The proof is similar to the one for quadrilaterals, given above. We want to show
that if P is in the image of the map P , then P2(P) is homothetic to P.
Let V be the 5-dimensional p-space and U ⊂ V be the image of the linear map P .
Abusing notation, we denote the restriction of P to U by the same letter. Let W ⊂ U
be theP-invariant subspace spanned by the vectors C and S. Denote byP the induced
linear map on U/W . We want to prove that P2 is a homothety.
As before, it sufﬁces to show that TrP = 0, and as before, TrP = TrPU = TrPV .
But the latter vanishes, since (16) holds for all values of n. unionsq
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Fig. 18 Consecutive P-evolutes of a pentagon. The third evolute A3B3C3D3E3 is homothetic to the ﬁrst
evolute A1B1C1D1E1
Again, the center of homothety is the pseudo-Steiner point of the pentagon.
Certainly, in some particular situation, theP-evolute of some order can also degen-
erate to a point. For the case of pentagonswewere able to give a necessary and sufﬁcient
condition of the third evolute collapsing to a point. We will need the notations B and
B j introduced in Sect. 4.1.
Proposition 4.19 Let P be a pentagon. Then P3(P) is a point if and only if∑5
j=1 sin 2B j (α) = 0. Equivalently, the area of the inscribed pentagon with sides
parallel to those of P must be zero.
Proof The proof is based on Proposition 4.5 and results of Sect. 6. The results of Sect.
6.4.1 show that a cooriented odd-gon belongs to the image of the evolute transfor-
mation if and only if its quasiperimeter is zero. The quasiperimeter of an odd-gon is
deﬁned and calculated in Sect. 6.2.1: for an odd-gon with the sides l j = (α j , p j ) it is
equal to
∑n
j=1 p j sinB j (α). This formula, combined with the formula in Proposition
4.5, shows that for the generator of the kernel of the transformation p → p∗ the
quasiperimeter is
5∑
j=1
p∗j sinB j (α) =
5∑
j=1
cosB j (α) sinB j (α) = 12
5∑
j=1
sin 2B j (α).
Thus, the condition
∑5
j=1 sin 2B j (α) = 0 means precisely that the image of the
map p → p∗ is contained in its kernel. This means that rankP2θ = 3. It follows that
the homothety P2θ of U/W , considered in the previous proposition, is of factor 0. unionsq
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Fig. 19 A pentagon ABCDE
whose third P-evolute is a point
(so its second P-evolute is
inscribed into a circle)
A
B
C
D
E
Therefore any set of turning angles {θ j }5j=1 providing shrinking to a point on the
third iterationofP canbeobtained as follows.Let {β j }5j=1 be a solutionof
∑
j sin β j =
0 and
∑
j β j = 0 (mod 2π). Then θ j+1/2 = (β j + β j+1)/2. See Fig. 19 for an
example.
4.4.4 The Case n = 6
In Sect. 4.5, we will discuss the dynamics of the P-transformation for a generic poly-
gon, in particular, for a generic hexagon. Below we present some particular examples
of degenerate behavior.
Proposition 4.20 Let P be a hexagon. Then
(i) If the angles of P satisfy the condition B(α) = 0 (mod π) then P3(P) is homo-
thetic to P(P).
(ii) If the opposite sides of P are parallel then P3(P) = P(P), that is, P(P) and
P2(P) are each other’s evolutes. See Fig. 20.
The second part of this statement was already noted for equiangular hexagons, see
Fig. 16.
Proof The proof of (i) is similar to the proof of Proposition 4.18. Let V be the 6-
dimensional p-space, K ⊂ V the kernel of the map Pθ , and U ⊂ V its image. It
follows from Proposition 4.5 that K is 2-dimensional, and hence U is 4-dimensional.
The rest of the proof is the same as in Proposition 4.18.
To prove (ii), consider Fig. 21. The hexagon P(P) is labelled ABCDEF. Consider
the circles circumscribed about FAB and ABC. The line through the centers of
these circles is the perpendicular bisector of the segment AB. We need to show that
the centers are at equal distance from AB, that is, that the radii of the circles are equal.
The composition of reﬂections
SEF ◦ SDE ◦ SCD ◦ SBC ◦ SAB ◦ SFA
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Fig. 20 The P and P2 images
of a hexagon ABCDEF with
parallel opposite sides are each
other’s P-evolutes
A
B
C
D
E
F
A
A
B
C
D
E
F
Fig. 21 Proof of Proposition 4.20 (ii)
is the identity. Applying this to point A, we obtain
A′ := SCD ◦ SBC (A) = SDE ◦ SEF (A).
The composition of two reﬂections is the rotation through the angle twice that between
the axes. Thus 
 ACA′ = 2 
 BCD. Since the points A and A′ are symmetric with
respect to the line CE , one has 
 ACE = 
 BCD, and hence 
 DCE = 
 BCA. But

 DCE = 
 AFB, therefore 
 AFB = 
 BCA.
Finally, the radii of the two circles, found via the Sines Rule, are:
|AB|
2 sin(
 AFB)
and
|AB|
2 sin(
 BCA)
,
hence the radii are equal, as needed. unionsq
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4.5 Dynamics of the P-Transformation in the Generic Case
4.5.1 Symmetry of the Spectrum of Pθ .
Let us further investigate the spectral properties of the matrixPθ . The above consider-
ations show that the matrixPθ is not always diagonalizable: the geometric multiplicity
of the zero eigenvalue can be larger than the algebraic multiplicity. From Proposition
4.10, it follows that the spectrum of Pθ always contains ±i . The following theorem
provides more information on the spectrum of Pθ .
Theorem 4.21 The spectrumof the linearmapPθ : p → p∗ is symmetricwith respect
to the origin. Moreover, the opposite eigenvalues have the same geometric multiplicity
and the same sizes of the Jordan blocks.
Below, we give two proofs of this theorem. The ﬁrst one is elementary and self-
contained, but it does not cover the statement concerning the Jordan blocks. The second
one covers all the statements, but it uses a reference to a recent result of one of the
authors (I. I.), which may be less convenient to the reader.
First Proof (partial) The argumentation below will show that the spectrum is sym-
metric, including the algebraic multiplicity of the eigenvalues only.
Lemma 4.22 If for an n × n matrix A we have
Tr Ak = 0 for all odd k ≤ n, (17)
then the spectrum of A is symmetric with respect to the origin, including the algebraic
multiplicity.
Proof Let  = {λ1, . . . , λn} be the multiset of eigenvalues of A, listed with their
algebraic multiplicity. We have − =  if and only if the characteristic polynomial
has the form λm P(λ2), that is, if and only if the elementary symmetric polynomials
σk in λ vanish for all odd k. We have Tr Ak = τk , where τk = λk1 +· · ·+λkn . Newton’s
formulas relate σk and τk :
kσk =
k∑
j=1
(−1) j−1σk− jτ j .
If k is odd, then either j or k − j is odd. Therefore the vanishing of τ j and σ j ′ for
all odd j, j ′ up to k implies the vanishing of σk . The lemma follows by induction on
odd k. 
It now sufﬁces to prove (17) for A = Pθ (see (13)). We have
Pθ = A1 + · · · + An,
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where A j is the matrix with zero entries except for the ( j − 1, j) × ( j − 1, j) block(−a j b j
−b j a j
)
.
Let us consider the case of an even n ﬁrst. Put
A− = A1 + A3 + . . . + An−1, A+ = A2 + A4 + . . . + An,
so that Pθ = A− + A+. Observe that
A2− = − id, A2+ = − id. (18)
We have
Pkθ =
∑
{i1,...im },{ j1,..., jm }
Ai1−A
j1+ · · · Aim− A jm+ , (19)
where the sum is taken over all integer partitions k = i1 + j1 + · · · + im + jm with
i1 and jm non-negative and other summands positive. We claim that, for odd k, every
summand has zero trace.
Indeed, due to (18), we can decrease any is or jt by two at the price of a minus
sign. In the reduced form, every summand will become an alternating product
±A−A+ · · · A− or ± A+A− · · · A+.
Due to the cyclic property of the trace Tr(XY ) = Tr(Y X), we can make further
cancellation and obtain
Tr
(± A−A+ · · · A−) = ±Tr A± = 0, Tr (± A+A− · · · A+) = ±Tr A± = 0.
Thus all summands in (19) have zero trace, hence Tr Ak = 0 for odd k and even n.
If n is odd, then consider the 2n × 2n matrix P˜θ with an+ j = a j and bn+ j = b j .
By the above argument, Tr P˜kθ = 0 for all odd k. On the other hand, for all k < n, we
have Tr P˜kθ = 2 TrPkθ . Thus we have (17) also in the case of odd n. unionsq
Second Proof (complete) Consider the cyclically tridiagonal matrix
Mθ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
−(a1 + a2) b2 0 · · · 0 b1
b2 −(a2 + a3) b3 . . . 0
...
. . .
. . .
. . . 0
0
. . . bn−1 −(an−1 + an) bn
b1 0 · · · 0 bn −(an + a1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
A direct computation shows that the matrix MθPθ is antisymmetric. Due to
Mθ = Mθ , this can be written as
Pθ Mθ = −MθPθ . (20)
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By [13, Thm. 3], we have detMθ 
= 0 whenever∑nj=1 θ j−1/2 
≡ 0 (mod 2π). If this
is the case, then
M−1θ Pθ Mθ = −Pθ ,
and hence the matrices Pθ and −Pθ have the same Jordan normal form. This implies
Theorem 4.21 under the assumption
∑n
j=1 θ j−1/2 
≡ 0 (mod 2π). The general case
follows by continuity. unionsq
Remark 4.23 Theorem 4.21 holds for any matrix of the form (13) with b2j − a2j = 1
for all j .
Remark 4.24 According to formula (7) in Lemma 3.4, the matrix Mθ computes the
side lengths of a polygon from its support numbers:  = Mθ p. The symmetry of
Mθ is explained by the fact that i = ∂ area(p)/∂pi , where area(p) is the area of the
polygon, so that
Mθ =
(
∂2area
∂pi∂p j
)
.
The operator p → Mθ p is a discrete analog of the operator p → p + p′′ (the radius
of curvature in terms of the support function). The spectrum of Mθ , its relation to the
discrete Wirtinger inequality and to the isoperimetric problem are discussed in [13].
Remark 4.25 It is easy to show that the matrix −Pθ transforms the side lengths of a
polygon to the side lengths of its evolute: ∗ = −Pθ . This agrees with equation (20):
MθPθ p = Mθ p∗ = ∗ = −Pθ  = −Pθ Mθ p.
The antisymmetry of MθPθ is equivalent to 〈MθPθ p, p〉 = 0, that is, to∑i pi∗i =
0. We do not know any geometric explanation of this antisymmetry.3
Remark 4.26 Theorem 4.21 shows that if n is odd, then the matrix Pθ is degenerate.
We have already known this from Proposition 4.5.
4.5.2 The Limit Behavior of Iterated P-Evolutes
Theorem 4.21 states that the spectrum of the matrix Pθ is symmetric with respect
to 0. Let λ be the maximum module of eigenvalues of Pθ . Generically, there are
three options: (i) Pθ has precisely two eigenvalues of module λ: λ and −λ; (ii) Pθ
has precisely two eigenvalues of module λ: λi and −λi ; (iii) Pθ has precisely four
eigenvalues of module λ: ±μ and ±μ, where |μ| = λ and μ is neither real, nor purely
imaginary. InCase (i),λ2 is amultiple 2 eigenvalue ofP2θ , inCase (ii),−λ2 is amultiple
2 eigenvalue of P2θ . In both these cases, P2θ possesses a two-dimensional eigenspace
with the eigenvalue, respectively, λ2 or −λ2. In Case (iii), Pθ has a four-dimensional
invariant subspace with the eigenvalues ±μ,±μ.
3 See [6] for an explanation in arbitrary dimension.
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Fig. 22 A polygon and a sequence of P-evolutes; Case (i)
Take a randomly chosen generic (cooriented) n-gon P = P0 (in Figs. 22, 23,
24, n = 6); let θ be the sequence of turning angles and λ be the maximal module
of eigenvalues of Pθ . Consider the sequence of P-evolutes: P1,P2,P3, . . . Roughly
speaking, these evolutes will exponentially expand with the base λ and drift away from
the origin. To compensate these expansion and drifting, we apply to every polygon
P0,P1,P2, . . . two consecutive transformations: a translation which shifts the vertex
centroid to the origin, and then a rescaling with respect to the origin which makes the
maximum distance from the vertices to the origin equal to 1. We keep the notation
P0,P1,P2, . . . for the transformed polygons.
If θ represents the ﬁrst of the three cases (the maximum module eigenvalues of Pθ
are λ and −λ), then, for a large N , the polygons PN and PN+2 are almost the same,
and the limit polygons lim P2n and lim P2n+1 are (up to a translation and a rescaling),
P-evolutes of each other (see Fig. 22). If θ represents the second of the three cases
(the maximum module eigenvalues ofPθ are λi and −λi), the polygons PN and PN+2
are almost central symmetric to each other, the polygon Q1 = limn→∞ P4n+1 is the
P-evolute of Q0 = limn→∞ P4n , and the P-evolute of Q1 is −Q0 (again up to a
translation and a rescaling; see Fig. 23).
In the third case (the maximum module eigenvalues of Pθ are ±μ and ±μ where
μ is neither real, nor purely imaginary), the behavior of the sequence of P-evolutes
appears irregular; see an example of this in Fig. 24. Still, in Fig. 24, for N large, there is
a certain similarity between PN and −PN+8; this may be an indication of a proximity
of μ4 to some negative real number.
5 A-Evolutes
As we noted in Introduction, there exists another way to discretize the evolute con-
struction. The vertices of this evolute of a polygon are the centers of the circles tangent
to the triples of the consecutive sides of the given polygon, and its sides are bisectors
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Fig. 23 A polygon and a sequence of P-evolutes; Case (ii)
of angles of the given polygon. We call this evolute the angle bisector evolute, or an
A-evolute, and we denote an A-evolute of a polygon P by A(P). Since every angle
has two bisectors, this construction is not single valued: an n-gon has as many as 2n
A-evolutes.
5.1 Ao-Evolutes
5.1.1 Deﬁnition of Ao-Evolute
To secure a choice of a preferredA-evolute, we apply the construction to a (co)oriented
polygon. If l and l ′ are two oriented crossing lines, and e and e′ are their orienting
unit vectors, then there appear two non-zero vectors, e + e′ and e′ − e. The oriented
lines generated by these vectors are denoted by l◦ and l∗; they are called, respectively,
an exterior and interior bisector4 of the angle 
 (l, l ′). The deﬁnition of the lines l◦
and l∗, but not of their orientations, can be continuously extended to the case when
the lines l and l ′ (but not necessarily their orientations) coincide, provided that the
“intersection point” P is marked on l = l ′: if the orientations of l and l ′ agree, then
l◦ = l, P  l∗ ⊥ l; if they disagree, then P  l◦ ⊥ l, l∗ = l. These constructions are
illustrated in Fig. 25.
Deﬁnition 5.1 Consider a cooriented polygon P = (l1, . . . , ln). The cooriented poly-
gon P∗ = (l∗1+1/2, . . . , l∗n+1/2), where l∗i+1/2 is the interior bisector of the angle
 (li , li+1), is called the oriented angle bisector evolute of P. We will denote it by
Ao(P).
4 If l and l ′ are consecutive sides of a cyclically oriented polygon, then l◦ and l∗ are the exterior and interior
bisectors of the angle of this polygon; this is a geometric justiﬁcation of this terminology.
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Fig. 24 A polygon and a sequence of P-evolutes; Case (iii)
l
l
l
l
l◦
P
P Pl
∗
l∗
l∗
l = l
l◦
l◦
Fig. 25 The bisectors of oriented lines
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P1 /2
P3 /2
P5 /2
P7 /2
P9 /2
Q1
Q2
Q3
Q4
Q5
R 1
R 2
R 3
R 4
R 5
Fig. 26 Two Ao-evolutes of a polygon P = P1/2P3/2P5/2P7/2P9/2
Remark 5.2 Obviously, an n-gon has 2n different coorientations, precisely as it has
2n different choices of bisectors. But the choices of coorientations and bisectors do
not bijectively correspond to each other: if a coorientation is replaced by the opposite
coorientation, then the interior and exterior bisectors remain interior and exterior
bisectors (although their orientations reverse). Thus, only 2n−1 of 2n angle bisector
evolutes described in Sect. 1.2 can be Ao-evolutes. Namely, they correspond to the
choices of angle bisectors with an even number of the exterior bisectors.
Notice that the shape of an Ao-evolute depends very essentially on the choice of
the orientations of the sides. Figure 26 shows two Ao-evolutes of the same pentagon
P endowed with two different orientations: the ﬁrst one, Q = Q1Q2Q3Q4Q5, cor-
responds to the “cyclic” orientation of P, −−−−−→P1/2P3/2, −−−−−→P3/2P5/2, −−−−−→P5/2P7/2, −−−−−→P7/2P9/2,−−−−−→
P9/2P1/2, the second one, R = R1R2R3R4R5, corresponds to the orientation of−−−−−→
P3/2P1/2,
−−−−−→
P3/2P5/2,
−−−−−→
P5/2P7/2,
−−−−−→
P9/2P7/2,
−−−−−→
P1/2P9/2. The sides Qi Qi+1 and Ri Ri+1
of the two A-evolutes are always either parallel or perpendicular to each other.
Remark 5.3 By deﬁnition of a cooriented polygon, the consecutive lines are not paral-
lel, hence the vertices Pj+1/2 and the bisectors l∗j+1/2 are well deﬁned. However, it can
happen that the Ao-evolute of a cooriented polygon has a pair of parallel consecutive
sides: if the lines l j−1 and l j+1 are parallel, then l∗j−1/2 and l∗j+1/2 are parallel. This
is similar to the evolute escaping to inﬁnity at an inﬂection point in the classical case.
IfP is a discretemulti-hedgehog, i.e., it has only positive turning angles, thenAo(P)
also has only positive turning angles, and so Ao is a well-deﬁned transformation on
the space of discrete multi-hedgehogs.
Recall our convention (5) that the values of the turning angles are taken between
−π and π . This allows to use them in computing the coordinates of the Ao-evolute.
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Lemma 5.4 (Ao-analog of Lemma 2.3) Let P = {(α j , p j )} and Ao(P) =
{(α∗j+1/2, p∗j+1/2)}. Then
α∗j+1/2 = α j +
θ j+1/2
2
+ π
2
, p∗j+1/2 =
p j+1 − p j
2 sin(θ j+1/2/2)
.
The vector θ∗ = (θ∗1 , . . . , θ∗n ) of the turning angles of Ao(P) is computed from the
vector θ = (θ1+1/2, . . . , θn+1/2) of the turning angles of P by
θ∗ = 1
2
(id +Z)θ, (21)
where Z is given by (14).
Proof The turning angle θ∗j from l∗j−1/2 to l∗j+1/2 equals the turning angle between the
exterior bisectors l◦j−1/2 and l◦j+1/2. The turning angles from l◦j−1/2 to l j and from l j
to l◦j+1/2 are equal to θ j−1/2/2 and θ j+1/2/2, respectively, and formula (21) follows.
The formula for α∗j+1/2 is derived in a similar way: ﬁrst rotate l j to l◦j+1/2 and then
to l∗j+1/2. To compute the signed distance from the origin to the line l∗j+1/2, take the
scalar product of its normal
n∗j+1/2 =
(
− sin
(
α j + θ j+1/22
)
, cos
(
α j + θ j+1/22
))
with the position vector of the point Pj+1/2 whose coordinates are given in
Lemma 3.4. unionsq
Corollary 5.5 Adding a constant to all p j does not change the Ao-evolute.
Proof It is clear from the formulas of Lemma5.4, and also can be seen geometrically.unionsq
This is similar to the smooth case: the evolute does not change if every point of the
curve is moved by the same distance along the coorienting normal.
Let us emphasize the difference between theP- andAo-transformations. While the
P-evolute essentially preserves the angles of the cooriented lines and acts solely on the
support numbers by a linear operator depending on the turning angles, the Ao-evolute
acts on pairs (θ j , p j ) as a skew product: the turning angles are changed by a linear
operator with constant coefﬁcients while the support numbers are changed by a linear
operator whose coefﬁcients depend on the turning angles.
5.1.2 The Equiangular Case
Theorem 5.6 (Ao-analog of Theorem 4.7) Let P be an equiangular hedgehog with
n sides tangent to a hypocycloid h of order m. Then Ao(P) is tangent to E(h), scaled
by factor sin(πm/n)/(m sin(π/n)) with respect to its center.
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Proof One computes the coordinates of the ﬁrstAo-evolute ofCm(n) and Sm(n) using
the formulas of Lemma 5.4:
(
2π j
n
, cos
2π jm
n
)n
j=1
→ sin(πm/n)
sin(π/n)
(
π
2
+ π
n
+ 2π j
n
,− sinm
(
π
n
+ 2π j
n
))n
j=1
,
(
2π j
n
, sin
2π jm
n
)n
j=1
→ sin(πm/n)
sin(π/n)
(
π
2
+ π
n
+ 2π j
n
, cosm
(
π
n
+ 2π j
n
))n
j=1
.
Hence the Ao-evolute of a hedgehog, tangent to the hypocycloid h given by
p(α) = a cosmα + b sinmα, is tangent to the hypocycloid
p(α) = sin(2πm/n)
sin(2π/n)
(
−a sinm
(
α − π
2
)
+ b cosm
(
α − π
2
))
.
By Lemma 2.3, the evolute E(h) has the equation
p(α) = m
(
−a sinm
(
α − π
2
)
+ b cosm
(
α − π
2
))
. unionsq
Corollary 5.7 A2o(P) arises from P through reversing the orientations of all sides and
scaling by the factor sin2(πm/n)/sin2(π/n).
Proposition 5.8 The vertex centroids of an equiangular hedgehog and itsAo-evolute
coincide.
Proof Literally follows the proof of Proposition 4.9 with the obvious modiﬁcation.unionsq
Note the difference between the scaling factors in Theorems 5.6 and 4.7 and the
different behavior of the second evolute.
For x > 0, we have sinmx < m sin x . Therefore the Ao-evolute of a discrete
hypocycloid is “smaller” than the evolute of a smooth hypocycloid. At the same time,
as the ratio n/m (the number of sides to the order of hypocycloid) tends to inﬁnity,
the Ao-evolute tends to the smooth hypocycloid in the Hausdorff metric.
Figure 27 shows the discrete astroids with ﬁve and nine sides and theirAo-evolutes.
Compare this with Fig. 15.
The Ao-evolute of an equiangular hedgehog P degenerates to a point only if P is
circumscribed about a circle. In this case, the discrete Fourier transform (10) contains
no terms of order larger than 1.
If (10) contains higher order terms, then Ako(P) expand to inﬁnity: by The-
orem 5.6, the m-th summand of A2o(P) equals that for P, scaled by the factor
sin2(πm/n)/sin2(π/n). The highest discrete hypocycloids Cn/2(n) and aC(n−1)/2 +
bS(n−1)/2 are scaled by the largest factor. Therefore they determine the limiting shape
of Ako(P).
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Fig. 27 Discrete astroids and their Ao-evolutes
The hedgehog Cn/2(n) is a regular n-gon with each side traversed twice in differ-
ent directions. Its Ao-evolute is a regular (n/2)-gon rotated by π/n. The hedgehog
aC(n−1)/2 + bS(n−1)/2 has an irregular shape, and is not similar to its Ao-evolute, see
Fig. 27, left, for n = 5. Thus, for even n, the limiting shape is a regular (n/2)-gon,
while for odd n, there are two limiting shapes which alternate.
Iterated Ao-evolutes of non-equiangular hedgehogs exhibit the same behavior.
Theorem 5.9 The iterated Ao-evolutes of discrete hedgehogs converge in the shape
to discrete hypocycloids. Generically, these are the hypocycloids of the highest order:
n/2 for even n, and (n − 1)/2 for odd n.
Proof Under the Ao-transformations, the sequence of turning angles is transformed
by (21). This is a linear map with the eigenvalues
λm = 1 + e
2π im/n
2
, m = 0, 1, . . . , n − 1.
In particular, λ0 = 1, and |λm | < 1 for m > 0. It follows that the turning angles
of iterated evolutes converge to 2πk/n, where k is the turning number of the initial
polygon.
The turning angles and the support numbers are transformed according to
(θ∗, p∗) = ( f (θ), gθ (p)),
with f given by (21), and
gθ (p) = Dθ
(Z − id ), Dθ = diag
(
1
2 sin(θ1/2)
, . . . ,
1
2 sin(θn/2)
)
,
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where p = (p1, . . . , pn) and p∗ = (p∗1+1/2, . . . , p∗n+1/2). Since f k(θ) converges
to (2π/n, . . . , 2π/n), the linear map g f k (θ) converges, in the operator norm, to the
transformation
A = Z
 − id
2 sin(2π/n)
.
The eigenspaces of A correspond to the discrete hypocycloids, and those with the
absolute largest eigenvalues, to the n/2-hypocycloids. This implies the theorem. unionsq
Remark 5.10 When we apply the map ( f, gθ ) twice, (θ, p) goes to (θ∗∗, p∗∗) with
θ∗∗ = (θ∗∗2+1/2, . . . , θ∗∗n+1/2, θ∗∗1+1/2), p∗∗ = (p∗∗2 , . . . , p∗∗n , p∗∗1 ).
Since the eigenspaces of the transformation A are invariant under the cyclic shift of
indices, the conclusion of the theorem does not change if we preserve the marking of
the lines by shifting the indices of every other evolute.
5.2 Ac-Evolutes
There exists another natural approach to angular bisector evolutes. Namely, we can
always endow a polygon P = P1/2P3/2 . . . Pn−1/2 with a cyclic orientation, that is, its
i-th side is oriented from Pi−1/2 to Pi+1/2. To the oriented polygon obtained in this
way, we apply the construction of Deﬁnition 5.1, but with one essential modiﬁcation:
we endow the evolute not by the orientation provided by this deﬁnition, but again with
the cyclic orientation.
That these two orientations may be different can be derived from our example in
Fig. 26: Q is, actually, the Ac-evolute of P , but the orientation of Q prescribed by
Deﬁnition 5.1 is not cyclic (the sides Q1Q2, Q2Q3 and Q4Q5 are oriented according
to the cyclic orientation, but the sides Q3Q4 and Q5Q1 are oriented in the opposite
way).
We cannot say much about Ac-evolutes, but we will mention some purely experi-
mental observation concerning iterations of theAc-construction, applied to a randomly
chosen pentagon. We modify the sequence of consecutiveAc-evolutes precisely as we
did for the sequence of consecutive P-evolutes in Sect. 4.5.2: to every term of our
sequence, we ﬁrst apply a translation which takes its centroid to the origin, and then
a dilation which makes the maximal distance from the centroid to a vertex equal to 1.
The resulting sequence of pentagons, with some positive probability, possesses a
surprising periodicity: for a large N , the polygon number N + 4 is obtained from the
polygon number N by a rotation by 3π/5. Moreover, up to a rotation (by some angle)
and a reﬂection in a line, these polygons do not depend on the initial random pentagon.
Figures 28 and 29 demonstrate this phenomenon.
In both sequences, starting from some place, a saw-shaped pentagon is repeated.
This pentagon is shown separately in Fig. 30.
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Fig. 28 The sequence of Ac-evolutes of a pentagon
Fig. 29 One more sequence of Ac-evolutes of a pentagon
Fig. 30 The saw
Thus, the forth Ac-evolute of the saw polygon is similar to the same polygon,
rotated by 3π/5. We were not able to detect any special properties of the angles and
the side lengths of this polygon.
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No similar property was detected in our experiments involving n-gons with n > 5.
(The cases n < 5 are not interesting: the Ac-evolute of a triangle is always one point,
and for a quadrilateral, the limit shape of a multiple Ac-evolute is always an interval
traversed four times in two opposite directions, or a point.)
6 Discrete Involutes
6.1 Preliminary Considerations
For a polygon Q, we can consider P-involutes and A-involutes. Namely, P is a
P-involute of Q if Q is the P-evolute of P, and P is an A-involute of Q if Q is
an A-evolute of P (one of the A-evolutes of P).
Thus, if P is a P-involute of Q, then the sides of Q are perpendicular bisectors of
the sides of P. This means that the vertices Pi+1/2, Pi−1/2 of P are symmetric to each
other with respect to the side li of Q. Therefore the action of consecutive reﬂections
in the sides l1, l2, . . . , ln of Q on P1/2 is as follows:
P1/2 → P3/2 → P5/2 → . . . → Pn−1/2 → P1/2;
in particular, P1/2 is ﬁxed by the composition S = Sn ◦ · · · ◦ S1, where Si is the
reﬂection in the line li .
We obtain the following universal way of constructing P-involutes: ﬁnd a ﬁxed
point of the transformation S and reﬂect it, consecutively, in l1, . . . , ln . The n points
thus constructed are the vertices of a P-involute of Q, and this construction gives all
the P-involutes of Q. Thus, we obtain a bijection between the ﬁxed points of S and
the P-involutes of Q.
Remark, in addition, that if we take not a ﬁxed, but a periodic point of S of period
k, and repeat our sequence of reﬂections k times, then we will obtain a kn-gon whose
P-evolute is the polygon P traversed k times.
Similarly, if P is an A-involute of Q, then the side li of Q is a (interior or exterior)
bisector of the angle formed by the sides l∗i−1/2 and l∗i+1/2 of P (a small change
of notation is made for the future convenience’s sake). This means that the sides
l∗i+1/2, l∗i−1/2 are symmetric with respect to the side li of Q (this is true whether li is
an interior or exterior bisector of an angle of P). Thus, the action of the reﬂections
S1,S2, . . . ,Sn on the line l∗1/2 is as follows:
l∗1/2 → l∗3/2 → l∗5/2 → · · · → l∗n−1/2 → l∗1/2;
in particular, l∗1/2 is invariant with respect to the composition S.
We get a universal way of constructing A-involutes: ﬁnd an invariant line of the
transformationS and reﬂect it, consecutively, in l1, . . . , ln . The n lines thus constructed
are the sides of an A-involute of Q, and this construction gives all the A-involutes of
Q. Thus, we obtain a bijection between the invariant lines of S and the A-involutes
of Q.
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Similarly to the P-case, an invariant line of Sk gives rise to a kn-gon which is an
A-involute of the polygon P traversed k times.
Remark 6.1 If l is an invariant line of S, then S either preserves or reverses the
orientation of l. How does this affect the corresponding A-involute?
Let P be an A-involute of Q, and let us equip the sides of P with the cyclic ori-
entation. The sides of Q are either interior, or exterior, angle bisectors of P. But the
reﬂection in a bisector of the angle formed by consecutive sides l, l ′ provides a map
l → l ′ which preserves orientation if the bisector is exterior, and reverses the orienta-
tion if the bisector is interior.
We arrive at the following conclusion: if the transformation S preserves the ori-
entation of an invariant line, then the number of sides of Q which are the interior
angle bisectors of the A-involute corresponding to this line is even; if S reverses the
orientation, then this number is odd.
The same can be said about the invariant lines of the transformation Sk .
6.2 Fixed Points and Invariant Lines of Compositions of Reﬂections in Lines
Let, as before, l1, . . . , ln be n lines in the plane, Si the reﬂection in li , and
S = Sn ◦ · · · ◦ S1. We will consider separately the cases of odd and even n.
6.2.1 The Case of Odd n
The transformation S is either a reﬂection, or a glide reﬂection.
If S is a glide reﬂection, then it has no ﬁxed or periodic points, the axis of S is a
unique invariant line and all lines parallel to the axis (and no other lines) are invariant
lines of S2.
IfS is a reﬂection, then the invariant lines are the axis ofS and all lines perpendicular
to the axis, and ﬁxed points are points of the axis; since in this case S2 = id, all points
are ﬁxed points and all lines are invariant lines of S2.
How to ﬁnd out whether S is a reﬂection or a glide reﬂection?
We ﬁx orientations for all lines li (the reﬂections Si will not depend on these
orientations). Let the coordinates of the line li be (αi , pi ). We will use the following
notation: the vector (cosα, sin α) is denoted by eα (so, eα+π = −eα), and the reﬂection
in the line through the origin, with the coorienting vector eα , is denoted by Aα (so,
Aα is a linear transformation).
Then, obviously, Aαeβ = −e2α−β . A direct computation shows that the reﬂection
in the line with the coordinates (α, p) acts by the formula
u → −Aαu + 2peα.
Now let us apply S2 to the origin 0. If the result is 0, then S is a reﬂection, if it is not
0, then it is a glide reﬂection. To make the computation more transparent, we will do
it for n = 3 and then formulate the result for an arbitrary odd n.
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0 S1−→ 2p1eα1
S2−→ −2p1e2α2−α1 +2p2eα2
S3−→ 2p1e2α3−2α2+α1 −2p2e2α3−α2 +2p3eα3
S1−→ −2p1e−2α3+2α2+α1 +2p2e−2α3+α2+2α1 −2p3e−α3+2α1
+2p1eα1
S2−→ 2p1e2α3−α1 −2p2e2α3+α2−2α1 −2p3eα3+2α2−2α1
−2p1e2α2−α1 +2p2eα2
S3−→ −2p1eα1 +2p2e−α2+2α1 −2p3eα3−2α2+2α1
2p1e2α3−2α2+α1 −2p2e2α3−α2 +2p3eα3 .
Obviously, eβ + eγ = 2 cos((γ − β)/2)e(β+γ )/2, from which
eβ − eγ = eβ + eγ+π = 2 cos γ+π−β2 eπ/2+(β+γ )/2
= 2 sin β−γ2 eπ/2+(β+γ )/2.
Using this formula, we can reduce the last result to the following convenient form:
S2(0) = 4(p1 sin(α3 − α2) + p2 sin(α1 − α3) + p3 sin(α1 − α2))eπ/2+α1−α2+α3 .
A similar computation for an arbitrary odd n yields a similar result which we can
write, using the notations B and B j (see Sect. 4.1) in the following, ﬁnal, form:
S2(0) = 4eπ/2+B(α)
n∑
j=1
p j sinB j (α).
Deﬁnition 6.2 The sum
∑n
j=1 p j sinB j (α) is called the quasiperimeter of a coori-
ented polygon {l1, . . . , ln} (it does not depend on the coorientation).
We arrive at the following result.
Proposition 6.3 The composition of the reﬂections in the sides of an odd-gon is a
reﬂection if and only if its quasiperimeter is zero.
Remark 6.4 For equiangular polygons, the quasiperimeter is proportional to the
perimeter. But, in general, it is a non-local quantity (as opposed to the perimeter which
is the sum of the side lengths): all the cosines in the deﬁnition of the quasiperimeter
are those of the angles which depend on all the angles α j .
Notice, in conclusion, that whether the composition S of reﬂections in the lines li
is a reﬂection or a glide reﬂection, the direction of the axis of this (glide) reﬂection
50
htt
p:/
/do
c.r
ero
.ch
is determined by the directions of the lines li : if the angular parameters of l1, . . . , ln
are α1, . . . , αn , then the angular parameter of the axis is B(α). This has an obvious
geometric proof, but, in the case of glide reﬂection, follows from the last formula, and
the case of reﬂection is reduced to the case of glide reﬂection by continuity.
6.2.2 The Case of Even n
As before, we have n oriented lines li = (αi , pi ), and as before, the ﬁnal results do
not depend on the orientations; the only difference with the previous case is that n is
even. In this case, the transformation S is either a rotation (by some non-zero angle,
about some point), or a (non-trivial) translation, or the identity.
A rotation has just one ﬁxed point, the center of rotation, and, except the case of
the rotation by π , no invariant lines. If the angle of rotation is π (this rotation is the
reﬂection in a point), then all lines passing through this point are invariant, and the
rotation reverses their orientations. If the angle of rotation is a rational multiple of π ,
then all points and all lines are periodic.
A translation has no ﬁxed or periodic points, and all lines parallel to the direction
of the translation are invariant, their orientations are preserved by the translation. No
comments for the identity.
The transformation S acts by the formula
Su = Aαn Aαn−1 . . . Aα1u +
n∑
k=1
(−1)k Aαn . . . Aαk+1eαk .
But the composition of two reﬂections is a rotation, Aβ Aγ = R2(γ−β), and, as we
noticed earlier, Aβeγ = −e2β−γ . Hence,
Su = R2B(α)u +
n∑
k=1
2pke(−1)kαk+2∑nj=k+1(−1) jα j .
Using the notation
w =
n∑
k=1
2pke(−1)kαk+2∑nj=k+1(−1) jα j ,
we can formulate the result.
Proposition 6.5 (i) If B(α) is not a multiple of π , then S is a rotation by the angle
2B(α) about the point
w − R−2B(α)w
4 sin2 B(α) .
(ii) If B(α) is a multiple of π and w 
= 0, then S is a translation by w.
(iii) If B(α) is a multiple of π and w = 0, then S = id.
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6.3 A-Involutes
6.3.1 The Case of Odd n
Let Q be some n-gon with odd n. Label the sides of Q cyclically as l1, . . . , ln . The
composition S of the consecutive reﬂections Si in these sides is a reﬂection or a glide
reﬂection, and in either of these cases, S possesses a unique invariant line whose
orientation is preserved by S: the axis of the reﬂection or the glide reﬂection.
According to Sect. 6.1, the consecutive reﬂections of this line in l1, . . . , ln give an
involute of Q. This involute P does not change under the action of the dihedral group
on the labels of the sides (if we replace l1, . . . , ln by ln, . . . , l1, then S will become
S−1, but the axis will stay unchanged). We call P the Aodd-evolvent of Q.
This case is illustrated in Fig. 31. The polygonP is theAodd-evolvent of the polygon
Q. The sides of Q are the bisectors of (interior or exterior) angles of P, and, according
to Remark 6.1, the number of exterior angles is odd. This number is 3 in Fig. 31, left
and 1 in Fig. 31, right.
Remark 6.6 One may consider the Aodd-evolvent P of an n-gon Q as a generalized
n-periodic billiard trajectory in Q: the consecutive pairs of sides of P make equal
angles with the respective sides of Q. For example, if Q is an acute triangle, then P
is the so-called Fagnano 3-periodic billiard trajectory connecting the foot points of
the altitudes of Q. However, if Q is an obtuse triangle, then P does not lie inside Q
anymore, see Fig. 32.
If the quasiperimeter of Q is zero, then S is a reﬂection, and all lines perpendicular
to the axis of this reﬂection are invariant with respect to S; in this case, S reverses the
orientation of all these lines.
This case is illustrated in Fig. 33. The polygon Q has zero quasiperimeter. It has a
family of parallel A-involutes. The α-coordinates of the sides of these involutes are
P
P
Q
Q
Fig. 31 Aodd-evolvents
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Fig. 32 The triangle DEF is the Aodd-evolvent of the triangle ABC
Q
P
Q
P
Fig. 33 Families of parallel A-involutes of an odd-gon with zero quasiperimeter. The A-involute marked
as P has a zero quasiperimeter; it is the Aeven-evolvent
the same for all involutes in our family, and the p-coordinates vary with a constant
speed, the same for all sides. This shows that the quasiperimeters of our involutes vary
at a constant speed, and generically this speed is not zero. For this reason, for a generic
odd-gon with zero quasiperimeter, precisely one of these parallel involutes has a zero
quasiperimeter. We can call this involute the Aeven-evolvent. Figure 33 shows several
such involutes for two polygons Q. One of them is the Aeven-evolvent; it is denoted
by P.
The sides of Q are the bisectors of interior or exterior angles of all involutes, and
the number of exterior angles is even. This number is 0 in Fig. 33, left, and is 2 in Fig.
33, right.
6.3.2 The Case of Even n
For an even-gon Q, the transformation S preserves orientation, so it may be a rotation,
a parallel translation, or the identity. If the angular coordinates of the sides of Q are
α1, α2, . . . , αn , then the angle of rotation is
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QP
Fig. 34 An 18-gonal A-involute P of the hexagon Q traversed thrice
β = 2B(α1, . . . , αn) = 2(α1 − α2 + · · · − αn);
if β mod 2π is not 0 or π , then S has no invariant lines; so, in this case (which is
generic), Q has no A-involutes at all. (Still, if β is a non-zero rational multiple of π ,
then, for some k, Sk = id, and every line is invariant with respect to Sk . In this case,
there are inﬁnitely many polygons whose A-evolute is Q, traversed k times.)
If β ≡ π mod 2π , then S is a reﬂection in some point. In this case, every line
through this point is S-invariant, which creates a one-parameter family ofA-involutes
(and every line in S2-invariant).
All these cases are shown in Figs. 34, 35 and 36 below.
For the hexagon Q shown in Fig. 34, the transformation S is a rotation by the angle
4π/3. As it was noted above, this hexagon has no A-involutes; however, there is a
2-parameter family of 18-gonal A-involutes of the hexagon Q traversed thrice; one
of them is shown in Fig. 34 (it is too large to be fully visible: two of its 18 vertices
are outside of the ﬁgure). We will consider this polygon Q again in Sect. 6.4.2: see
Fig. 38.
For the hexagon Q shown in Fig. 35, the transformation S is a rotation by the angle
π . (There exists a very simple way to construct such a hexagon: the sum of the ﬁrst,
third, and ﬁfth angles should be π/2 mod π ; for example, all three of them may be
right, and this is the case for the hexagon in Fig. 35.) As it was noted above, such a
polygon Q has a one-parameter family of A-involutes. The vertices of these involutes
slide along the sides of Q which are angle bisectors for all the involutes. There are n
points in the plane which lie on the sides of all involutes; one of these points is marked
in Fig. 35.
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QFig. 35 A family of A-involutes of a hexagon Q for which the transformation S is a reﬂection in a point
Fig. 36 Upper: a hexagon with a family of parallel A-involutes. Lower: a hexagon with a two-parameter
family of A-involutes
Figure 36 shows two hexagons for which the transformation S is, respectively, a
translation and the identity; they possess, respectively, a one-parameter and a two-
parameter family of A-involutes.
6.3.3 Limiting Behavior of A-Evolvents for Equiangular Hedgehogs
In the case of equiangular hedgehogs most of our constructions are simpliﬁed, and
one observes an almost straightforward similarity to the smooth case.
Proposition 6.7 For an equiangular hedgehog Q, the following three conditions are
equivalent:
(i) Q posesses an Ao-involute;
(ii) the coefﬁcient a0 in the Fourier decomposition (10) vanishes;
(iii) Q has zero perimeter.
Proof The Ao-evolute of C0 is 0, that is, a set of lines through the origin; the
Ao-evolutes of higher discrete hypocycloids are discrete hypocycloids of the same
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order, according to Theorem 5.6. Therefore, if P is the Ao-evolute of some poly-
gon, then the a0 coefﬁcient of P vanishes. By Theorem 5.6 and Corollary 5.7, every
equiangular hedgehog with vanishing a0 is the A2o-evolute of some other hedgehog;
in particular it has an Ao-involute. Thus the ﬁrst two conditions are equivalent.
The second condition is easily seen to be equivalent to
∑n
j=1 p j = 0. Formula (7)
from Lemma 3.4 implies that this is equivalent to
∑n
j=1  j = 0. unionsq
By Proposition 6.7, every equiangular hedgehog of zero perimeter generates an
inﬁnite sequence of iterated A-evolvents: at every step one chooses the involute that
is free of the C0 term.
Theorem 6.8 The iteratedA-evolvents of an equiangular hedgehogwith zero perime-
ter converge to its vertex centroid.
Proof ByTheorem5.6 andCorollary 5.7, the iteratedA-evolvents ofamCm+bmSm for
m > 1 are inscribed into hypocycloids centered at the origin and shrinking with each
step by a constant factor. Thus the distances of the sides of the hedgehog from its vertex
centroid decrease exponentially, and all vertices converge to the vertex centroid. unionsq
Note that the smallest non-vanishing harmonics dominate the sequence of iterated
A-evolvents. Therefore this sequence has a limiting shape or, more often, two shapes
between which the members of the sequence alternate.
6.3.4 Evolution of the Angles of Aodd-Evolvent, n Odd
Consider Fig. 32 again. Given a triangle ABC, the triangle DEF made by the foot
points of its altitudes is called the pedal triangle. As we mentioned in Remark 6.6, the
pedal triangle is the Aodd-evolvent of the initial triangle.
A number of authors studied the dynamics of the map that sends a triangle to its
pedal triangle [1,15,19,20,36]. The iterated pedal triangles converge to a point, and
this point depends continuously, but not differentiably, on the initial triangle. Restricted
to the shapes of triangles, the pedal map is ergodic (it is modeled by the full shift on
four symbols).
In this section, we extend this ergodicity result to odd n > 3. Since we are interested
in the angles only, we consider n lines l1, . . . , ln through the origin. As before, let S
be the composition of the reﬂections in l1, . . . , ln . Since n is odd, S is a reﬂection; let
l∗1 be its axis. Let l∗2 , . . . , l∗n be the consecutive reﬂections of l∗1 in l1, l2, . . . , ln−1. We
are interested in the map
F : (l1, . . . , ln) → (l∗1 , . . . , l∗n ).
The map F can be considered as a self-map of the torus Rn/(πZ)n . This map
commutes with the diagonal action of the circle R/πZ (rotating all lines by the same
angle). Let G be the induced map on the quotient torus Rn−1/(πZ)n−1. This map
describes the evolution of the angles of Aodd-evolvents of an n-gon.
Theorem 6.9 The map G is measure-preserving and ergodic.
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Proof Let α1, . . . , αn be the directions of the lines l1, . . . , ln ; the angles αi are con-
sidered mod π . One can easily calculate the directions of the lines l∗1 , . . . , l∗n ; these
directions are
α∗i = αi − αi+1 + αi+2 − · · · + αn+i−1 (22)
(the indices are considered mod n).
Thus the torus map F is covered by the linear map (22). This linear torus map is
measure-preserving: the preimage of every subset consists of 2n copies of this subset,
each having the volume 2n times smaller.
A linear epimorphism of a torus is ergodic if and only if it is generated by a matrix
that has no roots of unity as eigenvalues, see, e. g., [37, Cor. 1.10.1]. Let us ﬁnd the
eigenvalues of the map (22).
The matrix of (22) is circulant, and its eigenvalues are
λk = 1 − ωk + ω2k − · · · + ω(n−1)k, k = 0, 1 . . . , n − 1,
where ω is a primitive nth root of 1. That is, λk = 2/(1 + ωk).
In particular, λ0 = 1, and the respective eigenspace is spanned by the vector
(1, . . . , 1). The eigenvalues of the quotient map, G, are λk, k = 1 . . . , n − 1, and we
have |λk | > 1. Therefore G is ergodic. unionsq
6.4 P-Involutes
6.4.1 The Case of Odd n
As before, the transfomation S is either a reﬂection in a line or a glide reﬂection. The
latter has neither ﬁxed, nor periodic points, and the former has a line consisting of
ﬁxed points. Thus a necessary and sufﬁcient condition for Q to have a P-involute is
that the isometry S be a reﬂection (and not a glide reﬂection), in other words, that the
quasiperimeter of Q be zero.
In this case,Q has a one-parameter family of (parallel)P-involutes; to construct any
one of them, we choose a point on the axis of reﬂection and reﬂect it in the consecutive
sides of Q; the points obtained are the vertices of a P-involute of Q.
The quasiperimeters of the involutes of this family vary linearly. So a generic
n-gon Q of zero quasiperimeter has precisely one P-involute of zero quasiperimeter
(compare with Sect. 6.3.1). We call it the P-evolvent of Q. So a generic odd-gon of
zero quasiperimeter gives rise to an inﬁnite sequence of consecutive P-evolvents.
If S is a reﬂection, then every point not on the axis is periodic of period 2. If we
take such a point and repeat the full cycle of reﬂections in the sides of Q twice, we
obtain a 2n-gonal P-involute of the polygon Q, traversed twice; thus, there exists a
two-parameter family of such involutes.
Figure 37 shows all these constructions applied to a pentagon Q with zero
quasiperimeter. The left diagram shows a family ofP-involutes; one of them, P, is the
P-evolvent of Q. The right diagram shows a 10-gonal P-involute P˜ of the pentagon
Q, traversed twice.
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P
QQ
P
Fig. 37 Left: a family of P-involutes of a pentagon Q; P is the P-evolvent. Right: a P-involute P˜ of the
same pentagon traversed twice
Q Q
P P
Fig. 38 Left: a hexagon Q with the (hexagonal) P-evolvent P. Right: a P-involute P˜ of the same hexagon
traversed three times
6.4.2 The Case of Even n
The transformation S is a composition of an even number of reﬂections. Thus, it is
either a (nontrivial) rotation, or a (nontrivial) parallel translation, or the identity. In
the ﬁrst case, one has a unique ﬁxed point corresponding to the center of rotation, in
the second case there are no ﬁxed points, and in the third case, all the points are ﬁxed.
For a generic polygon Q, the transformation S is a rotation, and there is a unique
P-evolvent P. To construct it, we should take the center of rotation and consecutively
reﬂect it in the sides ofQ. If the angle of this rotation is a rational multiple ofπ , then all
the points of the plane, except the center of rotation, are periodic points of S of some
period k. In this case we apply the same construction to an arbitrary point in the plane,
repeating it k times. We will get a closed kn-gon P˜ whose P-evolute is the polygon
Q, traversed k times. For this kn-gon, the vertices number j, j + n, . . . , j + (k − 1)n
with j = 1, 2, . . . , k, form a regular k-gon whose size is the same for all j . These
possibilities are shown in Fig. 38.
In the case of parallel translation, no involute exists. For example, this happens if Q
is a quadrilateral, inscribed into a circle (the opposite angles add up to π ). If S is the
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Fig. 39 A hexagon Q with a
two-parameter family of
P-involutes. One of them, P, is
the P-evolvent of Q
PQ
identity, one has a two-parameter family of P-involutes that still have parallel sides.
See Fig. 39.
Similarly to the case of odd-gons, we will describe the conditions for the existence
of a sequence of consecutive P-evolvents for an even-gon.
Namely, if for a given even-gon, the transformation S is a non-trivial rotation, then
it has a unique P-involute, and for this P-involute the transformation S is again a
rotation (the directions of the sides of a P-involute differ from the directions of the
sides of the initial polygon by π/2), so B(α) stays unchanged modulo π . Thus, in this
(generic) case, we have an inﬁnite sequence of consecutive P-evolvents.
If B(α) ≡ 0 mod π , then S is a parallel translation by the vector
2
n∑
k=1
(−1)k pk(cosβk, sin βk),
where
βk = (−1)kαk + 2
n∑
j=k+1
(−1) jα j
(see Sect. 6.2.2). If this vector does not vanish, then there are no P-involutes at all.
But if it does vanish, then there is a two-parameter family ofP-involutes, and for each
of them, the transformation S is again a non-trivial parallel translation or the identity.
It is the identity, if
∑
(−1)k p∗k
(
cosβ∗k , sin β∗k
) = 0,
where p∗k and β∗k are calculated for the polygons in the family of involutes. However,
β∗k are the same for all the involutes, and p∗k are linear functions of the two param-
eters of the family. So, generically, the vector of translation is zero for precisely one
P-involute. We take it forP-evolvent and conclude that, for almost all even-gons with
B(α) ≡ 0 mod π , an inﬁnite sequence of consecutive P-evolvents still exists.
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6.4.3 Limiting Behavior of P-Evolvents for Equiangular Hedgehogs
Proposition 6.10 (A). For n odd, an equiangular hedgehog P with n sides possesses
a P-involute if and only if one of the following equivalent conditions is satisﬁed:
(i) the coefﬁcient a0 in (10) vanishes;
(ii) P has zero perimeter: 1 + · · · + n = 0.
(B). For n even, an equiangular hedgehog P with n sides possesses a P-involute if
and only if one of the following equivalent conditions is satisﬁed:
(i) the coefﬁcients a0 and an/2 in (10) vanish;
(ii) the lengths of the even-numbered sides, as well as the lengths of the odd-
numbered sides, sum up to zero:
1 + 3 + · · · + n−1 = 0 = 2 + 4 + · · · + n . (23)
Proof The proof is similar to that of Proposition 6.7. In the even case, the decom-
position (10) is free of the Cn/2 term if and only if p is orthogonal to the vector
(1,−1, . . . , 1,−1). Combining this with the orthogonality to (1, 1, . . . , 1) and using
the formulas for  in terms of p, one transforms this to
∑
j  j = B() = 0. unionsq
Any P-involute can be modiﬁed by a C0 or Cn/2 summand, remaining a
P-involute. We have to avoid these summands in order to be able to iterate P−1.
Thus the P-evolvent of an odd-gon is such a P-involute which has no C0 component.
Using our knowledge of the eigenvalues of the matrix Pθ , we arrive at the following
theorem.
Theorem 6.11 (A). For n odd, every equiangular hedgehog of zero perimeter has a
unique inﬁnite sequence of iterated P-evolvents. Generically, the polygons in this
sequence expand, tending in their shapes to two discrete hypocycloids of order
(n − 1)/2.
(B) For n even, every equiangular hedgehog that satisﬁes (23) has a unique inﬁ-
nite sequence of P-evolvents. Generically, the polygons in this sequence tend to two
discrete hypocycloids of order n/2 − 1. Otherwise they shrink to the vertex centroid
of the initial hedgehog, tending in shape to discrete hypocycloids of some other order.
Proof In the odd case, the iterated involutes are dominated by the aC(n−1)/2 +
bS(n−1)/2 term (which is generically non-zero). Indeed, this invariant subspace of
Pθ has the smallest eigenvalues ±i sin(π/n)/sin(2π/n). The absolute value of the
latter is smaller than 1, hence the P-involutes expand (we apply the inverse of Pθ on
the subspace where it is deﬁned).
Similarly, in the even case, the smallest eigenvalues are ±i . They correspond to
aC1 + bS1, which ﬁx the center of hypocycloids, but also to aCn/2−1 + bSn/2−1. All
other terms tend to zero as the involute is iterated. unionsq
The discrete hypocycloids of order n/2−1 are linear combinations of the hedgehogs
Cn/2−1 =
{(
2π j
n
, (−1) j cos 2π j
n
)}
and Sn/2−1 =
{(
2π j
n
, (−1) j−1 sin 2π j
n
)}
.
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Fig. 40 Limiting shapes of iterated P-evolvents of equiangular even-gons: discrete hypocycloids of order
n/2 − 1 for n = 8 (all lines occur twice with different orientations) and n = 10
In the hedgehog aCn/2−1 + bSn/2−1, all lines with odd indices pass through the point
(−a, b), and all lines with even indices through (a,−b) (see Lemma 3.6). We have
already met these hedgehogs, for n = 6, in Fig. 16. Examples for n = 8 and n = 10
together with their P-evolvents are shown in Fig. 40.
7 Future Directions
In the future, we aim to pursue similar problems in the set-up of the spherical and
hyperbolic geometries. In the Euclidean case, themaps involved are, essentially, linear.
For example, a plane curve can be characterized by its support function p(α); then the
support function of its evolute is p′(α−π/2). Thus the continuous problem reduces to
the study of iterations of the derivative, or the inverse derivative, of a periodic function.
In contrast, the constant curvature versions of the problem are highly non-linear.
For example, an equivalent formulation, in the spherical geometry, is as follows.
Let γ be a spherical arc-length parameterized curve. Consider the tangent indicatrix
curve  = γ ′. The curve  bisects the area of the sphere. The ‘derivative’ mapping
γ →  is a spherical analog of the evolute transformation in the plane, see Fig. 41.
One can also consider the ‘inverse derivative’ mapping  → γ where γ is chosen
so that it bisects the area of the sphere. Concerning these mappings, it would be of
interest to ascertain whether:
• the iterated derivatives of a curve, other than a circle, ﬁll the sphere densely;
• if the number of intersections of the iterated derivatives of a curve with a great
circle is uniformly bounded, then the curve is a circle;
• the inverse derivatives of an area-bisecting curve, sufﬁciently close to a great circle,
converge to a great circle.
The latter question has a distinctive curve-shortening ﬂavor, in a discrete setting.
In the hyperbolic plane, for the evolute to be bounded, the curve must be horocycli-
cally convex. We are interested in the following questions:
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Fig. 41 Two iterations of the spherical derivative map
• if all the iterated evolutes of a curve are horocyclically convex, does it imply that
the curve is a circle?
• do the iterated involutes of any curve converge to a point?
The discrete (polygonal) versions of these questions are also wide open and present
a substantial challenge.
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