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Abstract: Radiative symmetry breaking (RSB) is a theoretically appealing framework for the
generation of mass scales through quantum effects. It can be successfully implemented in models
with extended scalar and gauge sectors. We provide a systematic analysis of RSB in such models:
we review the common approximative methods of studying RSB, emphasising their limits of appli-
cability and discuss the relevance of the relative magnitudes of tree-level and loop contributions as
well as the dependence of the results on the renormalisation scale. The general considerations are
exemplified within the context of the conformal Standard Model extended with a scalar doublet of
a new SU(2)X gauge group, the so-called SU(2)cSM. We show that various perturbative methods
of studying RSB may yield significantly different results due to renormalisation-scale dependence.
Implementing the renormalisation-group (RG) improvement method recently developed in ref. [1],
which is well-suited for multi-scale models, we argue that the use of the RG improved effective
potential can alleviate this scale dependence providing more reliable results.
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1 Introduction
Dynamical generation of mass scales in models with classical scale symmetry via the mechanism of
dimensional transmutation has been an important complement to the Brout–Englert–Higgs mech-
anism [2–5] since the seminal papers of S. Coleman and E. Weinberg [6] and W. Bardeen [7]. If
an interplay between the tree-level and loop effects appears the gauge symmetry can be radiatively
broken by a vacuum expectation value (VEV) of a scalar field, without the need of introducing any
mass terms to the theory.
This, however, requires introducing classical scale invariance to the model, the status of which
has been treated in different ways in the literature. In ref. [8] the scale symmetry is realised by for-
bidding tree-level mass terms and using dimensional regularisation to avoid quadratic divergencies.
In a cut-off regularisation scheme with a regulator Λ this requires counter terms exactly cancelling
Λ2 divergencies [9]. The conformal symmetry is compared to supersymmetry and follows from
some yet unknown theory of gravity. Alternatively, in refs. [10, 11], it was proposed to have an
effective theory around the Planck scale with a fixed cut-off Λ ∼ MPl arising from some unknown
– 1 –
fundamental theory with small (or zero) mass terms which do not receive further radiative Λ2 con-
tributions in perturbation theory by some conspiracy of the introduced couplings, as in the old
proposal by Veltman [12] (see also [13]). Looking for a concept of conformal invariance not present
in a fundamental theory, the existence of a UV fixed point near MPl based on inclusion of gravity
was discussed in ref. [14] and related to the concept of “asymptotic safety”, see e.g. refs. [15–18].
The attractive idea of generating all mass scales via dimensional transmutation is not realised in
nature in its minimalistic version which would be the standard model (SM) with classical conformal
symmetry (cSM) [6].1 However, the SM needs to be extended in order to address issues like dark
matter, neutrino masses, inflation and electroweak baryogenesis, not to mention gravity. Therefore
radiative effects may still be an important component of models beyond the SM. Substantial amount
of work has been done in this direction, in the literature models featuring RSB with an extra
scalar singlet (real or complex) [8, 21–28], more complicated scalar sectors [29–35] and new gauge
groups [36–57] (often also including extra fermionic degrees of freedom) were considered.2
The issue of radiative symmetry breaking (RSB) is a subtle one since it relays on a balance
between the tree-level and loop contributions and thus special care has to be taken of the validity
of the perturbative treatment, especially in the presence of multiple scales related to more than
one scalar fields or couplings. In the present article we discuss various methods to handle RSB in
models with additional scalars. We review and assess the existing approximative methods as well
as implement a recently developed method of RG improvement of the effective potential [1] which
allows to improve the accuracy of perturbation theory.
A common method of dealing with multi-scalar effective potentials is the one devised by
E. Gildener and S. Weinberg (GW) [61]. It is very convenient since it allows to reduce the problem
of minimising a multivariable function to a study of a function of just one variable. However, it
relies on the assumption that along a generic direction in the field space the tree-level potential
dominates over the one-loop correction which is expressed in terms of an assumption for the scalar
couplings being of the order of typical gauge couplings squared. Then the loop corrections are only
relevant along a direction where the tree-level potential vanishes. Another scenario analysed in the
literature is that of the coupling linking the SM to the new sector (the so-called portal coupling)
being very small. In such a case RSB can occur in the new sector independently of the SM, inducing
an effective mass term for the SM Higgs field. We refer to this scenario as sequential symmetry
breaking. These two, however, do not exhaust all the possible configurations in the parameter
space. Therefore, studies beyond the approximate schemes mentioned above are desirable.
An important issue, when comparing different methods of studying RSB, is the scale depen-
dence of the method. In the archetypical one-field case of scalar electrodynamics (QED) [6], the
computations are carried out at the scale of the vacuum expectation value (VEV) of the single
scalar field. When more scalar fields acquire VEVs, the renormalisation scale can be fixed to be
equal to any of the VEVs, not necessarily the SM one. On the contrary, within the GW method
computations are performed at a scale at which the tree-level potential develops a flat direction,
which is different from the scales of the VEVs of the scalar fields. While physical quantities do
1In ref. [6] too small mass of the Higgs boson was given as the reason why cSM is not realised in nature. However,
in this reference the contribution from the top quark was not included since it had not yet been discovered at
that time. With the inclusion of the top quark it appears impossible to obtain a stable radiative minimum with
perturbative values of the Higgs self-coupling. Nonetheless, the authors of refs. [19, 20] argue that the conformal
SM with the correct value of the Higgs boson mass is still possible in a scenario where the Higgs self-coupling is
rather large and resummation of higher order contributions to the effective potential is necessary. However, in these
scenarios one may expect that the running Higgs self-coupling develops a Landau pole at rather low energy scales,
which is considered problematic.
2Of course also in models with mass terms present already at tree level, featuring fields beyond the SM (see e.g.
refs. [58–60], among many others), radiative effects, RG running and improvement of the effective potential can be
essential and the discussion of the present paper can be relevant.
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not depend on the renormalisation scale, some frequently used approximations, like e.g. running
masses, do. It is thus relevant to understand whether the differences in the value of the reference
scale between the common approaches to RSB can cause discrepancies between the obtained results.
Perturbativity of the loop expansion is another issue relevant to RSB studies. In the case of
one-field models, if correct hierarchy of couplings is present one can choose the renormalisation
scale such that there is no threat from the side of large logarithmic corrections. However, if more
scalar fields are present this is more complicated. If a minimum appears for vastly differing values
of the fields it might happen that the loop corrections are significant even if a suitable hierarchy
of couplings is present. This points towards the issue of improving the effective potential using the
renormalisation group (RG) equation. Again, with more scalar fields the issue of RG improvement
is not straightforward. There have been some proposals on this issue in the past [62–66] and recently
we developed a new approach [1]. In this paper we apply this method and compare the obtained
results to the unimproved cases.
In the present paper we first discuss various issues related to RSB in general models with
extended scalar sectors and then exemplify the general considerations by studying a concrete model
in detail. The model studied in this paper is a conformal SM extended with an extra scalar
field which is a singlet under the SM gauge group while being a doublet of an extra SU(2)X
group, which acts only in the non-SM sector. The model has been studied before in refs. [42,
43, 48], and in an extended version in refs. [51, 55]. Various phenomenological implications, such
as LHC phenomenology, dark matter (DM) relic abundance from the extra gauge bosons as well
as possibilities for baryogenesis have been worked out. In refs. [51, 55] the computations were
performed using the GW method, in ref. [42, 48] the sequential approach was used, whereas in
ref. [43] the one-loop effective potential was studied directly using numerical methods (with the
contributions from the scalar fields to the effective potential neglected). In the present paper we
aim at comparing different approaches to studying RSB, focusing on the hierarchy of different
contributions and the scale dependence. Moreover, we study the RG-improved effective potential
of ref. [1] and compare the results with the ones obtained from the simple one-loop approach.
The paper is organised as follows. We start from explaining in section 2 how to systematically
look for radiatively generated minima. We go from the simple one-field examples of ϕ4-theory and
scalar QED to models with extended scalar sector. We give a general scheme for minimising the
potential and discuss the range of applicability of the frequently employed methods. Moreover,
we explain the issue of scale dependence and introduce the method of RG improvement of the
effective potential. Next, in section 3 we apply those considerations to the SU(2)cSM. We provide a
systematic study of RSB in this model for different ranges of parameters and we compare different
methods, focusing on the scale dependence and the usefulness of RG improvement. We present our
conclusions and outlook in section 4.
2 Radiative symmetry breaking in multifield models
In this section we discuss possible patterns of symmetry breaking in classically conformal models
and explain how to systematically look for a global minimum of the effective potential.
2.1 Single-field case
To prepare the ground for the more general discussion let us start from briefly reviewing the
archetypical examples of RSB presented in the seminal paper of S. Coleman and E. Weinberg
(CW) [6]. The simplest classically conformal model is the massless ϕ4 theory with the following
one-loop effective potential
V (ϕ) =
1
4
λϕ4 +
9λ2ϕ4
64pi2
[
log
3λϕ2
µ2
− 3
2
]
, (2.1)
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where µ is the renormalisation scale. Looking at eq. (2.1) we see that in order for the potential to
have a nontrivial minimum the one-loop term, which is of the order λ2, should be of comparable
magnitude as the tree-level term, which scales as λ. For perturbative values of λ, λ2  λ so this
can only happen for large values of the logarithm, which invalidates the loop expansion. The use of
RG-improved potential, which is valid also for large values of the logarithm, shows that RSB does
not occur in this model.
Another example, which in turn provides a viable case of RSB, is massless scalar quantum
electrodynamics (QED) with the following lagrangian being a function of a complex scalar field φ
and the vector field Aµ
L = Vtree(φ) + Lint ⊃ 1
4
λ|φ|4 + 1
4
e2AµA
µ|φ|2, (2.2)
where we displayed only the relevant terms. Due to the symmetry of the model we can write the
effective potential in terms of the real component of the complex scalar field φ, denoted by ϕ. Then
the tree-level potential acquires the same form as in eq. (2.1) and the one-loop correction to the
effective potential is given by
V (1)(ϕ) =
ϕ4
64pi2
[
9λ2
(
log
3λϕ2
µ2
− 3
2
)
+ λ2
(
log
λϕ2
µ2
− 3
2
)
+
3e4
16
(
log
e2ϕ2
4µ2
− 5
6
)]
. (2.3)
Again, in order to obtain RSB the one-loop term has to be comparable to the tree-level potential.
We already know that in the perturbative regime the term proportional to λ2 can be neglected,
and we see that V (0) and V (1) can be comparable within the range of applicability of perturbative
expansion as long as λ = O(e4) (this relation is explicit at the scale µ = e2 〈ϕ〉).3 In this case
the fact that the one-loop contribution is of the same size as the tree-level one does not infringe
perturbation theory, but rather it signals that the loop expansion is not the correct scheme for
perturbation theory. The expansion should be reorganised such that the sum V (0) +V (1) is treated
as the leading term, while subleading terms bring higher powers of e4 (with the λ = O(e4) scaling).
Thus, in scalar QED RSB is a viable mechanism and it requires a special relation between the
couplings.4
Therefore we may conclude that for perturbative RSB to occur it is crucial that there exists a
hierarchy of couplings which allows to equate the tree-level and one-loop terms without introducing
large logarithmic terms and entering non-perturbative regime.
It is worth noting that the hierarchy of couplings and the resulting reorganisation of pertur-
bation theory is of profound importance for the study of gauge dependence of the minima of the
effective potential [67–72]. It is known that the effective potential is a gauge dependent quan-
tity [73], however it was shown [67, 74] that the value of the potential at an extremal point does not
depend on the choice of gauge. This is an important issue since the value of the effective potential
at a minimum determines whether it is a global or only a local minimum, and a stable theory should
be built around a global minimum. However, the aforementioned results are non-perturbative, i.e.
they make a statement about the full effective potential which is usually not known. It appears
that, if one performs perturbation theory naively, gauge independence of the value of the effective
potential at the minimum is not maintained at a fixed order in loop expansion. On the contrary, if
the hierarchy of couplings is taken into account properly, and perturbation theory is performed as
an expansion in powers of the relevant coupling, then gauge independence is maintained (up to the
relevant order in the couplings) [70–72].
3In the original ref. [6] due to a different choice of the renormalisation scheme this scale was set to µ = 〈ϕ〉.
For this reason and for the sake of simplicity, in what follows we also set the scale at which the CW minimum is
computed to the VEV of the scalar field. Moreover, when more particles with different masses are present in a given
model, it is not possible to set the scale to the value of field-dependent mass of all the particles.
4In ref. [6] it was shown that this relation is rather generic in scalar QED.
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2.2 Multifield case
The situation becomes more involved when there are more scalar fields present in the theory, and
the effective potential becomes a function of more variables, with more couplings. In general, the
one-loop effective potential in a multifield case reads (using the MS renormalisation scheme and the
Landau gauge)
V (1)(ϕi) =
1
64pi2
∑
a
naM
4
a (ϕi)
(
log
M2a (ϕi)
µ2
− Ca
)
, (2.4)
where the sum runs over all particle species. Ma(ϕi) denotes field-dependent mass of a particle
(for a scalar particle it is an eigenvalue of the second derivative of the tree-level potential), which
corresponds to (a tree-level approximation to) the physical mass only at the minimum of the tree-
level potential. na counts the number of degrees of freedom associated with each species and Ca = 56
for vector bosons and Ca = 32 for other particles.
5 For a particle of spin sa the factor na is given by
na = (−1)2saQaNa(2sa + 1),
where Qa = 1 for uncharged particles, and Qa = 2 for charged particles, Na = 1, 3 for uncoloured
and coloured particles, respectively. We also define a related quantity, which will be useful for the
following discussion,
B(µ, λj , ϕi) =
1
64pi2
∑
a
naM
4
a (ϕi), (2.5)
where a again runs over all particle species.
There are several difficulties associated with studying minima of multifield effective potentials.
Firstly, the effective potential is now a function of many arguments, and can develop minima along
different directions. Those minima can coexist and it is important to identify the global minimum
of the potential in order for the theory to be stable and predictive.6 Secondly, the scalar field-
dependent masses are eigenvalues of the Hessian of the tree-level potential, whose dimension is
equal to the number of scalar fields. Thus, in general, analytical expressions for the field-dependent
masses become complicated. Moreover, when RSB is concerned, with more scalar couplings the
simple arguments derived from the relation between the scalar coupling and the gauge coupling
can no longer be applied in a straightforward manner. Furthermore, there no longer exists a single
natural scale, being the VEV of the single scalar field — the VEVs of different scalar fields can vary
vastly leading to possible large logarithms, making the question of which scale should be chosen
as the reference scale for the computations more relevant. While the first two problems are rather
technical complications, the latter two require developing some understanding. We address these
issues in the following sections.
2.3 Hierarchy of different contributions
The simple examples of the previous section show that for perturbative RSB to occur it is crucial
that the one-loop correction to the effective potential can compete with the tree-level term. This
was expressed in terms of scaling of the scalar coupling as λ ∼ O(e4). In the multifield case the
relative magnitudes of couplings are still important,7 however there are other factors that influence
5These constants depend on the regularisation and renormalisation schemes chosen. In the present work we use
dimensional regularisation and MS. If dimensional reduction was used, the Ca would be equal 32 for all particle
species.
6A local minimum can constitute a ground state for a model, if it is sufficiently stable (metastable). Moreover,
local minima are relevant for the thermal history of the Universe, since tunnelling between local minima is possible.
In this work, however, we focus on identifying the global minimum of the effective potential.
7With more particle species O(e4) is no longer unambiguous. Here we take as the relevant quantity the fourth
power of the maximal gauge or Yukawa coupling divided by the loop factor of 1
64pi2
and multiplied by the number
of degrees of freedom na and denote it as O(g4). Therefore, O(g4) = O( na64pi2 max g4i ), where the maximum is taken
over gauge and Yukawa couplings. For the SM at µ = 246GeV this means O(g4) = O(0.01).
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the interplay between the tree-level and the one-loop terms. It is not possible to factor out all the
scalar fields from the effective potential, therefore also ratios of the scalar fields matter for the order
of different contributions. Furthermore, there is no single natural candidate for the renormalisation
scale, thus its choice can change the relative magnitude of the two contributions to the effective
potential.
To understand the interplay between the tree-level and one-loop terms let us analyse the
stationary-point equations for the one-loop effective potential,
∂V
∂ϕi
=
∂V (0)
∂ϕi
+
∂V (1)
∂ϕi
= 0. (2.6)
There are three possible scenarios of the interplay between the V (0) and V (1) terms
1. V(0) ∼ V(1). If generically the tree-level contribution is of the order of the one-loop term, then
the sum of the two constitutes the leading term in perturbation theory and it is mandatory to
study the full one-loop effective potential (this is the analog of the λ ∼ O(g4) one-field case).
One may expect that the scalar contributions to V (1) are suppressed since they contain λ2i
and therefore they can be neglected.
2. V(0)  V(1). If generically the tree-level potential dominates over the one-loop correction,8
the tree-level terms constitute the leading order expression and since V (0) is conformally
symmetric there is no symmetry breaking (this is the analog of the λ ∼ O(g2) scaling in the
one-field case). Then RSB can only be realised if the tree-level potential vanishes along a
flat direction, which is lifted by quantum corrections. This is the basic assumption of the
E. Gildener and S. Weinberg (GW) method [61], which is discussed in section 2.3.1 below.
3. It can also happen that along different directions in the field space (for different i in eq. (2.6)),
different, i.e. tree-level or one-loop terms dominate. Then, along some directions there might
be no symmetry breaking at leading order, and then the VEVs generated by RSB along other
direction may induce traditional spontaneous symmetry breaking in the remaining directions.
This scenario will be referred to as sequential symmetry breaking.
These scenarios are studied in detail in section 3 for the SU(2)cSM model. Below we discuss the
applicability of the well-known GW method and comment on the sequential approach to symmetry
breaking.
2.3.1 Gildener–Weinberg method
E. Gildener and S. Weinberg developed a method of studying RSB in models with more scalar
fields [61], which can be briefly summarised as follows. Assuming all the scalar couplings are of
the order of g2 the tree-level effective potential is of the order g2, whereas the one-loop correction
is of the order g4.9 Thus, the one-loop term is too small to change the behaviour of the tree-level
term, unless the latter vanishes. Since the field space is multidimensional, the tree-level potential
does not need to vanish everywhere, it is enough that it develops a flat direction at a certain
renormalisation scale, i.e. it should form a valley with a minimal value (equal zero) along a ray
in the field space. Then, along this ray quantum corrections can play a role, and induce a local
minimum, whereas in the other directions the tree-level term dominates and thus there are no non-
trivial minima. This allows to reduce the multidimensional problem to studying the potential along
8Of course if one of the scalar fields is large enough the one-loop potential becomes dominant because of the large
logarithms, regardless of the magnitudes of the couplings. Here we refer to the region in the field space where the
logarithms remain small.
9The dependence of the relative magnitude of V (0) and V (1) on the ratios of the fields is not discussed in ref. [61].
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one direction in the field space and thus is very convenient and widely used in the literature, see
e.g. [22–24, 27, 29, 33, 34, 37, 50–52, 55, 57].
It is important to underline, however, that this method is guaranteed to find a global minimum
of the potential under the assumption that the scalar couplings are of the order of g2, or in other
words, that the tree-level potential dominates over the one-loop contribution generically in the field
space. Assume that the one-loop potential can compete with the tree-level one everywhere in the
parameter space, see case 1 above. Then, even if the tree-level potential has a flat direction at a
certain scale, as in the GW case, the local minimum that is found along this direction need not be
the global one (the one that is sought) because a minimum can form along any direction in the field
space, its depth depending on the values of the parameters. Thus, the GW method can also be
used in the case in which V (0) ∼ V (1), however then one should check whether the minimum that
was found is indeed the global minimum of the potential. This issue is not commonly acknowledged
in the literature.
2.3.2 Sequential symmetry breaking
An important class of classically conformal models are the so-called Higgs portal models, where the
additional scalar fields are coupled to the SM field content only through an interaction with the
Higgs doublet. In such models another approximate scheme for the study of symmetry breaking
exists, the aforementioned sequential symmetry breaking. It is realised when the terms representing
the coupling between the Higgs doublet and the extra scalar multiplet in eq. (2.6) are very small
(compared to the contributions of the new scalar field) and only enter at subleading level. In this
case the problem can be viewed as follows — first we consider the “hidden” sector only. If RSB
appears in the hidden sector (e.g. due to the presence of a hidden gauge group), then the VEV of
the scalar produces an effective mass term for the Higgs boson, and the symmetry breaking in the
SM sector proceeds in the usual way (see e.g. refs. [25, 40, 42, 44–46, 48, 49, 53, 57]). This method
simplifies the analysis of RSB considerably, however one needs to assure the smallness of the mixing
terms. As we will show on the example of SU(2)cSM, this depends not only on the magnitude of
the portal coupling, but also on the ratio of the fields.
2.4 Scale dependence
In the previous section we emphasised the importance of the interplay between V (0) and V (1) for
RSB. Closely related to the latter is the issue of the renormalisation-scale dependence of the results.
Since the coupling constants run with the scale µ the hierarchy between them depends on the scale
at which they are evaluated. Moreover, the logarithmic terms in V (1) can change substantially
with the RG scale. In light of that, it is important to emphasise that when different methods
for studying RSB are used, different values of the scale µ are most suitable. A natural scale for
the computations is the EW scale, in this paper taken to be µ = 246 GeV, corresponding to the
VEV of the SM scalar field. The masses of the SM particles are not too far from this scale so the
logarithms related to these masses should not be too large at µ = 246 GeV. Similarly natural is a
scale µ equal to any other VEV present in the model. For example, if the sequential approach to
symmetry breaking is used, the natural scale is the scale of the VEV of the new scalar field since
then RSB occurs in the hidden sector, and the symmetry breaking in the SM sector proceeds in the
usual SM way, with the mass term for the Higgs field generated by the VEV of the new scalar field.
However, when the GW method is implemented, the computations have to be performed at the
µGW scale at which the tree-level potential develops a flat direction. The scales listed above can be
quite different. This alone can lead to differences in the results obtained when various methods are
used — it is known that the VEVs of scalar fields obtained from the one-loop effective potential run
with the renormalisation scale. Therefore, the location of the minimum of the one-loop effective
potential depends on the renormalisation scale at which it is computed. Moreover, it is common to
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use the running masses (for the scalar particles they correspond to the eigenvalues of the matrix of
second derivatives of the effective potential evaluated at the minimum) as approximations for the
physical (pole) masses of particles. This approximation is expected to give best results when the
running masses are evaluated at energy scales close to the physical (pole) mass. This is because
to obtain the physical masses one has to add self-energy corrections to the running masses. The
self-energy corrections depend on the logarithms of ratios of some functions of the masses and
the renormalisation scale. Therefore, if the scale is far away from the scale of the masses, the
running-mass approximation might not be accurate.
The arguments presented above show that the choice of the renormalisation scale is not without
an effect on the results of RSB analyses, in particular on the location of the minimum as well as the
predictions for the masses. Since different methods of studying RSB used in the literature entail
different choices for the renormalisation scale, one should ask how this influences the obtained
results.
2.5 RG improvement of the effective potential
Another issue that is relevant for RSB analyses is the applicability of the loop expansion, which
is valid as long as the logarithmic terms containing ratios of the field-dependent masses and the
renormalisation scale µ are not too large. In case of a one-field problem this can be easily achieved
by fixing µ to a value close to the energy scale we are interested in (in the case of RSB that would
be the scale of the VEV). However, with more scalar fields this is not, in principle, possible since
the fields can have vastly varying values and we have only one renormalisation scale on our disposal.
This could in some cases infringe validity of loop expansion. Whether this happens or not depends
on the values of the fields for which a minimum occurs, and on the values of the couplings. The
larger the splitting between different field-dependent masses evaluated at the minimum, the less
accurate the result given by a one-loop approximation is.
The tool that is used to save perturbation theory from the threat of large logarithms is the RG
improvement of the effective potential. It exploits the invariance of the effective potential under
the change of the renormalisation scale. The issue of the improvement is simple only when it comes
to a theory with one scalar field and one field-dependent mass. With more scalar fields present in
the model it becomes more complicated, since resumming different logarithmic terms with just one
scale µ is not a straightforward task.
The methods introduced to cope with such issues are the multiscale techniques [62–65], a use
of the decoupling theorem [66, 75] and a method recently developed by us in ref. [1]. Below we
briefly introduce that method of RG improvement while all the details and examples can be found
in ref. [1]. In section 3 we employ this formalism to study RSB in SU(2)cSM and compare the
obtained results with the one-loop approximations.
The RG (Callan–Symanzik) equation for an effective potential being a function of real scalar
fields ϕi and parametrised by the couplings λj reads10
µ
d
dµ
V =
µ∂µ +∑
j
βj∂λj −
1
2
∑
i
γiϕi∂ϕi
V = 0, (2.7)
where βj and γi are the standard β functions and anomalous dimensions which account for the
running of the couplings and field normalisation Zi with the renormalisation scale µ. They are
10In principle vacuum energy should also contribute to this equation, however since we are interested in models
which are conformally invariant at tree level we can disregard this contribution since it is equal to zero.
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defined as follows
βj = µ
∂λj
∂µ
, (2.8)
γi = µ
∂ logZi
∂µ
. (2.9)
Equation (2.7) implies that that the value of the effective potential does not change even if it is
evaluated at a different renormalisation scale µ(t) as long as we change the values of the couplings
and fields’ normalisation according to their RGE flow. Namely,
V (µ, λj , ϕi) = V (µ¯(t), λ¯j(t), ϕ¯i(t)),
where µ¯(t) = µet and λ¯j(t) is a solution of eq. (2.8) with the boundary condition λ¯j(0) = λj , and
ϕ¯2i (t) = Zi(t)ϕ
2
i , with Zi(t) being the solution of eq. (2.9) with Zi(0) = 1.
If we work to one-loop order then our potential is the sum of the tree-level and one-loop terms.
It might happen that in some region of the parameter space the loop expansion is not well-behaved
and the one-loop potential is untrustworthy. We can then exploit the scale invariance and evaluate
V at some other scale, where the perturbative behaviour is more reliable,
V (µ, λj , ϕi) = V
(0)(λj , ϕi) + V
(1)(µ, λj , ϕi) +O(~2)
= V (0)(λ¯j(t), ϕ¯i(t)) + V
(1)(µ¯(t), λ¯j(t), ϕ¯i(t)) +O(~2).
An important observation is that we can now choose t = t∗ such that11
V (1)(µ¯(t∗), λ¯j(t∗), ϕ¯i(t∗)) = 0. (2.10)
Then we obtain
V (µ, λj , ϕi) = V
(0)(λ¯j(t∗), ϕ¯i(t∗)),
which is free from large logarithmic terms and valid as long as the running couplings stay pertur-
bative. The condition for t∗, eq. (2.10) is an implicit one, and thus it is not possible to give an
analytic expression for t∗. Nonetheless, it can be solved numerically or an analytic approximation
can be used. The first approximation to t∗ reads
t
(0)
∗ =
V (1)(µ, λj , ϕi)
2B(µ, λj , ϕi)
(2.11)
and is usually a fairly accurate estimate of t∗. B(µ, λj , ϕi) is given by eq. (2.5).12 We refer the
interested reader to ref. [1] for more details.
3 Application: conformal SM with an extra scalar and SU(2)
In the following section we study RSB in a concrete model, applying the considerations of the
previous sections in practice. In what follows we compare different approximative schemes discussing
scale dependence of the results and the RG improvement. The aim of the present section is to
exemplify our previous general discussion. Nonetheless we believe that the general conclusions are
valid also for other models.
11In fact, it is not always possible to exactly cancel the one-loop contribution, for details see ref. [1].
12For this method to work, i.e. for a finite t∗ to exist, the surface where the one-loop correction vanishes has to
be a non-characteristic surface of the RG equation for V , eq. (2.7), when viewed in the space spanned by (µ, λj , ϕi).
This is not the case if B(µ, λj , ϕi) = 0 (at least to first approximation), which is also suggested by eq. (2.11). Further
discussion of this point can be found in ref. [1].
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It is well known that the conformal SM (i.e. the SM without the tree-level mass term for the
Higgs boson) cannot account for RSB given the measured values of masses of the top quark and the
Higgs boson. In its simplest extension with one extra scalar singlet in principle the correct masses
of physical particles can be generated via dimensional transmutation, however this requires a very
large coupling between the Higgs doublet and the singlet. This destabilises the RG running of the
couplings and generates a Landau pole close to the electroweak scale. Thus, implementation of the
RSB mechanism requires more sophisticated models, allowing extensions in the scalar sector or in
the gauge sector.
In this work we study the conformal SM supplemented with an additional SU(2)X symmetry
and a scalar field which transforms as a singlet under the SM gauge group but forms a doublet
under the extra SU(2)X . The SM fields are neutral under the SU(2)X symmetry group. We refer to
the model as SU(2)cSM for short. As mentioned in the introduction, this model has been studied
previously in refs. [42, 43, 48] and in extended version also in refs. [51, 55]. It has been studied using
the GW method [51, 55], the sequential approach [42, 48] and numerically, using the full one-loop
effective potential (with scalar contributions neglected) [43].
In this section we study the pattern of symmetry breaking in the SU(2)cSM. First we discuss
various approximative schemes to study RSB in this model, following the discussion of section 2.3.
Next we use the full one-loop effective potential (with scalar contributions neglected) to study the
parameter space of SU(2)cSM, find radiatively generated minima and masses of particles. Moreover,
we find a region where the model is valid up to the Planck scale, i.e. a region where the scalar
couplings have no Landau poles up to the Planck scale (appearance of a Landau pole would suggest
an existence of some fields not described by SU(2)cSM) and the potential is bounded from below
(this is necessary for a stable vacuum state to exist). We also discuss the hierarchy between
different contributions. Later we compare the results obtained from the full one-loop potential with
the results of analysis with the use of GW method and discuss scale dependence of the results.
Our aim is to evaluate validity and complementarity of different methods. Most importantly, we
confront the results obtained using perturbative methods with the results derived with the use of
the RG improved potential [1].
3.1 Introducing SU(2)cSM
The SU(2)cSM model, consists of the conformal SM extended with an extra SU(2)X symmetry
and a scalar field which is a singlet under the SM gauge group and a doublet under the extra
SU(2)X . The SM field content transforms trivially under SU(2)X . The sector composed of the
SU(2)X doublet and gauge fields is sometimes referred to as the dark or hidden sector. The scalar
tree-level potential reads
V (0)(Φ,Ψ) = λ1
(
Φ†Φ
)2
+ λ2
(
Φ†Φ
) (
Ψ†Ψ
)
+ λ3
(
Ψ†Ψ
)2
,
where Φ is the SM-gauge-group doublet, and Ψ is a doublet under the hidden SU(2)X gauge group.
For the potential to be bounded from below it is necessary that (see e.g. ref. [76] for a derivation)
λ1 > 0 and λ3 > 0 and λ2 > −2
√
λ1λ3. (3.1)
We can define the radial fields as follows
h2 =
4∑
i=1
h2i = 2Φ
†Φ, ϕ2 =
4∑
i=1
ϕ2i = 2Ψ
†Ψ.
The effective potential inherits its symmetry properties from the tree-level one [77] hence we can
write it in terms of the so-called classical (or average) fields h and ϕ corresponding to vacuum
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expectation values of h and ϕ in the presence of an external source J ,13
h =
[ 〈0|h|0〉
〈0|0〉
]
J
, ϕ =
[ 〈0|ϕ|0〉
〈0|0〉
]
J
.
The real vacuum expectation values (VEVs) of the quantum fields (with J = 0) correspond to
stationary points of the effective potential. In what follows we drop the bars for brevity and use ϕ
and h as the names of the variables appearing in the effective potential.
The zeroth order effective potential written in terms of h and ϕ thus reads
V (0)(h, ϕ) =
1
4
(
λ1h
4 + λ2h
2ϕ2 + λ3ϕ
4
)
(3.2)
and the one-loop contribution is given by the standard formula of eq. (2.4), with ϕi = h, ϕ. The
tree-level field-dependent masses of the scalars are given by
m2± =
1
2
(
3λ1 +
λ2
2
)
h2 +
1
2
(
λ2
2
+ 3λ3
)
ϕ2
± 1
2
√[(
3λ1 − λ2
2
)
h2 −
(
3λ3 − λ2
2
)
ϕ2
]2
+ 4λ22h
2ϕ2, (3.3)
m2G,G± = λ1h
2 +
λ2
2
ϕ2, (3.4)
m2
G˜,G˜± =
λ2
2
h2 + λ3ϕ
2, (3.5)
of the gauge bosons by
MW (h) =
gh
2
, MZ(h) =
√
g2 + g′2h
2
, MX(ϕ) =
gXϕ
2
and of the top quark by
Mt(h) =
yth√
2
, (3.6)
where g, g′ and gX are the SM SU(2), U(1) and the new SU(2)X gauge couplings, and yt corresponds
to the top Yukawa coupling. We do not include the other quark flavours in the analysis since due
to their small masses their contribution is negligible.
The model possesses a classical conformal symmetry which implies that at tree level all the
particles are massless. The inclusion of the one-loop correction to the scalar potential may induce
VEVs for the scalar fields and generate masses by dimensional transmutation. This possibility is
studied in detail in the following subsections.
3.2 Review of possible approximations
In this section we discuss how to search for minima of the SU(2)cSM model exploiting the possible
hierarchies between various contributions and so we apply the general considerations of section 2.3
to the particular case of the SU(2)cSM.
The stationary-point equations read
∂V
∂h
∣∣∣∣
h=v,ϕ=w
= λ1v
3 +
1
2
λ2vw
2 +
∂V (1)
∂h
∣∣∣∣
h=v,ϕ=w
= 0, (3.7)
∂V
∂ϕ
∣∣∣∣
h=v,ϕ=w
= λ3w
3 +
1
2
λ2v
2w +
∂V (1)
∂ϕ
∣∣∣∣
h=v,ϕ=w
= 0, (3.8)
where V (1) is given by the general formula of eq. (2.4). We should analyse these equations in
different regimes separately (see points 1–3 on page 6).
13Here we do not present a detailed derivation of the effective potential which would justify the appearance of the
source field J . For a more pedagogical derivation see e.g. refs. [6, 78].
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3.2.1 V (0) ∼ V (1)
In this case the tree-level potential is comparable to the one-loop contribution.14 The scalar contri-
butions to V (1) should be dropped, but apart from that no further simplifications occur.15 Nonethe-
less, with this approximation the SM and SU(2)X one-loop contributions to the effective potential
decouple (the former depends only on h and the latter only on ϕ) and the stationary point equations,
eqs. (3.7)–(3.8) can be written as (we follow here ref. [43]),
λ1 = −1
2
λ2
(w
v
)2
− 1
16pi2
∑
a
naα
4
a
[
2 logαa − Ca + 1
2
]
, (3.9)
λ3 = −1
2
λ2
( v
w
)2
− 9
256pi2
g4X
[
2 log
(gX
2
w
v
)
− 1
3
]
, (3.10)
where in the first equation the sum runs over the top quark and the W and Z gauge bosons and
for simplicity of notation we have written the masses of these particles as αav. We assume that all
the couplings are evaluated at the scale corresponding to the minimum, i.e. µ = 〈h〉 = v. These
relations resemble the scalar QED condition for RSB, λ ∼ O(g4). However, here there are the
additional terms proportional to λ2 which couple the SM and the SU(2)X sectors and introduce the
dependence on the ratio of the VEVs. It is clear that in this case not only the hierarchy of couplings
is important for RSB, but also the hierarchy of the VEVs. Later, when we present the results of
the numerical analysis, it will become clear that wv ∼ O(10). Therefore, with a fixed value of λ2,
the term proportional to this coupling in eq. (3.9) is O(104) greater than the corresponding one in
eq. (3.10). This can cause the tree-level contributions to be dominant in eq. (3.9) and subleading
in eq. (3.10).
With these relations between the couplings we can proceed to compute the mass matrix for
the scalar sector, which corresponds to the second derivative of the effective potential. Using the
relations (3.9)–(3.10) we can simplify it to the following form
M2 =
(−λ2w2 + 8BSM/v2 λ2vw
λ2vw −λ2v2 + 8BX/w2
)
, (3.11)
where BSM and BX are defined as in eq. (2.5), however the sums run only over the SM gauge and
Yukawa or dark sector, respectively, and the fields are set to their VEVs. Diagonalising this matrix
one obtains the masses of two scalar mass-eigenstates
M2± =
1
2
[
8
(
bSM + bX
)− λ2 (v2 + w2)
±
√
64 (bSM − bX)2 + λ22 (v2 + w2)2 + 16λ2 (bSM − bX) (v2 − w2)
]
, (3.12)
where M+ > M−. Above, for the sake of brevity, we have used the following definitions bSM =
BSM/v2, bX = BX/w2. The mass eigenstates are obtained from gauge eigenstates by a rotation
matrix as follows16 (
φ−
φ+
)
=
(
cos θ sin θ
− sin θ cos θ
)(
h
ϕ
)
, (3.13)
14In fact, the reasoning presented in this subsection is valid as long as the scalar contributions to V (1) can be
neglected. Since we take into account both V (0) and V (1), the formulas derived are applicable also in the case in
which the tree-level contribution is dominant and the one-loop term is subleading.
15It is interesting to note, as was pointed out within the context of a similar model in ref. [79] which appeared one
day after the first version of this article, that if one performs the calculation of the one-loop effective potential in
an arbitrary Fermi gauge all the gauge dependence is contained in the scalar contributions to the one-loop effective
potential. Thus dropping the scalar terms, we obtain an effective potential that is gauge independent (to leading
order).
16The fields h and ϕ in eq. (3.13) should be understood as translated by the respective VEVs, h→ h−v, ϕ→ ϕ−w
so that the physical fields (mass eigenstates) have zero VEVs.
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where φ− corresponds to the lower mass M− and φ+ to M+. The mixing angle θ is in the range
between −pi2 and pi2 and is given by the following formula
tan 2θ =
2λ2vw
λ2(v2 − w2) + 8(bSM − bX) .
In what follows the SM-like state with the mass of 125 GeV is denoted by H, while the new
scalar particle by S. Here we do not specify which of these fields is heavier (which corresponds to
φ+ and which to φ−). In section 3.3.2 we analyse both cases, MH < MS and MH > MS . In the
first case, the couplings of the Higgs boson to the SM particles are rescaled by cos θ, while in the
latter by − sin θ.
3.2.2 V (0)  V (1)
In this case, at the leading order we can drop the one-loop contributions, since the tree-level
part dominates. Solving eqs. (3.7) and (3.8) we obtain the following conditions which should be
understood as being realised at some scale µGW
4λ1λ3 − λ22 = 0, (3.14)
w2 = − λ2
2λ3
v2 = −2λ1
λ2
v2, (3.15)
from which it is clear that λ2 < 0. We can complete the squares in the tree-level potential to obtain
the following form
V (0)(h, ϕ) =
1
4
[
λ1
(
h2 +
λ2
2λ1
ϕ2
)2
+
(
λ3 − λ
2
2
4λ1
)
ϕ4
]
. (3.16)
From eq. (3.16) it is clear that the tree-level potential is a function of just one variable h2 + λ22λ1ϕ
2
as long as eq. (3.14) is fulfilled, and thus is flat in the perpendicular direction. Moreover, the VEVs
lie exactly along the flat direction and V (0)(v, w) = 0, irrespectively of the values of v and w. This
shows that this is the GW case.
The potential along the direction perpendicular to that given in eq. (3.15) is not flat, and thus
the field corresponding to this direction in the field space acquires mass at tree level. This mass
is given by the nonvanishing eigenvalue of the Hessian of the tree-level potential evaluated at the
minimum
M21 = (2λ1 − λ2)v2 = −λ2ρ2, (3.17)
where ρ2 = v2 + w2.
The one-loop effective potential can be considered solely along the flat direction, since along the
perpendicular direction the tree-level potential dominates. The one-loop terms lift the flat direction,
and also change this direction a little, however this effect is of subleading order. The field dependent
Goldstone masses vanish along the flat direction, since it corresponds to the minimum of the tree-
level potential, therefore they do not contribute to the one-loop potential.17 The potential along
the flat direction can be written in terms of the radial coordinate measured along this direction
φ2 = ϕ2 + h2 = (1− λ22λ3 )h2
V (1)(φ) = A+ B log
φ2
µ2GW
,
where B was defined in eq. (2.5) and A is given by18 (the notation is the same as in eq. (2.4))
A =
1
64pi2
∑
a
naM
4
a (φ)
(
log
M2a (φ)
φ2
− Ca
)
.
17This leads, as in the previous case, to an effective potential that is gauge independent to leading order [79].
18Note that it is common in the literature to factor φ4 out of A and B which we do not do in the present work.
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The scale µGW is the scale at which eq. (3.14) is satisfied. The extremum condition for V gives the
following condition for ρ
log
ρ2
µ2GW
= −1
2
− A
B
.
Computing the second derivative of the effective potential one finds that the loop-generated mass
of the scalar particle that was massless at tree level reads
M22 =
8B
ρ2
(3.18)
and thus the radiatively generated extremum is a minimum if
B > 0,
which is the well-known GW condition. Note that above all the masses and couplings are computed
at the scale µGW 6= v. The mass eigenstates are thus given by(
φ2
φ1
)
=
(
cosα sinα
− sinα cosα
)(
h
ϕ
)
, (3.19)
where the eigenstate φ2 corresponds to the loop-generated mass M2, while φ1 to the tree-level mass
M1. According to the GW method [61, 79] the mixing angle α should be accurately approximated
by the tree-level prediction (see eqs. (3.14)–(3.15))
tanα =
w
v
= 4
√
λ1
λ3
. (3.20)
It is interesting to see that the above results for masses can be rederived from eq. (3.12) if one
assumes that the loop terms proportional to bSM and bX are subleading with respect to the terms
proportional to λ2 in that equation. If we neglect the first term under the square root, which is
quadratic in the loop terms, and expand the remaining square root assuming that
16
(
bSM − bX) (v2 − w2)
λ2 (v2 + w2)
2
is small we obtain the two following mass eigenvalues,
M2− = 8
(bSMv + bXw)
v2 + w2
= 8
B
v2 + w2
= 8
B
ρ2
M2+ = −λ2(v2 + w2) = −λ2ρ2,
which are the same as eqs. (3.17) and (3.18), with the difference that within GW method the
minimum is assumed to lie along the tree-level flat direction (unless the loop-induced shift is taken
into account). Moreover, in the GW approach one can incorporate the scalar contributions to B
without complications.
We note, as was already mentioned before, that the GW method can be used also when the
tree-level potential is of the order of the one-loop corrections. In such cases it gives a local minimum,
however one must check that no other deeper minima appear due to the interplay between V (0) and
V (1).
3.2.3 Contributions of different orders
There is also a possibility that the scalar couplings are of different orders.
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1. Assume that to leading order we can neglect λ1 and V (1) contributions in the stationary-point
equations (3.7), (3.8) (the terms proportional to λ2 and λ3 dominate). Then, the dominant
part of the tree-level potential (which consists only of the terms proportional to λ2 and λ3 if
we can neglect the λ1 term in the potential) has a minimum and is equal zero along the ϕ = 0
direction, and v remains undetermined. This means that the leading-order potential develops
a flat direction along the h field so this is in fact a GW case and CW mechanism along this
direction can be studied. We can study the subdominant part of the potential solely along the
flat direction, which gives V (h) = 14λ1h
4 + V (1)(h, ϕ = 0). This is the SM effective potential
and it is known that this potential does not have a stable radiatively generated minimum (it
is not possible to obtain positive second derivative of the effective potential). Therefore, this
scenario is not realistic.
2. Assume that the term proportional to λ3 is of the order of the one-loop contribution and
negligible in comparison with the term proportional to λ2 and λ1. This case is symmetric to
the previous one, now the GW flat direction is along ϕ. Therefore, the effective potential can
be studied in the following form V (ϕ) = 14λ3ϕ
4 + V (1)(h = 0, ϕ), which is the pure hidden
sector effective potential. If now λ3 ∼ O(g4X), RSB can occur and the ϕ field may acquire a
nonzero VEV. However, in such a case the VEV of h is zero at leading order and the negligible
loop terms can at most induce a small shift of this VEV, as in the GW case. Therefore, it is
not possible to reproduce the observed masses of gauge bosons and fermions this way.
3. Let us now focus on the contributions proportional to λ2, which couples the two scalar sectors
of SU(2)cSM. If they are negligible with respect to both the λ1, λ3 and one-loop contributions,
the two sectors are decoupled and there is no viable RSB scenario. However, since λ2 is
multiplied by different powers of the VEVs in both equations, and moreover λ1 and λ3 can
be of different orders, one of the λ2 terms can belong to leading while the other to subleading
order. The only viable option is such that the λ2 term in eq. (3.8) is negligible, compared
to the λ3 and one-loop terms, whereas it belongs to leading order in eq. (3.7), together with
the λ1 term. This can happen when λ2 is small and w/v > 1.19 Then, if λ3 ∼ O(g4X), the ϕ
field can acquire a nonzero VEV, which contributes to generation of an effective mass term
for the h field in eq. (3.7). Then, symmetry breaking in the SM sector proceeds in the usual
way, and the loop terms only contribute as subleading corrections to the mass. This is the
aforementioned sequential approach.
Within this scenario, assuming that the SM contributions to the one-loop potential do not
shift the location of the minimum, i.e. exploiting the fact that the second (one-loop) term
on the right-hand side of eq. (3.9) is subleading with respect to the first one, we obtain the
tree-level relation between the VEVs
v2
w2
= − λ2
2λ1
,
as in the GW case. Then the mass matrix in eq. (3.11) acquires the following form (see e.g.
ref. [48])
M2 =
(
2λ1v
2 + 8BSM/v2
√−2λ1λ2v2√−2λ1λ2v2 −λ2v2 + 8BX/w2
)
,
where the mixing terms and 8BSM/v2 represent subleading corrections. The difference with
respect to the general approach lies in the assumption the tree-level relation between the two
VEVs holds.
19Note that this can only be checked after one computes the VEVs. The importance of the hierarchy of the VEVs
was also pointed out in ref. [57].
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3.3 Analysis of the one-loop effective potential
3.3.1 Method of numerical analysis
In the following we perform a numerical study of RSB in the SU(2)cSM, using the one-loop effective
potential. Our aim is to study the possibility of RSB in this model in the available parameter space.
Moreover, we determine the region where no Landau poles of the running couplings appear below
the Planck scale and the potential is bounded from below. In such a region SU(2)cSM can be
considered a viable and self-consistent model. We refer to this region as the stable region.
In the analysis we use the one-loop effective potential
V (h, ϕ) = V (0)(h, ϕ) + V (1)(h, ϕ),
where V (0) is given by eq. (3.2), and V (1) by eqs. (2.4) and (3.3)–(3.6). For computational simplicity
we neglect the scalar contributions to the one-loop correction, later checking the applicability of
such approximation.
The computational procedure is as follows. The initial set of free parameters consists of λ1,
λ2, λ3 and gX .20 We start from solving the stationary-point equations and expressing λ1 and λ3
in terms of λ2, gX , w and v. Then, since we want to obtain masses of the gauge bosons that are in
agreement with the experimentally measured values, we set v = 246 GeV. We also fix µ = 246 GeV,
therefore all the couplings are evaluated at µ = v. In the next step of the procedure we fix the
values of λ2 and gX to randomly chosen values. For gX we consider the interval
gX ∈ [0.1, 1.1]
and for λ2 three different regimes
λ2 ∈ [−0.01, −0.001], λ2 ∈ [−0.1, −0.01], λ2 ∈ [−1, −0.1].
Then we numerically look for w such that we reproduce the correct Higgs mass, MH = 125 GeV,
assuming that the running mass (which corresponds to an eigenvalue of the Hessian of the effective
potential, see eq. (3.12)) can be used as a reliable approximation of the physical mass. A better
accuracy would be obtained if self-energy corrections to the running mass were taken into account,
however this is beyond the scope of the present work. The running-mass approximation is also
most frequently used in the literature and since we want to compare different commonly employed
methods for studying RSB, we should follow the conventions.
Using the values of the parameters found with this procedure we compute the mass of the other
scalar, MS and of the new gauge boson MX . There are two possible scenarios — either the Higgs
boson or the other scalar is lighter. We consider both of these scenarios. We also check whether
the minimum found is the global minimum of the potential. In this way we obtain the region of the
parameter space where viable RSB mechanism can be realised.
Further on we use the values of the scalar couplings and gX as boundary conditions for the
running of the couplings and solve their RGE equations. We check at which scales Landau poles
arise in the scalar couplings and treat the lowest of such scales as a limit of applicability of a model
with such couplings.21 Finally, if there are no poles up to the Planck scale, we check the stability
conditions, eq. (3.1) evaluated at the Planck scale to verify that the potential is stable [1, 81].
We also check what the mixing between h and ϕ in the mass-eigenstate with MH = 125 GeV
is, since it determines how the couplings of the Higgs boson to the gauge bosons and fermions are
20For the SM parameters we use the following values: g = 0.653, g′ = 0.358 at µ =MZ = 91.1876GeV. To evolve
the couplings to other energy scales we use one-loop SM β function and anomalous dimensions.
21We run our computations with Mathematica [80] and in evaluating the location of the Landau pole we rely on
its ability to detect the region where a function is too steep to be evaluated in the process of numerically solving the
differential equation that defines it.
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rescaled with respect to the SM. This rescaling is given by cos θ in the case with MH < MS and
by − sin θ when the ordering is opposite (see eq. (3.13)). This mixing is constrained by the LHC
and LEP, through the measurements of the W boson mass, Higgs signal rates and LHC SM Higgs
searches. Since only h couples to the gauge bosons and their couplings are SM-like, a rule of thumb
is that cos θ should be close to one when MH < MS , and − sin θ should be close to one in the
opposite case. We can obtain more concrete constraints by reinterpreting the results obtained for
a singlet extension of the SM [82–84], since the scalar sectors of the two models are very similar
(in the absence of H → XX, which, as we will see later, are kinematically forbidden, the decay
channels of the Higgs boson as well as its couplings are the same in both models). In this analysis we
use the bounds from Higgs signal strengths as an approximate indicator of the allowed magnitude
of the mixing (see refs. [82–84] for a more detailed discussion). This leads to the following bounds:
| cos θ| > 0.93 for MH < MS and | sin θ| > 0.87 for MH > MS .22
3.3.2 Small portal coupling
Using the method described in the previous section with λ2 ∈ [−0.01, −0.001], we generated 2 · 105
points in the parameter space for each of the two possible mass orderings — the Higgs boson H
can be either lighter or heavier than the additional scalar S.
Figure 1 shows the results of the scan for the MH < MS scenario. In the upper panel possible
values of the mass of the new scalar particle, MS (left) and of the new gauge bosons MX (right)
are shown as functions of the couplings λ2 and gX . On top of the mass contour plots we show
the values of the decimal logarithm of the scale at which a Landau pole appears as short-dashed
orange contours. If there are no Landau poles below the Planck scale, we check whether positivity
conditions are fulfilled at large energy scales (we take the scale at which the couplings are evaluated
to be the Planck scale). If this is the case we consider the potential to be stable and mark the
boundary of that region by the thick black line (the region of stability corresponds to the region
above the curve). As explained before, this curve marks the boundary of applicability of the model
and thus is also shown in the remaining plots. The shape of the boundary agrees qualitatively
with the results presented in ref. [43]. The red long-dashed lines show the contours of cos θ (see
eq. (3.13)). The stable region features the values of cos θ in agreement with experimental bounds,
the line with cos θ = 0.99 lies also well within the stable region so even with improved precision of
measurements this model will not be ruled out because of the mixing constraints.
To sum up, from the results presented in the upper panel of figure 1 it is clear that the SU(2)cSM
can account for RSB, giving the correct mass of the Higgs particle (and the other SM particles)
and preserving stability and perturbativity up to the Planck scale. We can see that the extra scalar
cannot be very heavy, with mass up to around 400 GeV. The new gauge bosons, the X particles,
can have masses up to around 2 TeV. The rescaling of the Higgs boson couplings due to mixing is
within experimental bounds.
In the middle panel of figure 1 we show the values of the VEV of the ϕ field, w. In the stable
region it ranges from around 1.5TeV to more than 3TeV. It is thus generically much, by a factor
of O(10), higher than the VEV of the h field. This is the complication of multi-scalar models
discussed above — there need not exist a common scale for both of the fields. Such discrepancy
in the magnitudes of the two VEVs might (but does not necessarily) lead to complications in
perturbative treatment of RSB. Since we have fixed µ to be equal to v, the contributions from the
X bosons to the effective potential may become sizeable. We will discuss this issue later.
As we have underlined above, it is important to keep the hierarchy of couplings in mind.
Therefore in the lower panel of figure 1 we show the values of λ1 (left) and λ3 (right) obtained
22These bounds do not apply when the two masses do not differ much, however discussion of this case is beyond
the scope of the present paper, for more details see refs. [82–84].
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Figure 1. Results of the scan of the (λ2, gX) parameter space for the mass hierarchy MH < MS . Upper
panel: contour plots of the values of the mass of the extra scalarMS (left) and of the new gauge bosonsMX
(right). The orange short-dashed lines show the decimal logarithm of the energy scale at which a Landau
pole appears, the thick black line represents the boundary of the region where the potential is bounded
from below at the Planck scale (to the right of the curve). The long-dashed red lines represent the contours
of constant values of cos θ, see eq. (3.13). Middle panel: values of the VEV of the ϕ field, w. Lower panel:
values of λ1 and λ3. The dot-dashed lines correspond to contours of constant values of the ratio given in
eq. (3.21). The white dot represents the benchmark point from table 1.
within the scan of the parameter space. One can see that λ1 can acquire rather large values, above
1 (in fact the values in the lower part of the plot can be unreasonably large, even above 100). But
comparing with the upper panel of figure 1 one realises that, not surprisingly, this is exactly the
region where Landau pole(s) appear at low energies and these points are rejected. In the stable
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region, i.e. in the upper right part of the plot the values of λ1 are moderate and rather close to the
SM value. The parameter λ3 acquires very small values in the whole parameter space.
On top of the plots showing the values of the scalar couplings we present contours (red dot-
dashed lines) of constant values of the ratio
V
(1)
scalar(v, w)
V (1)(v, w)
, (3.21)
where V (1)scalar(v, w) is the value of the one-loop scalar contribution to the effective potential evaluated
at the minimum while V (1)(v, w) represents the contributions from the remaining particles, i.e. the
one-loop effective potential used in the numerical analysis. The value of this ratio tells us whether
the approximation to the effective potential with no scalar contributions is justified. From the results
shown in the plot it is clear, that with the values of V
(1)
scalar(v,w)
V (1)(v,w)
smaller than 0.01 (surprisingly even
in the region where λ1 is rather large) this approximation is perfectly valid in the studied case.
For discussions presented in the next parts of this article it will be convenient to know what
the behaviour of couplings and different contributions to the effective potential is. For this sake we
analyse one benchmark point, marked in figure 1 with a white dot, the values of the couplings and
relevant contributions are displayed in table 1. The values of λ2 and gX presented in the first row
of table 1 (for µ = 246 GeV) correspond to the values on the axes of the plot in figure 1, the values
in the remaining rows correspond to values at different scales, as for the other couplings. The GW
scale in the second row is the scale at which the tree-level potential develops a flat direction and
at that scale computations are performed when GW method is applied (this is discussed in more
detail in section 3.4). The third row of table 1 corresponds to the RG scale, which is given by
µ0e
t∗ |h=v,ϕ=w = 246 GeVet∗ |h=v,ϕ=w, where t∗ is defined in eq. (2.10). From the presented values
it is clear that the λ1 and λ2 couplings run slowly around the discussed scales (the running of λ2
is only visible at further decimal positions), while λ3 can change by 1–2 orders of magnitude. It
is striking to see how dramatically the ratio V (1)/V (0) can change with the scale. This however
can be understood easily if one remembers that the scales considered are special: at the GW scale
the tree-level potential vanishes at the minimum (therefore the ratio V (1)/V (0) is not infinity only
because of numerical inaccuracies), while at the RG scale the one-loop correction vanishes (again
numerical uncertainties lead to non-vanishing ratio V (1)/V (0)).
µ [GeV] λ1 λ2 λ3 gX w [GeV] V
(1)
SM [GeV
4] V
(1)
X [GeV
4] V (1)/V (0)
CW 246 0.1236 -0.0030 -0.0047 0.8500 2411 2.38 · 107 3.18 · 1010 0.802
GW 940 0.1055 -0.0030 2 · 10−5 0.8141 2722 6.28 · 107 -1.08 · 1010 551
RG 734 0.1085 -0.0030 -0.0008 0.8204 2680 5.82 · 107 -5.79 · 107 −3 · 10−5
Table 1. Values of the couplings, the φ VEV, the one-loop corrections from the SM sector and the
hidden sector to the effective potential evaluated at the minimum and the ratio of the one-loop to tree-level
contributions to the effective potential at the minimum at various renormalisation scales (corresponding to
the h VEV, the GW scale µGW and the RG scale) for the benchmark point shown in figure 1.
Using the values presented in table 1 we can assess the magnitudes of different contributions
to the stationary-point equations (3.9)–(3.10). In the first equation the term proportional to λ2
is enhanced by the large ratio of the two scalar VEVs, resulting in a contribution with magnitude
around -0.29, which is comparable to the λ1 contribution. On the other hand, the loop contribution
is of the order of 0.02, providing only a small correction to the tree-level result. In the second
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minimisation condition, eq. (3.10), the term proportional to λ2 is suppressed by the inverse ratio
of the VEVs squared, giving a contribution of approximately −3 · 10−5, which is negligible in
comparison with both λ3 and the loop contribution, which is approximately equal to 0.005. This
suggests that the sequential approach, discussed in section 3.2.3 is valid in the present case. In fact,
normally the sequential analysis is performed at µ = w which allows to eliminate the dependence
on v from the second minimisation condition. The sizes of the contributions at that scale can be
different from the ones at µ = v, therefore for a final conclusion one should verify the magnitudes
of the contributions at the scale corresponding to w. Moreover, one should be aware, that the
applicability of this approximate method relies crucially on the ratio of the VEVs which can be
determined only after the location of the minima is known. This means that one has to be careful
if one wants to use the sequential approach to search for the minima of the potential and check
the validity of the applied approximation a posteriori. Moreover, this example confirms that in the
study of RSB in models with more scalar fields not only the hierarchy of couplings but also the
hierarchy of VEVs matters.
The results of the numerical scan of the parameter space for the scenario where the extra scalar
S is lighter than the Higgs boson are presented in figure 2. We have found that the running coupling
constants of the scalar sector do not develop Landau poles below the Planck scale. That is why
there are no analogs of the orange dashed lines from figure 1 in this plot. The potential is stable up
to the Planck scale above the thick black line (the shape of the line is in qualitative agreement with
the results of ref. [43]). In the grey region the stationary point found in the numerical procedure
does not correspond to a stable minimum. Again, in the region that guarantees stability of the
effective potential the mixing is small, the experimental bound | sin θ| > 0.87 does not introduce new
constraints on the parameter space. Even extremely small mixing corresponding to | sin θ| = 0.99
could be accommodated within the stable region.
The possible range of mass values for the new mass-degenerate gauge bosons X is narrower
than it is in the MH < MS case, ranging from above 200 GeV to around 1TeV. The range of the ϕ
VEV is only slightly narrower than in the previous case, with w between around 1.5TeV and 4TeV.
The plots illustrating the values of the scalar couplings (lower panel of figure 2) show that in the
majority of the parameter space and in particular in the most interesting region where the potential
is stable, λ1 has SM-like values (the maximal value of λ1 is 0.12). In the remaining parameter space
it is very small. The values of λ3 are small in the whole parameter space analysed here. The
approximation of neglecting scalar contributions to the effective potential is well valid in a big part
of the stable region. In a narrow band it becomes greater that 0.1, which is most likely related to IR
divergences coming from Goldstone contributions — since the scalar contributions are suppressed
by terms of order λ2i , while all scalar couplings are small, a big contribution from scalars can only
come from the logarithmic terms.
Summing up, in the regime λ2 ∈ [−0.01,−0.1] SU(2)cSM can reproduce the correct mass
spectrum of the observed particles and predicts the existence of an extra scalar particle which can
be lighter or heavier than the Higgs boson, with mass up to around 500 GeV and of three gauge
bosons of equal masses from around 200 GeV to above 1TeV.
Since the gauge bosons can in principle be good candidates for dark matter particles, this mass
range could be constrained by requiring that the relic abundance of X is in agreement with the
measurements, however this topic is out of the scope of the present analysis. For related studies of
freezing-out DM see refs. [42, 43, 54] and ref. [85] where a new mechanism of generation of the DM
relic density was introduced. In ref. [43] it has been shown that the scenario with light extra scalar,
MS < MH cannot reproduce the correct DM relic abundance via the freeze-out scenario therefore
in the following where we compare different methods of studying RSB we focus on the case with
the MH < MS mass ordering.
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Figure 2. Results of the scan of the (λ2, gX) parameter space for the mass hierarchy MH > MS . Upper
panel: contour plots of the values of the mass of the extra scalar MS (left) and of the new gauge bosons
MX (right). The thick black line shows the boundary of the region where the potential is bounded from
below (above the curve), the long-dashed red lines represent the contours of constant values of | sin θ|, see
eq. (3.13). Middle panel: the values of the VEV of the ϕ field, w. Lower panel: the values of λ1 and λ3.
The red dot-dashed lines in the lower panel correspond to contours of constant values of the ratio given in
eq. (3.21). The grey region is excluded since there is no stable minimum in this region.
3.3.3 Intermediate and stronger portal coupling
For the sake of completeness we performed a scan of the parameter space also for λ2 in the following
ranges [−0.1, −0.01], [−1, −0.1]. We followed the same procedure as described in section 3.3.1.
For λ2 ∈ [−0.1, −0.01] we found a small region of viable (i.e. perturbative and stable up to
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Planck scale) parameter space. In the case with MH < MS mass ordering, the only acceptable
parameter region is for small |λ2| and large gX (approximately |λ2| . 0.02 and gX & 0.95), which
corresponds to extending the viable region presented in figure 1 in the lower right part. We have
also checked that the approximation in which no scalar contributions to the one-loop potential are
included is perfectly valid in the stable region. In the case with opposite mass ordering, MH > MS ,
no region where the potential is stable was found. This is in agreement with the intuition that if such
region exists, it should be an extension of the valid region presented in figure 2. We note, however,
that in this case small regions appear where neglecting scalar contributions to V (1) is not fully
justified (scalar contributions are more than 0.1 of the included vector and fermion contributions).
For λ2 ∈ [−1, −0.1] we found no viable region of the parameter space — either no solution
for a minimum exists or the couplings develop Landau poles at low energies, or the potential is
not stable. Neglecting scalar contributions is, however, not a reliable approximation in this regime,
thus these conclusions are not fully trustable.
3.4 Comparison with the Gildener–Weinberg method
In this section we study how the results presented in section 3.3.2 would change if we applied the
GW method [61] described briefly in section 3.2.2. For concreteness, we focus on the scenario where
MH < MS .
The strategy of the analysis is as follows. We start from the sets of parameters (λ1, λ2, λ3, gX)
determined in section 3.3.2, so for each pair (gX , λ2), the values of λ1 and λ3 are fixed using the
minimisation condition, requiring that the VEV of the h field is v = 246 GeV and that the mass of
the Higgs particle is 125 GeV. All the couplings and masses obtained in this way are defined at the
electroweak scale, µ = 246 GeV. This completely defines the one-loop effective potential. Then we
study this potential with the use of the GW method (see section 3.2.2). We solve the RG equations
(see appendix A) for the couplings and find the scale at which the GW determinant vanishes, see
eq. (3.14), we refer to this scale as µGW . Then the masses and VEVs are determined using the GW
prescription, at the GW scale. We are interested in quantifying the differences between the GW
and the full one-loop results. For the sake of conciseness we refer to the latter as the CW method,
since the CW potential is used. Of course, we cannot expect that the GW procedure will yield
exactly MH = 125 GeV and v = 246 GeV because the parameters have been chosen such that these
values are reproduced with the use of the full one-loop potential at the scale µ = 246 GeV. It is
nonetheless instructive to quantify the differences between the two methods, since they are both
used in the literature and the differences between them are not generally appreciated.
Figure 3 shows contour plots representing relative differences between the results obtained with
the one-loop effective potential and with the GW method. The relative quantities are defined as
follows
∆α
α
=
|αGW − αCW|
αCW
, (3.22)
where the subscript indicates the method used to compute the given quantity α— αGW is computed
using the GW method at µGW, while αCW using the CW method at µ = 246 GeV (as described in
section 3.3.1). The grey region is excluded — one of the scalar masses becomes complex signalling
that the corresponding point is not a minimum of the effective potential.
It is striking to see that, while the differences in the mass of the new scalar are modest (within
the stable region), at the level of 10–20%, the predictions for the Higgs boson mass as well as the
hidden gauge boson X can be off by up to 50%. At the same time the values of the VEVs computed
with the use of the two different methods can disagree by up to 100% in the case of h and by up to
60% when ϕ is concerned. In all cases the upper right corner, corresponding to large gX and small
|λ2| is problematic.
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Figure 3. Relative differences between masses and scalar VEVs computed using the GW method and the
one-loop potential as described in section 3.3.1. The relative differences are defined in eq. (3.22). The thick
black line shows the boundary of the stable region. The grey region is exluded.
Of course, the quantities discussed above are the running masses and VEVs which makes them
RG scale dependent and thus not physical. To obtain the physical (pole) masses one would need to
compute the self-energy corrections, which account for the non-zero external momentum corrections
(recall that the effective potential which was used to compute these masses is the zero-momentum
part of the effective action) and compensate for the µ-dependence. It is reasonable to expect that
after the inclusion of the self-energy corrections to masses the results obtained with the one-loop
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CW potential and the GW method would come closer, diminishing the dissonance between the two
methods. Yet, we would like to emphasise, that this is not what is commonly discussed in the
literature. Thus, we can conclude, that with the methods commonly used, one can obtain vastly
differing results for a single point in the parameter space. Given that some observations can be
already very constraining, e.g. the DM relic density measurements allow only a narrow band in the
(gX , λ2) parameter space when the X boson is interpreted as a DM candidate (see figure 3 from
ref. [43]), this can have a dramatic impact on the predictions of different analyses.
The difference between the two discussed methods originates mostly from the difference in scales
at which the computations are performed. Figure 4 shows the values of the scale µGW at which
the GW determinant vanishes. The µGW scale in the case discussed above (MH < MS , left panel)
acquires values up to around 2500 GeV, an order of magnitude above the scale of the SM scalar
VEV, µ = 246 GeV. This has an effect on the magnitudes of couplings, which can change their
values significantly running between these two scales. Moreover, this also influences the sizes of the
logarithms present in the one-loop correction to the effective potential. We note that in the case of
inverted mass hierarchy in the scalar sector, when MS < MH , the GW scale is typically lower and
also the predictions obtained with the CW and GW methods agree better (the deviations typically
do not exceed 10% with the exception of v for which the predictions can differ by up to 30% within
the stable region). This also indicates the relevance of the choice of scale for the obtained results.
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Figure 4. The scale µGW at which the GW determinant vanishes. Left panel: MH < MS , right panel:
MH > MS . The light grey shaded regions are excluded since there at least one of the scalar masses becomes
complex (the GW method does not find a minimum). The black lines denote the boundary of the region
where potential is stable up to the Planck scale (in the left panel to the right of the curve, in the right panel
above the curve). The grey region is excluded, the points there do not correspond to stable minima.
An important question arises, if the two methods presented above provide so vastly different
results, which of them is more reliable? One can argue, that the EW scale is a more appropriate
choice for the computation of masses of particles which are comparable in size with this scale
(the relevant SM particles). The one-loop corrections to masses originating from the effective
potential contain logarithms of ratios of the tree-level masses computed at the minimum to the
renormalisation scale. If the scale is close to these masses, the loop corrections are small and the
perturbative computations are reliable. Therefore, the scale of the VEV is a first natural choice
for the renormalisation scale. Of course, in the case of models with more than one scalar field, the
VEVs of the different scalars can be vastly different, which is also the case in the discussed model,
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and thus the renormalisation scale cannot be (generically) close to both of the VEVs. Thus some
intermediate scale might be more appropriate. The issue of scale dependence of the obtained results
can be alleviated by the use of the RG improved potential discussed in ref. [1]. This is the subject
of the following section.
Before entering the detailed discussion of scale dependence and RG improvement, let us perform
one more check of the GW method — we will compare the predictions of the GW method with
the predictions obtained from the one-loop CW potential evaluated at the GW scale (in contrast
to using the one-loop CW potential at µ = 246 GeV before). The main point of the GW method
is that at the GW scale the tree-level potential has a flat direction and a radiatively generated
minimum forms approximately along this direction given by the ratio of the scalar couplings, see
eq. (3.15). In fact, GW pointed out that the minimum is not located exactly at the flat direction,
there is a small correction due to quantum effects, which is typically neglected. By comparing the
location of the minimum of the full one-loop potential computed at the scale µGW to the location of
the minimum given by the GW formulas, we can check to which extend the common approximation
of the GW method is valid. This is done by comparing the locations of the minima in the h and
ϕ directions, see left and middle panels of figure 5. The relative differences between the VEVs are
defined as in eq. (3.22), with the important change that now vCW and wCW are defined at the GW
scale. The plot in the right panel shows the relative difference in the direction in the field space
along which the minimum is located, defined as
δ = 1− vCW/wCW
vGW/wGW
, (3.23)
where again vCW and wCW are defined at µ = µGW. The values of λ2 and gX are defined at
µ = 246 GeV as before and evolved to the µGW scale using their RG equations (the same applies to
the input values for the other scalar couplings). We limit ourselves to the region of the parameter
space which is stable up to the Planck scale (the black thick line is the boundary of this region, the
shaded grey region is not viable since Landau poles appear below the Planck scale there).
Figure 5. The relative differences between the VEVs of the scalar fields, computed using the one-loop CW
potential at µGW and the GW method (defined as in eq. (3.22) with the change that vCW and wCW are
defined at µGW). The black curve is the boundary of the region where the potential is stable up to the
Planck scale, the shaded grey region is not viable.
From figure 5 it is clear that the GW method reproduces the location of the minimum along the
ϕ direction very well. The accuracy for v is less impressive but still far better than what has been
shown in figure 3. The direction in the field space along which the minimum occurs coincides with
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the tree-level flat direction at the level of O(0.1). This demonstrates that the GW method provides
a fairly accurate approximation to the location of the radiatively generated minimum at µGW. We
also computed the scalar masses from the one-loop CW potential at the GW scale and performed
a comparison analogous to that of figure 3. It turns out, that the relative differences obtained
this way do not exceed 10% in the case of the mass of the Higgs boson, while being below 7% for
the new scalar’s mass. This supports the hypothesis that the difference between the CW analysis
at µ = 246 GeV and the GW results stems mostly from the scale dependance of the considered
quantities.
The GW method gives not only approximate values of the scalar masses, but also of the mixing
between the mass eigenstates, which modifies the couplings of the Higgs boson with respect to the
SM (for a recent discussion of the mixing with the use of the GW method see ref. [79]). Since one
of the mass eigenvalues at tree-level is zero, the mixing angle coincides with the angle at which the
tree-level flat direction is formed, see eqs. (3.19)–(3.20). When loop corrections are added to the
effective potential, the mixing is modified since a new non-zero loop-generated mass arises. The
Higgs boson can correspond to the state with mass generated at tree-level (denoted by φ1), see
eq. (3.17), or at one-loop-level, denoted by φ2 with mass given by eq. (3.18). Due to the mixing the
Higgs couplings are rescaled by ξGW, which is equal to − sinα or cosα, depending on whether the
Higgs boson corresponds to φ1 or φ2, respectively. Left panel of figure 6 shows the relative difference
between the mixing predicted by the GW method, ξGW, and computed from diagonalising the full
one-loop mass matrix at µ = µGW (ξCW = cos θ), normalised to the CW result,
δξ
ξ
=
ξCW(µGW)− ξGW
ξCW(µGW)
. (3.24)
The parameter space is divided into two regions — to the left from the red thick line the Higgs
corresponds to φ2 (has loop-generated mass) and to the right to φ1 (tree-level-generated mass).
As can be seen, the GW approximation seems to fail dramatically in the φ1 region. This should
be expected since we assumed that the Higgs is the lighter scalar particle and we do not expect
the GW method to work correctly if the loop-generated mass is greater than the tree-level one.
However, interestingly such a big difference comes mostly from the sign difference between the ξCW
and ξGW. If one is interested in absolute values of these quantities they come to good agreement
in the φ1 region, with relative differences not exceeding 10% and even being below 1% in a big
part of the parameter space. In the φ2 region the signs of ξCW and ξGW agree, nonetheless the
differences between them stay significant proving that the mixing angle between the mass eigenstates
is significantly modified by inclusion of loop corrections.
In the light of the earlier discussion of the scale dependence of the results it is interesting to see
how the rescaling of the Higgs coupling computed from the full one-loop CW potential is affected
by going from the scale µ = 246 GeV to the GW scale. This is illustrated in the right panel of
figure 6 with the use of the relative difference defined as
δξCW
ξ
=
ξCW(246 GeV)− ξCW(µGW)
ξCW(246 GeV)
. (3.25)
The relative difference can exceed 40%. In figure 6 one can also see the experimental exclusion
lines of cos θ > 0.93 for µ = 246 GeV (dashed red line) and µ = µGW (dot-dashed yellow line) —
it is clear that the running of the mixing angle can influence the size of the excluded region. One
should also note, that the region where GW gives inaccurate predictions for the absolute value of
the rescaling of the Higgs couplings is anyway excluded by the experiment.
The conclusions that can be drawn from the considerations above are that the hierarchy of
different contributions that was studied in section 3.2 is not of crucial importance for the SU(2)cSM
model — even though the loop contributions to stationary point equation from the dark sector are
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Figure 6. The relative differences between the rescalings of the Higgs couplings. Left panel: relative
difference defined in eq. (3.24) expressing the difference in the predictions of the GW method and the CW
method at the GW scale, µGW. Thick red line: boundary between the region where the Higgs boson has
loop-generated mass (to the left of the line) and where it acquires the tree-level mass (to the right of the
line). Right panel: the relative difference defined in eq. (3.25) quantifying the running of the mixing between
mass eigenstates between the electroweak and the GW scale. Red dashed line: experimental exclusion line
of cos θ > 0.93 (to the right of the line) computed at µ = 246 GeV. Yellow dot-dashed line: experimental
exclusion line of cos θ > 0.93 (to the right of the line) computed at µ = µGW.
of the same magnitude as the tree-level contributions (at µ = 246 GeV), the GW method gives the
location of the global minimum and the values of the scalar masses with reasonable accuracy when
compared to the results obtained from the one-loop potential evaluated at µGW (this is not true,
however, for the mixing between the mass eigenstates). Nonetheless, the dependence on the scale
that was discussed in section 2.4 is very important and introduces significant uncertainties to the
parameters such as the scalar masses (see figure 3) and the mixing angle (see figure 6).
3.5 Analysis of the one-loop RG improved potential
The perturbative loop expansion of the effective potential might not be a good framework for
studying quantum corrections in some cases. As we discussed in section 2.5, in models with more
scalar fields the minimum of the effective potential may reside at a point in the parameter space
where the VEVs of various scalar fields significantly differ in magnitude. This can lead to large
logarithms, since there is just one renormalisation scale. In such a case RG improvement of the
effective potential is needed, which reorganises the perturbative series in such a way that the
dominant terms are resummed and the remaining series is perturbative.
As we have shown analysing the SU(2)cSM model with weak λ2 coupling and the MS > MH
mass ordering in section 3.3.2, the VEV of the new scalar field ϕ typically is O(10) times greater
than the one of the SM Higgs, v = 246 GeV. This does not necessarily lead to the breakdown
of perturbative expansion in terms of loops, however it weakens the accuracy of a given trunca-
tion of the perturbative series. In particular, the VEVs of the scalar fields computed with the
use of the one-loop effective potential are strongly scale-dependent, which is not a desirable fea-
ture. The procedure of RG improvement renders the potential scale independent, up to higher
loop effects (see ref. [1] for a detailed discussion and examples) thus also attenuating the running
of the VEVs. In this section we analyse the effect of RG improvement on the one-loop predictions
for the SU(2)cSM analysed before. We use the method of RG improvement described in [1] and
briefly outlined in section 2.5. In our analysis we find numerically the value of full t∗ given by
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eq. (2.10) to evaluate the RG improved potential. Studying benchmark points, we found the ra-
tio V (1)(µ¯(t(0)∗ ), λ¯j(t
(0)
∗ ), ϕ¯i(t
(0)
∗ ))/V (0)(λ¯j(t
(0)
∗ ), ϕ¯i(t
(0)
∗ )) evaluated at the minimum to be typically
O(0.1) but possibly reaching 30%. For example, for the benchmark point discussed in table 1 this
ratio is equal to 0.12. Applying the numerically evaluated t∗ we are able to push this ratio down to
O(10−5)–O(10−6). The cost of the improvement of accuracy is the computing time, which increases
significantly with the use of t∗. Therefore t
(0)
∗ might be still more convenient for some applications
when the speed of calculation is more needed than increased accuracy.
Let us start by showing that implementing the RG improved potential can indeed improve the
obtained results. To this end we study the dependence of the VEVs of the h and ϕ scalar fields
on the renormalisation scale using both RG improved and unimproved effective potential. Figure 7
represents the VEV of the h field (left panel) and the ϕ field (right panel) as functions of the RG
scale µ. The results are obtained for the benchmark point defined in table 1. We have checked that
for several other points within the stable region of the parameter space the dependence of the VEVs
on µ looks qualitatively the same, however the dependence on µ can be more or less significant. It
is clear that the implementation of RG-improvement changes the behaviour of the running VEVs
drastically. The VEVs computed with the use of the RG-improved potential exhibit only mild
µ-dependence at low scales, while at high scales they are almost constant. On the other hand,
the VEVs following from the one-loop potential change significantly with the scale. Since physical
observables do not depend on the arbitrary RG scale, it is clear that the RG improved potential
provides a better approximation to physical quantities. Plots of figure 7 also help to understand the
discrepancies between the CW (at 246GeV) and GW approaches, discussed in the previous section
— it is clear that the VEVs computed from the unimproved potential run significantly between the
two considered scales.
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Figure 7. The VEVs of the scalar fields h (left panel) and ϕ (right panel) as functions of the RG scale µ
computed with the use of the one-loop effective potential (dashed lines) and RG-improved potential (solid
lines). The plots are obtained for the benchmark point from table 1.
With the results above it is clear that the RG improvement procedure can help to overcome
some of the weaknesses of the effective potential. Let us then study the parameter space of the
SU(2)cSM model with the use of the RG improved potential, as we did before with the use of the
general one-loop potential (section 3.3.2) and the GW method (section 3.4). To avoid problems with
running coupling constants we limit the analysis to the region of the parameter space where there are
no Landau poles up to the Planck scale and the potential is stable. For the sake of completeness we
compare both, the results obtained from the one-loop potential at µ = 246 GeV and the GW results
with the predictions from the RG-improved potential. In analogy to the previous considerations,
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we define relative differences as
∆
CW/GW
RG α
α
=
|αCW/GW − αRG|
αRG
, (3.26)
where the subscript on α on the right-hand side of the equation indicates the method of computing
α. The results are shown in figure 8, in the upper panel for the one-loop potential at µ = 246 GeV
(CW) and in the lower panel for the GW method.23 It is clear that in a wide range of the parameter
space the perturbative one-loop approximations give reasonably accurate answers (assuming that
the RG improved results are accurate), with differences with respect to the RG improved case at
the level of up to 20%. However, in the region of large gX and small |λ2|, the inaccuracies can
exceed 30%. This manifestly shows that the perturbative one-loop effective potential at fixed scale
µ = 246 GeV is not a perfect tool to study RSB.
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Figure 8. The relative differences between the results obtained from one-loop perturbative approximations
to the effective potential with respect to the outcome of the analysis using RG-improved potential, defined
in eq. (3.26). Upper panel: for one-loop effective potential at µ = 246 GeV. Lower panel: for GW method.
The colour coding is common for all the plots. The black curve is the boundary of the region where the
potential is stable up to the Planck scale.
23For figure 8 we used fewer data points than for the previous plots due to numerical complexity.
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One should note, that the one-loop potential at µ = 246 GeV typically provides a poorer
approximation of the RG-improved results than the GW method. This can be understood by
analysing table 1. At µ = 246 GeV, the contribution from the SM sector is small, since the scale
is close to the SM masses, while the contribution from the hidden sector is large, since the VEV
of the ϕ field is generically large, giving rise to a rather large logarithm. At the GW scale, which
is typically closer to the scale of w, the proportion between the SM and the X contributions is
approximately reversed. On the other hand, at the RG scale24 the SM and the X contributions
are more balanced since in total the one-loop correction at the RG scale is required to vanish. It
is worth noting, that at the RG scale not only the one-loop correction to the effective potential is
cancelled, but also the individual contributions from different sectors are smaller than at the other
scales considered. Intuitively, since w is significantly greater than v, the “optimal” scale is closer
to w than to v in order to balance the large contribution of the hidden vectors. This is the reason
why the GW method can give results that are closer to the RG improved ones.
The considerations presented above indicate than when studying RSB in models with extended
scalar sector it is not the best strategy to fix the RG scale to one of the VEVs or the GW scale.
Rather, one should use the RG-improved potential to assure that the scale is chosen in such a way,
that the perturbative treatment remains valid. It is worth underlining that an advantage of the
RG improved effective potential is that there is no need to fix the RG scale arbitrarily before the
hierarchy of the VEVs is known, because the optimal scale is selected automatically through the
requirement that the one-loop correction to the effective potential vanishes.25 Fixing the scale to
the value of one of the VEVs or the GW scale, as is commonly done in the literature, can on the one
hand lead to uncertainties coming from large logarithmic contributions and on the other introduces
significant differences between different analyses. The use of the RG improved potential alleviates
these difficulties.
4 Summary and conclusions
The mechanism of spontaneous symmetry breaking and mass generation can be well implemented
within the framework of RSB. However, to this end typically new scalar fields are needed. This
introduces several complications to the analysis of symmetry breaking pattern within perturbation
theory. In the present paper we provide an overview of these issues discussing RSB within the
context of arbitrary extensions of the conformal SM with scalar fields. Moreover, we thoroughly
analyse RSB in the SU(2)cSM model, discussing in detail the main issues of the general analysis.
First issue is the hierarchy between different contributions to the effective potential. S. Coleman
and E. Weinberg showed in their seminal paper [6] that in the minimal model of RSB, which is
scalar QED, the relation between the scalar coupling λ and the gauge coupling g is crucial for the
occurrence of RSB within the region of validity of perturbation theory, namely the couplings should
scale as λ ∼ O(g4), at the scale of the radiatively generated minimum. It is not straightforward to
generalise this relation to models with multiple scalar fields, as in those models many scalar couplings
are present, as well as many directions in the field space along which a minimum could form. In
the present paper we discuss various hierarchies between tree-level and one-loop contributions and
describe different scenarios in which different methods of studying RSB are valid. We have shown
that not only the hierarchy of couplings, but also the hierarchy of the VEVs is relevant for the study
of RSB.
24Note that the RG scale is field dependent therefore the value listed in table 1 is only valid for the point corre-
sponding to the minimum.
25There is a residual scale dependence, since one needs to fix the initial scale denoted by µ in eq. (2.11), however
the dependence on this scale is only of higher order.
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Another issue important for the study of RSB is the dependence on the renormalisation scale
µ. In classically conformal models with a single scalar field through RSB there arises a single
distinguished energy scale — the scale of the VEV of the scalar field. It is thus natural to perform
the computations at this scale, since it also enters the masses of all the particles. In the case of
multi-scalar models there is no such a scale, since different scalar fields may acquire VEVs that
differ by orders of magnitude. This poses a question at which scale the computations should
be performed, since quantities computed from a fixed-loop-order approximation to the effective
potential do depend on the renormalisation scale. Moreover, for different methods of studying RSB
different scales are most convenient and because of that results obtained with different methods can
diverge. Comparing such results with one another as well as with the physical quantities introduces
significant inaccuracies. We have demonstrated that this is indeed the case within SU(2)cSM —
performing computations at different scales can lead to significantly different results, demonstrating
the weakness of perturbative methods.
An alleviation of the issue of scale dependence of the results, as well as the problem of per-
turbativity of the loop expansion in the presence of vastly different VEVs of scalar fields can come
from RG improvement of the effective potential. In the present work we have implemented within
the SU(2)cSM model the method of RG improvement recently developed in our paper [1]. We have
shown that the use of the RG improved potential indeed substantially reduces the dependence of
the results on the scale, in particular it significantly mitigates the running of the scalar fields VEVs.
The field-dependent scale used in the procedure of RG improvement lies in between the two scalar
VEVs, thus mitigating the SM and the hidden sector contributions to the effective potential. An
additional advantage of working with the RG improved potential is that we do not need to fix
the scale before we know the numerical values of the VEVs and the hierarchy between them, as
is conventionally done by fixing µ to one of the VEVs — the scale is selected automatically in an
optimal way, which allows to cancel the one-loop correction to the effective potential.
The multi-scalar classically conformal models constitute viable candidates to describe various
physical phenomena. They can provide good dark matter candidates from the scalar sector or from
new hidden gauge groups. Furthermore, the issue of thermal effects in such models is worth studying.
Classically conformal models provide a suitable framework to model electroweak baryogenesis —
since the potential is flat around the origin (there is no negative φ2 term in the tree-level potential)
thermal fluctuations can easily lead to a first order phase transition. Moreover, one can envisage
multi-step phase transitions due to non-trivial vacuum structure in the multi-field space. On top of
that, the gravitational wave signal from such phase transitions would be interesting to study. These
important applications call for a framework of studying RSB that could provide reliable and precise
results so we believe that the issues studied in the present work are of considerable significance for
future research in this direction.
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A RG functions
The β functions for the scalar couplings λ1–λ3 and the new gauge coupling gX read [42, 43, 48]
β1 =
1
8pi2
[
12λ21 + λ
2
2 +
λ1
2
(−9g2 − 3g′2 + 12Y 2t )+ 3g48 + 3(g2 + g′2)216 − 3Y 4t
]
,
β2 =
1
8pi2
[
6λ1λ2 + 2λ
2
2 + 6λ2λ3 +
λ2
4
(−9g2 − 3g′2 + 12Y 2t − 9g2X)] ,
β3 =
1
8pi2
[
λ22 + 12λ
2
3 −
9
2
λ3g
2
X +
9g4X
16
]
,
βX =
1
16pi2
[
−43
6
g3X −
1
(4pi)2
259
6
g5X
]
.
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