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a b s t r a c t
In this paper, we consider the pressure projection stabilized finite element method for the
Stokes problem with nonlinear slip boundary conditions whose variational formulation is
the variational inequality problem of the second kind with the Stokes operator. The H1 and
L2 error estimates for the velocity and the L2 error estimate for the pressure are obtained.
Finally, the numerical results are displayed to verify the theoretical analysis.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Numerical simulation for the incompressible flow is the fundamental and significant problem in computational
mathematics and computational fluidmechanics. The difficulty lies in the fact that the velocity and the pressure are coupled
by the solenoidal condition div u = 0. The popular technique to overcome this difficulty is to relax the solenoidal condition
in an appropriate method and to result a pseudo-compressible system, such as the penalty method [1,2] and the locally
stabilized method [3,4].
In this paper, we will consider the Stokes problem−µ∆u+∇p = f inΩ,
div u = 0 inΩ (1)
with the following nonlinear slip boundary conditions
u = 0, on Γ ,
un = 0, −στ (u) ∈ g∂|uτ | on S, (2)
whereΩ ⊂ R2, is a bounded convex domain. Γ ∩ S = ∅,Γ ∪ S = ∂Ω . The viscous coefficientµ > 0 is a positive constant.
g is the scalar functions; un = u · n and uτ = u − unn are the normal and tangential components of the velocity, where
n stands for the unit vector of the external normal to S; στ (u) = σ − σnn, independent of p, is the tangential components
of the stress vector σ which is defined by σi = σi(u, p) = (µeij(u) − pδij)nj, where eij(u) = ∂ui∂xj +
∂uj
∂xi
, i, j = 1, 2. The set
∂ψ(a) denotes a subdifferential of the functionψ at the point a, whose definition will be given in the next section. From the
definition of the subdifferential, we note that the variational formulation of (1) and (2) is the variational inequality problem
of the second kind with the Stokes operator.
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Fig. 1. The domain.
This class of boundary conditions (2) are introducedby Fujita in [5],where he investigated somehydrodynamics problems
under nonlinear boundary conditions, such as leak and slip boundary involving subdifferential property. These types of
boundary conditions appear in the modeling of blood flow in a vein of an arterial sclerosis patient and in that of avalanche
of water and rocks. Fujita in [6] showed the existence and uniqueness of weak solution to the Stokes problem with slip
boundary conditions (2). Subsequently, Saito in [7] showed the regularity of the weak solution by the Yosida regularized
method and finite difference quotient method. Other theory results about the steady and time-dependent Stokes problems
with nonlinear subdifferential boundary conditions can be found in [8–11]. However, in these references, problem (1) and
(2) is studied from the theoretical point of view. In this paper, wewill consider problem (1) and (2) from the numerical view.
The penalty finite element approximation for problem (1) and (2) is studied and the optimal error estimates are derived
in [12]. The aim of this paper is to extend the pressure projection stabilized finite element method introduced by Bochev
in [13] to problem (1) and (2). About this stabilizedmethod, we also refer to [14]. The pressure projection stabilized method
is based on the lower order conforming finite elements, such as P1−P0 and P1−P1. Themain idea is projecting the P0 (or P1)
finite element space for the pressure to the P1 (or P0) finite element space. Moreover, this stabilizedmethod is unconditional
stable. Using the pressure projection stabilized method, we obtain the following error estimates:
‖u− uh‖V + ‖p− ph‖ ≤ c( inf
vh∈Vh
‖u− vh‖V + ‖u− vh‖
1
2
L2(S)
+ inf
qh∈Mh
‖p− qh‖ + ‖p−Πp‖),
‖u− uh‖ ≤ ch( inf
vh∈Vh
‖u− vh‖V + ‖u− vh‖
1
2
L2(S)
+ inf
qh∈Mh
‖p− qh‖ + ‖p−Πp‖),
where Π is the projection operator, c > 0 is independent of h. To verify the theoretical analysis, we give the numerical
results. As the variational formulation of (1) and (2) is the variational inequality problem, if we want to solve this problem,
then the variational inequality problem must be transformed to the variational equation. Here, we use the Uzawa iteration
method in [15] by introducing the multiplier. Comparing with the usual Galerkin method without the pressure projection
and the bubblemethod, we find that the pressure projection stabilized finite elementmethod is valid for the Stokes problem
with nonlinear slip boundary conditions (2).
This paper is organized as follows: in the next section, we will introduce some function spaces and give the variational
formulation of problem (1) and (2); in Sections 3 and 4, we will give the pressure projection stabilized finite element
approximation and show the error estimates; the numerical results are given in the last section.
Throughout this paper, the symbol c always denotes some positive constantwhich is independent of themesh parameter
h and maybe is a different constant even in the same formulation.
2. Stokes problem with nonlinear slip boundary conditions
First, we give the definition of the subdifferential property (for example, see [16]). Let ψ : R2 → R = (−∞,+∞] be a
given function possessing the properties of convexity and weak semi-continuity from below (ψ is not identical with+∞).
We say that the set ∂ψ(a) is a subdifferential of the function ψ at the point a if and only if
∂ψ(a) = {b ∈ R2 : ψ(h)− ψ(a) ≥ b · (h− a), ∀ h ∈ R2}.
Introduce some spaces which are usually used in this paper. Denote
V = {u ∈ H1(Ω)2, u|Γ = 0, u · n|S = 0}, V0 = H10 (Ω)2,
H = {u ∈ L2(Ω)2, div u = 0, u · n|∂Ω = 0}, M = L20(Ω) =

q ∈ L2(Ω),
∫
Ω
qdx = 0

.
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Fig. 2.1. L2 error order of the velocity.
Let ‖ · ‖k be the norm in Hilbert space Hk(Ω)2. Let (·, ·) and ‖ · ‖ be the inner product and the norm in L2(Ω)2. Then we can
equip the inner product and the norm in V by (∇·,∇·) and ‖ ·‖V = ‖∇ ·‖, respectively, because ‖∇ ·‖ is equivalent to ‖ ·‖1.
Let X be the Banach space. Denote X′ the dual space of X and ⟨·, ·⟩ be the dual pairing in X × X′. Introduce the following
bilinear forms
a(u, v) = µ(∇u,∇v) ∀ u, v ∈ V ,
b(v, p) = (p, divv) ∀ v ∈ V , p ∈ M.
The weak formulation associated with problem (1) and (2) is the following variational inequality problem of the second
kind with the Stokes operator:Find (u, p) ∈ V ×M such that
a(u, v − u)+ j(vτ )− j(uτ )− b(v − u, p) ≥ (f , v − u) ∀ v ∈ V ,
b(u, q) = 0 ∀ q ∈ M,
(3)
where j(η) = S g|η|ds. Define the bilinear form B : (V ,M)× (V ,M) −→ R by
B(u, p; v, q) = a(u, v)− b(v, p)+ b(u, q).
It is well known that for all (u, p), (v, q) ∈ (V ,M), the bilinear form B satisfies the following stability property:
B(u, p; u, p) = µ‖u‖2V ,|B(u, p; v, q)| ≤ γ0(‖u‖V + ‖p‖)(‖v‖V + ‖q‖),
α0(‖u‖V + ‖p‖) ≤ sup
(v,q)∈(V ,M)
B(u, p; v, q)
‖v‖V + ‖q‖ ,
where γ0 > 0 and α0 > 0 are some constants. Define the operators J : (V ,M) −→ R and F : (V ,M) −→ R by
J(u, p) = j(u), (F , (v, q)) = (f , v).
Under the above notions, the variational inequality problem (3) reads as follows:
Find (u, p) ∈ (V ,M) such that
B(u, p; v − u, q− p)+ J(vτ , q)− J(uτ , p) ≥ (F , (v − u, q− p)) ∀ (u, q) ∈ (V ,M). (4)
The following theorem about the existence, uniqueness and regularity of weak solution to problem (3) or (4) is showed
by Fujita in [6] and Saito in [7].
Theorem 2.1. Let f ∈ H and g ∈ L2(S). Then the variational inequality problem (3) or (4) admits a unique solution
(u, p) ∈ V ×M such that
‖u‖V + ‖p‖ ≤ c(‖f ‖ + ‖g‖L2(S))
where c > 0 depends on µ andΩ . Furthermore, if ∂Ω is sufficiently smooth, then the weak solution is also regular solution, i.e.,
u ∈ H2(Ω)2 and p ∈ H1(Ω), such that
‖u‖2 + ‖p‖1 ≤ c(‖f ‖ + ‖g‖L2(S)),
where c > 0 depends on µ andΩ .
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Fig. 2.2. H1 error order of the velocity.
Fig. 2.3. L2 error order of the pressure.
3. Pressure projection stabilized finite element approximation
In this section, we will give the pressure projection stabilized finite element approximation for the variational inequality
problem (3). Let τh be a family of regular triangular partition ofΩ into triangles of diameter not great than 0 < h < 1.
Let Pr(K) be the space of the polynomials on K of degree at most r . Define the finite element subspaces of V and M in
this paper are defined by
Vh = {v ∈ V : v|K ∈ P1(K) ∀ K ∈ τh}
and
Mh = {q ∈ M : q|K ∈ P1(K) ∀ K ∈ τh}.
Following [13,14], we can define the pressure projection stabilized finite element approximation of (3) as follows:Find (uh, ph) ∈ Vh ×Mh such that
a(uh, vh − uh)− b(vh − uh, ph)+ j(vhτ )− j(uhτ ) ≥ (f , vh − uh) ∀ vh ∈ Vh,
b(uh, qh)+ G(ph, qh) = 0 ∀ qh ∈ Mh,
(5)
where the stabilized term G(p, q) is defined by
G(p, q) = (p−Πp, q−Πq) ∀ p, q ∈ M,
where the operatorΠ : M → P0 has a piecewise constant range and satisfies
‖p−Πp‖ ≤ ch‖p‖1 ∀ p ∈ H1(Ω). (6)
If we denote
Bh(uh, ph; vh, qh) = a(uh, vh)− b(vh, ph)+ b(uh, qh)+ G(ph, qh),
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then the pressure projection stabilized formulation (5) can be written as
Find (uh, ph) ∈ Vh ×Mh such that for all (vh, qh) ∈ Vh ×Mh,
Bh(uh, ph; vh − uh, qh − ph)+ J(vhτ , qh)− J(uhτ , ph) ≥ (F , (vh − uh, qh − ph)). (7)
About the bilinear form Bh, the following stability theorem was established by in [13,14]:
Theorem 3.1. For ∀p ∈ M, suppose that Π is continuous as an operator M → P0:
‖Πp‖ ≤ c‖p‖ ∀ p ∈ M,
then there holds
|Bh(uh, ph; vh, qh)| ≤ β1(‖uh‖V + ‖ph‖)(‖vh‖V + ‖qh‖) ∀ (uh, ph), (vh, qh) ∈ (Vh,Mh),
β2(‖uh‖V + ‖ph‖) ≤ sup
(vh,qh)∈(Vh,Mh)
Bh(uh, ph; vh, qh)
‖vh‖V + ‖qh‖ ∀ (uh, ph) ∈ (
Vh,Mh),
whereVh ⊂ V0 be the finite element subspace of V0, β1 > 0, β2 > 0 are two constants independent of h.
In addition, Bochev et al. in [13] proves the following inequality
‖ph −Πph‖2 ≥ κ1h2‖ph‖2 ∀ ph ∈ Mh.
On the existence and uniqueness of the solution of the discrete problem (5) or (7), we have
Theorem 3.2. Assume that f ∈ H and g ∈ L2(S), then the discrete problem (5) or (7) admits a unique solution (uh, ph) ∈
(Vh,Mh).
Proof. By the definition of Bh, we have
Bh(vh, qh; vh, qh) = a(vh, vh)+ G(qh, qh) ≥ µ‖vh‖2V + κ1h2‖qh‖2. (8)
Hence Bh(vh, qh; vh, qh) is coercive in (Vh,Mh). Hence, by the existence theorem of the solution to elliptic variational
inequality of the second kind in finite dimensional space [17], we conclude that the discrete problem (5) or (7) admits a
unique solution (uh, ph) ∈ (Vh,Mh). 
4. Error estimates
In this section, we will show the H1 and L2 error estimates for the velocity and the L2 error estimate for the pressure.
Theorem 4.1. Let (u, p) ∈ V × M and (uh, ph) ∈ Vh × Mh be the weak solution of (3) and (5), respectively, then we have the
following error estimate
‖u− uh‖V + ‖p− ph‖ ≤ c( inf
vh∈Vh
‖u− vh‖V + inf
vh∈Vh
‖u− vh‖
1
2
L2(S)
+ inf
qh∈Mh
‖p− qh‖ + ‖p−Πp‖), (9)
where c > 0 is independent of h.
Proof. By the definition of the bilinear form Bh, we have
µ‖uh − vh‖2V + G(ph − qh, ph − qh) ≤ Bh(uh − vh, ph − qh; uh − vh, ph − qh)
= Bh(uh, ph; uh − vh, ph − qh)− Bh(vh, qh; uh − vh, ph − qh)
= a(uh, uh − vh)− b(uh − vh, ph)+ b(uh, ph − qh)
+G(ph, ph − qh)− Bh(vh, qh; uh − vh, ph − qh)
≤ (f , uh − vh)+ j(vhτ )− j(uhτ )− Bh(vh, qh; uh − vh, ph − qh). (10)
Let v = uh and v = 2u− vh in (3), one has
a(u, uh − u)− b(uh − u, p)+ j(uhτ )− j(uτ ) ≥ (f , uh − u)
and
a(u, u− vh)− b(u− vh, p)+ j((2u− vh)τ )− j(uτ ) ≥ (f , u− vh),
which gives
a(u, uh − vh)− b(uh − vh, p)+ j((2u− vh)τ )+ j(uhτ )− 2j(uτ ) ≥ (f , uh − vh).
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Substituting the above inequality into (10) yields
µ‖uh − vh‖2V + G(ph − qh, ph − qh) ≤ a(u, uh − vh)+ j(vhτ )− 2j(uτ )+ j(2uτ − vhτ )− b(uh − vh, p)
− a(vh, uh − vh)+ b(uh − vh, qh)− b(vh, ph − qh)− G(qh, ph − qh)
= a(u− vh, uh − vh)− b(uh − vh, p− qh)+ b(u− vh, ph − qh)
−G(qh, ph − qh)+ j(vhτ )− 2j(uτ )+ j(2uτ − vhτ )
≤ |a(u− vh, uh − vh)| + |b(u− vh, ph − qh)− b(uh − vh, p− qh)|
+ |G(qh, ph − qh)| + |j(vhτ )− 2j(uτ )+ j(2uτ − vhτ )|
= I1 + I2 + I3 + I4, (11)
where we use b(u, q) = 0 for all q ∈ M . Next, we estimate the four terms of the right side of (11). According to Young’s
inequality, we estimate I1 as follows:
I1 ≤ µ‖u− vh‖V‖uh − vh‖V ≤ α‖uh − vh‖2V +
µ2
4α
‖u− vh‖2V ,
where α > 0 is a sufficiently small constant. Similarly, we estimate I2 as follows:
I2 ≤ ‖u− vh‖V‖ph − qh‖ + ‖uh − vh‖V‖p− qh‖
≤ ‖ph − qh‖2 + 14‖u− vh‖
2
V + α‖uh − vh‖2V +
1
4α
‖p− qh‖2.
Estimate I3 by
I3 = |G(qh − p, ph − qh)+ G(p, ph − qh)|
≤ ‖p− qh‖ · ‖ph − qh‖ + ‖p−Πp‖ · ‖ph − qh‖
≤ 2‖ph − qh‖2 + 14‖p− qh‖
2 + 1
4
‖p−Πp‖2.
For I4, we can easily obtain
I4 ≤ c‖u− vh‖L2(S).
Substituting I1, I2, I3 and I4 into (11), dropping G(ph − qh, ph − qh) and taking α = µ4 , we can obtain
2‖uh − vh‖2V ≤ c(‖u− vh‖2V + ‖u− vh‖L2(S) + ‖p− qh‖2)
+ 12
µ
‖ph − qh‖2 + 1
µ
‖p−Πp‖2 + 1
µ
‖u− vh‖2V +
1
µ
‖p− qh‖2,
where c > 0 is a constant which is dependent of µ. According to the triangular inequality, we have
‖u− uh‖2V ≤ 2‖u− vh‖2V + 2‖uh − vh‖2V
≤ c(‖u− vh‖2V + ‖u− vh‖L2(S) + ‖p− qh‖2)
+ 12
µ
‖ph − qh‖2 + 1
µ
‖p−Πp‖2 + 1
µ
‖u− vh‖2V +
1
µ
‖p− qh‖2. (12)
Now, we estimate ‖ph − qh‖. According to Theorem 3.1, we have
β2‖ph − qh‖ ≤ sup
(wh,qh)∈(Vh,Mh)
Bh(uh − vh, ph − qh;wh, qh)
‖wh‖V + ‖qh‖
= sup
(wh,qh)∈(Vh,Mh)
Bh(uh − u, ph − p;wh, qh)+Bh(u− vh, p− qh;wh, qh)
‖wh‖V + ‖qh‖ . (13)
Letwh ∈ Vh ⊂ V0. Setting v = u± wh in (3) yields
a(u, wh)− b(wh, p) ≥ (f , wh) ∀wh ∈ Vh
and
a(u,−wh)− b(−wh, p) ≥ (f ,−wh) ∀wh ∈ Vh.
Thus
a(u, wh)− b(wh, p) = (f , wh) ∀wh ∈ Vh.
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Similarly, from (5) one has
a(uh, wh)− b(wh, ph) = (f , wh) ∀wh ∈ Vh.
Hence
a(u− uh, wh) = b(wh, p− ph) ∀wh ∈ Vh.
By the definition of Bh, we have
Bh(uh − u, ph − p;wh, qh)
= a(uh − u, wh)− b(wh, ph − p)+ b(uh − u, qh)+ G(ph − p, qh)
= −G(ph, qh)+ G(ph − p, qh) = −G(p, qh)
≤ ‖p−Πp‖ · ‖qh‖, (14)
where we use d(uh − u, qh)+ G(ph, qh) = 0. Substituting (14) into (13) and according to Theorem 3.1, we obtain that
β2‖ph − qh‖ ≤ ‖p−Πp‖ + β1(‖u− vh‖V + ‖p− qh‖). (15)
Substituting (15) into (12), we have
‖u− uh‖V ≤ c(‖u− vh‖V + ‖p− qh‖ + ‖u− vh‖
1
2
L2(S)
+ ‖p−Πp‖).
Then according to the triangular inequality and (15), we have
‖p− ph‖ ≤ ‖p− qh‖ + ‖qh − ph‖ ≤ c(‖u− vh‖V + ‖p− qh‖ + ‖p−Πp‖). 
Next, we will give the L2 error estimate ‖u − uh‖ by the Aubin–Nitsche technique. To do this, we need the following
regular assumptions about the homogeneous stokes problem with linear slip boundary conditions.
(A) Given u and uh the solutions of (3) and (5), respectively. We assume that the following linear stokes problem:
−µ△w +∇π = u− uh inΩ,
divw = 0 inΩ,
w = 0 on Γ ,
wn = 0,−στw = 0 on S
(16)
admits a unique solution (w, π) ∈ H2(Ω)2 ∩ V × H1(Ω) ∩M such that
‖w‖2 + ‖π‖1 ≤ c‖u− uh‖, (17)
where c > 0 is independent of h.
The weak variational formulation associated with (16) isFind(w, π) ∈ (V ,M) such that
a(w, v)− b(v, π) = (u− uh, v) ∀ v ∈ V ,
b(w, q) = 0 ∀ q ∈ M.
(18)
Letwh ∈ Vh ⊂ V0 and πh ∈ Mh be the stabilized finite element approximation solution of (18) which satisfies the following
problem:
a(wh, vh)− b(vh, πh) = (u− uh, vh) ∀ vh ∈ Vh,
b(wh, qh)+ G(πh, qh) = 0 ∀ qh ∈ Mh, (19)
then the following error estimate holds:
‖w − wh‖V + ‖π − πh‖ ≤ ch‖u− uh‖, (20)
where c > 0 is independent of h.
Theorem 4.2. Under the assumption (A), let (u, p) ∈ (V ,M) and (uh, ph) ∈ (Vh,Mh) be the weak solution of (3) and (5),
respectively, then we have the following L2 error estimate
‖u− uh‖ ≤ ch( inf
vh∈Vh
‖u− vh‖V + inf
vh∈Vh
‖u− vh‖
1
2
L2(S) + infqh∈Mh ‖p− qh‖ + ‖p−Πp‖),
where c > 0 is independent of h.
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Proof. Setting v = u− uh in (18) yields
‖u− uh‖2 = a(w, u− uh)− b(u− uh, π)
= a(w − wh, u− uh)+ a(wh, u− uh)− b(u− uh, π). (21)
Forwh ∈ Vh ⊂ V0, setting v = u± wh in (3) and vh = uh ± wh in (5) yields
a(u, wh)− b(wh, p) = (f , wh) ∀wh ∈ Vh
and
a(uh, wh)− b(wh, ph) = (f , wh) ∀wh ∈ Vh,
which yields
a(u− uh, wh) = b(wh, p− ph) = b(wh − w, p− ph) ∀wh ∈ Vh, (22)
where we use d(w, q) = 0 for all q ∈ M. Substituting (22) into (21), one has
‖u− uh‖2 = a(w − wh, u− uh)+ b(wh − w, p− ph)− b(u− uh, π). (23)
SinceΠπ is piecewise constant inΩ , and u− uh ∈ V is continuous inΩ , then we have b(u− uh,Ππ) = 0. Thus
b(u− uh, π) = b(u− uh, π −Ππ). (24)
Substituting (24) into (23) and according to (17) and (20), one has
‖u− uh‖2 = a(w − wh, u− uh)+ b(wh − w, p− ph)− b(u− uh, π −Ππ)
≤ µ‖w − wh‖V‖u− uh‖V + ‖w − wh‖V‖p− ph‖ + ‖u− uh‖V‖π −Ππ‖
≤ ch‖u− uh‖(‖u− uh‖V + ‖p− ph‖)
≤ ch(‖u− vh‖V + ‖p− qh‖ + ‖u− vh‖
1
2
L2(S)
+ ‖p−Πp‖)‖u− uh‖. 
5. Numerical results
In this section, we will give the numerical results to verify the theoretical analysis obtained in Section 4. Because the
variational formulation (3) is variational inequality problem, if we want to give the numerical results, then problem (3)
must be transformed to the variational equations. In [15], we show that the variational inequality problem (3) is equivalent
to the following variational equation:
a(u, v)− b(v, p)+
∫
S
λgvτds = (f , v) ∀ v ∈ V ,
b(u, q) = 0 ∀ q ∈ M,
λuτ = |uτ | a.e. on S,
(25)
where λ ∈ Λ = {µ ∈ L2(S) : |µ(x)| ≤ 1 a.e. on S}. In this case, we can solve problem (3) by the following Uzawa iteration
method introduced in [15]:
λ0 ∈ Λ arbitrary given (for instance λ0 = 1),
then λn is known, we compute (un, pn) and λn+1 bya(un, v)− b(v, pn) = (f , v)−
∫
S
λngvτds ∀ v ∈ V ,
b(un, q) = 0 ∀ q ∈ M,
and
λn+1 = PΛ(λn + ρgunτ ) ρ > 0,
where
PΛ(µ) = sup(−1, inf(1, µ)) ∀ µ ∈ L2(S).
Consider problem (1) and (2) in the fixed domain [0, 1] × [0, 1] (see Fig. 1). The exact solution is given by
u(x, y) = (u1(x, y), u2(x, y)), p(x, y) = (2x− 1)(2y− 1),
u1(x, y) = −x2y(x− 1)(3y− 2), u2(x, y) = xy2(y− 1)(3x− 2)
and f is defined by (1) with ν = 0.01.
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Table 1
The relative error and the convergence order.
h ‖u−uh‖‖u‖ Order
‖u−uh‖V
‖u‖V Order
‖p−ph‖
‖p‖ Order
1/8 0.120346 0.370066 0.0259389
1/16 0.0272826 2.14 0.169919 1.12 0.00948854 1.45
1/24 0.0112994 2.17 0.10793 1.12 0.00544006 1.37
1/32 0.0060636 2.16 0.0786981 1.10 0.00364432 1.39
1/40 0.00375605 2.15 0.0618266 1.08 0.00265907 1.41
1/48 0.00254828 2.13 0.0508811 1.07 0.002049 1.43
1/56 0.00184071 2.11 0.0432174 1.06 0.00164027 1.44
1/64 0.00139183 2.09 0.0375557 1.05 0.00135081 1.45
It is easy to verify the exact solution u satisfies u = 0 on Γ , u · n⃗ = u1 = 0, u2 ≠ 0 on S1 and u1 ≠ 0, u · n⃗ = u2 = 0 on
S2. Moreover, the tangential vector τ on S1 and S2 are (0, 1) and (−1, 0), thus
στ = 4νy2(y− 1) on S1,
στ = 4νx2(x− 1) on S2.
On the other hand, from the nonlinear boundary conditions (2), we have
|στ | ≤ g,
then the function g can be chosen such that g = −στ ≥ 0 on S1 and S2.
For all ph, qh ∈ Mh, the stabilized term G(ph, qh) can be solved by the following local Gauss integration method in [14]:
G(ph, qh) = pTi (Mk −M1)qj = pTi Mkqj − pTi M1qj,
where
pTi = [p0, p1, . . . , pN−1]T , qj = [q0, q1, . . . , qN−1],
Mij = (φi, φj), ph =
N−1−
i=0
piφi, pi = ph(xi) i, j = 0, 1, . . . ,N − 1,
whereφi is the base function inΩ with respect to the pressure such that its value is one at the node xi and is zero at else node;
Mk, k ≥ 2 and M1 are pressure mass matrix computed by using k-order and 1-order Gauss integration in each direction,
respectively; pi, qi are the values of ph, qh at node xi; pTi is the transpose of the matrix pi.
From Theorems 4.1 and 4.2, we have the following optimal error estimates:
‖u− uh‖ + h‖u− uh‖V + h‖p− ph‖ ≤ ch2. (26)
Select the iteration initial value λ0 = 1. We pick eight values of 18 , . . . , 164 . In Table 1, we display the relative errors ‖u−uh‖‖u‖ ,
‖u−uh‖V
‖u‖V and
‖p−ph‖
‖p‖ , from which we can see that the convergence order is consistent with the estimate (26).
Next, we give the comparison results among the usual Galerkin finite element method without pressure projection
(P1 − P1 method), the bubble method and the pressure projection stabilized method. The relative L2 and H1 error estimates
based on these three methods are displayed in Figs. 2.1–2.3. Figs. 2.1 and 2.2 show that there has no negative impact on the
velocity approximation. However, Fig. 2.3 shows that there have some deterioration for the pressurewhenwe use the P1−P1
method. The reason is that the stabilization condition does not hold for the P1− P1 element without the pressure projection
method. Moreover, the convergence orders for the stabilized method and the bubble method are over optimal order. In
summary, the pressure projection stabilized method is very valid for the Stokes problem with nonlinear slip boundary and
the numerical results are consistent with the theoretical analysis.
Acknowledgements
The authors would like to thank the anonymous reviewers for their careful reviews and comments for this paper.
References
[1] R. Temam, Sur l’approximation des solutions des equations de Navier–Stokes, C. R. Acad. Sci. Paris, Serie A 262 (1966) 219–221.
[2] R. Temam, Une méthode d’approximation des solutions des équations de Navier–Stokes, Bull. Soc. Math. France 98 (1968) 115–152.
[3] N. Kechkar, D. Silvester, Analysis of locally stabilized mixed finite element methods for the Stokes problem, Math. Comp. 58 (1992) 1–10.
[4] Yinnian He, Aiwen Wang, Liquan Mei, Stabilized finite-element method for the stationary Navier–Stokes equations, J. Engineering Mathematics 51
(4) (2005) 367–380.
[5] H. Fujita, Flow Problems with Unilateral Boundary Conditions, Collège de France, Lecons, 1993.
[6] H. Fujita, A Mathematical Analysis of Motions of Viscous Incompressible Fluid Under Leak or Slip Boundary Conditions, 888, RIMS Kokyuroku, 1994,
pp. 199–216.
3682 Y. Li, K. Li / Journal of Computational and Applied Mathematics 235 (2011) 3673–3682
[7] N. Saito, On the Stokes EquationsWith the Leak and Slip Boundary Conditions of Friction Type: Regularity of Solutions, 40, Pub. RIMS, Kyoto University,
2004, pp. 345–383.
[8] H. Fujita, Non-stationary stokes flows under leak boundary conditions of friction type, J. Comput. Math. 19 (2001) 1–8.
[9] H. Fujita, A coherent analysis of Stokes folws under boundary conditions of friction type, J. Comput. Appl. Math. 149 (2002) 57–69.
[10] H. Fujita, H. Kawarada, Variational inequalities for the Stokes equation with boundary conditions of friction type, recent developement in domain
decomposition methods and flow problems, GAKUTO Internat. Ser. Math. Sci. Appl. 11 (1998) 15–33.
[11] N. Saito, H. Fujita, Regularity of solutions to the Stokes equation under a certain nonlinear boundary condition, The Navier–Stokes Equations, Lecture
Notes in Pure and Appl. Math. 223 (2001) 73–86.
[12] Yuan Li, Kaitai Li, Penalty finite element method for Stokes problem with nonlinear slip boundary conditions, Appl. Math. Comput. 204 (1) (2008)
216–226.
[13] P. Bochev, C. Dohrmann, M. Gunzburger, Stabilization of low-order mixed finite element, SIAM J. Numer. Anal. 44 (1) (2006) 82–101.
[14] Jian Li, Yinnian He, A stabilized finite element method based on two local Gauss integrations for the Stokes equations, J. Comput. Appl. Math. 214 (1)
(2008) 58–65.
[15] Yuan Li, Kaitai Li, Uzawa iterationmethod for Stokes type variational inequality of the second kind, Acta Math. Appl. Sin. (English Series) 27 (2) (2011)
302–315.
[16] L.C. Evans, Partial Differential Equations, American Mathematical Society, 1998.
[17] R. Glowinski, Numerical Methods for Nonlinear Variational Problems, Springer Verlag, New York Inc., 1984.
