As mentioned in the main body of the paper, consider linear working models for estimating the Q-functions: Q j (H j , A j ; β j , ψ j ) = β T j H j0 + (ψ T j H j1 )A j , j = 1, . . . , J, where H j0 and H j1 are possibly different features of H j , with H j0 denoting the "main effect of history" and H j1 denoting the "interaction effect of history" with treatment (both H j0 and H j1 include intercept-like terms). Accordingly, d j (h j ) = arg max a j Q j (h j , a j ; β j , ψ j ) = sign(ψ T j H j1 ), since A j is coded −1 or 1. Note that the argument of the sign() function is a contrast of two Q-functions, ψ T j H j1 = 1 2 [Q j (h j , +1; β j , ψ j )−Q j (h j , −1; β j , ψ j )]. This contrast function plays a key role in making decisions in a Q-learning framework. The standard, recursive Q-learning algorithm goes as follows:
2. For j = J − 1, . . . , 1:
(a) Stage-j pseudo-outcome: Y ji = max a j+1 Q j+1 (H j+1,i , a j+1 ; β j+1 , ψ j+1 ), i = 1, . . . , n.
Then the estimated optimal DTR is ( d 1 , . . . , d J ), where d j (h j ) = arg max a j Q j (h j , a j ; β j , ψ j ) is the estimated stage-j rule (j = 1, . . . , J). To distinguish this method from the Q-shared method proposed in the main body of the paper, we refer to this standard, recursive Q-learning as Qunshared.
Assuming correctly specified models, one can re-write Q j = E[Y j (θ j+1 )|H j , A j ] for 1 ≤ j < J, where Y j (θ j+1 ) = β T j+1 H j+1,0 + |ψ T j+1 H j+1,1 | is the population-level stage-j pseudo-outcome. Then the J regression equations are Q j = Z j θ j , with θ T j = (β T j , ψ T j ) and Z j = (H T j0 , H T j1 A j ), for j = 1, . . . , J. The goal is to simultaneously solve Q j = Z j θ j for θ j , ∀j. This, in principle, can be done by simultaneously minimizing ||Y − Z J θ J || 2 , and ||Y j (θ j+1 ) − Z j θ j | 2 , ∀j < J. But Y j (θ j+1 ) being a function of θ j+1 makes this exercise a bit tricky compared to standard linear regression. Moving backward through stages as above addresses this issue using 'plug-in' estimators, i.e. setting Y j = Y j ( θ j+1 ).
A.2 Relation between Q-shared and Simultaneous g-estimation
In the following lemma, we provide a set of sufficient conditions under which Q-learning and gestimation are algebraically equivalent.
Lemma 1. Consider linear models for the Q-functions as in Equation (2) in the main body of the paper. Assume that:
(i) A j has zero conditional mean given the history H j , j = 1, . . . , J; and (ii) the covariates used in the model for Q j are nested within the covariates used in the model for Q j+1 , i.e., (H T j0 , H T j1 A j ) ⊂ H T j+1,0 , j = 1, . . . , J − 1.
Then the estimating function in the shared Q-learning is algebraically equivalent to an inefficient version of g-estimation.
Remark 1. The above lemma is analogous to the Lemma 1 of Chakraborty et al. (2010) , which establishes a similar connection between Q-learning and g-estimation when the parameters are not shared across stages.
Remark 2. Exploiting the above connection (Lemma 1) between the Q-shared method and the simultaneous g-estimation, one can show that the Q-shared estimator is consistent and asymptotically normal under strict regularity conditions as typically required by g-estimation. Unfortunately, this result is often not helpful because those regularity conditions are frequently violated, and we encounter nonregular settings more often than not.
Proof: A brief review of g-estimation is necessary to understand Lemma 1, as well as to prove it. We begin by defining the advantage, which is the negative of the regret (Murphy, 2003) , at stage j:
The advantage, a particular instance of a blip function (Robins, 2004) , is the mean difference in outcome which would be expected if treatment A j were to be used instead of the optimal treatment at stage j amongst individuals with treatment and covariate history H j who go on to receive optimal treatment at all subsequent stages. The optimal DTR using g-estimation is given by d j (H j ) = arg max a j µ j (H j , A j ). Typically, µ j (H j , A j ) is parameterized as µ j (H j , A j ; ψ j ) for some parameter of interest ψ j . Once a suitable estimate of ψ j , say ψ j , is obtained, the estimated optimal DTR is given by d j (H j ) = arg max a j µ j (H j , A j ; ψ j ). In particular, using linear models for Q-functions as in Section 3 yields the correspondence:
In a shared-parameter setting, ψ j = ψ, ∀j, and hence a simultaneous version of g-estimation is necessary.
An inefficient version of simultaneous g-estimation (inefficient, because the conditional variance term is omitted from the estimating equations) proceeds by solving the following third-, secondand first-stage estimating equations at the same time:
By condition (i) of the lemma, E[H j1 A j |H j ] = 0, ∀j. Then the above equations reduce to Chakraborty et al., 2010) . Further,
The g-estimating equations may therefore be expressed as
The second-and first-stage estimating functions may be re-expressed as
The above system of equations can be solved for any choice of the nuisance functions m j (H j ). In particular, taking m j (H j ) = H T j0 β j , j = 1, 2, 3, we see that the g-estimating functions are algebraically equivalent to the shared Q-learning functions of Section 4; see Appendix A of Chakraborty et al. (2010) for further details. It therefore follows that the estimation that proceeds by stacking the estimating equations so that they may be solved simultaneously leads to an identical objective function in shared Q-learning and simultaneous g-estimation.
Remark 3. While Q-learning and g-estimation are in some instances algebraically equivalent, the typical implementation of these methods leads to estimates which are not identical. In case of shared parameters, the estimating functions may be stacked and partitioned to form an equation similar to (2). Simultaneous g-estimation has previously been implemented (Moodie et al., 2007) by aiming to minimize J(θ); cf. Section 3.3 of the main paper. However, as discussed in the current paper, an estimating equation based on the Bellman residual may be preferable for greater numerical stability.
A.3 Nonregularity and Thresholding Methods
Nonregularity is a well-known problem in estimating optimal DTRs that results from non-smooth maximization. By nonregularity, we mean that the asymptotic distribution of √ n( ψ j − ψ j ) does not converge uniformly over the parameter space, for all stages j except the last (Robins, 2004; Laber and Murphy, 2011; Laber et al., 2014) . Nonregularity often causes bias in the Q-learning parameter estimates. In a two-stage setting, the behavior of the stage-1 parameters is influenced by a quantity called degree of nonregularity, defined as p 2 = P [ψ T 2 H 21 = 0] (Chakraborty et al., 2010) ; nonregularity is said to exist if p 2 > 0. More generally, in a setting with J stages, the above notion can be extended to (J − 1) stage-specific degrees of nonregularity, p j = P [ψ T j H j1 = 0], j = J, . . . , 2. When the ψ parameters are shared across stages, the definition of p j reduces to p j = P [ψ T H j1 = 0]. Note that the contrast function ψ T H j1 (introduced in the main body of the paper) plays a key role in defining nonregularity.
The soft-thresholding approach (Chakraborty et al., 2010; Laber et al., 2014) aims to reduce the bias resulting from nonregularity by shrinking the nonsmooth term in the Q-learning pseudooutcome; the resulting estimators are known as soft-threshold estimators. Is it worthwhile to develop a simultaneous estimation procedure involving the soft-threshold estimators, analogous to the Q-shared method? To answer this question, first focus on a two-stage problem. The general form of the soft-threshold pseudo-outcome is
where x + = x1{x > 0} stands for the positive part of a function (with 1{} being an indicator function) and λ n,i is a tuning parameter. Furthermore, with λ n,i = 3H T 21,i Σ 21 H 21,i /n, where n −1 Σ 21 is the estimated covariance matrix of ψ 2 , the above soft-threshold pseudo-outcome is an approximate empirical Bayes predictor of the true pseudo-outcome. In a two-stage problem, a simultaneous estimation procedure based on soft-thresholding makes sense; in our preliminary numerical investigations (not shown here), this approach showed promising results.
An interesting issue arises when we move to three stages and beyond. In a three-stage setting, one needs to deal with two sets of pseudo-outcomes
n,i and λ
n,i are the relevant tuning parameters. As before, one can set λ
n,i = 3H T 31,i Σ 31 H 31,i /n, appealing to the empirical Bayes justification. Unfortunately, this justification does not apply in case of λ (2) n,i = 3H T 21,i Σ 21 H 21,i /n, because the empirical Bayes theory in this case would require ψ T 2 H 21,i (i = 1, . . . , n) to be approximately normally distributed (see Chakraborty et al., 2010, Lemma 2) , which is not true anymore. Also, in our preliminary numerical investigations (not included in this article), we found that the performance of the soft-threshold approach drops substantially if we set the tuning parameters in this way in a three-stage setting. Thus, in order to apply soft-thresholding in a problem with more than two stages, one needs to find an alternative way to choose the tuning parameters, which is not easy in general. Similar issues arise in case of hard-thresholding (Moodie and Richardson, 2010) , since the thresholds there are also based on asymptotic normality.
A.4 Details of the Generative Model used in the Simulation Study
In this section, we establish the relationship between the parameters (ψ) in the Q-functions and the parameters (γ) in the stage-specific generative models (see the subsection 4.1 of the main paper). To establish these relationships algebraically (which allows us to compute the bias of individual ψs), we need to restrict to binary covariates O j , j = 1, 2, 3 in the current study. In general O j s can also be continuous; however, exact analytical expressions for the ψs in terms of γs may not be available then.
The shared nature of the ψs imposes certain restrictions among the γs. We demonstrate these dependencies in this section. Of particular interest is the fact that ψ 0 = γ 10 , ψ 1 = γ 11 , ψ 2 = γ 12 and ψ 3 = γ 13 . Also, it turns out that only γ 1 , γ 2 , γ 5 , γ 9 γ 10 , γ 11 , γ 12 and γ 13 are the free parameters among the γs; the values of γ 3 , γ 4 , γ 6 , γ 7 and γ 8 are dependent on them. In the present study, we always set γ 1 = γ 2 = 0, and vary the remaining free parameters to construct seven example scenarios. We also vary the δ parameters (δ 21 , δ 22 , δ 31 , δ 32 and δ 33 ) in the examples. These examples represent a variety of nonregularity expressed in terms of p 3 and p 2 ; see Table 1 of this Web Supplement for a complete description of the examples. With this overview, we move to the actual derivation of the relationships.
where
At stage 2, following the recursive Q-learning algorithm,
where q 1 , · · · , q 4 are the corresponding coefficients which can be understood from (4). Note that, using the fact that O 2 and A 1 can take values in {−1, 1}, we have
Therefore,
where W 1 , · · · , W 4 are well understood from the above steps.
Finally, at stage 1, we have
Note that, using the fact that O 2 and A 1 can take values in {−1, 1}, we have
where l 1 , · · · , l 4 are well understood from above. Now, using (7) in (6), we have
From the stage 1 regression and from Q 1 (H 1 , A 1 ) in (8), clearly the coefficient of A 1 in (8) is equal to ψ 0 . Thus we have,
Similarly, the coefficient of O 1 A 1 in (8) is equal to ψ 1 . The relationship is
From the stage 2 regression and from Q 2 (H 2 , A 2 ) in (3), the coefficient of A 2 in (3) equal to ψ 0 . So we have,
Similarly, the coefficient of O 2 A 2 in (3) is equal to ψ 1 . The relationship is
Similarly, the coefficient of A 1 A 2 in (3) is equal to ψ 2 . The relationship is
From the stage 3 regression and from A 3 ) are equal to γ 10 , γ 11 , γ 12 and γ 13 , respectively. So we have γ 10 = ψ 0 , γ 11 = ψ 1 , γ 12 = ψ 2 and γ 13 = ψ 3 .
In the main body of the paper, we have considered seven different example scenarios of the generative model, and compared the performance of various methods across these scenarios, without giving their detailed descriptions. In Table 1 below, we give the necessary details. In particular, we present the values of γ 3 , . . . , γ 13 for all the examples (with the understanding that γ 1 = γ 2 = 0 always). We also present the values of δ 21 , δ 22 , δ 31 , δ 32 , δ 33 . Furthermore, we provide the values of the two stage-specific degrees of nonregularity, p 3 and p 2 . 
A.5 Additional Simulation Studies
In the main body of the paper, we only presented the allocation matching percentages and the bias of the leading parameter ψ 0 , for a stage-1 sample size of 300, representative of the typical size of a sequentially randomized trial. Below we present the bias and MSE of all the shared parameters involved in estimation.
To understand the effect of sample size on the performance of various methods, next we also present the results (bias, MSE, and allocation matching) for a sample size of 1200, comparable to the size of the STAR*D trial described in the main body of the paper. Qualitatively the results are very similar to those with sample size 300, but the allocation matching percentages generally go up for all the methods, as expected for a larger sample size.
Finally, we ran a similar simulation study with only two stages (see Table 5 ), to see if the various competing methods show similar pattern as in the study with three stages. The sample size considered is 300. The patterns indeed came out to be very similar. : (ψ0, ψ1, ψ2 , ψ3) = (0.01, 0, 0, 0) Q-SA 0.0164 (0.0019) -0.0018 (0.0014) 0.0008 (0.0018) 0.0001 (0.0016) Q-IVWA 0.0183 (0.0019) -0.0005 (0.0015) 0.0014 (0.0014) 0.0000 (0.0016) Q-Shared.SA 0.0130 (0.0018) 0.0002 (0.0013) 0.0009 (0.0020) 0.0000 (0.0016) Q-Shared.IVWA 0.0130 (0.0018) -0.0006 (0.0013) 0.0009 (0.0020) 0.0001 (0.0016) Q-Shared.MAX 0.0131 (0.0019) -0.0006 (0.0013) 0.0009 (0.0020) 0.0001 (0.0016) Q-Shared.MIN 0.0129 (0.0018) -0.0006 (0.0013) 0.0009 (0.0020) 0.0001 (0.0016) Q-Shared.ZERO 0.0129 (0.0018) -0.0006 (0.0013) 0.0009 (0.0020) 0.0001 (0.0016) Ex. 2: (ψ0, ψ1, ψ2, ψ3) = (−0.05, 0, 0.05, 0) Q-SA 0.0098 (0.0011) 0.0006 (0.0006) 0.0010 (0.0008) -0.0021 (0.0017) Q-IVWA 0.0071 (0.0025) 0.0012 (0.0011) 0.0013 (0.0012) -0.0022 (0.0017) Q-Shared.SA -0.0133 (0.0011) -0.0001 (0.0005) 0.0023 (0.0008) -0.0021 (0.0017) Q-Shared.IVWA -0.0133 (0.0011) 0.0007 (0.0005) 0.0023 (0.0008) -0.0023 (0.0017) Q-Shared.MAX -0.0133 (0.0011) 0.0007 (0.0005) 0.0023 (0.0008) -0.0023 (0.0017) Q-Shared.MIN -0.0135 (0.0011) 0.0007 (0.0005) 0.0023 (0.0008) -0.0023 (0.0017) Q-Shared.ZERO -0.0134 (0.0011) 0.0007 (0.0005) 0.0023 (0.0008) -0.0023 (0.0017) Ex 3: (ψ0, ψ1, ψ2, ψ3) = (0.05, 0, 0, 0.05) Q-SA -0.0182 (0.0010) 0.0008 ( A.6 The m-out-of-n Bootstrap for Inference
Generally speaking, the m-out-of-n bootstrap is a method for restoring bootstrap consistency in non-regular problems. In the context of DTRs, Chakraborty et al. (2013) developed a choice of the resample size m for standard (unshared) Q-learning with linear models involving only two stages.
In that paper, the proposed generic formula for m was
where p 2 = P (ψ T 2 H 21 = 0) is the degree of nonregularity (defined previously in Section A.2), and η > 0 is a tuning parameter often chosen via double bootstrap (see Chakraborty et al., 2013 , for the exact algorithm). A higher value of p 2 indicates a higher degree of nonregularity, in which case a smaller value of m gives better (closer to nominal) coverage rate. For implementation, one needs to estimate p 2 byp
where the notations have meanings defined earlier. In the current paper, we employ an extension of the above method, as discussed below.
In case of settings with three stages, there are two quantities that quantify nonregularity, viz., p 2 and p 3 = P (ψ T 3 H 31 = 0). Furthermore, when the ψ parameters are shared (i.e., ψ 1 = ψ 2 = ψ 3 = ψ), these quantities reduce to p 2 = P (ψ T H 21 = 0) and p 3 = P (ψ T H 31 = 0). However, to be able to use the m-out-of-n bootstrap procedure with a unique m for the entire Q-shared procedure (rather than for specific stages), one needs to combine p 2 and p 3 into a single quantity to denote overall degree of nonregularity; we propose to use p def = max(p 2 , p 3 ). Thus the choice of m in case of the Q-shared method becomes m = n 1+η(1−p) 1+η . Note that p 3 is estimated byp 3 , similar to the way p 2 is estimated byp 2 . Then we estimate p bŷ p = max(p 2 ,p 3 ), and therefore m bym = n 1+η(1−p) 1+η
. The tuning parameter η is varied in the set {0.025, 0.05, . . . , 1} and chosen via double bootstrap, as in Chakraborty et al. (2013) . The method outlined above is employed to construct the confidence intervals in the STAR*D data analysis presented in the main body of the paper.
A.7 Additional Details on STAR*D Study Design
At level 1 of STAR*D, everyone received citalopram (CIT); no randomization was involved. Nonresponders at level 1 moved to level 2, where they received one of up to seven different treatment options, which we classify as (i) mono therapy: bupropion -sustained release (BUP-SR) or sertraline (SER) or venlafaxine -extended release (VEN-XR) or cognitive psychotherapy (CT); and (ii) combination therapy: CIT + BUP-SR, or CIT+ buspirone (BUS), or CIT + CT. Patients who were randomized to either CT or CIT+CT at level 2 and who had non-satisfactory response were eligible to enter a supplementary level 2A with randomized treatment options VEN-XR or BUP-SR. Patients not responding satisfactorily at level 2 (and level 2A, if applicable) would continue to level 3, where the randomized mono therapy options were mirtazapine (Mirt) or nortriptyline (NTP), whereas the randomized combination therapy options were either lithium (Li) or thyroid hormone (Thy) combined with treatments given at the previous level. Patients still with non-satisfactory response were eligible to move to level 4, where they were randomized to tranylclypromine (Tcp) as mono therapy or Mirt + VEN-XR as combination therapy.
Data Analysis Results
In the main body of the paper, we only presented the results for the estimated shared parameters using the Q-shared method. In Table 6 , we present the results from stage-specific regressions conducted before conducting any shared-parameter estimation. In addition to the estimates and bootstrap standard errors, we also present the multiple-and adjusted-R 2 values. High R 2 values indicate good fit by linear Q-models. The fact that the values of R 2 are decreasing from stage 3 to stage 1 is not surprising because the dependent variable at stage 3 is an observed quantity, whereas those in stages 2 and 1 are pseudo-outcomes based on previously estimated parameter values so the residual sum of squares is likely to be greater. 
