Abstract-The problem of unbiased recursive identification of a plant model in closed-loop operation is considered. A particular form of an output error predictor for the closed loop is introduced. This allows one to derive a parameter estimation algorithm for the plant model that is globally asymptotically stable and asymptotically unbiased in the presence of noise. The paper presents a stability analysis in a deterministic environment and a convergence analysis in the stochastic environment.
Introduction
The practical importance of plant model identification in closed loop has been recognized for many years, and a number of procedures that have been analyzed in detail are available (Gustavsson et al., 1977; Ljung, 1987; Soderstrom and Stoica, 1989) . However, in recent years a revival of interest for the methodology of plant model identification in closed-loop operation has occurred in the context of the iterative combination of identification in closed-loop and robust control re-design (Gevers, 1993; Van den Hof and Schrama, 1995) . In this context, a new point of view has emerged, namely that the objective of plant model identification in closed loop is to get a better prediction for the closed loop via a better estimation of the plant model. While this idea was presented in an embryonic form in Ljung (1987) and theoretical tools for its development were available, it has not been explored in detail until recently, particularly in the area of recursive identification algorithms.
More specifically, in the case of recursive algorithms, the problem can be formulated as follows. Under the assumption that the controller is constant and known, identify a plant model such that (i) global asymptotic stability is assured for any initial parameter estimates and initial error between the output of the true system and that of the closed loop predictor (in the absence of noise);
(ii) for an output disturbance independent of the external signal, an asymptotically optimal predictor for the closed-loop system is obtained;
(iii) under appropriate richness conditions, asymptotically unbiased estimation of the plant model parameters are obtained in the presence of noise.
The above idea leads to the scheme of Fig. 1 , where a predictor for the closed loop is built up as indicated, and the closed-loop prediction error is used to update the plant parameter estimates.
In this paper, it is assumed that the input-output part of the plant to be identified belongs to the model set.
In this context, the problem of identification of a plant model in closed loop can be viewed in two different ways, which lead, however, to similar types of algorithms.
With respect to the various approaches for identification in closed loop (Soderstrom and Stoica, 1989) , the technique presented can be viewed as a variation of the direct approach using a special kind of instrumental variable generated on line within the predictor itself (which requires knowledge of the controller and the access to the external signal).
The paper is organized as follows. In Section 2 the closed-loop recursive parameter estimation algorithms are presented. The stability analysis is presented in Section 3. The convergence properties in a stochastic environment are examined in Section 4. Simulation and real-time experiments are presented in Section 5. Conclusions are given in Section 6.
2. The algorithms 2.1. The basic equations. The objective is to estimate the parameters of the plant model described by the transfer operator: 
A(q-') = 1 + a,9-' +. . + u,,,q-"~ = 1 + 9-'A*(q-').
The plant is operated in closed loop with an RST digital controller (without loss of generality) (Landau, 1990) . The output of the plant operating in closed loop is given by (see Fig. 1 )
where u(t) is the plant input, y(t) is the plant output, w(t) is the output disturbance, a zero-mean stochastic process with finite moments independent of the reference signal, 8 is the vector of coefficients of the transfer operator (1) and q(t) is the vector of measurements:
u(r) = -gy(r) + gr,
where r is the external excitation applied to the reference. For a fixed value of the estimated parameters, the predictor of the closed loop (the design system) is described by
where
C(r) = -$) + ;r.
When the external excitation r,, is added to the output of the controller, (T/S)r in (7) and (11) is replaced by r,,.
The closed-loop prediction (output) error is defined as
The key observation is that the output of the closed-loop system given by (4) can be expressed as
and that l+9--l A'+? (
where P =AS +q-'BR defines the poles of the true closed-loop system. Subtracting (8) from (13) one obtains, after grouping the terms in Q,_ on the left hand side and passing both sides through S/P,
~~(t + 1) = $(e -BjT+(t) + A; w(t + I).
( 15) Note that in the case of constant predictor parameters, since d(t) and W(C + 1) are uncorrelated, an optimal predictor minimizing E{&.(l + l)} is obtained for 6 = 8.
2.2. The CLOE (closed-loop output-error) algorithm. Now replacing the fixed predictor of the closed loop (8) by an adjustable predictor defined as a priori: P"(t + 1) = BT(t)4(t),
where 5"(r + 1) and y(t + 1) are the a priori and a posteriori outputs of the predictor, d(t) contains the a, posteriori predicted outputs and resulting inputs, and e(t) is the adjustable parameter vector, one gets the a priori and a posteriori prediction errors &&(t + 1) and Ed,_ respectively as
EC& + 1) = y(t + 1) -jqt + 1).
The equation for the a posteriori prediction error becomes, in the deterministic case (w(t) = 0),
G-~(I + 1) = g[e -B(t + 1)]~4(r). (20)
This equation has the typical form encountered in discrete-time MRAS and PLR (pseudo-linear regression) recursive identification methods including the output error for open-loop identification. Therefore it is reasonable to consider a PAA of the form used in this case. A general form of such algorithm and the related stability analysis in connection with an equation of the form (20) can be found in Landau (1980, Theorem 2.1) . Such a PAA has the form
A,(r) and A*(t) allow one to obtain various profiles for the adaptation gain (for details, see Landau, 1980) . Equation (24) is obtained from (18), (19) and (21), observing that
2.3. The F-CLOE (filtered closed-loop oulpur-error) algorithm. One can also derive a 'filtered' algorithm. Define
where k =aS + q-"BR (27) is an estimation of the closed-loop poles based on an estimation of A and B (obtained, for example, from an open-loop identification). Neglecting the non-commutativity of the time-varying operators, (20) can be rewritten as
which allows one to derive a recursive parameter estimation with a filtered observation vector. One uses the parameter adaptation algorithm of (21)- (24) in which 4(t) is replaced by &+).
Note that an exact algorithm can be derived, but the formula (24) becomes more complicated.
Srabiliry analysis
The results of the stability analysis are presented in the following theorem.
Theorem 3.1. Assuming that the closed-loop system is stable, the recursive parameter estimation algorithm given by (21)- (24) But this is indeed true because of the result of Theorem 2.1 in Landau (1980) . 0
Remarks.
(9 (ii)
A filter D on the error can be also introduced. In this case the condition (32) will be of the form DS/P -&A is strictly positive real.
For the case of the 'filtered' algorithm, the positive real condition (32) is replaced by
which is much milder if a reasonable estimated model is available (obtained, for example, from an open-loop identification).
(iii) The design of the controller influences the stability condition.
(iv) Unstable plants can be identified if a stabilizing controller with stable S is used.
Relaxation of the posiriue real condition. The positive real condition (32) or (33) can be relaxed using the method proposed in Tomizuka (1982) . This consists in replacing the integral-type PAA of (21) by an 'integral + proportional' type PAA (for details see Landau, 1979 
where K,i, is the minimum value of feedback gain that makes HK(ZC') =
SIP -$A

+ K(S/P -:A)
strictly positive real (this problem always has a solution for discrete-time transfer functions).
Convergence analysis in a stochastic environment
One of the objectives of closed-loop identification is to obtain asymptotic unbiased estimates in the presence of noise on the plant output. We shall use for this analysis the ODE approach (Ljung, 1977) and a specific result for a class of parameter-estimation algorithms (Dugard and Landau, 1980) .
The equation of the a posteriori prediction error in the presence of noise is
e&r + 1) = f [e -Qr + l)lT4(r) + F w(r + 1). (39)
One has the following result. Assume that e(r) generated by the algorithm belongs infinitely often to the domain Dz for which the stationary processes 4(r, 8) and eCL(r + 1, 6) can be defined. Assume that w(r) is a zero-mean stochastic process with finite moments independent of the reference sequence r(r). If, furthermore,
4T(r, 8)(0 -8) =0
has a unique solution (richness condition) then the condition that H'(z-') given by (40) The form of (43) and the independence between 4(r, 8) and w(r + 1) allows one to straightforwardly apply the results of Dugard and Landau (1980) or Ljung and Soderstrom (1983) for the case AZ = constant. However, these results are also (ii) In theP-CLOE algorithm one can replace in the data filter P(9-') by P(q-', t) (the current estimate of closed-loop poles), one gets an RPEM (recursive prediction error method)-type algorithm (Ljung, 1987) but for this method only local results can be derived. Therefore an initialization by another method and stability tests should be added.
Simulation and experimental results
5.1. Simulation results. The objective of the simulation is to show the behaviour of the proposed algorithms when the positive real condition for convergence is violated. In addition, an unstable plant is considered in order to show that the stability of the plant is not a necessary condition for the stability of the algorithms.
For this simulation, the parameters of the system are A(9-') = 1 -2.59-l + 0.29', B(9_') = 9-'(1 +0.59-1).
The output disturbance w(t) is chosen as w(t) = c(9-l) ----e(r), A(9-')
where e(r) is a zero-mean uniformly distributed white noise and C(9_') = 1+0.59-' +o.59-Z.
The open-loop system, which is in fact unstable, can be stabilized using a unit feedback (R = S = 1). The characteristic polynomial of the closed-loop system is given by
which leads to a non-positive-real discrete-time transfer function for S/P.
For identification of the plant model in closed loop. a pseudorandom binary sequence (PRBS) generated by a 7-bit shift register and a clock frequency of *fs (sampling frequency f, = 1) is considered as reference signal. The noise 
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0 loo zoo 300 400 500 600 700 a00 so0 looo Fig. 2 . Evolution of the parametric distance for the CLOE algorithm: (a) using integral adaptation; (b) using integral + proportional adaptation. Fig. 3 . Evolution of the parametric distance for the F-CLOE algorithm: (a) using an on-line estimation of P(r) =A (r)S + 9-"B(r)R:
(b) using the exact S/P.
signal ratio at the output of the closed-loop system is about 10% in terms of variance. In order to study the convergence of the algorithms, the parametric distance defined by
may be used as a criterion. Figures 2 and 3 show the evolutions of the parametric distance for CLOE and F-CLOE methods. One can observe that the CLOE method with integral parameter adaptation (curve (a)) does not converge (it does not diverge either) when S/P is not a positive real function. This algorithm will converge to the true values (curve(b)) using the modification explained in Section 4 (Fr= 0.00151), which relaxes the positive real condition. One also sees that the F-CLOE method converges to the true values. It should be noticed that the true parameters of the plant are used to compute an estimation of the characteristic polynomial p in the F-CLOE algorithm for the cuqe (b) and ,an on-line estimation of the polynomial
P(t) =A(t)S +9-"B(r)R
is used for the curve (a). However, this example clearly justifies the fact that the positive real condition on S/P can be relaxed using some a priori information about the plant.
5.2. Experimental evaluation. The experimental device is depicted in Fig. 4 . It consists of a flexible transmission formed by a set of three pulleys coupled by two very elastic belts. The system is controlled by a PC via an I/O board. The sampling frequency is 20 Hz.
The system identification is carried out in open loop with a PC using PIM/TR identification software (Adaptech, 1995) . The main characteristics of the system are two very oscillatory modes, an unstable zero and a time delay of two sampling periods. A controller for this system is computed by the pole-placement method with PC-REG software (Adaptech, 1995) . The controller is designed in order to obtain two dominant poles with the same frequency as the first mode of the open-loop model but with a damping factor of 0.8. The precompensator T(q-') is chosen to obtain unit closed-loop gain, The parameters of the RST controller are as follows: The above controller has been implemented on the real platform using PCREG-TR software (Adaptech, 1995) . The identification of the plant in closed loop is carried out using the CLOE method. A PRBS generated by a 7-bit shift register and a clock frequency of '2fs is considered as reference signal. The parameters of the plant model identified in closed loop are given by
The frequency response of the model identified in closed loop is compared with that of the open-loop model in Fig. 5 . The first oscillatory mode is almost identical in the two models, while the second identified mode is rather different.
In order to validate the identified model, the real achieved closed-loop poles (which can be obtained by identification of the whole closed-loop system with standard open-loop identification methods) and the computed ones (using the plant model identified by CLOE method and the RST controller) are given in Fig. 6 . It is observed that the closed-loop poles computed using the proposed method and the real ones are almost superimposed, particularly at low frequencies, whereas the poles computed using the open-loop identified model are very far from the real closed-loop poles. It can be concluded that the plant model identified in closed loop (using the CLOE algorithm) gives a much better prediction for the behaviour of the closed-loop system than the model identified in open loop.
Conclusions
A new algorithm for unbiased estimation in closed loop has been presented. It belongs to the class of output error algorithms, and can be interpreted as a recursive pseudolinear regression.
Sufficient conditions for stability in a deterministic environment and convergence in a stochastic environment are related to a positive real condition on a sensitivity-type function. This condition can be relaxed by data filtering or adding a proportional adaptation.
Simulation and experimental results have confirmed the theoretical analysis.
The identified models can be validated using statistical tests (uncorrelation of 4 and eC-), as well as by checking the closeness of the computed closed-loop poles with the true closed-loop poles, which can be obtained through identification of the closed loop.
