The rapid development of mobile computing technologies, as well as enhanced wireless communications, has paved the way for the development of the e-Government and m-Government systems. With the aim of increasing the accessibility of government services, such systems are still proven to be under-utilized, especially in the area of retrieving lost personal objects. In this paper, we propose a multiplatform mobile application for reporting and retrieval of lost objects in an efficient manner, rather than going through a manual procedure of filling up forms. The backend sever runs an object retrieval algorithm on the reported lost and found objects in the database, which is comprised of a textual search, a geographic information system filter, an image matching algorithm using Speeded Up Robust Features, followed by color validation using L*a*b* color space. Experiments have been performed on 40 lost objects against the database of 50 found objects with the accuracy of 95%, while providing a precision value of 100% and a 90% of recall. The efficiency and overall good performance of the proposed system can help in reducing the manual labor, as well as in providing fast feedback to the users.
INTRODUCTION
The evolution of mobile computations and wireless communications technologies has embedded itself in our lives due to its rapid development. Ubiquitous wireless devices used in daily tasks have led to the revolution of Mobile Government (m-Government) systems aiming to deliver services and information anywhere and anytime to citizens through the utilization of mobile technologies and applications [1] , [2] . However, only the performance of the delivered services establishes its usefulness with many undiscovered applications to such innovations, especially since this is a desired area for further development with relation to smart cities.
One such application is the lost and found items retrieval utility. Effectively, concerned authorities and citizens' efforts for completion of a lost and found item procedure is an important affection factor. Manual traditional reporting of lost or found items requires a great deal of both time and effort. Consequently, citizens are hesitant in reporting such items due to the complex and prolonged procedure, with authorities required to expend many work hours in attempts to provide a hasty response to such reports.
To solve this critical problem, a large number of mobile applications has been developed pursuing improvement in the area of lost and found items services. Radio Frequency Identification (RFID) tags and Global Positioning System (GPS) mobile applications used for the tracking and detection of the tagged items locations are an example of such systems. However, RFID-based systems suffer from the disadvantage of its short range (1.5m), limiting its application to only locating personal items within the premises of ones house [3] . Nevertheless, losing and locating items outside the parameters of ones home is a far more serious problem where possible search locations for such an item are countless. Lost and Found Dog is another mobile application example; offering dog specialized database approach where key information about dogs are stored minimizing the time that is spent trying to locate lost dogs when found [4] .
Nonetheless, report and location focused mobile applications for lost items are rare; therefore, we propose a new approach to improve the lost and found items reporting procedure with a multi-platform mobile application, Lost and Found. This application offers a user-friendly interactive form for items' reporting with the added feature of easy pinpointing to lost or found items' In addition, the mobile application permits users the utilization of item photos to attach with the submitted report. These images are used on the system's server to run image searching and matching algorithms for identification of a lost item within the database of found ones. Image matching algorithms are an active area of research with various approaches as in [5] [6] [7] [8] [9] [10] [11] . In this paper, our algorithm locates the point correlations between two images that would represent a similar sight or an object. The usual overall procedure for detection of discrete image correlations is selection of the significant points of interest at specific locations in the image, representing the surrounding area of every interest point using robust feature vectors, i.e. descriptors, and of matching feature vectors between different images [12] . Various descriptors and detectors are recommended in the literature with detailed performance comparisons in [12] [13] [14] [15] [16] .
There are different visual search techniques and image retrieval systems used in mobile phone applications, such as Scale Invariant Feature Transform (SIFT) [13] or Compressed Histogram of Gradients (CHoG) [17] features. In this paper, we primarily use the Speed Up Robust Features (SURF) matching algorithm, considering that it is one the best descriptors [18] . SURF is a wellestablished matching algorithm based on SIFT feature detection method that is suitable for diverse applications as in [19] [20] [21] . We implement the SURF algorithm to extract the feature vectors from a query image of a lost item and compare it to those of the existing found items images in our database. When the lost item is identified as found by the algorithm, the system notifies the user in order for him to claim the lost item. Furthermore, we developed other versions of the mobile application to successfully integrate with different government sectors, organizations and the elderly. Our system's advantage over recent SURF sophisticated algorithms [22] , [23] is the Global Positioning System (GPS) Euclidean distance filtering of candidates after a test query for generation of an initial set of candidates is executed. GPS applications such as [24] [25] [26] [27] have a great impact in many fields with [27] directly applicable to the field of image matching research.
Moreover, we implement image retrieval algorithms [28] , [29] , [30] to enhance the performance of our system. Image retrieval mobile applications such as [28] are mainly designed for efficiency and speed. An added advantage of our system is that we incorporate various levels of consecutive filtering to not only speed up processing but also reduce the number of candidates in each level according to the searching criteria desired and reported by the user. Real-time systems suffer from computational delays as discussed and improved on in [29] . A further advantage of our system to this is the consecutive filtering techniques that reduce the number of candidates run in the SURF image matching, significantly boosting the speed and performance of our proposed algorithm. Our proposed system also implements validation of matches based on color and image segmentation techniques [31] , [32] using L*a*b* space color with a detailed comparison of color spaces in [33] .
The rest of the paper is organized as follows. Section 2 describes the proposed solution, the mobile application and its implementation, versions, and features, and the various integrated image matching and retrieval algorithms. Section 3 presents the experimental results and a brief overview of the user journey. Section 4 concludes the paper.
PROPOSED SYSTEM

A. Initial System Design
The workflow of our proposed system is described in Fig. 1 . Lost and Found application allows the user to report lost or found items through a smartphone and save them to a database on the server. The items go through a set of validation steps to find the lost items within the list of found items. Once a set of matching objects is identified, the user of the lost item is notified about the possible matches. The actual item can be retrieved from the authorities provided the owners submit proof of their identity. The application is multi-platform, running on all current mobile operating systems. Additionally, the application is available in both Arabic and English. Fig. 2 refers to the server workflow. Once a report is saved to the database, the server runs a text query search on the type of the item. When possible candidates are found, a location search using a geographic information system (GIS) is used to filter those items found closer to the lost item locations. We use SURF image matching algorithm to find matches between the possible candidates filtered by the GIS results. If the algorithm locates possible matches, we propose a further validation using color matching. We convert the images of possible matches into the L*a*b* color space and use the Euclidean distance to compare the histograms of color images. The lesser the distance, the higher the color matches between the images. If an item passes the color validation, it is reported back to the user as a possible match.
B. Variants of the Proposed System
Our proposed system caters for three different audiences: government sector, private sector, and the special needs. For the government sector, our application maintains the Police department as the managing authority for the delivery and safe keeping of found items for owners' reclaim. On the other hand, in private sector's businesses and facilities, such as companies, entertainment parks, universities, and malls, their respective security staff or entity is the responsible handling authority. Last but not least, we cater to the special needs' necessities and limitations through the utilization of various techniques to further facilitate the system's interface.
C. Localising Lost and Found Objects
To offer an easy to use interface for location reporting of lost and found items in our government-oriented proposed system, we incorporated Geographic Information System technology. This allows the user to simply pinpoint locations by adding markers upon the touch of the area of the map desired. Several location selections are also permitted for consideration of user's uncertainty of an exact location of the lost item. For the private sector system requirements, we utilize the building's floor plans for selection of locations in a similar approach to the government-oriented proposed system, providing the user with reporting task convenience and simplification compared to the traditional applications' style of form filling. 
D. Text and Location Search
As the lost or found report is saved to the database, a text based query search is run on the type of the object such as bag, wallet, electronic device, etc. This process generates a list of possible candidate matches. To eliminate false candidates, we perform a location search. For organization version, a search is run according to the location(s) chosen on the floor plan while reporting. On the other hand, for the General version, we obtain the http://journals.uob.edu.bh geolocation coordinates from the global information systems. The geolocation search checks if the found item is reported within a 1 km radius of the location(s) where the lost item was reported. We use the Euclidean distance metric to calculate the distance between two points, where each point represents the coordinates of the found and lost objects, respectively. For instance, if A=(x s , y s ) is the location of the found item and B=(x i , y i ) is the location of lost items, the distance is given by
where i is the number of the location where the item was lost. The values of B, or lost item locations, are stored in an array and each is compared to the found item location.
The location check generates a filtered set of candidates, which we utilize in the object-matching algorithm explained next.
E. Object matching algorithm
To identify the lost item among the found items in the database, we use an object-matching algorithm. We present the most important steps of the algorithm in Fig.  3 . As we can observe in Fig. 3 , the algorithm extracts the query and the target images representing the lost and found objects, respectively. Next, the algorithm extracts individual descriptors of each image using the SURF method, as described in [12] . We use the descriptors to find the matching points between the two images. Using the found matching points and by eliminating deviating points, the algorithm attempts to detect the query object in the target image. In case of successful detection, we extract the images of the query and target objects that are further processed using color validation.
The SURF blob detector uses an approximation of a Hessian matrix by employing integral images. Such an approximation decreases the complexity of the objectmatching algorithm and enhances its computational performance. The SURF descriptor defines the order of Haar-wavelet responses nearby the area of the interest points. For better performance, the algorithm uses integral images for the approximation of SURF descriptors, as well.
In order to define the scale and the location of the SURF descriptor, the algorithm calculates the determinant of the Hessian matrix. Given a point X=(x,y) in an image I, we can define the Hessian matrix H(X,s) in X at scale s as
where ( ) is defined as the convolution of the Gaussian second order derivative with the image I in point X, as shown in (3) .
( ) and ( ) are similarly calculated, as shown in (4) and (5) respectively.
The algorithm approximates the second order derivatives of the Gaussians using box filters in order to avoid discretion and cropping [12] . Furthermore, to speed up the computation of the convolution, the algorithm utilizes integral images and relative kernels. By employing the approximations of the Gaussian second order derivatives, , , and , we can define the approximate determinant of the Hessian matrix as ( ) ( ) ( ) with the scale s being 1.2. Using the maximum of the determinant, which is interpolated in scale and image space, the algorithm can locate the interest points in the image [12] . Fig. 4 shows an instance of located interest points that the algorithm obtains using the SURF detector. The SURF feature descriptor uniquely represents the localized interest points. To ensure the descriptor invariance to the rotation of the images, the algorithm computes the specific orientation for each interest point. This is done with the help of the approximated Haarwavelet responses. The algorithm determines the approximation of Haar-wavelet responses using integral images, which yields a better performance. Then, the algorithm rotates the surrounding area of each interest point towards its computed orientation. The application of rotated interest points aids in the calculation of the feature descriptor, as shown in [12] . The algorithm uses the feature descriptors for matching similar features of the query and target images. Similar features include outliers, which represent false matches. The utilization of the affine geometric transform eliminates these outliers. Moreover, the algorithm applies the transform in order to convert the query image to the coordinate system of the target image. We reiterate this algorithm on all of the found objects in the database. The resulting matches are saved as candidates that could represent the possible match between the found and the lost object. To filter the candidates, we process them using color validation, where the objects are matched based on color. Since the SURF algorithm can only detect objects by their shape, the candidate matches can have the same shape, but can differ in color. Therefore, color validation is a necessary step to eliminate false matches. If the algorithm fails to detect any matches for a particular lost object, we run it whenever a new report for the found object enters the database. In that case, the user does not need to regularly file the report for the same lost object. 
F. Color validation
Color validation is used as a filter for the images matched by the SURF algorithm since the latter uses grey scale images to find matches. Once a match is located between images representing lost and found items, the matching objects within the image are extracted and converted into L*a*b* color space. L*a*b* is a representation of color in 3 dimensions where a* and b* are the color channels and L* is used for light intensity [34] . Channel a* goes green to red from negative to positive axis, whereas channel b* goes blue to yellow from negative to positive axis [34] . The values of L range from 0-100, where 100 represents white, while the color channels range from -127 to 127 [34] . The main advantage of using L*a*b* space over RGB, which is the default format for the images, is the fact that L*a*b* is more useful for differentiating color components. L*a*b* has separate channels for chrominance and luminance while RGB does not. Moreover, RGB has 3 color components each for red, green and blue and no separate luminance channel [34] . This results in a reduced color variation. Hence L*a*b* color space is used for color validation.
Once L*a*b* color space components are found for an image, histograms are plotted for both a* and b* channels, which are further concatenated to form one histogram. The difference between two images is calculated using Euclidean distance between two concatenated histograms of the extracted lost and a found object images. If the distance is less than a designated threshold value, the images are considered to be a color match. If multiple images pass the color validation, then multiple items are reported to the user in order to choose the actual item.
G. Overall system
Our system not only archives the data but also utilizes a set of validation tools ranging from text search to SURF image matching to retrieve lost objects. The lost and found reports are stored in a database on the server where frequent searches for lost items are run until they are found. The search is run whenever a lost item is reported or a found item is reported. We go through a set of procedures to find matching items. First, we use text search where a list of candidates is generated based on the type of the item. Next, we filter the set of candidates using geographical positions. SURF object matching algorithm is run to find the possible matches. This list of matches will pass through a color validation algorithm. Once a match is detected between a lost item and a found item, the lost item owner is notified via push notifications. Every phone has a unique ID number, which is attached to the lost or found report sent to the server. By using this ID number, we report probable matches back to the phone. If multiple matches have been found, then the user will see a list of matching items from which the actual object can be claimed. Fig. 5 shows the overall system diagram.
RESULTS
Our proposed application compared to existing solutions automates the archival and retrieval of lost objects. We collect lost or found item metadata from the user such as description and the geographical locations where the object has been lost or found to create a userfriendly reporting experience. We also use other measures to increase accessibility to our image-matching powered lost and found service including cross-platform and multilingual development. The use of object matching algorithms reduces the costs associated with the manual search process and helps with locating objects faster. Hence, it reduces the anxiety associated with the prolonged manual processes. Our proposed system caters for large-scale deployment at the government or private sector level, especially during major events attracting a large number of people.
In Fig. 6 , we depict the user journey to report a lost object. We deploy an interactive wizard-style form prompting the user to uploading existing or captured http://journals.uob.edu.bh images of the lost object and the indoor or outdoor locations where the objects could have been lost. We also utilize a similar wizard to report found items, which improves the user-friendliness aspects of the proposed system.
Our proposed system uses alternative methods of data entry when dealing with users with special needs such as audio reporting and text to speech engine. The user is also presented with a gallery of images to select instead of textual menus while inputting the metadata associated with a lost of found object. The interactivity of the app is maintained in audio form in this case. After a question is played, the user is given a specific amount of time to respond with an answer. The answers are recorded and included in the report and can be analyzed in the future using speech recognition technologies to convert the audio report to a textual one. The deployment of geographical information systems to identify potential locations of lost or found item reduces the occurrence of false positives or negatives. In Fig. 7 we show the interface used in our proposed system in its both government outdoor and private indoor versions.
We use client-server architecture for our proposed system. The generated lost or found item reports are passed on to a processing server using a RESTful HTTP API. The report data is stored in a database of lost objects. We also maintain a database of found objects. Our image matching algorithm is then used on the addition of new reports to attempt to match the lost item to found ones using textual meta data supplied by the user, shape information extracted using SURF features, and color information based on the L*a*b* color space histograms. Potential matches are reported back to the user in the form of a push notification that leads into a description of the items. Then, the user can make a final decision and claim the found item as his or hers, thus initiating the process of validation and handing over by the concerned authorities. In Fig. 8 , we present the list of matched objects displayed to the user.
In order to study the performance of the proposed algorithm for the retrieval of lost objects, we perform an experiment containing 50 reports of the found objects and 40 reports of the lost objects. Out of the 40 lost objects, 20 have a match among the found objects, 10 objects are of the same type and shape as their potential matches among found objects, but are of different color. The rest of the lost objects do not have a match. We test all 40 lost objects against the database of 50 found objects and observe the results. We successfully retain all of the candidates that satisfy the database query by type, and eliminate those that are of different types. Furthermore, by calculating the distance between the geolocation positions of the lost and found objects, we eliminate those objects that are found outside of the 1 km radius of the reported locations of the lost object. The actual results of the text and geolocation search can be observed in Table a . We consider a report of a lost earring, which is evaluated against 50 existing reports of found objects in the database.
Condition
Number of objects From Table a , we observe that the query search by type retrieves 10 objects as potential candidates. According to the geolocation information about the coordinates of places where the object was lost and found, the algorithm eliminates additional 6 objects. We choose only the objects found within the radius of 1 km of the reported lost object. We select the value of the radius considering the probable human errors while reporting the exact location of the lost/found object. In the next step, the algorithm extracts the images of the lost and found objects, if any exist, and performs the object-matching algorithm proposed in Section 2. In this case, the algorithm reports 2 candidates among the found objects that have similar shape features compared to the lost (query) object. Fig. 9 shows the successful match between the query and target images.
All successful matches in this stage of the algorithm are processed for color validation. This stage eliminates those objects that have a similar shape, but differ in colors. Fig. 10 shows a case of matched objects that differ in color. By observing the concatenated histograms of a* and b* dimensions of the objects, we can visually notice the difference between them. This implies the difference in colors. By calculating the Euclidean distance between the two histograms, we obtain the value of 0.3322, on a scale from 0 to 1. Through testing with different smartphone cameras, we select the threshold value of the Euclidian distance between the histograms of 0.05. Any value of Euclidian distance below the threshold implies a high similarity between the colors of the extracted objects. We can observe that the objectmatching algorithm is robust to rotation, as matching occurs even for instances when the query and target objects are under a different orientation. Moreover, object-matching algorithm is also invariant to scaling and size. The robustness of the algorithm can be seen in Fig.  11 .
Finally, we evaluate the performance of the algorithm using 40 different test cases or lost object reports. We describe the performance using the measures of precision, recall, and accuracy. We denote the total number of testing cases with N and the number of correctly matched cases as P. Then, the accuracy ACC is given by
( )
We denote the number of true positive cases by TP. TP represents the correctly matched objects. FP represents the number of false positives, when the 2 matching objects are wrongly evaluated as non-matching. Then the precision of the algorithm can be calculated by
The recall of the algorithm is the capability of the algorithm to locate the matches correctly. We define FN as the number of cases when the objects are incorrectly classified as matching, or false negatives. Then, the recall The confusion matrix for the proposed algorithm is shown in Fig. 12 . We denote TN as the number of true negatives, indicating the correct classification of nonmatching objects. The accuracy of the algorithm is 95%, as there are 38 correctly classified cases out of the 40 tested. Moreover, the precision of the proposed algorithm is 100 %. We can observe that there are no occurrences of false positive cases, when the objects are incorrectly classified as non-matching. Finally, according to the obtained value of recall, the algorithm has identified the matching objects correctly in 90% of the trials.
CONCLUSION
In this paper, we proposed an innovative system for the archival and retrieval of lost objects using multiple features such as textual description, geographical information, shape matching using SURF features, and color matching in the L*a*b* space. Our proposed algorithm reduces the resources associated with the current, mostly manual process. Our performance on a 40 query lost items utilizing an image data set of 50 found objects shows an accuracy of 95% and a precision of 100%. The algorithm has a high recall percentage of 90%, which proves its efficiency and usefulness. 
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