In this work, stability analysis is performed for a cyclic dynamical model of gene regulatory networks involving time delays, under negative feedback. The model considered has nonlinearities with negative Schwarzian derivatives. Sufficient conditions implying global stability of these types of GRNs are obtained. The special case of homogenous gene regulatory networks is also studied; in this case, the proposed stability conditions depend only on the parameters of the nonlinearity function. Illustrative numerical examples complete the presentation.
INTRODUCTION
Recent advances in micro-array technology have facilitated measurement of expression levels of genes [1] . As a consequence, with the abundance of gene expression data, our understanding of the underlying mechanism in gene regulation has increased enormously. Basically, a gene regulatory network (abbreviated as GRN in the sequel) can be described as the interaction of DNA segments with themselves and with regulatory proteins in the cell. Therefore, it can be thought as an indicator of the transcription rates of the genes into mRNA, which is used for delivering the coding information required for the protein synthesis [2] . Gene regulation has been extensively studied in the literature in the last two decades as it has been thought that malfunction in the regulation of genes may lead to serious diseases including cancer [3] . There are two basic models to study gene regulation: (i) boolean model and (ii) dynamical model (see [4] and the references therein for a literature review on both models).
This paper investigates global stability of a cyclic dynamical model accounting for the GRN including a nonlinear feedback loop and time delays. The dynamical model studied is described in Figure 1 .
Here G i is a stable first-order filter whose input is a nonlinear function of the delayed output of P i . Similarly, P i is a stable first-order system whose input is a nonlinear function of the delayed output of G i 1 for 1 6 i < m 1, and P 1 has an input that is a nonlinear function of the delayed output of G m . The model proposed in [5] consists of a set of differential equations in the following form:
with appropriate initial conditions, where p i and g i represent the protein and mRNA concentrations, respectively. Models in this general structure are frequently encountered in the modeling of biological processes such as mitogen-activated protein cascades and circadian rhythm generator; see, for example, [6] [7] [8] and [9] . To account for the switch-like phenomena observed in gene regulation, the nonlinear regulation functions are often approximated by Hill functions [4, 10] . In [5] , system (1) is analyzed, and a local stability result is given by including explicit information on the value of the time delay. Again, for the local stability of this system, an explicit computation of the upper bound of the delay value is performed in [11] . For GRNs, a mathematical modeling work has been done in [12] , where Hill functions are taken as nonlinearities, and the coefficients of specific Hill functions are estimated from experimental data. It is worth mentioning that mathematical models similar to (1) are also found in the neural networks literature. For example, in [8] , system (1) has been considered with nonlinearities as tangent hyperbolic functions.
In this work, we will assume that the functions f i are nonlinear and have negative Schwarzian derivatives. Functions with negative Schwarzian derivatives include Hill functions and tangent hyperbolic functions. A linear model of repressilator (a special type of GRN) has been analyzed in [13] by using the Schwarzian derivative concept. System (1) under single time delay and negative feedback has been studied in [14] , where an easy condition for guaranteeing asymptotic stability has been obtained by using the arguments of [15, 16] to embed the original system (1) to a discretetime system. By using a Hopf bifurcation approach, Enciso [14] shows existence of oscillations for some cases.
In this paper, we perform a global stability analysis of the GRN. In particular, a necessary and sufficient condition is derived for the delay-independent global stability of (1). Moreover, by using a Poincaré-Bendixson type result, we show in this paper that when the global stability condition is not satisfied, instability is in the form of periodic oscillations. Furthermore, upper and lower bounds on the magnitude of the periodic oscillations are estimated for the corresponding unstable GRNs. All of these results are obtained under the assumption that the nonlinear functions have negative Schwarzian derivatives. When all the nonlinearities in (1) are the same, we say that the system is a homogenous GRN. For some typical Hill function choices for these nonlinearities, global stability condition is expressed in terms of the parameters of these functions.
The rest of the paper is organized as follows. In Section 2, notations as well as the problem formulation are given. In Section 3, we introduce some preliminary results to be used in the stability analysis. In Section 4, we exploit the negative Schwarzian derivative property of functions and prove that such functions have two specific forms. On the basis of this classification result, we present results regarding the number of fixed points of such functions. In Section 5, the main results are presented. As a special case of the negative feedback, in Section 6 the homogenous GRN is considered. Examples are given in Section 7, and concluding remarks end the paper.
NOTATION, PRELIMINARIES AND PROBLEM FORMULATION
In this section, we present some basic definitions and notations that are frequently used in this work.
The notation f m stands for the function obtained by m compositions of a given function f . We say that x is a fixed point of f if it satisfies f .x/ D x. The symbol D n .R C / denotes the set of n times continuously differentiable functions.
Let´.t / be a vector function depending on the variable t > 0. A point w 2 R n is said to be an omega point of´.t / if there is an increasing sequence t i ! 1 such that
The omega limit set of´.t / is the set of all its omega points.
For the analysis of (1), we will use properties of Schwarzian derivatives, which are commonly employed in analysis of these types of cyclic nonlinear feedback systems; see, for example, [13] . Let a function f be defined from R C to R C . Suppose f is at least three times continuously differentiable, with f 0 , f 00 and f 000 representing its first, second and third derivatives, respectively. Then, the Schwarzian derivative of the function f -see [17] , denoted as Sf .x/ -is given by the following:
In this paper, we analyze the following simplified system, which is equivalent to (1), where we have a single delay, > 0, in the feedback channel: 8 < :
In the sequel, we present conditions for the asymptotic stability and existence of oscillations regarding the nonlinear time delayed feedback system (3) under the following simplifying assumptions:
Assumption 1
For all i D 1, 2, : : : , n, we have i > 0 .
Assumption 2
For all i D 1, 2, : : : , n, the nonlinearity functions g i satisfy the following:
(iii) Each function g i has Sg i .x/ < 0 8x 2 .0, 1/.
Assumption 2 simply means that each g i is a monotone function and takes positive values. The nonlinearity functions have R C as their domain because their domain represents biological variables, which take positive values. In Section 1, we have said that the nonlinearity functions in the proposed model are either Hill functions or tangent hyperbolic function; hence, they are bounded and monotonic. Therefore, these assumptions do not impose any constraints on our analysis of the GRN, and they are compatible with various modeling studies; see, e.g., [12] . Also note that g is allowed, because it does not violate the monotonicity of g i . We will now define a new function g in the following way:
We say that the GRN is under negative feedback if
Conversely, the GRN is said to be under positive feedback if the this inequality is reversed. In this work, we will only be concerned with the negative feedback case.
Later, we will make use of the following Poincaré-Bendixson type theorem from [18] :
Theorem 1
Suppose that the system (3) is under negative feedback with its unique equilibrium point x eq D .x 1 , : : : , x n /. Let x.t/ be a solution of the system (3), which is bounded in R n C . Then, the omega limit set of x.t/ consists of either (i) an equilibrium point or (ii) a non-constant periodic orbit.
In section 5, we will show that under Assumptions 1 and 2, every solution of the system remains bounded in R n C . Therefore, the solutions of the system (3) either converge to the unique equilibrium point or are periodic.
SOME PRELIMINARY RESULTS
Recall the definition of the Schwarzian derivative of a function f given in (2) . In this paper, we are dealing with functions satisfying one of the following conditions:
Therefore, Sf .x/ > 1 for the class of functions we are interested in. Some immediate results can be deduced from the definition (2) as follows:
Lemma 1
Let I Â R be an interval and suppose f , g 2 D 3 .R C / such that the function f ı g.x/ is well defined. Suppose also that we have
then, the following properties hold:
0 .x/ cannot have positive local minima nor negative local maxima.
The proofs of the properties mentioned in Lemma 1 can be found in [17] . From (2), we can calculate Schwarzian derivatives of some functions that are frequently used in the analysis of biological systems as follows:
It is a well-known fact that a decreasing, continuous function f defined on R C taking positive values has exactly one fixed point, which leads to the following result whose detailed proof can be found in [19] .
. . .
where
Let the function q.t/ from R C to Y 1 Â R C be defined as
There is a bijection between the fixed points of h and those of q. In particular, if q is a decreasing function or if we have
then the function h has a unique fixed point.
Proof
For the proof, we refer to [19] , where the following observation is exploited: for each fixed point x of the function q, the point u D .x, h 2 ı ... ı h n .x/, ..., h n .x// is a fixed point of the function h.
PROPERTIES OF FUNCTIONS WITH NEGATIVE SCHWARZIAN DERIVATIVES
In this section, we will prove a classification result for functions with negative Schwarzian derivatives. For that purpose, we need the following preliminary result:
Lemma 3
Let h be a three times differentiable function from R C to Y Â R C and suppose that we have
Then, h 0 cannot be constant for any OEa, b Â .0, 1/ with a < b. Moreover, suppose that
and there exists c 2 R C such that h 00 .c/ < 0; then we have
Proof For the first part of Lemma, suppose on the contrary that there exists positive constants a < b such that h 0 is constant in OEa, b. Letting c 2 .a, b/, then h 00 .c/ D 0 D h 000 .c/; but this implies that which is a contradiction. Therefore, h 0 cannot be constant in any subinterval of R C . For the second part of Lemma, suppose that there exists positive real numbers c < d such that h 00 .c/ < 0 and h 00 .d / > 0. Let I be defined as I D OEc, d . Because h 0 is a continuous function and I is a compact set 9 x 1 , x 2 2 I such that we have
Similarly, because
Equations (14) and (15) Suppose that a function h, having the technical assumptions of Lemma 3, satisfies
for some y 2 .0, 1/. Then we have
which implies that the point y is a positive local maxima of the function h 0 . Combining Lemmas 3 and (19), we can conclude that if h 0 will be decreasing in some interval OEa, b, then it will be decreasing in OEb, 1. In particular, if h 00 .0/ < 0, then h 00 .x/ 6 0 for all x > 0, which implies that h 0 .x/ is a decreasing function. Combining this fact with Lemma 3, we obtain the following result:
Corollary 1
Let h be a three times differentiable function defined from R C to Y Â R C and suppose that we have
Then, h 0 is a function from R C to Y Â R C satisfying one of the following properties:
1. h 0 is a strictly increasing function on OE0, 1/. 2. h 0 is a strictly decreasing function on OE0, 1/. 3. There exists a > 0 such that h 0 .x/ is strictly increasing in .0, a/ and strictly decreasing in .a, 1/.
Note that Lemma 3 implies that h
0 .x/ cannot be constant in any interval, so the strictly increasing or decreasing function assumptions in the statement of Corollary 1 are without loss of generality. Although Corollary 1 is valid for functions having positive derivatives, a symmetric result can be proven for functions with negative derivatives [19] . Corollary 1 is a general statement also covering unbounded functions, although the functions we are particularly interested in are bounded.
Remark 1
Let h be a function satisfying the assumptions of Corollary 1. Moreover, supposing that h is bounded, then h 0 cannot be a strictly increasing function. Because if h 0 is a strictly increasing function, then h cannot be bounded. Therefore, for a bounded function h with a negative Schwarzian derivative, either h 0 is a strictly decreasing function in OE0, 1 or there exists a > 0 such that h 0 is strictly increasing in .0, a/ and strictly decreasing in .a, 1/.
Remark 1 leads us to the following definition:

Definition 1
For a bounded function h with a negative Schwarzian derivative, we will say h is of type A if h 0 is a strictly decreasing function, and of type B otherwise. The two types of such functions are generically illustrated in Figure 2 .
Also note that whether the function h is of type A or B, we always have
Remark 2
Suppose the function h is defined as follows:
where g.x/ is a function defined from R C to X Â R C such that
Sg.x/ < 0 and g 0 .x/ < 0 8x 2 .0, 1/.
Then, by the convolution property of the Schwarzian derivative, we have
Moreover, if x 0 is a fixed point of h, then one of the following holds:
1. x 0 is a fixed point of g.
/ and h has another fixed point < x 0 .
Therefore, if g has even number of fixed points, then h has even number of fixed points; if g has odd number of fixed points, then h has odd number of fixed points. Also note that the conditions presented in Remark 2 are valid for Hill functions as well as for the tangent hyperbolic function.
Proposition 1
Let g W R C ! R C be a function such that 8x 2 R C , we have Sg.x/ < 0 and g 0 .x/ < 0. For each x, let h.x/ D g ı g.x/. Suppose x 0 is the unique fixed point of the function g. Then, we have the following:
1. If jg 0 .x 0 /j < 1, then h has the unique fixed point x 0 . 2. If h is of type A, then h has the unique fixed point x 0 satisfying h 0 .x 0 / < 1.
If h is of type B and
(i) h 0 .x 0 / < 1, then h has the unique fixed point x 0 . (ii) h 0 .x 0 / > 1, then h has exactly three fixed points.
Proof
See the Appendix.
Let us assume that the condition h 0 .x 0 / > 1 is satisfied, and let y and´denote the fixed points of h different from x 0 . From Remark 2, x 0 must be between y and´, say
From the arguments used in the proof of Proposition 1, we can prove that f 0 .y/ 6 1 and f 0 .´/ 6 1.
Remark 3
In Proposition 1, we assumed that h is in the form (21) . Even if h does not have this special form, the conclusion that h has at most three fixed points will still be valid, but in this case, h may have two fixed points.
APPLICATIONS TO GENE REGULATORY NETWORKS
In this section, we apply the results of Section 4 to the GRN described by the system of equations (3) under negative feedback; that is, g defined in (5) satisfies the following:
So, g has a unique fixed point, and hence, the system (3) has a unique equilibrium point, which is denoted as x eq D .x 1 , : : : , x n /.
Lemma 4
For the system (3), R n C is a positively invariant set. Moreover, x.t/ remains bounded for any
Proof
To prove positive invariance, we only need to check the direction of the vectors on the boundaries of the region R jg i .a/j, then we have P x i .t / < 0, which means that x i .t / is decreasing. Hence, the solutions remain bounded for any positive initial condition.
Let x eq D .x 1 , : : : , x n / be the unique equilibrium point of our system. Then, we have the following linearization of system (3) around its unique equilibrium point x eq : 
Because we have i > 0, the characteristic function .s/ defined in (27) has all its roots in C if and only if the transfer function
is stable. Then, we have the following Lemma:
Lemma 5 Let G.s/ be as defined in (28), then G.s/ is stable independent of delay if
Proof By applying a small gain argument [20] , we see that G.s/ is stable independent of delay if we have
Note that at the unique equilibrium x eq D .x 1 , : : : , x n / of the system (3), we have
that is, x 1 is the unique equilibrium point of the function g.x/. Then, observe that
Hence, (29) and (31) imply (30); so, we obtain the desired result by the small gain theorem.
Lemma 6
Let G.s/ be defined as in (28); then G.s/ is unstable independent of delay if
Proof Because the system (3) is under negative feedback and jg 0 .x 1 /j > 1, we have
We can see that no matter which positive value the delay takes, there will be always a pole of G.s/ on the positive real axis. Therefore, system (3) will always be unstable for this case.
To continue our analysis, we need the following adoption of Theorem 1 in [21] :
Theorem 2
Consider the system (3) under assumptions 1 and 2 and suppose that g defined in (5) is decreasing. Let x eq be the unique equilibrium point of the system (3). If the function g ı g has a unique positive fixed point, then for any nonnegative initial condition we have
If the function g ı g has more than one but finitely many positive fixed points and l and L are the lower and upper bounds of these fixed points, then for any solution x.t/ D .x 1 .t /, x 2 .t /, : : : , x n .t // of the system (3) we have
Theorem 2 leads to the following result:
Proposition 2
Consider system (3) under negative feedback and suppose that Assumptions 1 and 2 hold. Let g be defined as in (5) . Then, the system has a unique equilibrium point given by x eq D .x 1 , : : : , x n /, where x 1 is the unique fixed point of the function g. Moreover, if
then for any nonnegative initial condition the solution satisfies
Proof By Lemma 2, it is easy to see that the system has a unique equilibrium point in the form x eq D .x 1 , : : : , x n /, where x 1 is the unique fixed point of the function g. Now, by Theorem 2, we obtain the desired result if we can show that the function
has a unique fixed point. Because the nonlinearity functions g i .x/ have negative Schwarzian derivatives, the functions g.x/ and f .x/ have negative Schwarzian derivatives by Lemma 1. Hence, the function f .x/ is in the form of the function h defined in Proposition 1. Hence, if we have
then by Proposition 1 we conclude that the function f .u/ has a unique fixed point that is at the same time the unique fixed point of the function g.x/. Because the function f .u/ has a unique fixed point, the desired result follows from Theorem 2.
Note that the condition jg 0 .x 1 /j < 1 also corresponds to the delay-independent stability of the linearized system around the unique equilibrium point. Therefore, Proposition 2 is consistent with the result of Lemma 5. Most of the nonlinearity functions considered in biological systems do have negative Schwarzian derivatives, including the Hill functions. Therefore, the results we have in Proposition 2 are useful not only for the analysis of GRNs but also for other biological processes, for example, hematopoiesis [22] . After the global stability condition given in Proposition 2, we will present another result regarding the oscillatory behavior of system (3).
We showed that the system (3) has a unique equilibrium point and all solutions with nonnegative initial conditions are bounded. Therefore, the results presented in Theorem 1 are valid for system (3) under negative feedback. Theorem 1 applied to our system leads us to the following result:
Proposition 3
Consider the system (3) under negative feedback with its unique equilibrium point x eq D .x 1 , : : : , x n /. Suppose that each g i has negative Schwarzian derivative. Then, g defined in (5) has the unique fixed point x 1 . If we have
then there exists periodic solutions of the system (3). Moreover, for this case, the function
has exactly three distinct fixed points. Let y 1 and y 2 be the two fixed points of the function f other than x 1 . Then, if x.t/ D .x 1 .t /, : : : , x n .t // is the solution of the system with any positive initial condition, we have
Proof Theorem 1 implies that a solution x.t/ of the system (3) either converges to an equilibrium point or it is on a limit cycle. If we have jg
which implies that the linearized system is unstable for all positive values of delay. So the equilibrium point is locally unstable independent of delay. Therefore, for some initial conditions around the unique equilibrium point x eq , the corresponding solution of system (3) does not converge to x eq . But for such initial conditions, if the solution does not converge to the unique equilibrium point x eq , it can only be on a limit cycle by Theorem 1. Therefore, system (3) has periodic solutions. It is easy to see that (35) implies (39).
Note that Proposition 3 gives not only a condition for the existence of periodic oscillations but also lower and upper bounds for possible periodic solutions of system (3). It can also be shown that [19] 
so we either have jg 0 .x 1 /j < 1 or jg 0 .x 1 /j > 1, and hence, all possible cases have been studied.
HOMOGENEOUS GENE REGULATORY NETWORKS WITH HILL FUNCTIONS
In this section, we consider the homogenous GRN under negative feedback with Hill function type nonlinearities. In other words, we will analyze the following system:
where the function f in (41) has the following form:
Notice that f satisfies
Also note that to have negative feedback, we should have odd number of interactions between genes. If n is even, the system is under positive feedback, which is studied in [23] . That is, n should be an odd number. Because f .0/ > 0 and f .x/ is decreasing, we conclude that f has a unique fixed point, x 0 , satisfying
Then, the unique equilibrium point of system (41) is x eq D .x 0 , : : : , x 0 /. Notice that we have
From (43), we obtain the following equation:
Let us define a new function h W R C ! R C as
Then, from Proposition 2, system (41) is stable if we have
Combining (43) and (44), we obtain the following set of equations:
Clearly, p.x 0 / D 0 and we have
Because p.x 0 / D 0 and p is strictly increasing, we have
We then have the following identities:
Combining (50) and (51), we arrive at the following set of inequalities:
If the constants a, b and m satisfy the inequality (52), then from Proposition (2), the unique equilibrium point of system (41) is globally attractive. The arguments we had so far are valid for m > 1 case. For m D 1, the Hill functions do not have negative Schwarzian derivative. Now let m D 1 and a and b arbitrary positive real numbers. Then, the system (41) has the unique equilibrium point x eq D .x 0 , : : : , x 0 / satisfying
From Proposition 2, the unique equilibrium point of (41) is globally attractive if
Equation (53) shows that for m D 1, the unique equilibrium point of (41) is globally attractive regardless of the values of the positive constants a and b. Thus, the following result has been established.
Proposition 4
Consider system (41) and let x eq D .x 0 , : : : , x 0 / be its equilibrium point. , then x eq is globally attractive. (iii) The system (41) has periodic solutions for cases other than (i) and (ii).
Proof
The proof comes from the fact that if (i) and (ii) are not satisfied, then the linearized system around its unique equilibrium point is unstable independent of delay. Hence, by using Theorem 1, we obtain the proposed conditions.
EXAMPLES
We now illustrate the theoretical results obtained in previous sections by a few illustrative examples.
Example 1
We consider system (3) with n D 3, 1 D 2 D 3 D 1, and the nonlinearity functions are given by
The unique equilibrium point of the system can be found as x eq D .0.83, 0.4, 0.45/, and at the unique fixed point of g, we have
Therefore, by Proposition 2, we expect that the solution converges to x eq independent of delay. 
Note that a m
The function
has three fixed points given by y 1 D 0.0039, y 2 D 1.1442 and y 3 D 8. From Proposition 4 and Theorem 2, we expect oscillatory solutions of the system and the following inequality to be satisfied:
The simulation result corresponding to x 1 .t /, with initial conditions
.0/ D 4 and D 0, are shown in Figure 5 . The other two coordinates behave similarly. We have periodic solutions as expected, and the inequality in (58) is satisfied. 
In this case, the unique equilibrium point can be calculated as
From Proposition 4, we expect the solution of the system to converge to x eq for any initial condition. The simulation result with three sets of initial conditions and time delays are shown in Figures 6-8 . The simulation results confirms the following theory: x.t/ converges to x eq independent of delay in all the cases studied previously.
CONCLUSIONS
In this work, GRNs are considered; these are modeled as cyclic nonlinear dynamical systems with time delayed feedback. The negative feedback case is studied here; for the positive feedback case, see [19, 23] . The nonlinearity functions are assumed to have negative Schwarzian derivatives. Such functions are then classified; and on the basis of this classification, results about the fixed points of such functions are obtained. Using these results on Schwarzian derivatives, we obtained global stability conditions independent of delay for GRNs under negative feedback. The results are completed by an appropriate condition for instability independent of delay (leading to oscillatory behavior). The computation of a general expression for the period of oscillations is the subject of a future study. As a special case of the negative feedback, the homogenous GRNs are studied as well, where all nonlinearity functions are equal to a Hill function. For this case, a delay-independent global stability result is obtained depending only on the parameters of the Hill function. A similar result is given for the existence of oscillatory solutions.
APPENDIX: PROOF OF PROPOSITION 1
First, note that because g is a strictly decreasing function, we have
so g.x/ is a bounded function, which implies that the function h is bounded. Because g is a decreasing function, it has a unique fixed point x 0 . Observe that
Because g 0 .x/ < 0 8x 2 .0, 1/, we have
At the unique fixed point x 0 of g, we have the following equality:
Therefore, we have jg 0 .x 0 /j < 1 , h 0 .x 0 / < 1, and similarly, jg 0 .x 0 /j > 1 , h 0 .x 0 / > 1.
We have shown that the function h is either of type A or type B. Therefore, if we prove the second and third parts of the Proposition, then the first part follows straightforwardly. For the first part of the Proposition, assume that the function h is of type A and then h 0 is strictly decreasing in R C . Notice that because h is bounded, we have lim 
Therefore, h has the unique fixed point x 0 . For the third part of the Proposition, we assume that h is of type B. We define a new function in the following way:
Then, clearly we have f .0/ < 0 and f 0 .x/ D 1 h 0 .x/.
Note that the zero crossings of the function f and the fixed points of the function h are the same. Suppose that h 0 .x 0 / < 1.
Also assume that the function h has a fixed point y, which is different from x 0 . From Remark 2, we can safely assume that
Again from Remark 2, we have another fixed point of h, which is denoted by´and is greater than x 0 . For type B functions, we have either h 0 .x/ < h 0 .x 0 / < 1, 8x 2 OE0, x 0 or (67) h 0 .x/ < h 0 .x 0 / < 1, 8x 2 OEx 0 , 1.
If the condition (67) is satisfied, then we have f .0/ < 0 and f 0 .x/ > 0 x 2 OE0, x 0 .
Then, it is clear that f .y/ < 0; so, in other words, we have
which is a contradiction. For the case in (68) using a similar argument, we can show that f .´/ ¤ 0. Hence, if (65) is satisfied, then h has the unique fixed point x 0 . Now, let us assume that
But for a type B function h, we can have at most two different values t 1 and t 2 such that
Hence, f can have at most three zero crossings, which implies that the function h.x/ has at most three fixed points. From (71), we can deduce the following:
but because the function h is bounded, we have
Therefore, f has a zero crossing greater than x 0 ; thus, h has a fixed point greater than x 0 . But we know that the function h has at most three fixed point. Thus, from Remark 2, we can conclude that h has exactly three fixed points.
