Abstract. The aim of this paper in to introduce a large class of mappings, called enriched Kannan mappings, that includes all Kannan mappings and some nonexpansive mappings. We study the set of fixed points and prove a convergence theorem for Kransnoselskij iteration used to approximate fixed points of enriched Kannan mappings in Banach spaces. We then extend further these mappings to the class of enriched Bianchini mappings. Examples to illustrate the effectiveness of our results are also given. As applications of our main fixed point theorems, we present two Kransnoselskij projection type algorithms for solving split feasibility problems and variational inequality problems in the class of enriched Kannan mappings and enriched Bianchini mappings, respectively.
Introduction
Let X be a nonempty set and T : X → X a self mapping. We denote the set of fixed points of T by F ix (T ), i.e., F ix (T ) = {a ∈ X : T (a) = a} and define the n th iterate of T as usually, that is, T 0 = I (identity map) and T n = T n−1 • T , for n ≥ 1. The mapping T is said to be a Picard operator, see for example Rus [46] , if: (i) F ix (T ) = {p} and (ii) T n (x 0 ) → p as n → ∞, for any x 0 in X. The most important and useful class of Picard operators, that play a crucial role in nonlinear analysis, is the class of mappings generally known in literature as Banach contractions, first introduced by Banach in [3] , in the case of what we call now a Banach space, and then extended to the setting of complete metric spaces by Caccioppoli [17] . Let (X, d) be a metric space. A mapping T : X → X is called a Banach contraction if there exists a constant c ∈ [0, 1) such that d(T x, T y) ≤ c · d(x, y), ∀x, y ∈ X.
(1)
Banach contraction mapping principle essentially states that, in a complete metric space (X, d), any Banach contraction T : X → X is a Picard operator.
It is obvious by (1) that any Banach contraction is continuous but, in general, a Picard operator is not necessarily continuous. The first example of such discontinuous Picard operators has been given by Kannan in 1968 , see [27] , [28] . A mapping T : X → X is called a Kannan mapping if there exists a constant a ∈ [0, 1/2) such that
Kannan [27] proved the following fixed point theorem, see also [28] .
Theorem 1. Let (X, d) be a complete metric space and let T : X → X be a Kannan mapping. Then T is a Picard operator.
It is important to note that the class of Kannan mappings (2) is independent of that of Banach contractions (1), see [40] , [33] and [4] .
Banach and Kannan contractions also exhibit a different behaviour with respect to the completeness of the ambient space: while Kannan contraction mapping principle characterises the metric completeness, as shown by Subrahmanyam [49] , Banach contraction mapping principle does not, see [19] , where it is presented an example of a metric space X such that X is not complete and every contraction on X has a fixed point. There are many other research works on the similarities and diferrences between Banach contractions and Kannan mappings, see [4] , [5] , [20] , [21] , [29] , [30] , [35] , [47] , [50] and [53] .
These are only some of the many reasons why Kannan contractions and generalizations of Kannan mappings play a particularly important role in fixed point theory and nonlinear analysis and attracted a rather important research work in the last decades, see [2] , [5] , [10] , [14] , [22] , [24] , [25] , [32] , [34] , [35] , [37] - [39] , [41] - [52] and [53] and references therein.
In this paper, by using the technique of enrichment the contractive type mappings by Krasnoselskij averaging process, previously used in the papers [8] , [9] , [11] , [12] , we introduce a class of generalized Kannan mappings and prove corresponding fixed point theorems for such contractions in Banach spaces.
Examples to illustrate the richness of the new classes of contractions as well as some relevant applications to solving split feasibility problems and variational inequality problems are also given.
Approximating fixed points of enriched Kannan mappings
Definition 1. Let (X, · ) be a linear normed space. A mapping T : X → X is said to be an enriched Kannan mapping if there exist a ∈ [0, 1/2) and k ∈ [0, ∞) such that
To indicate the constants involved in (3) we shall also call it (k, a)-enriched Kannan mapping.
Example 1.
(1) Any Kannan mapping is a (0, a)-enriched Kannan mapping, i.e., it satisfies (3) with k = 0.
(2) Let X = [0, 1] be endowed with the usual norm and T : X → X be defined by T x = 1 − x, for all x ∈ [0, 1]. It is easy to check that T is nonexpansive (it is an isometry), T is not a Kannan mapping but T is an enriched Kannan mapping. Indeed, if T would be a Kannan mapping, then there would exist a ∈ [0, 1/2) such that
which, for x = 1/2 and y = 1, yields the contradiction 1 ≤ 2a < 1.
The enriched Kannan mapping condition (3) is in this case equivalent to
which, in view of the fact that 2|x − y| ≤ |2x − 1| + |2y − 1|, holds true if one chooses |k − 1| = 2a, for any a ∈ [0, 1/2). This is possible only for k < 1, which yields Remark 2.1. We note that for T in Example 1, (2), Picard iteration {x n } associated to T , that is, x n+1 = 1 − x n , n ≥ 0, does not converge for any x 0 different of 1 2 , the unique fixed point to T . This suggest us that in order to approximate fixed points of enriched Kannan mappings we need more elaborate fixed point iterative schemes.
The next result provides a convergence theorem for the Krasnoselskij iterative method in the class of enriched Kannan mappings.
converges to p, for any x 0 ∈ X;
(iii) The following estimate holds
Proof. For any λ ∈ (0, 1) consider the averaged mapping T λ , given by
It easy to prove that T λ possesses the following important property:
If k > 0 in (3), then let us put λ = 1 k + 1
. Obviously, we have 0 < λ < 1 and thus the contractive condition (3) becomes
which can be written in an equivalent form as
The above inequality shows that T λ is a Kannan mapping. According to (6) , the iterative process {x n } ∞ n=0 defined by (4) is the Picard iteration associated to T λ , that is,
Take x = x n and y = x n−1 in (7) to get
which yields
Since 0 < a < 1 2 , by denoting δ = a 1 − a , we have 0 < δ < 1 and
By (8) one obtains routinely the following two estimates
and
Now, by (9) it follows that {x n } ∞ n=0 is a Cauchy sequence and hence it is convergent in the Banach space (X, · ). Let us denote
We first prove that p is a fixed point of T λ . We have
By (7) it results that
and therefore, by (12) we obtain
Now, by letting n → ∞ in (13) we
We prove that p is the unique fixed point of T λ . Assume that q = p is another fixed point of T λ . Then, by (7)
Conclusion (ii) now follows by (11) .
To prove (iii), we let m → ∞ in (9) and (10) to get
respectively and then we merge (14) and (15) to get the unifying error estimate (5).
The remaining case k = 0 is similar to k = 0 with the only difference that in this case λ = 1 and hence we work with T (= T 1 ), when Kasnoselskij iteration (4) reduces to Picard iteration
Remark 2.2. 1) It is well known, see for example Berinde [5] , that any Kannan mapping is a strictly quasi contractive mapping, that is
On the other hand, T in Example 1 (2) is nonexpansive and is not strictly quasi-contractive. So, enriched Kannan mapping is a larger class of mappings than the class of strictly quasi-contractive mappings.
2) In the particular case k = 0, by Theorem 2 we get the classical Kannan fixed point theorem (see Kannan [27] ) in the setting of a Banach space. 
Approximating fixed points of enriched Bianchini mappings
In the renown Rhoades' classification of contractive conditions [40] , Banach contraction condition is numbered (1), while Kannan mapping condition is numbered (4), followed by Bianchini's contraction condition, numbered (5), which has been introduced and studied in [13] .
To indicate the constants involved in (16) we shall call T a (k, h)-enriched Bianchini mapping.
Example 2.
(1) If k = 0 then by (16), we obtain the original Bianchini contraction condition. So, any Bianchini mapping is a (0, h)-enriched Bianchini mapping.
(2) Any (k, a)-enriched Kannan mapping is a (k, h)-enriched Bianchini mapping, with h = 2a, in view of the inequality u+v ≤ 2 max{u, v}. This implies that the nonexpansive map given in Example 1 (2) is a (2(1 − a), 2a)-enriched Bianchini mapping, for any a ∈ (0, 1/2). For this mapping, as shown in the previous section, Picard iteration does not converge, in general.
The next result proves that fixed points of strictly enriched Bianchini mappings can be approximated by Krasnoselskij iterative method. 
(ii) There exists λ ∈ (0, 1] such that the iterative method {x n } ∞ n=0 , given by x n+1 = (1 − λ)x n + λT x n , n ≥ 0, (17) converges to p, for any x 0 ∈ X; (iii) The following estimate holds
Proof. For any λ ∈ (0, 1), consider the averaged mapping T λ , given by
which has the property F ix( T λ ) = F ix (T ).
If k > 0 in (16) , then let us denote λ = 1 k + 1 ∈ (0, 1). Thus the contractive condition (17) becomes
The above inequality shows that T λ is a Bianchini mapping. According to (19) , the iterative process {x n } ∞ n=0 defined by (17) is the Picard iteration associated to T λ , that is,
Take x = x n and y = x n−1 in (20) to get
There are two possible cases. Case 1. max { x n − x n+1 , x n − x n−1 ) = x n − x n+1 . In this case, by (21) it results
a contradiction. Therefore, the only possibility is Case 2. max { x n − x n+1 , x n − x n−1 ) = x n − x n−1 , when by (21) it results that the sequence {x n } ∞ n=0 satisfies the inequality
By (22) one obtains routinely the following two estimates
Now, by (23) it follows that {x n } ∞ n=0 is a Cauchy sequence and hence it is convergent in the Banach space (X, · ). Let us denote
We prove that p is a fixed point of T λ . We have
and so by (20) it results that
, then we get
and by (26) one obtains
from which by letting n → ∞ we get p − T λ p = 0, that is, p = T λ p and so, p ∈ F ix (T λ ).
from which, by letting n → ∞ we get p − T λ p = 0, that is, p ∈ F ix (T λ ). We now prove that p is the unique fixed point of T λ . Assume that q = p is another fixed point of T λ . Then, by (20) 
Conclusions (ii) and (iii) follow similarly to the proof of Theorem 2.
The remaining case k = 0 is also similar to k = 0 with the only difference that now λ = 1 and hence we shall work with T = T 1 , when Kasnoselskij iteration (4) reduces to the simple Picard iteration x n+1 = T x n , n ≥ 0.
Applications to split feasibility problems and variational inequality problems
A large class of nonlinear problems can be solved by finding a solution of an equivalent fixed point problem x = T x. For such kind of problems, the iterative algorithms considered are selecting a member of the set F ix (T ) which is a solution to the original problem. In many concrete applications, like the ones occurring in signal processing or image reconstruction problems, the operator T is nonexpansive, when the technique of averaging mappings is extensively used, see Byrne [16] .
As we have seen in the previous two sections of the present paper, it is very useful to consider the averaging technique not necessarily for nonexpansive mappings but for other classes of contractions that include some nonexpansive mappings.
The aim of this section is to present generic convergence theorems for Krasnoselskij type algorithms that solve split feasibility problems and variational inequality problems, respectively.
4.1.
Solving split feasibility problems. The spit feasibility problem (SFP), introduced by Censor and Elfving in 1994 [18] is:
where C and Q are closed convex subsets of the Hilbert spaces H 1 and H 2 , respectively, and A : H 1 → H 2 is a bounded linear operator. Various concrete problems in signal processing, like phase retrieval and design of a nonlinear synthetic discriminant filter for optical pattern recognition, see [31] , can by formulated as SFPs.
If we assume that the SFP (28) is consistent, that is, it has a solution and denote by S the solution set of (28), then, see [31] , x * ∈ C is a solution of (28) if and only if it is a solution of the fixed point problem x = P C (I − γA
where P C and P Q are the nearest point projections onto C and Q, respectively, γ > 0 and A * is the adjoint operator of A. It has been shown by Byrne [16] that if δ is the spectral radius of A * A and γ ∈ (0, 2/δ), then the operator
is averaged and nonexpansive and the so called CQ algorithm
converges weakly to a solution of the SFP. In the case of averaged nonexpansive mappings, the problem of turning the weak convergence above into strong convergence received a great deal of research work. This usually consists in considering additional assumptions, see [31] for a recent survey on Halpern type algorithms.
We propose here an alternative to all those approaches, by considering enriched Kannan and enriched Bianchini mappings, respectively, which are in general discontinuous mappings, instead of nonexpansive mappings, which are always continuous. In this case we shall have a SFP with unique solution, as shown by the next theorem, while the the considered algorithm (31) will convergence strongly.
Theorem 4. Assume that the SFP problem (28) is consistent, γ ∈ (0, 2/δ) and T = P C (I − γA
Then there exist λ ∈ [0, 1) such that the iterative algorithm {x n } defined by
converges strongly to the unique solution x * of the SFP problem (28), for any x 0 ∈ C.
Proof. We apply Theorem 2 for X = C and T = P C (I − γA * (I − P Q ) A).
4.2.
Solving variational inequality problems. Let H be a Hilbert space and let C ⊂ H be closed and convex. A mapping G : H → H is called monotone if
The variational inequality problem with respect to G and C, denoted by V IP (G, C), is to find x * ∈ C such that
It is well known, see for example [16] , that if γ > 0 then x * ∈ C is a solution of the V IP (G, C) if and only if x * is a solution of the fixed point problem
where P C is the nearest point projection onto C.
In Byrne [16] it is proven, amongst many other important results, that if I − γG and P C (I − γG) are averaged nonexpansive mappings, then, under some additional assumptions, the iterative algorithm {x n } defined by
converges weakly to a solution of the V IP (G, C), if such solutions exist.
Our alternative is to consider V IP (G, C) for enriched Bianchini mappings, which are in general discontinuous mappings, instead of nonexpansive mappings, which are always continuous. In this case we shall have V IP (G, C) with a unique solution, as shown by the next theorem. Moreover, the considered algorithm (34) will convergence strongly to the solution of the V IP (G, C).
Theorem 5. Assume that for γ > 0, T = P C (I − γG) is a (k, a)-enriched Bianchini mapping. Then there exist λ ∈ [0, 1) such that the iterative algorithm {x n } defined by x n+1 = (1 − λ)x n + λP C (I − γG) x n , n ≥ 0,
converges strongly to the unique solution x * of the V IP (G, C), for any x 0 ∈ C.
Proof. We apply Theorem 3 for X = C and T = P C (I − γG).
Conclusions and further developments
In this paper we first introduced a large class of contractive mappings, called enriched Kannan mappings, that includes usual Kannan mappings and also includes some nonexpansive mappings. We studied the set of fixed points and constructed an algorithm of Kransnoselskij type in order to approximate fixed points of enriched Kannan mappings for which we have proved a strong convergence theorem.
We then extended the enriched Kannan mappings to the slightly larger class of enriched Bianchini mappings and constructed the corresponding algorithm of Kransnoselskij type to approximate the fixed points of enriched Bianchini mappings for which we have also proved a strong convergence theorem. Nontrivial examples to illustrate the effectiveness of our fixed point results are also given.
As applications of our main results, we presented two Kransnoselskij projection type algorithms for solving split feasibility problems and variational inequality problems in the class of enriched Kannan mappings and enriched Bianchini mappings, respectively, thus improving the existence and weak convergence results for split feasibility problems and variational inequality problems in [16] to existence and uniqueness as well as to strong convergence theorems.
