we define a volume-preserving norm that depends on the diffusion matrix a(x). We calculate the asymptotic behavior as → 0 of the expected hitting time of the -ball centered at x and of the principal eigenvalue for L in the exterior domain formed by deleting the ball, with the oblique derivative boundary condition at ∂D and the Dirichlet boundary condition on the boundary of the ball. This operator is non-self-adjoint in general. The behavior is described in terms of the invariant probability density at x and Det(a(x) ). In the case of normally reflected Brownian motion, the results become isoperimetric-type equalities.
, and b i are bounded, the existence and uniqueness in law of such a diffusion process follows from [15] via the submartingale problem. In the case that the coefficients are not necessarily bounded, there exists a unique solution to the generalized submartingale problem up to a possibly finite explosion time (see [9] for the passage from the martingale problem to the generalized martingale problem in the case of diffusions on R d ; the passage from the submartingale problem to the generalized submartingale problem for reflected diffusions is treated similarly). Let P x denote the probability measure corresponding to the diffusion starting from x ∈D.
We investigate the asymptotic behavior of the expected hitting time of a small ball starting from outside the ball and of the principal eigenvalue for L in the punctured domain obtained by deleting the small ball and placing the Dirichlet boundary condition on the resulting boundary. Note that the operator in question is in general non-self-adjoint because of the oblique derivative boundary condition as well as because of the drift term b. We will assume throughout the paper that the diffusion process is positive recurrent, which of course is always true if D is bounded. Indeed, the expected hitting time is finite if and only if the process is positive recurrent; that is, if and only if there exists an invariant probability density µ (see [8, Theorem 4.9 .6] for a proof of the equivalence in the case R d = D). For the investigation of the principal eigenvalue, we will need an additional assumption which always holds if D is bounded.
The original motivation for this investigation was a recent paper [2] in which it was shown that if T (x, ) is the first hitting time of the disc of radius for Brownian motion on the two-dimensional unit torus T , then lim →0 sup x∈T 2
T (x, )
| log | 2 = 2 π a.s. A basic first step was to obtain estimates on the asymptotic behavior as → 0 of the expected value of T (x, ) starting from points y ∈ T − {x}. 
Theorem 1. Let X(t) be a positive recurrent diffusion in a domain
) and corresponding to an operator of the form L as above. Let µ denote the invariant probability density. Let x ∈ D and y ∈D − {x}.
Remark. In the case that the diffusion process is reversible, the invariant density can be given explicitly. The diffusion is reversible if and only if the drift vector b is of the form b = a∇Q, for some function Q, and the reflection vector ν is in
. In this case, positive recurrence is equivalent to the condition D exp(2Q(y))dy < ∞, and we have
Thus, in the reversible case, the right hand side of (1. 
The above results are asymptotic ones. In the case of Brownian motion with oblique reflection, we can give an exact calculation for the hitting time of a ball of fixed radius from distinguished starting points. Let x ∈ D and let 0 < R < l be
can be calculated explicitly. Before stating the result, we recall a few facts about positive recurrent obliquely reflected Brownian motion. As noted above, the process 
Remark. Consider Theorem 2 when the reflection vector is normal, in which case (D) . Then the theorem indicates that for x ∈ D and for 0 < R < l such thatB l (x) ⊂ D, one can find a point z l;R such that E z l;R τ B R (x) is equal to the common value that one obtains for the expected value of τ B R (x) starting from any point on ∂B l (x) in the case that the domain is a ball of the same volume centered at x.
We note that Theorem 1 can also be thought of as giving a formula for the invariant density in terms of the asymptotic behavior of expected hitting times of small balls. Green's function and potential theory afficianados might want to represent this as follows: let G
inv (x) (x) with the oblique derivative boundary condition in the direc-
) and the Dirichlet boundary condition at
inv (x) (x); thus, the unique solution µ > 0 to the adjoint equatioñ
for any z ∈ D − {x}.
In fact, (1.3) along with a slightly modified version of it will be used to prove our result concerning the asymptotic behavior of the principal eigenvalue, which we now consider. (x). Since the domain is bounded, the operator in question has a compact resolvent and it follows from the Krein-Rutman theorem that λ (x) > 0 (see [7] and also [9, chapter 3] which treats the case of Dirichlet boundary rather than oblique reflection). If D is unbounded, then we need to define the principal eigenvalue λ (x) carefully and we need to make the assumption that it is in fact strictly positive. We define the generalized principal eigenvalue as follows: 
. No boundary condition is imposed on the relative boundary of ∂D k in ∂D. A principal eigenvalue λ (k) (x) exists for this problem [7] and is positive and monotone nonincreasing. The generalized principal eigenvalue is defined as λ (x) = lim k→∞ λ (k) (x).
We will need the following hypothesis.
Hypothesis 1. For some 0 > 0 and someλ > 0,
) < ∞.
Lemma 1. i. Hypothesis 1 always holds if D is bounded.
ii. If
for some 0 > 0 and someλ > 0, then λ (x) > 0 for all > 0.
From Lemma 1 it follows in particular that λ (x) > 0 for > 0 whenever Hypothesis 1 is in effect.
We can now state the theorem.
with the oblique derivative boundary condition at ∂D (if
) and the Dirichlet boundary condition at ∂B
assume that Hypothesis 1 holds.
Remark 1. Note that Theorems 1 and 3 show that
and λ (x) have reciprocal asymptotic behavior. This is not surprising because if τ
had an exact exponential distribution, then its expectation and the asymptotic rate of decay of its tail probabilities would be reciprocals, and this latter quantity is essentially λ (x).
Remark 2. From the remark following Theorem 1, it follows that in the reversible case, the righthand side of (1.4) is given explicitly in terms of the coefficients of L.
Remark 3. A corresponding formula in the case that the operator is ∆ and the
Dirichlet boundary condition is placed on ∂D was obtained in [6] , which actuallytreated all the eigenvalues, not just the principal one. A similar result in the case of a closed manifold was obtained in [1] . Note that this problem is self-adjoint.
Remark 4. In another paper, the technique used in the proof of Theorem 1 is used along with other techniques to obtain the asymptotic behavior of the principal eigenvalue in regions with many small holes in the case of the Laplacian with the Neumann boundary condition [10] . For other papers concerning the shift of the principal eigenvalue in regions with many holes, see for example [4, 11, 12] 
. Thus, by the Rayliegh-Ritz formula, λ (0) = 0, and by Lemma 1 it also follows that Hypothesis 1 is not satisfied.
Analogously to Corollary 1, we have the following corollary, which in light of the above discussion, might be vacuous if D is unbounded.
Corollary 2. Let X(t) be normally reflected Brownian motion in a domain
We will prove Theorem 2 in section 2, Theorem 1 in section 3, and Theorem 3
and Lemma 1 in section 4.
2. Proof of Theorem 2. Let x, R and l be as in the statement of the theorem.
Define inductively stopping times
is a Markov process on a compact space and consequently possesses an invariant probability measure. Thus, there exist probability measures m 1 and m 2 on ∂B R (x)
and ∂B l (x) respectively such that
We now use Hasminski's construction of the invariant measure for a recurrent diffusion process. (See [3] where the construction is carried out in the case of an unrestricted diffusion on all of space; the same construction works for any Feller process.) With an abuse of notation, we let µ denote the invariant probability measure as well as its density. By Hasminskii's construction
We now express E m 2 τ B R (x) as the sum of two terms.
Using (2.1) and the invariance property of m 2 , we write the first term on the right hand side of (2.2) as
and the second term on the right hand side of (2.2) as (2.4)
Setting A = B R (x) in (2.1), we have (2.5)
.
Note that the two expectations on the right hand side of (2.6) are actually independent of the particular measure m 1 because of symmetry considerations.
Let v R,l (r) denote the solution to
Then, as is well-known,
Solving the differential equation in (2.7) separately on [0, R] and on [R, l], and matching the solutions and their first derivatives at r = R, we obtain (2.9) E m 1
Similarly, let u R,l (r) denote the solution to (2.10)
Then E m 1 σ 1 = u R,l (R) and consequently
Solving (2.10) for u R,l and using (2.11), we obtain (2.12)
Now (1.2) follows from (2.6), (2.9), (2.12) and the fact that E z τ B R (x) is continuous in z. 
The second term on the right hand side of (3.1) remains bounded when → 0; thus the asymptotic behavior of the left hand side of (3.1) coincides with the asymptotic behavior of the first term on the right hand side of (3.1)
denote the Green's function corresponding to the diffusion process in B l (x) which is killed upon hitting ∂B l (x). The expected value appearing in the first term on the right hand side of (3.1) can be rewritten in terms of G (l) as follows:
The Green's function exhibits the following behavior at its pole: 
(z − x)| = , and thus the integral on the right hand side of (3.4) is independent of z ∈ ∂B a inv (x) . This is imperative because we have no control over the probability measure m 1 (dz) on ∂B a inv (x) . We conclude then that
du, for any w satisfying |w | = .
We have now established that the leading term in the asymptotics for
(z, y)dy m 1 (dz) coincides with the leading term in the asymptotics for the right hand side of (3.5). Note that when
has already been given in (2.9) (with R replaced by ). Comparing (2.9) with (3.5) then allows us to deduce that
From (3.5) and (3.6) we conclude that
The same argument in the case d = 2 leads to (3.8)
From (3.1), (3.2), (3.7), (3.8) and the fact that V ol(B
we conclude that
and
Recall that m 2 is a certain probability measure on B l (x), where l has been chosen so thatB l (x) ⊂ D. Thus, in light of (3.9), to complete the proof of Theorem 1 it is enough to show that 
Since E y σ 1 is bounded for y in a compact subset ofD, it follows from (3.11) that in order to prove (3.10) for an arbitrary compact subset ofD − {x}, it is enough to prove (3.10) for the compact subset ∂B 2 .
We now set out to prove (3.10) in this particular case. By Harnack's inequality, it follows that there exists a C > 0 such that
(See, for example, [9, Theorem 7.4.5] which treats the case of diffusions that are killed rather than reflected at the boundary; however, the boundary is irrelevant since the interior Harnack inequality is used.). Thus, writing
it follows that
≤ C for all y 1 , y 2 ∈ ∂B 2 . Now (3.12) continues to hold with y 1 replaced by m 2 . Since P m 2 (X(η 1 ) ∈ ·) = m 1 (·), we conclude in particular that (3.14)
Using (3.14), we can make a Doeblin-type coupling argument to conclude that
where µ y,n (·) is a probability measure on ∂B 2 , and a n is defined recursively by
In particular, lim n→∞ a n = 1. The coupling is achieved as follows. Start the process from y ∈ ∂B 2 at time t = 0 = σ 1 and wait until time t = η 1 . By (3.14), the measure P y (X(η 1 ) ∈ ·) dominates 1 C m 1 . Since P m 1 (X(σ 1 ) ∈ ·) = m 2 (·), it follows that the measure P y (X(σ 2 ) ∈ ·) dominates 1 C m 2 . Thus, by time t = σ 2 , the process is running from equilibrium with probability 1 C . With probability 1− 1 C it is running from some arbitrary distribution, but applying the same reasoning again on another circuit shows that by time t = σ 3 , the process is running from equilibrium with probability 
The first term on the right hand side of (3.16) remains bounded when → 0.
Also, note that P y (τ B a inv (x) > σ n ) as function of y ∈ ∂B 2 is increasing pointwiseto 1 as → 0. Thus, by Dini's Theorem, the convergence is uniform. By (3.13),
. Using these facts along with (3.16) and the fact that lim n→∞ a n = 1, (3.10) now follows for y 1 , y 2 ∈ ∂B 2 . This completes the proof of (3.10). (1.3) . We prove the theorem by using a slight variation of (1. .3) that we need is this:
, σ n and η n be as defined at the beginning of section 3. Consider > 0, δ ∈ (0, l) and n such thatB
, we make a calculation very similar to (2.2)-(2.6). We have
Using (2.1) and the invariance property of m 2 , we write the first term on the right hand side of (4.2) as
and the second term on the right hand side of (4.2) as (4.4)
From (4.2)-(4.5), we obtain (4.6)
If we replace (3.1) with (4.6) and continue with the argument in section 3, we obtain instead of (1.1):
Now just as (1.3) is the analytical equivalent of (1.1), (4.1) without the term lim n→∞,δ→0 is the analytical equivalent of (4.7). Thus (4.1) follows by noting
The rest of the proof uses some ideas from criticality theory for elliptic operatorssee [7] and [9, chapter 4] . (We will give references from [9] , which treats the case that the entire boundary is given the Dirichlet boundary condition implicitly. We say "implicitly", because in fact no boundary condition is given in [9] , but when theboundary is smooth, this is equivalent to the Dirichlet boundary condition. The results carry over to the case at hand as can be seen from [7] . Note however, that our eigenvalue corresponds to the operator −L, while in [9] We now show that
To Recalling that φ (z 0 ) = 1, we can use (4.9) to represent the eigenvalue as
We will show below that
The theorem is now an immediate consequence of (1.3), (4.1), (4.8), (4.10) and We now show that for some c > 0
). Note that since u is bounded away from 0 in B r 0 (x), the coefficient a 
satisfying ν∇v = 0 on ∂D.
Consider < 0 sufficiently small so that λ (x) <λ. We now show that for some ii. Let 0 be as in the statement of the lemma and let ∈ (0, 0 ). We will show below that The upper expression on the right hand side of (4.19) is finite by the assumption in the lemma while the lower one is finite by (4.18).
