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BIFURCATIONS OF THE POLYCYCLE “TEARS OF THE
HEART”: MULTIPLE NUMERICAL INVARIANTS
NATALIYA GONCHARUK AND YURY KUDRYASHOV
Abstract. “Tears of the heart” is a hyperbolic polycycle formed by three
separatrix connections of two saddles. It is met in generic 3-parameter families
of planar vector fields.
In the article [8], it was discovered that generically, the bifurcation of a
vector field with “tears of the heart” is structurally unstable. The authors
proved that the classification of such bifurcations has a numerical invariant.
In this article, we study the bifurcations of “tears of the heart” in more de-
tail, and find out that the classification of such bifurcation may have arbitrarily
many numerical invariants.
1. Introduction
Due to [11, Theorem 3, 12, Theorem 2], a generic vector field on the sphere S2
is structurally stable, see definition in [1]. In 1985, V. Arnold [2, Sec. I.3.2.8]
suggested a perspective of the development of the global bifurcation theory on
the two sphere. In particular1, he conjectured [2, Conjecture 4] that a generic
finite-parameter family of vector fields considered on the whole sphere is weakly
structurally stable. He included this conjecture in a list of six. After the statements
of these conjectures, he writes:
“Certainly proofs or counterexamples to the above conjectures are necessary for
investigating nonlocal bifurcations in generic l-parameter families.” [2, p. 100]
It turns out that this conjecture is wrong. Namely, [8, Theorem 1] states that
there exists a non-empty open subset in the space of 3-parameter families of vector
fields on the sphere such that each family from this set is structurally unstable. The
classification of the families from this set up to the moderate topological equivalence
has a numerical invariant that can take any positive value.
Other theorems in [8] provide us with generic families of vector fields with many
numerical invariants, and even functional invariants, at the cost of higher number of
parameters. The main goal of this paper is to show that one can achieve arbitrarily
many numerical invariants without increasing the number of parameters.
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2. Preliminaries
Let us recall some definitions.
Definition 1. The characteristic number of a saddle is the absolute value of the
ratio of the eigenvalues of its linearization, the negative one in the numerator.
Definition 2. A singular point of a vector field is called hyperbolic, if the eigen-
values of its linearization have non-zero real parts.
Denote by Vect(S2) the set of C3-smooth vector fields on S2.
Definition 3. A family of vector fields on S2 with a base B ⊂ Rk is a smooth map
V : B → Vect(S2). We will also use the notation V = { vα | α ∈ B }. A local family
of vector fields is a germ of a smooth map V : (Rk, 0)→ (Vect(S2), v0).
Denote by Vk(S2) the space of k-parameter local families V = { vα | α ∈ (Rk, 0) }
of vector fields on S2 such that vα(x) is C
3-smooth in (α, x).
Definition 4. Two vector fields v and v˜ on S2 are called orbitally topologically
equivalent, if there exists a homeomorphism S2 → S2 that links the phase por-
traits of v and v˜, that is, sends orbits of v to orbits of v˜ and preserves their time
orientation.
The moderate equivalence was introduced in [8] for families of vector fields with
only hyperbolic singular points, and in [5] in the general case. We will use the
definition from [8] since it is simpler and shorter.
For a vector field v ∈ Vect(S2), denote by SPS(v) ⊂ S2 the union of its singular
points, periodic orbits and separatrices.
Definition 5. Two local families of vector fields { vα | α ∈ (Rk, 0) }, { v˜α˜ | α˜ ∈ (Rk, 0) }
on S2 with only hyperbolic singular points are called locally moderately topologically
equivalent, if there exists a germ of a map
H : (Rk × S2, { 0 } × S2)→ (Rk × S2, { 0 } × S2), H(α, x) = (h(α), Hα(x))(1)
such that
• h : (Rk, 0)→ (Rk, 0) is a germ of a homeomorphism;
• for each α ∈ (Rk, 0), the map Hα : S2 → S2 is a homeomorphism that links
the phase portraits of vα and v˜h(α);
• H is continuous in (α, x) at the set { 0 }× SPS(v0), and H−1 is continuous
in (α, x) at the set { 0 } × SPS(v˜0).
See [8, Sec. 1.1] for a discussion of other equivalence relations on the space of
families of vector fields.
Remark 1. The above property of H implies that if some singular points of vector
fields vα form a continuous family Aα, Aα ∈ S2, then the corresponding singular
points Hα(Aα) depend continuously on α. The same holds for limit cycles and
separatrices.
We will use this argument to enumerate singular points and separatrices of two
equivalent families so that the equivalence preserves numeration.
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3. Main Theorem
3.1. Pure existence theorem. First, we formulate the main theorem without
revealing the construction. Given a Banach submanifold M ⊂ Vect(S2) of codi-
mension k, denote by Mt the set of k-parameter local families V ∈ Vk(S2) such
that v0 ∈M, and V is transverse to M.
Theorem 1. For each N , there exist a Banach submanifold THN ⊂ Vect(S2) of
codimension 3 and a smooth surjective function Φ : THN → RN+ such that for two
moderately topologically equivalent families V, V˜ ∈ THtN we have
• ϕ(v0) = ϕ(v˜0), where ϕ(v) = Φ1(v) + · · ·+ ΦN (v);
• if ϕ(v0) is irrational, then Φ(v0) = Φ(v˜0).
• if ϕ(v0) is a rational number with denominator q, then for each k = 1, . . . , N
we have |Φk(v0)− Φk(v˜0)| ≤ 2q .
In particular, Φ is an invariant of the classification of the local families from the
residual subset of THtN given by {V ∈ THtN | ϕ(v0) /∈ Q } up to the moderate topo-
logical equivalence.
Using arguments similar to [8, Proposition 1], one can deduce a version of The-
orem 1 for non-local families of vector fields. Briefly speaking, if each of two equiv-
alent non-local families V, V˜ meets THN transversely at a unique point v0, v˜0, and
is included by a small neighborhood of THN , then the linking homeomorphism h
sends 0 to 0, and we can apply Theorem 1 to the germs (V, 0) and (V˜ , 0).
3.2. The polycycle “tear of the heart”. Now, let us describe the submani-
fold THN ⊂ Vect(S2). The construction mostly repeats the definition of T˚ in [8,
Sec. 2], with the only exception that we have more separatrices winding onto the
polycycle from the outside. Let us recall the “interesting” part of the phase portrait
of a vector field v ∈ THN , see Fig. 1. For a more detailed description, including
extension of the phase portrait to the whole sphere, see [8, Sec. 2.1].
We say that a vector field is normalized, if it has a unique pair of a sink and a
repelling limit cycle such that there are no other singular points to the same side
of the limit cycle as the sink. We say that this sink is the infinity ∞, and consider
its complement S2 \ {∞} as the plane R2. This allows us to unambiguously speak
about “exterior” and “interior” of a closed curve on the sphere.
Consider a normalized vector field v ∈ Vect(S2). Suppose that it has
• two saddle points L and M ;
• two separatrix connections between L and M ;
• a separatrix loop l of L.
• no saddle connections other than the three connections described above,
and no non-hyperbolic singular points.
The polycycle γ formed by the separatrix loop (the tear) and the separatrix con-
nections between L and M (the heart) is called a polycycle of type TH, if the tear
and the heart are located outside of each other, and the two yet unused separatri-
ces of M are located inside the heart. These additional conditions imply that γ is
monodromic from exterior, and l is monodromic from interior.
Now suppose that the characteristic numbers λ, µ of L, M satisfy the inequalities
Λi := λ < 1; Λe := λ
2µ > 1.(2)
4 NATALIYA GONCHARUK AND YURY KUDRYASHOV
l
L M
I
i
E1 E2 E3
e1e2
e3
Г
Figure 1. A vector field of class TH3
Then the Poincare´ map along γ strongly attracts to the polycycle, while the Poincare´
map along l strongly repels from it, see [8, Sec. 4.3, Remark 12]. Hence, the fol-
lowing assumptions do not increase the order of degeneracy.
Definition 6. We say that a normalized vector field with a polycycle of type TH
belongs to THN , if
• there is exactly one separatrix i of some other saddle winding onto l from
the interior in the reverse time;
• there are exactly N separatrices ek, k = 1, . . . , N , winding onto γ from the
exterior;
• the separatrix e1 is topologically distinguished.
The last assumption means that for two orbitally topologically equivalent vec-
tor fields v, v˜ ∈ THN , the homeomorphism linking their phase portraits brings
the distinguished separatrix of v to the distinguished separatrix of v˜. There are
many ways to achieve this that formally lead to different classes THN , and it’s not
important which one is used.
[8, Theorem 4] states that
(3) ϕ(v) =
ln Λe(v)
− ln Λi(v)
satisfies the first conclusion of Theorem 1 if N = 1, and its proof can be trivially
adjusted for the general case.
3.3. Special coordinates on a cross-section. In order to define the map Φ,
we need to introduce special coordinates on a cross-section to the polycycle. Let
Γ be a cross-section to the tear l at a non-singular point O. Let Γe and Γi be
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the exterior and interior parts of Γ, respectively. Let ∆e : (Γe, O) → (Γe, O)
and ∆i : (Γi, O) → (Γi, O) be the Poincare´ maps along γ and l, respectively.
Let x : Γ→ R be a smooth chart on Γ positive on Γe and negative on Γi
The Poincare´ map ∆e behaves like x 7→ xΛe near the origin, see [8, Corollary 3]
or Lemma 4 below. In the chart ξ = ln(− ln |x|), the map x 7→ xΛe is given by ξ 7→
ξ + ln Λe, and the Poincare´ map is close to it. One can use this fact to construct
a rectifying chart ξe that conjugates ∆e to the shift by ln Λe, and a similar chart ξi
for ∆i. Namely, in Sec. 5.4 we shall prove the following lemma.
Lemma 1. There exist unique continuous maps ξe : (Γe, O) → (R+,+∞), ξi :
(Γi, O)→ (R+,+∞) such that
ξe ◦∆e = ξe + ln Λe; ξe = ln(− ln |x|) + o(1);
ξi ◦∆i = ξi + ln Λi; ξi = ln(− ln |x|) + o(1).
Note that ξe mod (ln Λe)Z is a well-defined chart on the quotient space Γe/∆e.
One can think about the quotient space Γe/∆e as a closed curve without contact
surrounding γ, or as a fundamental domain (∆e(x0), x0], x0 ∈ Γe.
3.4. The invariant. The separatrices ek, k = 1, . . . , N , intersect Γe in N orbits
of ∆e. These orbits split the circle Γe/∆e into N arcs. Let Φk be the length of the
k-th arc with respect to the chart ξe mod (ln Λe)Z, rescaled so that
∑n
k=1 Φk =
ln Λe
− ln Λi .
More precisely, let us reenumerate the separatrices e2, . . . , eN and choose inter-
section points Ek ∈ ek ∩ Γe so that x(E1) > · · · > x(EN ) > x(∆e(E1)). Put
EN+1 := ∆e(E1), Φk(v) :=
ξe(Ek+1)− ξe(Ek)
− ln Λi .(4)
Then ϕ(v) =
∑
Φk(v) = − ln Λeln Λi which agrees with (3). Clearly, the numbers Φk do
not depend on the choice of Ek.
Finally, we are ready to formulate the explicit version of Theorem 1.
Theorem 2. The class THN and the map Φ = (Φ1, . . . ,ΦN ) constructed above
satisfy the conclusions of Theorem 1.
4. Proof of the Main Theorem modulo technical lemmas
4.1. Unfolding of the “Tears of the heart” polycycle. Consider an unfold-
ing V = { vα } ∈ THtN of a vector field v = v0 of class THN . Let (semi-)transversals
Γ, Γi, Γe, and a coordinate x : Γ→ R be as in Sec. 3.3.
For α close to zero, let L(α) and M(α) be the saddles close to L and M , respec-
tively. The saddle L(α) has a stable separatrix s(α) and an unstable separatrix u(α)
continuously depending on α such that both s(0) and u(0) are the loop l. Let S(α)
be the first intersection point of s(α) with Γ, counting from L(α). Let U(α) be the
first intersection point of u(α) with Γ, counting from L(α). The separatrix splitting
parameter
(5) ε := x(S(α))− x(U(α))
measures how far vα is from having a loop close to l. More precisely, vα has a loop
close to l if and only if ε = 0.
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We can introduce similar separatrix splitting parameters σ2, σ3 for the separatrix
connections between L and M , and the triple σ := (ε, σ2, σ3) is a coordinate system
on the base of the family, see [8, Sec. 2.2] for details.
As in [8, Sec. 2.2.4], let (E , 0) be given by σ2 = σ3 = 0. Geometrically, E is
the set of parameters α ∈ (R3, 0) such that the saddles L(α) and M(α) have two
separatrix connections close to those of L and M . This one-dimensional subfamily
is parametrized by the parameter ε introduced above. Let E+ ⊂ E be given by
ε > 0.
From now on (unless stated otherwise) we deal only with the subfamily { vα | α ∈ E },
and use ε as a parameter on this subfamily.
4.2. Sparkling separatrix connections. Let ε, E+, L(ε), M(ε), s(ε), u(ε), S(ε)
and U(ε) be as in Sec. 4.1. Let i, e1, . . . , eN be the separatrices of v introduced in
Sec. 3.2, enumerated as in Sec. 3.4. For small ε, the vector field vε has separatrices
i(ε), e1(ε), . . . , eN (ε) continuously depending on ε such that i(0) = i, ek(0) = ek.
Let Ek(ε), k = 1, . . . , N , be continuous families of intersection points Ek(ε) ∈
ek(ε)∩Γe such that Ek(0) = Ek. Similarly, let us fix an intersection point I ∈ i∩Γi,
and choose a continuous family I(ε) ∈ i(ε) ∩ Γi.
For some small positive values of ε, the separatrices u(ε) and s(ε) form the
following “sparkling” separatrix connections.
• for ε = ιn, the separatrix u(ε) makes n turns around the loop l, then comes
to I(ε);
• for ε = εk,m, the separatrix s(ε) makes m turns around the polycycle γ in
backward time, then comes to Ek(ε).
One can show that ιn ↘ 0 as n→∞ and εk,m ↘ 0 as m→∞, see [8, Lemma 1].
Remark 2. The number of turns the separatrix s(ε) makes around the polycycle γ
before coming to Ek(ε)) is not defined by the phase portrait of vε. Indeed, a Dehn
twist along a curve surrounding γ changes this number by one.
However, in a family of vector fields, one can define the number of turns simulta-
neously for all vε up to an additive constant. One of the ways to do this is discussed
in [8, Definition 3], but it works only if there is exactly one separatrix outside of γ,
and one inside l. Another way is to fix a cross-section Γ and points Ek as above,
then say that the number of turns is the number of intersection points s(ε) ∩ Γ
between S(ε) and Ek(ε), including one of these two points, and similarly for the
interior separatrix connections.
4.3. Plan of the proof. One can prove (see [8, Lemma 1]) that for n large enough
we have ιn > ιn+1 > · · ·, and ∀k, εk,m > εk,m+1 > · · ·. Actually, the same argu-
ments [8, Sec. 4.6.2] imply that
(6) ε1,m > ε2,m > · · · > εN,m > ε1,m+1 > · · ·
However, the numbers ιn are interspered between the numbers εk,m in a non-trivial
way. In particular, the relative density depends on the ratio of ln Λi and ln Λe,
see [8, Corollary 1]:
lim
ε→0+
# {n | ιn > ε }
# {m | ε1,m > ε } =
ln Λe
− ln Λi = ϕ(v).
This fact was used in [8] to prove that the right hand side is an invariant of moderate
topological equivalence of families V ∈ THt1 .
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For each n, let εkn,mn be the smallest number of the form εk,m that is greater
than ιn. Consider the frequencies
(7) ψε,k :=
# {n | ιn > ε, kn = k }
# {n | ιn > ε } .
In Sec. 4.4, Lemma 2 we state some estimates on ιn and εk,m, and postpone their
proofs to Sec. 5. These estimates imply that on the circle R/(ln Λe)Z, each se-
quence m 7→ ln(− ln εk,m) converges to ξe(Ek), while ln(− ln ιn) is close to an orbit
of a rotation through (− ln Λi).
The frequencies ψε,k describe how often the sequence ln(− ln ιn) visits each
of N arcs of the circle R/(ln Λe)Z. If the rotation angle and the circle length
are incommensurable, then the orbits are uniformly distributed on the circle, so
these frequencies are equal to the normalized lengths Φk(v)ϕ(v) ; otherwise, we can esti-
mate the difference between these two values, see Corollary 1 in Sec. 4.5 for details.
Finally, in Sec. 4.6 we use these estimates to prove Theorem 2.
4.4. Estimates on ιn, εk,m. In order to estimate the frequencies ψε,k, see (7), we
shall first estimate ιn and εk,m. Recall that ∆e and ∆i are the Poincare´ maps along
the polycycle γ and the loop l, respectively. For ε close to zero, we can consider
the Poincare´ maps ∆e,ε,∆i,ε along the broken polycycle γ and the broken loop l.
Then ιn and εk,m are the unique roots of the equations
∆ni,ε(U(ε)) = I(ε) ∆
−m
e,ε (S(ε)) = Ek(ε).(8)
In Sec. 5, we shall prove that in appropriate charts, the Poincare´ maps ∆i,ε,∆e,ε
are close to the maps ∆i,∆e, and use this fact to estimate ιn and εk,m. Namely,
we shall prove the following lemma.
Lemma 2. In the settings introduced above, we have
ln(− ln ιn) = −n ln Λi + ξi(I) + o(1),(9)
ln(− ln εk,m) = m ln Λe + ξe(Ek) + o(1),(10)
where ξe, ξi are the rectifying charts introduced in Sec. 3.3.
Though we postpone the rigorous proof of this lemma, let us explain the main
idea of the proof right here.
Idea of the proof of Lemma 2. We shall only discuss the proof of (9) here. Consider
the chart xε = x(S(ε)) − x. Due to (5), we have xε(U(ε)) = ε. It turns out that
for ε close to zero, the map ∆i,ε written in the chart xε is very close to the map ∆i
written in the chart x0 = −x, as long as xε ≥ ε. So, we can replace this equation
with the equation
∆ni (ιn) = I.
Now, rewriting this equation in the rectifying chart ξi we get
ln(− ln ιn) + n ln Λi + o(1) = ξi(I).
Moving some terms to the right hand side of the equation, we get (9). 
In particular, (10) implies that for m large enough, the numbers εk,m are indeed
ordered as in (6).
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4.5. Sequences close to orbits of a rotation. Let us estimate the frequen-
cies (7). First, we prove a general lemma.
Lemma 3. Let (Jn), Jn ⊂ S1 = R/Z be a converging sequence of intervals, either
open, closed or half-open. Let J = [a, b] be its limit. Let (xn) be a sequence close
to an orbit of a rotation,
xn = c+ nρ+ o(1) ∈ S1, c, ρ ∈ S1.
Consider the frequency of n such that xn ∈ Jn,
ψn :=
1
n
# { j | 1 ≤ j ≤ n, xj ∈ Jj } .
Then
• for an irrational ρ, the sequence (ψn) tends to |J | as n→∞;
• for a rational ρ = pq , gcd(p, q) = 1, we have
(11) − 1
q
+ lim sup
n→∞
ψn ≤ |J | ≤ 1
q
+ lim inf
n→∞ ψn.
Proof. Given δ > 0, for j large enough, Jj is close to J and xj is close to c + jρ,
hence
c+ jρ ∈ [a+ δ, b− δ]⇒ xj ∈ (a, b), xj ∈ [a, b]⇒ c+ jρ ∈ [a− δ, b+ δ],
thus
lim
n→∞
1
n
# { j | 1 ≤ j ≤ n, c+ jρ ∈ [a+ δ, b− δ] } ≤ lim inf
n→∞ ψn,(12a)
lim
n→∞
1
n
# { j | 1 ≤ j ≤ n, c+ jρ ∈ [a− δ, b+ δ] } ≥ lim sup
n→∞
ψn.(12b)
In the case of an irrational ρ, the orbit (c + jρ) is uniformly distributed on the
circle, hence (12) implies
b− a− 2δ ≤ lim inf
n→∞ ψn ≤ lim supn→∞ ψn ≤ b− a+ 2δ.
Since this holds for any δ > 0, the sequence ψn converges to |J | = b− a.
In the case of a rational ρ, the orbit c+ jρ of the shift x 7→ x+ρ is periodic with
period q, hence it visits any interval with the frequency equal to the fraction of the
points c+ ρ, . . . , c+ qρ that belong to this interval. Hence (12) takes the form
1
q
# { j | 1 ≤ j ≤ q, c+ jρ ∈ [a+ δ, b− δ] } ≤ lim inf
n→∞ ψn,
1
q
# { j | 1 ≤ j ≤ q, c+ jρ ∈ [a− δ, b+ δ] } ≥ lim sup
n→∞
ψn.
Since this holds for any δ > 0, we have
1
q
# { j | 1 ≤ j ≤ q, c+ jρ ∈ (a, b) } ≤ lim inf
n→∞ ψn,
1
q
# { j | 1 ≤ j ≤ q, c+ jρ ∈ [a, b] } ≥ lim sup
n→∞
ψn.
Finally, an interval of length l contains at least ql − 1 and at most ql + 1 of the
points c+ ρ, . . . , c+ qρ, hence we have (11). 
Now, apply this lemma to our case.
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Corollary 1. If ϕ(v0) is irrational, then
(13) lim
ε→0
ψε,k =
Φk(v0)
ϕ(v0)
.
If ϕ(v0) is a rational number with denominator q, then
(14) − 1
q
+ ϕ(v0) lim sup
ε→0
ψε,k ≤ Φk(v0) ≤ 1
q
+ ϕ(v0) lim inf
ε→0
ψε,k.
Proof. Note that
kn = k ⇐⇒ ιn ∈ [εk+1,mn , εk,mn)
thus
kn = k ⇐⇒ ln(− ln ιn) ∈ (ln(− ln εk,mn), ln(− ln εk+1,mn)] .
Due to Lemma 2, we have
1
ln Λe
ln(− ln ιn) = n− ln Λi
ln Λe
+
ξi(I)
ln Λe
+ o(1),
1
ln Λe
ln(− ln εk,mn) =
ξe(Ek)
ln Λe
+ o(1) (mod Z),
1
ln Λe
ln(− ln εk+1,mn) =
ξe(Ek+1)
ln Λe
+ o(1) (mod Z).
Application of Lemma 3 completes the proof. 
4.6. Two equivalent families. Now we are ready to prove Theorem 2. Con-
sider two moderately topologically equivalent families V, V˜ ∈ THN . As was noted
in Sec. 3.2, the arguments from [8] imply that ϕ(v) = ϕ(v˜). So, it is enough to
prove that we have Φ(v) = Φ(v˜) for an irrational ϕ(v), and |Φk(v)− Φk(v˜)| ≤ 2q
for a rational ϕ(v) = pq .
We shall use the already introduced notation (e.g., E+, ε, ιn, εk,m) for objects
corresponding to V , while for similar objects corresponding to V˜ we shall add tilde
above. Let H : (α, x) 7→ (h(α), Hα(x)) be the map implementing the equivalence
of V and V˜ .
As in [8, Sec. 2.3.3], h sends (E , 0) to (E˜ , 0), E+ to E˜+, a germ of the se-
quence (ιn) to a germ of the sequence (ι˜n), h(ιn) = ι˜n+a, a ∈ Z, and a germ of the
sequence (εk,m) to a germ of the sequence (ε˜k,m).
Since the separatrix e1 is topologically distinguished for vector fields from THN ,
Remark 1 implies that Hε sends e1(ε) to e˜1(h(ε)). Thus we can distinguish ε1,m
from εk,m, k 6= 1, hence h sends (ε1,m) to (ε˜1,m˜). Next, recall that both se-
quences εk,m and ε˜k,m˜ are ordered in the same way, see (6), hence h sends each εk,m
to ε˜k,m+b, where b is an integer constant.
Recall that ιn belongs to [εkn+1,mn , εkn,mn). Since h(ιn) = ι˜n+a and h(εk,m) =
ε˜k,m+b, we have ι˜n+a ∈ [ε˜kn+1,mn+b, ε˜kn,mn+b). Thus k˜n+a = kn, hence
lim inf
ε→0
ψε,k = lim inf
ε→0
ψ˜ε,k, lim sup
ε→0
ψε,k = lim sup
ε→0
ψ˜ε,k.
Finally, application of Corollary 1 to both families V, V˜ completes the proof of The-
orem 2.
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5. Asymptotics of sparkling saddle connections
5.1. General settings. In order to deal with both cases simultaneously, let us
introduce notation according to Table 1.
Notation
Meaning
Case εk,m Case ιn
n m n
εn εk,m ιn
∆ε ∆
−1
e,ε ∆i,ε
Λ Λ−1e Λi
xε x− x(U(ε)) x(S(ε))− x
P (ε) Ek(ε) I(ε)
Table 1. Notation unifying the cases of interior and exterior sep-
aratrix connections
In this notation, both equations (8) take the form
(15) ∆nε (ε) = P (ε).
Our estimates will be based on the following lemma. This lemma is a simple
corollary of [8, Lemma 6]; see also [10, Theoreme 1] for much stronger estimates in
case of infinitely smooth families, and [7, Sec 9.3] for an alternative proof of (16a).
Lemma 4. In both cases described above, we have Λ < 1, and
∆ε(x) = x
ΛeO(1);(16a)
Dx∆ε(x) = x
Λ−1eO(1);(16b)
Dε∆ε(x) = 1 + o(1);(16c)
as (ε, x) tends to the origin inside the angle x ≥ ε ≥ 0.
Proof. The inequality Λ < 1 follows from (2). The estimates (16) were proved
in [8, Proof of Lemma 6] for any monodromic polycycle with the product Λ of
characteristic numbers along the polycycle being less than one.
More precisely,
(16a): is exactly [8, Eq. 35a];
(16b): immediately follows from the estimate Dx∆ε(x) = x
Λ(ε)−1eO(1) from
the proof of [8, Lemma 6, Eq. 35b], and the estimate xΛ(ε) = xΛ(0)eO(1)
from the proof of [8, Lemma 6, Eq. 35a];
(16c): is stated explicitly at the top of the proof of [8, Lemma 6, Eq. 35c].

Now Lemma 1 follows from Lemma 5 below applied to ∆−1, and Lemma 2 follows
from Lemma 6 below.
Lemma 5. Consider a map ∆ : (0, δ)→ (0,+∞) satisfying (16a) with some Λ > 1.
Suppose that2 ∆n(x)→ 0 for all 0 < x < δ. Then there exists a unique continuous
map ξ : (0, δ)→ (0,+∞) such that
2For δ small enough, this assumption immediately follows from (16a).
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• ξ(∆(x)) = ξ(x) + ln Λ;
• ξ(x) = ln(− lnx) +O
(
1
− ln x
)
as x→ 0+.
In case of infinitely smooth vector fields, a similar statement was proved in [3].
Lemma 6. Consider a family of maps ∆ε : (0, δ) → (0,+∞) satisfying the con-
clusions of Lemma 4. Let P be a smooth function defined in a small neighborhood
of 0. Suppose that P (0) belongs to the attraction basin of the origin with respect
to ∆−10 . Then for n large enough, the equation (15) has a unique solution εn, and
(17) ln(− ln εn) = −n ln Λ + ξ(P (0)) + o(1)
as n→∞.
The fact that (15) has a unique root was proved in [8], together with a weaker
estimate on the root, so we shall only prove the stronger estimate (17). In Sec. 5.2,
we shall prove some estimates on ∆nε (x) and its derivatives, then use them in Sec. 5.3
to prove that
(18) ∆n0 (εn) ≈ P (0).
Finally, in Sec. 5.4 we shall prove Lemma 5, then in Sec. 5.5 use it and (18) to
prove (17).
5.2. Iterates of the Poincare´ map. Let ∆ε be a family of functions satisfying
conclusions of Lemma 4. We start with some estimates on ∆nε (x) and its derivatives.
First, let us fix numbers δ > 0, 0 < c < 1, C > 1 such that for 0 ≤ ε ≤ x < δ,
x > 0, we have
cxΛ < ∆ε(x) < Cx
Λ;(19a)
c
∆ε(x)
x
< Dx∆ε(x) < C
∆ε(x)
x
;(19b)
1
2
< Dε∆ε(x) < 2.(19c)
Lemma 7. In the settings introduced above, given a number Λ′ ∈ (Λ, 1), there
exists δ′ > 0 such that the following holds. Consider 0 ≤ ε ≤ x < δ, x > 0, and
a natural n such that all the iterates ∆kε(x), k = 0, . . . , n, are less than δ. Then
c
1
1−ΛxΛ
n
< ∆nε (x) < C
1
1−ΛxΛ
n
;(20a)
cn
∆nε (x)
x
< Dx∆
n
ε (x) < C
n∆
n
ε (x)
x
.(20b)
If additionally x < δ′, then
0 < Dε∆
n
ε (x) < x
−Λ′ .(20c)
Proof. The estimates (20a) on ∆ε(x) immediately follow from (19a) and Λ < 1 by
induction. Similarly, the estimates (20b) on Dx∆
n
ε (x) follow from the chain rule
and (19b).
Let us prove (20c). By the chain rule, we get
Dε (∆
n
ε (x)) =
n−1∑
j=0
[
Dy∆
j
ε(y)
]
y=∆n−jε (x)
[Dε∆ε(y)]y=∆n−j−1ε (x) .
All terms of the sum are positive, hence the derivative is positive as well, so we
have the lower estimate.
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Now substitute (20b) and (19c),
Dε (∆
n
ε (x)) <
n−1∑
j=0
2Cj
∆nε (x)
∆n−jε (x)
.
Note that Cj < Cn, and ∆n−jε (x) ≥ ∆ε(x), hence
Dε (∆
n
ε (x)) < 2nC
n∆
n
ε (x)
∆ε(x)
.(21)
Due to (19a) and ∆nε (x) < δ, this implies
Dε (∆
n
ε (x)) < 2nC
nδc−1x−Λ.(22)
Now we need to estimate nCn.
Note that in the chart ξ = ln(− lnx), we start at ln(− lnx), then make n jumps
of size close to ln Λ, and arrive to a number larger than ln(− ln δ). Therefore,
the number of jumps cannot be greater than O(ln(− lnx)). Formally, ∆ε(x) < δ
together with the lower estimate in (20a) imply
n <
ln(− lnx)
− ln Λ + a,
where
a =
1
− ln Λ ln
(
1
1− Λ ln c+ ln δ
)
.
Thus
nCn < Ca(− lnx)− lnCln Λ
(
ln(− lnx)
− ln Λ + a
)
.
The right hand side is asymptotically smaller than any negative power of x as x→ 0,
hence for x small enough we have
nCn <
c
2δ
xΛ−Λ
′
.
This inequality together with (22) implies the upper estimate in (20c). 
5.3. Distance to the unperturbed Poincare´ map. Let us prove that ∆nε (x) is
close to ∆n0 (x). Let δ, c, C be as in Sec. 5.2, (19). Let Λ
′ ∈ (Λ, 1) and δ′ > 0 be as
in Lemma 7.
The following lemma immediately follows from (20c), the assumption ∆nε′(x) < δ,
and the Mean Value Theorem.
Lemma 8. In the settings inroduced above, consider 0 ≤ ε ≤ x < δ′, x > 0, and
a natural n such that all the iterates ∆kε′(x), k = 0, . . . , n, 0 < ε
′ < ε, are less
than δ. Then
(23) 0 < ∆nε (x)−∆n0 (x) < εx−Λ
′
.
Let us use this lemma to prove (18).
Lemma 9. Let εn be the root of (15). Then
(24) ∆n0 (εn) = P (0) +O
(
ε1−Λ
′
n
)
as n→∞.
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Proof. Applying Lemma 8 to ε = x = εn, we get
0 < ∆nεn(εn)−∆n0 (εn) < ε1−Λ
′
n .
Since εn is the root of (15), this implies
P (εn)− ε1−Λ′n < ∆n0 (εn) < P (εn).
Finally, substituting P (εn) = P (0) +O(εn) and taking into account 1−Λ′ < 1, we
get (24). 
Now we have an estimate on εn that involves only ∆0 but not ∆εn . The rest of
the proof will be done in the rectifying chart for ∆0.
5.4. Rectifying chart: proof of Lemma 5.
Definition and uniqueness. First, assume that we already have ξ, and try to find
a formula for this map. Since ξ(∆(x)) = ξ(x) + ln Λ, we have
ξ(x) = ξ(∆n(x))− n ln Λ.
Recall that ∆n(x) → 0 as n → ∞, hence ξ(∆n(x)) = ln(− ln ∆n(x)) + o(1). So, if
a rectifying chart exists, then it is given by the formula
ξ(x) = lim
n→∞ ξn(x), ξn(x) = ln(− ln ∆
n(x))− n ln Λ.(25)
This proves uniqueness of the rectifying chart.
On the other hand,
(26) ξn(∆(x)) = ξn+1(x) + ln Λ,
so if (25) converges, then it defines a rectifying chart. Now, let us prove that (ξn(x))
actually converges, and the limit is close to ln(− lnx).
Convergence and continuity. Note that
ξn+1(x)− ξn(x) = ln(− ln ∆n+1(x))− ln(− ln ∆n(x))− ln Λ
= [ln(− ln ∆(y))− ln(− ln y)− ln Λ]y=∆n(x) .(27)
In order to estimate the latter expression, let us rewrite (16a) in the chart ln(− lnx).
Namely, applying ln to (16a), we get
ln (∆(x)) = Λ lnx+O(1),
hence
− ln (∆(x)) = Λ(− lnx)
(
1 +O
(
1
− lnx
))
,
thus
ln(− ln (∆(x))) = ln Λ + ln(− lnx) + ln
(
1 +O
(
1
− lnx
))
,
= ln(− lnx) + ln Λ +O
(
1
− lnx
)
as x→ 0+.
Similarly to Sec. 5.2, introduce δ′ ∈ (0, δ) and c, C > 0 such that for x ∈ (0, δ′)
we have (19a) and
(28) |ln(− ln(∆(x)))− ln(− lnx)− ln Λ| ≤ C− lnx.
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We also require − ln δ′ > 2Cln Λ , so (28) implies
ln(− ln(∆(x))) ≥ ln(− lnx) + ln Λ
2
,
hence
(29) − ln(∆n(x)) ≥ −
√
Λ
n
lnx.
Let us prove that (ξn) converges to a continuous function on (0, δ
′). Due to (26),
this will imply convergence to a continuous function on the attraction basin of 0
which includes (0, δ).
Due to (27) and (28), we have
|ξn+1(x)− ξn(x)| ≤ C− ln (∆n(x)) .
Applying (29), we get
(30) |ξn+1(x)− ξn(x)| ≤ C−√Λn lnx
.
Finally, the series
ξ(x) = ξ0(x) +
∞∑
n=0
(ξn+1(x)− ξn(x))
is majorated by an infinite geometric series with common ratio Λ−0.5 < 1, hence it
converges uniformly to a continuous function.
Estimate. Due to (30), we have
|ξ(x)− ξ0(x)| ≤
∞∑
n=0
C
−√Λn lnx
=
C
√
Λ
−(√Λ− 1) lnx = O
(
1
− lnx
)
.
Note that ξ0(x) = ln(− lnx), thus we proved the required estimate on ξ(x).
5.5. Sparkling saddle connections: estimate. Let us complete the proof of Lemma 6.
Due to Lemma 8,
(31) ∆n0 (εn) = P (0) +O
(
ε1−Λ
′
n
)
= P (0) + o(1).
Let ξ be the rectifying chart for ∆0 provided by Lemma 5. Then
ξ (∆n0 (εn)) = ξ (P (0) + o(1)) ,
hence
ξ(εn) + n ln Λ = ξ(P (0)) + o(1),
thus
ln(− ln εn) + o(1) + n ln Λ = ξ(P (0)) + o(1).
This completes the proof of Lemma 6, hence the proof of Theorem 2.
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6. Corollaries, ideas and conjectures
6.1. Adding more separatrices Ij. Let THN,K be the class of vector fields
similar to THN , but with K separatrices ij winding onto l from interior. Sim-
ilarly to (4), for v ∈ THN,K put Φk(v) = ξe(Ek+1) − ξe(Ek), this time with-
out rescaling, and Ψj(v) = ξi(Ij+1) − ξi(Ij), where Ij are defined in the same
way as Ek, but for the separatrices ij instead of ek. Let [Φ : Ψ](v) be the vec-
tor (Φ1(v), . . . ,ΦN (v),Ψ1(v), . . . ,ΨK(v)) as an element of RPN+K−1.
The proof of Theorem 2 can be easily adjusted to prove the following theorem.
Theorem 3. Given two moderately topologically equivalent local families of vector
fields V, V˜ ∈ THtN,K with irrational ln Λe− ln Λi , we have [Φ : Ψ](v0) = [Φ : Ψ](v˜0).
6.2. Families with more parameters. The construction of THN can easily be
adjusted to provide similar result for d-parameter family, d > 3. Indeed, it is enough
to add d−3 semi-stable limit cycles of multiplicity 2 surrounding the whole picture,
cf. [8, Sec. 3.7]. Then for a generic d-parameter unfolding of this vector field, the
subfamily defined by the condition “all semi-stable limit cycles are unbroken” is a
family of class THtN , hence we can apply Theorem 2 to this subfamily. So, we have
the following theorem.
Theorem 4. For each natural N and d ≥ 3, there exist a Banach submanifold
THdN ⊂ Vect(S2) of codimension d and a smooth surjective function Φ : THdN →
RN+ such that for two moderately topologically equivalent families V, V˜ ∈
(
THdN
)t
we have
• ϕ(v0) = ϕ(v˜0), where ϕ(v) = Φ1(v) + · · ·+ ΦN (v);
• if ϕ(v0) is irrational, then Φ(v0) = Φ(v˜0).
• if ϕ(v0) is a rational number with denominator q, then for each k = 1, . . . , N
we have |Φk(v0)− Φk(v˜0)| ≤ 2q .
However, our attempt to use this construction to obtain a 4-parameter family
with a functional invariant failed. Recall the trick used in [8] to obtain functional
invariants. Consider a generic 4-parameter unfolding vα of a vector field v ∈ THN .
It meets THN at a 1-parameter subfamily. There are N functions Φj defined at
each point of this subfamily. Suppose that a moderate topological equivalence of 4-
parameter equivalence preserves these functions, i.e., for two equivalent families vα,
v˜α˜ we have Φj(vα) = Φj(v˜h(α)). Then we would have N different parametrizations
of the same curve, or equivalently, a curve in RN defined up to a change of coordi-
nates in the domain, but not in the codomain.
The main difficulty at this path is the following. Let ε, σ2, σ3, η be the parameters
of vα, where the first three parameters are the same as in Sec. 4.1, and η is an
additional parameter. As before, we are only interested in the subfamily given
by σ2 = σ3 = 0, but now it is a 2-parameter subfamily parametrized by (ε, η).
Though we can apply Lemma 3 to subfamilies η = const, the homeomorphism h
from Definition 5 may send these curves to some non-vertical curves. In partic-
ular, many intersection points of the curves ε˜ = ε˜k,m(η˜) and ε˜ = ι˜n(η˜) may be
located between the curve h({ η = η0 }) and the vertical line η˜ = h{ ε=0 }(η0), so the
curve h({ η = η0 }) and the corresponding vertical line may meet the curves ε˜ =
ε˜k,m(η˜) and ε˜ = ι˜n(η˜) in a very different order.
Currently we think that the path described above leads nowhere. Moreover, it
seems that for two generic 4-parameter unfoldings V , V˜ of the same vector field,
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the subfamilies given by σ2 = σ3 = 0 and σ˜2 = σ˜3 = 0 are moderately topologically
equivalent. This leads to the following conjecture.
Conjecture 1. The ratio ln Λe(v0)− ln Λi(v0) is the only invariant of moderate topological
equivalence of generic 4-parameter unfoldings of generic vector fields v ∈ THN .
A generic 4-parametric unfolding of v ∈ THN is versal, see definition in [2, Sec.
I.1.1.5].
6.3. Enriched dynamics. This article was inspired by the following idea.
Fix two closed curves curves without contact, Ce surrounding γ, and Ci close
to l. For a small ε > 0, the correspondence map Pε : Ce → Ci along the trajectories
of vε is defined on Ce \ s(ε), and can be extended to a homeomorphism Ce → Ci
by setting Pε(S(ε)) = U(ε), where {S(ε) } = s(ε) ∩ Ce, {U(ε) } = u(ε) ∩ Ci.
This family of homeomorphisms contains a lot of information about bifurcations in
the subfamily E+. In particular, the separatrix connections described in Sec. 4.2
can be alternatively described by equations P(Ek(ε)) = S(ε), P(U(ε)) = I(ε),
where {Ek(ε) } = ek(ε) ∩Ce, { I(ε) } = i(ε) ∩ Ci, and not yet discussed separatrix
connections between ek(ε) and i(ε) are given by Pε(Ek(ε)) = I(ε).
The idea was to study the behaviour of Pε as ε → 0. We call the set of limit
points of Pε, ε → 0, with respect to an appropriate topology in the space of
maps Ce → Ci the enriched dynamics of the original vector field. The term was
introduced by J. Hubbard in the context of study of possible limits of the filled-in
Julia set of z 7→ z2 + c as c approaches the Mandelbrot set.
For a generic one-parametric unfolding of a quasi-generic vector field with a semi-
stable limit cycle, in appropriate coordinates a similar map is close to a rotation.
This was used in [9, 6] to fully describe the classifications of such unfoldings with
respect to normal and weak topological equivalence.
This idea led us to the same invariants as in Theorem 2. When the first draft
of this article was written, we proved the same theorem by simpler arguments, and
rewrote the article from scratch.
It turns out that for ε small enough, the graph of Pε looks like the letter “L” with
a rounded corner. More precisely, Pε expands a small interval
(
S(ε), S(ε) + C− ln ε
)
to an interval slightly shorter than the whole circle, and contracts the interval(
S(ε) + C− ln ε , S(ε) + ln Λe
)
to a very short interval. We have a plan to use this
fact together with more precise estimates on εk,m and ιn to solve the following
problem.
Problem. Describe all invariants of generic families of class THN .
We are almost sure that the tuple (ξe(E1), . . . , ξe(EN ), ξi(I), ln Λi, ln Λe) defined
up to some simple equivalence relation is the full invariant of classification of the
subfamilies VE of generic families V ∈ THN , and hope that the same holds for the
classification of the families themselves.
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