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Abstract
A graph is said claw-free if it contains no induced subgraph isomorphic to K1;3. We prove
that if G is a claw-free graph with minimum degree >4, then G contains a 2-factor with at
most 6n=(+ 2)− 1 components. Moreover, together with a theorem of Choudoum and Paulraj
(J. Graph Theory 15 (1991) 259{265) and one of Anstee (J. Algorithms 6 (1985) 112{131), it
is polynomial (in O(n3)) to construct such a 2-factor. c© 1999 Elsevier Science B.V. All rights
reserved
1. Introduction and notations
The graphs we consider in this paper are nite, undirected, without loops or multiple
edges. For a graph G, we denote by V (G) and E(G) the sets of its vertices and edges.
Given x 2 V (G), the neighborhood of x, N (x), is the set of vertices of G that are
adjacent to x and the degree d(x) is equal to jN (x)j. If H is a subset of V (G),
NH (x) = N (x) \ H , G[H ] is the subgraph induced by H and if H 0 is an other subset
of V (G), H 0−H represents the vertices of H 0 that do not belong to H . Also, if there
is no ambiguity, we sometimes write K instead of V (K) for a subgraph K of G. A
k-factor F of G is a spanning k-regular subgraph of G and its cardinality, jFj, is the
number of components of F. On every cycle C we dene an arbitrary orientation if
necessary and x+ (respectively x−) is the successor (respectively predecessor) of the
vertex x 2 C. Other notations can be found in [2].
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In recent years there have been many results on the family of claw-free graphs (see
for example [5]). Some of them concern the algorithmic behaviour of such graphs and
many results are related to the existence of paths or cycles, for example hamiltonian
cycles. It is also interesting to study factors (2-factors can be considered as a gener-
alization of hamiltonian cycles) in claw-free graphs. Choudoum and Paulraj [3] have
proved:
Theorem 1 (Choudoum and Paulraj [3]). Let k>1 be an integer and G a connected
claw-free graph with kjV (G)j even and with minimum degree >2k. Then G contains
a k-factor.
The minimum degree condition was improved by Egawa and Ota [4].
Theorem 2 (Egawa and Ota [4]). Let k>2 be an integer and G a connected claw-
free graph with kjV (G)j even and with minimum degree >d(9k + 12)=8e. Then G
contains a k-factor.
Anstee showed [1] that for any graph, there is an algorithm that either nds a k-factor
or shows that it does not exist and does this in O(n3) operations. This result, together
with Theorem 1, implies that to nd a 2-factor in a claw-free graph of minimum degree
at least 4 is in O(n3) operations.
In this paper, we consider 2-factors of small cardinality and give a constructive proof
of the following result.
Theorem 3. Let G be a claw-free graph of order n and minimum degree >4. Then
we may construct a 2-factor of cardinality at most 6n=(+ 2) − 1 in G by a poly-
nomial algorithm in O(n3).
The bound 6n=(+ 2) −1 is not sharp. The following examples show that the bound
cannot be better than n=(+ 1). Let T be any tree of m vertices and  any integer
greater than the maximum degree of T . Then dene G to be the graph obtained from
T by the following: replace every vertex u by a clique C(u) of + 1 vertices and for
any edge uv in T , there is an edge between a vertex in C(u) and a vertex in C(v) in
a way that all such edges are incident to distinct vertices. Clearly, G is claw-free with
minimum degree  and have ( + 1)m vertices. Since no cycle can cover more than
one clique, every 2-factor of G contains at least m cycles.
2. Proof of Theorem 3
Consider a claw-free graph G of order n and minimum degree >4. It is clear that
Theorem 3 follows from Theorem 1 and the following proposition.
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Proposition 1. Let F be any 2-factor in a claw free graph G of minimum degree
. Then either the cardinality of F is at most 6n=(+ 2) − 1 or there exists some
2-factor F whose cardinality is smaller than jF j.
To prove Proposition 1, we will use the following results.
Lemma 1 (Virlouvet [7]). The independence number  of a claw-free graph of order
n and minimum degree  satises 62n=(+ 2).
The following lemma, which is a generalization of the property of a tree of order p
to have p − 1 edges, will be used in our proof. Recall that a block of a graph G is
a maximal induced subgraph without any cutvertex. For instance, the blocks of a tree
are the edges, and are all of cardinality 2.
Lemma 2. If the edges of the graph G on p vertices containing cc connected com-
ponents are partitioned into k blocks Bj; 16j6k; of respective order jBjj; thenPk
j=1(jBjj − 1) = p− cc.
Proof. Suppose rst the graph G is connected. Since the property only depends on the
cardinality of the blocks, it is sucient and simpler to prove it in the particular case
when each block is complete. This can be done by induction on p. The property is
easily checked for p = 2 (G is isomorphic to K2, k = 1 and jB1j = 2). For a graph
G of p vertices, p>3, we apply the induction hypothesis to the graph G0 obtained
from G by the deletion of the endvertex x of an induced path of maximum length. The
graph G0 is still connected and all its blocks are complete. Without loss of generality,
let Bk be the block containing x.
If Bk is an edge, i.e. jBk j = 2, then in G0, k 0 = k−1, jB0jj = jBjj for every j6k−1,
and thus
kX
j=1
(jBjj − 1) =
k−1X
j=1
(jB0jj − 1) + (jBk j − 1) = (p− 2) + 1 = p− 1:
If jBk j>3, then k 0 = k, jB0jj = jBjj for every j6k − 1, jB0k j = jBk j − 1, and thus
kX
j=1
(jBjj − 1) =
kX
j=1
(jB0jj − 1) + 1 = (p− 2) + 1 = p− 1:
Therefore the property is true for G, and thus for a graph of any order.
For a non-connected graph, the result holds for each component, and thus
Xk
j=1
(jBjj − 1) = p− cc:
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Proof of Proposition 1. Let G be a claw-free graph of minimum degree  and let
F be a 2-factor of G. We choose an arbitrary orientation on each cycle of F. Let
S = fx1; x2; : : : ; xpg be an independent set of G such that the xi’s belong to dierent
cycles  i of F, and which is maximal for this property. Clearly, p6. We denote
by F0 the set of the p cycles  i, and by q the number of cycles of F00 =F−F0.
Hence jFj = p+ q.
On each cycle of F00 we choose one vertex y, and denote by Y the set of these q
vertices. By the maximality of S, N (y)\ S 6= ; for every y in Y . So we can dene a
mapping f :Y ! S with the only condition that yf(y) is an edge of G for every y in
Y . If f−1(xi) 6= ;, we denote it by Yi = fy1i ; y2i ; : : : ; ylii g, and the cycle of F containing
yji by C
j
i . Also, we call a
j
i the successor of y
j
i on C
j
i , and let Ai = fa1i ; a2i ; : : : ; alii g (if
Yi = ;, we simply let Ai = ;). Further let A =
Sp
i=1 Ai. The cardinality of A is q.
For the sake of simplicity, when there is no ambiguity, we generally use the notation
yi; y0i ; y
00
i : : : for vertices of Yi, Ci; C
0
i ; C
00
i : : : for the cycles of F
00, respectively, con-
taining the yi’s and ai; a0i ; a
00
i : : : for their respective successors on the Ci’s. Moreover,
if u and v are any two consecutive vertices on a cycle C, then C(u; v) will represent
the path of C from u to v, passing through the successive vertices of C.
Claim 1. Given ai and a0i in Ai; there exists in G a path P(ai; a
0
i) between ai and a
0
i ;
the vertex set of which is exactly V (Ci) [ V (C0i ) or V (Ci) [ V (C0i ) [ V ( i).
Proof. If yiy0i is an edge of G, then Ci(ai; yi)yiy
0
iC
0
i (y
0
i ; a
0
i) is a path P(ai; a
0
i) of vertex
set V (Ci) [ V (C0i ). If yiy0i is not an edge of G, let x+i be the successor of xi on  i.
Since (xi; x+i ; yi; y
0
i) is not a claw, at least one of the edges x
+
i yi and x
+
i y
0
i exists, say
for instance x+i yi. Then C(ai; yi)yix
+
i  i(x
+
i xi)xiy
0
iC
0
i (y
0
i ; a
0
i) is a path P(ai; a
0
i) of vertex
set V (Ci) [ V (C0i ) [ V ( i).
Henceforth, if ai and a0i are two vertices of the same set Ai, the notation P(ai; a
0
i)
will always represent a path as described in Claim 1.
Claim 2. Every nonempty set Ai; 16i6p; is independent or there exists some 2-
factor F whose cardinality is smaller than jF j.
Proof. If G[Ai] contains an edge aia0i , then we can replace the two cycles Ci
and C0i , or the three cycles Ci, C
0
i and  i, by the cycle aiP(ai; a
0
i)a
0
iai, verifying
Proposition 1.
Claim 3. For any pair i 6= j; G contains at most one edge between Ai and Aj or
there exists some 2-factor F whose cardinality is smaller than jF j.
Proof. Suppose there exist two edges aiaj and a0ia
0
j, with aj 6= a0j, between Ai and
Aj. If ai 6= a0i , then we can replace in F, four, ve or six cycles by the unique cycle
aiajP(aj; a0j)a
0
ja
0
iP(a
0
i ; ai) and the new 2-factor veries Proposition 1. Hence ai = a
0
i . By
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Claim 2, aj and a0j are not adjacent, and since (ai;yi; aj; a
0
j) is not a claw, at least one
of the edges yiaj and yia0j exists, say yiaj. Then the cycle aia
0
jP(a
0
j; aj)ajyiCi(yi; ai)
can replace several cycles of F and Proposition 1 is veried.
Claim 4. If a1a2 : : : ar is an induced path of G with ai 2 Ai and r>3; either there
exists some 2-factor F whose cardinality is smaller than jF j or there exists in G a
path Q(a1; ar) between a1 and ar with the following properties:
| the inner vertices of Q(a1; ar) are exactly those of V (C2)[V (C3)[    [V (Cr−1)
and appear in this order on the path.
| Q(a1; ar) contains at least one of the two edges a1y2 and aryr−1.
| Q(a1; ar) begins with a1y2 or a1a2, and ends with aryr−1 or ar−1ar .
Proof. We proceed by induction on r.
If r = 3, since a1a3 is not an edge of G and (a2;y2; a1; a3) is not a claw, at least
one of the two edges a1y2 and a3y2 exists. Then a1y2C2(y2; a2)a2a3 in the rst case,
and a1a2C2(a2y2)y2a3 in the second case, is a suitable path Q(a1; a3).
We assume the property holds for all values less than r and consider an induced
path a1a2 : : : ar with r>4. Assume that ar and yr−1 are not adjacent in G. Then the
path Q(a2; ar), the existence of which is a consequence of the induction hypothesis,
necessarily ends by the edge ar−1ar , and thus begins by the edge a2y3. The edge a3y2
does not exist for otherwise, using the two edges a2y3 and a3y2, we could replace
C2 and C3 by one cycle and so Proposition 1 is veried. Since (a2; a1; a3; y2) is not
a claw, a1 is adjacent to y2, and a1y2C2(y2; a2)Q(a2; ar) is a suitable path Q(a1; ar).
Therefore, aryr−1 is an edge of G. Using now the path Q(a1; ar−1), we construct a
suitable path Q(a1; ar), namely Q(a1; ar−1)Cr−1(ar−1; yr−1)yr−1ar , which achieves the
proof of the claim.
If F cannot be reduced by means of Claims 2 or 3, let H be the graph of order at
most p, obtained from G[A] by contracting each nonempty set Ai into one vertex hi.
By Claims 2 and 3, the graph H has no loops nor multiple edges.
Claim 5. Let; without loss of generality; h1h2 : : : hkh1 be a cycle of H . Then there
exist k vertices ai; 16i6k; such that ai belongs to Ai and a1a2 : : : aka1 is a cycle in
G[A] or there exists some 2-factor F whose cardinality is smaller than jF j.
Proof. In the contraction of the Ai’s, the cycle h1h2 : : : hkh1 comes from a set of k
edges a1a02, a2a
0
3, : : : , aka
0
1, where ai and a
0
i belong to Ai. We will prove that ai = a
0
i
for every index i.
Suppose rst that the cycle h1h2 : : : hkh1 is minimal in the sense that it contains
no chord. If ai is not always equal to a0i , then the edges aia
0
i+1, where i is taken
modulo k, form a sequence of disjoint induced paths Rj. The inner vertices of these
paths correspond to the indices i for which ai = a0i . The endvertices correspond to
the indices i for which ai 6= a0i . By Claim 1, for each pair ai 6= a0i , there exists a
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Fig. 1.
path P(ai; a0i) of vertex set V (Ci)[ V (C0i ) or V (Ci)[ V (C0i )[ V ( i). By Claim 4, for
each induced path Rj of length at least 2 and of endvertices wj and w0j, there exists
a path Q(wj; w0j) whose inner vertices exactly cover the cycles of F containing the
inner vertices of Rj. All these paths, together with the paths Rj of length 1, form a
cycle of G exactly covering several cycles of F. Again Proposition 1 is veried.
If the cycle h1h2 : : : hkh1 is not minimal, we proceed by induction on the number
of chords. Suppose the property true for a cycle with less than t chords, and let
h1h2 : : : hkh1 be a cycle with t chords. Without loss of generality, suppose h1hj is a
chord, and h1h2 : : : hjh1 is an induced cycle of H . By the induction hypothesis, there
exist vertices a1, a2, : : : , aj−1, aj, and a0j, aj+1, : : : , ak , a
0
1, such that ai and a
0
i are in Ai
for every i, and a1a2 : : : aj−1aja1 and a0jaj+1 : : : aka
0
1a
0
j are cycles of G. By Claim 2, G
contains at most one edge between A1 and Aj, so a1 = a01, aj = a
0
j, and the property
is still true for t chords, which achieves the proof of the claim.
End of the proof of Proposition 1. Suppose there does not exist a 2-factor F whose
cardinality is smaller than jF j from Claims 2{5.
By Claims 3 and 5, each of the blocks Bj of the contracted graph H comes from
one induced block B0j of G[A] which is isomorphic to Bj. However, a cutvertex hi of H
belonging to, for example, three blocks of H , may come from three dierent vertices ai,
a0i , a
00
i of Ai. Hence, if for each block Bj of H , we consider the corresponding subgraph
B0j in G[A] and delete jB0jj − 1 = jBjj − 1 of its vertices, the remaining vertices of A
form an independent set of G[A], and thus of G (see Fig. 1 an example with p=13,
and 8 blocks). The graph H has at most p vertices, so we delete, by Lemma 2, at
most p − 1 vertices of A. Hence, jAj − (p − 1)6(G). Since jAj = q and p6(G),
the number p + q of cycles of the 2-factor F is at most 3(G) − 1. By Lemma 1,
jFj66n=(+ 2) − 1.
The proof of Proposition 1 is complete.
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Remark. The method given implicitly in Proposition 1 oers a polynomial algorithm
of complexity O(n3) (n for the cardinality of the 2-factor, n for nding a maximal
independent set with no two vertices in the same cycle, n for nding a cycle in the
contracted graph H or getting a larger independent set with no two vertices in the
same cycle) for getting a 2-factor of cardinality at most 6n=(+ 2) − 1 from any
given 2-factor in a claw-free graph of order n and minimum degree >4. Since the
complexity of nding such a 2-factor is at most O(n3), we have a polynomial algorithm
of complexity O(n3) for getting a 2-factor of cardinality at most 6n=(+ 2) − 1 in
any claw-free graph of order n and minimum degree >4.
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