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a b s t r a c t
Middle-long forecasting of electric power load is crucial to electric investment, which is
the guarantee of the healthy development of electric industry. In this paper, the particle
swarmoptimization (PSO) is used as a training algorithm to obtain theweights of the single
forecasting method to form the combined forecasting method. Firstly, several forecasting
methods are used to do middle-long power load forecasting. Then the upper forecasting
methods are measured by several indices and the entropy method is used to form a
comprehensive forecasting method evaluation index, following which the PSO is used to
attain a combined forecasting method (PSOCF) with the best objective function value. We
then obtain the final result by adding all the results of every single forecasting method.
Taking actual load data of a power grid company in North China as a sample, the results
show that PSOCF model improves the forecasting precision compared to the traditional
models.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Since middle-long electric power load forecasting plays a key role in the decision of the power system investment and
power system planning and operation, the researchers have to pay more and more attention to the research of middle-long
term electric power load forecasting.
During recent decades, numerous investigations have been proposed to improve the accuracy of electricity load
forecasting, such as expert systems [1], fuzzy inference [2], artificial neural networks (ANN) [3] and so on. All of the load
forecasting methods can be sorted in three categories approximately. (1) The traditional methods such as the method of
analogy, the method of proportional, the regression calculation model, time series prediction model and grey forecasting
model; (2) New load forecasting algorithms, such as artificial neural network, support vector machine and so on. Artificial
neural network does not need the expression of human experience. It aims to establish a network between the input data
set and the observed output data set. It is good at dealing with the nonlinear relationship between the load and its relative
factors, but the shortcoming lies in overfitting and long training time [4]. (3) Combined forecastingmethods: In recent years,
the forecasting method about middle-long load forecasting has come from the single forecasting method to the combined
forecastingmethod. The combined forecastingmethodmostly obtained theweight of the single forecastingwhich is used for
the combined method based on some single error index [5–7]; the combined results cannot improve the forecasting result
completely. In this paper, themean absolute error (MAE), themean absolute percentage error (MAPE) and the relative degree
are used to evaluate the forecasting method (the method of analogy, the method of proportional, the regression calculation
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model, time series prediction model, grey forecasting model and BP forecasting method [8]) from the angle of nicety, trend
and so on. Then the entropy method is used to calculate the weight of the three indices to form a comprehensive evaluation
index about the single forecasting method, following which the objective function for the particle swarm optimization can
be described by the comprehensive evaluation index. At last, the particle swarmoptimization is used to calculate theweights
of the single forecastingmethods with the best objective function result and the improvement of the upper three evaluation
indices.
2. Combined forecasting model
The combined forecastingmethod is thatwith the proper selectedweights, several forecastingmethods’ results are added
up. Its mathematics’ model is shown here.
yˆt =
k∑
i=1
wiyit(t = 1, 2, . . . , n),
k∑
i=1
wi = 1 (2.1)
here, yit(i = 1, 2, . . . , k; t = 1, 2, . . . , n) is the forecasting value of the ith forecasting method at t time. k is the numbers
of the single forecasting method. wi is the weight of the ith forecasting method. The foundation of the good combined
forecasting is the properly selected forecasting methods which have different information and are representational basic
forecasting methods. In this paper, the method of proportional (MP), the regression calculation model (RC), the grey
forecasting model (GM) and BP neural network (BP) are selected.
2.1. The foundation of the forecasting model
2.1.1. The method of proportional
K = m−n
√
Am
An
− 1, Al = An(1+ K)l−n (2.2)
here, Am is the load amount of themth year, An is the load amount of the nth year.
2.1.2. The method of the line regression calculation
y(1)(k+ 1) = â+ b̂x(k+ 1). (2.3)
2.1.3. The method of grey forecasting model [9]
General modeling is to set up difference equation with initial series directly, but grey-modeling needs generating
operation (AGO) of the initial series. Noise pollution makes messy series known as grey series or grey processes. So the
model of grey process is termed the grey model (GM).
GM (1, 1) is one kind of grey models used most frequently. The formula is shown following:
y(1)(k+ 1) = (e−̂a − 1)
[
x(0)(1)− û
â
]
e−̂ak. (2.4)
2.1.4. BP neural network forecasting method [10,11]
The learning algorithm of BP Network is as the following: The first step: Set the initial parameter ω and θ (ω is the initial
weight, θ is the critical value, randomly let both of them be fairly small number). The second step: Input the known sample
to the Network and calculate the output value, using
yj =
[
1+ e−(
∑
ωijxi−θj)
]−1
(2.5)
where xi is the input of that junction (i = 1, . . . ,m); wij is the connection weight from i to j (i = 1, . . . ,m; j = 1, . . . , n),
let the initial weight be fairly small number within[0, 1]; θj is the critical value; yi is the calculated value. The third step:
Adjust the weight coefficient ω on the basis of the difference (dj − yj) between the known output value and the calculated
one.The adjustment is calculated, using
∆ωij = ηδixj (2.6)
where η is the ration coefficient (learning rate), xj is the input, dj is the actual output of the sample, δj is output deviation.
Regarding to η, it is a small number within [0, 1]. Under the presupposition that oscillation is not stirred and a fairly good
precision is guaranteed, the value of η can be increased step by step until a satisfactory training speed is reached. Regarding
to xj, it is the Network input to the junctions in the intermediate layer, but to junctions in output layer, it is the intermediate
junctions’ output. Regarding to δj, it is a value related to the output deviation. To the junctions in the output layer, it is
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calculated using
δj = ηj(1− yi)(dj − yj). (2.7)
To the junctions in the intermediate layerwhose output are hard to compare, its value can be acquired by counter calculation
using
δj = xj(1− xj)
∑
δkωk (2.8)
where kmean all the junctions in the output layer should be taken into account, the deviation δj is got by reverse calculation
from the output. After being adjusted, the weight of the neuron in each layer is as the following:
ωij(t) = ωij(t − 1)+∆ωij (2.9)
where t is the learning time.
This algorithm is an interaction process in which all the values of ω are adjusted in each round. Such interaction is
repeated until the output deviation is less than an acceptable value, then a good Network is trained successfully. It is the
essence of the BP algorithms to turn the first grade sample input question into a nonlinear optimize question. Gradient
decreasing method used in the BP algorithms is one of the most ordinary methods in optimization technology, while
calculating the weight value by interactive computation is equals to the learning memory question.
2.2. The introduction of the evaluation indices about the forecasting method
2.2.1. Mean absolute error
Because there are negative and positive forecasting errors, so the mean absolute error is used as one of the evaluation
index in order to forbid the counteraction of the positive and negative forecasting errors.
MAE = 1
n
n∑
t=1
|yt − ŷt | . (2.10)
2.2.2. Mean absolute percentage error
MAPE = 1
n
n∑
t=1
∣∣∣∣yt − ŷtyt
∣∣∣∣ . (2.11)
2.2.3. Relativity degree
This index shows the similar degree between two curves, in otherwords, themore similar the two curves in the geometry
figure, the more the likely their development trend and the smaller the fitness error.
ri = 1n
n∑
k=1
ξi(k) (2.12)
ξi(k) = minmin |y0(k)− yi(k)| + ρmaxmax |y0(k)− yi(k)||y0(k)− yi(k)| + ρmaxmax |y0(k)− yi(k)| (2.13)
where, ρ is the differentiation coefficient, it is a number between 0 and 1. In general, ρ = 0.5.
2.3. The weights calculated by entropy method
Entropy comes from thermodynamics, which is the quotient of variation of heat energy that cannot work divided by
temperature. According to the information theory, entropy is a relevant measure of order and disorder in a dynamic
system. It is used in many fields such as management and engineering. Assume the set of stations reflecting system is
A = a1, a2, . . . , an, the probability of aj is pj, (j = 1, 2, . . . , n), and this system has entropy:
E = −
∑
pj ln pj (2.14)
when pj = 1n , E reaches the maximum. Emax = ln n, we evaluate m single forecasting methods with n criteria and get the
evaluation matrix . . .
X = (xij)m×n =
x11 x12 · · · x1nx21 x22 · · · x2n· · · · · · · · · · · ·
xm1 xm2 · · · xmn
 (2.15)
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xij is the values of error indices iwith j. According to the feature of indicators, to find out the primary evaluation:
x∗j =
{
max(xij), for benefit criterion,
min(xij), for cost criterion.
(2.16)
Then the distance between xij and the ideal value x∗i is
Dij =

xij
x∗j
, x∗j = max(xij),
x∗j
xij
, x∗j = min(xij).
(2.17)
Normalize it with
dij = Dij
/ n∑
j=1
m∑
i=1
Dij. (2.18)
And the relative importance of criterion j to can be measured by entropy E:
E = −
m∑
i=1
dij
dj
ln
dij
dj
, dj =
m∑
i=1
dij. (2.19)
Normalize E and get the importance entropy of criterion j:
e(dj) = − 1lnm
m∑
i=1
dij
dj
ln
dij
dj
. (2.20)
According to e(dj), we get the weight of criterion j:
θj =
[
1− e(dj)/(n− Ee)
]
, Ee =
∑
e(dj). (2.21)
2.4. The introduction of the particle swarm optimization algorithm [12]
In the D dimension space, number of particle ism, the position of the particle i is
→
x i = (xi1, xi2, . . . , xiD), i = 1, 2, . . . ,m,
the speed is
→
v i = (vi1, vi2, . . . , viD). Putting →x into object function will calculate adaptive value. The best position for the
particle i is
→
p i = (pi1, pi2, . . . , piD). The best position of the all is
→
p g = (pg1, pg2, . . . , pgD).The updating operation is:
vid = ωvid + c1r1(pid − xid)+ c2r2(pgd − xgd) (2.22)
xid = xid + vid (2.23)
where i = 1, 2, . . . ,m, d = 1, 2, . . . ,D;ω is no-negative constant is called inertia factor and it may reduced with linearly;
learning factor c1 and c2 is no-negative constant; r1 and r2 is [0,1] randomly; vid ∈ [−vmax, vmax]; vmax is constant.
The basic process of PSO algorithm can be described as following:
(1) Initialized particle swarm, set initialized position x and initialized speed v;
(2) Calculate adaptability of each particle;
(3) Compared its sufficiency with the sufficiency of the best position pid ever, leaving the better one;
(4) For each particle, compared its adaptability with adaptability of the best position pid the swarm ever, leaving the better
one;
(5) According to the upper two formulas adjust the speed and position of the particle; The process end when the end off
condition is fulfilled. If not, turn to step (2).
3. Case study
In this paper, we set up a combined forecasting method based on PSO (PSOCF). Then we use the load data of Baoding City
which in Hebei province in the north China to test the method PSOCF. The load data are from January 2004 to January 2006.
The objective function of PSO is the following.
min F =
m∑
j=1
wej × gj
(
n∑
i=1
(wi × fi)
)
(3.1)
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Fig. 1. The processes of the PSOCF.
Fig. 2. Month load data between Jan 04 and Jan 06 of Baoding City.
here, wej are the weights of the upper evaluation indices which are got by the entropy method, wj are the weights of the
upper selected forecastingmethodswhich got by PSOmethod. fi delegate the forecastingmethods. gj delegate the evaluation
indices.
The processes of the upper method are shown in Fig. 1.
The results are shown in Fig. 2.
The Method of Proportional (MP)′, method of the line regression calculation (RC)′, method of grey forecasting model
(GM)′ and BP neural networks (BP)′ forecasting results are shown in Fig. 3.
The evaluation indices (MAE,MAPE, RD)′ calculating results are shown in Table 1.
The weights of the evaluation indices are 0.331, 0.3343, 0.3347, which calculated by the entropy method. At last, we use
the Matlab.7.0 software and PSO toolbox to realize the improved PSO method, the calculated results are 0.0013, 0.0006,
0.0432, 0.9549 which are the weights for the single forecasting methods to combine. The last forecasting results are shown
in Fig. 4.
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Fig. 3. The results of several forecasting methods.
Table 1
The evaluation results of forecasting method.
Method MAE MAPE RD
MP 89449.72 0.09 0.60
RC 108082.1 0.11 0.55
GM 51006.88 0.05 0.72
BP 35544.76 0.03 0.78
Fig. 4. The comparison between combined forecasting results and real load.
4. Conclusions
In this paper, a combined forecasting method based on particle swarm optimization method is set up. Firstly, several
forecasting methods which are successful and practical in the middle-long load forecasting are selected. Secondly, we use
mean absolute error,mean absolute percentage error and relativity degree to evaluate the single forecastingmethod. Thirdly,
we use the entropy method to calculate the weights of the upper three evaluation indices. At last, the particle swarm
optimization method is used to calculate the weights of the single forecasting methods to form the combined forecasting
results. This method offsets the shortage of the single forecasting and evaluation by a single error index. The combined
forecasting method in this paper improved the forecasting stability and reliability.
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