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Abstract. Vector addition systems are an important model in theoret-
ical computer science and have been used for the analysis of systems
in a variety of areas. Termination is a crucial property of vector addi-
tion systems and has received considerable interest in the literature. In
this paper we give a complete method for the construction of ranking
functions for vector addition systems with states. The interest in rank-
ing functions is motivated by the fact that ranking functions provide
valuable additional information in case of termination: They provide an
explanation for the progress of the vector addition system, which can
be reported to the user of a verification tool, and can be used as certifi-
cates for termination. Moreover, we show how ranking functions can be
used for the computational complexity analysis of vector addition sys-
tems (here complexity refers to the number of steps the vector addition
system under analysis can take in terms of the given initial vector).
1 Introduction
Vector addition systems (VASs) [14] or equivalently petri nets are one of the
most popular models for the representation and the analysis of parallel pro-
cesses [8]. Vector addition systems with states (VASSs) [11] enrich VASs with a
finite control, which makes them one of the most popular models of concurrent
systems as the finite control allows to model different communication primitives,
e.g., shared memory [13]. In this paper we study the problem of analyzing the
termination of a given VASS for all initial states. This problem is central in the
analysis of parameterized systems, where one wants to analyze the behaviour
of the system for all instances of the parameter; we discuss examples below.
Kosaraju and Sullivan have shown that termination for all initial states is decid-
able in PTIME [15]. In this paper we extend the results of Kosaraju and Sullivan
in several ways. First, we present a complete construction of ranking functions
for VASSs. Ranking functions provide valuable information: they represent an
explanation for the progress of the VASS, which can be reported to the user of a
verification tool, and can be used as certificates for termination. We derive the
ranking function construction as the dual (in the sense of linear programming) of
the algorithm of Kosaraju and Sullivan, which searches for counterexamples to
termination. Our main algorithm makes use of this duality and simultaneously
runs the ranking function construction and search for termination counterexam-
ples in order to achieve completeness. Second, we apply the obtained ranking
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Fig. 1. (a) a process template, (b) VASS Vcsys , (c) a program, (d) VASS Vprog
functions for the computational complexity analysis of VASSs. Here, computa-
tional complexity refers to the problem of computing for a given VASS V the
maximal number of steps V can take in terms of the size of the initial vector;
concretely, we are interested in initial vectors whose components are bounded
by some parameter N ∈ N. We show how to derive upper and lower complexity
bounds from the results computed by our algorithm. We obtain a precise clas-
sification of the asymptotic complexity of conservative VASSs, namely that the
complexity is always Θ(Nk) for an integer k between zero and the dimension
of the considered VASS. This precise characterization gives some evidence that
our ranking function construction is optimal. Finally, we state a method that
precisely analyzes VASSs with linear complexity: given a VASS V the method
either returns that V has at least quadratic complexity or returns that V has
complexity cN for some c ∈ Q.
Motivation and Illustration of our Results. In concurrent systems, the number
of system processes is often not known in advance, and thus the system is de-
signed such that a template process can be instantiated an arbitrary number of
times. The parameterized verification problem is to analyze the system for all sys-
tem sizes [10,9,1,12,4,2,3]. We illustrate VASSs as models of concurrent systems:
Fig. 1 (a) states a process template. A concurrent system consists of N copies
of this process template. The processes communicate via the boolean variable
p (this is an instance of communication via shared memory). The concurrent
system is equivalently represented by the VASS Vcsys in Fig. 1 (b). Vcsys has two
locations lp=tt and lp=ff, which represent the state of the shared memory. Vcsys
has dimension three in order to represent the number of processes in the local
states i, j and k. The transitions of Vcsys reflect the transitions of the process
template, e.g., transition (−1 1 0)T means that one process moves from state
i to j. Vcsys is conservative, i.e., the sum of the entries in each transition adds
up to 0. We assume that each process starts in location i, i.e., we consider the
initial valuation (N 0 0)T , which is parameterized in the number of processes.
Our construction (Algorithm 1) returns a lexicographic ranking function, e.g.,
rank(l,

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k

) =
{ 〈2i+ 2j + 1, j〉, if l = lp=tt,
〈2i+ 2j, i〉, if l = lp=ff.
rank is of order 2, i.e., the ranking function maps VASS states to tuples of
length at most two. We obtain the asymptotic complexity Θ(N2) for Vcsys from
our result that relates the order of the ranking function to the computational
complexity (Corollary 2).
In previous work we have described program analysis frameworks for the
automated complexity analysis of imperative programs, which use VASSs (and
extensions) as backend [19,20]. For example, our techniques [19,20] allow to
abstract the program given in Fig. 1 (c) to the VASS Vprog stated in Fig. 1
(d). Vprog has two locations l1 and l2, which correspond to the loop headers of
the program. Vprog has dimension two in order to represent to the variables i
and j. The transitions of Vprog correspond to the increments/decrements of the
variables. We consider the initial valuation (N N)T , which is parameterized in
the program input N . Our construction (Algorithm 1) returns a linear ranking
function, e.g.,
rank(l,
(
i
j
)
) =
{ 〈3i+ j〉, if l = l1,
〈3i+ j + 1〉, if l = l2.
If we evaluate rank on the initial state (l1, (N N)
T ) we obtain the precise number
of steps 3N + N = 4N that Vprog can take until termination. Here, we note
that our construction is not guaranteed to return this ranking function because
the coefficients of the ranking function are obtained as the solution to a linear
programming problem (however, our algorithm is guaranteed to return a ranking
function of smallest order, here, a linear ranking function of order 1; linear
programming heuristics might be used to find small coefficients). We present
an additional method which is guaranteed to establish the precise asymptotic
complexity 4N of Vprog (Theorem 6).
We summarize our contributions:
– We describe a complete algorithm for the construction of ranking functions
for VASSs and prove its correctness. We improve the analysis of the recursion
depth of [15]; with a further optimization, this allows us to answer an open
question of [15].
– We discuss how our algorithm allows to obtain bounds on the computational
complexity of VASSs. In particular, we obtain a precise characterization of
the complexity of conservative VASSs.
– We state a technique for computing the precise asymptotic complexity of
linear VASSs.
– All our constructions are PTIME and are promising for the use in practical
analyzers.
Related Work. The result by Kosaraju and Sullivan [15] is in fact only concerned
with the detection of zero-cycles. However, it is easily seen that their method like-
wise allows the detection of non-negative cycles. The existence of non-negative
cycles in turn is easily seen to be a complete criterion for the non-termination
of VASSs by Dickson’s Lemma [7].
Celebrated results on VASs include establishing the precise complexity of the
termination problem for a fixed initial state; this problem can be reduced to the
boundedness problem, which has been shown to be EXPSPACE-complete [16,18].
This is a stark contrast to the PTIME complexity of termination for all initial
states, which is much more promising for practical applicability. We further note
that the termination problem for a fixed initial state for a VASS can be reduced
to the same problem for VASs. However, this is not the case for termination over
all initial states; the results in this paper show that the complexity of VASs is
always linear (in terms of the initial state).
Our previous work on the complexity analysis of VASSs [19,20] also presents
ranking function constructions and discusses how to use ranking functions for
complexity analysis. The suggested approaches, however, are not complete and
have been designed with the goal of practical applicability.
2 Preliminaries
Basic Notation. For a set X we denote with |X | the number of elements of X .
We recall some mathematical notation for vectors and matrices which is used
throughout the paper. Let S be one of the rings N, Z or Q. We write SI for the
set of vectors over S indexed by some set I. We write SI×J for the set of matrices
over S indexed by some sets I and J . In superscripts defining vectors or matrices
we will use n as a shorthand for [1, n], e.g., we will write Sn instead of S[1,n]. We
write 1 for the vector which has entry 1 in every component. Given a ∈ SI , we
write a(i) ∈ S for the entry at line i ∈ I of a and ‖a‖ = maxi∈I |a(i)| for the
maximum absolute value of a. Given A ∈ SI×J , we write A(i) for the vector in
column i ∈ I of A, A(i, j) ∈ S for the entry in column i ∈ I and row j ∈ J of A
and ‖A‖ = maxi∈I,j∈J |A(i, j)| for the maximum absolute value of A. We write
Id for the square matrix which has entries 1 on the diagonal and 0 otherwise.
We use the following notation for operations on vectors: Given a, b ∈ SI we
write a + b ∈ SI for component-wise addition, c · a ∈ SI for multiplying every
component of a by some c ∈ S and a ≥ b for component-wise comparison.
We use the following notation for operations on vectors and matrices: Given
A ∈ SI×J , B ∈ SJ×K and x ∈ SJ , we write AB ∈ SI×K for the standard
matrix multiplication, Ax ∈ SI for the standard matrix-vector multiplication,
AT ∈ SJ×I for the transposed matrix of A and xT ∈ S1×J for the transposed
vector of x.
Vector Addition System with States (VASS). A vector addition with states
(VASS) V = (Locs(V),Trns(V)) consists of a finite set of locations Locs(V) and
a finite set of transitions Trns(V), where transitions Trns(V) ⊆ Locs(V)×Zn×
Locs(V) for some n ∈ N; we call n the dimension of V and write dim(V) = n.
We write l1
d−→ l2 to denote a transition (l1, d, l2) ∈ Trns(V); we call the vector
d the update of transition l1
d−→ l2.
A (finite or infinite) path π of V is a sequence l0 d1−→ l1 d2−→ · · · with li di+1−−−→
li+1 ∈ Trns(V) for all i. A cycle is a path that has the same start- and end-
location. A multi-cycle is a finite set of cycles (the cycles do not necessarily have
to be connected). Let π = l0
d1−→ l1 d2−→ · · · lk be a finite path. We say π has
length k and value val (π) =
∑
i∈[1,k] di. The value val(M) of a multi-cycle M is
the sum of the values of its cycles. We call a path π non-negative, if val (π) ≥ 0.
We call a multi-cycle M non-negative, if val (M) ≥ 0. V is connected, if for every
pair of locations l, l′ ∈ Locs(V) there is a path from l to l′.
The set of valuations Val(V) = Ndim(V) consists of the dim(V)-tuples over
the natural numbers (in this paper N includes 0). The set of states St(V) =
Locs(V)×Val(V) consists of pairs of locations and valuations.
A step is a triple ((l1, ν1), d, (l2, ν2)) ∈ St(V) × Zdim(V) × St(V) such that
ν2 = ν1 + d and l1
d−→ l2 ∈ Trns(V). We write (l1, ν1) d−→ (l2, ν2) to denote a step
((l1, ν1), d, (l2, ν2)) of V . A trace of V is a sequence (l0, ν0) d1−→ (l1, ν1) d2−→ · · · of
steps. A VASS V is terminating, if there is no infinite trace of V .
VASS V ′ is a sub-VASS of a VASS V , if Locs(V ′) ⊆ Locs(V) and Trns(V ′) ⊆
Trns(V). A strongly-connected component (SCC) of a VASS V is a maximal sub-
VASS S of V such that S is connected (our definition allows trivial SCCs, where
a SCC S is trivial iff Locs(S) is singleton and Trns(S) = ∅). We denote the
SCCs of V by SCCs(V). We say V can be fully decomposed into SCCs, if for each
transition t ∈ Trns(V) there is an SCC S ∈ SCCs(V) such that t ∈ Trns(S).
3 Ranking Functions
We first introduce the machinery needed for the definition of ranking functions.
A pair (W,>) of a set W and a relation > ⊆ W × W is called a well-
founded domain, if there is no infinite sequence a0a1 . . . of elements ai ∈ W
with (ai, ai+1) ∈ > for all i. We write ≥ for the reflexive closure of >, i.e., a ≥ a′
iff a > a′ or a = a′.
We denote by N∗ the set of finite sequences over N, where N∗ includes the
empty sequence ǫ. Given two sequences 〈x1, . . . , xk〉, 〈y1, . . . , yl〉 ∈ N∗, we denote
their concatenation by 〈x1, . . . , xk〉⊕〈y1, . . . , yl〉 = 〈x1, . . . , xk, y1, . . . , yl〉. Given
two functions f, g : A → N∗, we define their concatenation f ⊕ g : A → N∗
by setting (f ⊕ g)(a) = f(a) ⊕ g(a) for all a ∈ A. We denote by N≤k ⊆ N∗
the sequences with length at most k. We denote by (N∗, >lex ) the lexicographic
order, where 〈x1, . . . , xk〉 >lex 〈y1, . . . , yl〉 iff there is an index 1 ≤ i ≤ min{k, l}
such that xi > yi and xj = yj for all 1 ≤ j < i. We remark that (N∗, >lex ) is not
well-founded, but that every restriction (N≤k, >lex ) to sequences with length at
most k is well-founded.
Definition 1. Let (W,>) be a well-founded domain and let V be a VASS. We
call a function rank : St(V) → W a ranking function for V, if for every step
σ
d−→ σ′ of V we have rank(σ) > rank(σ′); we call rank a lexicographic ranking
function, if (W,>) = (N≤k, >lex ) for some k, and say that rank is of order k.
We call a function qrank : St(V) → W a quasi-ranking function for V, if for
every step σ
d−→ σ′ of V we have qrank(σ) ≥ qrank (σ′); we call qrank ranking
for step σ
d−→ σ′, if qrank(σ) >qrank (σ′).
We will make use of two (quasi-)ranking function combinators. Their cor-
rectness proofs are straightforward and can be found in the appendix.
Lemma 1. Let T ⊆ Trns(V) be a subset of transitions such that for each tran-
sition t ∈ T there is a quasi-ranking function qrank t : St(V)→ N that is ranking
for t. Then, sum((qrank t)t∈T ) : St(V)→ N, defined by sum((qrank t)t∈T )(l, ν) =∑
t∈T qrank t(l, ν), is a quasi-ranking function which is ranking for all t ∈ T .
Proof. Let (l1, ν1)
d−→ (l2, ν2) be a step of VASS. By the definition of a step, we
have l1
d−→ l2 ∈ Trns(V).
Let t ∈ T be some transition. By the definition of a quasi-ranking function,
we have qrank t(l1, ν1) ≥ qrank t(l2, ν2) (1). Moreover, the inequality is strict if
t = l1
d−→ l2 (2).
Because (1) holds for every transition t ∈ T , we have sum((qrank t)t∈T )(l1, ν1) =∑
t∈T qrank t(l1, ν1) ≥
∑
t∈T qrank t(l2, ν2) = sum((qrank t)t∈T )(l2, ν2). Because
(2) holds for every transition t ∈ T , the inequality is strict if l1 d−→ l2 ∈ T .
Lemma 2. Let T ⊆ Trns(V) be a subset of the transitions of V such that V ′ =
(Locs(V),Trns(V) \ T ) can be fully decomposed into SCCs. Let qrank : St(V)→
N be a quasi-ranking function for V, which is ranking for each transition in
T . For each SCC S of V ′, let rankS : St(V) → N∗ be a lexicographic ranking
function S. Then, combine(qrank , (rankS)S∈SCCs(V′)) : St(V) → N∗, defined
by combine(qrank , (rankS)S∈SCCs(V′))(l, ν) = qrank(l, ν) ⊕ rankS(l, ν) for l ∈
Locs(S), is a lexicographic ranking function for V.
Proof. Let (l1, ν1)
d−→ (l2, ν2) be a step of VASS V . By the definition of a step,
we have l1
d−→ l2 ∈ Trns(V).
If l1
d−→ l2 ∈ T , we have qrank(l1, ν1) > qrank (l2, ν2). Thus, the first compo-
nent of combine(qrank , (rankS)S∈SCCs(V′)) decreases and we get
combine(qrank , (rankS)S∈SCCs(V′))(l1, ν1) > combine(qrank , (rankS)S∈SCCs(V′))(l2, ν2).
If l1
d−→ l2 6∈ T then, we have qrank(l1, ν1) ≥ qrank(l2, ν2). By assump-
tion, l1
d−→ l2 belongs to some SCC S of V ′. Hence, we have rankS(l1, ν1) >
rankS(l2, ν2). Thus, we can conclude combine(qrank , (rankS)S∈SCCs(V′))(l1, ν1) =
〈qrank (l1, ν1), rankS(l1, ν1)〉 > 〈qrank(l2, ν2), rankS(l2, ν2)〉 =
combine(qrank , (rankS)S∈SCCs(V′))(l2, ν2).
4 Witness for Non-Termination
Next we state a criterion for non-termination of a VASS.
Definition 2 (Witness for non-termination). Let V be a VASS. We call a
non-negative cycle a witness for non-termination.
In order to show that non-negative cycles can be repeated infinitely often,
we make use of the following monotonicity property of VASSs:
Proposition 1. Let V be a VASS and let (l0, ν0) d0−→ (l1, ν1) d1−→ · · · be a trace
of V. Given a valuation ν′0 ≥ ν0, also (l0, ν′0) d0−→ (l1, ν′1) d1−→ · · · is a trace of V.
Proof. It is a straightforward proof by induction to show that ν′i ≥ νi for all i.
Hence, ν′i ≥ 0 for all i and (l0, ν′0) d0−→ (l1, ν′1) d1−→ · · · is a trace of V .
Next we state that a non-negative cycle indeed allows to show non-termination:
Lemma 3. Let V be a VASS which has a witness for non-termination. Then,
V does not terminate.
Proof. Let C = l0
d1−→ l1 d2−→ · · · dl−→ l0 be a non-negative cycle of V , i.e, val(C) =∑
i∈[1,l] di ≥ 0. Let m = maxi∈[1,l] ‖di‖ be the maximal absolute value of all
update entries. We define ν0 = ml · 1 to be the vector with entry ml in every
component. We now claim that V has an infinite trace from state (l0, ν0). We set
νk = ml·1+
∑
i∈[1,k] di for all k ∈ [0, l]. By induction we have νk ≥ m(l−k)·1 ≥ 0
for all k ∈ [0, l]. Hence, (l0, ν0) d1−→ (l1, ν1) d2−→ · · · dl−→ (l0, νl)is a trace of V . We
set ν′0 = νl. We have ν
′
0 = ml · 1+
∑
i∈[1,l] di = ml · 1 + val(C) ≥ ml · 1 = ν0.
By Proposition 1, V has a trace (l0, ν′0) d1−→ (l1, ν′1) d2−→ · · · dl−→ (l0, ν′′0 ). Again,
we have ν′′0 ≥ ν′0. This argument can be repeated to obtain an infinite trace
(l0, ν0)
d1−→ · · · dl−→ (l0, ν′0) d1−→ · · · dl−→ (l0, ν′′0 ) · · · .
We remark that the criterion of a non-negative cycle is complete for non-
termination. Using Dickson’s lemma, one can easily show that a non-terminating
trace is always of shape · · · (li, νi) di−→ · · · (lj , νj) dj−→ · · · for some location li = lj
and valuations νi ≤ νj and hence contains a non-negative cycle. The development
in this paper represents an alternative proof: We obtain the existence of non-
negative cycles solely by arguments from linear programming.
5 Farkas’ Lemma and the Constraint System of Kosaraju
and Sullivan
We will use the following variant of Farkas’ Lemma, which states that given
matrices A,C and vectors b,d, exactly one of the following statements is true:
constraint system (A):
there exists x with
Ax ≥ b
Cx = d
constraint system (B):
there exist y, z with
y ≥ 0
AT y + CT z = 0
bTy + dT z > 0
We will make use of the following convention throughout the paper: Let V
be a VASS. We define the matrix D ∈ Zdim(V)×Trns(V) by setting D(t) = d for
all transitions t = (l, d, l′) ∈ Locs(V). We define the oriented incidence matrix
F ∈ ZLocs(V)×Trns(V) by setting F (l, t) = 1 resp. F (l, t) = −1, if t = (l, d, l′)
resp. t = (l′, d, l) and l′ 6= l, and F (l, t) = 0, otherwise. We note that every
column t of F either contains exactly one −1 and 1 entry (in case the source
and target of transition t are different) or only 0 entries (in case the source and
target of transition t are the same).
We now consider the constraint systems (At) and (Bt) stated below. Both
constraint systems are parameterized by a transition t ∈ Trns(V). Both con-
straint systems can be solved in PTIME over the integers, because every rational
solution obtained by linear programming over the rationals can scaled to an in-
teger solution by multiplying the solution with the least common multiple of the
denominators. Constraint system (At) is taken from Kosaraju and Sullivan [15]
(we note only Equation (4) is parameterized by t).
constraint system (At):
there exists µ ∈ ZTrns(V) with
Dµ ≥ 0 (1)
µ ≥ 0 (2)
Fµ = 0 (3)
µ(t) ≥ 1 (4)
constraint system (Bt):
there exist
r ∈ Zdim(V), z ∈ ZLocs(V) with
r ≥ 0
z ≥ 0
DT r + FT z ≤ 0 with < in line t (5)
Lemma 4 (Cited from [15]). There is a solution µ ∈ ZTrns(V) to constraints
(1)-(3) iff there exists a non-negative multi-cycle with µ(t) instances of transi-
tion t for each t ∈ Trns(V).
Proof. ”⇐”: We consider some non-negative multi-cycle M with µ(t) instances
of each transition t. Clearly, µ is non-negative, i.e., constraint (2) is satisfied.
Because of val (M) ≥ 0 and val(M) = Dµ, constraint (1) is satisfied. BecauseM
is a multi-cycle we have that µ satisfies the flow constraint (3), which encodes
for every location that the number of incoming transitions equals the number of
out-going transitions for every location.
”⇒”: We assume that there exists a solution µ to constraints (1)-(3). From (2)
we have µ ≥ 0. We now consider the multi-graph which contains µ(t) copies of
every transition t. From (3) we have that the multi-graph is balanced, i.e., the
number of incoming edges equals the number of outgoing edges for every location.
It follows that every strongly connected component has an Eulerian cycle. Each
of these Eulerian cycles gives us a cycle in the original VASS. The union of these
cycles is the desired multi-cycle. The multi-cycle is non-negative by (1).
Corollary 1. If constraints (1)-(3) are satisfiable by some µ ≥ 1 and VASS V is
connected, then there exists a non-negative cycle that includes every transition.
Proof. Let µ ≥ 1 be a solution to constraints (1)-(3). We consider the multi-
cycle obtained from Lemma 4. Because of µ ≥ 1, the multi-cycle contains each
transition at least once. Because VASS V is connected, we can connect the cycles
of the multi-cycle into a single cycle.
We now consider constraint system (Bt), which we recognize as the dual of
constraint system (At) in the following Lemma:
Lemma 5. Exactly one of the constraint systems (At) and (Bt) has a solution.
Proof. We fix some transition t. We denote by char t ∈ ZLocs(V) the vector with
char t(t
′) = 1, if t′ = t, and char t(t′) = 0, otherwise. Using this notation we
rewrite (At) to the equivalent constraint system (A
′
t):
constraint system (A′t):
(
D
Id
)
µ ≥
(
0
char t
)
Fµ = 0
Using Farkas’ Lemma, we see that either (A′t) is satisfiable or the following
constraint system (B′t) is satisfiable:
constraint system (B′t):
(
r
y
)
≥ 0
(
D
Id
)T (
r
y
)
+ FT z = 0
(
0
char t
)T (
r
y
)
+ 0T z > 0
constraint system (B′t) simplified:
r ≥ 0
y ≥ 0
DT r + y + FT z = 0
y(t) > 0
We observe that solutions of constraint system (B′t) are invariant under shifts
of z, i.e, if r, y, z is a solution, then r, y, z + c · 1 is also a solution for all c ∈ Z
(because every row of FT either contains exactly one −1 and 1 entry or only 0
entries). Hence, we can force z to be non-negative. We recognize that constraint
systems (B′t) and (Bt) are equivalent.
Our interest in the dual constraint system (Bt) stems from the fact that we
can obtain the building blocks for VASS ranking functions from a solution:
Lemma 6. Let (r, z) be a solution to constraint system (Bt). Then the function
affine(r, z) : St(V) → N, defined by affine(r, z)(l, ν) = rT ν + z(l), is a quasi-
ranking function for V. Moreover, affine(r, z) is ranking for transition t.
Proof. Let (l1, ν1)
d−→ (l2, ν2) be a step of VASS V . By the definition of a step,
we have ν2 = ν1 + d and l1
d−→ l2 ∈ Trns(V). We have affine(r, z)(l2, ν2) =
rT ν2 + z(l2) = r
T (ν1 + d) + z(l2) = r
T ν1 + r
T d+ z(l2) = r
T ν1 + z(l1) + d
T r +
z(l2) − z(l1) ≤ rT ν1 + z(l1) = affine(r, z)(l1, ν1), where we have the inequality
because (r, z) is a solution to the constraints (At) and thus satisfies Equation 5.
Moreover, the inequality is strict for transition t.
Input: a connected VASS V
if Trns(V) = ∅ then return “termination witnessed by λσ ∈ St(V).ǫ” ;
T := ∅;
foreach transition t ∈ Trns(V) do
if there is a solution r, z to constraint system (Bt) then
set qrank t := affine(r, z);
T := T ∪ {t};
else let µt be a solution to constraint system (At) ;
if T = ∅ then return “non-termination witnessed by
∑
t∈Trns(V) µt” ;
qrank := sum((qrank t)t∈T );
let V ′ := (Locs(V),Trns(V) \ T );
foreach SCC S of V ′ do
call ranking(S);
if ranking(S) returned a non-termination witness w then
return “non-termination witnessed by w”;
else let rankS be the ranking function returned by ranking(S) ;
return “termination witnessed by combine(qrank , (rankS)S∈SCCs(V′))”;
Algorithm 1: ranking(V) returns a ranking function or a witness for non-
termination.
6 Ranking Function Generation Algorithm
In Algorithm 1 we state our main procedure ranking(V) which either returns a
ranking function or a witness for non-termination for a connected VASS V . If V
does not have any transitions, ranking immediately returns the trivial ranking
function, which maps every state to the empty sequence over N∗. In the first
foreach-loop, ranking checks for each transition t ∈ Trns(V) if there is a quasi-
ranking function qrank t which is ranking for t. In case there is at least one such
quasi-ranking function, we combine them into a single quasi-ranking function
qrank . Then the transitions for which qrank is ranking are removed and ranking
is called recursively on the remaining SCCs. If the recursive calls result in ranking
functions rankS for each SCC S, then qrank and the rankS are combined into a
single ranking function which witnesses the termination of V . If at some point
during the recursive calls no transition can be removed from the considered sub-
VASS of V , then these transitions can be combined into a non-negative cycle
and a witness to non-termination has been found.
In order to analyze the termination of the algorithm we consider the cone of
cycle values generated by some VASS V :
cone(V) = {Dµ | Fµ = 0, µ ≥ 0}
As usual we define the dimension dim(C) of a cone C as the dimension of
the smallest vector space containing C.
Lemma 7. Let V be some VASS such that ranking(V) leads to a recursive call
ranking(S) for some SCC S of V. Then dim(cone(V)) > dim(cone(S)).
Proof. Clearly, cone(S) ⊆ cone(V) because S is a sub-VASS of V and hence
dim(cone(V)) ≥ dim(cone(S)). By the assumption that there is a recursive
call we have T 6= ∅. We fix some transition t ∈ T . We consider a solution
r, z to the constraint system (Bt). We will show that cone(S) is contained in
the hyperplane {x | rT x = 0} while cone(V) is not. This is sufficient to infer
dim(cone(V)) > dim(cone(S)).
Because r, z is a solution to (Bt) we have D
T r + FT z ≤ 0. Let e ≥ 0 be the
vector such that DT rt + F
T z + e = 0 (*). We note that e(t) > 0 (because the
inequality in line t of DT r + FT z ≤ 0 is strict) and e(t′) = 0 for all transitions
t′ ∈ Trns(S) (otherwise t′ we would have been added to the T ). From (*) we get
by a variant of Farkas’ Lemma that ∀µ.Fµ = 0⇒ rTt Dµ+ eTµ = 0 (#).
We now consider a vector µ ≥ 0 with µ(t′) = 0 for all transitions t′ ∈
Trns(V)\Trns(S). With e(t′) = 0 for all transitions t′ ∈ Trns(S) we get eTµ = 0.
Thus, we get rTt Dµ = 0 from (#). We conclude cone(S) = {Dµ | Fµ = 0, µ ≥
0, µ(t′) = 0 for t′ ∈ Trns(V) \ Trns(S)} ⊆ {x | rTt x = 0}.
We now consider a vector µ ≥ 0 with µ(t) ≥ 1. With e(t) > 0 we get eTµ > 0.
Thus, we get rTt Dµ < 0 from (#). We conclude cone(V) 6⊆ {x | rTt x = 0}.
Theorem 1. ranking(V) terminates with recursion depth at most dim(V) + 1.
Proof. By Lemma 7 we have that the dimension of cone(V) decreases with every
recursive call. With dim(cone(V)) ≤ dim(V), we get that the recursion depth is
bounded by dim(V) + 1 and ranking(V) is guaranteed to terminate.
Next we state the correctness of Algorithm 1. The proofs of these results are
fairly straightforward and can be found in the appendix.
Theorem 2. If ranking(V) returns “non-termination witnessed by w”, then w
is a witness for the non-termination of V.
Proof. Let V ′ be the VASS of the innermost recursive call which returned w.
We consider the execution of ranking(V ′). We note that Trns(V ′) 6= ∅ and
T = ∅ (otherwise ranking(V ′) would not have returned a witness for non-
termination). Hence, ranking(V ′) computed a solution µt to (At) for each tran-
sition t ∈ Trns(V ′). We note that the solutions of the constraints (1)-(3) are
closed under addition. Thus, w =
∑
t∈Trns(V) µt is a solution of the constraints
(1)-(3) and we have w ≥ 1. As V ′ is connected, we obtain from Corollary 1 that
V ′ has a non-negative cycle C. The algorithm maintains the invariant that each
VASS of a recursive call is a sub-VASS of the original VASS V . Hence, C is a
non-negative cycle of V . By Lemma 3, V does not terminate.
Lemma 8. Let T ⊆ Trns(V) be the set of transitions t ∈ Trns such that
constraint system (Bt) is satisfiable. Let V ′ = (Locs(V),Trns(V) \ T ) be the
VASS without the transitions T . Then V ′ can be fully decomposed into strongly-
connected components.
Proof. We consider a transition t ∈ Trns(V)\T . Let µt be a solution to constraint
system (At). By Lemma 4 there is a multi-cycle M with µt(t
′) instances of
transition t′ for each transition t′ ∈ Trns(V). By equation (4) we have that
µt(t) ≥ 1. Thus, transition t is part of M . We note that for each transition t′
of M , we have µt(t
′) ≥ 1 and µt is also a solution to constraint system (At′ ).
Hence, all transitions of M do not belong to T .
Theorem 3. If ranking(V) returns “termination witnessed by rank”, then rank
is a lexicographic ranking function for V. Moreover, the order of rank is bounded
by dim(cone(V)).
Proof. The proof is by induction along the recursion depth. In case Trns(V) =
∅, we have rank = λσ ∈ St(V).ǫ; as rank is of order 0 the claim trivially
holds. Otherwise we have T 6= ∅. For each transition t ∈ T , we have from
Lemma 6 that qrank t = affine(r, z) is a quasi-ranking function which is rank-
ing for t. From Lemma 1 we have that qrank = sum((qrank t)t∈T ) is a quasi-
ranking function which is ranking for every t ∈ T . For every SCC S of V ′ =
(Locs(V),Trns(V) \ T ), we have from the induction assumption that rankS =
ranking(S) is a ranking function for S of order dim(cone(S)) < dim(cone(V)).
By Lemma 2 and Lemma 8, combine(qrank , (rankS)S∈SCCs(V′)) is a lexico-
graphic ranking function for V . Moreover, combine(qrank , (rankS)S∈SCCs(V′))
is of order maxS∈SCCs(V′) dim(cone(S)) + 1 ≤ dim(cone(V)).
Connectedness of V. The precondition that V needs to be connected is required
such that solutions to constraints (1)-(3) with µ ≥ 1 can indeed be turned into
cycles (see Corollary 1). However, our development also allows the computation
of ranking functions for non-connected VASSs. One needs to decompose V into
SCCs, compute a ranking functions for each SCC using Algorithm 1 and compute
a reverse topological ordering for the DAG of the SCCs. Similar to Lemma 2, the
reverse topological ordering can be concatenated with the SCC ranking functions
in order to obtain an overall ranking function.
Connection to [15]. Algorithm 1 extends algorithm ZCYCLE of Kosaraju and
Sullivan [15] by ranking function construction. Algorithm 1 is a true extension in
the sense that if one deletes all lines and expression connected to the construction
of ranking functions one obtains Algorithm ZCYCLE. Because of the duality dis-
cussed in Section 5, the ranking function construction part can be interpreted as
the dual of algorithm ZCYCLE. Algorithm 1 makes use of this duality to achieve
completeness: it either returns a ranking function, which witnesses termination,
or it returns a non-negative cycle, which witnesses non-termination. The du-
ality also means that ranking function construction comes essentially for free,
as primal-dual LP solvers simultaneously generate solutions for both problems.
An additional result is the improved analysis of the recursion depth: [15] uses
the fact that the number of locations |Locs(V)| is a trivial upper bound of the
recursion depth, while we have shown the bound dim(V) + 1 (see Theorem 1).
We will use this bound in the complexity analysis of the algorithm.
Complexity analysis of Algorithm 1. We remark on the complexity of linear
programming. Given A ∈ Zn×m and b, c ∈ Zm, interior points methods find a
solution to Ax ≤ b or solve an optimization problem max cTx subject to Ax ≤ b
in O(n3L), where L is the number of bits needed to encode the problem.
We begin our analysis of Algorithm 1. We denote by Z the time needed
to find a solution to constraint system (At). We observe that (At) consists of
n = |Trns(V)| + 2|Locs(V)| + dim(V) + 1 inequalities. Let L be the number
of bits needed to encode (At). By the above remark, we have Z ∈ O(n3L).
Because constraint system (Bt) is the dual of constraint system (At), computing
a solution to (Bt) has the same time complexity Z.
The main work of Algorithm 1, without considering the recursive calls, hap-
pens in the first foreach-loop: In each iteration of the loop, we consider some
transition t ∈ Trns(V) and solve the constraint systems (At) and (Bt). Thus,
the foreach-loop has complexity O(|Trns(V)|Z). We now consider the recursive
calls. By Theorem 1, the recursion depth of ranking(V) is bounded by dim(V)+1
(here we make use of our improved analysis of the recursion depth). Consider the
set of recursive calls made at depth i. The arguments of these calls are all dis-
joint sub-VASSs of V . Thus, the complexity of solving all the constraint systems
at level i is bounded by the complexity of solving the constraint systems for V .
There are dim(V) + 1 recursion levels and the work in each level is bounded by
O(|Trns(V)|Z) as argued above. Hence, the overall complexity of ranking(V) is
O(dim(V)|Trns(V)|Z), i.e., polynomial in the size of V .
Optimization of Algorithm 1. The optimization uses the observation that the
first foreach-loop of Algorithm 1, which requires |Trns(V)| calls to a linear pro-
gramming solver, can be replaced by a single call. We make use of a linear
objective function to simulate the equation µ(t) ≥ 1 for each constraint system
(At) in a single optimization problem; similarly, we consider a single optimization
problem instead of the constraint systems (Bt). We state the two optimization
problems below:
primal problem (P ):
max1Ta with
0 ≤ a ≤ 1
a ≤ µ
Dµ ≥ 0
Fµ = 0
dual problem (Q):
min1T b with
0 ≤ b ≤ 1
r ≥ 0
z ≥ 0
DT r + FT z ≤ −1+ b
First, we observe that the linear programs (LPs) (P ) and (Q) are satisfiable:
consider a = 0 and µ = 0 for (P ), and b = 1, r = 0 and z = 0 for (Q). We fix
some optimal solution a, µ of (P ) and some optimal solution b, r, z of (Q). We
observe that for each t ∈ Trns(V) we have a(t) = 0 or a(t) = 1, and also b(t) = 0
or b(t) = 1 (otherwise the solutions would not be optimal). By Lemma 5, we
have a(t) = b(t) for each t ∈ Trns(V). Hence, max1Ta = min1T b; this means
that (P ) and (Q) are dual LPs in the sense of linear programming.
We set T = {t | a(t) = 0} = {t | b(t) = 0} and rank = affine(r, z). We
observe that r, z is a solution to constraint system (Bt) for each t ∈ T . Hence,
quasi-ranking function rank is ranking for each t ∈ Trns(V). We also observe
that µ is a solution to (At) for each t ∈ Trns(V) \ T and that we have µ ≥ 1 in
case T = ∅. This shows that optimal solutions to (P ) and (Q) can replace the
results of the first foreach-loop of Algorithm 1.
We now analyze the complexity of the optimized algorithm. We compare
the complexity of solving LP (P ) to the complexity Z ∈ O(n3L) of finding
a solution to constraint system (At). We observe that (P ) consists of n
′ =
3|Trns(V)| + 2|Locs(V)| + dim(V) inequalities; thus, we have n′ ∈ O(n). The
number of bits L′ needed to encode (P ) is only linearly larger than the number
of bits in (At) as we have added an objective function and an inequality with
unit-coefficients; thus, we have L′ ∈ O(L). We get that LP (P ) can be solved
with the same asymptotic complexity O(Z). As before we can be argued that
the work at recursion level i is bounded by O(Z). Thus, we obtain the overall
complexity of O(dim(V)Z). With this result we affirmatively answer the open
question of Kosaraju and Sullivan [15], whether the complexity can be expressed
as a polynomial function dim(V) times the complexity of a linear program.
7 Computational Complexity Analysis of VASSs
In this section we discuss how Algorithm 1 can be used for analyzing the com-
putational complexity of a given VASS. We begin with a precise definition of
the computational complexity considered in this paper. Let V be a terminat-
ing VASS. We say a state (l, ν) ∈ St(V) is N -bounded, if ‖ν‖ ≤ N (we recall
‖ν‖ = maxi∈[1,dim(V)] |ν(i)|). The computational complexity compN (V) is the
length of the longest trace starting from some N -bounded state.
7.1 Upper Complexity Bounds
We will make use of the following notions: Let exp : St(V)→ N be some expres-
sion that evaluates a state of a VASS V to a natural number. We define the upper
bound invariant uBoundN (exp) as the maximum value exp(l, ν) over all states
(l, ν) reachable from some N -bounded state. Next, we state how lexicographic
ranking functions can be used for complexity analysis:
Proposition 2. Let rank : St(V)→ N∗ be a lexicographic ranking function with
rank = rank1 ⊕ · · · ⊕ rankk for some rank i : St(V) → N. Then, compN (V) ≤∏
i∈[1,k] uBoundN (rank i).
Proof. The size of the image of rank restricted to states reachable from some
N -bounded state is bounded by
∏
i∈[1,k] uBoundN (rank i). As the value of the
ranking function needs to decrease with every step, the claim follows.
We slightly extend this idea in order to deal with the SCC decomposition of
Algorithm 1. Given a VASS V , for which ranking(V) returns “termination”, we
define
cBoundN (V) = 1, if Trns(V) = ∅,
cBoundN (V) = uBoundN (qrank) ·maxS∈SCCs(V′) cBoundN (S), otherwise,
where qrank and V ′ are the values computed by ranking(V).
By the same argument as for Prop. 2 we obtain the following result:
Proposition 3. compN (V) ≤ cBoundN (V).
We apply this result for the complexity analysis of conservative VASSs.
Definition 3. A VASS V is conservative, if for all transitions l d−→ l′ ∈ Trns(V)
we have 1Td = 0 1.
We are interested in conservative VASSs because they have trivial upper
bound invariants: Let V be a conservative VASS and let exp : St(V)→ N be an
expression given by exp(l, ν) = rT ν + z(l) for some r, z. We consider some state
(l, ν) reachable from some N -bounded state. Because V is conservative we have
exp(l, ν) = rT ν + z(l) ≤ ‖r‖ 1T ν + ‖z‖ ≤ ‖r‖ dim(V)N + ‖z‖ ∈ O(N).
Theorem 4. Let V be a conservative VASS for which ranking(V) returns a
lexicographic ranking function of order k. Then, compN (V) ∈ O(Nk).
Proof. We observe that every quasi-ranking function qrank encountered during
the recursive calls of ranking(V) has the shape qrank (l, ν) = rT ν + z(l) for
some r, z and we have uBoundN (qrank) ∈ O(N) by the above remark. The
claim follows from Proposition 3 by an induction along the order of the ranking
function returned by ranking(V).
7.2 Lower Complexity Bounds
Our result on lower complexity bounds makes use of the following idea: We
consider an SCC S of some VASS V for which there is a recursive call ranking(S)
in ranking(V). For any trace of S there is a non-negative multi-cycle M of V
which can be used to “undo” the effects of the trace of S while only decreasing
each vector component of the VASS state linearly. Using this argument on k
nested SCCs one can then obtain the lower bound Ω(Nk). The proof is in the
appendix for space reasons.
Theorem 5. Let V be a VASS for which ranking(V) returns a lexicographic
ranking function of order k. Then we have compN (V) ∈ Ω(Nk).
1 The results in this paper can be generalized to the following notion of conservative:
For every µ ≥ 0 with Fµ = 0 we have Dµ = 0. This condition can be checked in
PTIME.
Proof. The proof makes use of the following result from integer linear program-
ming [17]: If equation Ax = b, given by some matrix A ∈ Zm×n and vector
b ∈ Zm, is satisfiable by some integer vector x ≥ 0, then there also is a solution
x ∈ [0, ‖b‖n(m ‖A‖)2m+1]n.
We set n = |Trns(V)| + dim(V) and m = |Locs(V)| + dim(V). We set p =
n(m ‖D‖)2m+1 and q = |Trns(V)| ‖D‖ p2. Let C be some cycle of V which visits
each node at least once. Let u be the length of C. We fix some N and set
N ′ = 1
u‖D‖+1+|Trns(V)|‖D‖qN .
We prove the claim by induction along the order k. If k = 0 then there is
nothing to show. We assume k > 0. Thus, we must have Trns(V) 6= ∅ and there is
an SCC S of V ′ = (Locs(V),Trns(V)\T ) such that the recursive call ranking(S)
returned a ranking function of order k − 1.
By induction assumption S has a trace of lengthΩ(N ′k−1) for anN ′-bounded
starting state. Let π be the path associated to this trace. Because we are inter-
ested only in asymptotic behaviour, we can assume π is a cycle. Let µpi(t) denote
the number of occurrences of transition t on π. Let v = val(π) = Dµpi be the
value of π. We have µpi ≥ 0, Fµpi = 0 and Dµpi ≥ −N ′ · 1 (because the starting
state of the considered trace is N ′-bounded).
With an argument from the proof of the theorem cited above [17], we can
obtain some µ◦pi ≥ 0, µ⋄pi ≥ 0 with µpi = µ◦pi+µ⋄pi, Dµ◦pi ≥ −N ′ ·1,Dµ⋄pi ≥ 0, Fµ◦pi =
0, Fµ⋄pi = 0 and µ
◦
pi ∈ [0, N ′p]Trns(V). We observe ‖Dµ◦pi‖ ≤ N ′|Trns(V)| ‖D‖ p.
We note that for each t ∈ Trns(S) the constraint system (At) is satisfiable
(otherwise we would have t ∈ T ). Because solutions of the constraints (1)-(3)
are closed under addition and multiplication by a positive constant we have that
there is a solution µ to (1)-(3) with µ(t) ≥ µ◦pi(t) for all t ∈ Trns(V). We set
ρ = µ− µ◦pi . We have ρ ≥ 0, Dρ ≥ −Dµ◦pi and Fρ = 0. Using the cited theorem,
there also is a ρˆ ≥ 0 with Dρˆ ≥ −Dµ◦pi, F ρˆ = 0 and ρˆ ∈ [0, N ′q]Trns(V). We
consider the multicycle M associated to such a solution ρˆ.
Let l be the first location of π. Because C visits every node at least once
we can combine C and the multi-cycle M into a single cycle C′ with start and
end location l. Let ν = N · 1. We show that starting from state (l, ν) we can N ′
times execute the cycles π and C′ alternatingly. This is sufficient to establish
compN (V) ∈ Ω(Nk).
Let νi be the valuation in state (l, νi) after 0 ≤ i < N ′ executions of π
and C′. We show by induction on i that π and C′ can be executed one more
time. We have val(π) + val (C′) = Dµ◦pi + Dµ
⋄
pi + val(M) + val(C) ≥ Dµ◦pi +
Dρˆ + val(C) ≥ −u ‖D‖ · 1, where we have the last inequality because every
step of C decreases each vector component by at most ‖D‖. Hence, we have
νi ≥ N ·1−iu ‖D‖·1. In particular we have νi ≥ N ′ ·1, and π can be executed one
more time. Let ν′i the valuation after executing π in (l, νi). We have ν
′
i ≥ νi−N ′·1.
It remains to show that we can execute C′. Let u′ be the length of C′. We have
u′ = u + 1T ρˆ ≤ u + N ′|Trns(V)|q. In every step of C′ we decrease each vector
component by at most ‖D‖. Hence, we need to show ν′i ≥ u′ ‖D‖ · 1. Indeed, we
have ν′i ≥ N · 1− iu ‖D‖ · 1−N ′ · 1 ≥ ‖D‖ (u+N ′|Trns(V)|q) · 1.
With Theorem 4 we get the following corollary:
Corollary 2. Let V be a conservative VASS for which ranking(V) returns a
lexicographic ranking function of order k. Then, compN (V) ∈ Θ(Nk).
Corollary 2 gives some evidence that the ranking functions computed by
ranking(V) are optimal: the order of the ranking function returned by ranking(V)
cannot be improved.
We remark on the lower bound Ω(N2) for VASS Vcsys from the introduction.
This lower bound cannot directly be obtained for the considered initial valuation
(N 0 0)T . However, one can establish with a simple pre-analysis that a valuation
(Ω(N) Ω(N) Ω(N))T is reachable, and then Theorem 5 can be applied.
8 Precise Linear Computational Complexity
Our last result is that we can precisely compute the asymptotic computational
complexity in case the complexity is linear. This precisely characterizes the com-
plexity of petri nets, because petri nets correspond to vector addition systems
with a single location, and the complexity of such systems is at most linear.
The main idea is as follows: Given some N we want to solve the optimiza-
tion problem (CN ) below. The objection function 1
Tµ counts the number of
transitions executed. The condition Dµ ≥ −N is satisfied by any trace starting
from a N -bounded state. However, N is symbolic and we cannot solve (CN )
directly. Instead, we solve the problem (C) over the rationals. Intuitively we set
ρ = 1
N
·µ. Because we are interested in the asymptotic computational complexity
we can scale a solution to (C) to a solution over the integers. The proof is in the
appendix for space reasons.
parameterized LP (CN ):
max1Tµ with
µ ≥ 0
Dµ ≥ −N · 1
Fµ = 0
rational LP (C):
max1Tρ with
ρ ≥ 0
Dρ ≥ −1
Fρ = 0
Theorem 6. Let V be a terminating VASS. We consider LP (C) over the ra-
tionals. If LP (C) has a solution c ∈ Q, then cN is the precise asymptotic
computational complexity of V, i.e., compN (V) = cN for N → ∞. If (C) is
unbounded, then the computational complexity of V is at least quadratic.
Proof. Assume (C) is unbounded. From the theory of linear programming we
know that there is a direction in which the polyhedron given by ρ ≥ 0, Dρ ≥ −1
and Fρ = 0 is unbounded and which increases the objective function 1Tρ. Hence,
there is a ρ ≥ 0 with Dρ ≥ 0, Fρ = 0 and ρ(t) ≥ 1 for some t ∈ Trns(V).
Thus, the ranking function returned by ranking(V) is of order at least 2 and the
complexity is at least quadratic by Theorem 5.
Assume (C) is bounded. Let ρ ∈ QTrns(V) be an optimal solution. We set
c = 1Tρ. We first show the upper bound. We fix some N . We consider the longest
trace starting from some N -bounded state. Let π be the path associated to this
trace. Because we are interested only in asymptotic behaviour, we can assume π
is a cycle. Let µpi(t) denote the number of occurrences of transition t on π. We
note that Dµpi = val (π) ≥ −N ′ · 1 because the starting state of the considered
worst-case trace is N -bounded. Because π is a cycle, we have Fµpi = 0. Hence,
1
N
·µpi is a feasible point of LP (C) and we get 1T 1N ·µpi ≤ c. Thus, 1Tµpi ≤ cN .
Because this holds for all N , we can conclude compN (V) ≤ cN .
We show the lower bound. We fix some N . Let m be the least common
multiplier of the denominators of ρ. We set µ = m ·ρ ∈ ZTrns(V). We have µ ≥ 0,
Dµ ≥ −m · 1, Fµ = 0 and 1Tµ = cm. We consider the multicycle M associated
to µ. Let C be some cycle of V which visits each node at least once. Let u be the
length of C. Because C visits every node at least once we can combine C and√
N copies of multi-cycle M into a single cycle C′. Let u′ be the length of C′.
We have u′ = u+
√
N1Tµ = u+
√
Ncm. Let l be the start and end location of
C′. We set N ′ = N−(u+
√
Ncm)‖D‖
‖D‖u+m
√
N
(rounded down if needed). Let ν = N · 1. We
show that starting from state (l, ν) we can N ′ times execute the cycle C′. This
is sufficient to establish compN (V) = cN because of N
′u′
cN
→ 1 for N →∞.
Let νi be the valuation in state (l, νi) after 0 ≤ i < N ′ executions of C′.
We show by induction on i that C′ can be executed one more time. We have
val(C′) = val (C) +
√
Nval (M) = val (C) +
√
NDµ ≥ −(‖D‖u + m√N) · 1.
Hence, we have νi ≥ N · 1 − i(‖D‖ u + m
√
N) · 1. We have to show that we
can execute C′ one more time. In every step of C′ we decrease each vector
component by at most ‖D‖. Hence, we need to show νi ≥ u′ ‖D‖ · 1. Indeed, we
have νi ≥ N · 1− i(‖D‖ u+m
√
N) · 1 ≥ (u+√Ncm) ‖D‖ · 1.
9 Conclusion and Future Work
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Fig. 2. VASS Vexp
The computational complexity is not polynomial in general;
VASS Vexp stated in Fig. 2, which we adapted from an ex-
ample in [11], has exponential complexity. There are many
interesting problems extending the computational complex-
ity analysis of this paper, for example: Can we find a precise
characterization of VASSs that have polynomial complexity?
Can we obtain precise bounds from ranking functions also for
non-conservative VASS?
The optimization problem (C) from Section 8 can be seen
as an optimization problem over a rational relaxation of a
VASS [6,3,5]. We plan to incorporate results from [5] in an extended version of
this paper in order to allow initial states with 0 entries; this would for example
allow to consider the initial valuation (N 0)T for the VASS Vprog from the
introduction and derive the precise complexity of 3N for this initial state.
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