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ABSTRACT 
Wavelet analysis of magnetometer data 
by 
Inga Maslova, Master of Science 
Utah State University, 2005 
Major Professor: Dr. Piotr Kokoszka 
Department: Mathematics and Statistics 
iii 
The wavelet analysis of the ground-based magnetograms' records is performed in this 
project. We explore the records from low, medium and high latitude stations during a 
calm period and a stormy one. Different methods for detecting and estin,ating the tail 
index of heavy-tailed distributions are compared. A detailed analysis of the properties 
of the distributions of the discrete wavelet transform coefficients of magn etometer data is 
presented. Conclusions on the tail index estimation techniques and the distribution of the 
discrete wavelet transform coefficients are made. 
( 124 pages) 
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1. INTRODUCTION 
This thesis was accomplished as a part of initial analysis for the WAMI project (Wavelet 
Analysis of the Magnetosphere-Ionosphere), in which a wavelet-based statistical method-
ology for magnetogram data analysis is being developed . 
The dynamic variations in a system of currents that flow in the magnetosphere-ionosphere 
are caused by various electrodynamic processes. Observing and monitoring these varia-
tions has been an important issue when trying to understand the electrodynamics in the 
magnetosphere and ionosphere. The magnetic field of the Earth is measured by ground-
bases magnetometers . Their records are used to produce the geomagnetic activity indices, 
such as Ost. Traditionally, based on the assumption that the magnetometers in the certain 
latitude are more sensitive to specific currents, an index that characterizes the variation of 
a certain current is based on the magnetometer data from a particular region . For example, 
the Ost index is produced using the records from the equatorial regions that characterize 
the variations of the ring current. 
The horizontal intensity of the magnetometer observations is used in the construc-
tion of Ost index. That is why in this paper we explore the properties of the horizontal 
int ensity obtained from thre e different latitude stations: Honolulu (low-latitude), Boul-
der (mid-latitude), and College (high-latitude) stations (see Table 2.1). One-minute data 
from the internationally-operated International Real-time Magnetic Observatory Network 
(INTERMAGNET) database is used (see http: / /www .intermagnet.org / ). 
In order to compare geomagnetically quiet and active events two sequences of the hori-
zontal intensity are selected. The fist one correspond to a stormy period, March 29 - April 
2, 2001, and locates a storm that took place on March 31, 2001. The second time series 
selected for analysis represent a calm period, April 23 - April 25, 2001. 
2 
The main goal is to identify the class of distributions of the coefficients of the discrete 
wavelet transform of the horizontal intensity and to compare the results for various lati-
tude stations as well as quiet versus stormy periods. 
The current paper is organized in the following way: in Chapter 2 we introduce the 
general theory necessary for further discussions as well as the results of the preliminary 
analysis of the magnetometer data. Next, the basis of the wavelet analysis are presented 
in Section 2.2. Definitions and the basic properties of stable and Student's distributions 
are established in Section 2.3.1 and Section 2.3.2, accordingly. In Section 2.4 heavy-tailed 
time series are introduced. Further, in Chapter 3 the aspects of practical implementation of 
the methods for detection of heavy-tailed distributions are examined. Different techniques 
of estimation of the tail index are compared in Section 3.5 and comments on their perfor-
mance are provided. In addition to the theoretical validation of the tail index estimators 
the performance of these procedures is tested using the computer generated data. Finally, 
in Chapter 4 the methods described before are applied to the discrete wavelet transform of 
the real data and the conclusions are drawn in Chapter 5. 
2. THEORETICAL BACKGROUND 
2.1 Data description 
Geomagnetic activity is extremely important not only for the space physics community, 
but for power companies, satellite operators, etc, since the storms that take place in the 
magnetosphere and ionosphere can cause breakdowns of electronic devices. 
During the storm electric currents are flowing in various regions of the magnetosphere 
and ionosphere and change the magnetic field of the Earth. 
A magnetic field is produced by moving electric charges. It is normally defined by the 
Lorentz-force equation, F = q(v x B), for the force on a particle of charge q with a velocity 
v, where B is the vector magnetic field. In Figure 13.1, [8], page 403, the relationships 
of geomagnetic coordinate system to the earth are shown . The magnitude of the field 
projected in the horizontal plane is called H, or horizontal component (for more detail see 
[8]). Since it is used to find Ost index, its statistical properties are discussed in this paper . 
A global network of observatories , INTERMAGNET, monitors the magnetic field of the 
Earth, and provides 1-minute, 0.1 nT resolution data . 
Tab. 2.1: Coordinates of the INTERMAGNET observatories 
Station Geographic Latitude Geographic Longitude 
Honolulu 21.32 202.00 
Boulder 40.14 254.76 
College 64.87 212.14 
Table 2.1 provides a list of INTERMAGNET stations considered in this thesis, i.e. low 
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Fig. 2.1: Horizontal intensity in 0.1 nT, Honolulu, Boulder, College stations March 30 -
April 2, 2001 
latitude (Honolulu), mid-latitude (Boulder), and high latitude (College) . Three-day obser-
vations of the H component during two periods are considered (Figure 2.1 and Figure 2.2). 
The first sequence consists form data observed in March 30 - April 2, 2001. It was chosen 
because of a strong storm that took place on March 31, 2001 (see [16]). In Figure 2.1 both 
the storm and its recovery phase are clearly seen, e.g. Honolulu station . The second pe-
riod, chosen for analysis, April 23 - April 25, 2001 is considered to be relatively calm. The 
changes of the horizontal intensity during the quiet period, observed in Figure 2.2, are due 
to the daily variations. 
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Fig. 2.2: Horizontal intensity in 0.1 nT, Honolulu, Boulder, College stations, April 23 -
April 25, 2001 
The observations from various latitude stations are compared and the statistical pro-
perties of the discrete wavelet transform (DWT) of the horizontal intensity are explored. 
The basis of the wavelet analysis are presented in the following section . 
2.2 Wavelet Analysis 
This section introduces the main wavelet analysis techniques and properties necessary for 
the current paper . 
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Wavelets are mathematical tools used in time series, images analysis, signal processing, 
etc. The major emphasis of the thesis is made on a discrete wavelet transform (DWT) that 
is applied to magnetometer data. 
The name "wavelet" suggests that we deal with a "small wave" that oscillates in a 
limited period of time. Due to the fact that wavelets are localized in time they are good 
building block functions for a variety of signals. Linear combinations of wavelet func-
tions are used to represent signals. In order to stay consistent, the notations of S+ Wavelets 
software are used in this thesis (see [3]). 
2.2.1 The Wavelet Approximation 
The orthogonal wavelet series approximation to a time signal X(t ) is given by the follo-
wing formula 
(2.1) X(t) ~ 'f.sJ ,kc/JJ,k(t) + [_df ,kl/JJ,k(t) + 'f.dJ -1,kl/JJ- 1,k(t) + .. . + 'f.d1 ,k1/J1,k(t), 
k k k k 
where a number of multiresolution components (scales) is J, k changes from 1 to the num-
ber of coefficients in the specified component. If N is divisible by 21, then ki = N /2i, 
j = l, . . . I J. 
The functions c/Jj,k(t) and 1/Jj,k(t) are given by 
and 
Functions cp( ·) and ip( ·) are called father and mother wavelets accordingly, and defined 
in such way that 
(2.2) 1-: cp(u)du = l, 
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(2.3) 1-: ip(u)du = 0. 
Father wavelets (2.2) are good for representation of smooth and low-frequency parts of a 
signal, whereas mother wavelets (2.3) are good at representing the high-frequency parts. 
In (2.1) the coefficients are given by the integrals 
SJ,k :::::! J </JJ,k(u)X(u )du, 
dj,k :::::! J 1/Jj,k(u)X(u)du, j = 1, ... ,J. 
Approximation (2.1) is an orthogonal decomposition since the basis functions </Jj,k(t) and 
1/Jj,k ( t) are by construction orthogonal: 
(2.4) 
where 
1-: 1/JJ,k(t) l/JJ,k'(t)dt = 1\,k', 
1-: 1/Jj,k(t)l/JJ,k'(t)dt = 0, 
1-: 1/Jj,k(t)l/Jj',k'(t)dt = bk,k,bj,j', 
{
1, 
bi,i = O, 
l = ], 
ii= j. 
Families of father and mother wavelets provide the orthogonality of the wavelet appro-
ximation. On practice, there are many types of wavelets ip( ·) and ip( ·) used . The choice 
of an appropriate filter is discussed in Section 2.2.2. In this project the least asymmetric 
wavelets, that have a compact support, are used. A discrete wavelet transform with a least 
asymmetric filter LA(8) is applied to the magnetogram observations . For a more detailed 
discussion on orthogonality of the wavelet transform, see [11]. 
2.2.2 The Discrete Wavelet Transform 
The discrete wavelet transform (DWT) is a basic tool needed for studying discrete time 
series via wavelets . 
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The DWT maps the discrete signal vector X = (X1, X2 ... , X N ) ' to a vector of N = 21 
wavelet coefficients W = (W1, W2, · · · , WN )'. The DWT is an orthonormal transform that 
can be written in the following way: 
(2.5) W=WX, 
where W is an orthogonal N x N real-valued matrix defining the DWT and satisfying 
wrw = I N. 
The vector W consists of the coefficients s l,k and dJ,k, j = 1, 2, · · · , J of the wavelet 
approximation (2.1). The smooth coefficients s1,k represent the smooth behavior of the data 
at the scale 21. Here, we focus on the detail coefficients d J,k that show the scale deviations 
from the smooth behavior. 
When N is divisible by 2! the number of coefficients d1,k at the finest scale is N /2. The 
next scale contains NI 4 wavelet coefficients d2,k. Similarly, there are N / 21 coefficients each 
for dl ,k and sl,k· 
To compute the DWT a fast "pyramid" algorithm with complexity 0( n) is used (see 
[11], Section 4.4, 4.5, 4.6). 
In this thesis a DWT with LA(8) filter is applied to the magnetogram records. Figure A.1 
- Figure A.6 show the DWT plot of the magnetometer records for three stations, i.e. Boul-
der, Honolulu, and College for two periods of time. The top row shows the original signal 
recomputed from the wavelet coefficients by means of the inverse discrete wavelet trans-
form (IDWT). That is why the label idwt is used in these plots . The wavelet coefficients, 
d1,kt ... , dJ,kt are plotted in the following rows and s1,k in the bottom row. The coefficients 
are plotted as vertical lines extending from zero . 
Further , as a part of the preliminary analysis of the DWT of the magnetometer records, 
refer to Figure A.7 - Figure A.18, where the series of four plots of wavelet coefficients dJ,kt 
j = 1, · · · , 4 are shown. The stack plots present the coefficients dj,k, and the reconstructed 
component signals DJ,kt j = 1, · · · , 4. However, in this paper we do not work with the 
reconstructed signals. Notice that the wavelet coefficients show significant jumps, which 
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suggests heavy-tailed distribution of the latter (for further details see Section 3.1). 
Next, the autocorrelation functions of dj,k are provided. The ACF's of all plots exhibit 
significant autocorrelations at lag 1. So, AR(l) model is used as an approximation (Sec-
tion 3.2). 
Quantile-Quantile plots (QQ-plot) of the wavelet coefficients versus the quantiles of a 
standard normal verify if the data comes from the normal distribution or a heavy-tailed. 
In case of magnetometer records the QQ-plot curves, which indicates a heavy-tailed dis-
tribution of the wavelet coefficients (Section 3.4). 
Finally, the histogram and an estimate of the density function provide another method 
of visual analysis. This plot confirms that the distributions of the wavelet coefficients have 
longer tails than a normal distribution. 
Thus, assume that the DWT coefficients of the magnetometer observations for both 
stormy and calm periods, for all three different latitude stations, can be approximated by 
AR(l) series with heavy-tailed innovations. In Chapter 3 the methods for detection the 
AR(l) series with heavy-tailed noise are discussed. Chapter 4 presents a detailed analysis 
of the wavelet coefficients of the magnetometer data. 
Nevertheless, there are several practical problems one may face performing the wavelet 
analysis, such as the choice of a particular wavelet filter. As it is stated in [S] in choos-
ing a filter two major issues should be considered . First of all short width wavelet filters 
(L = 2, 4, 6) can sometimes introduce artifacts, such as unrealistic blocks, shark's fins, etc. 
Second, if the wavelet filters have large L it might better match the characteristic features. 
However, more boundary coefficients are introduced. So, as it was noted earlier, in this 
research LA(8) is chosen . 
The other problem one faces applying the DWT are the so called boundary wavelets 
coefficients. The DWT uses the circular filtering that treats the time series X(t) near the 
beginning or the end as a portion of a periodic sequence . Since the periodicity is a ques-
tionable assumption, the boundary coefficients should be dealt with caution. Normally, 
the boundary wavelet coefficients are excluded from further analysis. From [11], Table 
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137a, we get that for LA(8) filter d1 has one boundary coefficient at the beginning of se-
ries, and two at the end; d2 - three at the beginning, and two at the end; d3 and d4 - three 
boundary coefficients at the beginning, and three at the end. Hence, we remove them to 
eliminate their affect on further analysis. 
2.3 Random Variables with heavy-tailed distributions 
Before introducing the methods of detection of heavy-tailed distributions and tail index 
estimation (Chapter 3), and analyzing the magnetometer data (Chapter 4), define the dis-
tributions with heavy tails. 
Definition 2.3.1: Independent identically distributed (i.i.d.) random variables X1, X2, ... , Xn 
come from a heavy-tailed distribution with tail index IX if the following holds 
(2.6) P(X > x) = L(x)x -c;, X > 0, 
where IX > 0 and L(x) is a slowly varying function satisfying 
(2.7) lim L(tx) = 1. 
t ->oo L ( t) 
It means that the tails of such distribution approach zero slower than in the case of the 
normal distribution . Different from the normal distribution, there is a large probability 
that a heavy-tailed random variable takes a value far from the center of the distribution . 
The preliminary analysis of the wavelet coefficients (Section 2.2) showed that the distri-
butions of the DWT coefficients belong to the class of symmetric heavy-tailed distributions . 
Hence, in the following part the stable and Student's random variables are defined. 
2.3.1 Stable Random Variables 
There are several equivalent definitions of a stable distribution, see [15], Chapter 1, Section 
1.1. Next, one of the possible definitions is given . 
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Definition 2.3.2: A real-valued random variable X is said to have a stable distribution if 
for any n ~ 2 there are an > 0 and bn E R such that 
(2.8) 
where Xi are i.i.d. copies of X. 
X is said to be strictly stable if bn = 0. 
In other words, a random variable comes from a stable distribution, if a certain linear 
combination of its copies belongs to the same distribution. 
The following definition, [15], specifies the characteristic function of a stable random 
variable and it is equivalent to Definition 2.3.2. 
Definition 2.3.3: A random variable X is said to have a stable distribution, written as X ~ 
SIX(<T,{3,µ.), if there are parameters 0 < IX '.S 2, <T ~ 0, -1 :S f3 '.S 1, andµ. real such that its 
characteristic function is: 
(2.9) 
Here 
i Ix { exp { -<TIX IW ( 1 - i f3 ( sign ( t)) tan ( n IX I 2) ) + i J,lt) } , if IX =J 1, Ee = 
exp {-<Tltii°((l + if3¾( sign(t)) ln(t) + iµ.t)}, if IX= 1. 
{
-1 
sign (t) = 0, 
1 
1, 
if t < 0, 
if t = 0, 
if t > 0. 
A univariate stable distribution is characterized by four parameters: the index of sta-
bility IX, the scale parameter <T, the skewness parameter f3 and the shift parameter µ.. Since 
there is no closed form neither for the cumulative distribution nor for the density function, 
the characteristic function (2.9) is used to explore the properties of this distribution . For 
example, when IX = 2, the characteristic function (2.9) takes a simple form: 
which is the characteristic function of a Gaussian distribution with mean µ. and variance 
2<T2. 
12 
Next, denote some properties of the stable distribution s, which are important for our 
further exploration. For more properties of stable distributions and their proofs refer to 
[15] (Chapter 1, Section 1.2) and [7]. 
Property 2.3.1: Let X ~ Sex (CT, f3,-µ) with a =f. 1. Then Xis strictly stable if and only if-µ = 0. 
Property 2.3.2: Let X ~ Sex(CT, f3, µ.) with 0 < a < 2. Then 
EIXIP < oo, for any O < p < a, 
EIXIP = oo, for any p 2:: a. 
For 0 < a < 2 the a-stable random variables have an infinite second moment, which 
means that the techniques valid for Gaussian case do not apply. 
Property 2.3.3: X ~ Sex (CT, f3, r') is symmetric if and only if f3 = 0 and-µ = 0. 
If Xis a symmetric a-stable (sas) then by (2.9) its characteristic function is 
(2.10) CT> 0. 
The sas random variables are used to model infinite variance series . The following 
section deals with the heavy-tailed distributions, with a finite variance . 
2.3.2 Student's random variables 
Definition 2.3.4: Let X1, X2, ... , Xn be a random sample from a N (,-,, CT2) distribution . The 
quantity f Jn has Student's t distribution with n - 1 degrees of freedom. Equivalently, a 
random variable T has Student's t distribution with -µ degrees of freedom, and we write 
T ~ t1, if it has pdf 
(2.11) -00 < t < 00. 
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Note that t-distribution has finite variance, Var(T1i) = 11~ 2, for J,L > 2. 
It is clear from the definition oft-distribution that it is close to the normal distribution, 
however, it has heavier tails, i.e. 
(2.12) P(T > x) = fx00 fr(t)dt ~ L(x)x-µ, 
where L(x) is a slowly varying function, (2.7). 
So the tail index IX for t-distribution is equal to degrees of freedom J,t. Further, consider 
t-distributed random variables with IX E (2, 4] and, hence, finite variance. 
2.4 Heavy-tailed Time Series 
In this paper we show that most of the standard results of classical time series are applica-
ble to the heavy-tailed case. 
Classical time series deal with linear processes 
00 
(2.13) Xi = L 1/J;E1-j, t E Z, 
/ = -00 
where t/Jo = 1 and noise variables Et are i.i.d. real-valued random variables with mean zero 
and finite variance CT2• The process { X1} is strict ly stationary, i.e. the finite-dimensional 
distributions of the process are invariant under shifts of the time index. 
Next, consider a strictly stationary linear process (2.13) where i.i.d . innovations Et be-
long to a heavy-tailed distribution. If the noise Et is t-distributed with 2 < J,L < 4, it has 
the finite variance, and methods of classical time series apply. So, assume that the noise Et 
belongs to SIXS distribution with IX E (0, 2). In other words, the decay of the tails of such 
distribution is slower than in the case of normal random variables. From Section 2.3.1 
recall that £ 1 has an infinite variance. 
Furthermore, from the properties of stable distributions we get 
(2.14) 
which implies that X1 is a SIXS. 
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The following condition guarantees the a.s. existence of the series in (2.13), 
00 I: 111'/t < 00. 
j=-00 
For further results and properties of heavy-tailed time series refer to [5]. 
Here we focus on the tail index IX :::; 4. As noted before, when O < IX < 2 we deal with 
the infinite variance distribution. For 2 :::; IX :::; 4 the distribution has a finite variance. As it 
appears in Chapter 4 the DWT coefficients of the magnetometer data belong to both types 
of distributions. 
3. METHODS FOR DETECTING AND ESTIMATING HEAVY TAILS 
Given a set of data to be analyzed, one usually starts with graphical data exploration. 
The following section deals with different methods of visual analysis of heavy tailed 
time series. Preliminary research described in Section 2.2 indicates that the coefficients of 
the discrete wavelet transform (DWT) of the magnetometer observations can be approxi-
mated by an AR(l) model: 
X1 = cpX1-1 + Et, 
where the errors {Et} follow a distribution with heavy tails (see Section 2.3). Hence, the 
methods given below are designed either for AR(l) time series with heavy-tailed errors or 
for i.i.d. random variables with heavy-tailed distributions. 
The following sections discuss methods of detection of heavy-tails in time series, esti-
mation of the tail index rx., and evaluate their performance using time series with known 
heavy-tailed distributions. First, we analyze graphs of heavy-tailed time series, then the 
autocorrelation functions of AR(l) series are presented. After we have discussed the me-
thods of detecting AR(l) series with heavy tailed residuals, we focu s on the "converging 
variance" test, which is used to determine if the data have finite variance . Further, another 
way of detection the heavy-tailed distribution using QQ-plots is given. Finally, the me-
thods of estimating the tail index rx. are presented . 
All these methods are used to examine properties of the coefficients of the DWT of 
magnetometer records in Chapter 4. 
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Fig. 3.1: AR(l) stable time series with increasing values of a: (from left to right) a = 0.5; 
IX = l; IX = 1.25; IX = 1.5; IX = 1.75; IX = 2 
3.1 Plots of Time Series With Heavy-Tailed Residuals 
In Figure 3.1, plots of several a-stable time series are presented. Each of them follows the 
AR(l) model 
(3.1) X1 = -0.SXt - l + Et, 
where Et are symmetric i.i.d. a-stable random variables with different tail indexes a. Dis-
tributions of such random variables, as it is described in Section 2.3.1, are bell-shaped but 
have longer tails than the normal distribution . 
As explained in Section 2.3 heavy-tailed distributions are parameterized by the tail 
index a. The smaller the a, the "heavier" the tails . In case of a-stable series, if tX E (0, 2), 
then Var(Xt) = oo and if a = 2, then Var(Xt) < oo. As can be seen from the characteristic 
function (2.10), the case IX = 2 corresponds to a Gaussian distribution (Figure 3.1, a = 2). 
However, in general IX = 2 does not imply the finite variance. Compare Figure 3.1, 
IX = 2 and Figure 3.2, v = 2, where the latter is a distribution with a heavy tail. 
To investigate the properties of distributions with a > 2 we use the Student's t - distri-
bution. The tail index of the t - distribution is equal to the number of the degrees of freedom 
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(see Section 2.3.2). 
Figure 3.2 shows AR(l) series defined in (3.1), where the errors £ 1 have at-distribution 
with degrees of freedom v E [2, 4]. When v E (1, 2) the plots are similar to stable series. 
It is obvious that in the case of a-stable processes we observe longer tails, i.e. higher 
jumps (Figure 3.1), than in case oft-distribution with v ~ 2 (Figure 3.2). 
As a part of a preliminary data analysis, one can refer to the data plots. Compare the 
plots of AR(l) series with a - stable noise , Figure 3.1, a E (0, 2), and t-distributed noise, 
Figure 3.2, to the Gaussian case, Figure 3.1, a = 2. Presence of sudden big jumps suggests 
a heavy-tailed distribution of the data. 
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In the following section, the description of the autocorrelation function (ACF) of AR(l) 
time series is provided and the ACF graph is discussed. 
3.2 ACF of AR(l) Time Series With Heavy-Tailed Residuals 
In classical time series analysis one often considers a stationary linear process 
(3.2) 
00 
X1 = L 1/JjEt-j, 
j =O 
t E Z, 
with i.i.d. real-valued noise variables Et which are normally distributed with mean zero 
and with square summable coefficients t/Jf [:~ 0 tpJ-< oo. 
The autocorrelation function of { X1} is defined as follows: 
(3.3) ,(h) p(h) = ,(0), 
where 1 ( •) is the autocovariance function (ACVF) defined by 
(3.4) h E Z. 
Natural estimators for 1(h) and p(h) are given by the sample autocovariance i(h) and 
the sample autocorrelationp(h): 
(3.5) 
1 n-lhl 
i'n(h) = - L X1X1+lhl, h E Z, 
n l= l 
(3.6) (h) 
"n -lhl XX 
- (h) = 1.::._ = L..t=l t t+lhl h E z, 
Pn - (O) "n x2 111 L.t =l t 
assuming that in(h) = ,On(h) = 0, for lhl ~ n. For normal errors Et, in(h) and ,On(h) are 
consistent and asymptotically normal estimators (see [5], Theorem 7.3.1, page 381). 
Now consider a process where the sequence Et is i.i.d. symmetric a-stable (sa:s) noise, 
with lX < 2, i.e. Var(E1) = oo. In this case the autocovariance (3.4) does not exist, neverthe-
less, the corresponding sample analogues, (3.5) and (3.6), are well defined. 
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If the coefficients 1/Ji satisfy the condition 
00 
(3.7) L ltfJ/j < 00 , 
i = -00 
where !5 > 0 is a constant, such that b = 1, if a < 1 and b < a, if a 2". 1, then 
(3.8) (h) = L ~-00 1/Jit/Ji+lhl p \'00 1/12 I 
L..,,= - 00 't' J 
hEZ 
are finite numbers. Although, the quantity (3.8) cannot be interpreted as autocorrelations 
of the sas process { Xt}, the same notation will be used. It is known that the sample auto-
correlations are consistent estimators of the quantities p ( h), just as in the classical case: the 
sample autocorrelation /511 (h) converges in probability to the quantity p(h) defined in (3.8) 
(see [5], Theorem 7.3.2, page 382). 
So, in both infinite and finite variance cases we use sample autocorrelation as a consis-
tent estimator. 
Next, consider the AR(l) model with autoregressive parameter <p: 
(3.9) Xt = <pXt- l + Et, 
where Et are i.i.d . random variables following a he avy -tailed distribution with mean zero. 
Equation (3.9) can be written in the following way: 
where !<pl < 1. 
Xt = Et + <pX1- l 
= Et + (f)Et-l + <p2 X1 - 2 
- 2 
- Et+ (f)Et-l + <p Et-2 +. ·. 
00 
= L <piEt- i, 
i=O 
So, in case of the AR(l) model 1/Ji 
consistent estimator of 
<pi , and the sample autocorrelation function is a 
(3.10) 
" ~- mi mi+lhl (h) = L.,,_ oo ..,.. ,.. 
P I:~-oo <p2i 
20 
(a) Stable errors , alpha = 1 .5 (b) Gaussian errors (c) t-distributed errors, alpha = 3.5 
~ 
~ 
J, 
~ I 
..... . , ... ,. . . 
····+ ...... ·,·· ~ +'-r'~..,...._ . . ....,I....,· L.-................... , ... •.- . -.,...--, 
L oo 
Fig. 3.3: ACF of AR(l) processes with residuals following (a) stable distribution with a = 
1.5; (b) Gaussian distribution; (c) t-distribution with v = 3.5. Sample size n = 2160 
in both infinite and finite variance cases. 
Figure 3.3 presents ACF's of AR(l) series defined in (3.9) with stable, Gaussian and Stu-
dent's errors. The dashed lines indicate the 95% confidence intervals for sample autocorre-
lations of the i.i.d. N(O, 1) random variables. For non-normal time series, especially those 
with heavy tails, these confidence intervals must be treated with caution. For example, in 
case of the AR(l) model, the autocorrelations at lags 1 and 2 are significantly different from 
zero, if compared to the dashed lines on the plots . These are however simulated AR(l) se-
ries. Note that the lag 1 autocorrelation is a very good estimator of the autoregressive 
parameter cp. 
Analysis of the ACF of time series can be used as a powerful tool to determine if the 
observations are uncorrelated . Moreover, if one gets an ACF plot that looks similar to 
Figure 3.3, i.e. the correlation at lag 1 is the highest and for lags greater than 1 it is close to 
zero, then it is an AR(l) model. 
This method is applied to DWI coefficients of magnetometer records in Section 4.5 in 
order to verify that they follow an AR(l) model. 
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3.3 The "Converging Variance" Test 
The "converging variance" test is an informal visual data analysis technique used to de-
termine whether data have infinite variance. 
The main idea of the test consists of plotting sample variance s~, of the first m obser-
vations. If the data comes from the distribution with infinite variance, s~, will show large 
jumps. Otherwise, it will converge to a finite value. Despite the fact that this test was 
originally designed for i.i.d. random variables, it also works well for dependent data, as 
long as the order of the observations is first randomized. ([1], page 137) 
Figure 3.4 shows variance plots of AR(l) series, where the errors Et have IX-stable dis-
tribution with IX = 0.5, IX = 1, IX = 1.25, IX = 1.5, IX = 1.75, IX = 2. As one can notice the 
smaller the IX, the bigger the jumps on the variance plots . When IX E (0, 2), the variance 
is infinite. A similar picture is produced for AR(l) process with Et having t-distribution 
and degrees of freedom from the interval (0, 2). So, the conclusion is that if the variance 
plot of an AR(l) series has significant jumps, the process has infinite variance, marginal 
distribution with heavy tails. 
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In Figure 3.5 variance plots of AR(l) process with t-distributed £ 1 with 2 ::;: v ::;: 4 are 
presented. In this case we deal with finite variance data, with tail index 2 ::;: IX ::;: 4. 
However, one can notice that in case of SIXS noise with IX = 1 (Figure 3.1) the variance 
plot converges, which suggests the finite variance, which is not the case here. Plots based 
on different realizations do not show this "anomaly". 
The similarities between AR(l) series with SIXS with IX = 1.75 noise (Figure 3.1) and 
t-distributed noise with v = 2.25 and v = 2.75 (Figure 3.2) are due to the chance error and 
the fact that the tail index IX is close to 2. 
Variance plots work well for identifying extremely heavy-tailed series. When the tail 
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index approaches 2 and gets bigger the jumps on the variance plots are not significant, but 
still visible. 
This method is used to find out if the DWT coefficients of the magnetometer records 
have infinite variance. 
3.4 QQ-Plots 
A graphical technique called the quantile-quantile plot (QQ-plot) is used to solve a wide 
variety of problems, such as 
• Exploring the distribution data come from . If the observed data set comes from the 
sample of the reference distribution the plot should be roughly linear. 
• Isolating the outliers, which are easily identified in these plots. 
• Identifying a distribution with heavy tails. If the observed data come from distribu-
tion with tails heavier than the reference distribution, then the plot will curve down 
at the left, and / or up on the right. 
In this thesis the distributions with heavy tails are of the main interest. So, we use 
the QQ-plots to verify whether the coefficients of the DWT of the magnetometer records 
follow the distribution with heavy tails . 
In order to define QQ-plots we use a lemma stated on page 188 of [5], which for easy 
reference is stated here as Lemma 3.4.1. Its proof follows immediately from the definition 
of the uniform distribution. 
Lemma 3.4.1: Let X1, ... , Xn be i.i.d. with density function F. Let U1, ... , U11 be i.i.d. ran-
dom variables uniformly distributed on (0, 1) and denote by U11,n < ... < U1,11 the corres-
ponding order statistics . Then the following result hold: 
(a) F- 1(U1) ~ X1. 
(b) For every n E N, 
(c) The random variable F(X 1) has a uniform distribution on (0, 1) if and only if Fis a 
continuous function. 
Let Xn,n :s; ... :s; X1,n be an ordered sample, with the empirical density function Fn . 
Using Lemma 3.4.1 we get that for a continuous F, the rv's U; = F(X;), for i = l, ... , n, 
are i.i.d . uniform on (0, 1). 
Hence, 
E[F(X )] = n - k + 1 k,n n + l ' k = 1, .. . ,n, 
and 
n-k+l 
Fn(Xkn) = l , , n+ 
where F11 is the empirical density function. 
The QQ-plot gives the points 
( 
1 (n-k+l)) xk,n,F- n + l I k = 1, . .. ,n . 
By Glivenko - Canteli theorem, which says that the empirical density converges almost 
surely to the theoretical one, the plots should be roughly linear (see [2], Theorem 20.6). 
This is illustrated in panel (b) of Figure 3.6 which shows QQ-plots obtained by simulating 
2160 standard normal observations with F being standard normal cdf. By contrast, panels 
(a) and (c) large deviations from the straight line are seen which are attributable to the 
heavy tails of the simulated distribution. The heavier the tails, the more curved the QQ-
plot becomes . 
So, we conclude that if the QQ-plot of some sequence curves then this data belongs to 
the class of heavy-tailed distributions . 
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Fig. 3.6: QQ-plots of (a) stable random variables with IX= 1.5, (b) Gaussian random variab-
les, (c) t3 _5-distributed random variables versus the standard normal distribution. 
3.5 Hill Estimator 
In the previous section various methods of detection of heavy-tailed residuals in AR(l) 
series were described. In this part the Hill estimator of the tail index IX is introduced and 
its practical application is discussed. 
Recall from Section 2.4, that i.i.d . random variables X1, ... , Xn have the tail index IX if 
(3.11) P(X > x) = L(x)x- a, 
where L(x) is a slowly varying function satisfying 
lim L(tx) = 1. 
t --+oo L(t) 
X > 0, 
The Hill estimator of IX is based on the k upper order statistics Xk,n < .. . ~ X1 ,n and 
takes the form: 
(3.12) Ctk,n = (it 1n Xj,n - ln Xk,n) - l 
J= l 
where k = k( n) ---+ oo. 
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As it is stated in [5] the Hill estimator is very natural, since different asymptotically 
equivalent versions of & can be derived by various methods. 
If X is a random variable with some density function F such that for IX > 0 equation 
(3.11) holds, provided that x 2: 1. Then it follows that the density function of Y = ln Xis 
y 2: 0. 
Notice that Y ~ Exp(1X) and the MLE of IX is given by 
(3.13) & = (.!. I)n X1)-1 
n j=l (
.!_ ~ lnX )-l 
n L.J J,n 
j = l 
Hence, 
(3.14) P(X > x) = ex -a, X 2: U 2: 0, 
with known u and C = ua. 
Then we obtain 
(3.15) 
l n 
( )
-1 
- L 1n Xj,n - 1n U 
n j = l 
Let 
K = card{i: X;,11 > u,i = l, · · · ,n}. 
So the joint density of k upper order statistics (Theorem 4.1.3, [5]) is 
I k 
f ( ) _ n. ( -a)n-k k kIT - (a+ l ) xk,11, •• ,x 1,11 xk, ···,xi - ( _ k)' 1- Cxk C IX X; , 
n . i = l 
U < Xk < · · · < X1. 
And the conditional MLEs are 
( .!_ ~ ln X - ln Xk ) - l 1-..J 1,n ,n n j = l 
Hance, as stated before, the Hill estimator has the same form as the MLE. 
The following theorem summarizes the asymptotic properties of the Hill estimator. 
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Theorem 3.5.1: Assume that X1 are i.i.d random variables with the marginal distribution 
F such that for some a > 0 equations (3.11) and (2.7) hold. If & be the Hill estimator (3.12), 
then the following statements hold: 
1. (Weak consistency, [10]) 
If k - oo, ls. - 0, as n - oo, then n 
2. (Strong consistency, [4]) 
A p 
l\'.k,n - a. 
If, in addition,~ - oo as n - oo, then 
A a.s. 
l\'.k,n -->l\'.. 
3. (Asymptotic normality, [5]) 
If conditions (3.16) and (3.11) on k and Fare satisfied, then 
Note: Similar properties hold in case of dependent data (see [13]). 
Theorem 3.5.1 says that generally for the Hill estimator the standard statistical proper-
ties hold. However, a certain set of conditions on F and k( n) is needed. 
In order to find the estimate & one has to choose appropriate k value, which is the main 
issue of this section. The mathematical conditions fork are the following: 
(3.16) k(n) - oo, n k(n) - 00 ' 
i.e. a sufficiently large number of order statistics should be used, however, this number 
should be asymptotically negligible relative to the sample size. 
On practice, the Hill estimator is difficult to use due to its sensitivity to the choice of the 
number of the upper order statistics k. Unfortunately, there is no algorithm for selecting an 
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Fig. 3.7: Hill-plots for a-stable random variables with different tail indexes: (from left to 
right) a = 0.5; IX = l; IX = 1.25; a = 1.5; a = 1.75; IX = 2 
appropriate k. So, before estimating the tail index a, we have to find a reasonable number 
of upper order statistics k for a given length of series n . 
First, Hill-plots that provide the tail index estimate for different k values are used to 
find an approximate k value that gives a reasonable estimate of the tail index for a heavy 
tailed distribution with IX E (0, 4]. Hill-plots tend to have a noticeable horizontal stretch 
across different k values. It is preferable that k is chosen from this region. We start from 
experimenting on simulated data in order to get a feeling for what is going on. Since we 
want to apply this method to the coefficients of the DWT of the magnetometer records, we 
generate series of a-stable random variable with 0.5 ~ a ~ 2, and t-distributed series with 
2 ~ v ~ 4, of length n = 2160, n = 1080, n = 540, and n = 270, which are equal to the 
number of coefficients of the DWT at different scales . 
Figure 3.7 and Figure 3.8 show the Hill-plots of a-stable and t-distribution with the 
length of series n = 2160 and k E [5,400]. Notice that for most distributions plotted here 
the Hill estimates of & are close to the actual value of the tail index when k = 100. Similarly, 
analyzing the Hill-plots of the sequences of different distributions we get approximate k 
value for the remaining n. So, when the length of series n = 2160, the corresponding 
29 
nu= 2 nu= 2.25 nu= 2.5 
'.,? 
N 
"' N M 
"' 
~ 
"' 
"' 
N 
.., 
.., 
"1 N .... 
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400 
nu= 2.75 nu= 3 nu= 3.25 
0 
"' 
.,; 
"' s s 
" 
"' "' "' 
0 1ij 
·i E ..; ·i ... 
" 
... i 
" . . 0 . M 
" " 
M 
" ~ M ~ ~ 
~ N :§ 0 '§ N N 
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400 
nu= 3.5 nu= 3.75 nu= 4 
" fJ "' s "' 1ij 0 
"' ! ..; ! E 
"' 
~ ... 
" " " :;l 0 . .M 
" I " M ~ ~ ... 'O ....._ .£ 
"§ 0 'iii "§ 
N N - N 
0 100 200 300 400 0 100 200 300 400 100 200 300 400 
Fig. 3.8: Hill-plot of t-distributed random variables with different degrees of freedom: 
(from left to right) v = 2; v = 2.25; v = 2.5; v = 2.75; v = 3; v = 3.25; v = 3.5; v = 3.75; 
V ;: 4 
number of upper order statistics k = 100; for n = 1080, k = 125; for n = 540, k = 50; and 
finally, for n = 270, k = 40. 
However, these values of k are found by visual analysis of several realizations of ran-
dom variables. The tail index estimate will vary slightly each time one generates new 
sequences of random variables. 
We therefore check the accuracy of the Hill estimates of the tail index a using the k 
found before. In Table 3.1 and Table 3.2 the mean and the standard deviation of 1000 Hill 
estimates & of the tail index of stable and t-distributions, correspondingly, are given. 
The estimates & are closer to the true value for a-stable distributions with small a. When 
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Tab. 3.1: Mean and standard deviation (in parentheses) of 1000 Hill estimates of the tail 
index cx. of the stable distribution. 
Theoretical cx. Estimated &k,n 
n=2160, k=lO0 n=1080, k=125 n=540,k=50 n=270, k=40 
0.500 0.4997 (0.0494) 0.4742 (0.0408) 0.493 (0.0734) 0.4799 (0.0724) 
- -
1.000 1.0142 (0.1035) 0.9906 (0.0871) 1.0215 (0.1467) 0.9956 (0.1597) 
-
1.125 1.1599 (0.1132) 1.1354 (0.1029) 1.1726 (0.1748) 1.1451 (0.1865) 
1.250 1.3264 (0.1352) 1.3068 (0.1209) 1.3439 (0.1972) 1.3257 (0.2295) 
1.375 1.5052 (0.1548) 1.5002 (0.1332) 1.5616 (0.2312) 1.5171 (0.2451) 
1.500 1.748 (0.1871) 1.7406 (0.1605) 1.8218 (0.2845) 1.7352 (0.2882) 
1.625 2.0723 (0.226) 2.0186 (0.1845) 2.1274 (0.3133) 1.9612 (0.3162) 
1.750 2.5831 (0.2977) 2.3654 (0.2152) 2.5436 (0.3738) 2.2388 (0.3488) 
1.875 3.4435 (0.3922) 0.4760 (0.0425) 3.0620 (0.4540) 2.522 (0.4007) 
2.000 4.9465 (0.4360) 3.2248 (0.2599) 3.2248 (0.2599) 2.8774 (0.4247) 
Tab . 3.2: Mean and standard deviation (in parentheses) of 1000 Hill estimat es of the tail 
ind ex cx. of t~distribution . 
Theoretical cx. Estimated &k,n 
n=2160, k=lO0 n=1080, k=125 n=540,k=50 n=270,k=40 
2.25 2.0805 (0.2131) 1.7943 (0.1477) 1.9352 (0.269) 1.7253 (0.271) 
2.50 2.2497 (0.2171) 1.8993 (0.1549) 2.0499 (0.279) 1.8188 (0.2716) 
2.75 2.3956 (0.2371) 1.9846 (0.1591) 2.1597 (0.2888) 1.8946 (0.284) 
3.00 2.5203 (0.2367) 2.0730 (0.1670) 2.2699 (0.2964) 1.9519 (0.2781) 
3.25 2.652 (0.2451) 2.1368 (0.1709) 2.3469 (0.301) 2.0243 (0.3147) 
3.50 2.7621 (0.2562) 2.2128 (0.1755) 2.4095 (0.3287) 2.058 (0.3021) 
3.75 2.8890 (0.2771) 2.2710 (0.1785) 2.4957 (0.3269) 2.1484 (0.3271) 
4.00 2.9673 (0.2721) 2.3199 (0.1871) 2.5443 (0.3345) 2.1535 (0.3149) 
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the tail index increases, the Hill estimator overestimates the tail index in the IX-stable case. 
An estimated value of IX will likely be above 2, if the true value of IX is between 1.75 and 
2. In case of t-distribution it gives the estimates the average of which is more than one 
standard deviation away from the actual value of the tail index IX. One of the possible 
solutions is transforming the data so that it would have heavier tail, which gives more 
accurate estimate of the tail index IX. 
If i.i.d. random variables X1, ... , Xn belong to the class of heavy-tailed distributions 
then (3.11) holds, and 
(3.17) 2 1 1 " P(X > x) = P(IXI > x:q = 2L(x 2 )x - 'I, 
where function L(x) is defined as in (2.7). It is easy to see from (2.7) that L(x 112) is also 
slowly varying. Hence, if the distribution of { X1} has the tail index IX, then the tail index 
of {Xr} is f 
As noted at the beginning of this section, the heavy-tailed distributions with IX E (0, 4] 
are considered in this paper. After transforming the data according to (3.17), we get new 
series with IX E (0, 2). In this case the method described above overestimates the tail index, 
but it is still close to the actual values (Table 3.1). 
Nevertheless, Hill estimator is difficult to use in practise due to its dependence on 
the number of the upper order statistics. Another way to improve it is described in the 
following section . 
3.5.1 Smoothing the Hill Estimator 
As discussed above, to estimate the tail index IX, one uses the Hill-plot to search for a stable 
region. The purpose of this section is to present a smoothing technique that potentially 
helps to improve the estimate. 
The smoothing method proposed in [14] is a simple averaging technique designed to 
help to minimize the sensitivity of the estimator to the number of the upper order statis-
tics and reduce the high variability of the Hill-plot. It consists in the averaging the Hill 
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estimator values for different numbers of order statistics, i.e. 
(3.18) 
l uk 
(u - l)k .L &p,n, 
p=k+l 
where u > l. As introduced in [14], on practice, we use u E (n°.1,n°·2) , where n is the 
sample size. Here, we used u = 4 for series of length n = 2160, n = 1080, and u = 3 for 
n = 540, n = 270. 
Due to the fact that the range of the smoothed plot is reduced in comparison to the 
classical Hill-plot, the method is less sensitive to the choice of k. 
Further, find the optimal k visually analyzing the smoothed Hill-plots. Figure 3.9 and 
Figure 3.10 depict the classical Hill-plots with the average Hill-plot. It is obvious that 
the averaging reduces the variability of the Hill-plot, and it is easier to choose the num-
ber of upper order statistics k. For the sample size n = 2160 and k = 100 the average 
Hill-estimator (3.18) is close to the actual value for most of the distributions (Figure 3.9, 
Figure 3.10). So, we choose the same k values as in the classical Hill-plot case. 
To investigate the performance, we have drawn n = 2160, 1080, 540 and 270 i.i.d . ran-
dom variables from a - stable distribution with 0.5 ~ IX ~ 2 and t-distribution with degrees 
of freedom 2 ~ v ~ 4. The results of the average and standard deviation of 1000 average 
Hill estimated are summarized in Table 3.3 and Table 3.4. 
Comparing these results to the ones we got using the classical Hill estimator (Table 3.1, 
Table 3.2) we see that the mean and the standard deviation of the average Hill estimates 
got smaller for both SIXS and t-distributed random variables. Notice that the average Hill 
estimator clearly underestimates the tail index of t-distributed random variables . One 
should keep it in mind when applying this method to the real data . 
So, as it was stated before the averaging method really helps to reduce the variability 
of the Hill-plot and stabilize its behavior. However, the practical methods of estimating 
the tail index IX need further research . 
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Tab. 3.3: Mean and standard deviation (in parentheses) of 1000 average Hill estimates of 
the tail index IX of the stable distribution. 
Theoretical IX Estimated &k,n 
n=2160, k=lO0 n=1080, k=125 n=540,k=50 n=270, k=40 
0.500 0.4903 (0.0366) 0.4534 (0.0303) 0.4727 (0.0542) 0.4437 (0.0507) 
1.000 1.0048 (0.0803) 0.9397 (0.0628) 0.9767 (0.1061) 0.9104 (0.1048) 
1.125 1.1456 (0.0923) 1.0806 (0.071) 1.1306 (0.127) 1.041 (0.1233) 
1.250 1.3179 (0.1073) 1.2348 (0.0836) 1.2993 (0.1415) 1.171 (0.1394) 
1.375 1.5155 (0.1235) 1.399 (0.0955) 1.4825 (0.1695) 1.3147 (0.1524) 
1.500 1.7666 (0.1471) 1.592 (0.1079) 1.7061 (0.1878) 1.4595 (0.1745) 
1.625 2.0923 (0.181) 1.7911 (0.1228) 1.9703 (0.2239) 1.604 (0.1943) 
1.750 2.5487 (0.2199) 2.003 (0.1376) 2.2355 (0.2454) 1.7649 (0.2162) 
1.875 3.2045 (0.2593) 2.2290 (0.1494) 2.5669 (0.2717) 1.9085 (0.2326) 
2.000 4.1951 (0.2696) 2.4948 (0.1527) 2.946 (0.2592) 2.0756 (0.2359) 
Tab. 3.4: Mean and standard deviation (in parentheses) of 1000 average Hill estimates of 
the tail index IX oft-distribution. 
Theoretical IX Estimated &k,n 
n=2160, k=lO0 n=1080, k=125 n=540, k=50 n=270, k=40 
2.25 1.9615 (0.1462) 1.571 (0.0959) 1.7205 (0.1739) 1.4222 (0.1552) 
2.5 2.1199 (0.1517) 1.6444 (0.1052) 1.82 (0.1829) 1.4733 (0.1648) 
2.75 2.2325 (0.1632) 1.7158 (0.1015) 1.8984 (0.1936) 1.5236 (0.1638) 
3 2.3454 (0.1655) 1.7678 (0.1081) 1.963 (0.1872) 1.5669 (0.1749) 
3.25 2.4542 (0.1735) 1.8133 (0.1062) 2.0356 (0.1988) 1.6046 (0.1742) 
3.5 2.5468 (0.1773) 1.8608 (0.1095) 2.1011 (0.1979) 1.6328 (0.1771) 
3.75 2.6315 (0.1807) 1.8907 (0.1115) 2.1367 (0.1943) 1.6484 (0.1814) 
4 2.7044 (0.1891) 1.9282 (0.1171) 2.1889 (0.2058) 1.6819 (0.1918) 
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4. ANALYSIS OF THE MAGNETOMETER RECORDS 
This chapter presents the analysis of the magnetometer records. Three different latitude 
stations are under consideration: Honolulu (low latitude), Boulder (medium latitude), and 
College (high latitude). Two sets of three-day observations, n = 4320, are taken, i.e. half of 
March 30 - half of April 2, 2001 and April 23 - 25, 2001. The first sequence was selected to 
locate the strong storm that took place on March 31, 2001. The period in April is considered 
to be relatively calm. So here we compare the stormy period with a calm one, and analyze 
the differences between high, medium and low latitude stations. 
As it has already been mentioned in Chapter 2, a DWT with J=4, using LA(8) filter is 
applied to both data sets. After the preliminary analysis presented in Chapter 2, we as-
sume that the DWT coefficients belong to the class of heavy-tailed distributions. This part 
provides verification of this fact and estimation of the tail index a. The methods described 
in Chapter 3 are applied to twenty four time series, which are the DWT coefficients of the 
horizontal intensity of three stations during a stormy and a calm period . We start from the 
visual analysis of the DWT coefficients . 
4.1 Visual Analysis of the Plots of the DWT Coefficients of the Magnetometer 
Records 
Perform, the individual analysis of the DWT coefficients at different frequencies. First, we 
analyze the plots to find if there are any big jumps that indicate a heavy-tailed distribution . 
All plots are given in the sets of four, corresponding four levels of the DWT, d1, d2, d3 ant 
d4 . As it was mentioned in Section 3.1 if a graph shows big jumps that denotes the heavy-
tailed distribution of the data. 
The DWT coefficients of a stormy period, March 30 - April 2, from three stations: Hano-
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lulu (Figure B.1), Boulder (Figure B.2), and College (Figure B.3) show big jumps, which 
suggest a heavy-tailed distribution of all series. The spikes on these plots indicate a strong 
storm that took place on March 31, 2001. The plots of the wavelet coefficient of a quiet 
period, April 23- April 25, 2001, also present behavior typical for heavy-tailed data (see 
Figure C.2 - Figure C.3). To avoid an impression that there is more activity during this 
period note that the range is smaller than in case of the "stormy" data . 
The visual analysis has verified that the distributions of the DWT coefficients of the 
horizontal intensity of stormy and calm periods of Honolulu, Boulder, College stations 
belong to the class of heavy-tailed distributions. 
Next, the ACF are used to find out if the wavelet coefficients are correlated. 
4.2 ACF of the DWT Coefficients 
The sample ACF's are used to identify if the wavelet coefficients are correlated. Figure B.5 
- Figure B.6 provide the ACF's of DWT coefficients for three stations of the stormy period. 
The autocorrelations are the highest at lag 1 in most cases. However, in Figure B.6 the auto-
correlations for bigger lags do not fall into the 95% confidence interval plotted with dashed 
lines. Recall from Section 3.2 that the dashed lines show the 95% confidence intervals for 
normal random variables. Here , the heavy-tailed series are under consideration, so the 
plotted confidence intervals should not be referred to. Note that AR(l) model is chosen as 
a first approximation. Since the goal of the thesis is to identify heavy-tailed distribution 
and to estimate the tail index the choice of the model is not that critical. 
Similar results are obtained for DWT coefficients of the calm period . Their ACF' s (Fi-
gure C.5 - Figure C.6) show the highest jumps at lag 1. Hence, conclude that the AR(l) 
model with heavy-tailed errors can be fitted to the series. 
The ACF's of the wavelet coefficients of both periods for three stations suggest that we 
deal with correlated data. Since the autocorrelation coefficient at lag 1 is the biggest we 
conclude that the autoregressive model, AR(l), with heavy-tailed residuals can be fitted to 
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the DWT coefficients. 
4.3 The "Converging Variance" Test of DWT Coefficients 
The "converging variance" test is used to identify whether wavelet coefficients have finite 
or infinite variances. Compare the variance plots of the wavelet coefficients to the variance 
plots of the known distributions introduced in Section 3.3 (Figure 3.4, Figure 3.5). 
Each set of plots discussed further consists of four variance plots that correspond to 
the four levels, di, i = l ... , 4, of the DWT. In Figure B.7 the variance plots of wavelet 
coefficients of the horizontal intensity recorded on March 30 - April 2 at Honolulu station 
are given. In case of d1 the jumps of the variance are observed, however, in general it seems 
to converge to some value, which denotes either the finite variance of the distribution of 
the data or infinite variance distribution with a E (1.75, 2). The variance plots of d2, d3 
and d4 show bigger jumps than in d1 case, which means that data might have an infinite 
variance. 
During the same period at Boulder station only sequence d2 converges to a finite value 
(Figure B.8). For the other three cases, d1, d3, d4 , one observes big jumps which indicates 
an infinite variance distribution . 
The DWT coefficients of College station records, Figure B.9, suggest that all series come 
from an infinite variance distributions. 
So, in case of a stormy day the wavelet coefficients in some cases belong to a finite vari-
ance distribution when j = l or j = 2. However, in most cases they come from an infinite 
variance distribution . When j = 4 the variance plots clearly show that the coefficients have 
infinite variance. Note that the range in all cases is big, that fact is explained by the storm 
that took place on March 31, 2001. 
The range of the variance plots of the wavelet coefficients of the data recorded during 
the calm period, April 23 - April 25, 2001, is the smaller for Honolulu, Boulder than for 
College station records. Honolulu station records show that Var (dj,k) < oo for j = 1,2, 
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with IX E (2,3). When j = 3,4 the observed jumps of the variance plot denote an infinite 
variance distribution (see Figure C.7). 
In case of Boulder station, Figure C.8, the first two levels seem to have a finite variance. 
The variance plots of d3,k and d4,k denote that the tail index of these distributions is around 
2, and the variance is infinite . 
The variance plots of the wavelet coefficients of the College station, Figure C.9, clearly 
show that Var(d 1,k) < oo. For d2,k we conclude that the distribution has finite variance, and 
the tail index close to 2, that is why the jumps are observed. The other two sequences, d3,k 
and d4,k present big jumps and no convergence can be observed, that suggests the infinite 
variance distributions. 
Conclude that the coefficients of the DWT belong to a heavy-tailed distribution either 
with finite variance and the tail index IX E (2,3), or with infinite variance, with IX E (1.5,2). 
The tail index gets smaller for lower frequency wavelet coefficients. 
These results are used in Section 4.6. We refer to the variance plots to see if the tail 
index estimate is consistent with the results presented in this section. 
4.4 Fitting the AR(l) model 
As it was shown in the previous sections, the AR(l) model can be used as an approximation 
of the wavelet coefficients of the horizontal intensity at different stations. Since methods 
presented in Section 3.5 are designed for i.i.d. series, the AR(l) model is fitted to the data 
and the residuals are estimated. 
Consider an AR(l) model with one parameter cp: 
(4.1) Xt = cpXt - 1 + Et, 
where Et are i.i.d. with mean zero and variance cr2. 
For lcpl < 1 the Ordinary Least Square estimator (OLS) of the autoregressive parameter 
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is 
~ r,1=2 Xi-1 Xi ({Jn = n 2 · 
Lj = 2 Xi-1 
(4.2) 
Table 4.1 provides the estimates cp11 of the wavelet coefficients of Honolulu, Boulder, 
and College stations for stormy and quiet periods. 
Tab. 4.1: The LSE estimates of p for the DWT coefficients fitting AR(l) to the DWT coeffi-
cients of Honolulu Boulde1~ and College stations for March 29 - 31, 2001, and April 5 - 7, 
2001 
Least Square Discrete wavelet transform coefficients 
Estimate of 'Pn d1 d2 d3 d4 
March 30-April Honolulu -0.5883 -0.3863 -0.4060 -0.1866 
2,2001 Boulder -0.4167 -0.5117 -0.2743 -0.6167 
College -0.4303 -0.4580 -0.3978 -0.2379 
April 23 - 25, Honolulu -0.1176 -0.5131 -0.5764 -0.2125 
2001 Boulder -0.2898 -0.5185 -0.6017 -0.2063 
College -0.4727 -0.3740 -0.4296 -0.1793 
Next the estimates of the residuals are found using the following equation, 
(4.3) 
where cp11 is an estimate defined by (4.2). 
Applying the same technique, discussed in Section 3.1, notice that the residuals of the 
wavelet coefficients belong to the class of heavy-tailed distributions. In the next section 
the QQ-plots are used to verify heavy-tailed distribution of the residuals of the DWT coef-
ficients. 
4.5 QQ-Plots of the Residuals of the DWT Coefficients 
Up to now, we have checked the validity of AR(l) model by means of visual tools. As it 
is stated in [12], page 62, for larger sample sizes, visual diagnostic tools can be preferable 
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to goodness-to-fit-tests. In this section we verify that the distribution of the residuals are 
heavy-tailed, using the technique described in Section 3.4. 
The QQ-plots of the residuals of wavelet coefficients are presented in Figure B.4 - Figu-
re B.6, for March 30 - April 2, and in Figure C.10 - Figure C.12, for April 23 - April 25. Here, 
the empirical distributions of the wavelet coefficients are compared to the standard normal 
distribution . As described in Section 3.4, if the points in the QQ-plot follow the line, one 
can infer the normal distribution. On the contrary, if they curve - the distribution is heavy-
tailed. Here, the QQ-plots curve for all data sets, which denotes that the distributions are 
not normal, rather heavy-tailed. Hence, we verified that AR(l) series, where £ 1 are heavy-
tailed are under consideration. 
Further, the tail indexes of the residuals are estimated applying the Hill estimator intro-
duced in Section 3.5. 
4.6 The Hill Estimates of The Tail Index 
Finally, after investigating the properties of the DWT coefficiertts, we can move to the main 
task - tail index estimation. 
As it was discussed in Section 3.5 the classical Hill estimator is extremely sensitive to 
the choice of the number of upper order statistics k. We found which k gives reasonable 
tail index estimates for different sample sizes n. These k values are used in this section 
to estimate the tail index of wavelet coefficients. In Chapter 3 the classical Hill estimator 
and the methods of its improvement are presented . Simulating the series with a-stable 
and t-distributions we showed that the Hill estimates are closer to the nominal value for 
smaller values of a. The squaring method presented in Section 3.5 overestimates the tail 
index. The smoothing method, given in the Subsection 3.5.1, reduces the variability of the 
Hill plot, however, it underestimates the a:. 
In Table 4.2 the classical Hill estimates of the wavelet coefficients are given . The avera-
ge Hill estimates are presented in the Table 4.3. Finally, the Hill estimates found using the 
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squaring method are summarized in the Table 4.4. 
The difference of these methods discussed before can be traced here as well. To illus-
trate this fact refer to Figure D.l - Figure D.3 and Figure D.7 - Figure D.9, where tail index 
estimates found using three methods, described above, are given. The numbers on the 
x-axis correspond to the wavelet coefficients, dj ,k, j = 1, · · · , 4. Notice that the average 
Hill estimator provides the smallest estimates in all cases. The so called "squared" Hill 
estimator is the Hill estimator found using the squaring method (see Section 3.5). Due to 
Tab. 4.2: Hill estimates of the tail index, & of the residuals of DWT coefficients di. 
Hill estimates Residuals of DWT coefficients, di 
& d1 d2 d3 d4 
March 30 - April Honolulu 1.6547 1.2488 1.2566 1.1696 
2,2001 Boulder 1.7240 1.1382 1.2456 1.0029 
College 1.5488 1.5355 1.6998 1.0743 
April 23 - 25, Honolulu 3.0095 1.9739 2.3450 1.5348 
2001 Boulder 2.9219 2.0543 2.0851 1.2958 
College 1.6830 1.4037 1.2347 1.0879 
Tab. 4.3: Average Hill estimates of the tail index, & of the residuals of DWT coefficients di. 
Average Hill estimates Residuals of DWT coefficients, di 
& d1 d2 d3 d4 
March 30- 29, Honolulu 1.4456 0.8944 1.1555 0.9010 
2001 Boulder 1.5550 0.9144 1.0479 0.8418 
College 1.4178 1.2644 1.1513 0.8292 
April 23 - 25, Honolulu 2.7298 1.6700 1.9269 1.2745 
2001 Boulder 2.5225 1.7149 1.7095 1.0508 
College 1.6262 1.2267 1.2122 0.95413 
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Tab. 4.4: Hill estimates of the tail index, & of the residuals of DWT coefficients d;, using 
squaring technique. 
"Squared" Hill estimates Residuals of DWT coefficients, d; 
& d1 d2 d3 d4 
March 30-April Honolulu 1.969567 1.417637 1.770661 2.103729 
2,2001 Boulder 2.004209 1.461847 1.835687 1.249333 
College 1.961554 1.770305 1.729838 1.378929 
April 23 - 25, Honolulu 3.2284 2.8503 2.7943 2.8093 
2001 Boulder 3.0932 2.6419 2.6745 2.3879 
College 2.1753 1.6073 1.7559 1.4266 
the fact that it overestimates the er., here, the highest tail index estimates for dj, j = 1, 2, 3, 4 
are obtained . These results are considered to be the most accurate ones. 
However, these are the point estimates. In Figure D.4 - Figure D.6 and Figure D.10 -
Figure D.12 the Hill estimates and their asymptotic 95% confidence intervals (see Theo-
rem 3.5.1) are presented. Since the confidence intervals of different techniques overlap, 
none of the methods can be singled out as the best. Hence, further research in this area is 
needed. 
5. CONCLUSIONS AND FUTURE WORK 
The goal of this thesis was to explore and implement the methods for detecting the heavy-
tailed distributions and estimating the tail index of the wavelet coefficients of the magne-
tometer data. 
The preliminary analysis of the wavelet coefficients of the magnetometer records sug-
gests a heavy-tailed distribution of the latter . In Chapter 3 these assumptions are validated 
and the practical aspects of the techniques of visual analysis are presented. 
Heavy-tailed distributions are parameterized by the tail index a:. The Hill estimator 
is a consistent estimator of a: for which the standard statistical properties hold . However, 
its implementation is complicated due to its dependence on the choice of the number of 
upper order statistics k. In addition, none of the known methods provide exact procedure 
for the choice of k. 
First, the classical Hill estimator was applied to the sa:s and t-distributed i.i.d. random 
variables. As a result, for a sa:s distribution the Hill estimates of a: are close to the nominal 
value for a: E (0, 1.5). However, the Hill estimator overestimates the true value for fixed 
k and it gets worse for 1.5 < a: < 2. When the tail index 2 < a: < 4, the Hill estimator 
underestimates the nominal value of the tail index. This fact was illustrated using the 
replications oft-distributed random variables. 
To improve the performance of the estimator we propose a squaring transformation 
of the original data. It reduces the tail index in half, thus O < a: < 2. The results of the 
experiments demonstrated that this method slightly overestimates the tail index . 
The last technique explored in this work is the average Hill estimator. This method 
is designed to reduce the variability of the Hill-plots and Hill estimator sensitivity on the 
choice of the upper order statistics. Since it consists of a simple averaging of the classical 
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Hill estimates for various kit underestimates the tail index keeping a pattern similar to the 
classical Hill estimator. 
The methods of tail index estimation described in the thesis give the estimates that are 
close to the real value of the tail index. However, further investigations are needed. There 
are several papers that suggest ways of improvement of the classical Hill-plots and Hill 
estimator. 
As a part of further research, the performance of the alternative Hill plot suggested 
by S. Resnick and C. Starica in [14], has to be checked. Another method of the tail index 
estimation that uses the slope of the QQ-plot is introduced in [9]. The QQ-estimator of the 
tail index is presented, however, its performance should be analyzed using the simulated 
data. 
Applying the techniques explored in the paper to the DWT of the magnetometer records 
the following results were obtained: in case of both stormy and calm periods the wavelet 
coefficients of the Horizontal intensity of all three stations can be approximated by AR(l) 
model with heavy-tailed errors. However, one must consider the "pitfalls of the fitting 
autoregressive models for heavy-tailed time series" discussed in [6]. 
The wavelet coefficients of quiet and stormy periods belong to the heavy-tailed dis-
tribution class with different IX. However, the distributions of dj,k have heavier tails, i.e. 
smaller tail index IX, for bigger j. 
In general the major methods for detecting heavy-tailed distribution are based on em-
pirical analysis of the data and have little theory behind . In fact, the estimates of the tail 
index of the wavelet coefficients fall into the interval (1, 3), which is consistent with the re-
sults of the "converging variance" test performed in Section 4.3. However, it is a "bound-
ary" case that must be dealt with caution. As a result, an algorithm for tail index estimation 
that would be easy to implement should be developed. 
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Fig. A.1: DWT transform of the Horizontal intensity at the Honolulu station, March 30 -
April 2, 2001 
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Fig. A.2: DWT of the Horizontal intensity at the Boulder station, March 30 - April 2, 2001 
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Fig. A.3: DWT of the Horizontal intensity at the College station, March 30 - April 2, 2001 
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Fig. A.4: DWT of the Horizontal intensity at the Honolulu station, April 23-April 25, 2001 
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Fig. A.5: DWT of the Horizontal intensity at the Boulder station, April 23 - April 25, 2001 
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Fig. A.6: DWT of the Horizontal intensity at the College station, April 23 - April 25, 2001 
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Fig. A.7: Stack plot ; ACF plot; QQ-plot; Histogram and density plot for the d1 wavelet 
coefficient vector, Honolulu station, March 30 -April 2, 2001(from left to right) 
56 
0 
··•~iollll/-• •,~ ' 
"' 0 
d2 
••• 
,., 
0 
"" 0 
.. ,,I,••··~"'•~ 
~ 
N 
0 
0 
·· ·····,·· ····· 1·············· ·· ·· ·•··• · ·r···,-· 1····1········· ·· ·· ·· ·· ·· ·········· 
D2 
... 
0 
..... ······ +······ ·············· ········~---·····•t ········· ····· ·-.··· ····· I·· :·, 
N 
0 
' 
"" 0 
' 
200 400 600 800 0 
5 10 15 20 25 30 1000 
N g ;; 0 
0 
0 0 ~ 0 
,. 
"' 0 
0 ,; 0 ~ / 
0 
,., 
~ 
0 
;; 
0 0 ~ , 0 . ..-
N 
0 
~ 0 0 
' 
0 
0 
-2 0 -300 -200 - 100 100 200 300 
Quantiles ol Standard Normal 
Fig. A.8: Stack plot ; ACF plot; QQ-plot; Histogram and density plot for the d2 wavelet 
coefficient vector, Honolulu station , March 30 - April 2, 2001(from left to right) 
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Fig. All: Stack plot; ACF plot; QQ-plot; Histogram and density plot for the d1 wavelet 
coefficient vector, Boulder station, March 30 - April 2, 2001(from left to right) 
60 
~ 
.. f,~~~--, It i. L d2 
"' 0 
0 
·ftt~,~-··' 
<ll 
0 
0 
D2 .. , 
"1 
9 
0 200 400 GQO 800 1000 0 5 10 15 
,o 25 JO 
~ ~ 
"' 
ij ~ 
..... 
~ 
, 
8 
0 
0 M 0 
0 
0 
0 / N ~ 0 0 
.. 0 
.. g 
'f 8 
0 
0 
~ 0 0 
- 2 0 2 -600 - 400 -20 0 200 400 600 
Quanllles ol Standard Normal 
Fig. A.12: Stack plot; ACF plot; QQ-plot; Histogram and density plot for the d2 wavelet 
coefficien t vector, Boulder station, March 30 -April 2, 2001(from left to right) 
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Fig. A.13: Stack plot; ACF plot; QQ-plot; Histogram and density plot for the d3 wavelet 
coefficient vector, Boulder station, March 30 -April 2, 2001(from left to right) 
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Fig. A.14: Stack plot; ACF plot; QQ-plot; Histogram and density plot for the d4 wavelet 
coefficient vector, Boulder station, March 30 - April 2, 2001(from left to right) 
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Fig. A.15: Stack plot; ACF plot; QQ-plot; Histogram and density plot for the d1 wavelet 
coefficient vector, College station, March 30 -April 2, 2001(from left to right) 
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coefficient vector, College station, March 30 - April 2, 2001(from left to right) 
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Fig. B.8: Variance plots of the DWT coefficients dj, j = 1, ... , 4, Boulder station, March 30 -
April 2, 2001 
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Fig. B.13: Hillmplot of the residuals of the DWT coefficients dj, j 
tion, March 30 ~ April 2, 2001 
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Fig. B.14: Hill-plot of the residuals of the DWT coefficients dj, j = 1, . .. , 4, Boulder station, 
March 30-April 2, 2001 
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Fig. B.15: Hill-plot of the residuals of the DWT coefficients dj, j = 1, ... , 4, College station, 
March 30 -A pril 2, 2001 
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Fig. B.16: Average Hill-plot (dashed) and Hill-plot (solid) of the residuals of the DWT 
coefficients dj, j = 1, . .. , 4, Honolulu station, March 30 - April 2, 2001 
83 
(a) H@!iilduals of d1 (Boulder) (b) l'lesiduals ef d 2 (Bouldor) 
J;il 
E 
-~ 
0 100 200 300 400 500 0 50 100 150 200 250 
k k 
(c) Residuals of d3 (Boulder) (d) Residuals of d4 (Boulder) 
"' 
"' 
q 
"' 
i !3 'P. \ "' , ~ j 
W ' ~ 0. 
$ ];j 
<"l = 0 
q 
<D 
0 
20 40 60 80 100 20 40 60 80 100 
k k 
Fig. B.17: Average Hill-plot (dashed) and Hill-plot (solid) of the residuals of the DWT 
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2001 
oq -
0 
"' ci 
dl (Honolulu) 
------.,..-- ... --..-----..-----..---. 
. -,- . - - - - - - . - - - - L - - - - - - - - - - - _; -
0 10 16 :.:o 26 30 
Lag 
d3 (Honolulu) 
0 5 10 15 20 25 
= ci 
<O 
ci 
0 
0 
5 
5 
d2 (Honolulu) 
10 1 5 20 
d4 (Honolulu) 
10 15 
LBQ Lao 
88 
20 
Fig. C.4: ACF of the DWT coefficients dj, j = l, ... , 4, Honolulu station, April 23 - April 
25,2001 
0 5 
0 5 
d1 (Boulder) 
10 1~ ~o 25 ~o 
L.~o 
dS ( Qa ul deor) 
10 15 
Li>O 
20 25 
LL 
0 
<C 
89 
d2 (Boulder) 
0 10 15 :w 
d4 ( Bou ldar ) 
~ 
~ 
= ci 
~ 
ci 
"" ci 
0 
ci 
"' 9 
0 5 10 15 ;zo 
L~g 
Pig. C.5: ACF of the DWT coefficients d1, j :;:: 1, ... , 4, Boulder station , April 23 - Apri l 25, 
WOl 
90 
d 1 (C olledge) d 2 (C oll e d ge) 
= = 
a, 
ci 
= 
.,., ci 
ci 
.... 
u.. u.. ci 
C> C> 
<C < 
"' ci 
~ - - - - - - - - - - - - - - - -
= - - - - - - - ------------ - - - = ci 
"' '9 
.,., ~ 0 I 
Q 5 10 1!; 20 25 ~o 0 5 19 15 eµ a~ :;JO 
Lag l,;!'1;/ 
Ql3 (fi9.IIMf;iQ9 ) q4 (CQ U~dQllt) 
:! "" 
"' Oil ... 0 
"' ... '<1 
"" ~ 
u.. ~ .... ~ 
"' 
<C = 
ci 
= "' ci ci 
"' = 9 ci 
.... 
cf 
"' 9 
0 5 10 15 20 25 0 5 10 15 20 
Lag Lag 
Fig. C.6: ACF of the DW'f coefficients dj, j = 1, ... , 4, College station, April 23 - April 25, 
2001 
91 
d1 (Honoluh.1) d2 (Honolulu) 
~ - 0 Jl 
, ... 
0 
0 
0 
0 
~ - .g 
8 
~ .... 
l/"---£! ~ £! ~ -
Jl § -
= - • 
0 500 100 0 11; 0 0 200 0 0 200 400 60 0 80 0 1000 
l'1f)\' X Index 
eta (Honolulu) d4 (Hot1<e>lulu) 
~ 
'"--
; ~ -
0 
~ 0 
... ~ 0 ~ - 0 £! 0 £! ij ~ 
0~ ' \ :,... .... g -~ U"> 
0 
~ 
" = 
= - 0 
0 100 2 0 0 300 400 5 0 0 0 5 0 100 150 20 0 250 
Index In d ex 
Fig. C.7: Variance plots of the DWT coefficients d1, j = 1, ... , 4, Honolulu station, April 23 
- April 25, 2001 
d1 (Boulder) 
0 
ij 
0 500 1000 1500 :woo 
Index 
d3 (Boulder) 
§ -
~ -
g 
-
~ Kl -
8 
-N 
5'l 
-
8 - 0 
0 100 200 300 400 500 
Inde x 
0 
~ -
8 
:as: -
§ 
0 
C> - 0 
d2 (Boulder) 
'----------- ------' 
0 200 400 600 800 1000 
In dex 
d4 (Boulder) 
~ - 0 
0 
0 5 0 100 150 200 250 
Index 
92 
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Fig. C.11: QQ~plots of the residuals of the DWT coefficient s dj, j ::;,e 1, ... , 4, Bould er station, 
April 23 - April 25, 2001 
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Pig. C.12: QQ-plots of the residuals of the DWT coefficients dj, j = l, ... , 4, College station, 
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Fig. C.13: Hill-plot of the residuals of the DWT coefficients dj, j 1, ... , 4, Honolulu 
station , April 23 - April 25, 2001 
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Fig. C.14: Hill-plot of the residuals of the DWT coefficients dj, j = 1, ... , 4, Boulder station, 
April 23 - April 25, 2001 
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Fig. C.15: Hill-plot of the residuals of the DWT coefficients dj, j = 1, ... , 4, College station, 
Apri l 23 - April 25, 2001 
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Fig. C.16: Average Hill-plot (dashed) visa Hill-plot (solid) of the residu als of the DWT 
coefficients dj , j ::;;:: 1, ... , 4, Honolulu station, April 23 - April 25, 2001 
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Fig. C.li: Average Hill~plot (dash ed) visa Hill-p lot (solid) of the residuals of the DWT 
coefficients dJ, j ::;: 1, . .. , 4, Boulder station, April 23 - April 25, 2001 
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Fig. C.18: Average Hill-plot (dashed) visa Hill-plot (solid) of the residuals of the DWT 
coefficients dj, j ::;:: 1, ... , 4, College station, April 23 - April 25, 2001 
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D. APPENDIX. HILL ESTIMATES OF THE TAIL IND EX OF THE DWT 
COEFFICIENTS 
Honolulu. March 30 - April 2 
• Hill estimate 
• Average Hill estimate 
• 'Squared' Hill estimate 
0 
N 
LQ 
• 
' 
-•~ 
q 
.~ 
• 
2 3 4 5 6 
DWT coefficients 
Fig. D.l: Hill estimates found using different methods: 1 - Hill estimates of d1, 2 - d2, 3 -
d3, 4 - d4 , Hono lulu station, March 30 - April 2, 2001 
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Fig. D.2: Hill estimates found using different methods: 1 - Hill estimates of d1, 2 - d2, 3 -
d3, 4 - d4 . Boulder station, March 30 - April 2, 2001 
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Fig. D.3: Hill estimates found using different methods: 1 - Hill estimates of d1, 2 - d2, 3 -
d3, 4 - d4 . College station, March 30 - April 2, 2001 
0 
C'.i 
(/) 
2 
~ ! ·-5i Cl) U'? :.c I ~ 
g 
i.n 
d 
Honolulu. March 30 - April 2 
ff 
r 
-! 
2 3 4 
DWT coefficients 
o Hill estimate 
• Average Hill estimate 
.t. 'Squared' Hill estimat 
5 6 
106 
Fig. D.4: Hill estimates and their confidence intervals using different methods: 1 - Hill 
estimates of d1, 2 - d2, 3 - d3, 4 - d4. Honolulu station, March 30 - April 2, 2001 
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Fig. D.5: Hill estimates and their confidence intervals using different methods: 1 - Hill 
estima tes of d1, 2 - d2, 3 - d3, 4 - d4. Boulder station, March 30 - April 2, 2001 
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Fig. D.6: Hill estimates and their confidence intervals using different methods: 1 - Hill 
estimates of d1, 2 - d2, 3 - d3, 4 - d4 . College station, March 30 -April 2, 2001 
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Fig. D .7: Hill estimates found using different methods: 1 - Hill estimates of d1, 2 - d2, 3 -
d3, 4 - d4 . Honolulu station, April 23 - April 25, 2001 
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Fig. D.8: Hill estimates found using different methods : 1 - Hill estimates of d1, 2 - d2, 3 -
d3, 4 - d4 . Boulder station, April 23 -April 25, 2001 
"ci;j 
f-
0 
M 
2 
111 
College. April 23 - April 25 
• Hill estimate 
• Average Hill estimate 
• 'Squared' Hill estimate 
------ --• 
3 4 5 6 
DWT coefficients 
Fig. D.9: Hill estimates found using different methods : 1 - Hill estimates of d1, 2 - d2, 3 -
d3, 4 - d4 . College station, April 23 - April 25, 2001 
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Fig. D .10: Hill estimates and their confidence intervals using different methods: 1 ~ Hill 
estimates of d1, 2 - d2, 3 - d3, 4 - d4 . Honolulu station, April 23 - April 25, 2001 
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Fig. 0.11: Hill estimates and their eonfidenee intervals using different methods: 1 - Hill 
estimates of d1, 2 = d2, 3 - d3, 4 - d4 . Boulder station, April 23 - April 25, 2001 
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Fig. D.12: Hill estimates and their confidence intervals using different methods: 1 - Hill 
estimates of d1, 2 - d2, 3 - d3, 4 - d4 • College station, April 23 - April 25, 2001 
