Quantum Monte Carlo simulations of quantum many body systems are plagued by the fermion sign problem. The cost of overcoming the sign problem (and its overall existence) is basis dependent. In this work, we show how to use sign-free quantum Monte Carlo simulations to minimize the effect of the sign problem by optimizing over the choice of basis on large two-dimensional systems. This can be done despite the fact that the sign problem makes it difficult to even compute the average sign of such a simulation. We numerically illustrate these techniques by decreasing the 'badness' of the sign problem through single-particle basis rotations on one and two dimensional Hubbard systems.
FIG. 1.
Illustration showing our approach to mitigating the sign problem. There are two different basis choices (I and Ropt) whose energies (E(I) and E(Ropt)) are the same but whose effective bosonic energies (E(I) and E(Ropt)) differ and which can be computed without any sign problem (their average sign s = 1.) The basis Ropt gives a larger E(Ropt) and therefore smaller ∆E(Ropt) corresponding to a less bad sign problem (i.e. a larger s in the actual fermion simulation.) Figures to the right are cartoons of interfering paths which are more equal in the bad basis and are always positive (blue) in the effective bosonic simulations.
The power of quantum computers and the difficulty of simulating quantum many-body ground states stem from similar sources: non-trivial entanglement and paths of interfering signs.
Low-entanglement ground states in one-dimension can be accurately represented by matrix-product states and efficiently found via the density matrix renormalization group (DMRG) [1, 2] . In cases where exact representations don't exist, significant effort has gone into variational approaches to optimize [3] [4] [5] [6] and find good compact representations of the ground state as a way to mitigate the difficulty of the quantum many body problem. Examples of recent efforts have included improved tensor networks [7, 8] , neural network states [9] , and computational graph states [5] .
Paths of interfering signs are the source of the fermion sign problem in quantum Monte Carlo (QMC) simulations. Systems, such as bosonic Hamiltonians, which have only positive paths and hence no sign problem, can be simulated efficiently. For some classes of systems with 'naive' sign-problems, approaches have been found which also allow for efficient simulations. As the sign problem is basis dependent, one common technique involves finding a sign-problem free basis in which to perform the simulation [11] [12] [13] [14] [15] . Examples where this has also been successful include Hubbard models at half-filling [16, 17] and employing a Majorana representation [18] . Even in cases where the sign problem can't be removed, the choice of basis can affect the 'badness' of the sign problem. Interestingly, there has not yet been a significant amount of work in automatically searching for a good basis to help mitigate or remove the sign problem. It is this problem that we approach in this work.
The interfering paths on which the sign problem manifests are random walks (performed via QMC) over elements of a basis; basis elements which have non-zero matrix elements are connected (see fig. 1 ). A walk which traverses the basis elements
mulates a weight proportional to
and a sign equal to
A sign problem arises when two different walks starting at b 1 and ending at b k have different signs. In the limiting case where both walks have the same weight, the combined contribution from these paths should be zero. Unfortunately, a stochastic QMC calculation may sample only one of these two paths in a given simulation thereby contributing noise but no signal to the final result. This noise from the sign problem manifests itself as an exponentially growing (as a function of system size) relative variance of a simulation's observables.
From this simple illustration, it is easy to see how the sign problem will be basis dependent. By changing basis, we completely change the possible random walks potentially removing (or altering the weight) of sign-disagreeing walks. In fact, in the eigenstate basis, there is no sign problem. Our goal will then be to find a reasonable basis rotation which minimizes the sign problem. While it is clear that in the general case, it will be impossible to remove the sign problem using reasonable unitary rotations in this way, it nonetheless may mitigate it.
Our approach will then be straightforward: given a quantification of the sign problem, search over a class of unitary rotations of the Hamiltonian minimizing the 'badness' of the sign problem. The key steps then will be on deciding the right way to quantify the sign problem and showing how we can efficiently search over spaces of unitaries. As a proof of principle we will consider holedoped Hubbard models. We will exemplify both how to search over classes of unitaries using exact diagonalization on small systems as well as using projector quantum Monte Carlo [19, 20] (PQMC) on larger systems.
QUANTIFICATION OF SIGN PROBLEM
Let H be the Hamiltonian represented in a standard basis (i.e. real space) and H(R) ≡ RHR † be the Hamiltonian rotated by the unitary rotation R. Our choice for quantifying the sign problem of H(R) has two goals: (1) The objective function we choose should be proportional to the cost of quantum Monte Carlo on H(R). (2) We can measure (and hence optimize) this objective function efficiently on large bulk two-dimensional systems.
The most natural objective function to maximize is the relative variance of the average sign
where s i is the sign for each Monte Carlo sample i and N is the total number of Monte Carlo samples. While the efficiency of different observables vary, their values O = i s i O i / s all involve the average sign. Here O i is the observable measured on Monte Carlo sample i. Given the variance of s is O(1), minimizing the relative variance comes down to maximizing s . Because our interest will be in the limit of a large QMC projection time β our focus will be in optimizing the component of s = As β which causes s to decay exponentially with β -i.e. s.
Naively, though, this appears to be difficult to optimize as computing s itself has a sign problem. It turns out, though, that locally optimizing s(R) over a class of unitary rotations R is significantly easier then computing it. In particular, s(R) = exp(−∆E(R)) [21] [22] [23] where ∆E(R) ≡ E(R) − E(R) is the gap between the ground state E(R) of the fermionic Hamiltonian H(R) and the ground state E(R) of an effective bosonic version of the Hamiltonian |H(R)| [24, 25] defined as
Note that this definition ensures that the propagator used in Monte Carlo, |G| ≡ 1 − τ |H| (where τ is a small constant) contains strictly positive matrix elements. While E(R) is hard to compute (there is a sign problem in evaluating it), its value is independent of the choice of the unitary rotation -i.e. E(R) = E. On the other hand E(R) is sign-free and hence computable by Monte Carlo on large systems. Maximizing s(R) then comes down to maximizing E(R). Note that this metric is closely related to, but not identical to having a ground state with only positive amplitudes or having a Hamiltonian with no positive off-diagonal matrix elements. For example, the Heisenberg model on a bipartite lattice has no sign problem (i.e. no exponentially large relative variance) in quantum Monte Carlo but does have positive off-diagonal Hamiltonian matrix elements and a non-positive ground state (although both these can be removed by applying the Marshall sign rule [26] ). ∆E(I) where I is the identity rotation is correctly zero in this case.
UNITARY ROTATION
Here we consider how we will parameterize the set of unitary rotations under which we will optimize. While there is always a unitary rotation which removes the sign problem (i.e. the eigenstate basis), it is often as (or more) difficult to find and compactly represent then the ground state itself. Instead, we wish to confine ourself to unitary rotations which are simple to represent. Two such classes are unitary rotations generated by shallow-depth quantum circuits and basis rotations on the set of single-particle orbitals used to represent the Hamiltonian: i.e. given a Hamiltonian written as
where A is a skew-symmetric matrix, i.e. A = −A T . In our numerical examples, we focus on single particle basis rotations although the approach we describe works also with quantum circuits.
NUMERICAL EXAMPLES
In this section, we perform some proof of principle calculations to show how mitigating the sign problem by basis rotation works. We consider single particle basis rotations of the Hubbard model under periodic boundary conditions,
with i, j denoting nearest neighbors.
Our examples fall into the following categories: (1) On small Hubbard chains we use exact diagonalization to evaluate our objective function and optimize ∆E(R) using Nelder-Mead [27] . Our optimization finds explicit unitary rotations of the single-particle orbitals for N = 3 and N = 4 which remove the sign problem and minimizes the sign problem at N = 8. (2) We directly compare different explicit unitary rotations on larger systems. For example, using projector quantum Monte Carlo (PQMC), we compare the real space basis against a basis which diagonalizes the non-interacting Hamiltonian on a 4 × 4 lattice finding a significant improvement in s for all dopings at U/t = 1 and for small dopings at U/t = 2. (3) We perform an explicit optimization on a 4 × 4 Hubbard model by computing derivatives using PQMC and stochastically optimizing ∆E(R). We optimize to a basis rotation which significantly improves the sign problem on U/t = 1 at n = 0.5.
We perform initial tests optimizing one-dimensional Hubbard chains for N = {3, 4, 8}. We evaluate ∆E(R) via exact diagonalization and perform derivative free optimization using NelderMead optimization [27, 28] . In these runs, R is parameterized by the eigenvectors of a real Hermitian matrix. Our optimization finds a way to 
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FIG. 4. Difference ofĒ(I) −Ē(R)
between no basis rotation (I) and the non-interacting basis (R) as a function of doping on a 4 × 4 lattice. We additionally apply a small perturbation on the non-interacting part of H to find an optimal choice of the degenerate space. Here a negative value indicates a reduction in the sign problem due to the rotated basis R. PQMC is done in continuous time with a resampling rate of T = 0.1. Error bars are smaller than the plot markers. None of these cases remove the sign problem completely completely remove the sign-problem at N = 3 at 2/3 doping and N = 4 Hubbard model at half filling for all values of U (the specific matrices are shown in the supplementary material); a posteriori, we discovered these rotations are known in the CTQMC literature [29] . For N = 3, the parameter space is sufficiently small that we can display it explicitly (see fig. 2 ). Interestingly at N = 4 (see fig. 3 ), our optimization procedure finds a basis which does not make all the off-diagonal signs of |G| to be positive despite still removing the sign problem (although by hand we are able to modify the transformation to be all positive). We also include an example for N = 8 where we are unable remove the sign problem, instead raising E by 0.04 at n = 0.5 and U = 1. The biggest downside of using exact diagonalization, is the system sizes to which we are limited. Note that removing the sign problem for small system sizes doesn't always trivially extend to larger system sizes (i.e. the N = 3, 4 case seem fundamentally different then the N = 8 case). To work with large system sizes, we wish to optimize directly within PQMC. We consider here a twodimensional 4 × 4 Hubbard model. We start (see fig 4) by just explicitly comparing two natural basis: the real space basis (which has a bad sign problem at U = 0) and the basis which diagonalizes the non-interacting problem (which is sign-problem free at U = 0). Within this latter basis, there is still some freedom to choose the unitary rotation amongst degenerate eigenvalues of U and we test various ways of performing this transformation. Using projector quantum Monte Carlo (PQMC) we can directly compute E in these different basis (see fig. 4 ) Instead of simply comparing explicit basis, more useful is to directly optimize the basis within PQMC. We exemplify this on the 4 × 4 Hubbard model at n = 0.5 and U = 1 by starting from a random unitary as a starting point and walking toward larger E(R). We parameterize R as the matrix exponential of a real skew-symmetric matrix. The initial randomized unitary R has a bad sign problem which, in this case, is worse than not rotating at all.
To compute the derivatives of the parameters in the skew-symmetric matrix, we use finite differences generated as the difference from two PQMC runs. Parameters are then updated using the optimization scheme described in [30] inspired by [31] . For each of the 120 unique entries of the skew-symmetric matrix v i , the next parameter is determined by
where α is a random number chosen between 0 and 1 and γ controls the size of the random step. Fig 5(top) shows the improvement in E during optimization. Even without knowing the average sign, we significantly improve it, leading to an increase in average sign that with large β should go as exp[5β]. In fig 5(bottom) we compare the average sign of the identity rotation against our optimized basis finding significant improvement and allowing projection out to much larger β albeit at the cost of a denser basis. We also compare against another explicit approach to mitigate sign-problems, the use of annihilation [32, 33] of opposite signed walkers as is used in FCIQMC (while the annihilation technique of FCIQMC is used here, we do not apply the initiator approximation). While the sign-problem is insensitive to the number of walkers used in PQMC, the number of walkers does matter when using annihilation. Using a number of walkers which is approximately 1% of the Hilbert space size, we find two interesting things. First, in this example, basis rotation improves the sign problem significantly more then improvements seen using annihilation. Second, annihilation and basis rotation can be combined and, in this situation, we find annihilation actually helps more in the case where the basis rotation has already partially mitigated the sign problem. Average sign of the walkers using a single PQMC simulation for the identity and optimized rotation (step 24) both with and without annihilation. We resample/annihilate every T = 0.005 in PQMC and use, on average, 45,000 walkers.
Conclusion
We have introduced a new technique for finding a more efficient basis which reduces the sign problem. This tech-nique can be done exactly or stochastically through QMC simulations.
To illustrate the method, we use projector quantum Monte Carlo to optimize the single-particle basis of a 4 × 4 Hubbard model at U/t = 1 and n = 0.5 doping. It should be noted that while we have focused on mitigating the ground state sign problem, similar approaches work for finite temperature by replacing the energy differences with free energy differences.
There are various ways in which the techniques we describe can be improved. In many ways, our sign-problem mitigation approach is similar in flavor to variational Monte Carlo and many of the tricks from that community will be applicable here. While we are currently computing derivatives using finite difference, correlated sampling techniques could be applied to evaluate the derivative for all parameters simultaneously. In addition, there may be more efficient stochastic optimization techniques than we are currently applying both which find local maxima more efficiently as well as go beyond local optimization. In fact, there is a related problem to understand the signproblem landscape of unitary rotation. Secondly, while we have done an initial exploration of combining basis rotations with annihilation, there is significantly more that could be explored. In particular, one could directly optimize basis rotations and annihilation efficacy simultaneously to minimize the effects of the sign problem under both techniques. Using PQMC, we can evaluate the sign problem directly for the 4x4 Hubbard model. We measure ∆E = E − E(I) in Fig. 6 using energies from [37] with fixed S z = 0. As expected, for intermediate to high U for any number of
