Event cameras are novel sensors that report brightness changes in the form of a stream of asynchronous "events" instead of intensity frames. They offer significant advantages with respect to conventional cameras: high temporal resolution, high dynamic range, and no motion blur. While the stream of events encodes in principle the complete visual signal, the reconstruction of an intensity image from a stream of events is an ill-posed problem in practice. Existing reconstruction approaches are based on hand-crafted priors and strong assumptions about the imaging process as well as the statistics of natural images. In this work we propose to learn to reconstruct intensity images from event streams directly from data instead of relying on any hand-crafted priors. We propose a novel recurrent network to reconstruct videos from a stream of events, and train it on a large amount of simulated event data. During training we propose to use a perceptual loss to encourage reconstructions to follow natural image statistics. We further extend our approach to synthesize color images from color event streams. Our quantitative experiments show that our network surpasses state-of-the-art reconstruction methods by a large margin in terms of image quality (> 20%), while comfortably running in real-time. We show that the network is able to synthesize high framerate videos (> 5,000 frames per second) of high-speed phenomena (e.g. a bullet hitting an object) and is able to provide high dynamic range reconstructions in challenging lighting conditions. As an additional contribution, we demonstrate the effectiveness of our reconstructions as an intermediate representation for event data. We show that off-the-shelf computer vision algorithms can be applied to our reconstructions for tasks such as object classification and visual-inertial odometry and that this strategy consistently outperforms algorithms that were specifically designed for event data. We release the reconstruction code and a pre-trained model to enable further research.
INTRODUCTION
E VENT cameras are bio-inspired vision sensors that work radically differently from conventional cameras. Instead of capturing intensity images at a fixed rate, event cameras measure changes of intensity asynchronously at the time they occur. This results in a stream of events, which encode the time, location, and polarity (sign) of brightness changes ( Fig. 2 -top) . Event cameras such as the Dynamic Vision Sensor (DVS) [1] possess outstanding properties when compared to conventional cameras. They have a very high dynamic range (140 dB versus 60 dB), do not suffer from motion blur, and provide measurements with a latency as low as one microsecond. Event cameras thus provide a viable alternative (or complementary) sensor in conditions that are challenging for conventional cameras.
In theory, the stream of events contains the entire visual signal -in a highly compressed form -and could thus be decompressed to recover a video with arbitrarily high framerate and high dy- namic range. However, real event cameras are noisy and differ significantly from the ideal camera model, which renders the reconstruction problem ill-posed. Naive integration of the event stream leads to very fast degradation of image quality due to accumulating noise. As a remedy, earlier works have proposed hand-crafted image priors to constrain the problem [2] , [3] , [4] , arXiv:1906.07165v1 [cs.CV] 15 Jun 2019 [5] . However, these priors make strong assumptions about the statistics of natural images, leading to unrealistic reconstructions and artifacts. As a result, high-quality video reconstruction from event data has so far not been convincingly demonstrated. In this work, we propose to bridge this gap by learning highquality video reconstruction from sparse event data using a recurrent neural network. In contrast to previous image reconstruction approaches [2] , [4] , [5] , we do not embed handcrafted smoothness priors into our reconstruction framework. Instead, we learn video reconstruction from events using a large amount of simulated event data, and encourage the reconstructed images to have natural image statistics through a perceptual loss that operates on midlevel image features. Our network outperforms prior methods in terms of image quality by a large margin (>20% improvement), demonstrating for the first time event-camera-based synthesized video sequences that are qualitatively on par with conventional cameras in terms of visual appearance. Our approach opens the door to a variety of applications, some of which we examine in this paper.
We explore the possibility of using an event camera to capture videos in scenarios that are challenging for conventional cameras. First, we show that our network can leverage the high temporal resolution of event data to synthesize high framerate (> 5,000 frames per second) videos of high-speed physical phenomena (Section 5.1). The resulting videos reveal details that are beyond the grasp of the naked eye or conventional cameras, which operate at a few hundred frames per second at best. Second, we show that our reconstructions preserve the high dynamic range of event cameras (Section 5.2), thus offering a viable alternative to conventional sensors in high dynamic range settings. We additionally present a simple strategy to synthesize color videos using a recent color event camera [6] , without the need to retrain the network (Section 5.3).
Beyond pure imaging, we also consider using our approach for downstream applications. Since the output of an event camera is an asynchronous stream of events (a representation that is fundamentally different from natural images), existing computer vision techniques cannot be directly applied to this data. As a consequence, a number of algorithms have been specifically tailored to leverage event data, either processing the event stream in an event-by-event fashion [7] , [8] , [9] , [10] , [11] , [12] , or by building intermediate, "image-like" representations from event data [13] , [14] , [15] , [15] , [16] . In the spirit of the second category of methods, we explore the use of our image reconstructions as a novel representation for event data in Section 5.4. Specifically, we apply existing computer vision algorithms to images reconstructed from event data. We focus on object classification and visualinertial odometry with event data, and show that this strategy consistently yields state of the art results in terms of accuracy. This suggests that high-quality reconstructions can be used as a bridge that brings the main stream of computer vision research to event cameras: mature algorithms, modern deep network architectures, and weights pretrained from large natural image datasets.
In summary, the contributions of this work are:
• A novel recurrent network that reconstructs video from a stream of events and outperforms the state of the art in terms of image quality by a large margin. • We establish that networks trained from simulated event data generalize remarkably well to real events.
• Qualitative results showing that our method can be used in a variety of settings, such as high framerate video synthesis of high-speed phenomena (Section 5.1), reconstruction of high dynamic range video (Section 5.2), and reconstruction of color video (Section 5.3).
• Application of our method to two downstream problems: object classification and visual-inertial odometry from event data. Our method outperforms state-of-theart algorithms designed specifically for event data in both applications.
RELATED WORK
Because of its far reaching applications, events-to-video reconstruction is a popular topic in the event camera literature. The first evidence that it is possible to recover intensity information from event data was provided by [8] and [17] , in the context of rotation estimation with an event camera. They showed how to reconstruct a single image from a large set of events collected by an event camera moving through a static scene and exploited the fact that every event provides one equation relating the intensity gradient and optic flow through brightness constancy [18] . Specifically, Cook et al. [8] used bio-inspired, interconnected networks to simultaneously recover intensity images, optic flow, and angular velocity from an event camera undergoing small rotations. Kim et al. [17] developed an Extended Kalman Filter to reconstruct a 2D panoramic gradient image (later upgraded to a full intensity frame by 2D Poisson integration) from a rotating event camera. They later extended their approach to static 3D scenes and 6 degrees-offreedom (6DOF) camera motion [11] . Bardow et al. [2] proposed to estimate optic flow and intensity simultaneously from sliding windows of events through a variational energy minimization framework. They showed the first video reconstruction framework from events that is applicable to dynamic scenes. However, their energy minimization framework employs multiple hand-crafted regularizers, which can result in severe loss of detail in the reconstructions.
Recently, methods based on direct event integration have emerged. These approaches do not rely on any assumption about the scene structure or motion dynamics, and can naturally reconstruct videos at arbitrarily high framerates. Munda et al. [4] cast intensity reconstruction as an energy minimization problem defined on a manifold induced by the event timestamps. They combined direct event integration with total variation regularization and achieved real-time performance on the GPU. Scheerlinck et al. [5] proposed to filter the events with a high-pass filter prior to integration. They demonstrated video reconstruction results that are qualitatively comparable with [4] while being computationally more efficient. While these approaches currently define the state-of-the-art, both suffer from artifacts which are inherent to direct event integration. The reconstructions suffer from "bleeding edges" caused by the fact that the contrast threshold (the minimum brightness change of a pixel to trigger an event) is neither constant nor uniform across the image plane. Additionally, pure integration of the events can in principle only recover intensity up to an unknown initial image I 0 which causes "ghosting" effects where the trace of the initial image remains visible in the reconstructed sequence.
Barua et al. [3] proposed a learning-based approach to reconstruct intensity images from events. They used K-SVD [19] on simulated data to learn a dictionary that maps small patches of integrated events to an image gradient and used Poisson integration standard camera output: event camera output: Fig. 2 . Comparison of the output of a conventional camera and an event camera looking at a black disk on a rotating circle. While a conventional camera captures frames at a fixed rate, an event camera transmits the brightness changes continuously in the form of a spiral of events in space-time (red: positive events, blue: negative events). Figure inspired by [10] .
to recover the intensity image. In contrast, we do not reconstruct individual intensity images from small windows of events, but synthesize a temporally consistent video from a long stream of events (several seconds) using a recurrent network. Instead of mapping event patches to a dictionary of image gradients, we learn pixel-wise intensity estimation directly.
Despite the body of work on events-to-video reconstruction, downstream vision applications based on the reconstructions have, to the best of our knowledge, never been demonstrated prior to our work.
VIDEO RECONSTRUCTION
An event camera consists of independent pixels that respond to changes in the spatio-temporal brightness signal L(x, t) 1 and transmit the changes in the form of a stream of asynchronous events (Fig. 2 ). For an ideal sensor, an event e i = (u i , t i , p i ) is triggered at pixel u i = (x i , y i ) T and time t i when the brightness change since the last event at the pixel reaches a threshold ±C. However, C is in reality neither constant nor uniform across the image plane. Rather, it strongly varies depending on factors such as the sign of the brightness change [12] , the event rate (because of limited pixel bandwidth) [20] , and the temperature [21] . Consequently, events cannot by directly integrated to recover accurate intensity images in practice.
Overview
Our goal is to translate a continuous stream of events into a sequence of images {Î k }, whereÎ k ∈ [0, 1] W×H . To achieve this, we partition the incoming stream of events into sequential (non-overlapping) spatio-temporal windows ε k = {e i }, for i ∈ [0, N − 1], each containing a fixed number N of events. The reconstruction function is implemented by a recurrent convolutional neural network, which maintains and updates an internal state s k through time. For each new event sequence ε k , we generate a new imageÎ k using the network state s k−1 (see Fig. 3 ) and update the state s k . We train the network in supervised fashion, using a large amount of simulated event sequences with corresponding ground-truth images.
Event Representation
In order to be able to process the event stream using the convolutional recurrent network, we need to convert ε k into a fixedsize tensor representation E k . A natural choice is to encode 1. Event cameras respond in fact to logarithmic brightness changes, i.e. L = log E where E is the irradiance. Overview of our approach. The event stream (depicted as red/blue dots on the time axis) is split into windows ε k containing multiple events. Each window is converted into a 3D event tensor E k and passed through the network, together with the previous state s k−1 to generate a new image reconstructionÎ k and updated state s k . In this example, each window ε k contains a fixed number of events N = 7.
the events in a spatio-temporal voxel grid [22] . The duration ∆T = t k N −1 − t k 0 spanned by the events in ε k is discretized into B temporal bins. Every event distributes its polarity p i to the two closest spatio-temporal voxels as follows:
where
is the normalized event timestamp. We use B = 5 temporal bins.
Training Data
Our network requires training data in the form of event sequences with corresponding ground-truth image sequences. However, there exists no large-scale dataset with event data and corresponding ground-truth images. Furthermore, images acquired by a conventional camera would provide poor ground truth in scenarios where event cameras excel, namely high dynamic range and high-speed scenes. For these reasons, we propose to train the network on synthetic event data, and show subsequently (in Section 4) that our network generalizes to real event data.
We use the event simulator ESIM [23] , which allows simulating a large amount of event data reliably. ESIM renders images along the camera trajectory at high framerate, and interpolates the brightness signal at each pixel to approximate the continuous intensity signal needed to simulate an event camera. Consequently, ground-truth images I are readily available. We map MS-COCO images [24] to a 3D plane and simulate the events triggered by random camera motion within this simple 3D scene. Using MS-COCO images allows capturing a much larger variety of scenes than is available in any existing event camera dataset. We set the camera sensor size to 240 × 180 pixels (to match the resolution of the DAVIS240C sensor used in our evaluation [25] ). Note that inference can be performed at arbitrary resolutions since we will use a fully-convolutional network. Examples of generated synthetic event sequences are presented in the supplement.
We further enrich the training data by simulating a different set of positive and negative contrast thresholds for each simulated scene (sampled according to a normal distribution with mean 0.18 and standard deviation 0.03, values based on [17] ). This data augmentation prevents the network from learning to naively integrate events, which would work well on noise-free, simulated data, but would generalize poorly to real event data (for which the assumption of a fixed contrast threshold does not hold).
We generate 1,000 sequences of 2 seconds each, which results in approximately 35 minutes of simulated event data. Note that the simulated sequences contain only globally homographic motion (i.e. there is no independent motion in the simulated sequences). Nevertheless, our network generalizes surprisingly well to scenes with arbitrary motions, as will be shown in Sections 4 and 5.
Network Architecture
Our neural network is a recurrent, fully convolutional network that was inspired by the UNet [26] architecture. An overview is shown in Fig. 4 . It is composed of a head layer (H), followed by N E recurrent encoder layers (E i ), N R residual blocks (R j ), N E decoder layers (D l ), and a final image prediction layer (P). Following [15] , we use skip connections between symmetric encoder and decoder layers. The number of output channels is N b for the head layer H, and is doubled after each encoder layer (thus, the final encoder has N b × 2 N E output channels). The prediction layer performs a depthwise convolution (one output channel, kernel size 5), followed by a sigmoid layer to produce an image prediction. Encoder layers E i ( Fig. 4(b) ) consist of a 2D downsampling convolution (kernel size: 5, stride: 2) followed by a ConvLSTM [27] , with a kernel size of 3, and whose number of input and hidden layers is the same as the preceding downsampling convolution. Each encoder maintains a state c i k which is updated at every iteration, and initialized to zero at the first iteration (k = 0). The intermediate residual blocks [29] use a kernel size of 3. Each decoder layer consists of bilinear upsampling followed by a convolution with kernel size 5. Finally, we use the ReLU activation (for every layer except the final prediction) and batch normalization [28] .
We used N E = 3, N R = 2, N b = 32 and element-wise sum for the skip connection. In Section 6.1, we motivate these choices of hyperparameters as the result of a search over multiple network architectures.
During training we unroll the network for L steps. We use L = 40. Note that this is in contrast to [30] which trains on significantly shorter event sequences (L = 8). The architecture in [30] is based on a vanilla recurrent (RNN) architecture, which suffers from vanishing gradients during back propagation through time on long sequences. By contrast, our network uses stacked ConvLSTM gates which prevent these issues and allows us to train on longer sequences. In Section 6, we show that our architecture based on LSTM improves the temporal stability of the network.
Loss
We use a combination of an image reconstruction loss and a temporal consistency loss.
Image Reconstruction Loss. The image reconstruction loss ensures that the reconstructed image is similar to the target image. While a direct pixel-wise loss such as the mean squared error (MSE) could be used, such losses are known to produce blurry images [31] . Instead, we use a perceptual loss (specifically, the calibrated perceptual loss LPIPS [32] ). The perceptual loss passes the reconstructed image and the target image through a VGG network [33] that was trained on ImageNet [34] , and averages the distances between VGG features across multiple layers. By minimizing LPIPS, our network effectively learns to endow the reconstructed images with natural statistics (i.e. with features close to those of natural images). Our reconstruction loss is computed as L R k = d(Î k , I k ), where d denotes the LPIPS distance [32] .
Temporal Consistency Loss. In our previous work [30] , the network relied on the recurrent connection to naturally enforce temporal consistency between successive reconstructions. However, some temporal artifacts remained, notably some slight blinking that was especially noticeable in homogeneous image regions. To address this issue, we introduce an explicit temporal consistency loss, the beneficial effect of which will be demonstrated in Section 6. Our temporal consistency loss is based on [35] . Given optical flow maps F k k−1 between successive frames, the temporal loss is computed as the warping error between two successive reconstructions:
where W k k−1 (Î k−1 ) is the result of warping the recon-structionÎ k−1 toÎ k using the optical flow F k k−1 , and
) is a weighting term that helps to mitigate the effect of occlusions (this term is small when the warping error in the ground truth images I k is high, which happens predominantly at occlusions). We set α = 50 in our experiments.
Note that the optical flow maps are only required at training time, but not at inference time. The final loss is a weighted sum of the reconstruction and temporal losses:
where λ T C = 5 (this value was chosen empirically to balance the range of values taken by both losses), and L 0 = 2 (the first few samples of each sequence are ignored in the computation of the temporal loss to leave time for the reconstruction to converge).
Training Procedure
We split the synthetic sequences into 950 training sequences and 50 validation sequences. The input event tensors are normalized such that the mean and standard deviation of the nonzero values in each tensor is 0 and 1, respectively. We augment the training data using random 2D rotations (in the range of ±20 degrees), horizontal and vertical flips, and random cropping (with a crop size of 128 × 128). We implement our network using PyTorch [36] and use ADAM [37] with a learning rate of 0.0001. We use a batch size of 2 and train for 160 epochs (320,000 iterations).
Post-processing
While the sigmoid activation guarantees that the resulting image predictionÎ takes values between 0 and 1, we observe that the range of output values often does not span the entire range, i.e. the reconstructions can have low contrast. To remedy this, we rescale the image intensities using robust min/max normalization to get a final reconstructionÎ f :Î
where m and M are the 1% and 99% percentiles ofÎ. Finally,Î f is clipped to the range [0, 1]. Fig. 4 . We use a fully convolutional, UNet-like [26] architecture (a), composed of N E recurrent encoder layers (b), followed by N R residual blocks and N E decoder layers, with skip connections between symmetric layers. Encoders are composed of a strided convolution (stride 2) followed by a ConvLSTM [27] . Decoder blocks perform bilinear upsampling followed by a convolution. ReLU activations and batch normalization [28] are used after each layer (except the last prediction layer, for which a sigmoid activation is used). In this diagram, N E = 2 and N R = 1.
Comparison of our method with MR and HF on sequences from [38] . Our network is able to reconstruct fine details well (textures in the first row), while avoiding common artifacts (e.g. the "bleeding edges" in the third row).
EVALUATION
In this section, we present both quantitative and qualitative results on the fidelity of our reconstructions, and compare to recent methods [2] , [4] , [5] . We focus our evaluation on real event data. An evaluation on synthetic data can be found in supplementary material. We use event sequences from the Event Camera Dataset [38] . These sequences were recorded using a DAVIS240C sensor [25] moving in various environments. It contains events as well as ground-truth grayscale frames at a rate of 20 Hz. We remove redundant sequences (e.g. ones captured in the same scene) and those for which the frame quality is poor, leaving seven sequences in total that amount to 1,670 ground-truth frames. For each sequence, we reconstruct a video from the events with our method and each baseline. For each ground-truth frame, we query the reconstructed image with the closest timestamp (tolerance of ±1 ms).
Each reconstruction is then compared to the corresponding ground-truth frame according to several quality metrics. We apply local histogram equalization to every ground-truth frame and reconstructed frame prior to computing the error metrics (this way the intensity values lie in the same intensity range and are thus comparable). Note that the camera speed gradually increases in each sequence, leading to significant motion blur on the groundtruth frames towards the end of the sequences; we therefore exclude these fast sections in our quantitative evaluation. We also omit the first few seconds from each sequence, which leaves enough time for the baseline methods that are based on event integration to converge. Note that this works in favor of the baselines, as our method converges almost immediately (more details in Section 6).
We compare our approach against several state-of-the-art methods: [2] (which we denote as SOFIE for "Simultaneous Optic Flow and Intensity Estimation"), [5] (HF for "High-pass Filter"), and [4] (MR for "Manifold Regularization"), both in terms of image reconstruction quality and temporal consistency. For HF and MR, we used the code that was provided by the authors and manually tuned the parameters on the evaluated sequences to get the best results possible. For HF, we also applied a bilateral filter to the reconstructed images (with filter size d = 5 and σ = 25) in order to remove high-frequency noise, which improves the results of HF in all metrics. For SOFIE, we report qualitative results instead of quantitative results since we were not able to obtain satisfying reconstructions on our datasets using the code provided by the authors. We report three image quality metrics: mean squared error (MSE; lower is better), structural similarity (SSIM; higher is better) [39] , and the calibrated perceptual loss (LPIPS; lower is better) [32] . In addition, we measure the temporal consistency of the reconstructed videos using the temporal loss introduced in Eq. (2) . Note that computing the temporal loss requires optical flow maps between successive DAVIS frames, which we obtain with FlowNet2 [40] .
Results and Discussion. The main quantitative results are presented in Table 1 , and are supported by qualitative results in Figs. 5 and 6. Additional results are available in the supplementary material. We also encourage the reader to watch the supplementary video, which conveys these results better than still images. Our reconstruction method outperforms the state of the art by a large margin, with an average 24% increase in SSIM and a 22% decrease in LPIPS. Qualitatively, our method reconstructs small details remarkably well compared to the baselines (see the boxes in the first row of Fig. 5 , for example). Furthermore, our method does not suffer from "ghosting" or "bleeding edges" artifacts that are present in other methods (particularly visible in the third row of Fig. 5 ). These artifacts result from (i) incorrectly estimated contrast thresholds and (ii) the fact that these methods can only estimate the image intensity up to some unknown initial intensity I 0 , the ghost of which can remain visible. We also compare our method to HF, MR, and SOFIE qualitatively using datasets and image reconstructions directly provided by the authors of [2] , in Fig. 6 . Once again, our network generates higher quality reconstructions, with finer details and less noise. In Section 5, we provide many more qualitative reconstruction results, and in particular show that our network is able to leverage the outstanding properties of events to reconstruct images in high-speed and high dynamic range scenarios.
Finally, Table 2 shows the temporal error (lower error means higher temporal consistency) for all methods, as well as for the ground-truth sequences for reference. Note that the temporal loss is greater than zero on the ground-truth sequences because of small errors in optical flow estimation and occlusions. (It is still significantly lower than for all reconstruction methods.) Our method outperforms the competing approaches in terms of temporal consistency. We attribute this mostly to the temporal loss introduced in Section 3.5. In Section 6, we evaluate the effect of the temporal loss in an ablation study.
APPLICATIONS
We now present some applications of our method. We synthesize high framerate videos of fast physical phenomena (Section 5.1), high dynamic range videos (Section 5.2), and color video (Section 5.3). Finally, we evaluate the effectiveness of our reconstructions as an intermediate representation that enables direct application of conventional vision algorithms to event data (Section 5.4).
High Speed Video Reconstruction
Event cameras have a higher temporal resolution than conventional sensors (µs vs ms). In addition, the event stream is sparse by nature, which saves bandwidth. We now show that our method can decompress the event stream to reconstruct videos of fast motions with high framerate (thousands of frames per second). Datasets. Since there exists no public event dataset containing fast physical phenomena, we recorded our own. We used the Samsung DVS Gen3 sensor [41] , with VGA resolution. We recorded four sequences at daytime under bright sunlight (Fig. 7 ). The first two feature objects (plaster garden gnome, ceramic mug) being shot with a rifle (approximate muzzle velocity: 376 m/s). The last two sequences feature two balloons (filled with water and air, respectively) being popped with a needle. In order to reconstruct the background, each sequence starts with the camera being moved slightly, after which it is kept steady. We additionally recorded the first two sequences with a high-end mobile phone camera (Huawei P20 Pro) operating at 240 FPS 2 . High Framerate Video Synthesis from Events. We used a fixed number of events N 10 4 per window (exact values in Fig. 8 ), resulting in video reconstructions at only a few hundred FPS. While it would be possible to retrain the network with smaller window sizes to address the specific case of extremely high framerate video synthesis, it is in fact possible to arbitrarily increase the output framerate without retraining. To achieve that, we run multiple reconstructions in parallel, introducing a slight temporal shift (of D events) between each. We thus obtain a set of videos with different temporal offsets, then merged by reordering the frames from the individual videos. This yields a video with an arbitrarily high framerate, reaching multiple thousand FPS ( Fig. 8 ). This temporal upsampling process may introduce some slight flickering, which is easily reduced using a simple filter [42] . Results and Discussion. In the supplementary video, we show the synthesized, high framerate videos and compare them with the 240 FPS reference videos. Fig. 7 shows a few still frames from each sequence to convey the motion. At these extreme speeds, the event sensor is pushed to its limits: the events suffer from high noise and have many artefacts (e.g. readout artefacts). Nonetheless, our network performs well, revealing details that are invisible to the naked eye or a consumer camera. The output framerate (which varies with the event rate) is shown in Fig. 8 , and consistently stays in the range of thousands of FPS: at least an order of magnitude above conventional consumer cameras.
High Dynamic Range Reconstruction
Event cameras react to changes in log intensity [1] , which endows them with much higher dynamic range than conventional cameras (140 dB versus 60 dB). The videos that our method synthesizes preserve the high dynamic range of the events. In Fig. 9 , we support this claim by showing qualitative reconstruction results in a variety of challenging HDR scenes and compare our reconstructions to the corresponding frame from a conventional camera. Datasets. There are many publicly available event camera datasets featuring HDR scenes [5] , [38] , [43] . However, the reference images in these datasets were taken by the DAVIS sensor [25] , the quality of which falls short of state-of-the-art consumer cameras. To support a fair and up-to-date comparison, we recorded our own sequences in HDR scenes (indoors and outdoors), using a recent event camera (Samsung DVS Gen3) and a high-end smartphone for reference (Huawei P20 Pro). The two sensors were 2. While the Huawei P20 Pro can in principle record at 960 FPS, it can only do so for a very short amount of time (0.2 s), which made a synchronized recording impractical.
TABLE 1
Comparison to state-of-the-art image reconstruction methods on the Event Camera Dataset [38] . Our approach outperforms prior methods on almost all datasets and metrics by a large margin, with an average 24% increase in structural similarity (SSIM) and a 22% decrease in perceptual distance (LPIPS) compared to the best prior methods. 
Gnome Shooting
Mug Shooting
Water Balloon
Air Balloon Fig. 7 . Video reconstructions of high speed physical phenomena, synthesized at > 5,000 FPS with our approach. First two rows: shooting a garden gnome and a mug with a rifle. Last two rows: popping a water balloon and an air balloon with a needle. Our reconstructions reveal details invisible to the naked eye or a conventional consumer camera. In the first two rows, the trace of the bullet is clearly visible (the bullet itself was too fast for the event sensor to catch), and cracks in both objects are visible before the pieces fly apart. In the last two rows, the membrane of the balloons contracting away from the point where the needle hit is clearly visible. rigidly mounted to each other for recording, and the corresponding footage was geometrically and temporally aligned manually in post processing. Results and Discussion. A comparison of our reconstruction results from event data and the frames from the conventional camera is presented in Fig. 9 . The phone camera provides color images, which we converted to grayscale for easier visual comparison with our reconstructions. The first row of Fig. 9 shows a "selfie" sequence, recorded indoors with the sensors hand-held. While the window behind the main subject appears severely overexposed in the conventional frame (b), the events (a) capture the full dynamic range, which our network successfully leverages to reconstruct the entire scene. In addition, because of the camera shaking induced by the hand-held motion, the phone frame suffers from motion blur, which is not present in our reconstruction. The second row shows a driving sequence, recorded with both sensors placed on the windshield of a car driving out of a tunnel. Once again, the area outside of the tunnel is saturated in the conventional frame, while the events capture details both indoors and outdoors, which our reconstructions recover. Finally, the third row shows an outdoor example recorded with the sensors pointing directly at the sun on a bright day. In this extreme case, the events suffer from unusually high levels of noise (flickering events), which cause reconstruction artefacts such as the dark stain around the sun. Nonetheless, our reconstruction does not suffer from glare, and reveals the circular shape of the sun, which is lost in the frame. The video sequences, along with additional results on sequences from previously released datasets [5] , [43] , are available in the supplementary material.
Color Video Reconstruction
Until recently, event cameras were mostly monochrome, producing events based on the variations in luminance [1] , and discarding color information. This has changed with the recent introduction of a sensor that can perceive "color events", the Color-DAVIS346 [6] . The Color-DAVIS346 consists of an 8×6mm CMOS chip equipped with a color array filter (CFA), forming an RGBG filter pattern. The pixels in the CFA are sensitive to the variation of their specific color filter, producing events that encode color information. Color reconstruction from such events was first shown by [44] , where a single color image was recovered from a large set of events using a method similar to [17] . Later, [45] adapted existing monochrome video reconstruction methods [4] , [30] to color (a) Individual channels (b) [45] (upsampled, color) (c) [45] (details) (d) Grayscale (full res) (e) Ours (full res, color) (f) Ours (details) Fig. 10 . Our color reconstruction approach. Color channels are reconstructed independently at quarter resolution (a), then upsampled and recombined into a low-quality color image (b,c). The latter is combined with a high-quality grayscale image (d) reconstructed using all the events (ignoring the CFA). The resulting color image (e,f) preserves fine details that are lost in the quarter resolution reconstruction [45] (compare (c) and (f)).
by reconstructing the individual color channels independently, resulting in videos that have a quarter of the resolution of the sensor. We now describe a simple method to perform color reconstruction from color event data at full resolution with our network, and then present qualitative results. Following [45] , we reconstruct the four color channels independently at quarter resolution ( Fig. 10(a) ), upsample with bicubic interpolation, and recombine them into a low-quality color image ( Fig. 10(b) ). We then combine the latter with a full-resolution grayscale image obtained by running our network on all the events (ignoring the CFA). To do this, we project the (upsampled) color image in the LAB colorspace, and replace the luminance channel with the high-quality grayscale reconstruction ( Fig. 10(d) ). This exploits the human visual system's lower acuity to color differences than to luminance, a widely known phenomenon commonly used to compress videos (chroma subsampling [46] ). Fig. 11 shows color reconstruction results from our method, compared to HF and MR. Unlike MR and our method, HF preserves the Bayer pattern, thus color images can simply be obtained by applying a demosaicing algorithm to raw image reconstructions. For MR, we applied the same technique as our method to obtain color reconstructions. Qualitatively, the results are consistent with those obtained for grayscale reconstructions (Fig. 5 ): our method produces cleaner reconstructions than HF (less noise and "bleeding edges" artifacts), and richer reconstructions than MR which tends to smooth out details. The last two rows of Fig. 11 show two scenarios with challenging lighting conditions: an HDR scene and a low-light scene.
Downstream Applications
We now investigate the possibility of using our reconstructions as an intermediate representation that facilitates direct application of conventional computer vision algorithms to event data. Representations for Event Data. Because the output of an event camera is an asynchronous stream of events (a representation that is fundamentally different from images), existing computer vision techniques cannot be directly applied to events. To address this problem, many algorithms have been specifically tailored to leverage event data for a wide range of applications (a good survey is provided by [47] ). Despite strong differences between these methods, we argue that they follow the same paradigm, relying on two ingredients: (i) a mechanism to build an internal representation of past event data, and (ii) an inference mechanism to decode new events given the current internal representation. For example, [13] , [14] tackle the task of object classification from event data as follows. As internal representation, they use a time surface: essentially an image recording the timestamp of the last event fired at each pixel (with some temporal decay to increase the influence of recent events), which is updated with every event. They train a supervised classifier (linear SVM) to predict an object class from this surface. Finally, object prediction (the inference mechanism) consists in evaluating the classifier, which can either be done with every new event (if fast enough), or at regular intervals [14] .
The image reconstructions from our method can also be viewed as a representation for event data. Similarly to other representations, our network uses, at any given time, all past events to produce an image (in other words, to update the representation). Unlike other representations, however, our image reconstructions live in the space of natural images. As such, they are transferrable: any computer vision algorithm operating on regular images can be used as the inference mechanism, enabling the application of pre-existing vision algorithms to event data. We acknowledge, however, that reconstructing an image with our network is slow compared to other methods that use simpler and more efficient representations that may be tailored to a task (e.g. time surfaces for optic flow estimation [9] ). Nevertheless, for the remainder of this section, we will show the effectiveness of our reconstructions as event representations on two different downstream tasks: object classification from events and camera pose estimation with events and inertial measurements. In both cases, we achieve state-of-theart accuracy. Object Classification. Pattern recognition from event data is an active research topic. While one line of work focuses on spiking [14] addressed the problem of object classification from a stream of events. They proposed several modifications to HOTS, and achieved major improvements in classification accuracy, outperforming all prior approaches by a large margin.
We propose an alternative approach to object classification based on a stream of events. Instead of using a hand-crafted event representation, we directly apply a classification network (trained on image data) to images reconstructed from events. We compare our approach against several recent methods: HOTS, and the state-of-the-art HATS, using the datasets and metric (classification accuracy) used in the HATS paper. The N-MNIST (Neuromorphic-MNIST) and N-Caltech101 datasets [49] are event-based versions of the MNIST [50] and Caltech101 [51] datasets. To convert the images to event sequences, an event camera was placed on a motor, and automatically moved while pointing at images from MNIST (respectively Caltech101) that were projected onto a white wall. The N-CARS dataset [14] proposes a binary classification task: deciding whether a car is visible or not using a 100 ms sequence of events. Fig. 12 shows a sample event sequence from each of the three datasets.
Our approach follows the same methodology for each dataset. First, for each event sequence in the training set, we use our network to reconstruct an image from the events (Fig. 12 , bottom row). We then train an off-the-shelf CNN for object classification using the reconstructed images from the training set. For N-MNIST, we use a simple CNN (details in supplementary material) and train it from scratch. For N-Caltech101 and N-CARS, we use ResNet-18 [29] , initialized with weights pretrained on ImageNet [34] , and fine-tune the network for the dataset at hand. Once trained, we evaluate each network on the test set (images reconstructed from the events in the test set) and report the classification accuracy. Furthermore, we perform a transfer learning experiment for the N-MNIST and N-Caltech101 datasets (for which corresponding images are available for every event sequence): we train the CNN on the conventional image datasets, and evaluate the network directly on images reconstructed from events without fine-tuning.
For the baselines, we directly report the accuracy provided in [14] . To make the comparison with HATS as fair as possible, we also provide results of classifying HATS features with a ResNet-18 network (instead of the linear SVM that was used originally). The results are presented in Table 3 , where the datasets are presented in increasing order of difficulty from left to right. Despite the simplicity of our approach, it outperforms all baselines. The gap between our method and the state-of-the-art increases with the difficulty of the datasets. While we perform slightly worse than HATS on N-MNIST (98.3% versus 99.1%), this can be attributed to the synthetic nature of N-MNIST, for which our approach does not bring substantial advantages compared to a hand-crafted feature representation such as HATS. Note that, in contrast to HATS, we did not perform any hyperparameter tuning. On N-CARS (binary classification task with natural event data), our method slightly outperforms the baseline (91% versus 90.4% for HATS). However, N-CARS is almost saturated in terms of accuracy.
On N-Caltech101 (the most challenging dataset, requiring classification of natural event data into 101 object classes), our method outperforms HATS by a large margin (86.6% versus 70.0%). This significant gap can be explained by the fact that our approach leverages decades of computer vision research and datasets. Lifting the event stream into the image domain with our events-to-video approach allows us to use a mature CNN architecture that was pretrained on existing labeled datasets. We can thus use powerful hierarchical features learned on a large body of image data -something that is not possible with event data, for which labeled datasets are scarce. Strikingly, our approach, in a pure transfer learning setting (i.e. feeding images reconstructed from events to a network trained on real image data) performs better than all other methods, while not using the event sequences from the training set. To the best of our knowledge, this is the first time that direct transfer learning between image data and event data has been achieved.
While the proposed approach reaches state-of-the-art accuracy, alternative approaches such as HATS are computationally more efficient, mostly because updating the internal representation (time surface) requires less operations than generating a new image with our neural network. Nonetheless, our approach is real-time capable. On N-Caltech101, end-to-end classification takes less than 10 ms (sequence reconstruction: ≤ 8 ms, object classification: ≤ 2 ms) on an NVIDIA RTX 2080 Ti GPU. More details can be found in Section 6.
Visual-Inertial Odometry. The task of visual-inertial odometry (VIO) is to recover the 6-degrees-of-freedom (6-DOF) pose of a camera from a set of visual measurements (images or events) and inertial measurements from an inertial measurement unit (IMU) that is rigidly attached to the camera. Because of its importance in augmented/virtual reality and mobile robotics, VIO has been extensively studied in the last decade and is relatively mature today [52] , [53] , [54] , [55] , [56] . Yet systems based on conventional cameras fail in challenging conditions such as highspeed motions and high-dynamic-range environments. This has recently motivated the development of VIO systems with event (a) DAVIS frame (b) Our reconstruction Fig. 13 . Comparison of DAVIS frames and reconstructed frames on a high-speed portion of the 'dynamic 6dof' sequence. Our reconstructions from events do not suffer from motion blur, which leads to increased pose estimation accuracy (Table 4 ).
TABLE 4
Mean translation error (in meters) on the sequences from [38] . Our method outperforms all other methods that use events and IMU, including UltimateSLAM (E+I). Surprisingly, it even performs on par with UltimateSLAM (E+F+I), while not using additional frames. Methods for which the mean translation error exceeds 5 m are marked as "failed". data (EVIO) [57] , [58] , [59] .
The state-of-the-art EVIO system, UltimateSLAM [59] , operates by independently tracking visual features from pseudo-images reconstructed from events using motion compensation [58] (i.e. the internal representation) plus optional images from a conventional camera, and fusing the tracks with inertial measurements using an existing optimization backend [53] .
Here, we go one step further and directly apply an off-theshelf VIO system (specifically, VINS-Mono [56] , which is stateof-the-art [60] ) to videos reconstructed from events using either our approach, MR, or HF, and evaluate against UltimateSLAM. As is standard [57] , [58] , [59] , we use sequences from the Event Camera Dataset [38] , which contain events, frames, and IMU measurements from a DAVIS240C [25] sensor. Each sequence is 60 seconds long, and contains data from a hand-held event camera undergoing a variety of motions in several environments. All sequences feature extremely fast motions (angular velocity up to 880 • /s and linear velocity up to 3.5 m/s), which leads to severe motion blur on the frames (Fig. 13 ). We compare our approach against the two operating modes of UltimateSLAM: UltimateSLAM (E+I) which uses only events and IMU, and Ulti-mateSLAM (E+F+I) that uses the events, the IMU, and additional frames. We run a publicly available VIO evaluation toolbox [61] on raw trajectories provided by the authors of UltimateSLAM, which ensures that the trajectories estimated by all methods are evaluated in the exact same manner. For completeness, we also report results from running VINS-Mono directly on the frames from the DAVIS sensor. Table 4 presents the mean translation error of each method, for all datasets (additional results are presented in the supple-ment). First, we note that our method performs better than Ul-timateSLAM (E+I) on all sequences, with the exception of the 'shapes 6dof' sequence. This sequence features a few synthetic shapes with very few features (≤ 10), which cause VINS-Mono to not properly initialize, leading to high error (note that this is a problem with VINS-Mono and not our image reconstructions). Overall, the median error of our method is 0.15 m, which is almost half the error of UltimateSLAM (E+I) (0.27 m) which uses the exact same data. Indeed, while UltimateSLAM (E+I) uses coarse pseudo-images created from a single, small window of events, our network is able to reconstruct images with finer details and higher temporal consistency -both of which lead to better feature tracks and thus better pose estimates. Even more strikingly, our approach performs on par with UltimateSLAM (E+F+I), while the latter requires additional frames which we do not need. The median error of both methods is comparable (0.15 m for ours versus 0.17 m for UltimateSLAM (E+F+I)).
Finally, we point out that running the same VIO (VINS-Mono) on competing image reconstructions (MR and HF) yields significantly larger tracking errors (e.g. median error three times larger for MR), which further highlights the superiority of our image reconstructions for downstream vision applications. We acknowledge that our approach is not as fast as UltimateSLAM. Since the main difference between both approaches is how they build the internal event representation, a rough estimate of the performance gap can be obtained by comparing the time it takes for each method to synthesize a new image. UltimateSLAM takes about 1 ms on a CPU whereas our method takes ≤ 4 ms on a high-end GPU. Nevertheless, our events-to-video network allows harnessing the outstanding properties of events for VIO and exceeds the accuracy of state-of-the-art EVIO algorithms that were designed specifically for event data.
ANALYSIS
In this section, we provide a thorough analysis of our network. First, we measure the computational efficiency of our approach and compare it against several baselines. Second, we perform some ablation studies to justify the choice of some components. Finally, we analyze some of the interesting properties of our network and contrast these with prior work.
Computational Efficiency
Here we analyze the performance (i.e. computational efficiency) of the network. We also justify the specific hyperparameters of our architecture as the result of a simple search over these parameters.
We compare the performance of our method against HF [5] and MR [4] . Due to fundamental differences in the way each of these methods processes event data, it is difficult to provide a direct and fair performance comparison. HF processes the event stream in an event-by-event fashion, providing (in theory) a new image reconstruction with every incoming event. However, the raw image reconstructions from HF need to be filtered (for example, using a bilateral filter) to obtain results with reasonable quality. While MR can in principle also operate in an event-by-event fashion, its best quality results are obtained when it processes batches of events. Our method also operates on batches of events. In Table 5 , we report the mean "frame synthesis time", which we define as the time it takes to process N = 10,000 events (this number was chosen because it yields good-quality images for all three methods). We ran our method and MR on an NVIDIA GeForce RTX 2080 Ti GPU, and HF on an Intel Core i9-9900K @ 3.60 GHz CPU. TABLE 5 Frame synthesis time (defined as the time it takes to process a batch of N = 10,000 events here) for our method, HF, and MR. HF works best when some filtering (e.g. a bilateral filter) is applied ( * ), which increases the per-frame computation time. Discussion. Our method is not as fast as HF or MR, which can process event data roughly 5 times faster. While high performance is not the main focus of the present work, our network can nonetheless easily run in real-time, providing stateof-the-art reconstructions in terms of video quality. We believe there is ample room for performance improvements. First, the performance of our approach may improve significantly when implemented on hardware specifically optimized to perform fast and efficient inference in neural networks. Second, exploiting the sparsity of the event tensors (most values of which are zeros) could additionally improve the computational efficiency by a large margin. One promising direction in that regard would be to use sparse convolutions [62] or hardware accelerators designed to efficiently process sparse inputs [63] . Finally, we believe one of the most alluring characteristics of our method is its ability to summarize a large number of events into one high-quality image.
Since the network is robust to the number of events in each window (Section 6), it can be used with large windows of events when online operation is required (for example, for generating a live video preview), and run again offline with smaller windows to generate a high framerate video a posterori (as shown for example in Section 5.1). Alternatively, our network could also be used to generate high-quality images at low framerates (i.e. using large batches of events), which could be fused with event data using a complementary filter [5] to synthesize high-quality videos at very high framerate more efficiently.
Searching for a Lightweight Architecture. In this section, we show that our choice of network architecture parameters provides a good trade-off between quality and performance. We performed a simple architecture search over important hyperparameters: ({8, 16, 32, 64}) .
We then trained a simplified version of the network (with the recurrent connection disabled) for each parameter combination (72 combinations in total) on a small subset of the full dataset to convergence (10 epochs), monitoring the validation loss as well as the mean inference time per event tensor (evaluated on the full network). The results are presented in Fig. 14. Notably, the distribution of the architectures form an "elbow", which indicates that there exists a good trade-off between model complexity (i.e. inference time) and reconstruction quality (validation loss). Based on these results, we choose N E = 3, N R = 2, N b = 32, and element-wise sum for the skip connection. The distribution forms an "elbow" that suggests a good trade-off between inference time and reconstruction quality.
Ablation Studies
We now present some ablation studies to highlight the impact of some of the key features of our architecture.
Temporal Loss. To measure the impact of the temporal loss (Section 3.5, Eq. (2)), we trained the network without it (using λ T C = 0). Table 6 compares the resulting network with the full network, in terms of temporal consistency and image reconstruction quality. We use the same sequences as in our quantitative evaluation (Section 4), and report the mean values over all datasets, for each metric. Unsurprisingly, the network that was trained with the temporal loss achieves better temporal consistency (31% decrease of the temporal error on average). More interestingly, the full network also performs better in terms of image quality overall (average improvement of about 5%), suggesting that the temporal loss also acts as a regularizer, driving the optimizer to converge to a better local optimum.
Recurrent Connection. Table 7 compares the image quality and temporal consistency when the recurrent connection of our network is removed. It highlights the role that the recurrent connection plays in achieving good video reconstruction quality. The recurrent connection increases temporal video consistency by a large margin (65% decrease in temporal error), removing the high-frequency blinking present in the reconstructions produced without the recurrent connection (see supplementary video). The recurrent connection also increases the image quality (15%), suggesting that the network can effectively leverage its short-term memory to reconstruct accurate images.
ConvLSTM vs. vanilla RNN. We now compare our network (based on stacked ConvLSTMs [27] ) to the preliminary version of this work [30] based on a vanilla RNN, focusing on the generalization ability of both networks to the duration of the event windows used (or, equivalently, the number of events in each window). We train our network and [30] with the same training data, and evaluate both networks at two different inference rates, feeding non-overlapping event windows of a fixed duration τ . In the first experiment, we use τ = 50 ms, which is close to the average duration of each event tensor in the training data. In the second experiment, we use τ = 5 ms to assess the generalization ability of both networks to a window size that is significantly different from the training data. Note that the second experiment is harder since the networks see a much smaller number of events at each time step (i.e. incomplete information), and thus must rely more strongly on their internal memory to recall the missing data necessary to produce good quality reconstructions. The results are reported in Table 8 . When the window length is close to the training conditions (τ = 50 ms), the networks perform similarly. However, with τ = 5 ms, the image quality drops drastically for the vanilla RNN [30] , while degrading only slightly with our network (6% decrease in SSIM). Our network is thus more robust to varying window sizes, maintaining intensity forward in time in a more stable fashion.
Edge Cases
We now present two interesting edge cases that shed light on some characteristics of our approach. We first analyze the initialization phase, when few events have been observed. We then perform a simple experiment to estimate the effective size of our network's memory, to better understand its behavior in regions with low event rates. Initialization. By analyzing the initialization phase (i.e. when few events have been previously triggered) we gain interesting insight into how our network operates. We see significantly different behaviour when compared to prior approaches that are based on direct event integration. Fig. 15 compares image reconstructions from our approach, HF, and MR during the initialization phase. We specifically examine the interval from 0 s to 0.5 s from the beginning of capture. HF and MR, which rely on event integration, can only recover the intensity up to the initial (unknown) image I 0 (i.e. they can only recoverÎ ≈ I − I 0 ), which results in an "edge" image which does not capture the appearance of the scene correctly. In contrast, our method successfully leverages deep priors to reconstruct the scene despite the low number of events.
Network Memory. For how long can our network remember intensity information? To answer this question -in other words, to measure the effective size of the temporal receptive field of our network -we perform a simple experiment. We take a given sequence of events and artificially stop the events at a fixed time t (this is achieved in practice by zeroing out all the event tensors with timestamps ≥ t). We feed the resulting empty event tensors to our network and present the evolution of the reconstructions as a function of the number of iterations in Fig. 16 . In the complete absence of events, the current reconstruction should be left untouched, i.e. the network should simply copy all the pixel values forward. As shown in Fig. 16 , this is in fact what the network has learned to do in the first few iterations, although this was never hardcoded in the network design; rather, the recurrent network discovered this pattern from the training data. However, as can be observed in Fig. 16 , the network gradually decays the image intensity when forced to perform inference with tensors containing no events. Interestingly, the image decay is not isotropic: the regions with high contrast (e.g. the dart board in the first row) tend to be preserved for a higher number of iterations. While this experiment may seem artificial -such a situation cannot happen in practice since no event tensor is generated when no events fire -it sheds light on the behavior of the network in regions where very few events are fired. We believe the length of the memory is strongly tied to the distribution of optical flows in the training data. Indeed, our synthetic training datasets (aimed at general-purpose reconstruction) contain few "pauses" (i.e. regions with low event rate), thus our network does not need to retain information for long time periods. This suggests that our network could be further improved for specific applications by generating training data with a similar distribution of optical flow than the target application. In autonomous driving for example, the network may learn to retain intensity information for a long time in the center of the image (focus of expansion, low event rate), and for a shorter amount of time on the sides of the image (higher event rate).
CONCLUSION
We presented a novel events-to-video reconstruction framework based on a recurrent convolutional network trained on simulated event data. In addition to outperforming state-of-the-art reconstruction methods on real event data by a large margin (> 20% improvement), we showed the applicability of our method to synthesize high framerate, high dynamic range, and color video reconstructions from event data only. Finally, we demonstrated the effectiveness of our reconstructions as as intermediate representation that bridges event cameras and mainstream computer vision.
(a) Events (b) HF (c) MR (d) Ours (e) Ground truth Fig. 15 . Analysis of the initialization phase (reconstruction from few events). This figure shows image reconstructions from each method, 0.5 seconds after the sensor was started. HF [5] and MR [4] , which are based on event integration, cannot recover the intensity correctly, resulting in "edge" images (first and second row) or severe "ghosting" effects (third row, where the trace of the dartboard is clearly visible). In contrast, our network successfully reconstructs most of the scene accurately, even with a low number of events.
(a) Initial time (b) After 1 iteration (c) After 3 iterations (d) After 10 iterations (e) After 20 iterations Fig. 16 . In this experiment, the events are artificially stopped at some time t, i.e. the network is fed empty event tensors in all subsequent iterations. The correct thing to do would be to simply copy the first image to all subsequent predictions. The network has instead learned to gradually decay the image. 
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APPENDIX A SUPPLEMENTARY VIDEO & CODE
As the main focus of the present work is video reconstruction, we strongly encourage the reader to view the supplementary video, which contains:
• Video reconstructions from our method on various event datasets, with a visual comparison to several state of the art methods (Section 4).
• High framerate videos of the high speed experiments (Section 5.1).
• High dynamic range video reconstructions (Section 5.2).
• Color video reconstructions (Section 5.3).
• Video illustrations of the ablation studies (Section 6).
• Video of the VINS-Mono visual-inertial odometry algorithm [56] running on a video reconstruction from events (Section 5.4).
•
Qualitative results on two additional downstream applications that were not presented in the main paper: object detection (based on YOLOv3 [64] ), and monocular depth prediction (based on MegaDepth [65]). We point out that neither of these tasks have ever been shown with event data before this work.
Code Release. To spur further research, we release the reconstruction code and a pretrained model at: http://rpg.ifi.uzh.ch/E2VID.
APPENDIX B FORMAL NETWORK DESCRIPTION
An overview of the network architecture is presented in Fig. 4 . Given an event tensor E k (at time step k) and the previous network state, defined as s k = c 1 k−1 , ..., c N E k−1 , our network performs the following sequence of operations (omitting ReLU and batch normalization):
At the first iteration (k = 0), the hidden states for each encoder layer are initialized to zero, i.e. c i 0 = 0, for 1 ≤ i ≤ N E . The ⊕ operator denotes the skip connection function (element-wise sum), and σ the sigmoid function.
APPENDIX C WHY USE SYNTHETIC TRAINING DATA?
Here, we expand on the reasons that motivated us to train our reconstruction network using synthetic event data. First, simulation allows to capture a large variety of scenes and motions at very little cost. Second, a conventional camera (even a high quality one) would provide poor ground truth in high-speed conditions (motion blur) and HDR scenes, which are the conditions in which event sensors excel; by contrast, synthetic data does not suffer from these issues. Last but not least, simulation allows to randomize the contrast thresholds of the event sensor, which increases the ability of the network to generalize to different sensor configurations (contrast sensitivity). To illustrate this last point, we show in Fig. 17 (left) what happens when training the network on real event data from an event camera (specifically, the sequences from the Event Camera Dataset [38] already presented in the main paper, which were recorded with a DAVIS240C sensor), and evaluating the trained network on data coming from a different event sensor (specifically, the 'outdoors day1' sequence from the MVSEC dataset [43] , which was recorded with a mDAVIS346 sensor): the reconstruction suffers from many artefacts. This can be explained by the fact that the events from the mDAVIS346 sensor have statistics that are quite different from the training events (DAVIS240C): the set of contrast thresholds are likely quite different between both sensors, and the illumination conditions are also different (outdoor lighting for the MVSEC dataset versus indoor lighting for the training event data). By contrast, the network trained on simulated event data (Fig. 17, right) generalizes well to the event data from the mDAVIS346, producing a visually pleasing image reconstruction. 
APPENDIX D ADDITIONAL RESULTS
D.1 Results on Synthetic Event Data
We show a quantitative comparison of the reconstruction quality of our method as well as MR and HF on synthetic event sequences in Table 9 . We present qualitative reconstruction results on this dataset in Fig. 18 . All methods perform better on synthetic data than real data. This is expected because simulated events are free of noise. Nonetheless, the performance gap between our method and the state of the art is preserved, and even slightly increases (24% improvement in SSIM, 56% decrease in LPIPS). We note that perfect reconstruction, even on noise-free event streams is not possible, since image reconstruction from events is only possibly up the the quantization limit imposed by the contrast threshold of the event camera. Fig. 19 shows qualitative results on sequences from the Event Camera Dataset [38] (which we used for our quantitative evaluation). Fig 20 shows qualitative results on the sequences introduced by Bardow et al. [2] . Figs. 21, 22 and 23 present HDR reconstruction results on various publicly available datasets [5] , [43] , [45] . Further results are shown in the supplementary video which conveys these results in a better form than still images. . Qualitative comparison of our reconstruction method with HF [5] and MR [4] on synthetic sequences from the validation set. Note our method is able to reconstruct fine details such as the bear's fur (last row), which competing methods are not able to preserve. 19 . Qualitative comparison of our reconstruction method with two recent competing approaches, MR [4] and HF [5] , on sequences from [38] , which contain ground truth frames from a DAVIS240C sensor. Our method successfully reconstructs fine details (textures in the second and third row) compared to other methods, while avoiding ghosting effects (particulary visible in the shapes sequences on the fourth row). Fig. 20 . Qualitative comparison of our reconstruction method with various competing approaches. We used the datasets from [2] . The dataset does not contain ground truth images, thus only a qualitative comparison is possible. For SOFIE and MR, we used images provided by the authors, for which the parameters were tuned for each dataset. For HF, we ran the code provided by the authors, manually tuned the parameters on these datasets to achieve the best visual quality, and additionally applied a bilateral filter to clean the high frequency noise present in the original reconstructions.
D.2 Additional Qualitative Results on Real Data
(a) Events (b) VI sensor frame (c) Our reconstruction Fig. 21 . Example HDR reconstructions on the MVSEC automotive dataset [43] . The standard frames were recorded with a high-quality VI sensor with auto-exposure activated. Because the camera is facing directly the sun, the standard frames (b) are either under-or over-exposed since the limited dynamic range of the standard sensor cannot cope with the high dynamic range of the scene. By contrast, the events (a) capture the whole dynamic range of the scene, which our method successfully reconstructs to high dynamic range images (c), allow to discover details that were not visible in the standard frames.
(a) Events (b) VI sensor frame (c) Our reconstruction Fig. 22 . Example HDR reconstructions on the MVSEC automotive dataset [43] at night. The standard frames were recorded with a high-quality VI sensor with auto-exposure activated. Because of low light during the night, the standard frames (b) are severely degraded. By contrast, the events (a) still can capture the whole dynamic range of the scene, which our method successfully recovers (c), allowing to discover details that were not visible in the standard frames.
Indoors [45] Outdoors [5] Night Drive [43] Night Drive [5] (a) Events (b) Frame (c) Reconstruction Fig. 23 . Video reconstruction under challenging lighting. First row: indoor sequence [45] . Second row: outdoor sequence from [5] . Third row: night driving sequence from [43] . Fourth row: night driving sequence from [5] . The frames from the conventional camera (b) suffer from under-or overexposure, while the events (a) capture the whole dynamic range of the scene, which our method successfully recovers (c).
APPENDIX E OBJECT CLASSIFICATION
Below we detail the exact modalities of our reconstruction method for each of the dataset which we used for our evaluation of object classification (Section 5.1 in the paper), as well as the specific architectures used and training modalities. N-MNIST. To reconstruct images with our networks, we used an event window of N = 1,000 events. We passed every event sequence into our network, resulting in a video, from which we keep the final image as input for the classification network. To match the images from the original MNIST dataset, we additionally binarize the reconstructed image (whose values lie in [0, 1]) with a threshold of 0.5. The train and test images were normalized so that the mean value of each image is 0.1307 and the variance 0.3081. We used the official train and test split provided in the M-NNIST dataset. As there is no standard state of the art architecture for MNIST, we used a simple CNN architecture as our classification network, composed of the following blocks: We used the cross entropy loss, and trained the network for 15 epochs using the ADAM optimizer, with a learning rate of 0.001. N-CARS. We used windows of events with a fixed temporal size of 20 ms, and used the last reconstructed image from the video as input to the classification network. We used the official train and test split provided by the N-CARS dataset. We used a ResNet18 [29] architecture (with an additional fully connected final layer with 2 output neurons), initialized with weights pretrained on ImageNet [34] , and fine-tuned the network using the reconstructed images from the training set for 20 epochs, using SGD with a learning rate of 0.001 (decayed by factor of 0.1 every 7 epochs), and momentum of 0.1. N-Caltech101. For image reconstruction, we used windows of N = 10,000, events and used the last reconstructed image as input to the classification network. Since there is no official train and test split for the N-Caltech101 dataset, we split the dataset randomly into two third training sequences (5,863 sequences) and one third testing sequences (2,396 sequences), following the methodology used by HATS [14] . The train and test images were converted to 3-channel grayscale images (i.e. the three channels are the same), and normalized so that the mean value of each image is 0.485 and the variance 0.229. We also performed data augmentation at train time (random horizontal flips, and random crop of size 224). At test time, we resized all the images to 256 × 256 and cropped the image around the center with a size of 224. We used a ResNet18 architecture (with an additional fully-connected final layer with 101 output neurons), initialized with weights pretrained on ImageNet, and fine-tuned the network using the reconstructed images from the training set for 25 epochs using SGD with an initial learning rate of 0.001 (decayed by a factor of 0.1 every 7 epochs) and momentum of 0.1. Fig. 24 shows additional reconstruction examples from the N-Caltech101 dataset.
APPENDIX F VISUAL-INERTIAL ODOMETRY
Figs. 25, 26 and 27 provide additional results on the visual-inertial odometry experiments presented in the main paper. Specifically, they provide, for each sequence used in our evaluation, the evolution of the mean translation and rotation error as a function of the travelled distance for our approach, UltimateSLAM (E+I), and UltimateSLAM (E+F+I). [49] which features event sequences converted from the Caltech101 dataset. (b) our reconstructions (from events only) preserve many of the details and statistics of the original images (c). Note that these datasets feature planar motion (since Caltech101 images were projected on white wall to record the events), which coincides with the type of motions present in the simulated data, which explains in part the outstanding visual quality of the reconstructions. Fig. 25 . Evolution of the overall mean translation error (in meters) and mean rotation error (in degrees), averaged across all the datasets used in our evaluation. 
