Abstract. In this paper we study unique continuation theorems for magnetic Schrödinger equation via Carleman estimates. We use integration by parts techniques in order to show these estimates. We consider electric and magnetic potentials with strong singularities at the origin and some decay at infinity.
Introduction
Let us consider the magnetic Schrödinger operator Here A : R d → R d is the magnetic vector potential and V : R d → R is the electric scalar potential. We denote by H A the particular case V = 0. Following the notation of [3] , we define the magnetic field corresponding to the magnetic potential A by the d × d anti-symmetric matrix given by (1.2) B = (DA) − (DA) t , B kj = ∂A k ∂x j − ∂A j ∂x k k, j = 1, . . . , d.
In dimension d = 3, B is identified by the vector field curl A via the vector product
Of particular interest is the tangential part or the trapping component of B defined as
Observe that B τ · x = 0 for any d ≥ 2 and, therefore, B τ is a tangential vector field in any dimension.
In this paper we are interested in proving unique continuation theorems for the operator such that decays exponentially or more rapidly than any power of |x| −1 at infinity. Then, under suitable assumptions on V and B τ , we shall prove that u = 0 in R d , d ≥ 3.
We point out that we are able to consider magnetic potentials such that B τ have singularities at the origin as ν1 |x| 2 for ν 1 > 0 small enough. In addition, our results are also valid for singular magnetic potentials A such that B τ = 0. The well known Aharonov-Bohm potential, A = C −y x 2 + y 2 , x x 2 + y 2 , 0 , or magnetic potentials A homogeneous of degree −1 that satisfy the transversality condition, i.e.
λA(λx) = A(x)
and x · A(x) = 0 for all λ > 0, are some relevant examples that produce non-trapping magnetic fields (B τ ≡ 0).
This kind of singular magnetic potentials have been widely studied by several authors in the last years. It has been showed that small B τ plays an important role in the study of the dispersive estimates for magnetic Schrödinger equation (see for example [4, 6, 7, 8] ). Furthermore, uniform a priori estimates for the electromagnetic Helmholtz equation with singular small B τ or with B τ = 0 have been proved in [1, 3, 5] and [20] , among others. One of the important applications of these estimates is the so called limiting absorption principle, for which the resolvent operator −H A,V can be extended, on the positive real line, to a bounded operator between weighted L 2 -spaces. Moreover, starting by these estimates, it is possible to obtain the appropriate Sommerfeld radiation condition implying uniqueness of solution, as it was recently showed by Zubeldia in [20] . However, in order to prove the uniqueness the author uses a unique continuation result [16] assuming extra conditions in the magnetic potential A to assure that this result is applicable.
As far as we know, unique continuation problems for magnetic Schrödinger operators with the singularities mentioned above can not be found in the literature. Singular magnetic fields of Kato class are considered by Kurata in [13] and [14] . More recently, Xiaojun Lu in [19] studies the unique continuation problem assuming some smoothness condition on the magnetic potential, more concretely, A ∈ C 1 . Whereas, there are more works for singular electric potentials, as for example, [15] , where Pan proves several unique continuation theorems for the Schrödinger operator with critical singularities on the electric potential as |x| −2 in the unit ball. Furthermore, there are several works concerning with general elliptic operators. See [2, 9, 10, 12, 16, 17] and [18] , among others.
In this work we prove unique continuation results for Schrödinger operators with singular electric and magnetic potentials that we specify below. These results are shown by using Carleman type estimates as a main tool. We show those estimates for the operator H λ A,V and for the particular case V = 0 denoted by H λ A . Carleman estimates with two different weights are given for both operators. On the one hand, we show estimates with exponential weight of the type e τ |x|(1+log |x|) with τ > 0 which are used to show that if u satisfies the equation H λ A,V u = 0 and decays exponentially at infinity, then u vanishes identically in R d . On the other hand, Carleman estimates with polynomial weight |x| τ , τ > 0, are needed for solutions u such that |x| −m u tends to zero as |x| tends to infinity for every m > 0.
The Carleman estimates are proved by using integration by parts. Thus in order to justify this argument we need some regularity on the solution u. For this purpose, we define the distorted Sobolev space H s generated by the positive powers of the operator
These spaces are the natural ones in which we work in the sequel. Note that if the Hamiltonian H A,V is self-adjoint and positive, the existence of H s A,V is ensured via the spectral theorem. In addition, it can be shown that under certain conditions on the potentials A, V the standard Sobolev space H s and H s are equivalent. For more details we refer the reader to [4] (Theorem 1.2). This construction has also been used in [5] (Remark 2.1) and in [1] (Remark 1.2). Now we state the assumptions on the potentials considered in the unique continuation theorems. We will always assume r 0 ≥ 1.
Here (∂ r V ) − denotes the negative part of ∂ r V . Moreover, V = V + −V − , where V ± denotes the positive and negative parts of V , respectively. We can now formulate our main results.
Assume that the potentials satisfy one of the following hypotheses:
If u ∈ H 1 is a solution of (1.6) for some ε > 0 and satisfies
is a solution of (1.6) for some ε > 0 satisfying
for all m > 0, then u = 0.
Remark 1.5. An example of electric potential V satisfying condition (1.11) is the following (1.14)
In this case we have ∂ r (rV ) = 0 and V − = 0.
Conditions (1.10) and (1.13) in the above theorems are related to the Carleman estimates used in the proofs of the theorems. In fact, Theorem 1.3 is proved by using the Carleman estimate with exponential weight, while Theorem 1.4 involves the polynomial one. The required assumptions on the tangential component of the magnetic field also concern with this issue. The hypothesis B τ = 0 is necessary to show the corresponding Carleman estimate of Theorem 1.4. We point out that in order to consider magnetic potentials such that |B τ | has singularities, one needs to work with exponential type Carleman estimates and, as a consequence, with condition (1.10). On the other hand, the hypotheses on V are different depending on whether the Carleman estimate involves the operator H λ A,V or H λ A . We can consider more singular electric potentials when we show the Carleman estimate for the operator H λ A,V . That is, when the potential V itself is included on the estimate. Finally, the fact that λ = 0 is not considered in Theorem 1.4 is again another consequence of the polynomial Carleman estimate; assumption λ > 0 is essential for that. Section 2 is devoted to the proof of the Carleman estimates. Whereas the proofs of Theorem 1.3 and Theorem 1.4 can be found in Section 3.
Notation. For the sequel, C > 0 denotes a constant which may change its value at different occurrences. Throughout this paper |x| and r are used indistincly. Moreover, to shorten notation, we write for the integral in the whole R d with respect to the Lebesgue measure dx. We consider the outward normal vector of r ≤ r 0 as 
Carleman estimate
In this section we prove Carleman estimates with exponential and polynomial weights by using integration by parts techniques.
Exponential weight.
We give a new Carleman estimate for the magnetic Schrödinger operator with critical singularities on the potentials. We first introduce the function ϕ(x) = ϕ(|x|) > 0 which is the one that determines the weight. For β > 0 and r 0 ≥ 1, it is given by
Now we are ready to state the result.
where C > 0 is independent of τ .
Proof. Let v = e τ ϕ u. Then it follows that
where ϕ ′ denotes the radial derivative of ϕ. Set
Note that L 1 and L 2 are symmetric and skew-symmetric operators, respectively.
Let M denote the integral on the right-hand side of the inequality (2.2). Then we have
In particular, it yields
We next compute the term ℜ L 1 vL 2 v, which can be written as
We start studying the λ terms. Since ℜ∇ A vv = ℜ∇ A vv, by integration by parts it is easy to check that
Here r ± 0 denote the limit of r to r 0 from outside or inside the ball of radius r 0 , respectively. Note that because of the definition of ϕ some boundary integrals appear at r = r 0 . This phenomena will happen in all the integration by parts of this paper. Moreover, since ϕ ′ is continuous at r 0 , i.e., ϕ ′ (r
Observe that by integration by parts we obtain
Thus, the potential terms in (2.5) reduces to
We next analyze the ∇ 
Now, integrating by parts the first term on the right hand side of (2.8) we get that it is equal to
We introduce (2.9) in (2.8) and we get that
To deal with the term involving ∇ 2 A vx · ∇ A v, it is convenient to first observe that for j, k = 1, . . . , d we have
where recall that
As a consequence, one can conclude that
Now we are ready to study the remaining term. We denote
and using integration by parts, we get
By (2.11) and using that (
which at the same time, the integration by parts gives
Hence, combining (2.8)-(2.14) and using that
As a consequence, combining the last computations with (2.4) and writing
Now replacing the values of the derivatives of ϕ, we get
Until this moment the proof has been the same for both assumptions. However, from now on we will separate it for each case.
For Assumption 1.1. We would like to estimate the potential terms of the RHS of (2.16). By applying the Cauchy-Schwarz inequality to the magnetic field term in the RHS of (2.16) we have 2τ β(log r 0 + 2)ℑ The idea is to hide these terms with the first term in (2.16) following the approach in [5] , section 3 or [20] . For simplicity, we denote
Hence, we need
with follows from the smallness conditions of the constants µ 1 , ν 1 in Assumption 1.1.
Similarly, and also by Assumption 1.1 and (2.17), for r > r 0 , the terms containing log r in the RHS of (2.16) can be hidden with the terms containing log r r in the left hand of (2.16). Finally, the rest of the potential terms in the RHS of (2.16) can be hidden with
Since d ≥ 3 we have the positivity in all the terms of the LHS of (2.16) and (2.2) follows.
For Assumption 1.2.
Since for r ≤ r 0 the conditions are the same as the ones in Assumption 1.1, we will just study the case r > r 0 . We go back to the RHS of (2.16) and we will start working with the terms containing log r. Since the imaginary part is bounded by the absolute value, by Assumption 1. To finish with the proof we will hide the remaining potential terms in the RHS of (2.16) in a similar way. Here also we will use assumption 1.2 and the same properties as in the previous estimate so we get
The RHS of the previous estimate can be hidden with the terms (2.19), which are from the LHS of (2.16), if
which is true for r 0 large enough.
Combining all these computations and writing the integrals in terms of u we obtain estimate (2.2), which completes the proof.
Remark 2.2. It is worth pointing out that the Carleman estimate (2.2) is also true under weaker assumptions on the electric potential. In fact, if we require that
in Assumption 1.2, then Theorem 2.1 follows.
If we take V = 0 then we get the following Carleman estimate for H 
Polynomial weight.
We show a Carleman estimate that generalizes the one given by Hörmander [11] (Proposition 14.7.1) to the magnetic case.
Proof. We follow the approach of Theorem 2.1. Let ϕ(x) = log |x| so that v = |x| τ u. Then identity (2.3) becomes into
Let M denote the integral on the right-hand side of the inequality (2.23), obtaining
We can now proceed analogously to the proof of Theorem 2.1. By integration by parts techniques we get
− and using (1.11), B τ ≡ 0, (2.24) and (2.25) we get (2.23), and the proof is complete.
Remark 2.5. In the polynomial case we consider
as in the proof of Theorem 2.1. The argument in Theorem 2.1 does not work properly with ϕ = log |x| because we will obtain
and the positivity of the terms breaks down. We solve this problem including the weight |x| 2 in the definition of M . However, this does not give any gradient term ∇ A v in the left hand-side of the inequality (2.23). Hence, we are not able to hide the potential term and we need to assume that B τ ≡ 0.
Taking V = 0 in the above result, we get the analogue estimate as Hörmander does for the magnetic Laplacian.
Unique continuation
In this section we prove the main results of this paper. We show that H λ A,V has a unique continuation property by using the Carleman estimates with exponential weights (Theorem 2.1, Corollary 2.3). The strong unique continuation property for H λ A,V is proved by estimates involving polynomial weights (Theorem 2.4, Corollary 2.6) . We follow the same scheme as Hörmander [11] (Theorem 7.4.2) for both theorems.
First we introduce some preliminaries that will be useful for the proofs. Let u be a solution of the equation ∇ 2 A u + V u + λu = 0. Choose χ ∈ C ∞ 0 such that χ(x) = 1 when |x| ≤ 1 and χ(x) = 0 when |x| > 2. Set
for ρ small and R large.
The main idea of the proofs is to apply the corresponding Carleman estimate to u ρ,R and let R → ∞.
Let us next show some properties related to u ρ,R . By (3.1) it yields
Note that for any R,
In addition, since χ ′ , χ ′′ are defined in the annulus R ≤ |x| ≤ 2R, by (3.2) it follows that for a given function ϕ
Finally, observe that
Now we are ready to show the unique continuation theorems.
3.1. Proof of Theorem 1.3. We begin by analyzing the boundary terms of the estimate (2.2) in order to get the positivity of its LHS. Since u is solution of ∇ 2 A u + V u + λu = 0, multiplying this equation by e 2τ ϕū and integrating over r > r 0 , yields
Integrating by parts the first term of the above identity, taking the real parts and inserting it in the identity, we get
Let us insert (3.6) into (2.2). Observe that the regularity assumption u ∈ H 1 is enough to justify all the integral terms in (3.6) and (2.2). Now we show the positivity of the terms in the resulting estimate.
βr0(2+log r0) and replacing ϕ ′ using (2.1), we get
In addition, since r 0 ≥ 1, we have
Finally, writing V = V + − V − , by (2.1) and (1.8), it is easy to check that
Hence, estimate (2.2) gives
This estimate is the one that we use to prove the result.
We first work under hypotheses (i). Let us apply the Carleman estimate (3.7) to u ρ,R . In particular, it holds
Now, by (3.3) it follows that the left hand-side of (3.8) can be lower bounded by (3.9) ντ e 2τ ϕ |u ρ | 2 r 3 , for some ν > 0.
Concerning the right hand-side of (3.8), first apply (3.4) and let us analyze its right hand-side. Take R > r 0 and ρ < 1 2 so that R > 2ρ and observe that u ρ = u if x > 2ρ. Hence, by using that ϕ ≤ β 2 |x|(log |x| + 2) when |x| > r 0 , we have
which by (1.10) tends to zero as R → ∞.
To deal with the (∇ 2 A + V + λ)u ρ term, we use (3.5). Note that in this case χ ′ , χ ′′ are defined on ρ ≤ |x| ≤ 2ρ. Take ρ such that 2ρ < 1. Thus by (2.1) and since u ∈ H 1 , yields 
Here L 2,− 3 2 (|x| > 2ρ) denotes the weighted space L 2,δ (G) = {f : (1 + |x| 2 ) δ/2 f ∈ L 2 (G)} with δ = −3/2 and G = {|x| > 2ρ}. As a consequence, it may be concluded that u = 0 when |x| > 2ρ. Finally, since ρ is any small positive number, we get that u ≡ 0 everywhere.
We now turn to the condition (ii). In this case we apply the Carleman estimate (3.7) with V = 0 to u ρ,R with ρ such that 2ρ < 1. Thus we obtain The left-hand side of the inequality can be handled in the same way as above. We get that it is lower bounded by (3.14) τ To deal with the right-hand side of (3.13) we use (3.4) and we proceed as in (i). The only difference is the analysis of the term (∇ Hence, taking τ large enough such that τ − γ 1 > 0 and τ 2 (τ + 1) − γ 2 > 0, since 2ρ < 1 ≤ r 0 , we get This gives u = 0, which completes the proof. and it can be deduced that u = 0 everywhere. The same conclusion can be drawn for the case when the potential V satisfies (1.12), by using the Carleman estimate (2.27), condition (1.13) for the solution u and the same reasoning as in the second part of the proof of Theorem 1.3. The details are left to the reader.
