Abstract-This paper investigates the problem of blindly and semi-blindly acquiring the channel gains for an underdetermined synchronous multiuser multicarrier system. The special case of a MISO (Multiple Input Single Output) channel is considered where the different users transmit at the same time and in the same bandwidth. In order to separate the different users blindly, techniques exploiting the finite alphabet are used. For such techniques, and for a general underdetermined MIMO system, we study conditions under which the channel and the data for each user are blindly and semi-blindly identifiable. We consider the Stochastic Maximum Likelihood (SML) criterion in which the unknown input symbols are modeled as discrete random variables. We apply the Expectation-Maximization (EM) algorithm in the frequency domain to get blind and semi-blind channel estimates for each user in the MISO case. We also present a recursive EM solution that updates the channel and noise estimates at each time instant. Simulations show that users can be separated even at low SNR. Furthermore, semi-blind estimation allows for a more robust estimation solution since a possible singularity problem is avoided.
I. INTRODUCTION
O NE of the major impairments of current Digital Subscriber Line (DSL) systems is the severe crosstalk among the telephone lines in the same or neighboring cable bundles. Crosstalk limits the achievable data rates and/or loop reach. It can also degrade the existing services if a new service is added to the bundle. One of the first motivations of this work is the identification of the crosstalk channels. The knowledge of crosstalk channels allows for a better spectrum assignment between the users and for improved decoding [1] . In addition, the crosstalk coupling functions can be used for multiuser detection in the modem to cancel the strong interference from identified crosstalking lines [2] - [4] . In the single user case, coherent detection can achieve large SNR gains over noncoherent detection when transmitting multiple bits per symbol [5] . This can be done optimally with accurate channel knowledge. This concept can also be applied to the multiuser scenario.
The system studied is underdetermined, or oversaturated, meaning that there are more users than degrees of freedom. In other words, there are more transmit signals than received signals and all the resources (like frequency or time) are not sufficiently divided among the users to separate them. This occurs in a single user case where each signal corresponds to transmit diversity paths. In a multiuser scenario, as in DSL, different interferers, or crosstalkers, transmit at the same time and share common frequency bands. Crosstalk can be either near-end crosstalk (NEXT) or far-end crosstalk (FEXT). In asymmetric DSL (ADSL) and very-high-bit-rate DSL (VDSL), frequency-division duplexing (FDD) is used to avoid self-NEXT, but NEXT from other services still exists. Those modems not using FDD and employing echo canceling techniques may also cause NEXT to other DSL modems. Apart from FDD, no multiuser scheme is used to separate the different users (like TDMA or CDMA). On the downlink, at the user's site, only one point of measurement is available. On the uplink, several points of measurements may be available, but may not be sufficient to separate the different users.
Because of the lack of diversity at the receiver, the task of separating the different users is particularly difficult. This case of underdetermined communication systems is rarely studied. In a typical wireless context, with multiuser detection, diversity at the receiver part is normally sufficient to separate the different users since the received signals from multiple antennas are used.
The purpose here is to estimate the different channels blindly or semi-blindly. Semi-blind identification has the advantage of being able to decrease or even eliminate the number of known symbols necessary to accurately estimate the different channels. Because of the lack of diversity at the receiver, the classical blind methods based on secondorder statistics of the received data [6] do not have enough information to separate the different users. Algorithms that use the cyclic prefix, as in [7] , are able to estimate an Orthogonal Frequency Division Multiplexing (OFDM) Single Input Single Output (SISO) system blindly, based on second-order moments; however, the prefix information is not sufficient for an oversaturated system with more than one user. Precoding of the input is used in [8] to acquire channel estimates for the SISO case, and in [9] for a Multiple Input Multiple Output (MIMO) OFDM system. For the Multiple Input Single Output (MISO) system, more information than the cyclic prefix or the secondorder statistics of the data has to be exploited. The finite alphabet of the input symbols is exploited here. An algebraic single user finite alphabet approach was first proposed in [10] . A multiuser detection algorithm assuming channel knowledge using the finite alphabet (indirectly through soft decisions) was already proposed in the context of underdetermined DSL on the downlink to estimate the data of the different users [3] . Even though most of the recent work has focused on MIMO systems, in some cases, MISO systems are shown to have almost equal performance to MIMO systems [11] . Due to multiple local stationary points, separating the different users in this underdetermined system was much more difficult than in a MIMO system. This paper considers a more general formulation than that for DSL. The problem of channel identification in an intersymbol interference (ISI)-free communication system with synchronized multiple antennas/transmitters is considered. Each user transmits digital signals at the same time and in the same bandwidth using the same symbol period. An example is the DSL case where the central office desires the crosstalk coupling functions of synchronized remote units. This situation exists in Japan. For example, VDSL is a potential NEXT and/or FEXT crosstalking source to synchronized symmetrical digital subscriber line (SSDSL) modems.
Blind and semi-blind identifiability conditions for the channel and the data of the different users that use the finite alphabet property is first proposed. It is proven that if there is enough diversity in the input symbols of each user and among users, the channel of the different users can be identified to within a finite number of ambiguities. These ambiguities can be resolved using a training sequence. To identify the input signals, two additional conditions are required: the output constellation points should all be distinct and the subchannel gains should be nonzero.
There are two ML methods that exploit the finite alphabet of the input symbols. The first method models the input symbols as deterministic quantities with values belonging to a finite alphabet. Iterative solutions to find the ML estimate of MIMO systems with a finite alphabet constraint on the input symbols have been proposed [12] , [13] when the diversity at the reception is sufficient to separate the different users. These methods are based on alternating minimizations between the channel and the input symbols. The alternating minimization technique increases the likelihood of the data at each iteration if the estimation of the input symbols is done by enumeration. Enumeration can be replaced by a Viterbi algorithm, as in [14] , [15] , or by either an equalizer followed by decisions (soft or hard) or a multiuser detector. If the symbol detection error rate is high, which could happen in an underdetermined system when operating in the high noise variance region, then these methods do not perform very well.
The second method is the Stochastic Maximum Likelihood (SML) method [16] in which the input symbols are modeled as discrete random variables. The Expectation Maximization (EM) algorithm [17] is used in the frequency domain to get blind and semi-blind channel estimates for each user in the MISO case. Previous application of the EM algorithm for the SISO case with an ISI channel and linear modulation include [16] , [18] - [25] . Kaleh and Vallet [23] applied the EM algorithm in the time domain to the equalization of communication channels with inputs having the finite alphabet property. They used the Baum-Welch formulas [26] to develop a batch procedure for updating the channel. One drawback is that as the channel length increases, the complexity increases exponentially. Feder and Weinstein [24] treat the MISO case, with the input signals being Gaussian and the input and output jointly Gaussian. In [27] , the received OFDM signal is raised to higher powers and the finite alphabet property is exploited. To the best of our knowledge, the application of EM to the MISO finite-alphabet case was first treated in [28] . The EM algorithm is able to perform as if the entire block of data were known in the low noise variance case. When not enough training data are available, the algorithm improves the channel estimates. The advantage of this method is that the likelihood of the data is increased at each iteration and, in general, has better convergence properties than the previously described methods. If the symbol detection error rate is high, then EM is able to improve the parameter estimates by using soft information, the conditional expected value of the transmit data [28] .
Maximum likelihood estimates are asymptotically optimal in that they become optimal as the sample size increases. This comes at the expense of larger storage and processing delay. Also, an instantaneous channel estimate may be desired. For these reasons, a new MISO recursive solution is presented. Sequential channel updates have been proposed in [29] , [30] for general input. Given the appropriate regularity conditions [29] and a good initial condition, it can be shown that the algorithms converge (almost surely and in the meansquare sense) to the true channel value. In [22] , the SISO case is treated and it is assumed that the transmit signal is known. The MISO case with known training sequences is treated in [31] , [32] . In [32] , either training sequences or decision directed estimates of the transmit data are used to acquire channel estimates. While this approach is close to optimal in the high SNR region, it will be shown that in the mid SNR region, it is better to use soft decisions. In this paper, the transmit signal is not assumed to be known, and the recursive EM solution is compared to both a standard and different variants of the Least Mean Square (LMS) algorithm. The new EM recursive solution is found to converge faster than the LMS algorithms and has significant performance gains when operating in the low SNR regions. This paper is organized as follows. Section II describes the system model. In Section III, the blind and semi-blind SML are formulated. Section IV presents the identifiability conditions for blind and semi-blind channel and data estimation. Section V describes a channel estimation procedure with training data available and Section VI introduces and solves the EM formulation using results from Section V as initial conditions. Section VII provides simulation results and Section VIII provides concluding remarks.
II. SYSTEM MODEL
The ISI-free communications system has synchronized multiple transmitters or antennas. Multiuser synchronization can be acquired via techniques as in [33] , [34] . In [33] , the cyclic prefix is exploited to obtain the offset estimation for the case when the multiple access interference is ignored. In [34] , Chang uses orthogonal pilot signals in the frequency domain to aid in the process. This approach can be used to find the timing of a new user entering the system. Each user transmits digital signals at the same time and in the same bandwidth using the same symbol period
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For simplicity, the different quantities (channel, input symbols, noise) are assumed to be real. Table I summarizes the notation used in this paper.
III. BLIND AND SEMI-BLIND STOCHASTIC ML
In Stochastic Maximum Likelihood (SML), the unknown input symbols are modeled as discrete random variables, with values belonging to the input constellation. It is assumed that each user transmits the same constellation, although this is not necessary. To simplify the presentation, the transmission points are assumed equiprobable, so that
for a constellation with points. Due to the subchannel orthogonality, SML can be applied independently to each subchannel, or tone, # . Channel gain estimates in at least D tones are necessary to recover the channel. In this paper, D equally spaced tones are used. To improve the channel estimates, an IFFT followed by a zeroing coefficients followed by an FFT operation at the receiver removes extra noise in the frequency domain [35] . Let us first formulate SML for tone . For the blind SML criterion, the training term disappears.
Conditions under which the channel can be identified blindly and semi-blindly are now examined.
IV. IDENTIFIABILITY
It is assumed that a general underdetermined MIMO system exists, with the number of received signals smaller than the number of transmitted signals.
A. Identifiability Definition
A parameter ¡ is called identifiable if it can be identified uniquely from the probability density function of the data.
In the blind case, the channel cannot be completely identified, and identifiability means identifiability within certain blind ambiguities (that are described below). In the semi-blind case, the channel can be identified with no ambiguities. Note that when the data are Gaussian, identifiability means identifiability from the mean and the covariance of the data [37] . For SML, it is desirable to prove that for every
For clarity, 
's are all different. Because of the independence of the functions previously described, the first equality in (12) is equivalent to:
where the index ranges from`to ) } and accounts for the different possible realizations of q . Thus, identifiability for the noise variance is guaranteed; for the channel, it remains to be shown that:
(within some ambiguities in the blind case). In SML, the input symbols are considered as i.i.d. In the finite alphabet case, the input symbols are modeled as deterministic quantities. In the latter case, the parameter (¡ ) is composed of the input symbols, the channel, and the noise variance. Again, identifiability for the noise variance is guaranteed. Then, identifiability for the input symbols and the channel is defined as: (within some ambiguities in the blind case). This case is considered in Appendix III.
Conditions for blind and semi-blind identifiability for the SML case are now examined.
B. Blind Estimation 1) Identifiability for the Channel:
Theorem 1: For a multicarrier underdetermined MIMO system and under SML for the input symbols, the channel of the different users is blindly identifiable, within some ambiguities, if [B1] The output constellation has only distinct points, i.e. , the outputs corresponding to two distinct inputs are distinct.
[B2]
n $ # (n is the data length and no training data are available). Then the channel of the different users is blindly identifiable within a finite number of matrices % :
where % contains exactly one nonzero scalar in each row and each column. For a constant modulus modulation (e.g., PSK), the scalar can be any point in the constellation. For a PAM constellation, ' ) ( 
Proof:
] then lead to the desired result.
Identifiability conditions for blind channel estimation for a multicarrier SISO system exploiting the finite alphabet can be found in [38] . In this case, as long as , the output data can be written as:
If each
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contains at least symbols aligned in time between users, then a submatrix of q can be found containing only known symbols and having full rank. Then the channel of the different users can be uniquely determined. 
D. Semi-blind Channel Estimation
The estimation of 
The complexity of Equation (20) , is a zero-mean Gaussian process with covariance matrix
. The covariance matrix is inversely proportional to the block length n so that with enough training, accurate channel estimates can be acquired regardless of the noise level. It is also important to find maximum likelihood estimates of the noise variance. Noise variance estimates are needed whenever a soft estimate is desired, as in a turbo decoder. They are also needed for waterfilling purposes when accurate SNR knowledge is desired. The ML estimate of the noise variance is obtained by computing 
Note that this noise variance estimator is biased and has expected value equal to
. This can be easily shown using the fact that
is a projection matrix.
The presence or absence of this bias does not produce major differences in the convergence of the Expectation Maximization (EM) algorithm, which is presented in Section VI. The estimates of the subchannel noise variances and gains, obtained from training, are used as initial conditions for the blind and semi-blind EM algorithm. The EM algorithm converges to the global maximum if the initial condition is in the neighborhood of the optimal solution.
VI. EXPECTATION MAXIMIZATION ALGORITHM
The EM algorithm [17] , [39] is one way of acquiring ML estimates when evaluation of the likelihood is made difficult by the absence of certain data.
In the following, the subscript 8 denotes the iteration number. In Subsection VI-A the EM algorithm is applied to the known noise variance case while Subsection VI-B treats the unknown noise variance case. A recursive solution is found in Subsection VI-C that updates the channel and noise variance estimates at each block instant .
A. EM Algorithm for Channel Gain Estimation with Known Noise Variance
The original ML problem is
It is very difficult to obtain a closed form solution to this incomplete data problem [17] . Associated with this incomplete data problem is the complete data problem
which can be easily solved, as in Section V. Using the notation in [17] , let the complete data be denoted by ' w ¦ C j q c . The reader is referred to [17] , [39] , [40] for details on the EM algorithm. The objective is to maximize
It can be easily shown that the update equation for the subchannel gains becomes is full rank. This can be guaranteed by proper choice of training data. Uniqueness is not guaranteed in the blind case, however, since the matrix is not necessarily full rank. The matrix inverse can be avoided by introducing an LMS based algorithm as in [41] . In practice, the subchannel gains and the noise are complex. The noise on each tone can be approximated by a zero-mean, circularly symmetric Gaussian random variable so that the update equation (25) . q c provides the minimum mean-squared error estimate (MMSE) of the data sequence based on the observations and can be used by the receiver to acquire soft estimates of the transmitted symbols. The expected values are taken over
, which can be easily found using Bayes rule.
The link with SML (10) can be made. One can verify that the gradient with respect to the subchannel gains of the SML criterion is proportional to:
Setting the gradient to 0 is equivalent to (25) . The EM algorithm then optimizes SML by computing the terms using the channel estimate from the previous iteration.
Another problem that is worth considering is to minimize over q c and s . Here the unknown symbols are considered as deterministic quantities belonging to a finite alphabet, as in Appendix III. In this case, the problem is separable [42] :
The only way to optimize this criterion is to compute the likelihood for each possible q c and choose the one that gives the maximum value: this requires a complexity of order 4 ñ m )
. The search over q c has exponential complexity in the number of symbols n and the number of users . Thus, a significant computational reduction is gained by EM when n T is large.
B. EM Algorithm for Channel Gains and Noise Variance
Now it is desirable to find both channel gains and noise variance. The problem is cast in a similar fashion as above with the same complete and incomplete data. The results in the previous section are used but 
Again, the expectation is done over q c
, and its complexity is of the same order as the channel gain complexity, since q ¥ c q still needs to be computed. It can be shown that in the complex noise case, (28) is the update equation for the two dimensional noise variance as well.
C. Recursive Frequency Domain Solution
In most practical situations (when the noise variance, the number of users , and the constellation size are small), one EM iteration is sufficient to achieve convergence. In a non block-stationary channel environment, it may be desirable to perform continuous updates to the channel and noise variance estimates. When one EM iteration is performed and ¢ n , where denotes time, (25) can be written in recursive form. At time Since the transmit data are not available, there are four ways to do channel updates using the LMS formula. The four new ways consist of doing hard or soft decisions at either the error update or the channel update equations. The four channel and error update equations are shown in Table II .
The subscripts in the table correspond to how the updates are done. The first subscript index corresponds to the channel, and the second corresponds to the error. G 9 r corresponds to the hard estimate of the transmitted signal at time 9 using the channel estimate at time . ! 9 corresponds to the soft estimate or expected value. For block length n T , the complexity of the recursive EM scheme is
, the same as its block version. On the other hand, the LMS algorithm above has complexity of order
since the second-order moment need not be computed. The advantage of the recursive EM scheme over the modified LMS is faster convergence and lower MSE in the low noise region.
VII. SIMULATION RESULTS
The EM algorithm is first applied with ' i interferers for a DSL channel in Japan. The modem of interest is one employing ADSL-DBM (Dual Bit Map) modulation and has two sources of crosstalk. NEXT and FEXT crosstalk sources are SSDSL (Synchronized Symmetrical Digital Subscriber Line) and ADSL. The FEXT source is assumed to be 500m away from the receiver of interest. The initial condition for EM is acquired from either a previous block, a network maintenance center [43] , or a synchronization symbol. No training data are assumed available, so that n 8 x ' ¥ ¤ and the noise variance is assumed known, although this is not necessary. Fig. 3 shows the results from running the EM channel identification algorithm. Initial conditions curves for NEXT and FEXT are shown along with the channel estimates after one iteration, and the "final" channel estimates after four iterations. This result shows the possible singularity problem present when applying the blind scheme. For the subchannel centered at¦¤ § ¤ kHz, the algorithm failed to converge. This is caused by a "bad" initial condition that leads to a singular second-order matrix. Semi-blind channel identification does not have this problem. Fig. 4 shows the benefits, in terms of MSE, of employing the EM algorithm over doing training alone. The plot shows normalized MSE results for user 2 after one iteration when the channel on tone . "Training" denotes the case when the channel is estimated from training over n symbols, "block em" when the semi-blind block EM scheme is used, "rec em" when the semi-blind recursive EM scheme is used, and "rec hard" when the recursive scheme is used with hard decisions instead of soft decisions. By hard decisions, it is meant that the closest constellation point is chosen instead of computing the conditional expected value of the transmit data given the received data. Hard decisions on the block scheme yield similar results to the recursive scheme employing hard decisions and are not shown. "Ideal" is when the transmit signal is known for the duration of the block length ). For this channel, the "rec hard" curve is worse than the "training" curve when the noise variance is high. When the noise variance is high, depending on the channel, hard decisions usually make the MSE worse than the initial estimate acquired from training. The gap between "training" and hard decisions ("rec hard") increases as the channel gain for the smallest user decreases. Thus, hard decisions are not near-far resistant. On average, soft decisions, on the other hand, improve the MSE regardless of the gain of the smallest user. Thus, using soft decisions to update the channel estimates is better than using hard decisions. Fig. 5 shows the same plot as before, but for user 1. The performance of the algorithms for user 1 is closer to "ideal" than user 2 because of the larger subchannel gain for user 1. Again, all curves perform close to ideal when the noise variance is low. Additional iterations improve the MSE performance further [40] .
On average, the semi-blind EM algorithm improves the channel MSE. Let us find the probability that the algorithm make the MSE worse. When the noise variance is small, the algorithm performs as if the blind portion of the data are known, but an error floor can be seen as the noise variance decreases. This error floor can be explained as follows. In each user dimension, the channel error after training is a zero-mean Gaussian random variable with variance equal to
. It is assumed here that the users have equal average transmit energy, £ 0 )
, during training. The channel error from using the semi-blind EM algorithm can be approximated by a zero-mean Gaussian random variable with variance
is the average transmit symbol energy in the blind portion. Then, the probability that EM makes the MSE worse (for the whole vector increases the error floor, since estimates from training are very good, and the EM algorithm needs to work harder in order to improve upon these estimates. An increase in n comes at the expense of reduced throughput. From simulations it was found that when n is low compared to n , the actual error floor is slightly lower than the approximation. This is caused by the dependence of the training and the training-plus-blind portions. However, the F-distribution approximation can be used as an upper bound to the error floor.
For the same simulation conditions as before, Fig. 6 shows the probability that the MSE worsens for the whole channel vector . As expected, the "rec hard" algorithm is likely to make the MSE worse in the high noise variance case. Further iterations do not significantly improve this probability, however. Figures 7 and 8 show the probability that the MSE worsens for users 2 and 1 respectively after just one iteration. Simulation results agree with theory in that the error floors are ¦ ¤ when 100 iterations are performed. User 1 outperforms user 2 due to the higher subchannel gain. The figures shown exhibit two peaks that correspond to the noise power being equal to the weak user's (¦¤ © ) and the strong user's (`) power.
In the low noise variance case, the error floor approximation is shown in Fig. 10 . In this case,
, and plots are forhC is shown in Fig. 11 as a function of the blind block length n for different n . As n increases, it becomes harder for EM to outperform the training only portion. This makes sense since the initial condition becomes closer to the ML solution as n ( increases. Implicit in this analysis lies the assumption that the channel does not have any singularity. This means that the output constellation points are all different. It is still possible, however, for EM to improve the channel estimates for those users that do not exhibit singularities. Fig. 12 shows the performance of the semi-blind algorithm applied to a 4-user scenario each transmitting (
, with the subchannel vector given by
. This channel is chosen arbitrarily in order to distinguish between the users in the Bit Error Rate (BER) plot. The results hold for other channels as well. The figure shows the BER for each user using the channel from training only (with
), the EM result after three iterations with
, and ML decoding with perfect channel knowledge, denoted by "op". EM is able to perform close to optimal and provides the most gain for the weakest user, the leftmost curve in the graph. Decoding using soft information from EM was found to be better, in terms of BER, than decoding using the final channel estimate from EM and then using hard decisions. Fig. 13 shows the performance of decision-directed LMS (hard decisions on both channel and error updates) versus EM for the same channel with . When the noise variance is small, semiblind EM is always better than semi-blind decision-directed LMS. When the noise variance is large, performance depends on the channel.
VIII. CONCLUSIONS
Through training and the EM algorithm, the channel estimates for all users of interest are found. Also, soft information can be used by the receiver to decode all transmitted data simultaneously. A recursive form of EM has also been presented that can track changes in channel conditions. In the low noise variance case, the EM algorithm is also able to significantly refine the channel gain and noise estimates found from training. If the channel has no singularity, all the users can be separated as long as the noise variance is small enough. Identifiability conditions for the blind and semi-blind case for the stochastic maximum likelihood and finite alphabet criterions are provided. Ambiguities from blind channel identification can be removed by either training or oversampling in the frequency domain. The system of equations in (I.36) can also be written as The fact that the input symbols belong to a finite alphabet imposes a structure on %
. This point has already been solved in [12] . In that work, the direction of arrival (DOA) problem for an oversampled MIMO system is studied: provided that the rows of For ease of presentation, the 2-user case is considered. This can be easily extended to the more general case. In the blind case, conditions [B1] and [B2] allow us to calculate the channel vector up to the previously mentioned ambiguities. In this section, the ambiguity is resolved. The channel coefficients for each tone can be estimated by blind estimation within the ambiguity described in (15) (within some ambiguities in the blind case). The finite alphabet constraint will add one more condition to the previous SML identifiability conditions. This condition is a diversity condition, where it is required that the users transmit all the possible distinct -vectors jointly.
Theorem 5: For a multicarrier under-determined MIMO system under a finite alphabet constraint for the input symbols, the channel and the data of the different users are blindly identifiable within a matrix if: [B1"] The users transmit jointly all the possible distinctvectors. [B2"] No channel coefficients in the frequency domain are equal to 0. [B3"] The output constellation has distinct points. Under these hypotheses, the blind estimation problem admits a finite number of solutions of the form (15) and (17) .
Proof: The proof goes along the same line as that in Appendix I and uses the results from Theorem 2. Note that 
