Abstract
Introduction
Continuous-time Markov chains (CTMCs) are a commonly used model in the field of performance and dependability analysis of computer and communication systems. A variety of useful performance measures of a CTMC model can be derived from its steady-state probability distribution. This distribution can be obtained from the solution of a linear equation system, whose size is proportional to that of the model. Since CTMCs are in practice extremely large, developing efficient implementations of this solution process is an important direction of research. In this paper, we combine two approaches in this area. Firstly, we work with symbolic techniques, using data structures based on multiterminal binary decision diagrams (MTBDDs) to provide a compact representation of CTMCs by exploiting high-level structure and regularity. Secondly, we develop a parallel implementation, where storage costs and computation time can be distributed between a number of processors.
We use the Gauss-Seidel iterative solution method to compute steady-state probabilities. In comparison to alternative iterative methods, this is an attractive option both in terms of solution time (i.e. speed of convergence) and memory consumption (storage of solution vectors). The GaussSeidel method is inherently sequential, making its parallelisation non-trivial. Fortunately, when matrices are sparse, as is usually the case for CTMCs, it is possible to extract parallelism from the pattern of non-empty blocks in the matrices. To achieve this, we use wavefront techniques, which schedule computation based on the dependencies between large numbers of small tasks.
In this paper, we illustrate that MTBDDs are in fact well suited to this approach. Firstly, they facilitate extraction of the dependency information required for the parallel implementation. Secondly, due to their compact nature, we are able to store the entire matrix on each parallel node, eradicating the usual need to exchange blocks of the matrix during solution and hence considerably reducing costly communication between nodes. We present experimental results on a set of benchmark models which demonstrate both an increase in the size of models for which solution is tractable, and, for 32 parallel nodes, speedups of between 9.7 and 16.5.
The remainder of this paper is structured as follows. Section 2 covers relevant background material: steady-state solution of CTMCs, symbolic methods, and wavefront techniques. In Section 3, we describe our parallelised symbolic implementation of CTMC solution. In Sections 4 and 5, respectively, we present experiment results to illustrate the efficiency of our approach and then compare it to related work. Section 6 concludes the paper.
Background

Numerical solution of CTMCs
A continuous-time Markov chain (CTMC) comprises a set of states S, representing all the possible configurations of the system being modelled, and a generator matrix Q. Each non-diagonal matrix element Q ij defines a rate for the pair of states i, j ∈ S. Each diagonal element Q ii is defined as − j =i Q ij . This information gives both the likelihood of moving from each state to each other state, and the amount of time spent in each state. From state i, the probability that a transition to state j will occur is Q ij /|Q ii |. The time spent in state i before this transition occurs is modelled as a negative exponential distribution: the probability of exit occurring by time t is 1 − e Qiit . The steady-state probability distribution of a CTMC is a vector π, each element π i of which gives the probability of being in state i in the long run. For a large class of CTMCs, π can be obtained by solving the linear equation system πQ = 0 with the additional constraint that i π i = 1.
We consider the more general problem of solving the linear equation system Ax = b, where A is an n × n matrix and b is vector of length n. When the matrix A is large and sparse, as is typically the case in a CTMC setting, it is preferable to solve the linear equation system using iterative numerical solution methods, which repeatedly compute an approximation to the solution vector x, terminating when some agreed convergence criterion has been met.
Two common options are the Jacobi and Gauss-Seidel methods. Of these, the latter is preferable since it has lower memory requirements (only one copy of the solution vector x must be stored; two are needed for Jacobi) and it generally converges faster. Faster still are Krylov methods such as Conjugate Gradient Squared (see e.g. [20] ). These, however, usually require storage of additional vectors, which becomes infeasible for large systems. In this paper, we focus on Gauss-Seidel. The algorithm in Figure 1 shows the numerical computation performed for a single iteration of this method. Notice how, in the ith step of the algorithm, the ith element of x is updated using the current (i.e. most up-todate) values for other elements of the vector. This is the reason why only one vector need be stored and also why it exhibits faster convergence than, say, the Jacobi method.
It also means, though, that the algorithm is inherently sequential, since, in step i, it uses results from the previous i−1 steps of the same Gauss-Seidel iteration. This can be relaxed slightly by using a block-based formulation of the algorithm (see e.g. [16] ) as follows.
We assume that the matrix A is divided into N × N blocks, the (p, q)th block of which is denoted A (pq) , and that vectors are partitioned into subvectors of matching sizes. The pth block of a vector x is denoted x (p) . The (i, j)th element of submatrix A (pq) and the ith element of subvector x (p) are written A (pq)ij and x (p)i , respectively. The size of matrix block A (pq) is n p × n q and hence the size of x (p) is n p .
Using this notation, a block-based version of an iteration of Gauss-Seidel is shown in Figure 2 . The pth step of the outer loop computes new values for elements of the block x (p) of the solution vector. This is achieved using an additional small vector v of size max 0≤p<N {n p }. The most important aspect of the algorithm is that it accesses the matrix one block at a time, rather than a single element at a time. We also emphasise here that this is simply a reformulation of the standard Gauss-Seidel algorithm, rather than a variant such as block Gauss-Seidel (see e.g. [20] ). 
Symbolic techniques for CTMC solution
In practice, CTMCs are often extremely large. Fortunately, though, they are also often constructed from descriptions in high-level modelling formalisms and are thus inherently structured. Symbolic techniques for the construction, representation and analysis of CTMCs are those which exploit this regularity to produce a very compact storage mechanism, typically using data structures based on binary decision diagrams (BDDs). Symbolic approaches also exhibit other advantages, such as fast model construction and computation of reachable states. A range of data structures for CTMC representation have been developed in this area, including multi-terminal BDDs (MTBDDs) [7, 1] , matrix diagrams [4] and Kronecker representations [19] . In this paper we use MTBDDs.
An MTBDD is a reduced directed acyclic graph which represents a function mapping vectors of Boolean values to real numbers. By encoding the row and column indices of a real-valued matrix into Boolean variables, we can represent the matrix as an MTBDD. As well as often providing a very compact representation of large, regular matrices, an MTBDD has the additional advantage that, being an inherently recursive data structure, it provides a convenient block decomposition of the matrix into submatrices. Figure 3 illustrates this idea. It shows the structure of an example MTBDD (for clarity, low-level details are omitted) which represents some matrix A. Each node of the MTBDD represents a particular submatrix of A and the two downward outgoing edges of that node represent a division of its submatrix into two further submatrices. For example, the topmost (root) node of the data structure represents the whole matrix A. Descending one level, the two child nodes of the root node represent the top and bottom halves, A 0 and A 1 , of A, as illustrated in the figure. Descending one level further to the nodes on the third level of the MTBDD divides A 0 and A 1 into left and right portions, representing a division of the whole matrix A into quadrants. Notice that in this example the bottom right quadrant of A is empty and hence the second outgoing edge of the node representing A 1 is omitted. In [16, 18] , it is shown how the MTBDD-based storage of transition matrices can be optimised by adding an explicit representation (using sparse matrix data structures) of both the high-level block structure of the matrix and the matrix blocks themselves. This improves access speed, yet maintains sufficiently compact storage.
More importantly, since it provides fast access to each row of matrix blocks and to each row of matrix entries within these blocks (which ordinary MTBDDs do not provide), it is well suited to the numerical solution of CTMCs using the block-based Gauss-Seidel method described in the previous section. The two main limiting factors which remain in this implementation are, firstly, the storage of solution vectors (proportional to the size of the CTMC matrix) and, secondly, the time for executing each iteration (proportional to the number of entries in the CTMC matrix). In this paper, we address both of these issues by distributing the problem over multiple parallel processors.
Wavefront techniques
Wavefront techniques are an approach to parallel programming that involve the division of a computation into many small tasks and the formation of an execution schedule for these tasks. This schedule is based on the notion of wavefronts of parallel execution. Each wavefront comprises a set of tasks which are algorithmically independent of each other, meaning that the correctness of the overall computation is not affected by the order in which they are performed and that they can hence be carried out in parallel. The computation order of tasks in different wavefronts, on the other hand, can affect the correctness of the overall process. The execution schedule is generated in such a way that the correctness is guaranteed. Wavefront techniques have been applied to a range of different problems, including iterative solvers (M/ILU preconditioning) [11] and particle physics simulations [13] .
A wavefront parallelisation of Gauss-Seidel
In this section, we describe an algorithm for implementing the Gauss-Seidel method using wavefront techniques. In particular, we apply this approach to the block-based formulation of Gauss-Seidel, which means that it is suitable for implementation using symbolic techniques based on MTBDDs.
Extracting dependency information
Recall the block-based formulation for an iteration of the Gauss-Seidel method given in Figure 2 . The algorithm is split into N steps, each calculating a different block of the solution vector x. Our approach will be to distribute these steps over a number of parallel processors. Within a single iteration, the computation of the pth block x (p) depends on the values of entries in other blocks of the vector x. In fact, it depends on all blocks x (q) for which A (pq) is nonempty. Fortunately, the matrices which arise in the solution of CTMCs are typically very sparse, so there are many empty blocks in A.
We formalise this dependency information as follows. We will call the computation of each vector block x (p) a task, denoted t p . The set of all such tasks for an iteration of Gauss-Seidel, is denoted T , i.e. T = {t p : 0 ≤ p < N }. The set of tasks upon which task t p is dependent is D p = {t q ∈ T : q = p and A (pq) is non-empty}. We can then construct a computation dependency graph, a directed graph G = (T, E) whose vertices are the tasks in T and whose edges E ⊆ T × T represent dependencies between tasks, i.e. (t p , t q ) ∈ E if and only if t q ∈ D p . As an example, Figure 4 shows the block structure of an example matrix A (N = 12) and its corresponding dependency graph. MTBDDs, which we use to store matrices, are a recursive, tree-like data structure. Extracting the nodes at a given level of this tree provides a fast and convenient representation of the block structure of a matrix (see e.g. [16, 18] ). This means that the dependency information described above can be generated quickly and easily by traversing just the top layers of the MTBDD. This is illustrated by our example of Section 2.2 (see Figure 3) , in which exploring the top three levels of the data structure reveals a decomposition of the corresponding matrix into quadrants.
By varying the number of levels of the MTBDD which are explored, it is easy to increase or decrease the granularity of the obtained block structure.
Constructing a wavefront execution schedule
A complication of parallelising the Gauss-Seidel method is that, when computing vector block x (p) , we must use upto-date values (i.e. computed in the current iteration) for blocks x (q) with q < p and values from the previous iteration for those with q > p. It is this inherently sequential nature of Gauss-Seidel which makes its parallelisation nontrivial.
The block-based Gauss-Seidel algorithm computes each vector block x (p) in the order p = 0, . . . , N −1. In fact, we can safely perform a reordering of this sequence, and hence compute the blocks in an entirely different order. Effectively this is just a permutation of the ordering of elements in the matrix A and vectors x and b in the original linear equation system Ax = b, which has no effect on its solution. We can exploit this fact and select an ordering which better suits our parallel implementation.
We begin by assigning a colour c(t p ) to each task t p ∈ T in such a way that c(t p ) = c(t q ) when t q ∈ D p . This process is equivalent to establishing a colouring for the dependency graph G. An example colouring for the matrix and dependency graph of Figure 4 is shown in Figure 5 . We use C to denote the total number of colours used. The smaller the value of C, the greater the degree of parallelism that we will be able to obtain.
The problem of finding a minimum colouring for a graph is known to be NP-hard. For our purposes though (as our experimental results will later show), the following simple heuristic approach suffices. We iterate through the graph vertices in order, t 0 to t N −1 , assigning to each one a colour which has not yet been assigned to any of its neighbours (i.e. any vertex which has an edge either to or from it). Next, we order the C colours used in the colouring scheme according to the number of tasks to which each has been assigned, i.e. the colour with the largest number of tasks is indexed 1, and the colour with the smallest number is indexed C. In our parallel implementation of GaussSeidel, the order in which tasks are performed (i.e. the order in which vector blocks are computed) will be according to the ordering of their associated colours: we begin with those of colour 1 and proceed through to those of colour C. Hence the ordering on colours determines the permutation of the Gauss-Seidel ordering referred to above. Note that the ordering of tasks labelled with the same colour can be arbitrary since, by the definition of the colouring scheme, their executions are independent of each other. The fact that we place colours with more tasks earlier in the ordering is motivated by the fact that it is desirable to eliminate dependencies as early as possible.
Lastly, based on the colouring information obtained in the previous step and the number of processors available for parallel execution, we generate a wavefront execution schedule which can exploit parallelism in the implementation of Gauss-Seidel. We assume that there are P processors available, proc 1 , . . . , proc P . A wavefront execution schedule is an assignment of each computation task in T = {t 0 , . . . , t N −1 } to one of the P processors. Figure 6 shows the algorithm that we use to generate such a schedule. By the definition of the Gauss-Seidel algorithm, within a single iteration, the computation of blocks of colour col will depend on the computation results of blocks of colour 1, . . . , col−1 from the same iteration. Tasks of the same colour, however, can be performed in parallel. To generate the wavefront execution schedule, we iterate through the set of tasks, ordered according to their colouring and assign them to processors in a cyclic fashion. This is done by the main loop in lines 4-14 of Figure 6 : col is the colour of tasks currently being assigned, proc is the current processor, T queue is the set of tasks ready to be allocated to a processor, and T remaining is the set of tasks still to be allocated. The set T queue is in fact a FIFO queue, i.e. the order in which we have inserted tasks into the queue is preserved.
When the Gauss-Seidel algorithm is executed, tasks of colour col + 1 can actually be performed as soon as all tasks of colour 1, . . . , col on which they depend have been completed. Hence, in our schedule generation algorithm, we use this information to decide the order in which tasks of the same colour are allocated a place in the schedule. More specifically, while the algorithm is assigning tasks of colour col to processors, tasks of colour col + 1 are appended to the queue T queue as soon as all jobs of colour col on which they depend have been scheduled (and hence removed from T queue ). This step is performed at lines 9-12 of Figure 6 . Note that no tasks of col + 1 are added to the queue T queue until all tasks of colour col have either been assigned to a 1. col := 1, proc := 1 2. Tqueue := {tp ∈ T | c(tp) = 1} // task queue (FIFO) 3. Tremaining := T \ Tqueue // remaining tasks 4. do 5. remove a task tp from Tqueue 6. assign tp to processor proc 7. choose next processor: proc := (proc mod P ) + 1 8. if (col < C) 9.
T col+1 := {tp ∈ Tremaining | c(tp) = col + 1} 10.
Tnext := {tp ∈ T col+1 | ∀tq ∈ Tqueue tq ∈ Dp} 11.
Tqueue := Tqueue ∪ Tnext 12.
Tremaining := Tremaining \ Tnext 13.
col := min{c(tp) | tp ∈ Tqueue } 14. until (Tqueue = ∅) Figure 6 . Algorithm to generate a wavefront execution schedule.
processor or are already in T queue . Hence, the overall order in which tasks are allocated to processors, with respect to colour, is preserved.
Later in the paper, in Section 3.4, we will discuss how this algorithm can be improved further to optimise load balancing between processors.
Parallelisation
In this section, we describe a parallelisation of the GaussSeidel method, based on the wavefront execution schedule described in the previous section. The first step is for one of the processors to generate this schedule and distribute it to all other processors. Subsequently, each processor proc i , where i = 1, . . . , P , has been assigned a set of tasks T i . In each iteration of Gauss-Seidel, processor proc i will be responsible for the computation and storage of every vector block x (p) for which t p ∈ T i . The algorithm executed by processor i on iteration k of Gauss-Seidel is illustrated by the pseudo-code in Figure 7 .
Each processor works through the C colours in order, processing each task t p of that colour which has been assigned to it. For each task t p , it computes the vector block x (p) . The computations required for Gauss-Seidel (see Figure 2) correspond to lines 3, 9, 11, 14 and 15 of Figure 7 . These computations require access to vector blocks x (q) for which t q ∈ D p . In many cases, the values for these blocks must be obtained from other processors. To achieve this, remote requests are sent in lines 5-8 and then responses are received in line 10. In fact, the order in which blocks are used (in the for loop at line 9) is not important so, for efficiency, blocks can be used in the order in which they become available. Conversely, remote requests from other processors must also be responded to. This is done at each
for each tq ∈ Dp with tq / ∈ Ti 5.
if (c(tq) > col) 6.
send remote request for values of x (q) at iteration k−1 7. else 8.
send remote request for values of x (q) at iteration k 9.
for each tq ∈ Dp 10.
if (tq / ∈ Ti) wait for requested values of x (q) 11.
respond to any remote requests 13.
ensure all remote requests for x (p) at iteration k−1 responded to 14.
for (0 ≤ i < np, i = j) 15.
16. respond to any remote requests In order to ensure that our parallel algorithm of Figure 7 represents a true implementation of the Gauss-Seidel method, we require that the correct values of each vector block x (q) are used in line 11. The ordering for GaussSeidel is determined by the colouring scheme. Hence, in the case where c(t q ) < c(t p ), the values should be from the previous, i.e. (k −1)th, iteration, and in the case where c(t q ) > c(t p ) the values should be from the current, i.e. kth, iteration. The requests sent in lines 5-8 and the wait command in line 10 ensure that this is satisfied. In line 13, the processor verifies that all remote requests for values (from the previous iteration) of its current block have already been received and responded to. Only then does it proceed and update the block to its new values. This ensures that the values are not overwritten before they are needed elsewhere. This verification process is possible because each processor has access to both the block structure of the matrix A (in fact the whole matrix) and to the overall execution schedule.
We have already described, in Section 3.1, how the MTBDD-based data structure that we use to store the matrix A facilitates extraction of the dependency information used to construct the colouring scheme. The second advantage of using MTBDDs for the parallel implementation now also becomes clear. Note that all nodes will require access to multiple blocks of A. With a conventional, explicit storage scheme, these blocks would usually need to be communicated to the processors as required. With our approach, the matrix representation is typically compact enough that the whole matrix can be stored locally on each processor and its blocks can be quickly and conveniently accessed without any communication overhead. It should be noted that this approach is equally applicable to alternative symbolic matrix storage schemes, such as Kronecker representations.
Implementation optimisations
Our parallelisation of Gauss-Seidel is targeted at PC clusters connected through Ethernet or Myrinet [3] . In our algorithm, communication between processors is implemented using MPI (Message Passing Interface) [17] and, in particular, the MPICH [9] implementation. We have employed several optimisation techniques in this respect: computation and communication interleaving, load-balancing and remote block caching.
The parallel Gauss-Seidel method requires a substantial amount of communication between processors: blocks of the solution vector must be passed between processors many times during each iteration. As the size of CTMC being solved increases, so does the amount of communication required. The impact of this overhead on the performance of the algorithm can be lessened considerably by interleaving operations for the communication and computation of vector blocks. For example, in lines 10-12 of Figure 7 , computation using a particular vector block x (q) can be performed concurrently with the sending and receiving of blocks other than x (q) . To implement this idea, we use non-blocking MPI functions (MPI Iprobe, MPI Isend and MPI Irecv ) for inter-processor communication.
Another important factor for the performance of parallel programming is load balancing, which aims to distribute computation evenly between processors and minimise communication load between them. In our approach, each node is allocated a set of vector blocks. It is then responsible for both the computation of these blocks and the sending of computation results to other nodes which need them. We gave an algorithm to perform this allocation in Figure 6 , in which tasks (i.e. blocks) are removed from a waiting list and assigned to processors in a round-robin fashion. We have improved this algorithm as follows. Each processor is associated with two cost values, one for computation and one for communication. Whenever a block is assigned to a processor, the computation cost of that processor is increased. The communication cost for both this processor and all others which need the block are also increased. When a processor is allocated a task (line 6 of Figure 6 ), preference is given to those with the smallest communication cost and, in the case of a tie, to those with the smallest computation cost. More sophisticated load balancing methods can also be incorporated into the allocation algorithm but we do not consider these here. Even with the above optimisation techniques in place, the parallel Gauss-Seidel method is still communication intensive in some instances. To further reduce communication between processors, we apply caching techniques to the sending and receiving of blocks between processors. Since each processor is typically responsible for more than one block, the computation of these blocks may require remote retrieval of the same block more than once. Hence, each processor counts the number of times it will use each block and, where possible, caches them until they are no longer required. The experimental results presented in the next part of the paper make use of all three optimisation techniques described here.
Experimental results
In this section, we present experimental results for our wavefront parallelisation of Gauss-Seidel, which has been implemented as part of the PRISM model checking tool [15] . We used three benchmark CTMC models: a flexible manufacturing system (FMS) [6] , a Kanban manufacturing system [5] and a cyclic server polling system [10] . For each, we generated CTMCs of several sizes by varying a parameter (K) of the model (see www.cs.bham.ac.uk/˜dxp/prism for more information). We computed the steady-state probability distribution, terminating Gauss-Seidel when the maximum relative difference between solution vector values reached 10 −6 , i.e. when:
where x andx denote the solution vector from the current and previous iteration, respectively. Table 1 shows statistics for each CTMC: the size (both the number of states and the number of transitions) and the number of blocks we partition the solution vector into (i.e. N ). For the latter, we select a partition which minimises storage requirements (see [16] ). Table 1 also includes the amount of memory required to store the matrix representing each CTMC, using both our MTBDD-based data structure and using a standard sparse matrix storage scheme. Notice that the MTBDD representation is: (a) much smaller -in the worst case (FMS, K=11), still a factor of 20 smaller; and (b) always less than 1 GB -compact enough to fit into memory on our setup.
Our experiments were performed on a Myrinetconnected PC cluster with 50 nodes, each equipped with dual 3 GHz Intel P4 Xeon processors and 2 GB of RAM. In fact, we had exclusive access to just 32 of the nodes and used only one processor on each. Table 2 shows the total execution time (seconds) for experiments on various numbers of nodes. Experiments which could not be completed due to excessive memory requirements are marked "O/M".
Our first observation is that, for three examples (FMS K=13, Kanban K=9, 10), our parallel implementation allowed analysis of CTMCs which was intractable in the serial case (i.e. 1 node). Solution for these two examples was Note that the FMS model, although smaller in terms of the number of states, requires more memory for matrix storage, and thus more parallel nodes to solve (the fewer the number of nodes, the higher the amount of RAM required for vector block storage on each node).
Secondly, we see that the parallelised versions have successfully produced a significant reduction in total run-time.
For the cases where we were able to execute the sequential version, the speedup when using all 32 nodes ranges between 9.7 and 16.5. In Figure 8 , we plot the speedup obtained in these cases for each number of parallel nodes. For the models where sequential results are not available, we can still judge the performance of the parallel implementation by examining relative speedup. For all three FMS models, the relative speedup between 16 and 32 processors is quite consistent, ranging between 1.53 and 1.63. Similarly, for the Kanban models, the relative speedup between 12 and 32 ranges between 2.17 and 2.87. We can hence expect the absolute speedup (i.e. between 1 node and 32 nodes) to be comparable for the larger models.
We conclude our analysis by discussing the convergence of our Gauss-Seidel algorithm. As discussed in Section 3.2, the allocation of vector blocks between parallel processors effectively corresponds to a permutation of the matrix A of the linear equation system being solved. This means that the convergence of Gauss-Seidel may vary between experiments for the same system but on different number of nodes. Table 3 shows the number of iterations required for convergence on different numbers of parallel nodes for one CTMC from each case study. Only a small variation in convergence is observed. Similar results were obtained on the other CTMCs used in this paper. Overall, the maximum variation in convergence observed for the case studies used here was 7.4%.
Related work
Since the sequential nature of the Gauss-Seidel method makes its parallelisation difficult, the parallel implementations which have been developed are usually applicationspecific. Examples include solution of partial differential equations [8] and of equation systems from electrical power systems applications [14] . In the latter case, matrices are permuted into a block-diagonal-bordered form and a graph multi-colouring scheme is used to identify available parallelism. This approach is not applicable in our setting since matrix permutation for MTBDDs is expensive. They used a multi-colouring scheme with which each block may have several colours and achieved relative speedups of between 8 to 12 for 32 processors. Progress has also been made in the parallelisation of iterative steady-state solution of CTMCs [2, 12] . In these cases, though, solution is not performed using the Gauss-Seidel method, but the Jacobi and Conjugate Gradient Squared (CGS) methods. These alternatives have the advantage that they are less sequential in nature and hence more amenable to parallelisation, but as observed in Section 2.1, have their own disadvantages: Jacobi is slower to converge and requires two solution vectors; CGS is generally faster to converge but uses at least six vectors. In [2] , the authors work on a cluster of PCs, like in this paper. On 26 nodes, they achieve speedups of 8 and 18 for Jacobi and CGS, respectively. In the latter case, however, some of the speedup can be attributed to the additional time required for the serial version to save intermediate vectors to disk. In [12] , which uses disk-based techniques, the best speedup is 6.5 on 16 processors for the CGS method. Our own earlier work in [16] also parallelises iterative steady-state solution of CTMCs but is developed for a different parallel architecture: multiple processors on the one computer, communicating via shared memory.
Conclusion
In this paper, we have presented a technique for the parallelisation of steady-state solution of CTMCs using the Gauss-Seidel iterative method, aimed at clusters of PCs with Ethernet or Myrinet connections. We use symbolic, MTBDD-based data structures for matrix storage and wavefront techniques to devise an efficient execution schedule. We have demonstrated how the symbolic approach is particularly well suited to our parallel algorithm, firstly because it facilitates extraction of information about dependencies between tasks to be executed in parallel, and secondly because its compactness allows the matrix to be stored on all nodes, dramatically reducing the amount of communication required. Our experimental results illustrate that our implementation is efficient, exhibiting a speedup of between 9.7 and 16.5 on 32 processors. This, combined with the advantages of the Gauss-Seidel algorithm, mean that our algorithm represents an excellent candidate for the steady-state solution of large CTMCs.
In the future, we would like to improve this work in a number of ways. Firstly, we plan to test the performance of our Gauss-Seidel algorithm on different types of analysis, including reachability-based properties for both CTMCs and DTMCs. Subsequently, we would like to consider alternative iterative solution techniques not based on GaussSeidel, such as transient analysis of CTMCs and, more generally, model checking of the logic CSL on CTMCs and of the logic PCTL on DTMCs or MDPs. We would also like to optimise our implementation by improving the degree of parallelism on a single parallel node, e.g. by exploiting the fact that dual processors are available.
