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Zusammenfassung Die Modellierung eines chromatographischen Pro-
zesses ermo¨glicht die Bestimmung der optimalen Betriebsparameter fu¨r
die Trennung der Komponenten eines Stoﬀgemisches mittels modellba-
sierter Optimierung. Voraussetzung fu¨r eine genaue Modellierung ist
dabei die Kenntnis der stoﬀabha¨ngigen Parameter des zugrunde lie-
genden physikalischen Modells, insbesondere der Adsorptionsisotherme.
Die messtechnische Bestimmung der Isotherme ist zeit- und material-
aufwa¨ndig und deshalb nicht generell durchfu¨hrbar. Eine Bestimmung
der Isothermenparameter aus Chromatogrammen mittels mathemati-
scher Parameterscha¨tzung hingegen senkt diesen Aufwand, hat jedoch
den Nachteil der Abha¨ngigkeit von guten Startwerten. Die hier vorge-
stellte Methode nutzt die Approximationsfa¨higkeiten von Support Vec-
tor Machines zur Bestimmung von Isothermenparametern aus wenigen
Merkmalen von Chromatogrammen und erfordert derartige Startwerte
nicht.
1 Grundlagen der Chromatographie
Die Chromatographie ist ein thermisches Trennverfahren zur Separation meh-
rerer Komponenten eines Stoﬀgemisches in einem ﬂuiden Fo¨rdermittel, wobei
das Fluid ﬂu¨ssig (Flu¨ssigchromatographie) oder gasfo¨rmig (Gaschromatogra-
phie) sein kann. Die Chromatographie wird vor allem bei schwierigen Trennungen
mit Produkten hoher Wertscho¨pfung, wie sie in der Pharmazie und Biotechnolo-
gie anfallen, angewendet. Grundlage dieser Trennung ist die selektive Adsorption
bzw. Desorption einer Komponente im Fluid an einen Feststoﬀ. Adsorption ist
die Anlagerung von Teilchen (Adsorptiv) an die Oberﬂa¨che einer festen Phase
(Adsorbens). Die Anlagerung erfolgt durch molekulare Wechselwirkungen zwi-
schen Adsorbtiv und Adsorbens. Die Entfernung der adsorbierten Teilchen (Ad-
sorpt) vom Adsorbens wird Desorption genannt. Die Desorption erfolgt durch
die Verdra¨ngung mittels eines sta¨rker adsorbierbaren Teilchens, durch Regenerie-
rung des Adsorbens mit einem inerten Fluid (Eluent) oder durch Energiezufuhr
[Rut84] [Gui94]. Es stellt sich zwischen der Konzentration des Adsorptivs und
der Beladung am Adsorbens ein thermodynamisches Gleichgewicht ein, welches
durch die Adsorptionsisotherme beschrieben wird. Diese ist abha¨ngig von den
Konzentrationen aller adsorbierbaren Komponenten, vom Adsorbens und dem
verwendeten Eluenten. Die diskontinuierliche Trennung eines bina¨ren Gemisches
in einer Chromatographiesa¨ule wird in Abbildung 1 dargestellt.
Abbildung 1. Prinzip der Batch-Chromatographie
In der Trennsa¨ule beﬁndet sich eine Packung aus poro¨sen, sehr kleinen Fest-
stoﬀpartikeln (Adsorbens), die von einem inerten Fluid durchstro¨mt werden.
Die Stoﬀtrennung ergibt sich aus den unterschiedlichen Verweilzeiten der ein-
zelnen Komponenten im Adsorbens. Aus den unterschiedlichen Aﬃnita¨ten der
Komponenten zum Adsorbens resultieren verschiedene Wanderungsgeschwindig-
keiten der Konzentrationsfronten der Komponenten des Fluids. Der Aufgabeim-
puls wird beim Durchwandern der Packung in zwei Peaks aufgeteilt. Der Peak
der sta¨rker adsorbierbaren Komponente (A) folgt durch die langsamere Wan-
derungsgeschwindigkeit dem Peak der schwa¨cher adsorbierbaren Komponente
(B). Nach der Zykluszeit wird erneut ein Gemisch aus (A) und (B) in die Sa¨ule
injiziert.
2 Modellierung chromatographischer Prozesse
Die Modellierung chromatographischer Prozesse ermo¨glicht deren Optimierung,
abha¨ngig von der Gu¨te des verwendeten Modells und dessen Parametern. Mit
der Anzahl der im Modell beru¨cksichtigten Eﬀekte steigt die Genauigkeit der
Simulation, aber auch die Anzahl der zu bestimmenden Modellparameter.
Fu¨r eine mo¨glichst exakte Simulation wird dasGeneral Rate Model verwendet
[Gu95] . Es beru¨cksichtigt neben Konvektion und Dispersion die stoﬀabha¨ngi-
gen Einﬂu¨sse des Stoﬀtransportwiderstands zwischen Fluid und Partikel, der
Diﬀusion der Komponenten im Partikel und der Gleichgewichtsadsorption.
Aus dieser Bilanzierung ergibt sich als Diﬀerentialgleichung
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fu¨r die Partikel3. Die Gleichung fu¨r die Adsorptionsisotherme ist nicht vorge-
geben und muss festgelegt werden. Je nach Adsorptionsverhalten gibt es dabei
verschiedene Gleichungsansa¨tze. Eine ga¨ngige Beziehung fu¨r Stoﬀsysteme mit
Adsorptionsmaximum ist die Langmuir-Isotherme in der allgemeinen Form
qi =
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3 Die Stu¨tzvektormethode
Die Stu¨tzvektormethode (engl. Support Vector Machine, SVM) basiert auf dem
Prinzip der strukturellen Risikominimierung (SRM) aus der statistischen Lern-
theorie [Vap98]. Die Idee der strukturellen Risikominimierung ist es, die Hypo-
these h aus dem Hypothesenraum H zu ﬁnden, fu¨r die der kleinste echte Fehler
probabilistisch garantiert werden kann. Der echte Fehler einer Hypothese h ist
bei Klassiﬁkationsproblemen die Wahrscheinlichkeit, bei der Klassiﬁkation eines
ungesehenen, zufa¨llig gezogenen Testbeispiels einen Fehler zu machen. Die fol-
gende Schranke verbindet den echten Fehler einer Hypothese h mit ihrem Fehler
auf den Trainingsbeispielen und der Komplexita¨t von h [Vap98]. Sei δ die ma-
ximale Wahrscheinlichkeit, dass diese Schranke falsch ist, also der Fehler ho¨her
als angegeben ist.
P (error(h)) ≤ train error(h) + 2
√
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Die Schranke gilt mit einer Wahrscheinlichkeit von 1−δ. n ist die Anzahl der Trai-
ningsbeispiele und d ist die VC-Dimension (VCdim) [Vap98]. Die VC-Dimension
ist ein Maß fu¨r die Komplexita¨t des Hypothesenraums, aus dem h gezogen wurde.
Die obige Fehlerschranke reﬂektiert den wohlbekannten Trade-oﬀ zwischen der
Komplexita¨t des Hypothesenraums und dem Trainingsfehler. Ein kleiner Hypo-
thesenraum (kleine VCdim) wird wahrscheinlich keine gute Hypothese enthalten
und so zu einem hohen Trainingsfehler (und echten Fehler) fu¨hren. Andererseits
wird ein zu großer Hypothesenraum (hohe VCdim) wahrscheinlich eine Hypothe-
se mit kleinem Trainingsfehler enthalten, aber der zweite Summand auf der rech-
ten Seite der Ungleichung wird groß. Diese Situation wird allgemein als ”Overﬁt-
ting“ bezeichnet - niedriger Trainingsfehler, aber schlechte Generalisierung auf
neuen Beispielen. Die Wahl eines Hypothesenraums geeigneter Komplexita¨t ist
somit entscheidend.
Das SRM-Prinzip beru¨cksichtigt die Komplexita¨t des Hypothesenraums, in-
dem es eine Struktur u¨ber den Hypothesenraum legt. Diese Struktur gliedert den
Hypothesenraum in Teilmengen steigender VC-Dimension. Sei di die VCdim des
Hypothesenraums Hi:
H1 ⊂ H2 ⊂ H3 ⊂ ... ⊂ Hi ⊂ ... und ∀i : di ≤ di+1 (5)
3 Die Erla¨uterung der Variablen ist im Symbolverzeichnis am Ende des Artikels zu-
sammengefasst.
Es werden der Hypothesenraum Hi und die Hypothese h gewa¨hlt, die die obi-
ge Fehlerschranke minimieren. Bemerkenswert ist, dass die Dimension des At-
tributraums nicht in diesem Zusammenhang auftaucht. Somit kann die SVM
potentiell auch in sehr hochdimensionalen Ra¨umen gut generalisieren.
Die Stu¨tzvektormethode ist ein sehr universelles Lernverfahren zur Klassiﬁ-
kation, Regression und Dichtescha¨tzung. Durch den Einsatz von Mercer-Kernels
ko¨nnen SVMs so parametrisiert werden, dass neben linearen Approximatoren
auch Polynomklassiﬁkatoren, Radial Basis Netze und zweilagige neuronale Feed-
Forward-Netze realisierbar sind [BGV92]. Neben den bemerkenswerten lerntheo-
retischen Eigenschaften ist die SVM auch aus komplexita¨tstheoretischer Sicht
sehr interessant. Das Training einer SVM la¨sst sich auf ein semi-deﬁnites qua-
dratisches Optimierungsproblem zuru¨ckfu¨hren, das sowohl theoretisch als auch
praktisch eﬃzient global optimal gelo¨st werden kann.
4 Parameterbestimmung mittels maschinellem Lernen
Die Idee hierbei ist die Bestimmung der Isothermenparameter aus der Position
und Form der Konzentrationspeaks. Im Gegensatz zu einem mathematischen
Parameterscha¨tzer, welcher ausgehend von den Startwerten die Anpassung der
simulierten Proﬁle an den vorgegebenen Proﬁlen sucht, wird hier je eine SVM
pro Parameter mit simulierten Peaks trainiert und auch getestet, wobei ein RBF-
Kernel der Form
y =
1
eγ‖x−x0‖2
(6)
verwendet wird.4 Die SVM approximiert dabei die Abha¨ngigkeit des zu ermit-
telnden Parameters von der Position und Form des Konzentrationspeaks. Vor-
aussetzung fu¨r eine gute Bestimmbarkeit der Parameter ist, dass diese auch einen
Einﬂuss auf das Konzentrationsproﬁl haben. Somit werden hier symmetrische
Multi-Langmuir Gleichungen der Form
qi =
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, (7)
verwendet. Eine weitere Voraussetzung ist die Wahl einer repra¨sentativen
Trainingsmenge in den Grenzen des Anwendungsbereichs, in diesem Fall eine
Normalverteilung der Beispiele. Die verwendeten Trainingsgrenzen sind in Ta-
belle 1 dargestellt. Die Grenzen der Beispiele sind hier so gewa¨hlt, dass ein
einfaches nichtlineares Trennproblem vorliegt und die erste Komponente immer
schwa¨cher adsorbiert, als die zweite.
Analog zu neuronalen Netzen kann die trainierte SVM im Idealfall innerhalb der
gewa¨hlten Trainingsgrenzen die zu einem Proﬁl geho¨renden Parameter bestim-
men.
4 Eine entsprechende Erla¨uterung der verwendeten SVM-Parameter ﬁndet sich im
Symbolverzeichnis am Ende dieses Artikels.
Tabelle 1. Trainingsgrenzen der stoﬀabha¨ngigen Parameter
untere Grenze obere Grenze
H1 5 10
H2 18 23
L1 50 250
L2 250 450
kFilm 1e-4 5e-4
Eine Datenreihe fu¨r die Konzentrationsproﬁle besteht aus mehreren hundert
oder tausend Datenpunkten, bei denen zudem viele eine Konzentration von Null
haben. Die Verwendung der gesamten Konzentrationsreihe als Trainingsbeispiel
lieferte große Approximationsfehler [DDE+02]. Ursache hierfu¨r ist die fehlende
Robustheit dieser Daten, da die aus den variierenden Parametern resultieren-
den Unterschiede sich teilweise nur in einigen kleinen Bereichen der Datenrei-
he zeigen. Daher wurde getestet, ob eine Reduzierung der Dimensionalita¨t der
Beispiele auf wenige markante Punkte ausreicht, um ho¨here Genauigkeiten zu
erzielen. In Anlehnung an die Funktionsanalyse werden die Wendepunkte und
das Maximum der Peaks als Eingangsgro¨ßen verwendet, welche die notwendige
Robustheit besitzen.
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Abbildung 2. Merkmalsgenerierung aus Konzentrationsproﬁlen
Abbildung 2 zeigt das Prinzip der Parameterbestimmung. Aus einem Chro-
matogramm werden die Merkmale als Eingangsgro¨ßen extrahiert. Die Zielgro¨ße
der SVM ist jeweils ein Isothermenparameter oder der Stoﬀtransportwiderstand.
Die entsprechenden Experimente wurden mit der ﬂexiblen LernumgebungYale5
durchgefu¨hrt [RKF+01] [FKMR02]. Skriptbasiert werden hierbei die Test- und
Trainingsdaten der Parameter in ein Simulationsprogramm eingelesen und aus
den daraus resultierenden Konzentrationsproﬁlen die Merkmale bestimmt. Mit
den Trainingsdaten werden die Support Vector Machines trainiert und mit den
entsprechenden Merkmalen der Testdaten die Genauigkeit u¨berpru¨ft.
5 Ergebnisse
5.1 Bestimmung der SVM-Parameter
Zur Abscha¨tzung der SVM-Parameter e, γ und C wurde mit den in Tabelle 2
genannten Werten eine Parameterstudie fu¨r die Isothermenparameter der ersten
Komponente und kFilm durchgefu¨hrt.
Tabelle 2. Parameterstudie zur Abscha¨tzung der optimalen SVM-Parameter
C 1 10 100 1000
γ 0,01 0,1 1 2
e 0,001 0,01 0,1 1
Insgesamt ergeben sich 64 getestete SVM-Einstellungen pro zu lernender Ziel-
gro¨ße. Training und Test erfolgten u¨ber 4-fache Kreuzvalidierung auf 1200 Bei-
spielen. Aus dieser Studie ergibt sich, dass die SVM-Parameter einen deutlichen
Einﬂuss auf die resultierende Gu¨te des Lernens haben. Der durchschnittliche
relative Fehler schwankt bei den Parameterkombinationen um eine Gro¨ßenord-
nung. Die Parameterkombinationen mit dem geringsten Fehler sind in Tabelle 3
dargestellt.
Bei der Bestimmung von kFilm traten aufgrund der kleinen Dimension des
Parameters sehr große relative Fehler auf. Als Ergebnis wurde generell der un-
gefa¨hre Mittelwert der Trainingsgrenzen ausgegeben, unabha¨ngig von den SVM-
Parametern. Da die Dimension von kFilm mit Werten zwischen 1e−4 und 5e−4
deutlich kleiner ist, als bei den anderen Parametern, wurden die Werte skaliert,
indem kFilm mit 1e4 multipliziert wurde. Die daraus resultierenden Fehler sind
in Tabelle 3 dargestellt.
Die Ergebnisse der Parameterstudie fu¨r die Isothermenparameter der ersten
Komponente sind in den Abbildungen 3 und 4 zusammengefasst. Die Achsen
5 http://yale.cs.uni-dortmund.de
Tabelle 3. Die optimalen SVM-Parameter der Parameterstudie
Zielgro¨ße γ e C relativer Fehler [%]
H1 0,01 0,01 1000 0,281
H2 0,01 0,01 100 0,120
L1 0,01 1 1000 1,438
L2 0,01 1 1000 0,519
kFilm 0,01 0,01 100 2,365
Abbildung 3. Einﬂuss der SVM-Parameter auf die Bestimmung von H1
nennen jeweils C und  und die Fla¨che zeigt γ einer getesteten SVM-Parameter-
Kombination. Aufgetragen ist der mittlere relative Fehler der Zielgro¨ßen bei die-
sen SVM-Parametern. Der Einﬂuss der SVM-Parameter ist bei den Zielgro¨ßen
unterschiedlich. Die Erho¨hung der absoluten Fehlertoleranz e fu¨hrt außer bei L
ab einem Wert von 1 zu einem deutlichen Anstieg des Fehlers, da der zula¨ssige
Fehler nun die gleiche Dimension wie die zu bestimmenden Werte hat. Große
Werte fu¨r γ fu¨hren zu sehr schmalen Glockenkurven, mit denen eine gute Ap-
proximation durch die steilen Fronten der Kurve schwierig wird. Bei den Iso-
thermenparametern H und L sowie beim Stoﬀtransportwiderstand kFilm wird
mit kleinen Werten fu¨r γ die beste Genauigkeit erreicht. Erst bei einer guten
Kombination der anderen SVM-Parameter wird der Einﬂuss der Komplexita¨t C
des gelernten Modells deutlich. Es werden generell komplexere Modelle fu¨r eine
gute Approximation beno¨tigt.
Abbildung 4. Einﬂuss der SVM-Parameter auf die Bestimmung von L1
5.2 Einfluss der Trainingsdatenanzahl
Entscheidend fu¨r ein erfolgreiches Lernen der SVM ist eine ausreichende Anzahl
an Lernbeispielen, in diesem Fall von simulierten Konzentrationsproﬁlen. Mit
Zunahme der Beispiele steigt die Genauigkeit, aber auch die beno¨tigte Trainings-
und Simulationszeit. In der Abbildung 5 sind die aus 800 Testdaten ermittelten
mittleren relativen Fehler fu¨r verschiedene Trainingsmengen dargestellt.
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Abbildung 5. Einﬂuss der Anzahl der Trainingsbeispiele auf den relativen Fehler
Maximaler Fehler der SVM
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Abbildung 6. Abha¨ngigkeit des maximalen Fehlers von der Trainingsdatenmenge
Generell zeigt sich, dass die Parameter des zweiten Peaks besser bestimmt
werden ko¨nnen. Durch die la¨ngere Verweilzeit in der Sa¨ule ko¨nnen sich die aus
den Isothermenparametern ergebenen Unterschiede deutlicher auspra¨gen, als bei
dem ersten Peak. Auch die Lage der Trainingsgrenzen begu¨nstigt ein besseres
Lernen, da die aus der Variation der Parameter resultierenden Vera¨nderungen
des Peaks deutlicher ausgepra¨gt sind, als bei den Trainingsgrenzen fu¨r den ers-
ten Peak. Bei den Parametern selbst verha¨lt sich die Gro¨ße des relativen Fehlers
entsprechend zu dem Einﬂuss der Parameter auf die resultierenden Proﬁle. Den
gro¨ßten Einﬂuss haben die Henrywerte H und sind somit auch am besten zu
lernen. Den geringsten Einﬂuss hat der Stoﬀtransportwiderstand kfilm, welcher
auch den gro¨ßten Fehler hat. Eine Erho¨hung der Trainingsmenge von 300 auf 600
Beispielen fu¨hrt insbesondere bei kFilm und dem Langmuirkoeﬃzienten L1 zu
einer Verbesserung der Genauigkeit. Eine weitere Erho¨hung der Beispielmenge
auf bis zu 1500 fu¨hrt nur noch bei kfilm zu einer Reduzierung des mittleren Feh-
lers. Ansonsten a¨ndert sich der mittlere Fehler nur noch gering. Mit Ausnahme
von kfilm liefern zusa¨tzliche Trainingsdaten keinen weiteren Informationsgewinn
fu¨r das Training der SVM, ab 600 Trainingsbeispielen erreicht die SVM fu¨r diese
Parameter ihre mo¨gliche Genauigkeit.
Abbildung 6 zeigt die maximalen Fehler aus den 800 Testdaten. Diese liegen
generell um ein vielfaches ho¨her, als die mittleren Fehler. Im Trainingsraum gibt
es Regionen, welche von der SVM deutlich schlechter beherrscht werden. Bei der
Erho¨hung von 300 auf 600 Daten werden die maximalen Fehler noch deutlich
reduziert, ab 900 Trainingsdaten ist auch hier keine einheitliche Tendenz mehr
vorhanden.
Die mittleren Fehler liegen hier in vertretbaren Bereichen, da die Abweichun-
gen der resultierenden Proﬁle von der Vorlage gering sind. Abbildung 7 zeigt an
einem Beispiel die U¨bereinstimmung der Simulation mit den von der SVM be-
Abbildung 7. Vergleich der Vorgabe mit den aus den Parametern der SVM resultie-
renden Proﬁlen
stimmten (c1 SVM, c2 SVM) und den tatsa¨chlichen Parametern (c1, c2). Die
Abweichungen der Parameter haben nur einen geringen Einﬂuss auf das Kon-
zentrationsproﬁl, wodurch die Kurven fast deckungsgleich sind.
6 Zusammenfassung und Ausblick
Mit der hier vorgesellten Methode ko¨nnen aus wenigen Datenpunkten die stoﬀ-
abha¨ngigen Parameter fu¨r eine Langmuir-Isotherme bestimmt werden. Bei den
hier gewa¨hlten Trainingsgrenzen der Parameter einer Langmuir-Isotherme rei-
chen fu¨r eine gute Bestimmung 600 Trainingsbeispiele. Bei einigen Beispielen
ko¨nnen aber deutliche Fehler auftreten. Da die SVM nur fu¨r die stoﬀabha¨ngigen
Parameter trainiert wird, du¨rfen sich die sonstigen Anlagen- und Betriebspa-
rameter nicht a¨ndern. Die daraus resultierenden Vera¨nderungen ko¨nnen sonst
nicht richtig interpretiert werden. Eine Erweiterung der zu lernenden Parameter
bietet so ein gro¨ßeres Einsatzspektrum, wobei der Trainingsaufwand durch die
zusa¨tzliche Dimension ansteigen wird. Ebenfalls zu Fehlern kommt es, wenn die
gesuchten Parameter außerhalb der Trainingsgrenzen liegen. Der Einﬂuss der
Trainingsgrenzen auf die beno¨tigte Trainingsdatenmenge und die resultierenden
Fehler ist noch zu untersuchen.
Ein Schwachpunkt bezu¨glich der Anwendung auf gemessene Proﬁle ist die
Verwendung der Wendepunkte als Merkmal. Wenn die Messdaten stark rauschen
ist deren exakte Bestimmung sehr fehleranfa¨llig. Dies kann als Folge zu falschen
Ergebnissen fu¨hren.
Der Vorteil gegenu¨ber einem mathematischen Parameterscha¨tzer ist die Un-
abha¨ngigkeit von Startwerten. Eine Kombination aus SVM fu¨r die Generierung
von Startwerten und einem mathematischen Parameterscha¨tzer ko¨nnte somit
zu sehr guten Resultaten fu¨hren. Dies wird in folgenden Arbeiten untersucht
werden.
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8 Symbolverzeichnis
Symbol
ci Konzentration der Komponente i in der ﬂuiden Phase
cPi Konzentration der Komponente i im Partikel
Dax Dispersionskoeﬃzient
DPi Diﬀusionskoeﬃzient der Komponente i im Partikel
Hi Henrykoeﬃzient der Komponente i
kfilm,i Stoﬀu¨bergangskoeﬃzient der Komponente i
Li Langmuirkoeﬃzient der Komponente i
qi Gleichgewichtsbeladung der Komponente i auf der Partikeloberﬂa¨che
rP Partikelradius des Packungsmaterials
u Zwischenkorngeschwindikeit des Fluids
 Porosita¨t der Packung
P Porosita¨t der Partikel
e Grad der erlaubten Abweichung des vorhergesagten
vom echten Funktionswert
C obere Schranke fu¨r den maximalen Einﬂuss eines einzelnen Trainingsbeispiels
γ Breite der Gaußkurve eines gegebenen RBF-Kernels
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