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Abstract
In the first part of our paper we discuss linear 2nd order differential equations
in the complex domain, especially Heun class equations, that is, the Heun equation
and its confluent cases. The second part of our paper is devoted to Painlevé I-
VI equations. Our philosophy is to treat these families of equations in a unified
way. This philosophy works especially well for Heun class equations. We discuss
its classification into 5 supertypes, subdivided into 10 types (not counting trivial
cases). We also introduce in a unified way deformed Heun class equations, which
contain an additional nonlogarithmic singularity. We show that there is a direct
relationship between deformed Heun class equations and all Painlevé equations. In
particular, Painlevé equations can be also divided into 5 supertypes, and subdivided
into 10 types. This relationship is not so easy to describe in a completely unified
way, because the choice of the “time variable” may depend on the type. We describe
unified treatments for several possible “time variables”.
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1 Introduction
There are many types of differential equations and special functions. Typically, within a
given class there is one generic type and many confluent types. This is the case of the
Riemann (hypergeometric) class equations, Heun class equations as well as the Painlevé
equations. For instance, the generic type of Riemann class equations can always be
reduced to the Gauss hypergeometric equation, but there are also confluent types such
as Kummer’s confluent equation, the F1 equation, and the Hermite equation, see e.g.
[16, 17, 1, 2].
One can try to understand the process of confluence by considering equations depend-
ing holomorphically on parameters. Some properties of the whole class can be described
in a uniform way, without splitting the class into types. For instance, one can identify
various transformations (“symmetries”) that leave the class invariant.
In order to study the equations in more detail, one needs to split the class into types.
Within a given type one can simplify the equation by symmetries and convert it to a
normal form, thereby reducing the number of parameters. This has to be done case by
case.
In the case of hypergeometric class equations, this idea was successfully applied in the
book by Nikiforov-Uvarov [12]. It works especially well for hypergeometric polynomials,
that is Jacobi, Laguerre, Bessel and Hermite polynomials, which can be elegantly treated
in a unified way.
In this paper, we try to apply this idea to the derivation of Painlevé equations from
Heun class equations by the method of isomonodromic deformation. We will see that
each type of Heun class equation corresponds to a (properly understood) type of Painlevé
equation. The passage from Heun to Painlevé can be accomplished in a fairly uniform
way, although one has to consider several similar but distinct cases.
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We start our paper by Section 2 containing basic theory of singularities of ordinary
differential equations. We follow mostly the monograph by Slavyanov-Lay [17] and the
appendix to [16], written by Slavyanov. We introduce several kinds of the rank of a
singularity of a differential equation. Note that in the literature one can find several
proposals for this concept. Our definitions are close to Slavyanov’s, however there are
some minor differences. In particular, we distinguish between the usual rank and the
absolute rank (the infimum over the ranks of all possible transformed forms of a given
equation). The rank can be an integer or a half-integer. We also introduce the rounded
rank, which has always an integer value. Thus if the rank is m or m − 1
2
, where m is
an integer, then we say that its rounded rank is m. In particular, the rounded rank is
1 if the singularity is Fuchsian (regular). We believe that all these concepts clarify the
theory of ordinary differential equations. We also discuss formal power series solutions of
these equations (the so-called Thomé solutions). We introduce the concept of indices of a
singular point. This is of course well-known for Fuchsian singularities. For non-Fuchsian
singularities this concept is not so well known, although it is implicit in [17].
In Section 3 we discuss equations with rational coefficients. Such equations have a finite
number of singularities on the Riemann sphere. Following [17], the class of equations with
n singularities in C and a singularity at infinity, and their confluent cases are called Mn
class equations. We introduce a closely related grounded Mn class, for which one of indices
of all finite singularities are zero, hence the name “grounded”. (In [17] such equations are
called canonical. In our opinion, the word canonical is overused, hence not appropriate
for this meaning.)
The best known classes of equations with rational coefficients are the M2 class and
the grounded M2 class. We call M2 the Riemann class, since its generic representative
is the Riemann equation with one singularity at ∞. The grounded M2 class is especially
often encountered in the literature. It is the main subject of the textbook by Nikiforov-
Uvarov [12], where its elements are called “hypergeometric type equations”. Note that
the difference between the full and grounded Riemann class is minor—the only type
of equations contained in the full Riemann class but not represented in the grounded
Riemann class is the Airy equation.
One of the central objects of our paper is the M3 class, called also the Heun class.
The main type within the Heun class is the standard Heun type, that is the equation with
4 Fuchsian singularities in the Riemann sphere, one of which put at ∞, studied first by
Heun [7].
In the literature the name Heun class equations is employed in two meanings: the
meaning that we have just described is used in [16, 17]. It is also common to use it for
what we call the grounded Heun class, see e.g. [4]. The grounded Heun class (not counting
types of the Riemann class) is divided into 5 types: standard, confluent, biconfluent,
doubly confluent and triconfluent. The full Heun class, beside the above five types has
five more types, which we call degenerate confluent, degenerate biconfluent, degenerate
doubly confluent, doubly degenerate doubly confluent and degenerate triconfluent. ([17]
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uses the word “reduced” instead of “degenerate”).
Painlevé equations is a famous class of nonlinear differential equations with the so
called Painlevé property–the absence of moving essential and branch singularities in its
solutions. They were discovered in the beginning of 20th century [15, 6]. Traditionally,
Painlevé equations are divided into 6 types, called Painlevé I, II, III, IV, V and VI. As
noted by Ohyama-Okumura [13], it is actually natural to subdivide some of them into
smaller types, obtaining altogether ten types. Each of them corresponds to one of types
of the Heun class equations. We obtain the following correspondence between types of
the Heun class and Painlevé:
(1111) (standard) Heun Painlevé VI ;
(112) confluent Heun Painlevé nondegenerate V;
(113
2
) degenerate confluent Heun Painlevé degenerate V ;
(22) doubly confluent Heun Painlevé nondegenerate III’ ;
(3
2
2) degenerate doubly confluent Heun Painlevé degenerate III’ ;
(3
2
3
2
) doubly degenerate doubly confluent Heun Painlevé doubly degenerate III’;
(13) bi-confluent Heun Painlevé IV ;
(15
2
) degenerate bi-confluent Heun Painlevé 34 ;
(4) tri-confluent Heun Painlevé II;
(7
2
) degenerate tri-confluent Heun Painlevé I .
Above, the symbols such as (112) indicate the ranks of the singularities in the Heun
class equation. We use underline to indicate the rounded rank: thus
1 denotes either 1 or
1
2
, (a Fuchsian singularity);
2 denotes either 2 or
3
2
;
3 denotes either 3 or
5
2
;
4 denotes either 4 or
7
2
.
Following the literature, instead of Painlevé III we prefer to use an equivalent equation
Painlevé III’.
Note that the Painlevé deg-V is equivalent to Painlevé III’ and Painlevé 34 is equivalent
to Painlevé II by a relatively complicated change of variables.
As noted by Ohyama-Okumura, there exists also another, coarser classification of
Painlevé equations into five supertypes. It corresponds to a coarser classification of Heun
class equations into supertypes, where we use rounded ranks instead of the usual ranks.
We obtain the following table:
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(1111) (standard) Heun Painlevé VI ;
(112) confluent Heun Painlevé V;
(22) doubly confluent Heun Painlevé III’ ;
(13) bi-confluent Heun Painlevé IV-34 ;
(4) tri-confluent Heun Painlevé II-I;
The main topic of our paper is a description of how Painlevé equations can be derived
from Heun class equations. The first step of this derivation consists in choosing a type
of Heun class equations. This equation depends on several parameters. One of these
parameters is denoted t and called the time. We deform the equation by adding a non-
logarithmic singular point with indices 0, 2. The deformed equation depends on two
additional variables: λ is the position of the additional singularity and µ is related to
the derivative of its solution. The conditions for a constant monodromy lead to a set of
nonlinear differential equation for λ, µ in terms of t. These equations are Hamiltonian.
This approach to the derivation of the Painlevé VI equation from the Heun equation
can be traced back to a paper by Fuchs [5] from the to early 20th century (written by
the son of Fuchs from whose name the adjective “Fuchsian” comes). The approach was
generalized to other Painlevé equations by Okamoto [14] and refined by Ohyama-Okumura
[13].
The most difficult ingredient of the passage from Heun to Painlevé is the choice of the
time variable and of the so-called compatibility functions a, b, which control the isomon-
odromic deformations. The main result of our paper, contained in Theorem 4.1, describes
in a unified way these compatibility functions and the corresponding Hamiltonian. It
seems that it is impossible to implement Theorem 4.1 in a fully unified way, and one has
to consider several cases. We describe these cases in Theorem 4.2. They are very similar
to one another. The main difference is the choice of the time variable t. The time t can
be the position of one of the singularities, or a parameter in the first order coefficient, or
a parameter in the second order coefficient. The Hamiltonian H is closely related to the
symbol of the initial Heun equation. We describe 7 cases with slightly different formulas
for a, b and H , called Case A1, A2p, A2q, A3p, A3q, Bp, Bq. Altogether they cover all
types of Heun class equations and allow us to derive all types of Painlevé equations.
Note that these derivations are known and described by Ohyama-Okumura [13], see
also [17]. However, in these references they have to be checked case by case. Our approach
allows us to automatize these derivations and view them as implementations of a unified
algorithm. In fact, our paper can be to some extent viewed as an explanation of the
principles that underly the results of [13].
One should mention that in the literature one can find two basic approaches of deriving
Painlevé equations from linear equations. The approach followed in our paper starts from
a 2nd order equation for one unknown. There exists an alternative approach, which starts
with a system of 1st order linear equations for two (or more) unknowns. This alternative
approach was studied e.g. by Jimbo and Miwa [10, 11]. A recent exposition of this
approach can be found in [8]. Both approaches are useful. Clearly, they are also closely
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related. In this paper we consistently stick to the first one.
2 Second order linear differential equations in the com-
plex domain
2.1 Differential equation and operator
Let us recall basic concepts of ordinary 2nd order linear differential equations in the
complex domain with holomorphic coefficients. They have the form(
σ(z)∂2z + τ(z)∂z + η(z)
)
u(z) = 0, (2.1)
where σ, τ and η are holomorphic functions. We will often describe the equation (2.1) by
specifying the corresponding operator
σ(z)∂2z + τ(z)∂z + η(z). (2.2)
Clearly, by multiplying an equation from the left by an arbitrary nonzero holomor-
phic function we obtain an equivalent equation. However, we change the corresponding
operator. Speaking of operators instead of equations, which we will often do, has two
advantages. First it saves a little space, since we do not need to write the function u. Be-
sides, an operator contains more information than the corresponding equation, therefore
sometimes allows for making more precise statements.
Divide (2.1) and (2.2) by σ(z) and set p(z) := τ(z)
σ(z)
, q(z) := η(z)
σ(z)
. This leads to the
so-called principal form of the equation and the corresponding principal operator:(
∂2z + p(z)∂z + q(z)
)
u(z) = 0, (2.3)
A := ∂2z + p(z)∂z + q(z). (2.4)
The principal form is often used as the standard form. However, we will often prefer
different forms.
2.2 Singularities of functions
Let p be a function holomorphic on an open subset of the Riemann sphere C ∪ {∞}. Let
z0 ∈ C ∪ {∞} be its singularity, so that
p(z) =
∞∑
k=−∞
pz0,k(z − z0)k, |z − z0| < r, for some r > 0, if z0 ∈ C; (2.5)
p(z) =
∞∑
k=−∞
p∞,kz
k, |z| > R, for some R ≥ 0, if z0 = ∞. (2.6)
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We define the degree of the singularity of p at z0 by
deg(p, z0) := −min{k | pz0,k 6= 0}, z0 ∈ C; (2.7)
deg(p,∞) := max{k | p∞,k 6= 0}, z0 = ∞. (2.8)
(If p is a polynomial, then deg(p,∞) = deg(p) is its usual degree).
Note that if φ is a biholomorphic transformation of a neighborhood of z0 onto a
neighborhood of φ(z0), then
deg(p, z0) = deg
(
p ◦ φ−1, φ(z0)
)
. (2.9)
2.3 Singularities of equations
Consider now the equation (2.3) (in the principal form) with holomorphic coefficients
represented by the operator (2.4), which we denote by A. We say that z0 is a regular
point of A if
deg(p, z0) ≤ 0, deg(q, z0) ≤ 0, z0 ∈ C;
deg
(
p− 2
z
,∞
)
≤ −2, deg(q,∞) ≤ −4, z0 = ∞.
Otherwise we say that it is a singular point of A.
We say that the singular point z0 is regular or Fuchsian if
deg(p, z0) ≤ 1, deg(q, z0) ≤ 2, z0 ∈ C;
deg(p,∞) ≤ −1, deg(q,∞) ≤ −2, z0 =∞.
It is standard to introduce two indices of a Fuchsian singular point:
the roots of λ(λ− 1) + pz0,−1λ+ qz0,−2 are called indices of z0 ∈ C, (2.10)
the roots of λ(λ+ 1)− p∞,−1λ+ q∞,−2 are called indices of z0 = ∞. (2.11)
The rank of A at z0 is defined as follows. If z0 is a regular point, we set rk(A, z0) = 0.
The case of rank equal to 1
2
is somewhat special:
rk(A, z0) :=
1
2
if rk(A, z0) 6= 0, deg
(
p− 1
2(z − z0) , z0
)
≤ 0, deg(q, z0) ≤ 1, z0 ∈ C;
rk(A,∞) := 1
2
if rk(A,∞) 6= 0, deg
(
p− 3
2z
,∞
)
≤ −2, deg(q,∞) ≤ −3, z0 = ∞.
If rk(A, z0) 6= 0, 12 , then we set
rk(A, z0) :=max
{
deg(p, z0),
1
2
deg(q, z0), 1
}
, z0 ∈ C;
rk(A,∞) :=max
{
deg(p,∞) + 2, 1
2
deg(q,∞) + 2, 1
}
, z0 = ∞.
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The rank and indices of a singularity are invariants of biholomorphic transformations.
For instance, this is the case of homographies, that is w = az+b
cz+d
, or z = dw−b−cw+a , where
ad− bc = 1. We obtain
∂2z + p(z)∂z + q(z) (2.12)
=(−cw + a)4∂2w +
(
− 2c(−cw + a)3 + p( dw − b−cw + a)(−cw + a)2
)
∂w + q
( dw − b
−cw + a
)
.
In order to obtain the principal form we need to divide (2.12) by (−cw + a)4.
Note that the rank is always an integer or a half-integer. A singularity of rank m− 1
2
with m ∈ {1, 2, . . . } can be often treated as a degeneration of a singularity of rank m.
This motivates us to introduce the rounded rank, denoted ⌈rk⌉:
⌈rk⌉(A, z0) :=
{
rk(A, z0), if rk(A, z0) ∈ {0, 1, 2, . . . };
rk(A, z0) +
1
2
, if rk(A, z0) ∈ {12 , 32 , 52 , . . . }.
(2.13)
Equivalently,
⌈rk⌉(A, z0) :=
⌈
max
{
deg(p, z0),
1
2
deg(q, z0), 0
}⌉
, z0 ∈ C;
⌈rk⌉(A,∞) :=
⌈
max
{
deg(p,∞) + 2, 1
2
deg(q,∞) + 2, 0
}⌉
, z0 = ∞.
Here ⌈·⌉ is the ceiling function, that is
⌈x⌉ := inf{n ∈ Z | x ≤ n}.
The singularity z0 is Fuchsian if its rank is 12 or 1. Thus z0 is a Fuchsian singularity
iff its rounded rank is 1.
According to our definition, a Fuchsian singularity has rank 1
2
if its indices are 0, 1
2
.
The splitting of the Fuchsian case into two subcases, the rank 1
2
and 1, is quite useful,
even if its definition is not obvious. Nevertheless, in our paper we will not make much
use of this splitting and both will be usually treated as one case, denoted 1.
2.4 Sandwiching with functions
The family of equations (2.3) is preserved by several kinds of transformations of the form
e−r(z)
(
∂2z + p(z)∂z + q(z)
)
er(z) (2.14)
= ∂2z +
(
p(z) + 2r′(z)
)
∂z + q(z) + p(z)r
′(z) + r′(z)2 + r′′(z) (2.15)
=:∂2z + p˜(z)∂z + q˜(z) = A˜. (2.16)
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Sandwiching with powers. For r(z) = κ log(z)
(z − z0)−κ
(
∂2z + p(z)∂z + q(z)
)
(z − z0)κ (2.17)
=∂2z +
(
p(z) + 2κ(z − z0)−1
)
∂z
+ q(z) + p(z)κ(z − z0)−1 + (κ2 − κ)(z − z0)−2.
If z0 ∈ C ∪ {∞} is a singularity of (2.3) and rk(z0) > 1, then the transformation (2.17)
preserves its rank. If z0 is a Fuchsian singularity, then after the transformation it is also
Fuchsian.
If ρ1, ρ2 are the indices of (2.3) at z0 ∈ C, then ρ1 + κ, ρ2 + κ are the indices of (2.17)
at z0. The same is true for ∞, except that the indices of (2.17) at ∞ are ρ1 − κ, ρ2 − κ.
Sandwiching with exponentials. Let k = 2, 3, . . . . We have
exp
(κ(z − z0)−k+1
k − 1
) (
∂2z + p(z)∂z + q(z)
)
exp
(− κ(z − z0)−k+1
k − 1
)
(2.18)
=∂2z +
(
p(z) + 2κ(z − z0)−k
)
∂z
+ q(z) + p(z)κ(z − z0)−k + κ2(z − z0)−2k − κk(z − z0)−k−1.
Hence this transformation preserves rk(z0) if it is > k, and preserves or decreases rk(z0)
if it is = k. The transformation does not change the coefficients pz0,−1, qz0,−1, qz0,−2.
Therefore, it also does not change the indices of z0.
The same is true for ∞ under the transformation
exp
(− κzk+1
k + 1
) (
∂2z + p(z)∂z + q(z)
)
exp
(κzk+1
k + 1
)
(2.19)
=∂2z +
(
p(z) + 2κzk
)
∂z
+ q(z) + p(z)κzk + κ2z2k + κkzk−1.
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More generally, we have transformations of the form (2.16) where
r(z) =
−1∑
k=−m+1
wk
k
(z − z0)k + w0 log(z − z0), (2.20)
so that r′(z) =
0∑
k=−m+1
wk(z − z0)k−1 if z0 ∈ C; (2.21)
r(z) = −
m−1∑
k=1
wk
k
zk − w0 log(z), (2.22)
so that r′(z) = −
m−1∑
k=0
wkz
k−1 if z0 =∞. (2.23)
We define the absolute rank of A at z0 as
Rk(A, z0) := inf{rk(A˜, z0)},
where A˜ are all possible transforms of A of the form (2.16) with r as in (2.20) or (2.22).
2.5 Half-integer rank
In this subsection we discuss singular points with a half-integer rank. They are in a sense
exceptional and have special properties.
Suppose that the equation (2.3) has a singular point at z0 and rk(A, z0) = m + 12 ,
where m = 0, 1, . . . . It is easy to see that this implies
Rk(A, z0) = rk(A, z0). (2.24)
Without loss of generality we can assume that the singularity is at 0. This is equivalent
to
deg(p, 0) ≤ m, deg(q, 0) = 2m+ 1, m ≥ 1; (2.25)
deg
(
p− 1
2z
, 0
)
≤ 0, deg(q, 0) ≤ 1, m = 0. (2.26)
Let us make the substitution
z = y2, y =
√
z. (2.27)
Using ∂z = 12y∂y we transform (2.4) into
1
4y2
∂2y −
1
4y3
∂y +
p(y2)
2y
∂y + q(y
2). (2.28)
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Multiplying (2.28) by 4y2 we obtain an equation in the principal form
∂2y + 2y
(
p(y2)− 1
2y2
)
∂y + 4y
2q(y2), (2.29)
Now
deg
(
2y
(
p(y2)− 1
2y2
)
, 0
)
≤ 2m− 1, (2.30)
deg
(
4y2q(y2), 0
)
= 2(2m+ 1)− 2 = 4m, m ≥ 1; (2.31)
deg
(
4y2q(y2), 0
) ≤ 0, m = 0. (2.32)
Thus the rank of (2.29) at zero is 2m.
Thus we have shown that by a quadratic substitution we can reduce a singularity of
a half-integer rank to a singularity of integer rank. The resulting equation (2.29) is in
addition invariant with respect to the substitution y → −y and the rank of the singularity
is even.
Note that our definition of rank 1
2
has been chosen so that the above quadratic reduc-
tion works for all half-integer ranks.
2.6 Simplifying the equation
Suppose that the equation (2.3) has a singular point at z0. Obviously, we have 3 exclusive
possibilities:
(0) Rk(A, z0) ≤ 1;
(1) Rk(A, z0) is an integer and ≥ 2;
(2) Rk(A, z0) is a half-integer and ≥ 32 .
We would like to simplify the equation around this singularity by sandwiching with er,
where r given by (2.20) or (2.22). The transformed operator will be, as usual, denoted A˜.
We will see that the simplification will be quite different depending on Case (1) and (2).
(Case (0) is simple enough, therefore we do not discuss it in the following proposition).
Proposition 2.1 (1) If Rk(A, z0) is an integer and ≥ 2, then there exist exactly two
transformations such that
Rk(A, z0) = rk(A˜, z0) = deg(p˜, 0) ≥ deg(q˜, 0). (2.33)
(2) If Rk(A, z0) is a half-integer and ≥ 32 , then there exists a unique transformation
such that
deg(p˜, z0) ≤ 0 and Rk(A, z0) = rk(A˜, z0) = 1
2
deg(q˜, z0). (2.34)
12
Proof. Without loss of generality we can assume that the singularity is at 0. We will
use the identity
q˜(z) =
∞∑
n=−2m
zn
(
min(−1,n+m)∑
k=−m
wk+1wn−k+1
+ (n+ 1)wn+2 +
min(−1,n+m)∑
k=−m
wk+1pn−k + qn
)
. (2.35)
We will apply one of the following three transformations, denoted I, II and III.
Transformation I. Suppose that the rank of the initial equation is m− 1
2
, m = 2, 3, . . . .
Then deg(q, 0) = 2m− 1 and
p(z) =
∞∑
j=−m+1
pjz
j .
We choose r(z) such that
r′(z) =
1
2
−1∑
j=−m+1
pjz
j .
Then deg(p˜, 0) ≤ 0 and deg(q˜, 0) = deg(q, 0). The transformed equation satisfies (2.34).
For transformations II and III we suppose that the rank of the initial equation is
m = 2, 3, . . . .
Transformation II. Assume that
p2−m 6= 4q−2m. (2.36)
Let w−m+1 be one of two solutions of
0 = w2−m+1 + w−m+1p−m + q−2m. (2.37)
Then q˜−2m = 0. Equating q˜−m+j = 0 for j = −m + 1, . . . ,−1 we obtain from (2.35) the
recurrence relations
0 =wj+1(2w−m+1 + p−m) +
j−1∑
k=−m+1
wk+1w−m+j−k+1
+ (−m+ j + 1)w−m+j+2 +
j−1∑
k=−m
wk+1p−m+j−k + q−m+j . (2.38)
Using
2w−m+1 + p−m =
√
p2−m − 4q−2m 6= 0. (2.39)
we can solve the recurrence relations. The transformed equation satisfies (2.33).
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Transformation III. If
p2−m = 4q−2m, (2.40)
then we sandwich with er where r(z) = p−mz
−m+1
2(−m+1) . The transformed operator A˜ has
deg(p˜, 0) ≤ m−1 and deg(q˜, 0) ≤ 2m−1. Thus after the transformation rk(0, A˜) ≤ m− 1
2
.
If the resulting rank is half-integer, then we apply I and stop. If the resulting rank is an
integer, we apply II and stop, or III and we iterate.
We have thus two possibilities:
Case (1) First a finite number of III, and then II. At the end we obtain equation satisfying
(2.33). Steps III are uniquely determined and II has two possibilities.
Case (2) First a finite number of III, and then I obtaining (2.34). All steps are uniquely
determined. ✷
We will say that the operator A has a grounded form at z0 if deg(p, z0) ≥ deg(q, z0).
If z0 is Fuchsian, then this is equivalent to one of the indices being 0.
It follows from Proposition 2.1 that if Rk(A, z0) is an integer or 12 , then the equation
can be brought to a grounded form at z0.
2.7 Solutions in terms of formal power series
We consider the equation (2.3) and try to solve it in terms of a nontrivial, not necessarily
convergent power series
∞∑
k=0
vkz
k. (2.41)
As we will see, this is not always possible.
Proposition 2.2 Set m := deg(p, 0) and l := deg(q, 0).
(1) If m ≤ 0 and l ≤ 0, then for any v0, v1 there exists a power series solution.
(2) If m ≤ 1 and l ≤ 2 , then there are no power series solutions unless for some
n = 1, 2, . . . we have
n(n− 1) + np−1 + q−2 = 0. (2.42)
(3) If m ≥ 2 and l ≤ m, then for any v0 there is a unique power series solution.
(4) If m ≥ 2 and l = m + 1, then there is no power series solution unless for some
n = 1, 2, . . .
p−mn+ q−m−1 = 0.
(5) If m ≥ 1 and l ≥ m+ 2, then there are no power series solutions.
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Proof. By equating the terms at zn to zero in(
∂2z +
∞∑
j=−m
pjz
j∂z +
∞∑
j=−l
qjz
j
) ∞∑
k=0
vkz
k = 0 (2.43)
we obtain the following equations:
(n+ 2)(n+ 1)vn+2 +
n+1+m∑
k=1
pn+1−kkvk +
n+l∑
k=0
qn−kvk = 0, n ∈ Z. (2.44)
Let us prove (5). For j := n+ l = 0, . . . , l −m− 1 we obtain the equations
0 =q−lv0,
. . .
0 =q−lvj + · · ·+ q−l+jv0,
. . .
0 =q−lvl−m−1 + · · ·+ q−m−1v0.
Thus 0 = v0 = · · · = vl−m−1.
If j ≥ l−m, there are additional terms coming from the 1st order derivative. vk with
the highest k contained in such a term has k = m− l + j + 1. But because of l ≥ m+ 2
we have k ≤ j − 1. Thus vk = 0 by one of previous recursion steps.
If j ≥ l, there is an additional term coming from the 2nd order derivative, involving
vk with k = −l+ j+2. But l ≥ 3 implies k ≤ j−1. Again, this vk = 0 by one of previous
recursion steps.
Let us prove (4). We have recursion relations
0 = q−lv0, (2.45)
0 = (p−l+1 + q−l)v1 + q−l+1v0, (2.46)
· · · (2.47)
0 = (jp−l+1 + q−l)vj + · · · , (2.48)
where dots denote terms depending on vj−1, . . . , v0. If (2.42) has no solutions, then we
can solve the recurrence obtaining 0 = v0 = v1 = . . . .
Let us prove (3). We have the recursion relations
0 = p−mv1 + q−lv0, (2.49)
0 = p−m2v2 + p−m+1v1 + q−mv1 + q−m+1v0, (2.50)
· · · (2.51)
0 = jp−mvj + · · · , (2.52)
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where · · · involve v0, . . . , vj−1. If m = 2, there is an additional term 2v0 in (2.50). Note
that p−m 6= 0. Hence, for any v0 we can solve the recurrence obtaining v1, v2, . . . .
(2) follows immediately from the well-known theory of solutions around a Fuchsian
singular point.
(1) is the well-known fact about the Cauchy problem in the regular case. ✷
2.8 Thomé solutions
By the so-called Frobenius method, if z0 is a Fuchsian singularity and ρ1, ρ2 are its indices
such that ρ1−ρ2 6∈ Z, then solutions of the equation (2.3) are spanned by two convergent
power series with i = 1, 2:
∞∑
j=0
vi,j(z − z0)j+ρi, z0 ∈ C, (2.53)
0∑
j=−∞
vi,jz
j−ρi , z0 =∞, (2.54)
with vi,0 6= 0. If ρ1−ρ2 ∈ Z this is not always true. One can then assume that ρ1−ρ2 ≥ 0.
There exists one solution as above with i = 1 and the second has the form
∞∑
j=0
v2,j(z − z0)ρ2+j + log z
∞∑
j=0
v1,j(z − z0)ρ1+j , z0 ∈ C, (2.55)
0∑
j=−∞
v2,jz
−ρ2+j + log z
0∑
j=−∞
v1,jz
−ρ1+j, z0 =∞, (2.56)
If the singular point is not Fuchsian, then we can also look for solutions in a similar
form, however the resulting power series are usually no longer convergent. One obtains
the so-called Thomé solutions. Note that in some way the situation is simpler, because
we do not have the logarithmic case. On the other hand, half-integer ranks need to be
treated separately and lead to power series in
√
z
Proposition 2.3 Let z0 be a singular point of A with rk(A, z0) = n. Then there exist
two formal solutions of A, indexed by i = 1, 2.
1. If Rk(A, z0) is an integer ≥ 2, they have the form
exp
( −1∑
k=−n+1
(z − z0)k
k
wi,k
) ∞∑
j=0
vi,j(z − z0)wi,0+j, z0 ∈ C, (2.57)
exp
(
−
n−1∑
k=1
zk
k
wi,k
)
0∑
j=−∞
vi,jz
−wi,0+j , z0 = ∞. (2.58)
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2. Let Rk(A, z0) be a half integer ≥ 32 . The two formal solutions have the form
exp
( − 1
2∑′
k=−n+1
(z − z0)k
k
wi,k
) ∞∑′
j=0
vi,j(z − z0)wi,0+j , z0 ∈ C, (2.59)
exp
(
−
n−1∑′
k= 1
2
zk
k
wi,k
)
0∑′
j=−∞
vi,jz
−wi,0+j, z0 = ∞. (2.60)
Here
∑′ denotes the sum where the index k within its range runs over both integers
and half-integers. We have
w0,k = (−1)2kw1,k, v0,k = (−1)2kv1,k. (2.61)
Proof. For simplicity, assume that z0 = 0.
Suppose that Rk(A, 0) is an integer ≥ 2. By Proposition 2.1 Case (1) we can transform
the equation to a grounded form in two distinct ways. By Proposition 2.2, the grounded
form has a solution in terms of the power series.
If Rk(A, 0) = m + 1
2
is a half-integer ≥ 3
2
, first we reduce the equation to the form
with a half-integer rank, see Proposition 2.1 Case (2). Then we apply the quadratic
transformation, as described in Subsection 2.5. We obtain an even equation in
√
z of the
rank 2m, with p˜−2m = 0 and q˜−4m 6= 0. We already know that it has a solution of the
form described in 1:
exp
( −1∑
k=−2m+1
(
√
z)k
k
w˜i,k
) ∞∑
j=0
v˜j(
√
z)w˜i,0+j, (2.62)
Using 2m ≥ 2 and (2.37) we obtain
w˜−2m+1 =
√
−q˜−4m 6= 0. (2.63)
Clearly, (2.62) with
√
z replaced by −√z is also a solution. By (2.63) both solutions
are not proportional to one another. This proves (2.61). ✷
Note that Proposition 2.3 is also true in the Fuchsian case, except that for Rk(A, z0) =
1, one has to make an obvious modification in the logarithmic case, and for Rk(A, z0) = 12
(2.61) does not have to be true.
In the Fuchsian case wi,0, i = 1, 2, coincide with the indices of z0. In what follows,
the numbers wi,0, i = 1, 2, will be called indices of z0 in the general case as well. We also
introduce the alternative notation
ρz0,i := wi,0, i = 1, 2. (2.64)
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Proposition 2.4 Let z0 be a singularity of A.
(1) We have
ρz0,1 + ρz0,2 = −pz0,−1 + Rk(A, z0), z0 ∈ C, (2.65)
ρ∞,1 + ρ∞,2 = p∞,−1 − 2 + Rk(A,∞), z0 = ∞. (2.66)
(2) If Rk(A, z0) ∈ {32 , 52 , . . . }, then
ρz0,1 = ρz0,2 =
1
2
(− pz0,−1 + Rk(A, z0)), z0 ∈ C, (2.67)
ρ∞,1 = ρ∞,2 =
1
2
(
p∞,−1 − 2 + Rk(A,∞)
)
, z0 =∞. (2.68)
(3) If z0 ∈ C is grounded, then
{ρz0,1, ρz0,2} =
{
0,−pz0,−1 + Rk(A, z0)
}
. (2.69)
Proof. (1) Without loss of generality we can assume that z0 = 0. When we apply
sandwiching with er where r(z) has the form (2.20), then p−1 and ρi are transformed into
p−1 − 2w0 and ρi + w0. This does not affect the identity (2.65).
Assume first that Rk(A, 0) is an integer. Then by a sandwiching transformation we
can reduce the equation to a grounded form at 0. The first m recurrence relations of
(2.35) read then
0 =
n+m∑
k=−m
wk+1(wn−k+1 + pn−k), n = −2m, . . . ,−m− 2; (2.70)
0 =
−1∑
k=−m
wk+1(w−m−k + p−m−1−k)−mw−m+1. (2.71)
Apart from the solution wk+1 = 0, k = −m, . . . ,−1, this is solved by
wk+1 := −pk, k = −m, . . . ,−2; (2.72)
w0 := −p−1 +m. (2.73)
Thus {ρ1, ρ2} = {0,−p−1 +m}. Hence (2.65) is satisfied.
Assume next that Rk(A, 0) is a half integer equal m+ 1
2
. After an appropriate sand-
wiching transformation we can assume that Rk(A, 0) = rk(A, 0). Then we can apply the
quadratic transformation (2.27) obtaining an equation
A˜ = ∂2y + p˜(y)∂y + q˜(y).
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Let ρ˜i, i = 1, 2 be the indices of A˜ at zero. Now rk(A˜, 0) = 2m, which is an integer. Hence
we can apply the formula (2.65)
ρ˜1 + ρ˜2 = −p˜−1 + 2m. (2.74)
But the indices of A at 0 are ρi =
ρ˜i
2
, i = 1, 2 and p˜−1 = 2p−1 − 1. Hence
ρ1 + ρ2 =
1
2
(ρ˜1 + ρ˜2) =
1
2
(−2p−1 + 1 + 2m) = −p−1 +m+ 1
2
. (2.75)
This ends the proof (2.65).
To prove (2.66) we apply the transformation w = 1
z
. We note that Rk(A,∞) is
transformed to Rk(A, 0) and ρ∞,i are transformed to ρ0,i, i = 1, 2. Besides, p∞,−1 is
transformed to −p0,−1 + 2.
(1) and (2.61) imply (2).
(1) and (3) of Proposition 2.2 imply (3). ✷
2.9 Nonlogarithmic singularities
Let z0 be a singular point of the equation (2.3). We say that z0 is nonlogarithmic or
apparent iff all solutions of the equation are meromorphic around this singularity. If z0 is
a nonlogarithmic Fuchsian singular point, then both its indices are integers.
The following proposition shows how to deform a given equation so that one obtains an
additional nonlogarithmic singularity with indices 0, 2. This deformation depends on two
parameters λ, µ: the additional singularity is located at λ, and solutions of the deformed
equation satisfy µv(λ) = v′(λ). It will play the central role in the derivation of Painlevé
equations from Heun class equations in Section 4.
Proposition 2.5 Let σ, τ , η be analytic at λ and σ(λ) 6= 0. Let µ ∈ C. Then all solution
of the following equation are analytic at λ.
(
σ(z)∂2z +
(
τ(z)− σ(z)
z − λ
)
∂z
+ η(z)− η(λ)− µ2σ(λ)− µ(τ(λ)− σ′(λ))+ µσ(λ)
z − λ
)
v(z) = 0. (2.76)
Thus the equation (2.76) has a nonlogarithmic singularity at z = λ. The singularity is
Fuchsian with indices 0, 2.
Proof. We look for a solution analytic around λ:
v(z) =
∞∑
n=0
vn(z − λ)n.
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We obtain(− σ(λ)v1 + µσ(λ)v0)(z − λ)0
+
(
σ(λ)2v2 +
(
τ(λ)− σ′(λ))v1 − σ(λ)2v2 − (µτ(λ)− µσ′(λ) + µ2σ(λ))v0 + µσ(λ)v1)(z − λ)1
+
∞∑
n=3
(
σ(λ)n(n− 2)vn + · · ·
)
(z − λ)n−1 = 0
We have σ(λ) 6= 0. Hence the first line implies v1 = µv0. Then the second line is
identically zero, and v2 is left unspecified. The next terms yield recurrence relations for
vn, n = 3, . . . . ✷
3 Equations with rational coefficients
3.1 The Mn class and the grounded Mn class
Consider an equation given by the operator
A :=∂2z + p(z)∂z + q(z), (3.1)
where p(z), q(z) are rational functions.
If z1, . . . , zk ∈ C ∪ {∞} are its singularities and their ranks are m1, . . . , mk, then we
will say that the equation (3.1) is of type (m1m2 . . .mk)
Often we will need a more precise description of (3.1), which gives information what
is the rank of the singularity at ∞. We will then put it at the end of the sequence,
so that zk = ∞, and precede it with a semicolon. We will write that (3.1) is of type
(m1m2 . . .mk−1;m∞).
By writing mi instead of mi we will mean the rounded rank. We will use it especially
often for 1. Thus 1 means a Fuchsian singularity (1 or 1
2
).
Every equation having no more than n+ 1 singular points in the Riemann sphere, all
of them Fuchsian and at most n finite, is given by an operator of the form
∂2z +
n∑
j=1
aj
z − zj ∂z +
n∑
j=1
bj
z − zj +
n∑
j=1
cj
(z − zj)2 with
n∑
j=1
bj = 0, (3.2)
where z1, . . . , zn are distinct points in C. The family of equations (3.2) will be called the
Mn type. The corresponding symbol is ( 1 . . . 1
n−1 times
; 1).
Each finite singularity has at least one index equal 0 if and only if c1 = · · · = cn−1 = 0.
Thus such equations are given by operators
∂2z +
n∑
j=1
aj
z − zj ∂z +
n∑
j=1
bj
z − zj with
n∑
j=1
bj = 0. (3.3)
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The family of equations given by (3.3) will be called the grounded Mn type.
Proposition 3.1 By sandwiching with powers, as in (2.17), we can always transform an
Mn type equation into a grounded Mn type equation.
We say that a differential equation belongs to the Mn class if it is given by
∂2z +
τ(z)
σ(z)
∂z +
ξ(z)
σ(z)2
, (3.4)
where σ, τ, ξ are polynomials satisfying
σ 6= 0, deg σ ≤ n, deg τ ≤ n− 1, deg ξ ≤ 2n− 2. (3.5)
We will often use the shorthand
η(z) :=
ξ(z)
σ(z)
, (3.6)
where η does not have to be a polynomial.
We say that a differential equation belongs to the grounded Mn class if it is given by
∂2z +
τ(z)
σ(z)
∂z +
η(z)
σ(z)
, (3.7)
where σ, τ, η are polynomials satisfying
σ 6= 0, deg σ ≤ n, deg τ ≤ n− 1, deg η ≤ n− 2. (3.8)
The name “the Mn class” is borrowed from Lay-Slavyanov [17].
Proposition 3.2 1. The Mn type is contained in the Mn class. An equation of the
Mn class is of the Mn type iff σ possesses n distinct roots.
2. The grounded Mn type is contained in the grounded Mn class. An equation of the
grounded Mn class is of the grounded Mn type iff σ possesses n distinct roots.
Proof. Let us prove (1). Consider (3.2). Set
σ(z) := (z − z1) · · · (z − zn).
Then clearly σ is a nonzero polynomial with n distinct roots. We easily see that (3.2) can
be rewritten as (3.4) with (3.5) satisfied.
Conversely, consider (3.4) such that σ has n distinct roots, namely, z1, . . . , zn. Then
we can decompose τ(z)
σ(z)
and ξ(z)
σ(z)2
into simple fractions, obtaining (3.2).
The proof of (2) is analogous. ✷
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Proposition 3.3 Let (z1, . . . , zk) be the singularities of an equation A of the Mn class.
Then
⌈rk⌉(A, z1) + · · ·+ ⌈rk⌉(A, zk) ≤ n + 1. (3.9)
Proof. Without loss of generality we can assume that z1, . . . , zk−1 ∈ C and zk = ∞.
Let
σ(z) = (z − z1)m1 · · · (z − zk−1)mk−1
with distinct zi’s. Then z1, . . . , zk−1 are the finite singular points. Clearly, ⌈rk⌉(A, zi) ≤
mi. Therefore,
⌈rk⌉(A, z1) + · · ·+ ⌈rk⌉(A, zk−1) ≤ deg σ. (3.10)
Now
⌈rk⌉(A,∞) =
⌈
max
(
deg τ − deg σ + 2, 1
2
(deg ξ − 2 deg σ) + 2
)⌉
≤
⌈
max
(
n− 1− deg σ + 2, 1
2
(2n− 2− 2 deg σ) + 2
)⌉
= n+ 1− deg σ. (3.11)
Then we sum (3.10) and (3.11). ✷
We will often represent Mn class equations by operators obtained by multiplying (3.4)
or (3.7) from the right by σ(z):
σ(z)∂2z + τ(z)∂z + η(z). (3.12)
Obviously, Mn class equations and operators are defined by coefficients of the polyno-
mials σ, τ, ξ. Therefore, they form a complex manifold parameterized by(
C
n\{0})× C3n−3. (3.13)
The condition saying that σ has n distinct roots defines an open dense subset in (3.13).
Thus the Mn type is an open dense subset of the Mn class. Hence the Mn class consists
of the Mn type and its limiting points in the topology of (3.13). These limiting points are
traditionally called confluent cases.
Similarly, groundedMn class equations and operators are defined by σ, τ, η. Therefore,
they form a complex manifold parameterized by(
C
n\{0})× C2n−3. (3.14)
Clearly, the grounded Mn type is an open dense subset of the grounded Mn class. One
can say that the grounded Mn class consists of the grounded Mn type and its confluent
cases.
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3.2 Generalized Fuchs relation
Recall that for any singular point z0 of an equation A we defined its two indices ρz0,1 and
ρz0,2. For Fuchsian singularities they were defined in (2.10), (2.11) and for non-Fuchsian
singularities in (2.64). If all singularities are regular then the well-known Fuchs relation
says that the sum of all indices equals the number of singularities minus 2. In the following
proposition we describe its generalization which is valid if some of the singularities are
non-Fuchsian.
Proposition 3.4 Let z1, . . . , zk be the singular points of an equation A. Then
k∑
j=1
(ρzj ,1 + ρzj ,2) =
k∑
j=1
Rk(A, zj)− 2. (3.15)
Proof. Without loss of generality we can assume that zk = ∞. We have
ρzi,1 + ρzi,2 = −pzj ,−1 + Rk(A, zj), j = 1, . . . , k − 1; (3.16)
ρ∞,1 + ρ∞,2 = p∞,−1 − 2 + Rk(A,∞); (3.17)
p∞,−1 =
k−1∑
j=1
pzj ,−1, (3.18)
where (3.16) and (3.17) follows from Proposition 2.4. Summing up the above three rela-
tions we obtain (3.15). ✷
3.3 Riemann class equations
The simplest nontrivial Mn class is the M2 class. We call it the Riemann class since it
consists of the Riemann equation with one singularity at ∞ and its confluent cases. Thus
Riemann class operators have the form (3.4), where
σ 6= 0, deg σ ≤ 2, deg τ ≤ 1, deg ξ ≤ 2. (3.19)
The grounded Riemann class operators has the form (3.7), where
σ 6= 0, deg σ ≤ 2, deg τ ≤ 1, η is a number. (3.20)
Note that grounded Riemann class equations appear in the literature very often. They
are often called hypergeometric type equations, see [12, 1, 3].
It is well known that by a division by a constant, transformations z 7→ az + b, sand-
wiching with powers and exponentials all Riemann class operators can be transformed
into one of the following types:
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the 2F1 operator (11; 1) z(1− z)∂2z +
(
c− (a + b+ 1)z)∂z − ab;
the 2F0 operator (2; 1) z2∂2z +
(− 1 + (a+ b+ 1)z)∂z + ab;
the 1F1 operator (1; 2) z∂2z + (c− z)∂z − a;
the 0F1 operator (1; 32) z∂
2
z + c∂z − 1;
the Hermite operator (; 3) ∂2z − 2z∂z − 2a;
the Airy operator (; 5
2
) ∂2z + z;
the Euler II operator (1; 1) z2∂2z + cz∂z ;
the Euler I operator (1; 1) z∂2z + c∂z;
the 1d Helmholtz operator (; 2) ∂2z + 1;
the 1d Laplace operator (; 1) ∂2z .
Let us make some remarks.
1. The Euler II and Euler I operators yield the same equations.
2. The last four equations from the table can be solved in elementary functions.
3. In this table, only the Airy equation cannot be brought to the grounded form.
4. When we take into account the transformation z 7→ z−1, then the types (2; 1) and
(1; 2) are equivalent.
5. There are more relations between various types when we consider more complicated
transformations.
3.4 Heun class equations
M3 type equations were studied by Heun in [7]. Therefore, it is natural to call theM3 type
the Heun type. Consequently, the M3 class will be called the Heun class. The grounded
M3 class will be called the grounded Heun class.
Our terminology is consistent with [16, 17]. However, in some publications the name
Heun class is used to denote what we call the grounded Heun class, see e.g. [4].
We will represent Heun class equations by Heun class operators. More precisely, we
will say that
σ(z)∂2z + τ(z)∂z + η(z). (3.21)
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is a Heun class operator if η(z) = ξ(z)
σ(z)
and σ, τ, ξ are polynomials such that
σ 6= 0, deg σ ≤ 3, deg τ ≤ 2, deg ξ ≤ 4. (3.22)
(3.21) is a grounded Heun class operator if σ, τ, η are polynomials such that
σ 6= 0, deg σ ≤ 3, deg τ ≤ 2, deg η ≤ 1. (3.23)
If in addition σ has 3 distinct roots, then (3.21) is a (grounded) Heun type operator.
Clearly, the Heun class and the grounded Heun class are preserved by transformations
z 7→ az + b.
The Heun class is also preserved by sandwiching with powers and exponentials, see
(2.17), (2.18) and (2.19).
Heun class operators are invariant wrt swapping a finite singularity with the infinity.
More precisely, Heun class operators of the form (3.21) after the transformations
w = (z − z0)−1, where z0 is one of finite singular points (3.24)
remain in the Heun class. Indeed, without loss of generality, we can suppose that z0 = 0 is
a singular point, so that σ(z) = zρ(z), where ρ is a polynomial with deg ρ ≤ 2. Substitute
w = z−1, which transforms (3.21) into
w3ρ(w−1)∂2w + w
2
(
2ρ(w−1)− τ(w−1))∂w + η(w−1). (3.25)
It is easy to see that
σ˜(w) := w3ρ(w−1), (3.26a)
τ˜(w) := w2
(
2ρ(w−1)− τ(w−1)), (3.26b)
η˜(w) := η(w−1) (3.26c)
still satisfy the condition (3.22).
Note that we do not need to put any prefactor in (3.25). Remarkably, the analogous
property does not hold for the Mn classes with n 6= 3: for them after swapping a finite
singularity with ∞ an additional prefactor is needed.
Swapping a finite singularity with ∞ is possible also if we want to stay within the
grounded Heun class, except that the transformation w = (z− z0)−1 needs to be followed
by sandwiching with a power, that is a transformation (2.17). Indeed, assume (3.12) is a
grounded Heun class operator and z0 = 0 is a singularity. Let α satisfy the generalized
indicial equation at z = ∞:
ρ′′
2
α(α+ 1)− τ
′′
2
α+ η′ = 0. (3.27)
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Then
w−α
(
σ˜(w)∂2w + τ˜(w)∂w + η˜(w)
)
wα
= σ˜(w)∂2w + τ˜1(w)∂w + η˜1(w) (3.28)
where
τ˜1(w) := 2(α+ 1)w
2ρ(w−1)− w2τ(w−1), (3.29)
η˜1(w) := wα
(
(α + 1)ρ(0)− τ(0))+ α((α + 1)ρ′(0)− τ ′(0))+ η(0). (3.30)
Clearly, (3.28) is a grounded Heun class operator.
3.5 Deformed Heun class equations
Consider σ, τ , η satisfying the conditions (3.22), so that
σ(z)∂2z + τ(z)∂z + η(z). (3.31)
is a Heun class operator. Let λ, µ ∈ C. The corresponding deformed Heun class operator
is defined as
σ(z)∂2z +
(
τ(z) − σ(z)
z − λ
)
∂z
+ η(z)− η(λ)− σ(λ)µ2 − (τ(λ)− σ′(λ))µ+ σ(λ)µ
z − λ . (3.32)
By Proposition 2.5, the equation defined by (3.32) has a nonlogarithmic singularity at
z = λ with indices 0, 2. All the remaining finite singularities have the same type (the
rank, the indices), as for the original Heun class operator (3.31).
Thus to every Heun class operator (3.31) there corresponds a family of deformed Heun
class operators (3.32) depending on two new parameters: λ and µ. Note that one of the
parameters of η of the original operator (2.76) is lost—(3.32) does not depend on the free
(zeroth order) term of η.
The family of deformed Heun class operators is preserved by the same transformations
as the family of Heun class operators. Clearly, it is preserved by z 7→ az + b, division by
a constant and sandwiching with powers and exponentials, as described in (2.17), (2.18)
and (2.19).
It is also invariant wrt swapping the singularity at ∞ with finite singularities. Indeed,
without restricting the generality, we can suppose that z = 0 is a finite singular point, so
that σ(z) = zρ(z). Then we substitute w = z−1, which transforms (3.32) into
σ˜(w)∂2w +
(
τ˜ (w)− σ˜(w)
w − λ−1
)
∂w
+ η˜(w)− η˜(λ−1)− σ˜(λ−1)µ2 − (τ˜ (λ−1)− σ˜′(λ−1))µ+ σ˜(λ−1)µ
w − λ−1 , (3.33)
26
where
σ˜(w) := w3ρ(w−1), (3.34a)
τ˜(w) := w2
(
3ρ(w−1)− τ(w−1)), (3.34b)
η˜(w) := η(w−1), (3.34c)
µ˜ := −λ2µ. (3.34d)
Note a subtle difference between (3.26b) and (3.34b).
3.6 Classification of Heun class equations
In this subsection we discuss two classifications of Heun class equations and operators.
The first is based on the rank of singularities. We classify half-integer and integer
ranks separately, except for the rank 1, where we use, as usual, the rounded rank. Not
counting the types reducible to the Riemann class, which are treated as “trivial”, it divides
the Heun class into ten types.
There exists also a coarser classification, which uses rounded singularity ranks. It
groups the ten nontrivial types of the Heun class into five supertypes.
In the following list we give both classifications of the Heun class:
• (standard) Heun or (1111).
• confluent Heun or (112).
– non-degenerate confluent Heun or (112).
– degenerate confluent Heun or (113
2
).
• doubly confluent Heun or (22).
– non-degenerate doubly confluent Heun or (22).
– degenerate doubly confluent Heun or (3
2
2).
– doubly degenerate doubly confluent Heun or (3
2
3
2
).
• biconfluent Heun or (13).
– non-degenerate biconfluent Heun or (13).
– degenerate biconfluent Heun (15
2
).
• triconfluent Heun (4).
– non-degenerate triconfluent Heun (4).
– degenerate triconfluent Heun (7
2
).
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In the above list we use names similar to those proposed by [17].
Some of the types in this list have two distinct forms, which are equivalent by swapping
a finite singularity with infinity. The form where the higher rank singularity is put at ∞
is sometimes called the natural form. For instance, (112) has the natural form (11; 2) and
the alternative form (21; 1).
In the following theorem we describe normal forms of various types of Heun class
operators. Note that there is some arbitrariness in the choice of a normal form.
In the following theorem we allow the following transformations: z 7→ az + b, division
by a constant, sandwiching with powers and exponentials.
Theorem 3.5 Each Heun class operator can be transformed into a Riemann class op-
erator or one of the following normal forms:
type σ(z) τ(z) η(z)
(111; 1) z(z − 1)(z − t), a2z2 + a1z + a0, b1z + b0, t 6= 0, 1;
(11; 2) z(z − 1) a2z2 + a1z + a0, b1z + b0, a2 6= 0;
(21; 1) z2(z − 1) a2z2 + a1z + a0, b1z + b0, a0 6= 0;
(11; 3
2
) z(z − 1) a1z + a0, b1z + b0, b1 6= 0;
(3
2
1; 1) z2(z − 1) a2z2 + a1z, b0 + b−1z−1, b−1 6= 0;
(2; 2) z2 a2z
2 + a1z + a0, b1z + b0, a2 6= 0, a0 = c;
(3
2
; 2) z2 a2z
2 + a1z, b0 + b−1z−1; b−1 6= 0, a2 = c;
(2; 3
2
) z2 a1z + a0, b1z + b0; b1 6= 0, a0 = c;
(3
2
; 3
2
) z2 0, b1z + b0 + b−1z−1, b−1 6= 0, b1 = c;
(1; 3
2
) z2, a1z, b1z, b1 = c;
(3
2
; 1) z2 a1z, b−1z−1, b−1 = c;
(1; 3) z a2z
2 + a1z + a0, b1z + b0, a2 = c;
(3; 1) z3 a2z
2 + a1z + a0, b1z + b0, a0 = c;
(1; 5
2
) z a0, b2z
2 + b1z + b0, b2 = c;
(5
2
; 1) z3 a2z
2, b0 + b−1z−1 + b−2z−2, b−2 = c;
(; 4) 1 a2z
2 + a0, b1z + b0, a2 = c;
(; 7
2
) 1 0 b3z
3 + b1z + b0, b3 = c.
In the following table c denotes an arbitrary nonzero constant.
Proof. If σ has 3 distinct roots, it can be transformed to z(z− 1)(z− t), t 6= 0, 1. By
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sandwiching with powers at each finite singularity we can make one of indices 0. Then η
becomes a polynomial and deg η ≤ 1. We obtain the normal form of (111; 1).
Let σ have degree 2 and 2 distinct roots. It can be transformed to z(z − 1). At
each finite singularity we can make one of indices 0. Then η becomes a polynomial and
deg η ≤ 2. By the transformation e−κz · eκz with κ solving
κ2 + a2κ + b2 = 0
we can make b2 = 0. If a2 6= 0 we obtain the normal form of (11; 2).
Assume that a2 = 0. If b1 = 0, we get the 2F1 operator, which belongs to the Riemann
class. Otherwise we obtain the normal form of (11; 3
2
).
Let σ have degree 2 and one root. It can be transformed to z2. We have
η(z) = b2z
2 + b1z + b0 + b−1z
−1 + b−2z
−2.
By e−κz · eκz with κ solving
κ2 + a2κ + b2 = 0
we can kill b2. By eκz
−1 · e−κz−1 with κ solving
κ2 + a0κ+ b−2 = 0
we can kill b−2.
Let a0 6= 0. By scaling we can make a0 = 1. Then by z−λ · zλ with λ = −b−1 we can
kill b−1, keeping a0 = 1. If a2 6= 0, we obtain the normal form of (2; 2). If a2 = 0 and
b1 = 0, we obtain 2F0 or Euler II type, both of the Riemann class. If a2 = 0 and b1 6= 0,
we obtain the normal form of (2; 3
2
).
Let a0 = 0. If a2 6= 0, by scaling we can make a2 = 1 Then by z−λ · zλ with λ = −b1
we can kill b1 keeping a2 = 1. We obtain the normal form of (32 ; 2).
Let a0 = a2 = 0. If b1 = b−1 = 0, the operator is of the Riemann class. If b−1 = 0,
b1 6= 0, then with z−λ · zλ we kill b0 and we obtain z(z∂2z + a1∂z + b1). The operator
in brackets can be reduced to the F1 operator. If b1 = 0, b−1 6= 0, we similarly kill b0
obtaining 1
z
(z3∂2z+a1z
2∂z+b−1). The operator in brackets, after the transformation z 7→ 1z
can be transformed to a F1 operator. If b−1, b1 6= 0 we apply z−λ · zλ with λ = −a12 to kill
a1. We obtain the normal form of (32 ;
3
2
).
Let σ have degree 1. It can be transformed to z. One of indices at 0 can be made
0. Then η becomes a polynomial of degree ≤ 3. By applying e−κz2 · eκz2 with κ =
√−b3
2
we can kill b3. If a2 6= 0, applying e−κz · eκz with κ = − b2a2 we kill b2. By scaling we can
make a2 = 1 and we obtain the normal form of (1; 3). If a2 = 0 and b2 6= 0, by applying
e−κz · eκz with κ = −a1 we kill a1. If b2 6= 0, by scaling we can make b2 = 1 and we obtain
the normal form of (1; 5
2
). If b2 = 0, by applying e−κz · eκz with κ solving
κ2 + a1κ + b1 = 0
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we obtain an operator which can degenerate to the 1F1, 0F1 or Euler I type, all of the
Riemann class.
Let σ have degree 0. We can assume that it is 1. η is a polynomial of degree 4.
By applying e−κz
3 · eκz3 with
9κ2 + a23κ+ b4 = 0
we kill b4.
Let a2 6= 0. By applying e−κz2 ·eκz2 with κ = − b32a2 we kill b3. By applying e−κz ·eκz with
κ = − b2
a2
we kill b2. After a transformation z 7→ az+ b we can assume that τ(z) = z2+a0.
We obtain the normal form of (; 4)
Let a2 = 0. By applying e−κz
2 · eκz2 with κ = −a1
4
we kill a1. By applying e−κz · eκz
with κ = −a0
2
we kill a0. Thus τ = 0. If b3 6= 0, then after a transformation z 7→ az+b we
can assume that τ(z) = z3 + a1z + a0. We obtain the normal form of (; 72). If b3 = 0, we
obtain an operator that can degenerate to the Hermite, Airy, 1d Helmholtz or 1d Laplace
type, all of the Riemann class.
If σ has degree 3 and 2 distinct roots, it can be transformed to z2(z − 1). The
transformation z 7→ z−1 leads to σ(z) = z(z − 1).
If σ has degree 3 and only 1 root, it can be transformed to z3. Then z 7→ z−1 yields
σ(z) = z. ✷
Remark 3.6 The operators listed in the table of Theorem 3.5 as (1; 3
2
) and (3
2
; 1) are
strictly speaking not of the Riemann class: they are z times an operators of the Riemann
class. Hence they yield equations of the Riemann class. So they can be considered as
“trivial” and were ignored in the table at the beginning of the subsection.
4 From Heun class to Painlevé equations
4.1 Method of isomonodromic deformations
Let us review the theory of isomonodromic deformations of linear second order differential
equations following [9, 13, 14]. We shall use a notation similar to [13].
Let p, q be rational functions of z, depending on some parameters. Among these
parameters we single out a parameter t. We will write v′ for ∂
∂z
v and v˙ for ∂
∂t
v. Consider
a family of linear second order differential equations of the form
v′′(z) + p(z)v′(z) + q(z)v(z) = 0. (4.1)
We assume that there deforming the equation (4.1) one can also deform its certain solution
v so that the following condition is satisfied:
v˙ = a(z, t)v′ + b(z, t)v. (4.2)
This essentially means that when we deform the equation, its solutions “live” on the same
Riemann surface. In particular, if there are singularities, then one should expect that the
monodromy of the solutions stays the same.
The compatibility of (4.1) and (4.2) imposes a strong condition on the deformation.
Indeed, differentiating (4.2) in z we obtain
v˙′ = (a′ − ap + b)v′ + (−aq + b′)v. (4.3)
Differentiating (4.1) once in t and (4.2) twice in z we get
v˙′′ =
(− p˙− pa′ + ap2 − pb− qa)v′
+
(
paq − pb′ − q˙ − qb)v, (4.4)
v˙′′ =
(− 2qa′ − aq′ + b′′ + apq − bq)v
+
(
a′′ − 2pa′ − ap′ + 2b′ − aq + ap2 − bp)v′ (4.5)
Equating (4.5) and (4.4) we obtain
p˙− ap′ + 2b′ − pa′ + a′′ = 0, (4.6)
q˙ + pb′ − 2qa′ − aq′ + b′′ = 0. (4.7)
When applying this method to a concrete family of equations one needs to divide its
parameters into two categories. The first category should contain all parameters respon-
sible for the monodromy around singular points. E.g. the coefficients p−1 and q−2 of
the Laurent series of p, resp. q around singular points. In the second category we have
parameters that do not influence the monodromy, typically denoted µ, λ, t. The variable
t is called the “time variable”.
4.2 Theorem about isomonodromic deformations
Let σ, τ, η be rational functions. (At the moment we do not assume the conditions (3.22)
for the Heun class). Consider the differential equation given by
∂2z + p0(z)∂z + q0(z) (4.8)
=∂2z +
τ(z)
σ(z)
∂z +
η(z)
σ(z)
.
We assume that σ, τ, η depend on a parameter t. Let λ, µ be additional parameters.
Following the prescription of (2.76), we introduce the deformed equation corresponding
to (4.8):
∂2z + p(λ, z)∂z + q(λ, µ, z) (4.9)
=∂2z +
(τ(z)
σ(z)
− 1
z − λ
)
∂z
+
1
σ(z)
(
η(z)− η(λ)− µ(τ(λ)− σ′(λ))− µ2σ(λ) + µσ(λ)
(z − λ)
)
.
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The following theorem is the main result of our paper.
Theorem 4.1 Suppose that c(z) = c(t, λ, z) is a t, λ-dependent polynomial of degree ≤ 2.
Suppose that the following conditions are satisfied:
0 =
τ˙
σ
(z)− τ σ˙
σ2
(z) +
cτ
σ
(z)− cτ
σ
(λ)− (z − λ)( cτ
σ
)′
(z)
(z − λ)2 ; (4.10)
0 =− σ˙
σ
(z)
(
η(z)− η(λ))+ η˙(z)− η˙(λ)
+
(
η(z)− η(λ))
(z − λ)
(cσ′
σ
(z)− c′(z)) − η′(λ)(σ′c
σ
(λ)− c′(λ)
)
+
2cη(z)− 2cη(λ)− ((cη)′(z) + (cη)′(λ))(z − λ)
(z − λ)2 ; (4.11)
0 =
σ˙
σ
(z)− σ˙
σ
(λ)−
cσ′
σ
(z)− cσ′
σ
(λ)− ( cσ′
σ
)′(λ)(z − λ)
(z − λ) . (4.12)
Define the compatibility functions
a(t, λ, z) :=
c(z)
z − λ, b(t, λ, µ, z) = −
c(λ)µ
z − λ (4.13)
and the Hamiltonian
H(t, λ, µ) =
η(λ)c(λ)
σ(λ)
+ µ
(τ(λ)c(λ)
σ(λ)
− c′(λ)
)
+ µ2c(λ). (4.14)
Then λ, µ satisfy the Hamilton equation wrt H(t, λ, µ), that is,
dλ
dt
=
∂H
∂µ
(t, λ, µ), (4.15)
dµ
dt
= −∂H
∂λ
(t, λ, µ), (4.16)
if and only if the compatibility conditions (4.7) and (4.6) are satisfied.
Note that by eliminating the function µ from (4.15), (4.16), as in (B.4), one gets a
second order differential equation for λ of the form
d2λ
dt2
= A(t, λ)
(
dλ
dt
)2
+B(t, λ)
dλ
dt
+ C(t, λ). (4.17)
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4.3 Isomonodromic deformations of Heun class equations
Recall that a Heun class equation is defined by specifying functions σ, τ, η such that σ is
a polynomial of degree ≤ 3, τ is a polynomial of degree ≤ 2 and ησ is a polynomial of
degree ≤ 4. We will show that Theorem 4.1 can be applied to normal forms of all types
of Heun class equations, and as a result we obtain all types of Painlevé equation.
The whole procedure has several distinct cases described in the following theorem,
which is the second main result of our paper. The proofs of Theorems 4.1 and 4.2 are
deferred to Appendix.
The cases of Theorem 4.2 differ by the choice of the time parameter t and of the
function c. They can be divided into two families: In the family B the function c is
proportional to σ, whereas in the family A it is not. In the family A an important role is
played by a zero of the polynomial σ, and whether it is single, double or triple. This is
indicated by the number in the name of the family. Finally, there are some cases where
the dependence on time is contained in the function p0, and some with the dependence on
time is contained in the function q0. This is indicated by the letter p and q in the name
of the case.
Note that in the following theorem, by writing deg β ≤ n we mean that β is a poly-
nomial in z of degree ≤ n. The dependence on the parameter t will be always explicitly
given.
Theorem 4.2
• Case A1 Consider
σ(z) = (z − t)ρ(z), deg ρ ≤ 2, ρ(t) 6= 0;
τ(z) = (1− κ)ρ(z) + τ1(z)(z − t), κ ∈ C, deg τ1 ≤ 1;
η(z), deg η ≤ 1;
and the corresponding Heun class operator in the principal form
∂2z +
(1− κ
z − t +
τ1(z)
ρ(z)
)
∂z +
η(z)
(z − t)ρ(z) .
Then Theorem 4.1 holds with
c(z) :=
(λ− t)ρ(z)
ρ(t)
, and consequently, (4.18)
a(z) :=
(λ− t)ρ(z)
ρ(t)(z − λ) , b(z) := −
σ(λ)µ
ρ(t)(z − λ) , (4.19)
ρ(t)H := (λ− t)ρ(λ)µ2 + ((1− κ)ρ(λ) + (λ− t)(τ1(λ)− ρ′(λ))µ+ η(λ). (4.20)
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• Case A2p Consider
σ(z) = (z − s)2ρ1(z), s ∈ C, deg ρ1 ≤ 1, ρ1(s) = 1;
τ(z) = (2− χ)(z − s)ρ1(z) + tρ1(z) + τ2(z − s)2, χ, τ2 ∈ C;
η(z), deg η ≤ 1;
and the corresponding Heun class operator in the principal form
∂2z +
(2− χ
z − s +
t
(z − s)2 +
τ2
ρ1(z)
)
∂z +
η(z)
(z − s)2ρ1(z) .
Then Theorem 4.1 holds with
c(z) :=
(λ− s)(z − s)ρ1(z)
t
, and consequently, (4.21)
a(z) :=
(λ− s)(z − s)ρ1(z)
t(z − λ) , b(z) := −
(λ− s)2ρ1(λ)µ
t(z − λ) , (4.22)
tH := (λ− s)2ρ1(λ)µ2
+
(
(1− χ)(λ− s)ρ1(λ) + tρ1(λ) + (λ− s)2(τ2 − ρ′1)
)
µ+ η(λ). (4.23)
• Case A2q. Consider
σ(z) := (z − s)2ρ1(z), s ∈ C, deg ρ1 ≤ 1, ρ1(s) = 1;
τ(z) = (z − s)τ1(z), deg τ1 ≤ 1;
η(z) =
t
z − s + η1(z), deg η1ρ1 ≤ 2.
and the corresponding Heun class operator in the principal form
∂2z +
τ1(z)
(z − s)ρ1(z)∂z +
η(z)
(z − s)2ρ1(z)
( t
z − s + η1(z)
)
.
Then Theorem 4.1 holds with
c(z) :=
(λ− s)2ρ1(z)
t
, and consequently, (4.24)
a(z) :=
(λ− s)(z − s)ρ1(z)
t(z − λ) , b(z) := −
(λ− s)2ρ1(λ)µ
t(z − λ) , (4.25)
tH := (λ− s)2ρ1(λ)µ2
+
(
(λ− s)(τ1(λ)− ρ1(λ))− (λ− s)2ρ′1
)
µ+
t
λ− s + η1(λ). (4.26)
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• Case A3p Consider
σ(z) = (z − s)3 s ∈ C;
τ(z) = (3− θ)(z − s)2 + t(z − s) + τ0, θ, τ0 ∈ C, τ0 6= 0;
η(z), deg η ≤ 1,
and the corresponding Heun class operator in the principal form
∂2z +
(3− θ
z − s +
t
(z − s)2 +
τ0
(z − s)3
)
∂z +
η(z)
(z − s)3 .
Then Theorem 4.1 holds with
c(z) :=
(λ− s)(z − s)2
τ0
, and consequently, (4.27)
a(z) :=
(λ− s)(z − s)2
τ0(z − λ) , b(z) := −
(λ− s)3µ
τ0(z − λ) , (4.28)
τ0H := (λ− s)3µ2 +
(
(1− θ)(λ− s)2 + t(λ− s) + τ0
)
µ+ η(λ). (4.29)
• Case A3q. Consider
σ(z) := (z − s)3, s ∈ C;
τ(z) = (z − s)τ1(z), deg τ1 ≤ 1;
η(z) =
1
(z − s)2 +
t
z − s + η1(z), deg η1 ≤ 1,
and the corresponding Heun class operator in the principal form
∂2z +
τ1(z)
(z − s)2∂z +
1
(z − s)3
( 1
(z − s)2 +
t
z − s + η1(z)
)
.
Then Theorem 4.1 holds with
c(z) := (λ− s)(z − s)2, and consequently, (4.30)
a(z) :=
(λ− s)(z − s)2
(z − λ) , b(z) := −
(λ− s)3µ
(z − λ) , (4.31)
H := (λ− s)3µ2
+
(
(λ− s)τ1(λ)− 2(λ− s)2)
)
µ+
1
(λ− s)2 +
t
λ− s + η1(λ). (4.32)
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• Case Bp. Consider
σ(z), deg σ ≤ 1;
τ(z) := tσ(z) + τ2(z), deg τ2 = 2;
η(z) :=
ξ(z)
σ(z)
, deg ξ ≤ 2,
and the corresponding Heun class operator in the principal form
∂2z +
(
t +
τ2(z)
σ(z)
)
∂z +
ξ(z)
σ(z)2
.
Then Theorem 4.1 holds with
c(z) :=
2σ(z)
τ ′′2
, and consequently, (4.33)
a(z) :=
2σ(z)
τ ′′2 (z − λ)
, b(z) := − 2σ(λ)µ
τ ′′2 (z − λ)
, (4.34)
τ ′′2
2
H := σ(λ)µ2 +
(
tσ(λ) + τ2(λ)− σ′(λ)
)
µ+ η(λ) (4.35)
• Case Bq. Consider
σ(z), deg σ ≤ 1;
τ(z), deg τ ≤ 1;
η(z) := tz +
ξ3(z)
σ(z)
, deg ξ3 = 3.
and the corresponding Heun class operator in the principal form
∂2z +
τ(z)
σ(z)
∂z +
tz
σ(z)
+
ξ3(z)
σ(z)2
.
Then Theorem 4.1 holds with
c(z) :=
6σ(z)
ξ′′′3
, and consequently, (4.36)
a(z) :=
6σ(z)
ξ′′′3 (z − λ)
, b(z) := − 6σ(λ)µ
ξ′′′3 (z − λ)
, (4.37)
ξ′′′3
6
H := σ(λ)µ2 +
(
τ(λ)− σ′(λ))µ+ η(λ). (4.38)
Remark 4.3 In our applications we will sometimes use rescaled versions of the above
constructions. In fact, if ǫ 6= 0, we replace t with ǫt and multiply c, a, b,H with ǫ, then
the above theorem remains true.
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4.4 Correspondence between Heun class and Painlevé equations
Traditionally, Painlevé equations are divided into 6 types: Painlevé I–VI. However, one
can argue that some of their degenerate cases should be treated as a separate type.
Thus Painlevé V (5.1) splits into the nondegenerate Painlevé V with δ 6= 0 and the
degenerate Painlevé V with δ = 0. We denote the former simply by ndeg-V and the latter
by deg-V. One can show that deg-V Painlevé is equivalent to Painlevé III’, however it is
natural to treat it as a separate type. All that is explained in Subsection 5.2.
With Painlevé III (5.14) the situation is more complicated. First of all, following
various authors, we prefer to use the Painlevé III’ equation, which is equivalent to Painlevé
III by a simple transformation. Beside the nondegenerate case we have the degenerate case
and the doubly degenerate case. We denote them respectively, ndeg-III’, deg-III’ and ddeg-
III’. (Ohyama-Okumura denote them (D(1)6 ), (D
(1)
7 ), (D
(1)
8 )). One can also consider an
alternative degenerate case γ 6= 0, δ = 0, which is however equivalent to dIII’. (Ohyama-
Okumura denotes it (D(1)7 )−2). All of that is explained in Subsect. 5.3.
Finally, it is natural to consider the Painlevé 34 equation (4.103), which can be viewed
as a degenerate case of the Painlevé IV equation (5.34). One can show that Painlevé 34 is
equivalent to Painlevé II, however it is natural to keep it as a separate type. See Subsect.
5.4 for more comments.
This way we obtain 10 types of Painlevé equations. Recall that we also have 10 types
of Heun equations. In fact, each type of Painlevé can be derived from one of the types of
deformed Heun. Here is the list of correspondencies:
(standard) Heun (111; 1) A1 Painlevé VI (1111);
ndeg. confluent Heun
(11; 2) A1
(21; 1) A1, A2p
Painlevé ndeg-V (112);
deg. confluent Heun
(11; 3
2
) A1
(3
2
1; 1) A1, A2q
Painlevé deg-V (113
2
);
doubly confluent Heun (2; 2) A2p Painlevé ndeg-III’ (22);
deg. doubly confluent Heun
(2; 3
2
) A2p
(3
2
; 2) A2q
Painlevé deg-III’ (3
2
2);
ddeg. doubly confluent Heun (3
2
; 3
2
) A2q Painlevé ddeg-III’ (3
2
3
2
);
ndeg. bi-confluent Heun
(1; 3) A1,Bp
(3; 1) A3p
Painlevé IV (13);
deg. bi-confluent Heun
(1; 5
2
) A1,Bq
(5
2
; 1) A3q
Painlevé 34 (15
2
);
ndeg. tri-confluent Heun (; 4) Bp Painlevé II (4);
deg. tri-confluent Heun (; 7
2
) Bq Painlevé I (7
2
).
In the first column we give the name of the Heun class type. For typographical reasons
we abbreviate “nondegenerate” to ndeg, “degenerate” to deg. and “doubly degenerate” to
ddeg.
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In the second column we give the symbol of the type in terms of the ranks of sin-
gularities. We also indicate which singularity is at ∞. In several cases there are two
possibilities, we give both of them.
In the third column we give the case of Theorem 4.2 which can be applied. Sometimes
more than one case applies.
In the fourth column we give the name of the Painlevé type that can be obtained by
the isomonodromic deformation.
In the fifth column we list the symbol in terms of ranks of singularities, but without
the indication of the position of ∞. We will often use it in the sequel as the name of the
given type of the Painlevé equation. Thus e.g. the Painlevé (3
2
2) equation can be used
as an alternative name for the degenerate Painlevé III’ equation. We will actually prefer
these names to the traditional ones, similarly as Slavyanov-Lay in [17].
Occasionally, we will also use the names for Painlevé equation involving the position
of ∞. For instance, the Painlevé (3
2
; 2) equation will mean the form of the degenerate
Painlevé III’ equation obtained from the Heun (3
2
; 2) equation. The Painlevé (2; 3
2
) equa-
tion will denote the equation obtained from the Heun (2; 3
2
) equation. Both forms of
Painlevé equation are equivalent
We will discuss further the classification of Painlevé equations in Section 5, where we
will see how to group the 10 types into 5 supertypes, parallel to the grouping of 10 types
of Heun class equations into 5 supertypes.
In the following subsections we describe how to obtain all types of Painlevé equations
from deformed Heun class equations. First we give the functions σ, τ, η describing one of
possible normal forms of a given type of the Heun class equation. We indicate explicitly the
dependence of σ, τ, η on the time variable t. Then we present this equation in its principal
form. Next we give the corresponding deformed equation. Next we give the compatibility
functions a, b and the Painlevé Hamiltonian. Finally, we describe the resulting Painlevé
equation.
Note that the whole procedure is determined by σ, τ, η, by the choice of the time
variable t and the function c. The latter are restricted by Theorem 4.2. We always
indicate which case of Theorem 4.2 we use.
In our derivations we follow the paper of Ohyama–Okumura [13]. We have slightly
changed their notation for some of the parameters. We parametrize the equations by the
differences of indices at singular points of the deformed equation. In particular, if the
rounded rank at z0 is 1, the parameter is called κz0 , if the rank is 2, it is called χz0 and if
the rank is 3 it is called θz0 .
One of the parameters of the initial Heun class equation—the free term in η—does not
enter in the deformed equation, and therefore is not used by [13]. We denote it simply by
c.
Note that there is some arbitrariness in the choice of Hamiltonians, where a term
depending on t, but not on λ, µ, can always be added. We always choose Hamiltonians
coinciding with those of [13].
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With many types, whenever σ has a root of multiplicity 1, one could use Case A1 of
Theorem 4.2, obtaining some form of Painlevé equations. Following [13], we use it only
for Painlevé VI, for the other types we use A2p, A2q, Bp, Bq.
We do not use Cases A3p and A3q at all. They are less important than the other
cases—under the transformation z 7→ 1
z−s , λ 7→ 1λ , µ 7→ −λ2µ, see (3.33), they can be
reduced to subcases of Bp, resp. Bq.
In general, for each type of Heun, we give one derivation. The exception is the type
(23
2
) where, following again [13], we give two versions of derivations of deg-III’: one in the
form of (2; 3
2
), the other in the form of (3
2
; 2).
4.5 From Heun (111;1) to Painlevé VI
Set
σ(z) =z(z − 1)(z − t), (4.39)
τ(z) =(1− κ0)(z − 1)(z − t) + (1− κ1)z(z − t) + (1− κt)z(z − 1), (4.40)
η(z) =
(
(κ0 + κ1 + κt − 1)2 − κ2∞
)
z
4
− c. (4.41)
Heun (111; 1) equation
∂2z +
(
1− κ0
z
+
1− κ1
z − 1 +
1− κt
z − t
)
∂z (4.42)
+
1
z(z − 1)(z − t)
(((κ0 + κ1 + κt − 1)2 − κ2∞)
4
z − c
)
.
Deformed Heun (111; 1) equation
∂2z+
(1− κ0
z
+
1− κ1
z − 1 +
1− κt
z − t −
1
z − λ
)
∂z
+
1
z(z − 1)(z − t)
(((κ0 + κ1 + κt − 1)2 − κ2∞)
4
(z − λ)− µ2λ(λ− 1)(λ− t)
+
(
κ0(λ− 1)(λ− t) + κ1λ(λ− t) + κtλ(λ− 1)
)
µ+
λ(λ− 1)(λ− t)µ
(z − λ)
)
.
Type A1 compatibility functions
a(z) =
(λ− t)z(z − 1)
t(t− 1)(z − λ) , b(z) = −
λ(λ− 1)(λ− t)µ
t(t− 1)(z − λ) .
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Painlevé (111; 1) Hamiltonian
t(t− 1)H =λ(λ− 1)(λ− t)µ2 (4.43)
− (κ0(λ− 1)(λ− t) + κ1λ(λ− t) + (κt − 1)λ(λ− 1))µ
+
(
(κ0 + κ1 + κt − 1)2 − κ2∞
)
(λ− t)
4
.
Painlevé (111; 1) equation
d2λ
dt2
=
1
2
(
1
λ
+
1
λ− 1 +
1
λ− t
)(
dλ
dt
)2
−
(
1
t
+
1
t− 1 +
1
λ− t
)
dλ
dt
+
λ(λ− 1)(λ− t)
t2(t− 1)2
(
α + β
t
λ2
+ γ
t− 1
(λ− 1)2 + δ
t(t− 1)
(λ− t)2
)
, (4.44)
where
α =
1
2
κ2∞, β = −
1
2
κ20, γ =
1
2
κ21, δ =
1
2
(1− κ2t ).
The standard name of (4.44) is Painlevé VI equation.
4.6 From Heun (21;1) to Painlevé V
Set
σ(z) =(z − 1)2z, (4.45)
τ(z) =(2− χ1)z(z − 1) + (1− κ0)(z − 1)2 + tz, (4.46)
η(z) =
(
(κ0 + χ1 − 1)2 − κ2∞
)
(z − 1)
4
− c. (4.47)
Heun (21; 1) equation (with the singularity of rank 2 put at 1):
∂2z +
(
2− χ1
z − 1 +
1− κ0
z
+
t
(z − 1)2
)
∂z (4.48)
+
1
(z − 1)2z
(((κ0 + χ1 − 1)2 − κ2∞)
4
(z − 1)− c
)
.
Deformed Heun (21; 1) equation:
∂2z+
( t
(z − 1)2 +
2− χ1
z − 1 +
1− κ0
z
− 1
z − λ
)
∂z
+
1
(z − 1)2z
(((κ0 + χ1 − 1)2 − κ2∞)
4
(z − λ)− (λ− 1)2λµ2
− (− κ0λ2 − χ1λ(λ− 1) + tλ)µ+ (λ− 1)2λµ
(z − λ) .
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Type A2p compatibility functions
a(z) =
(λ− 1)z(z − 1)
t(z − λ) , b(z) = −
(λ− 1)2λµ
t(z − λ) .
Painlevé (21; 1) Hamiltonian
tH =(λ− 1)2λµ2 − (κ0(λ− 1)2 + (χ1 − 1)λ(λ− 1)− tλ)µ
+
(
(κ0 + χ1 − 1)2 − κ2∞
)
(λ− 1)
4
. (4.49)
Painlevé (21; 1) equation:
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
(λ− 1)2
t2
(
αλ+
β
λ
)
+γ
λ
t
− λ(λ+ 1)
2(λ− 1) , (4.50)
where
α =
1
2
κ2∞, β = −
1
2
κ20, γ = χ1.
According to the standard terminology, (4.50) is the nondegenerate case of the Painlevé
V equation.
4.7 From Heun (3
2
1;1) to degenerate Painlevé V
Set
σ(z) = (z − 1)2z, (4.51)
τ(z) = (z − 1)z + (1− κ0)(z − 1)2, (4.52)
η(z) = − t
(z − 1) +
(
κ20 − κ2∞
)
z
4
− c. (4.53)
Heun (3
2
1; 1) equation (with the singularity of rank 2 put at 1):
∂2z +
(
1
z − 1 +
1− κ0
z
)
∂z +
1
z(z − 1)2
(
− t
(z − 1) +
(κ20 − κ2∞)
4
(z − 1)− c
)
(4.54)
Deformed Heun (3
2
1; 1) equation:
∂2z+
( 1
z − 1 +
1− κ0
z
− 1
z − λ
)
∂z (4.55)
+
1
(z − 1)2z
(
− t
(z − 1) +
t
(λ− 1) +
(κ20 − κ2∞)
4
(z − λ) (4.56)
− λ(λ− 1)2µ2 + (λ(λ− 1) + κ0(λ− 1)2)µ+ (λ− 1)2λµ
(z − λ)
)
. (4.57)
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Type A2q compatibility functions:
a(z) =
(λ− 1)z(z − 1)
t(z − λ) , b(z) = −
λ(λ− 1)2µ
t(z − λ) .
Painlevé (3
2
1; 1) Hamiltonian:
tH =λ(λ− 1)2µ2 − κ0(λ− 1)2µ+ (κ
2
0 − κ2∞)(λ− 1)
4
− tλ
(λ− 1) . (4.58)
Painlevé (3
2
1; 1) equation:
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
(λ− 1)2
t2
(
αλ+
β
λ
)
− 2λ
t
,
where
α =
1
2
κ2∞, β = −
1
2
κ20.
According to the standard terminology (4.59) is the degenerate Painlevé V equation.
4.8 From Heun (2;2) to non-degenerate Painlevé III’
Set
σ(z) = z2, (4.59)
τ(z) = t+ (2− χ0)z − z2, (4.60)
η(z) =
(χ0 + χ∞ − 1)z
2
− c. (4.61)
Heun (2; 2) equation:
∂2z +
(
t
z2
+
2− χ0
z
− 1
)
∂z +
(χ0 + χ∞ − 1)
2z
− c
z2
. (4.62)
Deformed Heun (2; 2) equation:
∂2z+
( t
z2
+
2− χ0
z
− 1− 1
z − λ
)
∂z
+
1
z2
((χ0 + χ∞ − 1)
2
(z − λ)− λ2µ2 − (t− χ0λ− λ2)µ+ λ2µ
(z − λ)
)
.
Type A2p compatibility functions:
a(z) :=
λz
t(z − λ) , b(z) = −
λ2µ
t(z − λ) .
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Painlevé (2; 2) Hamiltonian:
tH := λ2µ2 − (λ2 + (χ0 − 1)λ− t)µ+ 1
2
(χ0 + χ∞ − 1)λ (4.63)
Painlevé (2; 2) equation:
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
αλ2
4t2
+
λ3
t2
+
β
4t
− 1
λ
. (4.64)
where
α = −4χ∞, β = 4χ0.
According to the standard terminology (4.64) could be called the nondegenerate Painlevé
III’ equation.
4.9 From Heun (2; 3
2
) to degenerate Painlevé III’
We set
σ(z) := z2, (4.65)
τ(z) = t+ z(2 − χ0), (4.66)
η(z) =
z
2
− c. (4.67)
Heun (2; 3
2
) equation:
∂2z +
(
t
z2
+
2− χ0
z
)
∂z +
1
z2
(1
2
z − c
)
. (4.68)
Deformed Heun (2; 3
2
) equation:
∂2z+
( t
z2
+
2− χ0
z
− 1
z − λ
)
∂z (4.69)
+
1
z2
((z − λ)
2
− λ2µ2 (4.70)
− (t− χ0λ)µ+ λ2µ
(z − λ)
)
. (4.71)
Type A2p compatibility functions
a(z) :=
λz
t(z − λ) , b(z) = −
λ2µ
t(z − λ) .
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Painlevé (2; 3
2
) Hamiltonian:
tH = λ2µ2 +
(
1− χ0)λ+ t
)
µ+
λ
2
. (4.72)
Painlevé (2; 3
2
) equation:
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
− λ
2
t2
+
β
4t
− 1
λ
. (4.73)
where
β = 4χ0.
According to the standard terminology (4.73) is one of the forms of the degenerate Painlevé
III’ equation.
4.10 From Heun (3
2
; 2) to degenerate Painlevé III’
Set
σ(z) = z2, (4.74)
τ(z) = −z2 + z, (4.75)
η(z) =
t
2z
− c + χ∞z
2
. (4.76)
Heun (3
2
; 2) equation:
∂2z +
(
−1 + 1
z
)
∂z +
1
z2
( t
2z
− c+ χ∞
2
z
)
. (4.77)
Deformed Heun (3
2
; 2) equation:
∂2z+
(
− 1 + 1
z
− 1
z − λ
)
∂z (4.78)
+
1
z2
( t
2z
− t
2λ
+
χ∞
2
(z − λ) (4.79)
− λ2µ2 + (λ2 + λ)µ+ µλ
2
(z − λ)
)
. (4.80)
Type A2q compatibility functions:
a(z) :=
λz
t(z − λ) , b(z) = −
λ2µ
t(z − λ) .
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Painlevé (3
2
; 2) Hamiltonian
tH = λ2µ2 − λ2µ+ χ∞λ
2
+
t
2λ
(4.81)
Painlevé (3
2
; 2) equation:
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
αλ2
4t2
+
λ3
t2
+
1
t
. (4.82)
where
α = −4χ∞.
According to the standard terminology (4.73) is one of the forms of the degenerate Painlevé
III’ equation.
4.11 From Heun (3
2
; 3
2
) to doubly degenerate Painlevé III’
We set
σ(z) = z2, (4.83)
τ(z) = 2z, (4.84)
η(z) =
z
2
− c+ t
2z
. (4.85)
Heun (3
2
; 3
2
) equation
∂2z +
2
z
∂z +
1
z2
(1
2
z − c + t
2z
)
. (4.86)
Deformed Heun (3
2
; 3
2
) equation:
∂2z+
(2
z
− 1
z − λ
)
∂z (4.87)
+
1
z2
( t
2z
− t
2λ
+
1
2
(z − λ)− λ2µ2 + µλ
2
(z − λ)
)
. (4.88)
Type A2q compatibility functions:
a(z) :=
λz
t(z − λ) , b(z) = −
λ2µ
t(z − λ) .
Painlevé (3
2
; 3
2
) Hamiltonian
tH = λ2µ2 + λµ+
λ
2
+
t
2λ
(4.89)
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Painlevé (3
2
; 3
2
) equation:
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
− λ
2
t2
+
1
t
. (4.90)
Following the standard terminology (4.90) could be called the doubly degenerate Painlevé
III’ equation.
4.12 From Heun (1;3) to Painlevé IV
Set
σ(z) = z, (4.91)
τ(z) = 1− κ0 − tz − z
2
2
, (4.92)
η(z) =
θ∞z
2
− c. (4.93)
Heun (1; 3) equation
∂2z +
(1− κ0
z
− t− z
2
)
∂z +
1
z
(θ∞
2
z − c
)
. (4.94)
Deformed Heun (1; 3) equation
∂2z+
(1− κ0
z
− t− z
2
− 1
z − λ
)
∂z
+
1
z
(θ∞(z − λ)
2
− λµ2 + (1
2
λ2 + tλ+ κ0
)
µ+
λµ
(z − λ)
)
.
Type Bp compatibility functions:
a(z) :=
2z
(z − λ) , b(z) = −
2λµ
(z − λ) .
Painlevé (1; 3) Hamiltonian:
H = 2λµ2 − (λ2 + 2tλ+ 2κ0)µ+ θ∞λ. (4.95)
Painlevé (1; 3) equation
d2λ
dt2
=
1
2λ
(
dλ
dt
)2
+
3
2
λ3 + 4tλ2 + 2(t2 − α)λ+ β
λ
, (4.96)
where
α = −κ0 + 2θ∞ − 1, β = −2κ20.
In the standard terminology (4.96) is called the Painlevé IV equation.
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4.13 From Heun (1;5
2
) to Painlevé 34
σ(z) = z, (4.97)
τ(z) = 1− κ0, (4.98)
η(z) = −1
2
z2 − 1
2
tz − c. (4.99)
Heun (1; 5
2
) equation:
∂2z +
1− κ0
z
∂z +
1
z
(
− 1
2
z2 − tz
2
− c
)
. (4.100)
Deformed Heun (1; 5
2
) equation:
∂2z+
(1− κ0
z
− 1
z − λ
)
+
1
z
(
− z
2
2
+
λ2
2
− t
2
(z − λ)− λµ2 + κ0µ+ λµ
z − λ
)
.
Type Bq compatibility functions:
a(z) =
z
z − λ, b(z) = −
λµ
z − λ. (4.101)
Painlevé (1; 5
2
) Hamiltonian
H =λµ2 − κ0µ− λ
2
2
− tλ
2
. (4.102)
Painlevé (1; 5
2
) equation:
d2λ
dt2
=
1
2λ
(dλ
dt
)2
+ 2λ2 + tλ− α
2λ
, (4.103)
where α = κ20.
According to [13], the standard name for (4.103) is the Painlevé 34 equation.
4.14 From Heun (;4) to Painlevé II
Set
σ(z) = 1, (4.104)
τ(z) = −2z2 − t, (4.105)
η(z) = −(2α + 1)z − c. (4.106)
47
Heun (; 4) equation:
∂2z − (2z2 + t)∂z − (2α+ 1)z − c. (4.107)
Deformed Heun (; 4) equation:
∂2z+
(
− 2z2 − t− 1
z − λ
)
∂z
−(2α + 1)(z − λ)− µ2 + (2λ2 + t)µ+ µ
z − λ.
Type Bp compatibility functions scaled with ǫ = −1:
a(z) :=
1
2(z − λ) , b(z) = −
µ
2(z − λ) .
Painlevé (; 4) Hamiltonian:
H =
1
2
µ2 −
(
λ2 +
t
2
)
µ−
(
α +
1
2
)
λ. (4.108)
Painlevé (; 4) equation:
d2λ
dt2
= 2λ3 + tλ+ α. (4.109)
According to the standard terminology (4.109) is called the Painlevé II equation
4.15 From Heun (;7
2
) to Painlevé I
Set
σ(z) = 1,
τ(z) = 0,
η(z) = −4z3 − 2tz − c.
Heun (;7
2
) equation:
∂2z − 4z3 − 2tz − c. (4.110)
Deformed Heun (;7
2
) equation:
∂2z−
1
(z − λ)∂z − 4z
3 − 2tz + 4λ3 + 2tλ− µ2 + µ
(z − λ) . (4.111)
Type Bq compatibility functions scaled with ǫ = −6:
a(z) :=
1
2(z − λ) , b(z) = −
µ
2(z − λ) . (4.112)
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Painlevé (;7
2
) Hamiltonian:
H =
1
2
µ2 − 2λ3 − tλ. (4.113)
Painlevé (;7
2
) equation:
d2λ
dt2
= 6λ2 + t. (4.114)
In the standard terminology (4.114) is called the Painlevé I equation.
5 Five supertypes of Painlevé equation
5.1 Overview of five supertypes
Recall that the ten types of the Heun class equation can be grouped into five supertypes,
as described in Subsect. 3.6. The ten types of Painlevé equation can be also grouped into
five supertypes. There is an exact correspondence between the supertypes of Heun class
and Painlevé equations:
• Painlevé VI or (1111).
• Painlevé V or (112).
– Painlevé ndeg-V or (112).
– Painlevé deg-V or (113
2
).
• Painlevé III’ or (22).
– Painlevé ndeg-III’ or (22).
– Painlevé deg-III’ or (3
2
2).
– Painlevé ddeg-III’ or (3
2
3
2
).
• Painlevé IV-34 or (13).
– Painlevé IV or (13).
– Painlevé 34 or (15
2
).
• Painlevé I-II or (4).
– Painlevé II or (4).
– Painlevé I or (7
2
).
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In what follows we discuss this classification. We describe the minimal set of param-
eters that can be used in a given type and various equivalences. In our discussion we try
to include the Hamiltonian aspect, whenever it is possible.
The above classification of Painlevé equation was pointed out by Ohyama-Okumura,
see the beginning of Section 2 of [13]. (In that reference the authors use the word “type”
both for what we call “supertype” and “type”.) The discussion in [13], however, concen-
trated on the second order equations. Less space was devoted to the Hamiltonian form of
the five supertypes.
The first supertype is Painlevé VI or (1111), which contains only one type. All the
four remaining supertypes contain at least two types. We discuss them in the following
subsections.
In each of the following subsections we start with the Painlevé equation, which always
has the form
d2λ
dt2
= F
(
t,
dλ
dt
, λ
)
.
The corresponding differential (nonlinear) operator will be denoted
P (t, λ) :=
d2λ
dt2
− F
(
t,
dλ
dt
, λ
)
.
We also introduce the corresponding Hamiltonian H(t, λ, µ). Both P (t, λ) and H(t, λ, µ)
depend on several parameters, put as subscripts. Next we give the scaling properties of
the equation and the Hamiltonian. Then we list various types that belong to a given
supertype. Using scaling one can always reduce the number of parameters for each type.
Each supertype contains one generic type, which we call non-degenerate. Besides,
it may contain one or more degenerate types. The Hamiltonian that covers the non-
degenerate type, does not always allow us to describe all types that belong to a given
supertype. This can be viewed as a drawback of the Hamiltonian approach.
5.2 Painlevé V or (112)
As noted in [13], the usual form of the Painlev’e V equation, depending on 4 parameters,
should be treated not as a single type, but as a supertype. It is invariant with respect to
a scaling transformation. It includes two nontrivial types: nondegenerate V depending
on 3 parameters and degenerate V depending on 2 parameters. There exists also a trivial
type, solvable in quadrature.
In this subsection we discuss the supertype Painlevé V in detail. Note that we prefer
to denote it by (112), since it corresponds to the supertype (112) of the Heun class.
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Painlevé V or (112) equation and Hamiltonian
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
(λ− 1)2
t2
(
αλ+
β
λ
)
+ γ
λ
t
+ δ
λ(λ+ 1)
λ− 1 , (5.1)
tH =(λ− 1)2λµ2 − (κ0(λ− 1)2 + (χ1 − 1)λ(λ− 1)− ηtλ)µ
+
(
(κ0 + χ1 − 1)2 − κ2∞
)
(λ− 1)
4
, (5.2)
where α = 1
2
κ2∞, β = −12κ20, γ = χ1η, δ = −12η2. Scaling properties
ǫ2Pα,β,γ,δ(ǫt, λ) =Pα,β,ǫγ,ǫ2δ(t, λ), (5.3)
ǫHκ0,κ∞,χ1,η(ǫt, λ, µ) =Hκ0,κ∞,χ1, ηǫ (t, λ, µ). (5.4)
Painlevé ndeg-V or (211) equation and Hamiltonian recalled from (4.50) and (4.49):
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
(λ− 1)2
t2
(
αλ+
β
λ
)
+ γ
λ
t
− λ(λ+ 1)
2(λ− 1) , (5.5)
tH =(λ− 1)2λµ2 − (κ0(λ− 1)2 + (χ1 − 1)λ(λ− 1)− tλ)µ
+
(
(κ0 + χ1 − 1)2 − κ2∞
)
(λ− 1)
4
, (5.6)
where α = 1
2
κ2∞, β = −12κ20, γ = χ1.
Painlevé deg-V or (3
2
11) equation and Hamiltonian, recalled from (4.59) and (4.58):
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
(λ− 1)2
t2
(
αλ+
β
λ
)
− 2λ
t
, (5.7)
tH =λ(λ− 1)2µ2 − κ0(λ− 1)2µ+ (κ
2
0 − κ2∞)(λ− 1)
4
− tλ
(λ− 1) , (5.8)
where α = 1
2
κ2∞, β = −12κ20.
Let us discuss special cases:
• Let δ 6= 0. In the Hamiltonian form it corresponds to η 6= 0. By scaling we can set
δ = −1
2
, and in the Hamiltonian form η = 1. We obtain the Painlevé (112) equation
and Hamiltonian.
• Let δ = 0, γ 6= 0. By scaling we can set γ = −2. We obtain the Painlevé (113
2
)
equation.
However, on the Hamiltonian level this reduction does not work: we cannot directly
use (5.2) to obtain the Painlevé (113
2
) Hamiltonian.
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• Let δ = 0, γ = 0. On the Hamiltonian level, η = 0. The Hamiltonian becomes
tH =(λ− 1)2λµ2 − (κ0(λ− 1)2 + (χ1 − 1)λ(λ− 1))µ
+
(
(κ0 + χ1 − 1)2 − κ2∞
)
(λ− 1)
4
, (5.9)
This case is solvable in quadratures by the method of Subsection B.3.
Note that the corresponding 2nd order equation does not depend on the parameter
χ1. On the Hamiltonian level it can be seen by using the canonical transformation
µ˜ = µ− χ1−1
2(λ−1) , which transforms (5.9) into
tH =(λ− 1)2λµ˜2 − κ0(λ− 1)2µ˜+ (κ
2
0 − κ2∞)(λ− 1)
4
− (χ1 − 1)
2
4
, (5.10)
where the dependence on χ1 remains only in the free term.
Remark 5.1 It is well known that the Painlevé deg-V or (113
2
) and ndeg-III’ or (22) equa-
tions are equivalent [13]. Below we will show this by describing a canonical transformation
that connects the corresponding Hamiltonians.
Let us insert the canonical transformation
λ˜ = 1− 1
µ
, µ =
1
1− λ˜ , (5.11)
µ˜ = µ2λ− (χ0 − 1)µ
2
, λ = (1− λ˜)2µ˜+ (χ0 − 1)
2
(1− λ˜), (5.12)
into the (22) Hamiltonian (5.19). We obtain
tH = λ˜(λ˜− 1)2µ˜2 + (−χ0 + χ∞ + 1)
2
(λ˜− 1)2µ˜− χ∞(χ0 − 1)
2
(λ˜− 1)− tλ˜
(λ˜− 1)
− (χ0 − 1)
2
4
+ t, (5.13)
which after appropriate identification of parameters coincides with the (113
2
) Hamiltonian
(5.8) up to a free term.
5.3 Painlevé III’ or (22)
As noted in [13], the usual Painlevé III’ equation, depending on 4 parameters, should be
treated as a supertype. It is invariant with respect to two distinct scaling transformations.
It includes 3 nontrivial types: nondegenerate III’ depending on 2 parameters, degenerate
III’ (in two forms) depending on 1 parameter, doubly degenerate III’ with no parameters.
There are also trivial forms solvable in quadratures.
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In this subsection we discuss Painlevé III’ in detail. We prefer to denote it by the
symbol (22), because it corresponds to the supertype (22) of the Heun class.
Painleve III’ or (22) equation and Hamiltonian:
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
αλ2 + γλ3
4t2
+
β
4t
+
δ
4λ
, (5.14)
tH = λ2µ2 − (η∞λ2 + (χ0 − 1)λ− η0t)µ+ 1
2
η∞(χ0 + χ∞ − 1)λ, (5.15)
where α = −4η∞χ∞, β = 4η0χ0, γ = 4η2∞, δ = −4η20 . Scaling properties
ǫ2
ω
Pα,β,γ,δ(ǫt, ωλ) =Pωα, ǫ
ω
β,ω2γ, ǫ
2
ω2
δ
(t, λ), (5.16)
ǫHη0,η∞,χ0,χ∞
(
ǫt, ωλ,
µ
ω
)
=H ǫ
ω
η0,ωη∞,χ0,χ∞(t, λ, µ). (5.17)
Painlevé ndeg-III’ or (22) equation and Hamiltonian, recalled from (4.63) and (4.64):
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
αλ2
4t2
+
λ3
t2
+
β
4t
− 1
λ
, (5.18)
tH := λ2µ2 − (λ2 + (χ0 − 1)λ− t)µ+ 1
2
(χ0 + χ∞ − 1)λ, (5.19)
where α = −4χ∞, β = 4χ0.
Painlevé deg-III’-1 or (2; 3
2
) equation and Hamiltonian, recalled from (4.73) and (4.72):
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
− λ
2
t2
+
β
4t
− 1
λ
, (5.20)
tH = λ2µ2 +
(
(1− χ0)λ+ t
)
µ+
λ
2
. (5.21)
where β = 4χ0.
Painlevé deg-III’-2 or (3
2
; 2) equation and Hamiltonian recalled from (4.82) and (4.82):
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
αλ2
4t2
+
λ3
t2
+
1
t
, (5.22)
tH = λ2µ2 − λ2µ+ χ∞λ
2
+
t
2λ
(5.23)
where α = −4χ∞.
Painlevé ddeg-III’ or (3
2
3
2
) equation and Hamiltonian,recalled from (4.90) and (4.89):
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
− λ
2
t2
+
1
t
, (5.24)
tH = λ2µ2 + λµ+
λ
2
+
t
2λ
. (5.25)
Let us discuss special cases:
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• Let δ 6= 0, γ 6= 0. On the level of the Hamiltonian it means η0 6= 0, η∞ 6= 0. By
scaling we can set on the Hamiltonian level η0 = 1, η∞ = 1, which corresponds
to γ = 4, δ = −4. We obtain the Painlevé ndeg-III’ or (22) equation (4.64) and
Hamiltonian (4.63).
• Let δ, α 6= 0, γ = 0. By scaling we can make δ = −4, α = −4. We obtain
the Painlevé (2; 3
2
) equation. This reduction does not work for the Painlevé (2; 3
2
)
Hamiltonian.
• Let δ = 0, γ, β 6= 0. By scaling we can make γ = 4, β = 4. We obtain the Painlevé
(3
2
; 2) equation. This reduction does not work for the Painlevé (3
2
; 2) Hamiltonian.
The equations (3
2
; 2) and (2; 3
2
) are two equivalent forms of (23
2
), see Proposition 5.2.
• Let δ = γ = 0, α, β 6= 0. By scaling we can make α = −4, β = 4. We obtain the
Painlevé (3
2
3
2
) equation (4.90). This reduction does not work for the Painlevé (3
2
3
2
)
Hamiltonian (4.89).
• Let α = γ = 0. On the Hamiltonian level, η∞ = 0. The Hamiltonian is
tH = λ2µ2 − ((χ0 − 1)λ− η0t)µ. (5.26)
We can apply to (5.26) the time-dependent canonical transformation
H˜ = H − λ˜µ˜
t
, λ˜ =
λ
t
, µ˜ = tµ, (5.27)
obtaining
tH˜ = λ˜2µ˜2 − (χ0λ˜− η0)µ˜. (5.28)
It is solvable by quadratures by Subsection B.3.
• Let β = δ = 0. On the Hamiltonian level it corresponds to η0 = 0. The Hamiltonian
is
tH = λ2µ2 − (η∞λ2 + (χ0 − 1)λ)µ+ 1
2
η∞(χ0 + χ∞ − 1)λ, (5.29)
It is solvable by quadratures by Subsection B.3.
Proposition 5.2 The Painlevé (2; 3
2
) and (3
2
; 2) equations are equivalent.
Proof. First we apply to the Painlevé (2; 3
2
) Hamiltonian the time-dependent canon-
ical transformation (5.27) obtaining
tH˜ = λ˜2µ˜2 +
(− χ0λ˜+ 1)µ˜+ tλ˜
2
. (5.30)
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Next we apply the time independent canonical transformation
λ˜ =
1
λ
, µ˜ = −µλ2 − χ0λ
2
, (5.31)
obtaining
tH˜ =λ2µ2 − λ2µ− χ0λ
2
+
t
2λ
− χ
2
0
4
, (5.32)
which is the Painlevé (3
2
; 2) Hamiltonian for χ∞ = −χ0 minus χ
2
0
4
. ✷
Remark 5.3 The standard Painlevé III equation is given by
d2λ˜
dt˜2
=
1
λ
(
dλ˜
dt˜
)2
− 1
t˜
dλ˜
dt˜
+
αλ˜2 + β
t˜
+ γλ˜3 +
δ
λ˜
. (5.33)
The Painlevé III’ equation is obtained from (5.33) by λ˜ = tλ, t˜ = t2.
5.4 Painleve IV-34 or (13)
It has been noted in [13] that it is natural to consider Painlevé IV together with the
so-called Painlevé 34. The latter is equivalent to Painlevé II, and therefore is not so well
known. Together they can be treated as special cases of a supertype, which in [13] is
denoted 4 34, and we denote by IV-34, or preferably by (13), since it is related to the
supertype (13) of the Heun class. In this subsection we discuss this supertype of Painlevé
in detail.
Painlevé IV-34 depends on 3 parameters. It is invariant with respect to a scaling
transformation. It contains Painlevé IV depending on 2 parameters and Painlevé 34
depending on 1 parameter, as well as a trivial type solvable in quadratures.
Painlevé IV-34 or (13) equation and Hamiltonian:
d2λ
dt2
=
1
2λ
(dλ
dt
)2
+ ρλ(2λ+ t) + γλ(λ+ t)(3λ+ t) +
β
4λ
(5.34)
H = λµ2 − (ηλ2 + ηtλ− θλ+ κ0)µ+
(θ2
4
+
(κ0 − 1)η
2
)
λ, (5.35)
where β = −2κ20, ρ = −ηθ, γ = 12η2. Scaling properties
ǫPβ,ρ,γ(ǫt, ǫλ) = Pβ,ǫ3ρ,ǫ4γ(t, λ), (5.36)
ǫHη,θ,κ0(ǫt, ǫλ, ǫ
−1µ) = Hǫ2η,ǫθ,κ0(t, λ, µ) (5.37)
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Painlevé IV or (13) equation and Hamiltonian, recalled from (4.96) and (4.95):
d2λ
dt2
=
1
2λ
(
dλ
dt
)2
+
3
2
λ3 + 4tλ2 + 2(t2 − α)λ+ β
λ
, (5.38)
H = 2λµ2 − (λ2 + 2tλ+ 2κ0)µ+ θ∞λ. (5.39)
where α = −κ0 + 2θ∞ − 1, β = −2κ20.
Painlevé 34 or (15
2
) equation and Hamiltonian, recalled from (4.103) and (4.102):
d2λ
dt2
=
1
2λ
(dλ
dt
)2
+ 2λ2 + tλ+
β
4λ
, (5.40)
H =λµ2 − κ0µ− λ
2
2
− tλ
2
. (5.41)
where β = −2κ20.
Let us discuss special cases:
• Let γ 6= 0. By scaling we can set γ = 1
8
. We change the time t˜ = 1
2
t+ ρ. We obtain
the Painlevé (13) equation with α = 4ρ2.
The equivalent reduction on the Hamiltonian level: For η 6= 0, by scaling, we can
make η = 1
2
. We multiply the Hamiltonian by 2 and change t to 2t:
2H(2t, λ, µ) = 2λµ2 − (λ2 + 2tλ− 2θλ+ κ0)µ+ (θ
2 + κ0 − 1)
2
λ,
which is the Painlevé (13) Hamiltonian with θ∞ = θ
2+κ0−1
2
and t˜ = t− θ.
• Let γ = 0, ρ 6= 0. By scaling we can make ρ = 1. We obtain the Painlevé 34 or (15
2
)
equation. This reduction does not work for the Painlevé 34 or (15
2
) Hamiltonian.
• Let γ = ρ = 0, which on the Hamiltonian level corresponds to η = 0. We have the
Hamiltonian
H = λµ2 − (−θλ+ κ0)µ+ θ
2
4
λ, (5.42)
which is solvable by quadratures (see Subsection B.3).
Remark 5.4 Note that Painlevé 34 or (15
2
) is equivalent to Painlevé II or (4).
Let us show this on the Hamiltonian level. After an application of the canonical trans-
formation
µ˜ = λ, λ˜ = −µ, (5.43)
the Painlevé (15
2
) Hamiltonian (5.41) becomes
H = − µ˜
2
2
− λ˜2µ˜− tµ˜
2
+ κ0λ˜. (5.44)
Then we change t into −t and multiply the Hamiltonian by −1, obtaining the Painlevé
(4) Hamiltonian (5.50) with κ0 = α +
1
2
.
56
5.5 Painleve I-II or (4)
Usually Painlevé I and II equations are treated separately. However, it has been noted
already by Painlevé and elaborated in [13] that it is natural to join them in a single
supertype. [13] denotes it 1 2, we denote it I-II, or preferably (4), since it corresponds
to the supertype (4) of the Heun class. In this subsection we discuss this supertype of
Painlevé in detail.
Painlevé I-II depends on 2 parameters. It is invariant with respect to a scaling transfor-
mation. It contains Painlevé II, depending on 1 parameter, Painlevé I with no parameters
and a trivial type solvable in quadratures.
Painlevé I-II or (4) equation and Hamiltonian:
d2λ
dt2
= γ(2λ3 + tλ) + β(6λ2 + t), (5.45)
H =
1
2
µ2 −
(
ηλ2 +
1
2
ηt
)
µ− 2βλ3 − tβλ− 1
2
ηλ, (5.46)
where γ = η2. Scaling properties:
ǫ3Pγ,β(ǫ
2t, ǫλ) = Pǫ6γ,ǫ5β(t, λ), (5.47)
ǫ2Hη,β(ǫ
2t, ǫλ, ǫ−1µ) = Hǫ3η,ǫ5β(t, λ, µ). (5.48)
Painlevé II or (4) equation and Hamiltonian, recalled from (4.109) and (4.108):
d2λ
dt2
= 2λ3 + tλ+ α, (5.49)
H =
1
2
µ2 −
(
λ2 +
t
2
)
µ−
(
α +
1
2
)
λ. (5.50)
Painlevé I or (7
2
) equation and Hamiltonian, recalled from (4.114) and (4.113):
d2λ
dt2
= 6λ2 + t, (5.51)
H =
1
2
µ2 − 2λ3 − tλ. (5.52)
Let us discuss special cases:
• Let η 6= 0, in both the equation and the Hamiltonian. By scaling we can set η = 1.
We apply the canonical transformation
t = t˜+ 6β2, λ = λ˜− β, µ = µ˜− 2βλ˜+ 4β2.
We obtain
H =
µ˜2
2
−
(
λ˜2 +
t˜
2
)
µ−
(
2β3 +
1
2
)
λ˜+
1
2
β − β2t˜. (5.53)
Thus up to free terms we obtain the Painlevé (4) Hamiltonian with α = 2β3, and
hence also the Painlev’e (4) equation.
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• Let η = 0, β 6= 0. By scaling we can set β = 1. The Hamiltonian becomes
H =
µ2
2
− 2λ3 − tλ.
Thus we obtain the Painlevé (7
2
) Hamiltonian, and hence also the Painlev’e (7
2
)
equation.
• Let η = 0, β = 0. The Hamiltonian becomes H = 1
2
µ2, which is trivial.
A Proof of Theorems 4.1 and 4.2
A.1 Preparation for the proof of Theorem 4.1
Recall from (4.8), (4.9) and (4.13) that we set
p(z) :=p0(z)− 1
z − λ, (A.1)
p0(z) :=
τ(z)
σ(z)
, (A.2)
q(z :) =q0(z) +
1
σ(z)
(
− η(λ)− µ(τ(λ)− σ′(λ))− µ2σ(λ) + µσ(λ)
(z − λ)
)
, (A.3)
q0(z) :=
η(z)
σ(z)
, (A.4)
a(z) :=
c(z)
z − λ, b(z) := −
c(λ)µ
z − λ. (A.5)
where c(z) is a t, λ-dependent polynomial of degree ≤ 2. We will find conditions on c and
the time variable t so that the compatibility conditions (4.6) and (4.7), that is,
p˙− ap′ + 2b′ − pa′ + a′′ = 0, (A.6)
q˙ + pb′ − 2qa′ − aq′ + b′′ = 0, (A.7)
are satisfied. The corresponding equations for λ, µ will be generated by the Hamiltonian
(4.14), which we recall below:
H(t, λ, µ) =
η(λ)c(λ)
σ(λ)
+ µ
(τ(λ)c(λ)
σ(λ)
− c′(λ)
)
+ µ2c(λ). (A.8)
The following simple identities will be useful in our calculations:
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Lemma A.1 Let ξ be a polynomial with deg ξ ≤ 2. Then
ξ(z)− ξ(λ)− (z − λ)ξ′(z)
(z − λ)2 = −
ξ′′
2
, (A.9)
ξ(z)
z−t − ξ(λ)λ−t −
(
ξ(z)
z−t
)′
(z − λ)
(z − λ)2 = −
ξ(t)
(z − t)2(λ− t) . (A.10)
If ξ is a polynomial with deg ξ ≤ 3, then
2ξ(z)− 2ξ(λ)− (z − λ)(ξ′(z) + ξ′(λ)) = −ξ′′′
6
(z − λ)3. (A.11)
A.2 First compatibility condition
Proposition A.2 Suppose that the following equation of motion for λ holds:
λ˙ =2c(λ)µ− c′(λ) + cτ
σ
(λ), (A.12)
and we have the condition
0 = I :=
τ˙
σ
(z)− τ σ˙
σ2
(z) +
cτ
σ
(z)− cτ
σ
(λ)− (z − λ)( cτ
σ
)′
(z)
(z − λ)2 . (A.13)
Then (A.6) is satisfied.
Proof.
0 =p˙(z)− a(z)p′(z) + 2b′(z)− p(z)a′(z) + a′′(z)
=p˙0(z)− λ˙
(z − λ)2 −
c(z)
z − λ
(
p′0(z) +
1
(z − λ)2
)
+
2c(λ)µ
(z − λ)2 −
(
p0(z)− 1
(z − λ)
)( c′(z)
z − λ −
c(z)
(z − λ)2
)
+
c′′(z)
z − λ −
2c′(z)
(z − λ)2 +
2c(z)
(z − λ)3
=
1
(z − λ)2
(
− λ˙+ 2c(λ)µ− c′(z) + (cp0)(z)
)
+
1
(z − λ)
(
− c(z)p′0(z)− p0(z)c′(z) + c′′(z)
)
+ p˙0(z)
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We rearrange this as
=
1
(z − λ)2
(
− λ˙+ 2c(λ)µ− c′(λ) + (cp0)(λ)
)
(A.14)
+
−c′(z) + c′(λ) + c′′(z)(z − λ)
(z − λ)2 (A.15)
+
(cp0)(z)− (cp0)(λ)− (z − λ)
(
cp0)
′(z)
(z − λ)2 + p˙0(z) (A.16)
(A.14) is proportional to 1
(z−λ)2 and the last two lines are regular at z = λ. Therefore,
(A.14) has to vanish separately, yielding the condition (A.12). (A.15) vanishes automat-
ically, because c is a polynomial of degree ≤ 2 in z. (A.16) yields the condition (A.13).
✷
A.3 Second compatibility condition
It is much more difficult to analyze the second compatibility condition.
Proposition A.3 Suppose that the equation for λ (A.12) holds together with the equation
for µ
µ˙ = −cη
′
σ
(λ)− µ
(cτ ′
σ
(λ)− cσ
′′
2σ
(λ)− c
′′
2
)
− µ2σ
′c
σ
(λ). (A.17)
Assume also that I = 0 (see (A.13) and the following conditions are satisfied:
0 = II :=− σ˙
σ
(z)
(
η(z)− η(λ))+ η˙(z)− η˙(λ)
+
(
η(z)− η(λ))
(z − λ)
(cσ′
σ
(z)− c′(z)) − η′(λ)(σ′c
σ
(λ)− c′(λ)
)
+
2cη(z)− 2cη(λ)− ((cη)′(z) + (cη)′(λ))(z − λ)
(z − λ)2 ;
0 = III :=
σ˙
σ
(z)− σ˙
σ
(λ)−
cσ′
σ
(z)− cσ′
σ
(λ)− ( cσ′
σ
)′(λ)(z − λ)
(z − λ) .
Then (A.7) is true.
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Proof.
0 =q˙(z) + p(z)b′(z)− 2q(z)a′(z)− a(z)q′(z) + b′′(z)
=
1
σ(z)
(
− τ(λ) + σ′(λ)− 2µσ(λ) + σ(λ)
(z − λ)
)
µ˙
+
1
σ(z)
(
− η′(λ)− µ(τ ′(λ)− σ′′(λ))− µ2σ′(λ) + µσ
′(λ)
(z − λ) +
µσ(λ)
(z − λ)2
)
λ˙
− σ˙(z)
σ2(z)
(
η(z)− η(λ)− µ(τ(λ)− σ′(λ))− µ2σ(λ) + µσ(λ)
(z − λ)
)
+
1
σ(z)
(
η˙(z)− η˙(λ)− µ(τ˙(λ)− σ˙′(λ))− µ2σ˙(λ) + µσ˙(λ)
(z − λ)
)
+
(τ(z)
σ(z)
− 1
(z − λ)
) c(λ)µ
(z − λ)2
− 2
σ(z)
(
η(z)− η(λ)− µ(τ(λ)− σ′(λ))− µ2σ(λ) + µσ(λ)
(z − λ)
)( c′(z)
(z − λ) −
c(z)
(z − λ)2
)
+
c(z)σ′(z)
(z − λ)σ2(z)
(
η(z)− η(λ)− µ(τ(λ)− σ′(λ))− µ2σ(λ) + µσ(λ)
(z − λ)
)
− c(z)
(z − λ)σ(z)
(
η′(z)− µσ(λ)
(z − λ)2
)
− 2 c(λ)µ
(z − λ)3 .
Next we collect the terms that contain an inverse power of z−λ. These terms are grouped
in several categories. In these terms we also insert (A.12). We obtain
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=
1
σ(z)
(
− τ(λ) + σ′(λ)− 2µσ(λ)
)
µ˙
+
1
σ(z)
(
− η′(λ)− µ(τ ′(λ)− σ′′(λ))− µ2σ′(λ)
)
λ˙
− σ˙(z)
σ2(z)
(
η(z)− η(λ)− µ(τ(λ)− σ′(λ))− µ2σ(λ)
)
+
1
σ(z)
(
η˙(z)− η˙(λ)− µ(τ˙(λ)− σ˙′(λ))− µ2σ˙(λ)
)
+
1
(z − λ)σ(z)
(
− µσ˙(z)σ(λ)
σ(z)
+ µσ˙(λ) + µ˙σ(λ)
)
+
1
(z − λ)2σ(z)2c(z)
(
η(z)− η(λ))
+
1
(z − λ)σ(z)
(
− 2c′(z)(η(z)− η(λ))+ c(z)σ′(z)
σ(z)
(
η(z)− η(λ))− c(z)η′(z))
+
µ
(z − λ)2σ(z)
(
c(λ)τ(λ) + c(λ)τ(z)− 2c(z)τ(λ)
)
+
µ
(z − λ)σ(z)
(
c(λ)
σ′(λ)
σ(λ)
τ(λ)− c(z)σ
′(z)
σ(z)
τ(λ) + 2c′(z)τ(λ)
)
+
µ
(z − λ)3σ(z)
(
3c(z)σ(λ)− 3c(λ)σ(z)
)
+
µ
(z − λ)2σ(z)
(
− c′(λ)σ(λ)− 2c′(z)σ(λ) + 2c(z)σ′(λ) + c(z)σ
′(z)
σ(z)
σ(λ)
)
+
µ
(z − λ)σ(z)
(
− c′(λ)σ′(λ)− 2c′(z)σ′(λ) + c(z)σ
′(z)
σ(z)
σ′(λ)
)
+
µ2
(z − λ)2σ(z)
(
2c(λ)σ(λ)− 2c(z)σ(λ)
)
+
µ2
(z − λ)σ(z)
(
2c(λ)σ′(λ) + 2c′(z)σ(λ)− c(z)σ
′(z)
σ(z)
σ(λ)
)
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= − 1
σ(z)
(
η′(λ) + µ
(
τ ′(λ)− σ′′(λ))+ µ2σ′(λ))λ˙
− 1
σ(z)
(
τ(λ)− σ′(λ) + 2µσ(λ))µ˙
+
σ(λ)
σ(z)(z − λ) µ˙
+
1
σ(z)
(
− σ˙
σ
(z)
(
η(z)− η(λ))+ η˙(z)− η˙(λ))
+
µ
σ(z)
(
τ(λ)
σ˙
σ
(z)− τ˙(λ)
)
+
µ
σ(z)
(
− σ′(λ) σ˙
σ
(z) + σ˙′(λ)− σ(λ)
(
σ˙
σ
(z)− σ˙
σ
(λ)
)
(z − λ)
)
+
µ2
σ(z)
σ(λ)
( σ˙
σ
(z)− σ˙
σ
(λ)
)
+
1
(z − λ)σ(z)c(λ)η
′(λ)
+
1
σ(z)
(2cη(z)− 2cη(λ)− ((cη)′(z) + (cη)′(λ))(z − λ)
(z − λ)2
+
(
η(z)− η(λ))
(z − λ)
(
c
σ′
σ
(z)− c′(z)))
+
µ
σ(z)(z − λ)c(λ)τ
′(λ)
+
µ
σ(z)
((σ′c
σ
(λ)− σ′c
σ
(z)
)
(z − λ) τ(λ) + c(λ)
τ ′′
2
+ c′′τ(λ)
)
+
µ
(z − λ)σ(z)
(
− c
′′σ(λ)
2
− c(λ)σ
′′(λ)
2
)
+
µ
σ(z)
(
− c′′σ′(λ) +
(
cσ′
σ
(z)− cσ′
σ
(λ)− (z − λ)( cσ′
σ
)′
(λ)
)
(z − λ)2 σ(λ) +
(
cσ′
σ
(z)− cσ′
σ
(λ)
)
z − λ σ
′(λ)− σ
′′′c(λ)
2
)
+
µ2
σ(z)(z − λ)c(λ)σ
′(λ)
+
µ2
σ(z)
(
c′′σ(λ)− σ(λ)
(
σ′c
σ
(z)− σ′c
σ
(λ)
)
(z − λ)
)
.
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The singular term equals
1
σ(z)(z − λ)
(
σ(λ)µ˙+ c(λ)η′(λ) + µ
(
c(λ)τ ′(λ)− 1
2
c(λ)σ′′(λ)− 1
2
c′′σ(λ)
)
+ µ2c(λ)σ′(λ)
)
.
(A.18)
It yields the equation for µ˙, that is (A.17). After inserting (A.12) and (A.17) the first two
lines become
1
σ(z)σ(λ)
η′(λ)
(
− c(λ)σ′(λ) + c′(λ)σ(λ)
)
+
µ
σ(z)σ(λ)
(
τ ′(λ)
(− c(λ)σ′(λ) + c′(λ)σ(λ))+ τ(λ)(− c′′σ(λ)
2
+
c(λ)σ′′(λ)
2
))
+
µ
σ(z)σ(λ)
(c′′σ′(λ)σ(λ)
2
+
c(λ)σ′(λ)σ′′(λ)
2
− c′(λ)σ(λ)σ′′(λ)
)
+
µ2
σ(z)σ(λ)
(
− c(λ)σ′(λ)2 + c′(λ)σ(λ)σ′(λ)− c′′σ(λ)2 + c(λ)σ′′(λ)σ(λ)
)
.
Finally, we obtain
=
1
σ(z)
(
− σ˙
σ
(z)
(
η(z)− η(λ))+ η˙(z)− η˙(λ)
+
(
η(z)− η(λ))
(z − λ)
(cσ′
σ
(z)− c′(z)) − η′(λ)(σ′c
σ
(λ)− c′(λ)
)
+
2cη(z)− 2cη(λ)− ((cη)′(z) + (cη)′(λ))(z − λ)
(z − λ)2
)
+
µ
σ(z)
(
− τ˙(λ) + c(λ)τ
′′
2
− τ ′(λ)
(σ′c
σ
(λ)− c′(λ)
)
+ τ(λ)
( σ˙
σ
(z) +
c′′
2
+
c(λ)σ′′(λ)
2σ(λ)
−
(
σ′c
σ
(z)− σ′c
σ
(λ)
)
(z − λ)
))
+
µ
σ(z)
(
− σ′(λ) σ˙
σ
(z) + σ˙′(λ)− σ(λ)
(
σ˙
σ
(z)− ( σ˙
σ
(λ)
)
(z − λ)
− c
′′
2
σ′(λ) +
c(λ)
2
σ′(λ)
σ(λ)
σ′′(λ)− c′(λ)σ′′(λ)− σ
′′′c(λ)
2
+
(
cσ′
σ
(z)− cσ′
σ
(λ)− (z − λ)( cσ′
σ
)′
(λ)
)
(z − λ)2 σ(λ) +
(
cσ′
σ
(z)− cσ′
σ
(λ)
)
z − λ σ
′(λ)
)
+
µ2σ(λ)
σ(z)
(
σ˙
σ
(z)− σ˙
σ
(λ)−
cσ′
σ
(z)− cσ′
σ
(λ)− ( cσ′
σ
)′(λ)(z − λ)
(z − λ)
)
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=
1
σ(z)
II +
(
− µσ(λ)
σ(z)(z − λ) +
µ
σ(z)
(
τ(λ)− σ′(λ))+ µ2σ(λ)
σ(z)
)
III
+
µ
σ(z)
(
(τ(λ)− σ′(λ)) σ˙
σ
(λ)− τ˙ (λ) + σ˙′(λ)
)
+
µ
σ(z)
(
1
2
(
(τ − σ′)c)′′(λ)− (τ − σ′)′(λ)cσ′
σ
(λ)
+ (τ − σ′)(λ)
(
− c
′σ′
σ
(λ) +
cσ′σ′
σ2
(λ)− cσ
′′
2σ
(λ)
))
=
1
σ(z)
II +
(
− µσ(λ)
σ(z)(z − λ) +
µ
σ(z)
(
τ(λ)− σ′(λ))+ µ2σ(λ)
σ(z)
)
III (A.19)
+
µσ(λ)
σ(z)
(
− ∂t τ
σ
(λ) + ∂t
σ′
σ
(λ) +
1
2
(τc
σ
)′′
(λ)− 1
2
(σ′c
σ
)′′
(λ)
)
(A.20)
We have
lim
z→λ
I = ∂t
τ
σ
(λ)− 1
2
(τc
σ
)′′
(λ), (A.21)
lim
z→λ
III
(z − λ) = ∂t
σ′
σ
(λ)− 1
2
(σ′c
σ
)′′
(λ). (A.22)
Therefore, if I and III vanish, then so do (A.21) and (A.22), and hence also (A.20) ✷
Propositions A.2 and A.3 prove Theorem 4.1. Next we would like to prove Theorem
4.2. The proof will be divided into two subsections. In the first we consider Cases A1,
A2p, A2q, A3p, A3q. In the second we consider Cases Bp and Bq.
From now on we assume that σ, τ, η correspond to a Heun class equation, that is
deg σ ≤ 3, deg τ ≤ 2 and deg ησ ≤ 4.
A.4 Cases A
Assume that σ has a zero at z = s so that σ(z) = (z − s)ρ(z). Clearly, deg ρ ≤ 2. We
assume that ηρ is a polynomial; this implies deg ηρ ≤ 3.
We make the ansatz
c(z) := m(λ− s)ρ(z),
where m is a function only of t.
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Proposition A.4 The equations (A.12) and (A.17) are given by the Hamiltonian
H =
η(λ)c(λ)
σ(λ)
+
(τ(λ)c(λ)
σ(λ)
− c′(λ)
)
µ+ c(λ)µ2. (A.23)
Proof. We can rewrite the Hamiltonian as
H = m
(
η(λ) +
(
τ(λ)− (λ− s)ρ′(λ))µ+ σ(λ)µ2).
Thus it is enough to check that
d
dλ
c′(λ) =
1
2
c(λ)
σ′′(λ)
σ(λ)
+
1
2
c′′. (A.24)
Indeed, σ′′(z) = 2ρ′(z) + (z − t)ρ′′(z). Therefore,
d
dλ
(λ− t)ρ′(λ) = ρ′(λ) + (λ− t)ρ′′(λ) = 1
2
σ′′(λ) +
1
2
(λ− t)ρ′′(λ). (A.25)
Then we multiply (A.25) by m. ✷
Using deg τ ≤ 2 we obtain
cτ
σ
(z) =
m(λ− s)τ(z)
(z − s) =
m(λ− s)τ0
(z − s) + pol≤1.
Therefore,
I = ∂t
τ
σ
(z)− mτ0
(z − s)2 . (A.26)
Using
cσ′
σ
(z)− c′(z) = m(λ− s)ρ(z)
z − s ,
we obtain(
η(z)− η(λ))
(z − λ)
(cσ′
σ
(z)− c′(z))− η′(λ)(σ′c
σ
(λ)− c′(λ)
)
=
m
(
η(z)− η(λ))(λ− s)ρ(z)
(z − λ)(z − s) −mη
′(λ)ρ(λ).
Using deg ηρ ≤ 3 we get
2cη(z)− 2cη(λ)− ((cη)′(z) + (cη)′(λ))(z − λ)
(z − λ)2 = −
m(λ− s)(ηρ)′′′(z − λ)
6
.
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Therefore,
II =− σ˙
σ
(z)
(
η(z)− η(λ))+ η˙(z)− η˙(λ) (A.27)
+
m(η(z)− η(λ)(λ− s)ρ(z)
(z − λ)(z − s) −mη
′(λ)ρ(λ)− m(λ− s)(ηρ)
′′′(z − λ)
6
.
Finally, by deg ρ ≤ 2, we have
cσ′
σ
(z) = m(λ− s) ρ(s)
z − s + pol≤1, (A.28)
and hence
cσ′
σ
(z)− cσ′
σ
(λ)− ( cσ′
σ
)′(λ)(z − λ)
(z − λ) (A.29)
=
(λ− s)mρ(s)
(z − λ)
( 1
z − s −
1
λ− s +
z − λ
(λ− s)2
)
(A.30)
=mρ(s)
(z − λ)
(z − s)(λ− s) . (A.31)
Therefore,
III =
σ˙
σ
(z)− σ˙
σ
(λ)−mρ(s) (z − λ)
(z − s)(λ− s) . (A.32)
Case A1. If the root s is single, the time variable s can be chosen t = s. We assume
σ(z) = (z − t)ρ(z), ρ(t) 6= 0, deg η ≤ 1,
τ(z)
σ(z)
=
1− κ
z − t +
τ1(z)
ρ(z)
, m :=
1
ρ(t)
, (A.33)
κ˙ = ρ˙ = τ˙1 = η˙ = 0.
We have
∂t
τ
σ
(z) =
1− κ
(z − t)2 ,
1− κ = τ(t)
ρ(t)
.
Therefore,
I =
1− κ
(z − t)2 −
mτ(t)
(z − t)2 = 0. (A.34)
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Using deg η ≤ 1 and η˙ = 0 we obtain
− σ˙
σ
(z)
(
η(z)− η(λ))+ η˙(z)− η˙(λ) = − σ˙
σ
(z)η′(z − λ),
m
(
η(z)− η(λ))(λ− s)ρ(z)
(z − λ)(z − s) −mη
′(λ)ρ(λ) = −η
′mρ(s)(z − λ)
(z − s) + η
′m(λ− s)ρ
′′
2
(z − λ)
−m(λ− s)(ηρ)
′′′(z − λ)
6
= −η
′m(λ− s)ρ′′(z − λ)
2
.
We have
σ˙
σ
(z) = − 1
z − t .
Therefore,
II = η′(z − λ)
( 1
z − t −
mρ(t)
z − t
)
= 0. (A.35)
We have
σ˙
σ
(z)− σ˙
σ
(λ) = − 1
z − t +
1
λ− t (A.36)
=
z − λ
(λ− t)(z − t) . (A.37)
Therefore,
III =
z − λ
(λ− t)(z − t) −
mρ(t)(z − λ)
(z − t)(λ− t) = 0. (A.38)
Case A2p. Assume that the root s is double. The normalization m = 1
ρ(s)
does not
work and we have to change the time variable.
Thus we assume σ(z) = (z − s)2ρ1(z), where deg ρ1 ≤ 1. We assume that ρ1(s) = 1,
deg η ≤ 1,
τ
σ
(z) =
2− χ
z − s +
t
(z − s)2 +
τ2
ρ1(z)
, m =
1
t
, (A.39)
σ˙ = χ˙ = τ˙2 = η˙ = 0.
We have
∂t
τ
σ
(z) =
1
(z − s)2 .
Hence, using t = τ0, we get
I =
1
(z − s)2 −
mτ0
(z − s)2 = 0. (A.40)
Clearly,
II = 0. (A.41)
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In this case, as well as in all the remaining cases, σ
′c
σ
is a polynomial of degree ≤ 1.
Therefore,
III = 0. (A.42)
Case A2q. We still assume that the root s is double. More precisely, we assume that
σ(z) = (z − s)2ρ1(z), ρ1(s) = 1, τ(s) = 0, deg η1ρ1 ≤ 2,
η(z) =
t
z − s + η1(z), m =
1
t
, (A.43)
σ˙ = τ˙ = η˙1 = 0.
τ˙ = 0 and τ(s) = 0 imply
I = 0. (A.44)
We have
η˙(z)− η˙(λ) = 1
z − s −
1
λ− s, (A.45)
m
(
η(z)− η(λ))(λ− s)ρ(z)
(z − λ)(z − s) −mη
′(λ)ρ(λ)−m(λ− s)(ηρ)
′′′
(z − λ)6 (z − λ)
2
=
m(λ− s)
(z − λ)
(
ηρ1(z)− ηρ1(λ)− (ηρ1)′(λ)(z − λ)− (ηρ1)
′′
2
(z − λ)2
)
. (A.46)
Now ηρ1(z) = tz−s + pol≤2. Therefore, (A.46) equals
=
m(λ− s)t
(z − λ)
( 1
z − s −
1
λ− s +
(z − s)
(λ− s)2
)
=mt
( 1
λ− s −
1
z − s
)
.
Therefore,
II =
1
z − s −
1
λ− s +mt
( 1
λ− s −
1
z − s
)
= 0. (A.47)
Case A3p. Assume that σ(z) = (z − s)3, η is a polynomial, deg η ≤ 1, τ(s) 6= 0,
τ
σ
(z) =
3− θ
z − s +
t
(z − s)2 +
τ0
(z − s)3 , m =
1
τ0
, (A.48)
σ˙ = θ˙ = τ˙(s) = η˙ = 0.
We have
∂t
τ
σ
(z) =
1
(z − s)2 .
Hence,
I =
1
(z − s)2 −
mτ0
(z − s)2 = 0. (A.49)
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Clearly,
II = 0. (A.50)
Case A3q. We assume σ(z) = (z − s)3, τ(s) = 0, η1 is a polynomial, deg η1 ≤ 1,
η(z) =
1
(z − s)2 +
t
z − s + η1(z), m = 1, (A.51)
σ˙ = τ˙ = η˙1 = 0.
Exactly as in Case A2, we have
I = 0. (A.52)
We still have (A.45). Besides, ρ1(z) = (z − s), and hence ηρ1(z) = 1z−s + pol≤2.
Therefore, (A.46) equals
m(λ− s)
(z − λ)
(
ηρ1(z)− ηρ1(λ)− (ηρ1)′(λ)(z − λ)− (ηρ)
′′′
6
(z − λ)2
)
,
=
m(λ− s)
(z − λ)
( 1
z − s −
1
λ− s +
(z − s
(λ− s)2
)
=m
( 1
λ− s −
1
z − s
)
.
Therefore,
II =
1
z − s −
1
λ− s +m
( 1
λ− s −
1
z − s
)
= 0. (A.53)
A.5 Cases B
Assume that deg σ ≤ 2 and set
c(z) = mσ(z), (A.54)
where m is a nonzero constant. We assume that σ does not depend on t.
We set
H(t, λ, µ) := m
(
η(λ) +
(
τ(λ)− σ′(λ))µ+ σ(λ)µ2) (A.55)
= η(λ)
c(λ)
σ(λ)
+
(
τ(λ)
c(λ)
σ(λ)
− c′(λ)
)
µ+ c(λ)µ2. (A.56)
We easily check that the equations of motion (A.12) and (A.17) are generated by H .
Clearly, using deg τ ≤ 2,
τ(z)− τ(λ)− (z − λ)τ ′(z)
(z − λ)2 = −
τ ′′
2
. (A.57)
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Therefore,
I =
τ˙(z)
σ(z)
−mτ
′′
2
(A.58)
Using deg ση ≤ 3 we obtain
2ση(z)− 2ση(λ)− ((ση)′(z) + (ση)′(λ))(z − λ)
(z − λ)2 = −
(ση)′′′
6
(z − λ).
Therefore,
II = η˙(z)− η˙(λ)−m(ση)
′′′
6
(z − λ). (A.59)
III is clearly 0, because σ˙ = 0 and cσ
′
σ
is a polynomial of degree ≤ 1.
Case Bp. deg σ ≤ 1, deg τ2 = 2, deg ξ ≤ 2, η(z) = ξ(z)σ(z) ,
τ(z) = tσ(z) + τ2(z), m =
2
τ ′′2
, (A.60)
σ˙ = τ˙2 = η˙ = 0.
It is easy to see that I = II = 0.
Case Bq. deg σ ≤ 1, deg τ ≤ 1, deg ξ3 = 3,
η(z) = tz +
ξ3(z)
σ(z)
, m =
6
ξ′′′3
, (A.61)
σ˙ = τ˙ = η˙0 = 0,
We also easily check that I = II = 0.
B Hamilton equations
B.1 From Hamilton equations to second order equations
We devote this appendix to a few remarks about Hamilton equations.
Suppose that H(t, λ, µ) is a time-dependent Hamiltonian. The equations
dλ
dt
=
∂H
∂µ
(t, λ, µ), (B.1)
dµ
dt
= −∂H
∂λ
(t, λ, µ), (B.2)
are called the Hamilton equations generated by H .
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All Painlevé Hamiltonians have the form
H(t, λ, µ) = f(t, λ)
µ2
2
+ µg(t, λ) + h(t, λ). (B.3)
For such Hamiltonians it is easy to eliminate µ from the Hamilton equations. One obtains
a second order differential equation for λ of the form
d2λ
dt2
= A(t, λ)
(
dλ
dt
)2
+B(t, λ)
dλ
dt
+ C(t, λ), (B.4)
A :=
1
2f
∂f
∂λ
, B :=
1
f
∂f
∂t
, C := − g
2
2f
∂f
∂λ
− g
f
∂f
∂t
+ g
∂g
∂λ
+
∂g
∂t
− f ∂h
∂λ
.
B.2 Invariance of Hamilton equations
The Hamilton equations are invariant wrt various transformations.
• The equations generated by ǫH(ǫt, λ, µ) are equivalent to (B.1) and (B.2).
• Let (λ, µ) 7→ (λ˜, µ˜) be a (time-independent) canonical transformation, that means
∂λ˜
∂λ
∂µ˜
∂µ
− ∂λ˜
∂µ
∂µ˜
∂λ
= 1 (B.5)
Then the Hamiltonian equations in the new variables
dλ˜
dt
=
∂H
∂µ˜
, (B.6)
dµ˜
dt
= −∂H
∂λ˜
, (B.7)
are equivalent to (B.2).
• The Hamilton equations are invariant wrt the following time-dependent transforma-
tion:
λ˜ = t−1λ, µ˜ = tµ, H˜ = H − t−1λ˜µ˜. (B.8)
B.3 Hamiltonian solvable in quadratures
Let us now consider a Hamiltonian of the form
H(t, λ, µ) = m(t)
(
f(λ)
µ2
2
+ µg(λ) + h(λ)
)
. (B.9)
We will show that it is solvable in quadratures.
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First we change the time from t to s, by solving
ds
dt
= m(t). (B.10)
Using the time s we can replace (B.9) by the time-independent Hamiltonian
H(λ, µ) = f(λ)
µ2
2
+ µg(λ) + h(λ). (B.11)
Hence
E = f(λ)
µ2
2
+ µg(λ) + h(λ) (B.12)
is a constant of motion. Hence
µ =
−g(λ)±√g(λ)2 − 2f(λ)(h(λ)− E)
f(λ)
. (B.13)
We insert this into the first Hamilton equation
dλ
ds
= µf(λ) + g(λ) (B.14)
obtaining
dλ
ds
= ±
√
g(λ)2 − 2f(λ)(h(λ)−E). (B.15)
This is clearly solvable in quadratures.
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