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I. INTRODUCTION 
The two states, Arizona and New Mexico, were selected 
for this study because of many factors. Initially, a study 
of supply response in cotton was considered for Sudan, the . 
home country of the author. However, data were not available 
for this analysis. Cotton in particular was selected for 
study because Sudan is an agricultural country and cotton is 
the backbone of its economy. Since the study could not be 
made for Sudan, a parallel problem was selected for the 
United States, While cotton yields and technology are not 
the same, the methodology applied can be similar for the 
United States or Sudan, thus allowing the author to return 
with this "know how" in research. Many states in the United 
States grow cotton, but Arizona and New Mexico were selected 
because of certain similarities with Sudan in the production 
of cotton. Some of these will be mentioned but the list does 
not exhaust the similarities. Certain dissimilarities also 
will be discussed. 
Two cotton varieties, a long-staple variety - the 
American-Egyptian, and a short-staple variety - American 
Upland, are grown in both Arizona and New Mexico. Sudan also 
grows two varieties where the long-staple variety is the 
Egyptian type (better known as Sakellaridis) and the short-
staple variety is the same American Upland. Most of the 
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cotton in Arizona and New Mexico is grown under irrigation as 
is true in Sudan. However methods of irrigation differ. In 
addition to the different types of wells (i.e. shallow, 
artesian) which are used quite extensively under pump irriga­
tion, free flow also is used in the two states. On the other 
hand, there are three main means of irrigation in Sudan. The 
most important method is the free flow method used in central 
Sudan (Gezira Scheme) the largest cotton producing area 
where most of the Sakellaridis variety is grown. The second 
method is pump irrigation used in all the private and govern­
ment schemes along the White Nile in the central part of the 
country and in the North along the Nile. The third method 
is the flood irrigation used in the northeastern part of the 
country in the Gash and Tokar rivers' deltas. Wells are not 
used for cotton irrigation. Acreage allotment is the third 
point of similarity. However, in the case of Arizona and New 
Mexico, a certain acreage is alloted to the state. Then, the 
state allocates the acreage among the farmers, each according 
to the number of cotton total grown for the last few years. 
In Central Sudan, precisely in the "Gezira Scheme", each 
farmer is given a farm of a certain size (usually ^ 0 acres), 
and is asked to grow a certain number of cotton acres each 
year (usually 10 acres). Besides these three main points, 
close similarity in weather can also be cited. These two 
states, along with the southern part of California, have 
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weather which can be compared, in some respects, with that of 
Central Sudan, Both regions have plenty of sunshine and 
relatively high summer temperatures. 
On the other hand, the dissimilarities lie mainly in the 
method of production in these two states and Sudan, Advanced 
technology, mechanization, fertilizers, insecticides and 
improved breeding play an important role in cotton production 
in the two states. These states are considered to be very 
highly specialized regarding cotton production in comparison 
with other cotton producing areas. In Sudan, most of the 
operations are done by manual labor, although machinery is 
now being introduced in some areas for such operations as 
ploughing, spraying and ginning. However, breeding work, 
especially in the area of disease resistance has taken many 
steps forward in the last few years. Disease hazards have 
affected the crop drastically in some years, greatly influ­
encing the whole economy of the country. The use of insec­
ticides also is increasing, "While fertilizers and insecti­
cides were used mostly in those schemes supervised by the 
government, recently the situation has changed, and many 
private scheme owners now are using more fertilizers and 
insecticides. Also, lately, the agricultural bank, a govern­
ment establishment, has come to have influence. It provides 
loans and other assistance to the private agricultural 
enterprises and encourages the use of the best production 
!+ 
methods in each area. It emphasizes the introduction of new 
technology and the improvement of the traditional agricul­
tural practices. 
A. Objectives of the Study 
The major objective of this study is to estimate and 
evaluate cotton supply response in Arizona and New Mexico. 
Least squares techniques will be used for estimation, and the 
t-test will be employed to determine the significance of the 
variables included. Economic theory in general, and supply 
theory in particular will be considered along with the 
statistical theory. 
A considerable amount of research work has been done to 
estimate the supply response for many agricultural products, 
either in the United States as a whole or in some particular 
regions. But it seems that in the midst of all this, cotton, 
which is an important crop, has been almost completely 
ignored. 
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II. HISTORICAL BACKGROUND 
A. General 
History points up the economic and social progress 
of the world through the search for the textile fibers. 
Through the ages, however, no fibers have been found and 
no man-made fiber has been developed that can meet the 
inherent characteristics of cotton which combines 
utility and beauty and serves a multiplicity of civilized 
purposes. 
Encyclopedia Britannica 
Cotton considered without reference to any particular 
country, its economic importance is far beyond numerical 
expressions for while the total crop of the world is approxi­
mately ascertainable, the effect of cotton upon the commercial 
and social relations of mankind is too far reaching for 
estimation. Cotton stands prominent among farm crops in the 
ease and cheapness of its production, as compared with the 
variety and value of its products. Almost no crop makes so 
slight a drain upon the fertility of the soil, and for none 
has modern enterprise found so many uses for its several 
parts. The cotton plant in fact yields a double crop - a 
most beautiful fiber and a seed that yields both oil and 
feed, which although neglected for a long time is now esteemed 
worth one sixth as much as the fibers. 
However, up to our present time, it is not known 
precisely where cotton originated. No one could prove that 
it originated in one of the two hemispheres. We do not know 
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whether it is a native of both hemispheres, or whether it has 
been transported through an unknown agent from the hemisphere 
of its origin to the other one. However, certainly one thing 
» 
is known for sure about it, and that is in its native 
original state, it is a perennial plant. From the previous 
statement, it follows that we can conclude logically that 
cotton is more or less a native of tropical or subtropical 
regions. 
When the Europeans came to America, they did not find 
cotton in what is now the southern United States, as they had 
in the tropical parts of the "New World." Numerous cotton 
stocks including several species from most cotton-growing 
countries of that time were introduced during that period. 
Some of these readily produced crops while others either did 
not mature before frosts occurred or were altogether sterile. 
Naturally, the more responsive stocks were chosen for future 
plantings. 
DeVica, quoted by Hammond (24), reported in 1536 that he 
found wild cotton plants growing in territory now within the 
states of Louisiana and Texas. At about 1900, one wild 
species and one or more semi-cultivated native forms occurred 
in Arizona, and some semi-wild forms persisted in southern 
Florida. It does not appear that any of the native forms 
were even developed into cultivated varieties. 
The early introduction of cotton in the United States 
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were made very soon after European settlements were made. 
Some evidence indicates that cotton was grown in Virginia in 
1607. But it seems that cotton production was checked in time 
due to the profitability of tobacco. Handy (25) cites a 
reference to cotton being grown by a colony of English at 
Cape Feare in California in 166^ +. He also finds cotton 
referred to as one of the products of South Carolina in 1666 
and of Louisiana which then included Alabama, Mississippi 
and Louisiana in 1728. 
Most of the early and successful plantings of cotton 
were made with short-staple, or Upland cotton and some annual 
Asiatics. Sea Island (from the West Indies) was not intro­
duced until about 1785, and after its introduction, its 
culture was confined to coastal lowlands for a considerable 
period of time. It never spread over the southern region 
like Upland. Asiatic cottons soon disappeared since they 
were less productive than Upland. 
One of the striking features connected with the early 
culture of cotton in the United States is that it was grown 
as far north as the thirty-ninth degree of latitude. Trench 
Cox of Philadelphia stated that cotton was being grown as a 
garden crop on the eastern shore of the Chesapeake Bay in 
Maryland in 1736. Also, it was cultivated in Charles, Mary 
and Dorchester counties, Maryland as late as I826. (For 
further historical details, see References 6, 1^ -, 72.) 
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If we look at any of the cotton producing countries of 
the world today, we will soon find out that to a large extent 
the successful production of cotton is controlled by a set of 
different factors which combine together to make up the cli­
mate; such as the amount and distribution of rainfall, 
temperature, sunshine, wind and humidity. All of these 
factors put together exert a great influence upon the growth 
of the cotton plant. The degree of this influence depends 
upon the relationship between one factor and another, or 
between one factor and the rest of the group of factors, as 
they combine to make up the annual climatic conditions. 
The cotton belt of the United States is known to be the 
"land of sunshine." According to Collins (1^ ), as an average 
for the whole cotton belt, 50 - 60 ^  of the days of the 
growing season are clear and sunny. As cotton is a sun-
loving plant, hence cotton and sunshine go together. However, 
sunshine is not the only factor that enters into the produc­
tion of cotton. Other factors must also enter. For too long 
a period of sunshine may indicate a period of dry weather 
which will affect the growth of the plant unless of course, 
water is provided by irrigation. When the cotton plant is 
young, short periods of sunshine alternating with other short 
periods of rainfall provide the ideal conditions for growth. 
When the plants are in full bloom, plenty of sunshine is very 
necessary, while after blossoming time the quantity of 
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sunshine does not play an important role provided that 
other conditions are ideal. 
As was mentioned above, cotton is a tropical plant, and 
therefore, must have warmth, especially during its rapid 
stages of growth; However, it is not sufficient that the 
plant gets a maximum number of hours of sunshine, but this 
must be of such intensity that the temperature will be raised 
to an optimum degree for ideal growth. The mean daily tem­
perature should increase gradually until the vegetative 
growth is made and then decrease gradually from that time on. 
Cotton requires a period of six months of warm weather, of 
which four to five are months of uniformally high temperature. 
The late frosts in the spring rarely cause any damage 
for the cotton grower has learned through experience with 
past conditions, that it does not pay to plant cotton too 
early in the spring. However, with the spread of the cotton 
boll weevil, things have changed, because the farmers have 
been urged to make an early start. But this may very easily 
be overdone, and in such cases considerable losses from late 
frosts may be brought about. Under conditions which are free 
from boll weevil, early frosts in the fall may cause consid­
erable damage especially to late cotton, as they always kill 
the young vegetation and the immature bolls. 
The rainfall over the entire cotton belt is extremely 
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varied. However, the average annual rainfall has not as much 
effect upon the quantity and quality of lint produced as has 
the distribution of the rainfall. Excessive rainfall together 
with cool weather just after planting, will prevent germina­
tion and cause the seed to rot. Light, frequent showers are 
desirable at this particular period. Also, a cold wet spell 
just after the cotton is up is very unfavorable as it delays 
growth. Heavy rains during May and June interfere with 
cultivation, cause the production of shallow roots and if 
followed by a dry spell in July and August result in wilting 
of the plant and the shedding of the bolls and leaves. Rains 
late in the season interfere with picking and decrease the 
quality of cotton, especially if accompanied by strong winds. 
The quantity and frequency of rainfall determine to some 
extent the degree of humidity, which is very closely related 
to the damage done by fungus diseases. 
B. American-Egyptian Cotton 
One cannot study cotton production in the United States 
and particularly in Arizona and New Mexico without talking 
about the American-Egyptian cotton, because these are two of 
the important states for its production. It seems that in 
New Mexico in general, very little cotton was grown prior to 
the year 1922, where the records (70, p. ^ -4) show that only 
29,000 acres were harvested. As for the American-Egyptian 
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cotton variety, very little was produced before the year 1939 
when only 80 acres were harvested (4?, p. 16). However, 
acreage continued to increase in response to a price rise 
from 21 to 4-2 cents per pound as the result of war needs, and 
also due to the placing of an import quota of ^ +5.7 million 
pounds on long-staple cotton. At the end of 19^ 3, the 
government purchase program was discontinued. In response to 
this action the New Mexico cotton growers reduced their 
acreage from 19,000 to 1,070 acres in 1944. Later, further 
reductions were caused by the greater profits in producing 
Upland cotton. With the imposition of marketing quotas on 
Upland cotton in 194-9, American-Egyptian cotton acreage again 
increased. Also, in 1950, the government reestablished a 
purchase program effective in 1951 as the result of the 
Korean War. After this the purchase program was discontinued 
and acreage again decreased. In 1961 it reached a level of 
12,100 acres, and 19,100 acres in 1962. 
In the case of Arizona, the records show that generally, 
very little cotton was grown before the year 1917 when only 
4-1,000 acres were harvested (70, p. 36). Regarding .the 
American-Egyptian variety, very little was grown before the 
year 1912, when only 400 acres were grown, but acreage 
harvested started to increase reaching record levels in 1942. 
The same factors that affected production in New Mexico were 
effective in Arizona, increasing production and acreage 
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during the Korean conflict after a slow down in the late 
forties. In I963, however, acreage reached a maximum level 
of 61.7 thousand acres. 
The developments of the American-Egyptian cotton 
varieties in Arizona are more important than in the case of 
New Mexico or any other state, because Arizona was and still 
is the center for the breeding and development of new strains 
in this variety of cotton. Historically the first Arizona 
plantings of Egyptian cotton (Mitafifi variety) were made by 
Dr. A. J. Chandler (1, p. 8). In I908, after several years 
of work, a variety called Yuma was segregated from a stock of 
Mitafifi seed. By 1917, the American-Egyptian cotton acreage 
had reached slightly more than 35,000 acres in Salt River 
Valley of Arizona and Imperial Valley of California. Later, 
after 1910, a new strain called Pima, which had larger bolls, 
longer fiber and better lint quality was developed from the 
Yuma variety. By 1918, almost the entire cotton acreage in 
the Salt River Valley was planted to this new Pima variety. 
Between I918 and 1933, Pima was the only variety of American-
Egyptian cotton grown in Arizona. However, in 1938 SxP, a 
new variety which originated from a cross between a plant of 
sakel (Sakellaridis - the leading Egyptian cotton) and Pima, 
was introduced, and in 1938 its acreage planted was 20,000 
acres. An original cross between SxP and sakel in 1934, 
resulted in a hybrid progeny which, through subsequent 
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selection, gave rise to a new variety known as Amsak, which 
was carried for several years under the designation "SxP x 
Sakel." But because Amsak did not generally yield as well as 
SxP under Arizona conditions it was not recommended to cotton 
growers and it failed to gain much favor. However, it yielded 
quite well in the higher elevations of the Kew Mexico El Paso 
producing area and in the period 19^ 7 to 19^ 9 it was one of 
the main varieties produced there. A cross between SxP and 
Pima resulted in a variety known as Earlipima, which was 
never released for commercial production but only used for 
further breeding. One should stop here to mention that in 
the meantime in Egypt, a variety known as Gezia 7, selected 
from a hybrid progeny resulting from a cross between Early 
Ashmouni and Sakel, had been developed. This variety was 
brought to the United States and crossed with Earlipima in 
19^ 0. A selection from this cross was named Pima 32, charac­
terized by its fruitfulness, high fiber strength, earlier 
maturity and higher yields. This variety was released for 
commercial production in 19^ 8 and virtually all of 1951 extra 
long staple cotton acreage in Arizona was Pima 32. However, 
later some new varieties were developed, and one that proved 
excellence and is used now extensively is Pima 31. Figure 1 
helps to illustrate the major developments that were men­
tioned above. 
In the year 1912, when the Yuma variety was released for 
Ik 
Gossypi-um Barbadenoe 
'rom South America 
Jumel Sea Island 
(early introduction 
in Egypt) 
Taken to America-
Yuma 
Sultani Early Sakel 
310 
,Fi6ia 
ic- '-p! X Returned 
to Egypt 
Earlipima 
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Pima 32 Maarad 
Karnak 
Amsak 
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Various Sakel 
Types 
Giza 29 
Pigare 1. Origin of leading Egyptian and American-
Egyptian long-staple cottons. 
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commercial production, Arizona took the lead in the production 
of American-Egyptian cotton in the United States, and retained 
it until.recently. From 1922 through 1938, Arizona was in 
fact the sole producer of American-Egyptian cotton. However, 
beginning in 1939-19^ 0, farmers around Las Cruces, New Mexico, 
and El Paso, Texas, began to plant this type of cotton. 
Since the year 1920, there has been continuous competi­
tion between the Upland cotton and the American-Egyptian 
cotton for land in Arizona. Endless efforts have been made 
to improve the competitive position of the American-Egyptian 
cotton. But in spite of these efforts, the acreage of the 
American-Egyptian cotton has been declining, except in the 
case of a response to unusual needs which were experienced 
during the second World War and the Korean War in the early 
fifties, and also during the years when cotton acreage quotas 
limited Upland cotton plantings. 
C. Trends 
Commercial cotton production in the United States is 
limited to certain areas, which have 200 or more days free 
from frost. Thus, due to this fact, we find that the cotton 
belt, in general, lies to the south of the 37 north parallel, 
except in one area in the west coast, where it extends 
farther to the north. The location of the major cotton 
areas, their potentials for production as well as the 
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shifting pattern of cotton culture in the United States, are 
all a result of a number of different factors besides climate. 
The earliest settlers in the United States have the 
credit of first introducing cotton along the Atlantic coast. 
By the seventeenth century, cotton culture was important in 
this part of the country. But as the first pioneers moved 
westward, cotton became a major cash crop first in the 
Piedmont, then in the Southeastern Coastal Plains, and later 
in the South Central area. Later, in the i860's, the main 
center of production has already shifted from the exhausted 
soils of the Carolinas to the virgin lands of the mid-south. 
At the time, Alabama and Mississippi states alone accounted 
for about as much as one half of all the cotton grown in the 
United States, At this stage the introduction of fertilizers 
as a new technology, and their increased use, made possible 
the reclamation of abandoned land in the old areas, while in 
the meantime, it increased the average yields in the new 
regions. But in spite of all this, the westward movement 
continued seeking new cheap virgin land. 
The period 1920 to the later part of the fifties was 
marked by a great decline in the rolling to hilly land areas 
of the Carolinas, Texas, and Oklahoma, Accompanied at the 
same time by a tremendous expansion in the Texas high plains, 
and the irrigated valleys of California, Arizona, New Mexico 
and Texas. These changes are better expressed in acres and 
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percent shifts in selected groups of states in Table 1. 
Table 1. Changes in cotton acreage in different sections of 
the Cotton Belt during the period 1938 - 1958®-
Section Harvested cotton Percent increase 
(1,000 acres) or decrease 
1938 19^ 8 1955" 1938-1958 
Alabama, Georgia, 
South Carolina 5,310 4,039 1,263 - 69 
Mississippi, 
Arkansas, 
Louisiana 5,777 5,815 2,504 - 57 
Texas, Oklahoma 10,440 9,638 5,805 - 44 
California, 
Arizona, 
New Mexico 638 1,294 1,285 +101 
S^ource; (^ 9, p. 89). 
During the period, cotton acreage in the predominantly 
Upland states of the southwest has declined 69 percent. The 
Delta states have lost 57 percent of their acreage, and Texas 
and Oklahoma 44- percent. The southwestern states, on the 
other hand, have gained 101 percent in their cotton acreage. 
One should note however, that the 1958 cotton acreage in the 
southeast was the lowest in history and that in 1959, it was 
increased by close to 60 percent; while in the West, or 
Southwest, acreage changed only little from 1958 to 1959, 
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Pearson (4^). 
The above account gives a general overall picture of the 
movements of cotton culture within the Cotton Belt. But, 
however, it does not show the various important shifts within 
the different sections. For example, in the Southeast, cotton 
acreage in the Delta region of Mississippi, Arkansas, 
Louisiana and Tennessee, has declined relatively little in 
comparison with the loss of the Upland areas of those states. 
Similarly, while the total acreage of Texas and Oklahoma 
decreased 44 percent, there was a tremendous increase in the 
high plains, and the extreme Upper and Lower Rio Grande 
counties at the expense of the Black Prairie and Coastal 
Plain areas. 
The distribution of cotton production in the United 
States shows that the center of gravity of cotton production 
lies for sure in the Southwest. The present main areas in 
the United States are located in the San Joaquin and Imperial 
valleys of California, the Gila Valley of Arizona, the Pecos 
and Upper Rio Grande areas of New Mexico and Texas, the Texas 
high plains, the lower Rio Grande and the Arkansas, Mississip­
pi and Louisiana Delta, 
Quite a number of different factors played a part in the 
westward movement of cotton. Not the least of these have 
been the Federal production control programs begun during the 
thirties, and indirect subsidies such as cheap water provided 
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by reclamation and irrigation water in the "West, 
The southwestern and western areas have some advantages 
in efficiency of production, which account partly for the 
westward shift of cotton culture. In general, these advan­
tages derive from the fact that moisture is under the farmer's 
control through the different means of irrigation, and that 
large scale mechanized production is the rule. Thus, if we 
compare the yield per acre trend in the West (West here 
refers to California, Nevada, New Mexico and Arizona), with 
that of the United States as a whole, then the figures will 
reveal that there is quite a difference as is shown in Table 
2 and Figure 2. The values start at a much higher level in 
the West and continue rather rapidly upwards later. Between 
the years 1930 to 19^ 5, the upward trend in the West was very 
slow and the curve was almost flat in the period from 193^  to 
19^ 5. But starting since then, the trend curve takes a 
comparatively sharp approximately linear upward slope as is 
clear in Figure 2, compared to that of the United States as a 
whole, where the trend curve is, roughly speaking, made up 
of two linear parts. The first starting from 1930 np to 1950, 
with a smaller slope than the second portion of the curve 
which starts from 1950 up to 1959. 
To mention some of the conditions throughout the South­
east, wet conditions at planting time frequently delay 
establishment and early growth of cotton, hinder weed control 
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Table 2, Yield per acre trends^  
Year West^  United States 
Actual TrendO Actual Trend^  
(lbs.) (lbs.) (lbs.) (lbs.) 
1930 409 391 157 179 
1931 381 402 212 178 
1932 372 422 174 182 
1933 ¥f0 442 213 192 
1934 497 hei 172 202 
1935 459 481 185 211 
1936 514 507 199 215 
1937 539 517 270 222 
1938 538 518 236 228 
1939 587 514 238 238 
19^ 0 616 518 252 250 
1941 460 513 232 256 
1942 448 518 272 253 
1943 463 527 254 256 
1944 497 525 299 264 
1945 470 525 254 268 
1946 584 579 236 272 
1947 626 578 267 271 
1948 567 297 311 274 
1949 620 613 282 277 
1950 764 657 269 286 
1951 625 683 269 307 
1952 629 721 280 322 
1953 6^ 6 766 324 331 
1954 862 806 341 351 
1955 818 830 >+17 373 
1956 957 865 409 
1958 983 938 466 42^ -
1959 975 966 462 41+0 
•^Source: Thompson, J. M., United States Department of 
Agriculture Policy and Program Appraisal Division. Data 
concerning yield trends. Personal correspondence. July 22, 
196^ . 
e^st includes California, Nevada, New Mexico and Arizona. 
°Trend yield is 9-year centered average yield. 
United States 
West 
1930 193U 1938 19h2 
Figure 2» Yield per acre trends. 
./ 
1 I ! ! I 
1950 19$h 19$8 
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and at the same time encourage nitrogen loss by leaching. 
When -periods of deficient rainfall occur in the summer 
months, the low water storage of many of the soils make them 
unable to meet the demand for moisture by the plants. While 
during the harvest season, wet conditions often cause stem 
damage to the cotton fibers and delay harvest. 
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III. SOME FACTORS AFFECTING ACREAGE AND PRODUCTION 
In this chapter, some of the factors that affect pro­
duction and acreage of both varieties of cotton will be 
considered. These certainly will not exhaust the list of all 
the existing factors, but some of those that are thought of 
as more influential or relevant. However, in the analysis, 
it is not necessary that all these factors will enter into 
the equations. Some of them will, while others will not. 
The factors will be divided into two main groups, economic 
factors and other factors. The second group includes 
biological as well as other factors. However, our main 
interest lies in the first group with which we shall start. 
A. Economic Factors 
This group includes many factors which we shall deal 
with in the first part of this chapter. However, it is not 
necessary that the sequence follows the importance. 
1. General 
The continuous developments and introduction of new 
technology have increased the physical productivity of 
factors throughout the cotton production areas„ Many advances 
have been made in the farms in crop production. There have 
been many changes in planting, harvesting, processing 
2h 
(ginning) as well as marketing the crop. Compared to the 
past, much less amounts of input are needed to meet the 
demands. 
The large cotton surpluses, have been accompanied on the 
other hand by low factor returns during this period of 
rapidly growing technology. In most times, excluding the war 
years, production has exceeded demand. The presence of these 
surpluses has affected the incomes of farmers, because 
besides the effect on the market prices, the government in 
•jphe last few years tended to lower its support price for 
cotton. 
However, the problem is made worse by other factors 
besides increased production. As is well known, cotton is 
also produced in many other countries. In fact in some 
cases, for example, in the case of Sudan and the United Arab 
Republic (Egypt), cotton forms by far the main commodity for 
export, either raw or in textile form, and is thus the main 
source of income. Therefore, producers in the United States 
find that the competition with other countries is very high. 
In fact in many cases, producers in the textile industry in 
this country, find it cheaper to buy foreign imported cotton. 
Besides this, there is the fact that some of the finer and 
best varieties of cotton used for special kinds of fabrics 
(also necessary for some military purposes) are not produced 
at all in the United States, By this are meant the 
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long-staple varieties - Sakellaridis - which are the speciali­
ty of Sudan and United Arab Republic (and Peru to a lesser 
extent). However, the American-Egyptian cotton produced in 
the Western States is an attempt to produce an equivalent 
variety by the American producers. Also, when the American-
Egyptian cotton was first produced (and this still holds up 
to now in some cases) many of the people in the textile 
industry were hesitant (and some still are) to use it, as they 
were used to the long staple foreign produced cotton. This 
was and still is mainly due to differences in such charac­
teristics as the staple length, flexibility, strength and 
luster of the fibers. They were afraid that they would have 
to make large adjustments in their machinery in order to be 
able to use the local varieties. 
Another point is that regarding the world market. The 
American cotton producers find it hard to compete and export 
their cotton to other countries with the prevailing world 
market prices. Because in spite of the fact that the costs 
of production may be lower in the United States, the prices 
are controlled by other producing countries, in particular, 
United Arab Republic. However, in spite of this, the United 
States government has established a cotton export program. 
The program was established in 1956. The purpose of the 
program was two fold, first, and mainly, to reduce the 
accumulated surplus of United States cotton, which was at a 
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record high at the beginning of that marketing year, and 
secondly, to reestablish and maintain the fair historical 
share of the world market for United States cotton. Also, a 
cotton products export program was initiated in the same year 
in order to equalize the prices of Upland cotton being ex­
ported in the form of cotton products with the price of raw 
cotton being exported under the export program. 
All these factors put together affected the cotton 
producers greatly, and so they demanded protection by the 
government. The cotton producers even at one time demanded 
that no cotton should be imported from outside. However, the 
government was hesitant to make such a decision, because of 
the unstable local supply of cotton at the time, and also 
because of the great need that may arise in the case of an 
unforeseen emergency. Therefore, the measures that were 
taken by the government varied from the imposition of a high 
duty on all foreign imported cotton to a restriction of the 
importation quota. In spite of all these regulations, the 
producers still have their difficulties, and particularly in 
the case of the American-Egyptian cotton. Therefore, we find 
that in these two states the acreage of the latber has tended 
to decrease this year. Generally in the United States the 
acreage of the American-Egyptian cotton continued to decline 
since 1958 up to 1961 inclusive. However, it went up in both 
years 1962 and 1963, to decrease again in 196^. Many 
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legislations were made concerning cotton, for example, sup­
port prices and acreage allotment programs. But still we 
find that cotton stocks are mounting upward rather rapidly. 
This is mainly due to the fact that in addition to propor­
tionately larger acreage in the higher yielding areas, much 
of which is under total or supplemental irrigation, one of 
the most noticeable causes is the increase in the proportion 
of cotton acres receiving commercial fertilizer as well as 
the higher average rate per acre fertilized. Other causes 
are more effective insect and disease control through the use 
of improved materials and methods of application, and the 
greater efficiency through mechanization. 
2. Relative returns 
In general, vegetables, small grains, alfalfa and cotton 
compete for the cultivable acreage in the cotton producing 
areas of both states. However, in fact, all these crops -
alfalfa, vegetables and small grains - are looked upon more 
or less probably as supplementary or complimentary crops, 
and are not largely depended upon as primary sources of cash 
incomes. In spite of this we can safely say that if we look 
at these two states and these crops acreage wise, we find 
that alfalfa comes next in the case of New Mexico, while 
alfalfa and barley follow each other in the case of Arizona. 
However, competition in land is really primarily between the 
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Upland and the American-Egyptian varieties of cotton. In 
choosing between the two varieties, production decisions 
should be based upon the estimated relative returns. If 
estimated returns from one or the other of the two varieties 
appear to be higher at the time production decisions are made, 
economically motivated producers will give preference to that 
particular type. 
3. Price and price-production relationships 
The nature and the type of operations in farming in both 
states has tended to stand in the way of quick appropriate 
acreage adjustments in response to changing prices. Both 
states, like other irrigated regions, operate with high fixed 
costs. High taxes and water fees, heavy investment in the 
different types of wells and the equipment used for pumping 
water, ditches and laterals, and the heavy machinery and 
equipment for such jobs as the levelling of land, plus the 
usual number of tractors and other miscellaneous equipment, 
tend to increase fixed costs and make them comparatively high 
relative to variable costs. In an industry where we have such 
a situation, that is, where fixed costs are high relative to 
variable costs, adjustments to changing demand conditions, 
especially downward adjustments, are relatively inflexible. 
Separate individual farmers attempt to produce the level of 
output that equates marginal costs and marginal revenue. And 
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they will continue to produce at such levels of output where 
the point of intersection of marginal cost and marginal 
revenue curves gives a price level that is high enough at 
least to cover their variable costs. Therefore, it is 
obvious that under conditions of high fixed costs and low 
variable costs, producers can minimize losses by producing 
at low levels of output that are not possible under condi­
tions of higher average variable costs. Thus, in view of the 
above mentioned fact, we can readily understand that American-
Egyptian cotton producers in the state of Arizona did not 
respond quickly during periods of depressed demand during the 
thirties, to the changing conditions of prices which were 
comparatively low, 
)+. Government programs 
Among the major issues of public policy, especially 
during the postwar period, none proved to be more difficult 
to solve than that of the farm problem. Its essential 
characteristic was this; the tendency of production despite 
a steady decline in farm population, to increase faster than 
effective demand, creating heavy agricultural surpluses. At 
the root of the difficulty lies a twentieth century revolu­
tion in agricultural technology, which after slacking off 
during the depression years of the 1930's, was accelerated by 
special military needs during World War II and continued a 
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pace throughout the postwar period. Mechanization, heavy 
increases in the use of fertilizers, lime and insecticides, 
and the spread of specialization and scientific farming were 
the chief features of the agricultural revolution. Its chief 
results were sharp increases in productivity and the trend 
towards concentration of farming in fewer larger units 
capable of using the technical advances to the best advantages. 
Of course, these increases in productivity tended to affect 
the incomes of farmers, especially those who could not cope 
exactly with all the recent developments. 
One method for maintaining farm incomes was to control 
production through acreage allotments. However, the main 
purpose of this was to avoid and prevent the production of 
surpluses. These production controls were (and still most of 
these are) in effect for cotton and some other commodities as 
well (rice, peanuts, wheat, tobacco, and corn). 
The different agricultural crops were classified into 
different categories, according to certain characteristics. 
Cotton, for one, was classified as one of the basic agricul­
tural commodities, and accordingly, its price support level 
was set at a certain percentage of parity every year as is 
shown by Table 3, for both varieties of cotton, for the 
period 19^5 to 1963. 
The government programs were originally designed to 
control the acreage of the Upland cotton. In the case of 
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Table 3» Percentages of parity for cotton price supports, 
19^5-1963,^ Arizona and New Mexico" 
Year Upland Extra-long 
cotton staple cotton 
19^ 5 93 «M — 
1946 93 m#"# 
19^ 7 93 — — 
19^ 8 93 
1949 90 
1950 90 — — 
1951 90 — M 
1952 90 MM 
1953 90 105 
1954 90 91 
1955 90 76 
1956 83 75 
1957 78 75 
1958 81 65 
1959 80 65 
I960 75 65 
1961 82 65 
1962 82 65 
1963 79 70 
Supports are available for certain types of extra-long 
staple cotton before 1953} but uniform figures are not 
available. 
^Thompson, J. M., United States Department of Agricul­
ture Policy and Program Appraisal Division. Data concerning 
cotton support levels. Personal Communication. July 22, 
1964^  
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New Mexico, the cotton acreage was affected by such a policy 
starting in 1938, Table h. However, during World War II and 
immediately afterwards, cotton was planted freely in all 
states including the two states under study. But the program 
was put into effect in 1950 to be abolished in the three 
years that followed. In New Mexico, the acreage went up to 
a high of 315)000 acres in 1953* But since the following 
year, 195^, again the control programs were put in effect 
and continued since then. On the other hand, in the case'of 
Arizona, the acreage allotment programs followed the same 
pattern as in New Mexico, i.e., they were put in effect 
starting in 1938, on Upland cotton only. These continued up 
to 19^2, and as mentioned above, were discontinued because of 
the war needs. In fact, in both states as well as in all 
other cotton producing areas, the acreage allotments were 
announced for the year 19^2, but they were not put in effect 
because of the war emergencies. Then for Arizona, the 
programs were in effect in 1950 just for one year, and were 
again abolished from 1951 to 1953 due to the Korean conflict 
period. From 195^ they were continued up to the present 
time; Table 5. 
The government programs designed to control acreage of 
Upland cotton have further hindered acreage adjustments of 
American-Egyptian cotton. We can discuss here two types of 
governmental programs: 
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Table 4-. New Mexico acreage allotments 1930-1962^ 
Year Upland American-Egyptian 
cotton cotton 
1930 
1931 
1932 
1933 
1934 
1935 
1936 
1937 
1938 
1939 
1940 
112,151 
116,484 
U 118,875 
1941 116,130 
1942 117,574 
1943 ——— ——— 
194^  ——— . ——— 
1945 
1946 m# —— — — — 
1947 — — — — —— 
1948 — — — — —— 
1949 ——— ——— 
1950 163,172 
1951 ——— ——— 
1952 — 
1953 — — ——— 
1954 218,942 7,144 
1955 182,194 8,529 
1956 179,378 8,424 
1957 184,029 17,522 
1958 184,247 16,194 
1959 171,380 14,003 
1960 169,013 12,478 
1961 193,817 12,455 
1962 191,310 19,681 
^•Thompson, J. M., United States Department of Agricul­
ture Policy and Program Appraisal Division, Data concerning 
cotton acreage allotments for the period 1930-1962, 
Personal correspondence. July 22, 1964. 
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Table 5» Arizona acreage allotments I93O-I962& 
Year Upland American-Egyptian 
cotton cotton 
1930 ——— ——— 
1931 ——— ——— 
1932 ——— ——— 
1933 - - -  - —  
1 9 3 ^  — — —  — — —  
1935 
1936 ——— ——— 
1937 — 
1938 189,3^ 7 
1939 189,899 
19^ +0 193,980 
19^ 1 192,093 
1942 186,912 
19^3 ——— ——— 
19^ 1 ^ I ——— ——— 
19^ 5^  ——— ——— 
19^6 ——— ——— 
19^7 ——— ——— 
19^8 ——— ——— 
19^ 9 ——— ——— 
1950 232,266 
1951 —— — 
1952 ——— ——— 
1953 — —— 
19$4 413,820 17,310 
1955 333,933 18,472 
1956 343,640 ' 18,4-33 
360,892 36,657 
1958 367,572 35,050 
1959 330,835 29,908 
1960 320,419 27,326 
1961 374,699 26,831 
1962 370,644 42,433 
&Rolf; Floyd E., Agricultural Statistician, United 
States Department of Agriculture Statistical Reporting 
Service, Phoenix, Arizona. Data concerning cotton acreage 
allotments for the period 1930-1962. Personal correspondence, 
June 12, 1964. 
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1, trade restrictions. 
2. price support and acreage control. 
A duty of seven cents a poilnd. was placed on all long-
staple cotton entering the United States in 1930, This was 
intended to encourage the domestic production of long-staple 
cotton by raising the price of foreign produced lint in the 
United States, relative to domestically produced lint. But 
despite this duty of seven cents, American-Egyptian cotton 
generally sold for one to three cents a pound more than 
Egyptian type cottons at New England mill points at the time. 
During the thirties, and until World War II, SxP, the leading 
American variety of extra-long-staple cotton, was not 
strictly competitive with Sakellaridis, the leading Egyptian 
extra-long-staple cotton. 
However, in 1939, an import quota of 4^.7 million pounds 
of long-staple cotton (1 1/8 inches or longer) was imposed by 
the United States government. In 1942, the import duty of 
seven cents was reduced to three and a half cents a pound on 
importations on-long-staple cotton from foreign sources. 
This reduction of the tariff duty was a move toward free 
trade, but at the same time on the other hand, the import 
quota was a restrictive element to trade. But in spite of 
all these restrictions which were intended to encourage the 
production of American-Egyptian cotton in the United States, 
acreage declined. This resulted due to the relatively 
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unfavorable conditions of production in relation to Upland 
cotton within the producing areas. 
The influence of acreage control and price support 
operation on acreage has been an important factor influencing 
domestic acreage of American-Egyptian cotton. Since the 
institution of the Agricultural Adjustment Act program in 
1933) acreage planted to American-Egyptian cotton has been 
affected by governmental programs action relative to Upland 
cotton. Acreage allotments and marketing quotas for Upland 
cotton has been established on each farm in the producing 
areas. In order to maintain his allotment, each producer has 
to plant his entire yearly alloted acreage of Upland cotton. 
In some cases allotments were changed from year to year. In 
those years where the producers had to divert land from the 
Upland cotton, it was necessary to seek an alternative crop 
for such land. The choice of the profitable alternative 
crop in both states was very limited. In the majority of 
cases, the producers planted the land taken from Upland 
cotton to American-Egyptian cotton, although economic condi­
tions alone might not justify this kind of decision. Thus, 
the acreage control programs resulted in production decisions 
which were not necessarily economically sound. 
Before the Agricultural Act of 19^9j no provisions 
existed for acreage allotments on American-Egyptian cotton. 
Up to 1951) and the following period of the Korean War, the 
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provisions of that act have not been put into effect at all. 
Since the year 1930? the yields of American-Egyptian 
cotton have become increasingly unfavorable compared with 
those of Upland cotton. Other things being equal and with 
this condition prevailing, producers of American-Egyptian 
cotton would have to get increasingly higher and higher 
prices relative to the prices of Upland cotton to produce 
American-Egyptian cotton on parity with Upland cotton. 
During the same time that these events were occurring, the 
United States Department of Agriculture entered into price 
support operations intended to raise the levels of domestic 
prices of Upland cotton higher than might have prevailed 
under conditions of a free market. The net effect of this 
movement was to reduce the American-Egyptian - Upland cotton 
price ratios. This, together with a declining yield ratio, 
resulted in a further gradual decline of production of 
American-Egyptian cotton in the United States. 
In this study, a dummy variable was used for government 
policy. Since it is rather complicated to consider all the 
different changes in policy that occurred during the period 
of the study, the problem was handled in such a manner that 
the dummy variable has two levels. When there is policy 
(acreage allotment program) the value of the dummy variable 
is one, and when there is no policy, then the value of the 
dummy variable is zero. In the case of the year 1942, 
38 
although the acreage allotments were announced, since they 
were not put in effect, the value of the dummy variable is 
zero, 
5. National defense needs 
Although handled separately in this section, yet the 
defense needs are part of the government programs. During 
both periods, World War II and the Korean War, defense pro­
grams of the United States government resulted in a large and 
rapid increase in both acreage and total production of cotton, 
especially that of American-Egyptian cotton. Looking at the 
figures of total cotton acreage in Arizona, they are found to 
have jumped from 188,000 acres in 1939 up to a high of 
271,000 acres in 19^2, although they decreased to 202,000 
acres in 19^3» While in the period of the Korean War, in 
fact we have the record maximum of acreage harvested of all 
times, as it reached 674^000 acres in 1952, and 690,000 in 
1953» But the situation is made more clear if we look at 
this stage only at the acreage of American-Egyptian cotton in 
the same state. Table 6. Here it is found that the figures 
for the World War II period, start and go up as follows; 
41,000, 65,000, 101,000, 129,000 and 95,000 in 1939, 194-0, 
1941, 1942 and 194*3 respectively. So again it is seen that 
the figures were quite high at this period. The same thing 
happened during the period of the Korean War where the 
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Table 6. Arizona American-Egyptian cotton data: acreage, 
yields, prices and total production (1930-1962) 
Year Acreage Yield Price Total 
harvested per acre production 
(1000) (lbs/acre) (cents/lb) (1000 bales] 
1930 47 260 20.0 25 
1931 35 199 15.6 15 
1932 22 189 14.5 9 
1933 26 184 20.9 10 
193^  28 247 21.8 15 
1935 39 229 21.6 19 
1936 38 230 27.8 18 
1937 21 269 24.6 12 
1938 44 234 18.7 21 
1939 41 323 21.8 27.6 
19^ 0 65 225 30.2 30.5 
1941 101 197 30.7 41.5 
1942 129 208 44-.0 56.0 
19^ 3 95 180 46,4 35.7 
19V+ 9 302 45.9 5.7 
19^ 5 5 287 42,4 3.0 
1946 2 348 46.5 1.4 
1947 0.3 259 59.0 0.1 
1948 1.6 320 60.3 1.1 
1949 2.6 327 
402 
55.0 1.8 
1950 44-.0 70,2 36.9 
1951 26.0 363 95.4 19.7 
1952 48.0 436 100,0 43.8 
19% 41.5 376 71.1 32.5 
1954 15.8 732 63.0 24.2 
1955 18.2 587 53.7 22.3 
1956 18.2 699 65.4 26.6 
1957 34.5 587 56.4 42.4 
1958 34.0 542 54.2 38.6 
1959 28.5 5l4 52.8 30.7 
I960 26.2 563 54.9 30.9 
1961 25.9 518 60.3 28.1 
1962 40.9 665 53.8 56.9 
^•Rolf, Floyd E., Agricultural Statistician, United 
States Department of Agriculture Statistical Reporting 
Service. Phoenix, Arizona. Data concerning American-
Egyptian Cotton variety for the period 1930-1962. Personal 
correspondence, June 12, 196^. 
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figures were; 44-,000, 26,000, 4-8,000 and 4-1,500 acres for 
1950, 1951» 1952, and 1953 respectively. In both cases, as 
one would expect, the prices went up too, especially in the 
case of the Korean War where they reached an all time high 
ceiling of one dollar per pound. 
Turning to the other side and looking at New Mexico, it 
is found that in the case of World War II, the increase in 
total acreage is not a very noticeable one as the changes in 
acreage were as follows; 93,000, 107,000, 117,000, 130,000 
and 110,000 acres in 1939, 194-0, 194-1, 194-2, and 194-3 
respectively. But, however, the situation is different in 
case of the Korean War, where the figures are 315,000, 
295,000, and 315,000 acres in 1951, 1952, and 1953 respec­
tively. In fact, the figure 315,000 acres is an all time 
maximum record for the state, that has never been surpassed 
by any. Again, both figures of the American-Egyptian cotton 
in these two periods show the same trend of an upward movement 
with a boost in prices as would be expected under such 
emergency circumstances, Table 7. 
Early in 194-2, when it appeared that the supply of 
Egyptian cotton would be cut off by the threatened German 
conquest of Egypt, the United States government embarked on a 
purchase program for American-Egyptian cotton. This particu­
lar program was in effect both in 194-2 and 194-3• On the 
other hand, the American cotton producers responded by 
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Table 7. New Mexico American-Egyptian cotton data: acreage, 
yield per acre.,, prices and total production 
(1939-1962)% 
Year Acreage Yield Price Total" 
harvested per acre production 
(1000) (lbs/acre) (cemts/lb) (1000 bales) 
1939 0.1 309 21.8 0.1 
1940 2.0 339 28.3 1.4 
1941 19.2 262 34.5 10.5 
19^ 2 26,6 157 43.0 8.7 
19^ 3 19.0 279 47.0 11.0 
19^ 4 1.1 331 42.8 0.7 
19^ 5 0,h 370 43.0 0.2 
19^ 6 0.3 1+55 45.0 0.3 
19^ 7 0.2 303 62.0 0.1 
19^ 8 0.8 h8h 63.3 0.8 
19^ 9 0.9 384 60.0 0.8 
1950 16.5 238 71.4 8.2 
1951 13.4 301 103.0 8.5 
1952 21.6 399 107.0 18.1 
1953 20.1 289 77.0 12.1 
1954 6.7 457 68.7 6.4 
1955 7.6 376 
422 
54.4 6 . 0  
1956 7.8 64.3 6.9 
1957 16.9 360 57.6 12.7 
1958 15.5 439 54.2 14.2 
1959 13.6 428 56.5 12.2 
I960 12.2 507 56.0 12.9 
1961 12.1 455 59.1 11.6 
1962 19.1 450 18.0 
^Sources (4?, p. 16). 
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planting 185,000 acres in 1942 which was higher than any-
other year since 1920, when 243,000 acres were planted. Many 
growers at that time had difficulty in getting enough laborers 
to pick the crop, and as a result, much of the crop was picked 
up very late or not at all. Therefore, in spite of the fact 
that the purchase program was still in effect in 19^3, the 
acreage was reduced to only 138,000. 
However, at the end of the year 19^3, with enough 
American-Egyptian cotton on hand, and in the meantime with 
the supplies of cotton from Egypt assured, the purchase 
program was discontinued. Hence, the cotton growers, in 
response cut down their acreage to about l4,500 acres in 
1944. Since that time it continued to decline till 1950, 
when it moved up to 103,000 acres, not due to any economic 
reasons, but mainly because of the -restrictions imposed on 
the production of Upland cotton. Again, beginning in 1951, 
because of the Korean War, the United States Department of 
Agriculture set up a purchase program of American-Egyptian 
cotton. The Southwest was requested to produce 75,000 bales 
of this variety for defense purposes with a guaranteed high 
price ($1,04), But in spite of this fact, Arizona planted 
a little bit less than its share and this was mainly due to 
the difficulty of picking as the laborers prefer to pick the 
Upland variety. While on the other side New Mexico had an 
increase in acreage because of the advantage of ample labor 
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from the neighboring Mexican state (Chihuaha), and also less 
infestation of Verticilli-um wilt. 
B. Other Factors 
This is the second group and it includes every other 
factor that is not included under the economic factors. 
Under this group in this study will come such factors as 
biological factors, weather and fertilizers. Sure enough 
there can be other factors to include in the list, but, 
however, we can not include them all. We have to consider 
some that are more important than others. 
1. Biological factors 
One of the major factors affecting production in this 
category is Verticillium wilt. It has been found experimen­
tally that the American-Egyptian cottons possess a much 
higher degree of tolerance to this fungus than do the Upland 
varieties. In some farms, in some areas, for example in the 
Dona Anna county, New Mexico, and the El Paso, Texas; the 
degree of Verticillium wilt infestation is sufficient to 
bring down the yields of Upland cotton varieties to substan­
tially low levels. Because of this wilt, some cotton pro­
ducers in those areas have found it more profitable to plant 
American-Egyptian cotton rather than Upland cotton, despite 
recent unfavorable price ratios. A few years back, the 
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infestation of Yerticillium wilt tended to spread in the 
El Paso area of New Mexico. If this continues, then no doubt 
production conditions for the American-Egyptian cotton will 
be more favorable relative to those for Upland cotton in 
this particular area. 
Another biological factor that affects the conditions 
of cotton production is nematodes. These are essentially a 
parasitic form of worm that attacks the roots of the cotton 
plant; where they kill the plant completely when it is still 
young, or they retard the growth and further development in 
the case of older plants. The opposite situation to the case 
of Yerticillium wilt, is found here; because in general, the 
yields of the American-Egyptian cotton are affected and 
reduced much more than Upland cotton yields as a result of 
nematode attacks. Some infestation of these nematodes occurs 
in the light soils of Arizona and, therefore, their effect on 
yields tends to make conditions more favorable for the 
Upland cotton rather than for the American-Egyptian cotton. 
2, Weather 
In crop production, the year to year changes in weather 
are considered sometimes to be an important factor that 
affects annual crop yields. The importance of weather has 
been recently recognized and many studies were made in the 
last few years to show that weather as a factor has a lot to 
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do with the improved yields of crops. Therefore, within 
recent years there have been considerable questions raised 
regarding the relative effect of weather and technology upon 
the present high levels of production. But because of the 
continually changing levels of technology, determining the 
relationship between weather and yield under the present 
agricultural conditions is not easy. In a simple formulation, 
one could say that yields are a result of weather, of tech­
nology, and a weather - technology interaction. Probably 
much of the effect on yields is due to this interaction which 
is not easy to evaluate under our continually changing level 
of technology. 
Thompson (64) made a study in the last three years' 
period of an eleven state area on farm crops (corn, soybeans, 
wheat and grain sorghums). One of the general conclusions 
he made in this study is that since 1950, about half of the 
trend upwards in yields of these crops is due to improvements 
in weather, and the other half is due to the adoption of new 
technology. Other separate studies were also made by 
Thompson (61, 65, 63, 62) to evaluate the weather factors in 
the production of corn, soybeans, wheat and grain sorghums. 
An early statistical study was made by Smith (58) in 1914. 
By using simple correlations, he determined the most impor­
tant weather variables in corn production in Ohio. Later, 
Wallace (74), made an important contribution by using 
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multiple linear regression techniques in studying the 
relationship between weather and corn production in the Corn 
Belt states, 
Phenological weather indexes have been constructed by 
Shaw and Durost (55). Their method of analysis is related to 
those of earlier studies by Johnson (32), Hathaway (26), and 
Stallings (59)» In a recent work, Shaw and Durost (56), used 
corn variety tests data to derive a weather index. The 
weather index is well suited to supply analysis of yields. 
They stated that as an indicator of the percentage effects on 
yields of weather factors it is a better variable than one 
or a combination of the meteorological series, such as state 
average precipitation or temperature. However, an index 
constructed in such a form, besides its advantages has some 
disadvantages of which a few can be mentioned here. First, 
the weather index, being expost in its construction, is not 
useful in predicting yields or outputs on the basis of 
met-e orological data. It is not an automatic procedure which 
can be easily adapted to compute methods for rapid expansion 
to other crops and regions of a country. Secondly, the 
variety test data used to construct the weather index is 
essentially based on the complete harvest of the total 
acreage planted. However, as we know, harvested acreage may 
be much less than planted acreage. Therefore, the measure 
should include an allowance for abnormal acreage abandonment. 
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The use of linear trend to describe the path of technology, 
in the derivation of the index may itself be a weakness. 
There were many other studies made dealing with weather, 
but the ones cited above are among the most important, 
Weather includes different elements such as sunshine, 
rainfall, temperature, humidity and winds. But it is usually 
recognized that rainfall and temperature are the two most 
influential factors in many cases. However, in this study, 
rainfall is not taken in consideration, because it happened 
that in both states, most of the acreage of cotton is grown 
under conditions of irrigation, and therefore the cotton 
producers are controlling the amount of moisture. For this 
reason, only temperature is taken here as the influential 
weather factor. In both states, the temperature of the 
summer months, which is the growing season is considered, 
that is. May, June, July and August, temperatures. The 
series is collected for each month starting from 1930 to 
1962. The series available does not give the average monthly 
temperature of all the state, but rather it gives the average 
monthly temperature for each section of the state according 
to the number of sections in each one. In order to obtain 
the average monthly temperature for each state, weighing 
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factors^ were used. The monthly temperature for each section 
in each state is multiplied by its specific weighing factor, 
and when the values, after multiplication of all sections are 
added together, that gives the average monthly temperature 
for the state. Then a series of regressions were run, where 
yield per acre was the dependent variable and temperature, 
along with time (trend) were the independent variables, using 
the linear, the quadratic and the square roots of the data 
for each month. As a result of these, it was found that 
temperature did not have a significant effect in both states. 
Many analysts, however, do not agree to the use of a linear 
curve for temperature, because with a linear curve, it is 
assumed that a change of one degree in temperature has the 
same effect all along the length of the curve. But this is 
not true, because we know that at certain stages of plant 
^These weighing factors were obtained from Dr. Thompson, 
Louis M,, Associate Dean of Agriculture and Professor of 
Agronomy, Iowa State University of Science and Technology, 
through personal contacts with him. The weights are: 
Arizona New Mexico 
North Central .0712 Northwestern Plateau ,1119 
Southwest .0879 Northern Mountains .1522 
East Central .0^18 Northeastern Plains .1237 
South Central .1286 Southwestern Mountains .1182 
Southeast ,20^-5 Central Valley ,079^ 
Northwest .1168 Central Highland .0791 
Northeast .3^92 Southern Plains .I8OO 
Southern Desert .1555 
^9 
growth, temperature may have a detrimental or improving 
effect. Even in a certain month, the effect may be more at 
the beginning rather than at the end. In the case of cotton, 
for example, if the temperature is very cool at the early 
stages of growth, this will tend to slow down the growth of 
the plants. On the other hand if the temperature is too high 
later at the end of the season, then this will reduce yield 
because such high temperatures proved to be injurious to the 
plants. 
By looking at the temperature data of the two states, it 
may be noticed at the very beginning, that the ranges are very 
narrow. In New Mexico, the difference between maximim and 
minimum temperatures for each month for the whole period 
since 1930 were 8.8 degrees for May, 8.4- degrees for June, 
6.9 degrees in case of July and 5.3 degrees of temperature 
for August. On the other hand, in the case of Arizona, the 
differences were degrees in May, 7.2 degrees in June, 
5.^ degrees in July and k,2 degrees of temperature in August. 
So it is clear that there is very little variation in 
temperature within the series for each month. Also, in all 
four months, New Mexico has cooler temperatures than Arizona. 
Although temperature in general did not explain much of the 
p 
variation, and did not improve the R in the analysis, at 
least the following conclusion can be drawn from the results. 
It seems that in both states higher temperatures both in May 
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and June, will tend to increase yield, while higher tempera­
tures in the case of the two later months of July and August 
are not very effective, but may reduce yield very slightly. 
3, Fertilizers 
The production of fertilizers began in the United States 
sometime in the middle of the last century, and fertilizers 
appeared as a separate item for the first time in the census 
report of 1859. However, from the available literature 
concerning fertilizers, it seems that more information is 
available about production than consumption. The sources of 
information on the consumption of fertilizers and plant 
nutrients in the United States are generally more diversified 
and less complete than those dealing with production. 
Since 19^0, up to 1955, fertilizer use in the United 
States, measured in units of plant nutrients has almost 
trebled, and this increase has been considered as one of the 
great technological changes, Griliches (22). From a consump­
tion of 2.6^ million tons of plant nutrients in 19^5» the 
figure rose up to 7.35 million tons, Douglas et al. (16). 
Fertilizer use is a function of the real price of 
fertilizer, and the price paid for fertilizer relative to the 
prices received for farm products. The tremendous increase 
in the use of fertilizers can be interpreted to a large 
extent as a movement along a given production function in 
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response to changing relative prices. The technological 
change, using the term to mean the discovery of new produc­
tion techniques, occurred largely outside the agricultural 
sector, in the fertilizer industry itself. The important 
technological changes were not so much in the discovery of 
new facts about the use of fertilizer, or in the spread of 
the knowledge, but rather in the discovery of new methods of 
producing fertilizers, which resulted in a substantive 
secular fall in the real prices of fertilizers. This should 
not be taken to imply that no new important knowledge about 
fertilizer was discovered, or to deny the importance of the 
general spread and increase of our knowledge about the uses 
of fertilizer in agriculture. Rather, it is suggested that 
this increase in knowledge about uses of fertilizers within 
agriculture can be interpreted as a response to the large 
fall in the real price of fertilizer. 
It is not easy to obtain a single price for fertilizer 
in a whole state, because of the different types of fertili­
zers available, and it is to be expected that there are 
differences in prices because of the variations in the chemi­
cal make-up of the fertilizers. Also, the price sometimes 
differs with locality. It is even harder to obtain the 
actual quantities of fertilizers used on each crop in all the 
state, except for some of the census years where these had 
been estimated. Therefore, in this study, the national index 
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of average prices paid by farmers for fertilizers is used. 
It would be expected that the changes that occur in this 
index will reflect to a certain degree the changes that occur 
in the different states as well. Also, the index will give 
an indication of the amounts used by farmers, since with a 
high index one will expect a decrease in the amounts used 
while the farmers will tend to increase the amounts used of 
fertilizer with low prices and especially when they expect 
that the crops' prices are promising of good profits. 
Now by looking at the fertilizers average prices index, 
it will be found that in fact the prices paid by farmers did 
not increase much, and even in some years they have decreased. 
But especially since the late forties, the change in ferti­
lizers prices index in either direction has been negligible, 
and this in a way tends to induce more use of fertilizers by 
the farmers, especially with the good effects on yields they 
have when accompanied with some other favorable factors. 
Comparing the average prices index for fertilizers with 
indexes of some of the other farm inputs in the period 1950 
to 1963, it will be found that the fertilizers index increased 
up a fairly small percentage and then it was almost constant 
at the same level all the way through. While the price 
indexes of the other items, for example, farm real estate, 
farm-wage rates and machinery kept on rising almost every 
year for the whole period as is indicated in Table 8, 
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IV. LITERATURE REVIEW 
Although the study deals with cotton, yet this review 
deals with supply response in general and not with the 
problems of cotton production. Literature dealing with 
cotton production is very scanty, especially in the last two 
decades. Some of the studies about cotton however, are 
included as part of this chapter. 
Schultz, in one of his articles (53» p. 7^9) about 
agricultural production, output and supply, starts out with 
the following statement: 
"Tell me what the supply of farm products will be five 
or ten years from now, and I shall give you meaningful 
answers to the more important economic problems of agricul­
ture . " 
The most reliable knowledge about demand has been 
brought forth during the last three decades. Economic theory 
tells us that if reliable information about supply is put 
together with the information about demand, then we are in a 
very good position to solve some of the most urgent agricul­
tural policy problems. However, the bare fact is that, the 
study of supply response of agricultural products has been 
very much neglected compared to other fields in agricultural 
economics which have been studied, especially demand studies. 
Progress in these two major fields has been very much 
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unbalanced in general. 
There are many different methods available by which we 
can derive the supply relationships in agricultural produc­
tion. Survey data obtained from a sample of farms may 
provide the necessary information on the factors that influ­
ence supply response, while other types and forms of data may 
reveal past and expected changes in production in response to 
changes in such factors as prices. Budgeting, linear pro­
gramming, and the study of appropriate production functions 
and the related cost curves, are other procedures of approach­
ing the study of supply. The construction of synthetic 
supply curves by means of farm budgeting was suggested by 
John D. Black in a research handbook in 1932 (3). The first 
actual use of this method as a tool of supply analysis was in 
a series of studies of supply response in milk production, 
done in the years following Black's suggestion and summarized 
in 1951 in a volume by Mighell and Black (*+3). The device of 
linear programming with variable prices, or price-mapping, as 
it is sometimes called, is discussed by Heady and Chandler 
(29, Chapter 8). It is simply the derivation of a supply 
function for the individual firms from a linear programming 
production function. Concrete applications of the technique 
to derive firm supply functions have been made by Knudtson 
and Cochrane (36), Toussaint (70), Mcpherson and Faris (4l), 
and Tompkin (69)• However, in all these cases as we might 
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have noticed, the economist is dealing with the cases of the 
individual firm. Thus, the problem of aggregation to derive 
the whole industry supply curve arises. Work on the aggrega­
tion of firm supply functions is still in the early stages 
and much remains to be done, Plexico (50) has presented a 
comprehensive discussion of approaches to these aggregation 
problems and the problems of moving from "optimum" to actual 
responses that are encountered in deriving an empirical, 
sector supply function by linear programming analysis. 
On the other hand, a different set of procedures tries 
to estimate the aggregate supply function of an industry 
directly by using annual, quarterly, monthly or daily time 
series that are available. Aggregate time series analyses of 
supply are not subject to some of the aggregation problems 
mentioned above. Such analyses deal directly in the magni­
tudes which are of interest in making policy decisions, such 
as total quantity produced or total acreage, and national 
average price. For various statistical reasons, however, it 
is possible to introduce only a few of the variables which 
are relevant, and this in a sense, is a special aggregation 
problem. The fact that only a few of the relevant variables 
can be introduced in the time series analysis of supply 
constitutes perhaps the greatest single limitation of the 
approach. Furthermore, history is not always the best of 
laboratories; information related to the possible effects of 
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a new government program or new techniques of production may 
simply not be available from the historical record. In such 
time series analysis procedures, both single equation least 
squares method and simultaneous equations method have been 
tried; but generally with more emphasis being made on the 
first method because of its relative simplicity and easiness. 
Besides the statistical problems, the aggregate methods in 
some cases tend to obscure individual firm adjustments which 
offset one another. In what follows, we shall review many of 
the major contributions to supply analysis. 
The supply study of agricultural commodities was started 
fey the pioneers of quantitative economic analysis in the 
1920's, including such names as Moore, Bean, Ezekiel, Elliot, 
Henry Schultz and others. The general statistical method:, 
used mostly by these early pioneers was that of multiple 
regression, and much of it by the short-cut graphic procedure. 
These early analyses were hindered by the inadequacy of the 
data in two respects, both as of the accuracy, and also 
because of the short number of years for which the data was 
available at that time. Because of this, the relationships 
and forecasts derived were often found to be quite misleading. 
However, very few studies were made throughout the thirties 
and the early forties. It is only since World War II has 
interest again revived in empirical supply analysis. This 
intermission period can be explained in terms of the economic 
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background of the period; that is in particular, the agricul­
tural industry was affected severely during the great 
depression and the following period by the demand change. It 
was therefore, only natural for the economist to put more 
emphasis on demand study. 
In 1925, Smith (57) published an article in which he 
described an attempt to relate cotton acreage to economic 
factors. He related absolute changes in cotton acreage to 
prices during the five months of November, December, January, 
February and March preceding planting, each month's price 
being deflated by a wholesale price index of agricultural 
commodities for the same month. At the time when he wrote 
his article, neither series on prices received by farmers for 
individual commodities nor an index of prices received for 
all farm products were available. Smith hoped, however, that 
by this deflation, he would remove not only the effects of 
changes in the general price level but also the influence of 
changes in the prices of other crops which might compete with 
cotton. However, after considerable experimentation with 
regressions including some of the variables and excluding 
others, he recommended that the regression which included 
only the January price variable and the lagged first dif­
ference of cotton production as independent variables, be 
used for forecasting purposes. After adjustment for the 
degrees of freedom expended in the recommended regression. 
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Smith found an = 0.98. 
Another early contribution to supply analysis and 
perhaps the most characteristic work in that period was a 
study by Bean (2) in 1929, on farmers' response to price for 
several agricultural commodities, in some cases for certain 
states, while in others for the United States as a whole. 
Graphic correlation analysis was used for the rather short-
time period of 1921-29. Bean in his study found that the 
elasticities of supply for several agricultural products were 
all less than 1,0 although at the means of his curves, the 
elasticities of supply of rye, flax and watermelons were 
greater than unity. 
Later, in 1933, Wells (76) published a study on farmers' 
response to price in the production and marketing of hogs. 
He indicated his opposition to the budgeting method of 
obtaining supply response by quoting an extreme example where 
in a given year, 80 percent of the increase in hog farrowings 
come from farms with no sows in the pervious year. Thus, he 
argued that a budgeting procedure for hog farms would not have 
revealed this potential source of supply. He studied short-
time, day-to-day changes as well as annual fluctuations in 
prices and receipts of hogs. He found out that the elastici­
ties of supply based on daily data were considerably greater 
than unity (from ^-.4 on Tuesday and Saturday, up to 12.0 on 
Thursday), while the elasticity for annual data was only 
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about 0.56. In case of individual states the elasticities 
ranged from 0.5 to 1.0. 
In 1938, Cassels and Malenbaum (9) raised some doubts 
about the validity of many previous studies on supply. They 
reworked an earlier study by Ezekiel on milk production 
responses in Vermont and obtained widely divergent results, 
"Whereas Ezekiel, using 1919 to 1925 data, had obtained a 
coefficient of determination of 0.79, they obtained a coeffi­
cient of determination of only O.O3 for the years 1922 to 
1931. They pointed out several pitfalls in the indiscriminate 
use of the regression techniques and suggested a combination 
of methods where possible. 
However, in later years, since 1940, although a large 
part of the statistical work in agricultural economics dealt 
mainly with production functions, there were studies that 
dealt directly with supply. Also, a wider variety of 
techniques were used in supply analysis. In the year 19^0, 
Mighell and Allen (^2) compared supply elasticities for milk 
production, when derived from regression analysis and from 
farm budget data. The budget analysis was used to project 
the elasticity of supply for 10 years ahead and revealed a 
greater elasticity than the year-to-year elasticity obtained 
by regression analysis. 
In 19^3 Kuznets (38) published a supply analysis for 
California sugar beets. In this analysis, Kuznets expressed 
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the acreage of sugar beets in California, deflated by an index 
of the capacity of the sugar beet processing industry, as a 
function of the yield of sugar beets per acre in the pre­
ceding year, and the lagged ratio of the price of sugar beets 
to the price of dry edible beans (where payments by the 
government to sugar beet growers have been included in the 
sugar beet price). He also presents an alternative formula­
tion in which the prices of beans and sugar beets in the 
preceding year are used as separate variables. 
In 19^, Walsh (75) published an article which summarized 
the results of his study on the supply of cotton and cotton 
seed. Because of the price support and allotment programs he 
restricted his analysis to the period prior to 1933 for which 
data were available, (19IO - 1933)• Walsh estimated that the 
elasticity of cotton acreage to adjusted price in the previous 
year ranged from 0.1 to 0.3. Pubols and Klaman (51) estimated 
that a change of 10 percent in the deflated price of pota­
toes in the United States was associated with a 2.3 percent 
change in acreage of each of the following two years. 
In recent years, Basely (18) derived a discontinuous or 
stepped supply function for milk using linear programming 
techniques, Schuh (52) estimated cost curves for typical 
Michigan'dairy farmers and aggregated them to derive an 
industry cost curve. He found low elasticities in the case 
of the short-run analysis, but estimated higher elasticities 
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for a long-rxm period. On the other hand, Tolley (68) 
stressed the possibility of deriving supply and demand curves 
for data arising out of unusual circumstances that occur in 
the economy. He used in his studies data resulting from a 
19^8 nationwide strike of packing house workers to obtain 
demand and supply relations for hogs. 
However, in most of the supply studies the analyst con­
tinued to rely on some form of time series data which were 
analized by regression methods. As an example, several 
recent studies used regression techniques in predicting 
supplies of spring and fall hog farrowings. Kohls and 
Paârlberg (3^+) found that September to November corn and hog 
prices included as separate variables, explain 75 percent of 
the total variability in spring farrowings from I925 to 1942. 
Fall farrowings were most closely associated with the pre­
ceding spring farrowings. In 1956, Brandow (5) published 
another study on estimation of spring and fall farrowings for 
1926 to 1956, omitting war years 19^2 to 1946. Using a com­
bination of variables expressed as percentages of trend, 
first differences and actual numbers, he obtained a coeffi­
cient of determination for spring farrowings of O.83 and for 
fall farrowings of O.8I. He found that a large production of 
minor feed grains (oats, barley and grain sorghums) relative 
to corn production in the previous year, led, other things 
equal, to more sow farrowing in the spring. 
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Two other recent regressions on supply might be men­
tioned here. In the first one, Halverson (23) derived short-
run elasticities for milk by regions of the United States. 
The elasticities obtained were roughly in the neighborhood of 
zero to 0.25 with response in the summer season toward the 
lower end of the range while in the winter months, it is 
falling in the upper end of the range. "While in the second 
study. Bowl en (4-) obtained a wheat supply function for Kansas 
state. He found a relatively inelastic short-run response, 
obtaining an elasticity of 0.32 for the eastern Kansas area. 
Besides the empirical analysis, several other important 
contributions were made to supply analysis, out of which we 
can mention a few in the following paragraphs. Cassels (8) 
in one of his early articles in 1933 emphasized the idea that 
there is no single curve which can be regarded as the supply 
curve for any particular commodity. He visualized a whole 
set of curves for each commodity representing all possible 
conditions between flexible long-run adjustments and rigid 
short-run flexibility of supply. Hence, elasticity of supply 
must be carefully defined, not only regarding the specific 
point on the function at which the elasticity is computed, 
but with respect to length of run. Heady (28) hypothesized 
that even though aggregate farm output is unresponsive to 
price changes, the supply functions for individual farm 
products are relatively elastic. The ease with which 
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resources are transferred between agricultural enterprises is 
quoted as the main reason for this argument. Heady concluded 
that empirical studies are urgently needed to provide mean­
ingful estimates of structural supply relationships. On the 
other hand, Johnson (31), in an article in 1950, rejected the 
former theories explaining the unelastic supply of aggregate 
agricultural production. His theory is based on the assump­
tion that the supply functions of factors of production in 
agriculture are relatively inelastic. Cochrane (13) also 
advanced hypotheses as the relative magnitudes of supply 
elasticities for a number of agricultural products. His 
estimates for hogs were rather high, exceeded only by eggs 
and certain vegetable crops. Wheat, cotton and corn were 
estimated to be the most inelastic of the major farm products. 
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V. THEORETICAL CONSIDERATIONS 
A. Considerations in Building up the Model 
Before going into the empirical analysis part in the 
next chapter, we must determine the factors that affect the 
supply relations. The factors that affect supply can be 
classified into two groups, the first group is the market 
conditions, while the second is the structural conditions. 
The first group includes such factors as the prices of inputs 
used for production, as well as the prices of inputs and 
outputs of the competing enterprises. The second group of 
factors includes the decision-making environment faced by the 
farmers. By the decision-making environment are meant such 
things as the institutional settings in which farmers operate 
and the different production functions faced by the farmers. 
The two groups of factors are different in the way . they 
affect supply relations. The structural conditions determine 
the position of the curve. This can be seen very clearly in 
the relation between the production function and the supply 
function. Let us suppose that a farmer has the following 
production function; 
(1) Y = f(X) 
where Y refers to the output, and X is the single input. His 
total cost function can be expressed as: 
(2) T.C. = XP^ 
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where is the price of input. From this, the marginal cost 
is easily seen to bes 
(3) M.G. = g • Px 
where ^  is a function of Y, let us say L(Y). The supply 
curve of an individual firm can be obtained by equating the 
price of output (marginal revenue) to the marginal cost above 
the average cost; 
(^) Py=L(Y)-P^ 
where P_ is the price of output. The supply curve shifts in J 
a geometrical fashion as the price of the input, P^, changes. 
On the other hand, a change in the production function would 
generally result in a change of L(Y). The supply curve 
changes its shape and position, as L(Y) changes. If the 
change in the production function is due to technological 
progress, the supply curve would likely move to the right, 
changing the shape of the curve. 
In the above discussion it is assumed that the supply 
function is static since time does not enter into the function 
in any form. Also it is assumed that there is only a single 
product with no competitive products. The models that follow 
relate to dynamics, because the variables are timed. 
The changes in the prices of inputs and outputs of the 
competing enterprises would alter the opportunity cost of 
production. These changes have the same effect as a change 
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in the price of direct inputs. Changes in the production 
function of the competing enterprises would most likely alter 
the effects of input-output prices on the opportunity cost in 
the competing enterprises, as well as changing the production 
possibility curve. 
Regarding the price of the crop itself, in this analysis 
it is assumed that cotton producers in making their current 
year's plans for production, react to the prices of the crop 
in the previous year t-1. Heady (27) cited that the presence 
of commodity cycles in themselves as evidence that the 
majority of farmers employ the "extention of current prices" 
method. From a 19^0 survey, Schultz and Brownlee (5^) con­
cluded that Iowa farmers formulated price expectations for 
hogs largely on the basis of current prices, at least for the 
time period investigated. However, an alternative hypothesis 
is that the cotton producers react not directly to the prices 
of the previous crop, but rather to the price they expect 
when the crop is sold. Nerlove (46) points out that the 
expected prices may depend only to a limited extent on last 
year's price. He proposes a simple model in which expected 
price is represented as a weighted moving average of past 
prices, where the annual weights decline going backward in 
time. Thus, the procedure of representing expected price by 
price lagged one year, then is a special case of this general 
hypothesis, in which the weight attached to last year's price 
68 
is one, while the weight attached to all other past years' 
prices is zero. 
Nerlove assumes the following model in his hypothesis; 
price for year t and is a random residual. One possible 
hypothesis is that the farmers tend to revise their expected 
price in proportion to the error they made in predicting last 
year's price. This hypothesis also advanced by Nerlove (46) 
is stated mathematically in equation 6 below, where the B 
term is called the coefficient of expectation. Equation 6 is 
solved for to give equation 7. Equation 5 above is solved 
for (for year t-1) to give equation 8. Then substituting 
from equation 8 into equation 7 and the resulting 
expression for P* into equation 5 gives equation 9> 
(5) • ^t ~ ^ o ^1 ^ t ^t 
where variable is output in year t, P^ is the expected 
( 6 )  Pt-1 = B(Pt_i - P%_i) 0<B<1 
(7) = ®^t-i + pLi 
(8) I* _ t^-1 - *o - ^ t-1 
(9) = (a^B) + (a^B) P^.i + (1-B) + (B-Dv^+u^ 
(10) Yt = (a^B) + (a^B) + (1-B) Y^.^ + 
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Equation 9 expresses output as a function of last year's 
price and quantity, while the terms (B-1) u + u. form a 
"C—1 u 
new residual which we can call and express the equation in 
a new form as in equation 10, The coefficients of equation 
10 are estimated by the method of least squares and from 
these are derived the estimates of a^ and a-j^ in equation 5 
and also the coefficient of expectation, B. 
B. Problems in Time Series Analysis 
It is possible to divide a given time series into four 
distinct elements: (1) a secular trend; (2) cyclical fluc­
tuations; (3) seasonal components, and (4-) remainder. 
Seasonal variation is customarily removed by moving averages. 
Secular trend on the other hand is either removed by the use 
of first differences or "accounted for" by the introduction 
of a trend variable such as time. The analysis is thus 
centered on the explanation of changes in the dependent 
variable in terms of cyclical fluctuations and remainder. 
The objective of analysis is to yield a model which will, 
(1) prove useful in the prodiction of output, and (2) provide 
"meaningful" structural coefficients. Not all change in the 
dependent variable is predictable. Unpredictable changes may 
or may not be random. 
The signs and elasticities of the coefficients are 
traditionally considered "meaningful" in the light of the 
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restrictive, ceteris paribus assumptions of classical econom­
ics. By this definition the equations which provide the best 
predictive results may not have meaningful structural coeffi­
cients. The structural equation which has questionable 
predictive value, may be useful in furthering knowledge of 
supply response. In a real sense, however, meaningfulness 
should be associated with predictive power, for this is in 
fact the ultimate goal. The introduction of the concept of 
"total elasticity" by Buse (7) is an attempt to resolve this 
paradox by dropping the ceteris paribus assumption. 
1. Structural change and secular trend 
Learn and Cochrane (39) distinguish between shifts in 
supply and structural change. Shifts in supply result from 
changes in the values of variables other than price or 
quantity. Structural change on the other hand, results from 
some force which alters one or more of the parameters or the 
form of the relationship. 
There are three classes of supply shifters, (1) price of 
factors of production, (2) prices of the competing products, 
and (3) structural variables. Since a change in the produc­
tion function is structural, the production function is 
included under structural variables as mentioned earlier. 
The structural variables which appear most commonly in 
regression models of supply are general price level deflators 
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and trend. These variables are distinct in that they give 
rise to both supply shifts and structural change. 
Structural changes in supply include the following five 
items: (1) the level of technology, (2) the number and dis­
tribution of farms, (3) the skills found within the industry, 
(^) the knowledge which the farmers possess, and (5) the 
institutional framework surrounding the industry. Structural 
change is synonomous with secular change to the degree that 
these five factors vary gradually over time. Many structural 
changes occur, however, which are not secular in nature. 
The concept of secular trend is related to the concept 
of growth. Growth in supply is in turn related primarily to 
technological change. Technological change (a change in the 
production function) is normally accounted for by introducing 
time as a trend variable. Although time is linear when the 
actual data are used, it may enter into the system as either 
a power or an exponential function when the data is trans­
formed to logarithms. The use of a linear variable as time 
to explain trend, especially technology, assumes that there 
is a continuous development, improvement and introduction of 
new technology. But, this is by no means the actual case, 
because technology occurs in the form of lumps or shocks 
injected in the system, rather than as a continuous flow. In 
the agriculture industry in the United States, the major jump 
occurred with the introduction of the tractor, and then later 
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with the developments during the second World War and the 
succeeding period. However, in the long run, a linear curve 
for trend is the closest approximation to reality than other 
forms. Also, other alternative measures exist for explaining 
technological change, such as the use of a technology index. 
Although the trend variable is associated principally 
with technological change, it will account for any change 
which occurs gradually over time. If price relationships 
show a trend then a portion of the elasticity due to changing 
prices will be incorporated in the trend. This can bias 
short-run price elasticities only in the cases where trend is 
removed from very short series. In this instance, the trend 
variable may account for a portion of a short-run cyclical 
fluctuation rather than the true secular trend in production. 
Nonsecular structural change can often be identified and 
incorporated into the model. Suits (60) in a study of the 
watermelon industry employs dummy variables to represent the 
government cotton programs and the war years. Dummy variables 
of this nature are given a value of zero in non-applicable 
years, and a value of one during the years the program or 
event is in effect. They are thus satisfactory for repre­
senting "once and for all" changes. 
An alternative to incorporating variables which will 
explain these changes is to divide up the period over which 
the analysis is run. Data are commonly analyzed for prewar 
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and postwar years separately and the results are compared 
with those for the entire period. This provides a series of 
"adequate" length for statistical analysis. 
Economists are fully aware of the shortcomings of the 
present procedures for handling structural change, but agree 
generally that some method must be employed, no matter how 
crude, to approximate a constant environment and a constant 
state of the arts. 
C. Additional Considerations 
There are additional problems, both economic and 
statistical that are common to nearly all time series 
analyses. Three of these are mentioned here: (1) omission 
of relevant variables, (2) multicollinearity, and (3) 
autocorrelation in residuals. 
According to Nerlove (^-5), the omission of relevant 
variables has been one of the major sources of error in 
previous research. The omission of prices of alternative 
outputs for example may lead to a negative elasticity of 
supply. However, the high degree of multicollinearity 
between economic time series makes it impossible to include 
all relevant variables. Compromise is achieved by selecting 
the most relevant variables and allowing these to explain 
changes in variables not included. Hence, even at best, the 
time series model normally contains some specification bias. 
7h 
This points to the advantage of regional time series analysis. 
Regional analysis reduces the number of relevant alternatives. 
They can, therefore, be more easily incorporated into the 
model. 
Multicollinearity is often the result of correlated time 
trends. This suggests that the use of first difference or 
of ratios and deflators will help to reduce this problem. 
Multicollinearity cannot be eliminated without removing the 
fluctuations which give economic significance to the series. 
Price series, in particular, tend to move together under the 
common influence of economic events. 
The regression model assumes no serial or autocorrela­
tion^ in the residuals. Autocorrelation may arise from 
(1) faulty choice of the form of the relationship, (2) omis­
sion of relevant variables, and (3) errors of observation. 
Systematic errors may occur in either of the first two 
instances because most economic time series are positively 
autocorrelated. Systematic errors often occur in observed 
series due to the manner in which the data is compiled. A 
^There appears to be some confusion of these terms in 
the literature. Foote (19) uses serial correlation and 
autocorrelation interchangeably. Tintner (66, page 187)j 
however, states, "By autocorrelation we understand the lag 
correlation of a given series with itself, lagged by a number 
of time units ... By serial correlation we understand the 
lag correlation between two different time series..." 
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mistake in one year's observation will often be incorporated 
into the figures for subsequent years. The presence of 
autocorrelation in the residuals leads to a loss of statisti­
cal efficiency. As the error term becomes more random the 
standard errors of the regression coefficients will decline. 
The Durbin-Watson (17) test for autocorrelation is widely 
used. "Where the test indicates that the residual is serially 
correlated, Cochrane and Orcutt (12) suggest the use of first 
differences to randomize the error term. 
The d statistic is obtained by the following formula: 
The d value is thus the sum of squares of the first 
differences of the residuals divided by the sum of squares 
of the residuals. This d value ranges from zero to four. 
Durbin and Watson (17) have developed statistical tables 
for a two-tailed t-test at the five percent level of proba­
bility. The appropriate upper and lower bounds in the 
Durbin-Wat son tables depend on the number of observations and 
(11) 
N 
2 (z. 
d = tf2 ! 
N 
Where; d = the Durbin-Watson statistic 
= the residuals from a fitted-least-
squares.regression 
t — (lj2,*...N) J • • • J 
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number of variables in the equation. Comparison of the 
values for d and (4-d) with the upper and lower bounds may 
indicate either the presence or absence of serial correlation, 
or that the test is inconclusive. 
In general, it can be said that: (1) a d-value which is 
small (close to zero) indicates positive serial correlation, 
(2) a value which is large (close to four) indicates negative 
serial correlation, and (3) a value which is close to two 
indicates no serial correlation. However, as the number of 
observations decreases, the chance of obtaining an incon­
clusive test increases.1 
A large sample test for the autocorrelation of residuals 
has been given by Moran (44). Let us suppose that we have a 
linear regression between a dependent variable Y and an 
independent variable X: 
(12) Y = a + bX 
the least square estimates of a and b are denoted by a* and 
b*. The residuals are, 
(13) (L = Yt - a* - B*Xt t = 1,2,.,.,N. 
We want to test the circular autocorrelation coefficient of 
the residuals <£.^ ; 
A^n alternative test of the d statistic has recently 
been obtained by H. Theil and A, L. Nagar, "Testing the 
Independence of Regression Disturbances," Journal of the 
American Statistical Association, Volume 56, pp. 793-806. 
1961. 
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(1^ ) Rn = 1=1 
N-l 
Let be the deviation of the independent variable from 
its arithmetic mean. Then we define the two first autocor­
relation coefficients of the x^  again in a circular fashion; 
N-l 
2 Vt+i + % 
(15) = — 
J.-.' 
N-2 
t^^ t+2 A^-l 2^% 
(16) rg = ^  
: 
t=i 
Moran shows now that the mathematical expectation of the 
autocorrelation coefficient of the residuals R^  is: 
- (l+r-, ) (17) E (R. ) = i-
N-2 
Further; 
P N + 1 2r-, + 3ri^  - 2r2 (18) E ) = + — 
N(N-2) 
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the variance of is given by: 
(19) . 2 = E(Rj_2) - [E(R]^ )]^  
It is also shown that for large samples the quantity 
(20) % -
\ 
is normally distributed with mean zero and variance one. 
D. Choice of Estimational Procedures 
In this study, statistical methods will be used in the 
analysis of time series data, to derive estimates of supply 
relationships. But before going any further the following 
question usually arises: which method should be used in the 
analysis, single-equation least squares method or simultaneous 
equations approach? Some analysts believe that the method of 
least squares is now completely outmoded; others feel that 
simultaneous equations methods are so complex and computa­
tionally expensive that they should be avoided whenever 
possible. Simultaneous equations techniques are a useful 
addition to our tools for use in problems that deal with the 
obtaining of structural coefficients. In systems of equa­
tions, one, several or perhaps all coefficients frequently 
can be fitted by least squares. Moreover, least squares 
equations are useful now just as they always have been, in 
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showing normal or average relationships that exist between 
sets of variables. Many problems that relate to analyses of 
this kind, such as choice of variables, choice of functional 
forms, and the testing and interpretation of results, are 
almost identical regardless of whether the equations are to 
be fitted by least squares or by simultaneous equations 
techniques. 
In the last few years a lot of literature has been 
written about these two methods. According to Christ (11), 
the literature contains many theorems, that imply properties 
among others, of the various estimates under certain stabili­
ty assumptions. First for structural equations, the ordinary 
least squares are in general biased even asymptotically, but 
have the minimum variance among the other methods of estima­
tion (two stage least squares, limited information single 
equation maximum likelihood, and full information maximum 
likelihood). The two stage least squares, with some arbi­
trarily chosen dependent variable, limited information single 
equation maximum likelihood, and the full information maximum 
likelihood are consistent. Secondly, for reduced form equa­
tions, the ordinary least squares are unbiased and consistent. 
Liu (^ -0) notes that the premise underlying the simultaneous 
equations approach allows the econometrician to push out the 
back door any variables that will not cause his system to be 
overidentified. It is the premise that "economic variables 
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are considered by the econometrician as mutually dependent, 
but the degree of simultaneity is recognized only to the 
extent that it does not prevent the structural coefficient 
from being identified." The degree of simultaneity, Liu 
observes, is always small enough to prevent trouble, because 
economic theory specifies, for a given structural relation­
ship, a minimum number of variables so that it becomes over-
identified. But economic theory, he argues, requires the 
consideration of a much larger number of variables than is 
included in existing economic models. It is more likely as a 
result that these structural relationships are underidentified 
rather than overidentified. Liu, in the same article, 
concludes that the reduced form found by using ordinary least 
squares is likely to be a more efficient forecasting equation 
than the reduced form obtained by solving the overidentified 
structural relationships. 
On the other side, proponents of the equations systems 
method of estimation, maintain that contrary to Liu "the 
general role in realistic econometric models is heavy over-
identification," and that the overidentifying restrictions 
impose restrictions on the reduced form parameters which the 
least squares reduced form estimates ignore. These apriori 
restrictions arise from the structural equations which embody 
the economic hypothesis. The recognition of these restric­
tions, Klein (35) shows, leads to an increase in the efficiency 
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of estimation, whereas least squares reduced forms estimates, 
ignoring apriori restrictions, do not lead to efficient 
estimates of the reduced form parameters. However, in prac­
tice, we are not usually certain if the overidentifying 
restrictions are correct. If they are not, then as Christ 
(11) points out, the least squares reduced form estimates may 
be as good as any. 
At this stage, we should stop and consider the two 
methods in a rather detailed manner. So in the rest of this 
chapter, first the least squares method will be considered 
and then the simultaneous equations approach, trying to show 
the differences in the methods of estimation that exist among 
the two. This will be followed by the second step where some 
of the problems faced with each method will be briefly 
considered, and then the appropriate situations where each 
method can be used are indicated. 
1. Least squares 
Most empirical time series work has been done by means 
of the least squares single equation method. In this method, 
the variable to be predicted is considered as the "dependent" 
variable while the variables that contribute to the predic­
tion process are considered to be "independent". The analyst 
uses all the relevant information that his resources will 
allow him to use. The equations used are of the type 
82 
(21) ï = * ^ 12^ 2 + + " 
in which Y is the dependent variable, through are the 
independent variables, and the a's are constants to be 
estimated, while the u is an error term. Those a's are 
determined in such a manner so that the sum of squares of 
differences between the calculated and observed values of Y 
is minimum. To attain this, a necessary condition is that the 
partial derivative of the sum with respect to a's should be 
zero, Johnston (33). In fact, equation 21 above is a 
regression equation, and the a's are the regression coeffi­
cients. 
However, quite a number of objections have been raised 
against this method in connection with the analysis of 
economic time series. In the first place it has been 
objected that in a special sense, the regression equation is 
arbitrary. Suppose we wish to predict a series Y on a series 
where each series has a mean of zero. We must decide 
whether to minimize the sum of squares of deviations of 
observations from our prediction line in the Y direction or 
in the X^  ^direction. If we minimize in the Y direction, a 
one unit increase in X^  will be expected to cause a 
ZX^ Y 
- unit increase in Y. While if we minimize in the X^  
direction, a one unit increase in X^  ^ will be expected to 
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2 
cause a ^ — - unit increase in Y. While if n variables are 
2XiY 
involved, there are n directions in which the minimization 
could be made. Thus, there are n different regression func­
tions, If each of them is solved for Y, then there will be n 
different coefficients showing the relation between Y and X-j_. 
This objection is not so serious, because it is reason­
able to assume that we wish to minimize the seriousness of 
errors in predicting a particular variable than in any other. 
Thus, when we select the variable to be predicted, we choose 
in turn the direction of minimization. 
The second objection is due to Frisch(21), and is 
related to the possibility of getting meaningless values for 
the a's. Suppose now that each of two independent variables 
consists of two parts; a systematic part and an error part. 
If the systematic parts are perfectly correlated and the 
errors are zero, it will be quite impossible to get unique 
values for the a's - although this definitely will by no 
means reduce our ability to predict the value of the inde­
pendent variable. While on the other hand, if the systematic 
parts are perfectly correlated and the errors are not zero, 
then the a's can be calculated and their values will depend 
only on the errors. This situation is known as multicol-
linearity, since we assume one linear regression, while there 
is at least one other linear relation in the problem, the 
Bi­
linear relation between the systematic parts of two or more 
independent variables. Problems of this nature have been 
investigated by Frisch (21) who developed the method of bunch 
map analysis to deal with this situation. This is essential­
ly a graphical method, and leaves a great deal to the judge­
ment of the statistician. Tintner (67) has developed another 
method which is applicable if there are errors in the 
variables and their relative magnitudes are known. 
The third objection relates to the possibility of 
getting what is called "nonsense correlation." Suppose that 
every economic series trends straightly upward over time. If 
we run the usual multiple regression, we find that we can 
apparently explain any of the series fairly well on the basis 
of the variations in any combination of the other series. 
However, a simple regression having time as the independent 
variable might give us nearly as complete an explanation as 
we get by using the independent variables we have selected. 
There are two ways of handling this difficulty, the 
first is to introduce time as one of the variables, and the 
second way involves the use of difference equations but we 
shall not go into explaining the details of the two methods 
here. 
The most recent and serious objection to this method is 
that which was made by the staff of the CowlesCommission 
(37). Even though we may be interested in predicting the 
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future values of just one variable, it is said that this one 
variable is determined jointly with a large number of other 
variables. It is said that in general, we must not deal with 
just one equation, but we must set up a complete model, in 
which the number of equations is the same as the number of 
variables regarded as being jointly determined by the working 
of the model. 
2. Simultaneous equations approach 
Through the pioneering work of the staff of the Cowles 
Commission, simultaneous equation analysis has been added to 
the list of available statistical techniques. The simul­
taneous equationsapproach provided an answer to the identi­
fication problem raised by Working (78). Rules were estab­
lished for identifying the coefficients of the simultaneous 
equations model. 
The introduction of the simultaneous equations model, 
however, raised other issues, both economic and statistical. 
To date, many of these questions remain unsettled. The 
economic controversy exists between the proponents on the one 
hand of a causal sequence and on the other of a mutual 
determination. Parenthetically, this argument exists in 
various forms in many fields of science and dates in economics 
from as early as the Walrasian model. 
Wold (77) argues against the simultaneous model on two 
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accounts. First he questions the causal interpretation of 
the equations. While in the second point he contends that 
the structural coefficients can not be interpreted as ordi­
nary supply and demand elasticities. In lieu of the simul­
taneous approach, Wold offers a recursive system based upon 
the concept of a causal chain. 
Fox (20), Hildreth and Jarret (30) and others have 
apparently not considered Wold's criticism to be crucial. 
They have interpreted coefficients obtained from single and 
simultaneous equations in like manner. Durbin,^  on the other 
hand adopts an intermediate position. He agrees with Wold's 
concept of causation. However, he emphasizes the manner in 
which most time series are collected and reported. The data 
are collected periodically, usually monthly, quarterly or 
annually, thus observing causal chains which are of shorter 
duration, and giving the appearance of simultaneity. Durbin, 
thus accepts the simultaneous method on economic grounds, 
although he holds statistical reservations. 
The statistical controversy is set forth in an article 
by Christ (10). The Cowles Commission demonstrated conclu­
sively that the unbiased estimate of the coefficient of an 
endogenous variable (i.e. a variable correlated with the 
T^his view appears in a discussion of an article by 
Herman Wold. Causal influence from observational data. 
Royal Statistical Society Journal 119: 52-53. 1956. 
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error) could not be obtained by using the single equation 
least squares method. Christ acknowledges this, but states 
that estimators for the limited information method are 
statistically inefficient particularly with small samples. 
Consequently, the results obtained by limited information may 
be further from the true value than those obtained from least 
squares. It is not known what sample size will provide 
estimates which are more reliable than the admittedly biased 
results of least squares. 
In the real world, the economist has to take as given 
all the variables produced by a mechanism outside his control. 
This mechanism is expressed by a system of simultaneous 
equations, one for every variable in the system. The vari­
ables in theory include not only physical quantities, mone­
tary quantities, e.g. income, prices, etc., but other factors 
that influence economic activity, such as the factor of 
private ownership of property, or political restrictions of 
price control. The variables are jointly dependent variables 
and do not satisfy the condition of least squares where one 
of them is dependent while the others are independent. 
To simplify the exposition let us deal with the fol­
lowing two equations system; 
(22) p + aq = u^  (Demand equation) 
(23) q + bl = Ug (Supply equation) 
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"Where p is price, q is quantity, I is income while u^  
and Ug are random disturbances, and a and b are baëic coeffi­
cients, I is considered as being determined outside the 
system, i.e. an exogenous variable. The classification into 
exogenous and endogenous is a relative one depending upon the 
nature and extent of the system being studied and the purpose 
for which the model is being built. 
Suppose now that we want to estimate coefficient a. By 
using the least squares on equation 22 above, then the steps 
of the solution for a are as follows: 
(2^ ) p = -aq + u^  
considering p as the dependent variable while q is the 
independent variable 
(25) a' = . Sea 
the possibility of lack of consistency of this estimate shows 
up when we compare it with the estimate we get by using the 
two equations together. Thus, combining the two equations 
22 and 23 we get: 
(26) p = abl + u^  - au2 
which involves only one jointly determined variable p. 
Variable I is independent of (u^  - aUg), therefore, we can 
use least squares to estimate ab: 
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(27) • (ab) = 
SI 
In a similar manner, we can use least squares in equation 23 
to get: 
2 ql 
(28) b — — 
S I^  
and dividing 27 by 28 we have a consistent estimate of a, 
(29) à = -
S ql 
As can be seen from above, equations 25 and 29 are by no 
means equivalent. Thus, using least squares on 22 alone will 
give us an inconsistent estimate of a. 
After the model is set up, the next step that follows is 
one of deciding whether the equations or the coefficients 
that are of interest to us are identifiable. To put it in 
other words, we wish to know whether we can find a unique 
value for a given coefficient. This is the identification 
problem. For a model to be identified, it is necessary that 
each behavioral equation containing one or more endogenous 
variables be identified. There are three possible cases of 
identification with which we shall deal now. In the part 
that follows, I am drawing from the work of Nordin et al. 
CtS). 
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1. The uniquely determined (just identified) case 
To illustrate, let us again assume the following two 
equations model; 
(30) p + aq = Uj (Demand equation) 
(31) cp + q + bl = U2 (Supply equation) 
where p and q are endogenous variables of price and quantity 
respectively, and I is a predetermined variable, while U]_ and 
U2 are random disturbances, and a, b, c are coefficients to 
be determined. Assume that 30 is the equation whose coeffi­
cients are to be estimated (there is only "a" to estimate). 
Here, the least squares method cannot be used directly to 
estimate it. In this case we cannot even use it to estimate 
c in equation 31, since both p and q appear in equation 31. 
But, both equations 30 and 31 are linear equations in vari­
ables p and q. Therefore, we can solve them for p and q 
in terms of other variables, as is shown in equations 32 and 
33: 
ab u, - auo 
(32) p = I + 1— 
1—ac 1—ac 
b Ug - CUT (33) q = - : I + 
1-ac 1-ac 
Both equations 32 and 33 are reduced form equations, 
(also called isolated form equations). The basic charac­
teristic of the reduced form is that the original system has 
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been solved to express the current values of the endogenous 
variables as functions of all the other variables in the 
system, so that each equation of the reduced form contains 
only one current endogenous variable. Since only one current 
endogenous variable occurs in each reduced equation, then 
least squares may be applied in each case to estimate the 
coefficient of the reduced form equations 32 and 33 above. 
The estimates are: 
(34) __i_ = z_gï 
l-ac S l2 
(35) ab 2 pi FZ l-ac S T 
and by dividing 35 by 34 we get: 
(36) ® = - rtî 
A 
Here a is said to be uniquely determined. It is subject 
to sampling variations, but there is just one indication of 
its value on the basis of a given sample. Also, equation 30 
is said to be uniquely determined, since each of its coeffi­
cients is uniquely determined, 
2, The indeterminate (unidentified) case 
An equation is said to be indeterminate, if any of its 
coefficients is indeterminate. Equation 31 above is such an 
equation. We can follow our steps above and get equations 3^  
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and 35 as the least squares estimates of I in the two reduced 
form equations 32 and 33, but we cannot solve for either c or 
b. All we can get is the equation; 
(37) - b = 1 + c 
- ' Z qZ Z qX 
where an infinite number of combinations of c and b will 
satisfy the equation. Therefore, both c and b are indeter­
minate, and logically, it follows that equation 37 is 
indeterminate, 
3. The overdetermined (overidentified) case 
In this case two or more estimates are derived for each 
structural coefficient. While the number of alternative 
values is finite, however, we are not free to choose any 
value for the coefficient as in the indeterminate case, and 
on the other hand, the coefficients are not uniquely deter­
mined. 
Consider now the models 
(38) p + aq = u-j^  (Demand equation) 
(39) cp + q + bl + dY = Ug (Supply equation) 
where Y is an index of production cost, and the other vari­
ables have the same definitions as before. Again, in this 
case, we wish to estimate "a". The reduced form equations 
are: 
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(40) q = __L_I__lY + ^ 2 -
1-ac 1-ac 1-ac 
(41) p = _!Li + _!!_% + "1 - ^ "2 
1-ac 1-ac 1-ac 
The least squares estimates of the coefficients of I and Y in 
equation 4o are: 
„ , b 2 ql 2Y^  - 2qY 2IY (42) 
1-ac 2i2 2y2 - 2IY 2IY 
d 21^  2qY - 2ql 2IY 
(43) 
1-ac 21^  2Y^  - 2IY 2IY 
Next, let us estimate the coefficients of I and Y in 
equation in a similar manner. The estimates are; 
ab 2pl 2Y2 - 2pY 2IY (44) = —p p 
1-ac 21 2Y - 2IY 2IY 
(45) ad  ^21^  2pY - 2IY 2pl 
1-ac 21^  2Y2 - 2IY 2IY 
and upon dividing 44 by 42 the result is the following: 
(46) a' = - 2pl 2Y^  - 2pY 2IY 
2ql 2Y2 - 2qY 2IY 
9^ 
However, dividing ^ 5 by 4-3 the result is the following: 
. 21^  SpY - SIY 2pl 
(4?) a* = — . 
21^  2qY - 2ql 2IY 
But it can be very clearly seen that equations ^ 6 and W-7 
are not equivalent estimates of "a". Therefore, "a" is said 
to be overdetermined. Two operations based on the reduced 
form equations lead to contradictory requirements for "a". 
Hence, it follows from above that equation 38 is overdeter­
mined. 
There are many rules of thumb which have been found to 
be useful in arriving at the degree of identification of a 
structural equation, but we shall not go into these here. 
The interested reader, however, is referred back to the work 
by Nordin et (48) or to a short summary of these rules 
in Dean's thesis (15). 
The proper statistical method of estimation in analyzing 
a time series data, is specified by the degree of determina­
tion of the equations. In the case of an equation which is 
underidentified, it is not possible to derive unique estimates 
of the coefficients. When the equation is overidentified, 
more difficult problems of statistical estimation arise. 
The ideal method of obtaining structural coefficients in this 
case is the maximum likelihood. This method provides a means 
of arriving at an average or reconciliation of the finite 
9^ 
number of alternative estimates obtained in the overidenti-
fied situation. The "full-information" maximum likelihood 
method, which utilizes all the information available in a 
model, is considered to be superior, for estimation of 
overidentified equations. But due to the fact that this' 
method is complicated and costly in the same time, it is not 
used much and the two stage least squares method is used 
instead. On the other hand, when the equation is just 
identified, the reduced forms method can be used to estimate 
the coefficients as was illustrated above; and because of its 
simplicity, this method has been used in most applications of 
simultaneous equations. 
However, given the hypothesized relationships in a 
model, the selection of the suitable statistical method should 
be clear to the analyst. 
In this study, single equations have been used. It has 
been shown that the use of single equations where simul­
taneous relations exist may lead to biased results. However, 
the majority of the variables which affect cotton production 
are predetermined (i.e. the response is lagged at least one 
year). This bias therefore, may not be serious. In addition, 
Christ (11) has pointed out that the limited information 
procedure does not guarantee results which are statistically 
more reliable. Hildreth and Jarret (30) in their model of 
the livestock economy, compared coefficients obtained by 
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these alternative methods and did not find large differences. 
There are distinct advantages to be gained in using the 
least squares method. First, as mentioned earlier, the ease 
of computations permits more attention to be directed to the 
consideration of the variables and the form in which they 
should be introduced. This seems advisable in view of the 
limited knowledge concerning farmer response. In contrast, 
the lengthy computations for simultaneous systems discourage 
modifications and corrections even when it is apparent that 
these should be made. Secondly, least squares can be more 
readily combined with graphic analysis. Graphs and scatter 
diagrams may serve as a useful guide in model construction. 
Time series analysis could be visualized as a series of 
steps beginning with the simple graphic analysis and ending 
up with the more highly sophisticated simultaneous equations 
models. Each step in the meantime, provides some information 
which can be used to move to the one that follows. Thus in 
a sense, single and simultaneous equation analyses are 
complementary rather than mutually exclusive. 
Two forms of the single equation have been used in this 
study. In the first case, the original data was used as such 
with most of the variables lagged just for one year. In the 
second case, the original data was transformed into logarithm^ 
except for the dummy variable, used for government policy, 
which was left as it is. However, in both forms, the total 
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production of cotton is always the dependent variable, while 
the other variables are the independent variables. Some of 
these independent variables have been introduced with obser­
vations of the variables expressed as ratios (e.g. price of 
cotton divided by the price of alfalfa). In all the regres­
sions, the trend variable was introduced in a linear rather 
than any other form. The linear form was used in preference 
to other forms because it approximates the situation of total 
production better when compared with the other forms. 
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VI. RESULTS AND INTERPRETATIONS 
A model can be defined as a set of variables relevant to 
the problem at hand, together with the forms of equations in 
which the variables are said to be related. On the basis of 
the variables in a base period, we shall estimate the coeffi­
cients which specify the relationship that exists among the 
different variables in the equations. After the coefficients 
have been specified and incorporated into the model, then it 
serves as a mechanism for forecasting the values of certain 
variables in a prediction period after the base period, given 
the values of the other variables in the base period and/or 
the prediction period. In this study we shall be using only 
linear models since they have the advantage of simplicity of 
handling. Of course variables in such models may be in 
logarithmic form. 
The nature of cotton production in these two states 
indicates that a single-equation least squares model is suit­
able for estimating the total production in a particular 
season. In the case of cotton, due to the government pro­
grams (acreage allotment programs, price subsidies, etc.) the 
cotton acreage harvested is to a large degree, fixed in nor­
mal years, and thus, the producer has not much flexibility 
here. However, even if the crop is not very profitable 
under the prevailing market conditions at the time, still 
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most of the cotton producers usually cultivate their alloted 
acres, otherwise their acreage allotments in the future will 
be affected and may decrease, because, as mentioned earlier, 
the number of acres alloted to each cotton producer is 
determined solely by his past history of cotton production in 
the last few years. Cotton prices are in a similar position 
as the United States Department of Agriculture announces the 
support price of cotton long before the beginning of the 
season. In fact, for the next season's crop, the support 
price is announced as early as mid October of this year. So 
the producer at least knows the minimum outcome. If the mar­
ket forces later bring a higher price, then of course he will 
be better off, while if the prices offered then are low, 
still he will get the minimum set by the level of the support 
price. Therefore, the influence of cotton prices on total 
production is not expected to be highly significant. Thus, 
in the analysis, both the support price and the price 
received by cotton producers (market price) are considered, 
and the one that is higher is taken for the analysis. This 
is logical of course, as which ever of the two is higher is 
the price actually received by the producers. 
Once the crop is planted, the producer cannot do too 
much in the case of a promising upward movement of market 
price. Since he cannot increase his acreage, the only thing 
that can be done is to increase such things as the amounts 
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of fertilizers and insecticides applied, together with a 
more proper control of weeds and diseases. Thus, his scope 
of operation is not .very large, and the nature of the work 
and operations is intensive rather than extensive. 
In what follows, in the rest of this chapter, we shall 
set the models for each state separately and define the 
different variables that enter into the formation of the 
models. Then the results will be analyzed. It should be 
stated here, that the first estimation equation in each state 
is not the final equation, but rather it paved the way for 
arriving at the final improved equation that is included 
later for each state as will be seen. 
A. Arizona 
To begin with, we will consider Arizona first. Regres­
sion equation 4-8 estimates the total cotton production in 
Arizona in the period 1930 to 1962 inclusive. The standard 
errors of the regression coefficients are given in paren­
thesis below the coefficients. Also, the values of and 
the d statistics for each equation are included. 
(43) Y = -870.7329 + 5679.8650X^  -f 7.9256X2 + I2.527IX3 
(10726,6270) (2.3067) (5.694-2) 
R^  = .82 d = 0.488. 
Before going any further, it should be mentioned here 
101 
that throughout the thesis the coefficients and standard 
errors of the equations are carried out to four decimal 
places. Of course, for purposes of prediction not all of the 
digits presented should be considered as significant. How­
ever, the additional digits included in the presentation of 
the results, should aid other research workers who wish 
either to duplicate or compare results. Most of the data 
used in computing the equations, which did not occur already 
somewhere in the body of the thesis will be given in the 
appendix. In all cases an attempt is made to give the basic 
data needed to obtain each variable. On the other hand, in 
determining the timing of the variables in the thesis, the 
principle followed is to consider as year t, the period in 
which the dependent variable (Y) in the equation is measured. 
Thus, the term current year refers to period t, while the 
term "preceding year" refers to t-1. The variables in the 
above estimation equation ^ 8 are defined as follows: 
A 
Y = Estimated total production of cotton in the current 
year for the state of Arizona. 
Xj = The cotton-alfalfa crops price ratio for the 
preceding year (t-1) for the state of Arizona 
producers. 
Xg = The national index of average prices paid by 
farmers for fertilizers. 
= Time trend. 
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The signs of all the coefficients are positive and that 
conforms with the theory except in the case of variable X2. 
The sign of the coefficient for Xg should logically be nega­
tive because with an increase in the price paid by farmers 
for fertilizer, less is expected to be used and the effect 
may be to reduce total production. However, this change in 
sign is probably due to the effect of factors influencing the 
data which cannot be simply explained. Two of the three 
coefficients, namely the coefficients for Xg and X^, are both 
significant at the 5 percent level of probability. In fact, 
the coefficient of Xg in the equation is even significant at 
the 1 percent level of probability, which indicates its 
importance. However, the coefficient for the first variable 
X^ is not significant at either level, although this means 
that the variable is not very important, but still it does 
not mean that we should do away with it, because we know that 
prices of the crop and those of the competing crops have an 
effect. The sizes of the coefficients are reasonable. The 
size of the Xj coefficient may look too large, but we have to 
remember that a ratio is used here and that the values were 
very small fractions. 
In fact, if we look at all the results as a whole, then 
we can see that they are logical and acceptable. The X^ 
variable as mentioned earlier is the ratio of cotton price to 
that of alfalfa. This is not expected to have a highly 
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significant effect in production decisions, because, as was 
said before, the cotton producer at least knows the minimum 
price (support price) he is going to get for his crop and so 
this does not affect him too much. But of course, he will 
look at the previous market price, specially if it is high 
with the hope that it will continue like that and may be even 
better, thus, encouraging him to apply more intensive 
techniques in production. As for the case of alfalfa it 
should be mentioned here that in this study the price of all 
hay (in both states) was used as the price of alfalfa, since 
first, it was not possible to get a separate price for 
alfalfa, and secondly alfalfa forms the major part of all hay. 
Alfalfa does not stand out as a true competitive crop with 
cotton in the area where cotton is produced, but as a matter 
of fact it just comes as the second crop with respect to 
acreage in the state. The situation being truely like this, 
it is not expected to have a very significant effect on cotton 
production decisions. The second variable, X2, which is the 
fertilizer price index has the most significant effect upon 
production. This can be expected because as was mentioned 
earlier, fertilizer is in fact the main factor where the 
farmer has a greater degree of flexibility. Also, as was 
seen above, the use of fertilizer in the United States has 
increased tremendously in the last few years, and particu­
larly in these western states. Besides this there is the 
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fact that the prices of fertilizer, inspite of the influence 
it has on yield, were shown in Table 8 to have remained 
almost constant, thus encouraging more use of this factor. 
The development of production techniques in the fertilizer 
industry itself helped to keep the prices of fertilizers 
relatively constant in spite of the high demand in recent 
years. The last variable, X^, in the estimation equation is 
"trend," which we would expect to have a significant effect. 
This is because as was seen in the data, the yield per acre 
and thus total production (provided that acreage did not 
decrease much) were increasing through almost all the period 
considered in the study. This cannot be attributed only to 
fertilizers. Thus, it means that other variables are also 
acting and influencing cotton production. These factors are 
changing and improving over time. Such variables could be, 
better weather conditions, which are more suitable for the 
growth of the crop, the introduction of new machinery, new 
methods of irrigation, disease control, etc. Some of these 
factors could be introduced separately in the estimation 
equation, but their individual effect will be so insignifi­
cant that it is not worth the sacrifice of losing one more 
degree of freedom for each factor. But as a whole, when all 
of them are put together and considered under trend, they are 
expected to impose a stronger effect. In short, trend 
explains all that cannot be explained as such. 
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One. variable that one would think of introducing as an 
explanatory variable in the estimation equation is that of 
government policy. It is expected that this variable will 
have a significant effect due to the importance of the 
government programs in cotton production. So, by introducing 
it in the equation the result was as follows: 
(if9) Y= -1003.8058+6858.3380X^ +9.2186X2+7.71^ 3X3+72,85603^  
(10760.7000) (2.2693) (7.2693) (68.6396) 
r2 = .827 
where 
Xj^ = Government policy (acreage allotment programs), 
and all other variables are defined as mentioned earlier. As 
we can see from equation *+9 the introduction of Xj^ did not 
improve the estimation equation very much because its contri­
bution to the value of is very insignificant. However, on 
the other hand, if we look at the regression coefficients we 
will find that their signs are consistent, except those for 
X2 and Xi^, but now only one coefficient of the four is 
significant. Again in this equation the coefficient of 
variable X2, is significant at both the 5 and the 1 percent 
levels of probability. This result again agrees with that of 
the previous equation regarding this variable. The fact that 
variable X^^ in the equation was not significant is rather 
surprising, but in a sense this may be due to the formulation 
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of the equation. In a way one can say that government policy 
enters partially through prices, but as we shall see later in 
the final equation, this variable has a significant effect. 
Using the estimation equation 4-8 above, the estimated 
A 
values of total production (Y) were plotted in a graph with 
the actual values. The two curves took the forms shown in 
Figure 3» The estimated values curve did not consistently 
overestimate or underestimate actual total production for 
a fairly long period except in the case of World War II 
period where it consistently overestimated total production, 
and later, in the case of the Korean War, it consistently 
underestimated total production. But after the end of the 
Korean War, the curve changed sides with the actual total 
production curve and is fairly close to it compared with 
the earlier part of the curve as a whole. When the estimated 
total production curve is redrawn leaving out the two war 
periods, then we have the curves shown in Figure 4, which 
indicate that now the estimated values curve takes a closer 
fit. In fact, the war periods can be left out as they are 
not normal years at all. There are the war needs and thus 
the different government emergency programs which influence 
the total production of cotton among other crops. 
The consistent overestimation and underestimation for a 
certain length of a period of time causes the positive serial 
correlation of the residuals, and as the value of the d 
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Figure 3, Actual total production of cotton in the state of Arizona compared 
with predictions from equation U8. 
1300 
1100 
900 
700 
500 
300 
100 
Actual 
Estimated 
H O 
00 
_L 
1930 1932 193k 19361938 I9U0 1912 19liUl9U6 19U8 19501952 19541956 1958 I960 I962 
Figure 4, Actual total production of cotton in the state of Arizona compared 
ïfith predictions from equation U8 (excluding war years J. 
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statistics indicates, there is certainly positive serial 
correlation in the data. During the war, especially in the 
early years the farmers expectations regarding prices were 
highly favorable, and the cotton producers responded very 
much. Thus total production kept on increasing and this is 
fairly clear even after the end of World War II. Then when 
the prices started to decline, the farmers could not cope 
with this change and cut down their production, and so, total 
production kept on the mounting phase, till the Korean con­
flict, and here even it reached an all time high level. 
Later, after this conflict, still the farmers could not cut 
down their total production in proportion to the change of 
prices, and production was still high. This fact can be 
explained by the hypothesis of the irreversible supply curve 
of Cassels (8). The adoption and improvement'of new tech­
nology, and the large investment in fixed capital during the 
prosperous war period could not be reversed after those years 
were over. 
The final estimation equation for total production of 
cotton in the state of Arizona was made through some changes 
in the formulation of the previous equation. First, instead 
of using the index for average prices paid by farmers for 
fertilizers as such, the ratio of the price of cotton to that 
of the price index of fertilizer was used, together with some 
other new variables introduced which were government policy. 
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and total production of cotton in the state for the last 
year. However, the regression coefficient for the variable 
which stood for the ratio of the price of cotton to that of 
the price index of fertilizer was very insignificant, and in 
the meantime it affected the levels of significance of the 
other variables, therefore it was removed, and now the new 
estimation equation for the state is as follows: 
(50) Y= -128.Î+707+9660.0560X^-120.5692X2+7.^516X3+0.8896X1^ 
(6106.3469) (35.4173) (2.9852) (0.0901) 
r2 = 0.94 d = 1.80 
where the variables are defined as: 
A 
Y = Estimated total production of cotton in the. current 
year for the state of Arizona. 
X^ = Cotton-alfalfa crops price ratio (Pji/P^) for the 
preceding year (t-1) for the state of Arizona. 
X2 = Government policy (acreage allotment program) for 
the current year. 
X^ = Time trend. 
X]^  = Total production of cotton in the preceding year 
(t-1) for the state of Arizona. 
As can be seen, there is quite an improvement in the 
estimation equation, and the variables in the new equation 
explain much more of the variation than those in equation 4-8. 
This is indicated by the value of which is now 0.9*+ 
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instead of the previous value of 0,82. On the other hand, it 
can also be seen that there has been quite a change in the 
value of the d statistic which now indicates that there is 
hardly any positive serial correlation in the data. Comparing 
o 
those values of R and d with those of the equation where the 
price ratio of cotton to the index of average prices paid by 
farmers for fertilizers was included, there is hardly any 
noticeable change which is worth sacrificing the degree of 
freedom. 
The signs of the coefficients in the final equation all 
took the form that is logical and conforms with theory. Not 
only this, but the sizes were also reasonable. But the values 
and importance of the coefficients have changed now. In this 
new equation, we find that now variable Xlj., total production 
of last year, is the most important, and in fact its coeffi­
cient is significant at both the 5 and 1 percent levels of 
probability. The next variable is X2, which is the govern­
ment policy (acreage allotment programs). The coefficient of 
Xg is also significant at both levels of probability. This 
is quite reasonable, and in fact as was mentioned before, 
this is one of the variables that one would directly think of 
introducing into the equation. It will be expected that when 
there are no acreage control programs, the cotton producers 
will tend to increase their cotton acreage, especially with 
high prices, and hence push up the level of total production. 
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While when the programs are in effect, this will tend to con­
trol the acreage and in turn total production. This fact is 
made quite clear if we look at the values of total production 
in the periods when there were no control programs. It is 
fairly obvious that in those years, especially during World 
War II, and the Korean War, total production reached very 
high levels compared to other times. It may be argued here 
that those years happened to be periods of emergency needs, 
but unfortunately they are the only years available for 
comparison in this period covered by the study, since in most 
of the rest of the years except in the early thirties, the 
acreage allotment programs were in effect. Thus, now the 
significance of this variable clears away the shadow of doubt 
that was casted previously. The trend variable follows in 
importance with the coefficient being significant at the 5 
percent level of probability. The importance of this vari­
able, as was explained before, is due to all the developments 
in technology that occurred and are occurring through time. 
Variable is the only one which is not significant at the 
5 percent level of probability, but it is significant only 
at the 20 percent level of probability. So comparing it with 
the previous result of equation 4-8 there is quite an improve­
ment in the t- value of the coefficient, which indicates that 
the prices of the crop under study as well as that of the 
competing crops are rather important, and should be taken 
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into consideration. 
The improvement in the estimation equation made by the 
new variables is also indicated by the new estimated values 
A 
of total production (Y). Now if we take the new values using 
equation 50 and plot them in a graph with the actual values, 
then we will get the curves that appear in Figure 5» The 
estimated total production curve in this figure assumes a 
closer fit to the actual production curve than before. Also 
in almost all cases except a few, the estimated curve follows 
the right direction of change. Especially by looking at the 
World War II and the Korean War periods, it can be seen that 
the new curve is closer than before, and that in fact in this 
case the whole estimated curve can be considered and we need 
not exclude those war years as was done before. The new 
curve does not overestimate or underestimate total cotton 
production for a long period of time. Since we can not 
explain all the total variation that occurs, because definite­
ly we did not include all the factors (some of which we do 
not even know) that influence total production of cotton in 
Arizona, then we cannot expect that our estimated curve will 
coincide exactly with the actual curve, even if we disregard 
the inaccuracies that may exist in the data. Therefore, all 
that can be done is to get the closest approximation with our 
available knowledge. 
Equation 50 was transformed into a logarithmic form 
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with predictions from equation 50» 
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using the same variables and trying to add some more to see 
whether there will be any more improvement in the estimation 
equation. Again the addition of more variables did not 
improve the equation, but in the meantime it did affect the 
levels of significance and the values of the coefficients of 
the variables in equation 50. So the new equation 52 below 
has the same variables as equation 50 but only in the form of 
logarithms. The logarithmic equation is of the form: 
(51) log Y=bo+bii log ^2*^^13 
where; 
log y = Logarithm of total cotton production in the 
• state of Arizona in the current year, 
log Xt = The logarithm of the cotton-alfalfa (P /P ) J- c a 
price ratio for the state of Arizona in the 
preceding year (t-1) 
X2 = Government policy (acreage allotment program) for 
the current year. 
log Xg = The logarithm of the trend variable. 
log X^_ = The logarithm of total cotton production for 
the state of Arizona in the preceding year 
(t-1) 
As is clear all the variables are defined as before, b^ 
is a constant, b^^, b^^; ^2.1+ coefficients to be 
determined using least squares and u is an error term with 
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the usual assumptions. However, in the case of the variable 
Xg, it is included in this equation in its original form. 
Since it is a dummy variable and this a constant it will not 
be affected. 
The new logarithmic total production estimation equation 
for Arizona is: 
(52) log Y= 2.3826+0.5296 log Xi-267.983 X2+0,11^ -0 log X3 
(0.2261) (96.27^ 1) (0.0708) 
+ 0.9661 log Xi^  
(0.6758) 
= 0.94 d = 1.9001 
p 
As can be seen, there is hardly any change in the R 
value which indicates that there is no improvement in the 
association between the dependent and independent variables. 
But there is a very slight change in the d statistic which 
now indicates that the residuals of the estimates from 
equation 52 are independent. On the other hand the signs of 
all the coefficients in the equation conform with economic 
theory. But now there are still some changes in the signifi­
cance levels of the variables. Still variable Xi^ is the most 
important and shows a significant effect at both the 5 and 1 
percent levels of probability. This is followed by variable 
X2 which again is significant at both levels of probability . 
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as was variable However, the change in the levels of 
significance now comes in the remaining two variables of the 
equation. For while in equation 50 the coefficient of the 
time trend variable was significant at the 5 percent level 
of probability, it is not significant at this level in 
equation 52. It is close to being significant at the 10 
percent level of probability. On the other hand, while in 
the previous estimation equation 50 the coefficient of 
variable X^ was not significant at the 5 percent level, it is 
significant at the 5 percent level in the present equation. 
In fact, in all the previous estimation equations, this 
variable X^ did not show a reasonable significance effect at 
any time. 
Although the value of did not change from that of 
equation 50, yet the estimated total cotton production values 
A 
were different. ¥hen the Y values were plotted with the 
actual cotton total production values, the two curves came 
out as shoivn in Figure 6. Sure enough now the estimated 
values' curve shows a much closer fit to the actual curve 
than any other curve before. The curve does not continuously 
overestimate or underestimate total cotton production for a 
long period at any one time. Since there is no consistent 
overestimation or underestimation, this indicates, together 
with the d statistic, that the residuals of the estimates 
from equation 52 are independent. The estimated values curve 
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with predictions from equation $2. 
119 
in many years indicates the right direction of change in total 
production although in some other years it indicated the 
opposite direction. Even if we look now at the war years, 
especially the Korean War years, we find that the fit has 
been very much improved in comparison to previous cases 
especially equation 48, where the difference in those years 
was very pronounced, that it was suggested at the time to 
omit the war years under the consideration that they were 
emergency years. 
1. Elasticity of supply 
The elasticity of supply is conventionally defined as 
the percentage change in quantity that is associated with a 
one percent change in price. Equation 53 gives the various 
mathematical formulas that are often used in computing the 
elasticity of supply, (Eg). 
Percentage change in quantity (53/ (Ei_) — ' 
s percentage change in price 
AP Q 3P Q 
In the present analysis however, in both equations 48 
and 50 above, the price ratio variable is insignificant at 
the 5 percent level of probability, or any other closer 
reasonable level. Thus, the elasticities of supply based on 
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such coefficients would be rather meaningless, and of not 
much use. This is in fact one of the reasons which necessi­
tated an improvement in the first equations. From all the 
results obtained previously in this study, it can be seen 
that the only equation with a significant coefficient of the 
price ratio variable, is the one where the logarithms of the 
variables were used, i.e. equation 52. But since logarithms 
were used here, then the above formulas for computing the 
elasticity of supply in equation 53 are not needed to compute 
the elasticity of supply in this case. For economic theory 
tells us that with a logarithmic function the short-run 
elasticity of supply of a variable is given directly by the 
coefficient of that variable in the equation. Thus, from the 
values of the coefficients in equation 52 the short-run 
elasticity of supply with respect to (Pc'^^aH-l Arizona 
is 0,52. This means that a 0.52 percent change in total 
production of cotton in Arizona is associated with a one 
percent change in the same direction of the average price 
ratio of cotton to alfalfa. The value of the short-run 
elasticity as found above may be considered a little bit high, 
but this was expected because consideration should be given 
to the fact that Arizona is now the top highly specialized 
state in all the United States with respect to cotton produc­
tion, and in particular with respect to the American-Egyptian 
cotton variety. The majority of the cotton producers now 
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have the specialized facilities and the technological know­
ledge required for successfully producing good crops both in 
quality and quantity inspite of the acreage restrictions 
imposed by the allotment programs, 
B. New Mexico 
The same procedures were followed here. Regression 
equation 5^ is the preliminary equation that estimates the 
total cotton production in New Mexico in the time period 
1930 to 1962. The standard errors of the regression coeffi­
cients are given in parenthesis below the coefficients, 
(5^ ) Y = -190.^ 849 + 210.^ -449X1 + 2,5288X2 + 3.0185X2 
(2674.8003) (0.5256) (1.2726) 
= .88 d = 1.37 
where the variables in the equation are defined as follows: 
Y = Estimated total production of cotton in the current 
year for the state of New Mexico. 
X^ = Cotton-alfalfa crops price ratio for the preceding 
year t-1 for the state of New Mexico. 
Xg = The national index of average prices paid by 
farmers for fertilizer. 
Xg = Time trend. 
As is clear from the equation, the signs of all the three 
coefficients are positive and that agrees with theory except 
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for the case of variable Xg where logically the coefficient 
should have a negative sign, since an increase in the prices 
of fertilizer is liable to reduce the quantities of ferti­
lizers consumed, thus affecting total production negatively. 
But this change of sign cannot be easily explained. However, 
again two of the three coefficients of the variables included 
namely the coefficients for Xg sind X^ are both significant at 
the 5 percent level of probability, which indicates that the 
two variables X2 and X^ have an important influence on the 
total cotton production in the state of New Mexico as is 
estimated by the above equation. But on the other hand, the 
coefficient for the first variable, X^ is not significant at 
the 5 percent level of probability or any other closer 
reasonable level. Although the results indicate that the 
effect of the variable is not important, but it does not 
mean that we should dispense with it altogether, since 
theoretically it is expected that the price of the crop under 
study as well as those of competing crops will be effective 
in production decisions, as will be evidenced later. 
A general look at all the results together will give a 
much clearer idea and will show that some of them are reason­
able. As defined above, variable X^ is the ratio of the 
price of cotton to that of alfalfa. As was mentioned earlier 
in the case of Arizona, the price of cotton to a large extent 
is well known to the cotton producer, and there is not too 
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much variation expected here. There is no large uncertainty 
aspect as the minimum that the producer will receive (support 
level price) is announced quite a long time before even the 
beginning of the season. In fact the only change that can 
happen is when there is an upward movement of price, because 
a movement below the support level will not affect the 
producer. While in the case of alfalfa, it does not really 
stand out as a real competitive crop with cotton for resources, 
which is the same situation as in Arizona, but it is the next 
crop that follows acreage wise, so some consideration should 
be given to that. In fact many people consider this crop in 
both states as a supplementary, or a complementary crop 
rather than a competitive one. Thus it may not have a very 
significant effect in the decision of the producer with 
respect to cotton production. The second variable, Xg, again 
is the most influential in the equation. Fertilizer is where' 
most of the change and variation could come, depending on how 
much the producer applies. As was indicated before, the 
amount of fertilizer has been increasing tremendously in the 
United States as a whole, and in the western states in par­
ticular, so New Mexico being one of those states is by no 
means an exception. Again the third variable, X^, in the 
equation above is time trend. Logically, this variable is 
important because especially in these western cotton states 
there has been many developments in cotton production 
12^-
farming. New efficient machinery has been introduced in 
almost all the stages of the production process starting from 
the planting up to the ginning of the crop. The methods of 
irrigation have been much improved, leading to a better con­
trol of the moisture by the farmer. Research has led to 
better varieties and strains that are more resistent to plant 
diseases, and thus resulting in higher yields per acre, which 
means an increase of total production. These are a few of 
the things, that are taking place, but there are others which 
we do not know or we cannot account for exactly in any 
estimation equation. 
The three variables put together, judging by the value 
p 
of R , explained quite a bit of the variance. However, we 
cannot by any means account for the total variation, 
A 
When the estimated values of total cotton production (Y) 
which were obtained using equation 5^ above were plotted in 
a graph with the actual total production values, the two 
curves took the shape that is shown in Figure 7. The curve 
did not consistently overestimate or underestimate actual 
total production for a long period except in the case of both 
World War II and the Korean War. In the case of World War II, 
the curve consistently overestimated total production, while 
in the case of the Korean War, it consistently underestimated 
it. The consistent overestimation and underestimation for a 
certain length of period cause the positive serial 
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Figure 7. Actual total production of cotton in the state of New Mexico compared 
with predictions from equation 5Uo 
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correlation of the residuals, and as the d statistic indi­
cated (although it is not very close to zero) there is some 
positive serial correlation in the residuals. During the 
war, especially in the early years the farmers' expectations 
for cotton price were very optimistic. Farmers responded to 
the price rise in this period more than in other periods, but 
the increase in total cotton production showed up very clearly 
in the postwar period. When the price started to decline in 
the late forties, the output did not decline as much as it 
rose, this fact might not have been so clear in the case of 
World War II, but it was quite clear in the case of the 
Korean conflict. Again, this can be explained by the fact 
that the adoption of improved technology and the investment 
of larger amounts of capital during the war period could not 
be reversed when the war was over. Hence, the price elas­
ticity of cotton was inflated during the war years, including 
World War II, postwar years, and the Korean War, and was 
reduced when the cotton price started to fall. In many years 
the curve indicates the right direction of the change in 
total cotton production while in others it does not. 
However, when the estimated values are plotted excluding 
the two war periods, then the curve shows the fit in Figure 8, 
which is a little bit better than before, where except in a 
few scattered years, the curve is closer to the one indicating 
the actual values of total cotton production. In general the 
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Figure 8, Actual total production of cotton in the state of New Mexico compared 
with predictions from equation 5U excluding war years. 
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fit of the curve is not very satisfactory. However, although 
the variables included in equation $4 above happened to be 
the same as those in equation 48 for Arizona, yet they 
explained a larger part of the variation as is evidenced by 
the value of R^. However, still there remains part of the 
variation that was not explained. Several other variables 
such as average monthly temperatures, were included, but the 
equation or the fit did not improve. 
But an attempt was made here to improve the estimation 
equation along similar lines as in the case of Arizona. 
Again, first the ratio of cotton price to that of the index 
for average prices paid by farmers for fertilizers was 
included as a variable, rather than just including the index 
of average prices paid for fertilizers alone, but besides 
being very insignificant in effect, it affected the signifi­
cance levels of the other variables in the equation. Removing 
this ratio variable did not affect the equation, i.e. the 
value of R^ was not reduced, but at the same time the 
importance of the other variables became apparent. The two 
new variables'again were government policy and the total 
production of cotton in New Mexico in the preceding year. 
The new and final estimation equation now is: 
(55) Y = -13.6242+3432.5084x^ -41.401+7X2+3.7234x^ +0,6351X1^  
(2535.3290) (13.43167) (1.3645) (0.1352) 
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r2 = 0.89 d = 2.1202 
where: 
A 
Y = Estimated total production of cotton in the current 
year for the state of New Mexico. 
Xj = Cotton-alfalfa crops price ratio for the preceding 
year (t-l), for the state of New Mexico. 
Xg = Government policy (acreage allotment program). 
= Time trend. 
= Total production of cotton in the state of New 
Mexico in the preceding year (t-l). 
AS can be seen above, the improvement in the estimation 
equation is not as considerable as in the case of Arizona. 
The value of changed from 0.88 in equation 5^ to 0.89 in 
equation 55. But the value of the d statistic changed quite 
a bit now indicating that there is no serial correlation in 
the data. 
The signs of the coefficients are all proper and agree 
with theory, and in the meantime their sizes are reasonable. 
However, due to the changes made by the introduction of the 
two new variables J the sizes of the coefficients of the 
variables as well as their levels of significance changed. As 
was true in the case of Arizona, again the variable - the 
preceding year's total cotton production - is the most impor­
tant one in contributing to the explanation of the variations. 
Its coefficient is significant at both the 5 and 1 percent 
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levels of probability. Variable X2, the government policy, 
comes next in importance and its coefficient is significant 
at the 5 percent level of probability. This is logical, and 
the same reasons for Arizona can be stated here. When there 
are no programs and with good prices, the cotton producers 
are expected to expand acreage and thus total production as 
did happen during the war periods. While when the programs 
are in effect, this will tend to control acreage and thus 
total production. Since the previous yearè' surpluses 
determine the acreage allotments, then a large surplus will 
reduce acreage alloted, and thus total production in turn. 
The trend variable follows and also its coefficient is 
significant at the 5 percent level of probability, indicating 
the importance and contribution of other variables e.g. 
technology with time. But again variable is the only one 
whose coefficient is not significant at the 5 percent level 
of probability. The change in the magnitude of the Coeffi­
cient of this variable in the new equation is noticeable 
inspite of the fact that it is not significant at the 5 per­
cent level. It shows significance, however, at the 20 
percent level of probability. 
Plotting the new estimated values of total production 
A 
(Y) with the actual values of total production gave the two 
curves in Figure 9. As can be seen, there are some improve­
ments in the fit of the curve in some years, while in some 
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Figure 9. Actual total production of cotton in the state of New Mexico compared 
with predictions from equation 55. 
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other years the old curve shows a better fit. Again it is 
fairly clear that the curve does not overestimate or under­
estimate total cotton production for a long period at any one 
time. However, since all the variation can not be explained 
completely by the variables in the equation, the curve cannot 
be an image of the actual total production curve. In many 
years, the curve indicates the correct direction of the change 
of total production. 
The values of the variables in equation 55 above were 
then transformed, instead of taking the original data, the 
logarithms were used except for X2 which is a dummy variable 
that stands for the government policy (acreage allotment 
program). Other variables were introduced into the equation 
to try to improve the result, but the effect on the equation 
was not significant, and they affected the importance level 
of the variables that were in equation 55 above. Finally, 
the logarithmic equation contained only the variables that 
were already there. Thus the result was the following 
equation: 
(56) log Y= 2.8387+0.if 150 log Xi-198.^476X2+0.1261 log X, 
(O.1613)  ^(75.9^ 51) (0.0619) 
+0.7643 log XK 
(0.1044) ^ 
= 0.89 d = 2.1801 
where the variables have the same definition as before. 
As can be seen there is no change in the value of R^, 
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indicating that there is no change in the association 
between the dependent and independent variables. Also, the 
value of the d statistic shows that the residuals of the 
estimates from equation 56 are not serially correlated. The 
signs of all the coefficients, as before, conform with 
economic theory. However, the significance levels of the 
variables changed. As in equation 55, variable 3^ is still 
the most important and is significant at both the 5 and 1 
percent levels of probability. This is then followed by 
variable which shows significance at the 5 percent level 
indicating the importance of the government policy programs 
(acreage allotment program). Now, a switch over also took 
place in the remaining two variables, for here the coeffi­
cient of the variable for time trend, Xg, is no longer sig­
nificant at the 5 percent level as it was before, although 
it is close to being significant. However, it is still 
important because it shows significance at the 10 percent 
level of probability, while the cotton-alfalfa price ratio 
variable is now important and its coefficient shows signifi­
cance at the 5 percent level of probability. As we might 
remember, this variable never showed any importance at this 
level in all previous estimation equations. 
A 
When the estimated total production values (Y) from 
equation 56 were plotted with the actual total production 
values, the result was the two curves in Figure 10. The 
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Figure 10, Actual total production of cotton in the state of New Mexico compared 
with predictions from equation 56. 
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new estimated total production curve is very close to the 
estimated total production curve in Figure 9j where logarithms 
were not used. This means that, unlike the case of Arizona, 
there was hardly any improvement in the new association of 
the dependent and independent variables. However, still in 
some years the fit of the curve did improve although not very 
much while in some other years the previous curve in Figure 9 
was better. As before, the estimated total production curve 
does not consistently overestimate or underestimate actual 
total production for a long number of years. This, together 
with the d statistics, indicates that the residual estimates 
from the last equation 56 above are independent. But in this 
and previous equations where the dependent variable comes in 
as lagged independent, the d statistic is not valid. In most 
years, however, the estimated total production curve indi­
cates the right direction of the change in total cotton 
production. 
The short-run elasticity of supply for New Mexico was 
calculated from equation 56, since it is the only equation 
where the prices ratio variable coefficient is significant 
at the 5 percent level of probability. As in all other 
equations it was not significant, calculating the short-run 
elasticity of supply from such equations is meaningless. The 
short-run elasticity of supply with respect to (Pg/P^ït-l 
is 0.1+1. This means that an 0.4l percent change in total 
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production of cotton in New Mexico, is associated with a 
one percent change in the same direction of the average price 
ratio of cotton and alfalfa. As can be seen in comparison 
with Arizona, the value of the short-run elasticity is lower 
but it may be a little bit high compared with other cotton 
producing areas, and to the United States as a whole. The 
fact that it is lower than that of Arizona, is because the 
state is less specialized than Arizona. On the other hand, 
it is higher than other areas, because it is more specialized 
than the last group. A lot of research has been done on 
cotton varieties especially on Acala varieties. This is 
besides the fact that the New Mexico cotton producers have 
all the needed specialized facilities and technical knowledge 
that are required for successful production. 
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VII. SUMMARY AND CONCLUSIONS 
Knowledge of both demand and supply functions is re­
quired for an adequate understanding of the price mechanism. 
But while demand relationships for many agricultural products 
received extensive examination and attention by many agricul­
tural researchers, little attention has been paid to the 
supply relationships. This study is an attempt to explore 
the supply relations for cotton in the two states of Arizona 
and New Mexico. The two states put together contribute quite 
a bit to the total cotton produced in the United States, 
particularly the American-Egyptian variety. 
There are many different methods available through which 
we can derive the supply relations in agricultural production. 
Survey data, budgeting, linear programming, as well as the 
appropriate production and cost function, has all been used 
to approach the study of supply. But it is noticeable that 
in all the above mentioned procedures, the analyst is dealing 
with the case of an individual firm, and thus the problem of 
aggregation to derive a whole industry supply curve arises. 
However, a different set of procedures tries to overcome this 
aggregation problem through the use of time series analysis. 
In such procedures, it is only possible to include a small 
number of relevant variables due to such statistical problems 
as autocorrelation and multicollinearity. This is the major 
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handicap of this procedure. In this study, time series 
regression analysis is employed. 
Two procedures of estimation are commonly used with time 
series analysis. The simultaneous equations approach and the 
single equation least squares method. Many arguments are 
found in the literature lately about the advantages, weakness 
points and efficiency of each method. However in this study, 
the second method, single equation least squares, was used, 
due to the fact that the nature of cotton production justi­
fies this procedure, and also for its simplicity. 
The analysis was conducted for a single time period of 
thirty three years that extended from 1930 to 1962. The 
factors which appeared important and affecting total cotton 
production in both states are the total production of the 
preceding year, government policy regarding acreage allotment 
programs, trend (in other words, the development and intro­
duction of technology e.g. mechanization, fertilizers, 
insecticides, etc.) and the price ratio of cotton to alfalfa. 
Besides these other variables were introduced but none of 
them showed a significant influence that justifies its 
inclusion in the equations. The coefficients of determina­
tion were considerably high for both states, and in the final 
equations as well as in the logarithmic forms these were 
higher in the case of the state of Arizona rather than for 
the state of New Mexico, being 0.9^ and 0.89 respectively. 
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Short-run elasticities of supply were estimated for both 
states. Since in all equations except the logarithmic forms, 
the coefficients of the prices ratio variables were not 
significant at the.5 percent level of probability or any 
other reasonably closer level, it was meaningless to try to 
estimate the elasticities of supply from such equations. 
Therefore for this reason, the elasticities were estimated 
only from the logarithmic form equations. The elasticities 
were found to be 0,52 and 0,^1 for Arizona and New Mexico 
respectively. The values of the short-run elasticities may 
seem a little bit high, but consideration should be given to 
the fact that these are the two very highly specialized 
states in cotton production in the United States and thus 
such a result should be expected. 
The study indicated the close similarity that exists 
between the two states. This is no surprise and is to be 
expected if one is familiar enough with the geographical 
situation of the two states. As was mentioned earlier, the 
location of the areas of cotton production tended to move 
westward till the western areas became the center of cotton 
production in the United States due to the many advantages 
they have over the other areas, and now in fact it is here 
where most of the experimentation and development of new 
cotton varieties take place. Besides, there are many simi­
larities between the two states with respect to climate, 
1^ +0 
methods of irrigation, soils and other factors. Even if we 
look at the other crops grown besides cotton, we find that 
the similarity exists in the varieties as well as in other 
aspects. 
In general, the author hopes that the study provided the 
stepping-stone to the further study of supply relations in 
general, and in cotton production in particular, where very 
little work has been done before as is evident by reviewing 
the literature available up to the present time. In fact 
the only studies that have been made were rather on the 
national level, and even those were made a long time ago. 
Thus it seems necessary that further work should be made in 
this area. 
Some further improvements can be made in the study of 
the supply relationships of cotton as this study could not by 
any means exhaust all the possibilities. One of such possi­
bilities of improvement may be made by breaking dovm total 
cotton production in each state first into its two components; 
the American-Egyptian variety and the Upland variety, and 
then studying each of these in every state separately to 
determine the supply relations. In fact such an attempt was 
made by the author, but some of the difficulties of the 
availability of the necessary data stood as an obstacle in 
the way of the completion of this later part, and so it was 
not included as part of this study. 
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Another possibility that can be done in further research 
in this area of cotton supply, not necessarily for these two 
states in particular, is that instead of making a study of 
the whole period as a single unit as was done in this study, 
to break the period down into different components or parts, 
prewar and postwar years, and then study each period individu­
ally to determine the supply relations. Thus this excludes 
the World War II years from the analysis. In the postwar 
period, one can also exclude the Korean War years as these 
represent another period of emergency which affected total 
production of cotton, and in particular the American-Egyptian 
variety. In fact this can be done with any study that is 
dealing with supply relations, and not just with cotton in 
particular. 
Ik2 
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X. APPENDIX 
Table 9* Arizona cotton datas acreage, yield per acre, 
price, and total production. 1930-1962®-
Year Acreage Yield Price a Total 
harvested per acre year ago production 
(1000 acres) (lbs/acre) (cents/lb) (1000 bales) 
1930 210 354 20.62 155 
1931 184 299 11.97 115 
1932 113 293 7.30 69 
1933 139 330 7.72 96 
193^  136 4l0 12.00 117 
1935 160 405 13.98 135 
1936 208 438 12.64 191 
1937 299 501 14.37 313 
1938 203 462 9.24 196 
1939 
1940 
188 514 9.47 202 
220 424 11.23 195 
1941 251 346 13.44 181 
19^ 2 271 342 20.32 193 
1943 202 311 25.84 131 
1944 144 453 26.17 136 
1945 154 363 21.56 117 
1946 145 pi 23.45 158 
1947 225 497 30.35 234 
1948 281 558 30.13 328 
1949 400 674 30.61 ,543 
1950 275 825 27.40 474 
1951 545 671 43.29 803 
1952 674 673 38.87 948 
1953 690 743 35.30 1070 
1954 420 1039 33.29 911 
1955 355 981 34.32 728 
1956 358 1108 32.94 829 
1957 352 1037 32.19 763 
1958 377 931 33.71 734 
1959 383 893 3^ .70 
I960 426 953 33.34 849 
1961 392 1010 31.27 828 
1962 405 1112 33.38 942 
&Rolf, Floyd E., Agricultural Statistician, United 
States Department of Agriculture Statistical Reporting 
Service, Phoenix, Arizona* Data concerning cotton for the 
period 1930-1962. Personal correspondence. June 12, 1964. 
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Table 10. Arizona alfalfa hay data: acreage, yield per 
acre, prices and total production. 1930-1962®-
Year Acreage Yield Price^ a Total 
harvested per acre year ago production. 
(1000 acres) (tons) (dollars/ 
ton) 
(1000 tons) 
1930 l4l 3.20 18.70 451 
1931 162 2.90 13.20 470 
1932 170 2.90 8.60 493 
1933 167 2.80 6.10 468 
193^  156 2.65 6.80 yi3 
1935 153 3.10 10.50 474 
1936 152 2.55 8.60 388 
1937 158 2.70 
2.45 
9.40 427 
1938 159 9.30 390 
1939 
1940 
178 
174 
2.45 
2.30 
7.40 
9.90 
436 
400 
1941 186 2.55 9.90 474 
1942 181 2.70 11.70 489 
1943 206 2.85 15.60 587 
1944 237 2.50 21.40 592 
1945 232 2.70 20.10 626 
1946 233 2.70 20.20 629 
1947 210 2.45 25.60 514 
1948 176 2.60 23.00 458 
1949 201 2.70 26.20 5^ 3 
1950 201 2.80 19.70 563 
1951 195 2.80 21.00 546 
1952 191 3.00 34.40 573 
1953 183 3.10 31.00 567 
1954 201 3.00 23.10 603 
1955 223 3.00 25.60 669 
1956 212 3.20 28.20 678 
1957 . 191 4.00 25.90 764 
1958 204 4.50 26.50 918 
1959 210 4.70 24.60 987 
i960 225 4.80 25.70 1080 
1961 227 4.90 25.10 1112 
1962 210 4.80 23.20 1008 
^Rolf, Floyd E., Agricultural Statistician, United 
States Department of Agriculture Statistical Reporting 
Service, Phoenix, Arizona. Data concerning alfalfa hay for 
the period 1930-1962. Personal correspondence. June 12, 1964. 
^The prices used here are those for all hay since 
alfalfa hay makes up the largest proportion of all hay, and 
since there are no seperate prices for alfalfa hay. 
1^2 
Table 11, Arizona barley data: acreage, yield per acre, 
prices, and total production. 1930-1962* 
Year Acreage Yield Price a Total 
harvested per acre year ago production 
(1000 acres) (bushels) (dollars/ 
bushels) 
(1000 
bushels) 
1930 17 28.00 0.82 476 
1931 19 30.00 0.69 570 
1932 23 30.00 0.48 690 
1933 22 32.00 0.36 704 
193^  27 29.10 0.49 786 
1935 36 33.00 0.56 1188 
1936 24 34.00 0.53 816 
1937 26 29.00 0.57 754 
1938 31 31.00 0.69 961 
1939 32 34.00 0.48 1088 
1940 35 32.00 0.48 1120 
1941 44 32.00 0.54 l4o8 
1942 58 34.00 0.62 1972 
74 
31.00 
42.00 
0.69 
1.05 
1612 
3108 
19^ 5 78 38.00 1.12 2964 
1946 85 40.00 1.02 3400 
1947 97 43.00 1.36 4171 
1948 146 51.00 1.45 7446 
1949 126 50.00 1.26 6300 
19^ 0 157 50.00 1.07 7850 
1951 98 50.00 1.09 4900 
1952 107 55.00 1.44 5885 
19^ 3 l4l 55.00 1.47 7755 
1954 268 52.00 1.25 13936 
1955 174 64.00 1.09 11136 
1956 151 65.00 1.06 9815 
1957 148 63.00 1.09 9324 
1958 135 63.00 1.10 8505 
1959 144 62.00 1.08 8928 
I960 150 67.00 1.13 10050 
1961 165 68.00 1.11 11220 
1962 120 65.00 1.07 7800 
BRolf, Floyd E.5 Agricultural Statistician, United 
States Department of Agriculture Statistical Reporting 
Service, Phoenix, Arizona. Data concerning barley for the 
period 193O-I962. Personal correspondence. June 12, 196^ . 
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Table 12, New Mexico cotton data; acreage, yield per acre, 
prices, and total production. 1930-19623-
Year Acreage Yield Price a Total 
harvested per acre year ago production 
(1000 acres) (lbs/acre) (cents/lb) (1000 bales) 
1930 128 375 17.38 100 
1931 117 4-12 10.09 101 
1932 112 5.76 72 
1933 96 6^8 6.59 94 
193^  90 4-80 10.37 90 
1935 90 398 12.99 75 
1936 116 4-57 11.85 111 
1937 159 4-90 12.61 163 
1938 94- 449 8.4^  96 
1939 93 523 8.75 102 
194c 107 576 9.46 128 
194-1 117 ;4-33 9.69 106 
194-2 130 4-09 18.71 111 
194-3 110 4-71 21.84 108 
194-4- 114- 4-88 24-.36 116 
194-5 116 4-36 23.12 106 
194-6 119 573 24-. 90 142 
1947 151 528 33.64 179 
194-8 209 54-2 33.74 236 
194-9 309 4-1+1 32.21 276 
1950 170 526 29.46 187 
1951 315 3^5 [^ "3. 4l 273 
1952 295 536 43.24 330 
1953 315 4-97 37.63 327 
1954 204 743 35.40 316 
1955 185 688 35.49 266 
1956 181 797 33.12 301 
1957 183 619 33.44 236 
1958 176 820 31.77 301 
1959 198 782 323 
I960 201 693 34.81 291 
1961 197 728 32.72 300 
1962 201 638 35.20 268 
•^Source; (4?, page 15). 
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Table 13, New Mexico alfalfa hay data; acreage, yield 
per acre, prices and total production. 1930-1962^ 
Year Acreage Yield Priceb a Total 
harvested per acre year ago production 
(1000 acres) (tons) (dollars/ 
ton) 
(1000 tons) 
1930 94 2.35 12.60 221 
1931 90 2.45 11.20 220 
1932 95 2.30 8.80 218 
1933 89 2.40 6.30 214 
1934 83 2.25 8.50 187 
1935 80 2.45 12.00 196 
1936 90 2.55 9.40 230 
1937 84 2.60 8.90 218 
1938 120 2.50 9.60 300 
1939 130 2.55 8.10 332 
1940 135 2.75 12.20 371 
1941 l40 2.70 11.40 378 
1942 133 2.70 11.60 359 
1943 142 2.70 16.80 383 
1944 142 2.82 24.00 400 
1945 116 2.60 22.90 302 
1946 119 2.90 23.10 345 
1947 132 2.75 29.00 363 
1948 116 2.85 28.20 331 
1949 121 2.72 28.10 329 
1950 110 2.90 21.60 319 
1951 121 2.80 25.90 339 
1952 131 2.95 39.30 386 
1953 l44 2.95 38.00 425 
1954 161 2.90 24.90 467 
1955 155 2.95 24.30 457 
1956 157 3.10 26.10 487 
1957 152 3.10 28.40 471 
1958 157 3.65 23.00 573 
1959 152 3.60 19.50 547 
I960 149 3.85 24.30 574 
1961 159 4.00 26.30 636 
1962 156 4.60 24.00 718 
^Source: (4?, pp. 26-27). 
^The prices used here are those for all hay since 
alfalfa hay makes up the largest proportion of all hay, and 
since there are no separate prices for alfalfa hay. 
