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Design of Luenberger State Observers Using
Fixed-Structure Optimization and its
Application to Fault Detection in Lane-Keeping
Control of Automated Vehicles
Soichi Ibaraki, Shashikanth Suryanarayanan, Member, IEEE, and Masayoshi Tomizuka, Fellow, IEEE
Abstract—Lane-keeping control forms an integral part of fully
automated intelligent vehicle highway systems (IVHS) and its
reliable operation is critical to the operation of an automated
highway. In this paper, we present the design of a fault detection
filter for the lane-keeping control systems onboard vehicles used
by California-PATH, USA in its automated highways program.
We use a Luenberger structure for the fault detection filters and
tune the observer gains based on an -based cost. Such a
choice of cost was motivated by the need to explicitly incorporate
frequency-domain-based performance objectives. The linear
matrix inequality (LMI)-based formulation of an optimiza-
tion problem of Luenberger state observers does not allow for
the augmentation with dynamic performance weightings in the
optimization objective, since it makes the problem a nonconvex
optimization problem. We present an algorithm to locally solve
the problem of the design of Luenberger state observers using
optimization by transforming the problem into an
static output feedback controller problem. Experimental results
demonstrate the efficacy of the tuning methodology by comparing
the fault detection performance of filters that use Luenberger
observers versus those that use Kalman filters. Implementation
issues of the observers are also discussed.
Index Terms— optimization, fault detection, frequency
shaping, integrated vehicle highway systems, state estimation.
I. INTRODUCTION
AUTOMATED highway system (AHS) design has beenunder investigation over the last couple of decades as part
of an effort to develop intelligent and efficient transportation
systems for the future. Several research initiatives around
the world have focused on AHS development with varying
degrees of automation. In the U.S., 1 California PATH has been
an active agency working on AHS technology. In 1997, the
National Automated Highway System Consortium (NAHSC)
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conducted a demonstration on the I-15 lanes in San Diego,
CA. Demo ’97 showcased a prototype of a platoon of fully
automated passenger vehicles and, thus, showed that automated
highways were a realistic policy option for the future. For a
detailed description of the PATH AHS architecture, refer to [1]
and [2].
Since 1997, PATH has increased its focus on AHS deploy-
ment related issues, such as safety and reliability (see [3] for a
comprehensive review of fault-management schemes for auto-
mated vehicles in the context of AHS). As part of this overall
scheme, several research efforts [4] have focused on fault-man-
agement issues for different subsystems of the PATH AHS ar-
chitecture. The research effort documented in this paper deals
with the lane-keeping control system. Since lane-keeping is a
critical operation that vehicles in an automated highway need
to perform, the reliable operation of the lane-keeping control
system is critical to the safe and smooth functioning of the au-
tomated highway.
In this paper, we present the design of a fault detection filter
for the lane-keeping control system implemented on vehicles
used by PATH. The filter design is based on an -cost-based
methodology for the design of a Luenberger-type state ob-
servers. An cost-based design methodology is used
because such a formulation allows for explicit incorporation
of frequency-based performance weightings. We argue that
to lower false alarms and missed detection rates, these fault
detection filters need to be designed so that the residuals they
generate have appropriate frequency components in different
operating conditions (nonfaulty versus faulty). We compare the
performance of filters designed based on this approach to that
of a Kalman filter (which uses an cost).
Nagpal and Khargonekar [5] showed that the optimiza-
tion problem of Luenberger state observers with static perfor-
mance could be, analogous to the case of the Kalman filter,
reparameterized as a problem to solve a set of algebraic Ricatti
equations (AREs). However, the Luenberger state observer opti-
mization problem with dynamic performance weights cannot be
parameterized using AREs, or equivalently, using linear matrix
inequalities (LMIs). This paper presents an extension of the
optimization algorithm of Luenberger state observers to more
general problems with dynamic weightings. The development is
analogous to the extension of the optimization of full-order
controllers to fixed-order, fixed-structure controllers [6].
1083-4435/$20.00 © 2005 IEEE
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Fig. 1. PATH AHS: Lateral control system hardware.
The paper is organized as follows. Section II details the lateral
control system onboard vehicles used by PATH and the structure
of the fault detection scheme used for the lane-keeping control
system. Section III proposes an algorithm to solve an opti-
mization problem of Luenberger state observers with dynamic
weightings. Section IV details the specifics of the application
of the method developed in Section III to the fault detection
filter design problem. Section V presents experimental results
that corroborate the analytical predictions of the design. Sec-
tion VI discusses the conclusions drawn from the paper and fu-
ture research.
II. FAULT DETECTION AND IDENTIFICATION IN THE
LANE-KEEPING CONTROL SYSTEM OF THE PATH AHS
A. Lateral Control Hardware Onboard PATH’s Vehicles
Fig. 1 shows the schematic of the lateral control hardware in-
stalled on test vehicles used by PATH. A magnet-magnetometer-
based system is used to realize lane-keeping. Magnets are laid
out along the center of lanes. The lane-keeping control problem
then boils down to ensuring that vehicles follow the series of
magnets. The vehicles, in turn, have a set of sensors (referred to
as “magnetometers” in the rest of the paper) that measure the lat-
eral deviation of their location with respect to the magnets (road
center-line). The lateral error information is processed by an on-
board computer to generate the steering angle required to follow
the road center-line. PATH’s passenger vehicle hardware archi-
tecture consists of two sets of magnetometers mounted under
the front and rear bumpers of the vehicle. Each magnetometer
set consists of three magnetometers (Three magnetometers are
used to increase the range of measurement to about 0.5 m. The
other sensors shown in Fig. 1 are used for lane-changing and
other purposes).
B. Fault Detection and Identification in the Lane-Keeping
Control System of the PATH AHS
A fault is an anomaly that occurs during system operation that
can significantly impact performance or stability of the system
under operation. Fault detection and identification (FDI) prob-
lems in dynamic systems have been an active research area in
recent years (see, for example, [7] and [8]). In particular, this
paper focuses on the state estimator design frequently encoun-
tered in model-based fault detection and identification schemes
(e.g., [9]). Model-based FDI schemes utilize the principle of an-
alytical redundancy. The principle can roughly be stated as fol-
lows: Assuming that the overall process model “mostly” agrees
with the actual process dynamics, faults that change the process
behavior will lead to a mismatch (“residuals”) between esti-
mated and measured signals. If this mismatch exceeds a pre-
scribed threshold value, it is understood that a fault has occurred.
The application of frequency-domain approaches to fault de-
tection filter design was initiated by Viswanadham et al. [10].
They proposed a simple form for constructing the residual gen-
erator and suggested the application of optimization to FDI
problems. Frank and Ding [11] formulated the FDI problem in
a more systematic manner and presented the optimization
algorithm to solve it by using factorization techniques.
Since 1997, PATH has increased its focus on deployment
related issues, such as safety and reliability. Rajamani et al.
[4] developed a complete fault diagnostic system structure for
automated passenger vehicles to detect all possible faults in
12 sensors and three actuators (e.g., wheel speed sensor, radar
range sensor, longitudinal accelerometer, throttle angle sensor,
magnetometers; brake actuator, steering actuator, and throttle
actuator) used in lateral and longitudinal control systems of
the vehicle. The fault diagnostic system monitors all sensor
outputs and actuators. A bank of state observers, each of which
is based on different combinations of sensor measurements,
generates residuals to detect and isolate each possible fault.
In this paper, we focus on a fault detection scheme to detect
failures in sensors used for lane-keeping control action, namely,
the magnetometers. Note that this approach can be applied to
the tuning of other fault detection filters that use observer-based
structures.
C. Description of Failures in the Magnetometers
The magnetometers come with a built-in hardware failure de-
tection system that detect a certain set of component failures re-
lated to the hardware components of the magnetometers. The
magnetometers have a health signal to indicate the condition
of operation of the magnetometers. In the event of a hardware
failure that can be detected by the magnetometer, the magne-
tometer output is set to maximum.
However, two other failure conditions have been found to
occur in practice. The first relates to sensor disconnection
usually caused due to physical damage to the magnetometers.
Such situations have occurred mainly during operation of the
vehicles under harsh environmental conditions (e.g., on an au-
tomated snow-plow machine or during operation under heavy
rains). This fault is very severe and causes stability problems
[12], [13] though it is fairly easy to detect.
The other conditions relates to a drift in the magnetometer
output. Drift is not uncommon in analog measuring equipment.
From experience with the magnetometers, a reasonable model
for the drift is an offset in the measured value of the magne-
tometer output. This anomaly/failure is difficult to detect. In this
paper, we focus on the detection of this failure.
Furthermore, faults are assumed not to occur in both magne-
tometers simultaneously.
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Fig. 2. Four-wheel vehicle following a reference path.
TABLE I
PARAMETERS USED IN THE BICYCLE MODEL
D. Bicycle Model for Lateral Control
The design of fault detection filters is based on a
simple-yet-powerful model describing the lateral dynamics
of a front-wheeled steered vehicle (e.g., [14]). Fig. 2 shows a
front-wheel steered vehicle model on a curve of radius .
The “bicycle model” neglects the roll-and-pitch motions in
the vehicle and assumes that the relative yaw angle is main-
tained small. Under these assumptions and treating the longitu-
dinal velocity as a varying parameter, the lateral motion of the
vehicle can be represented by the following linearized model:
(1)
where is the state variable vector,
is the lateral displacement of the vehicle’s center of gravity
(CG) relative to the road centerline, and is the yaw angle
of the vehicle relative to the road centerline (Fig. 2). is the
steering angle (control input). is the yaw rate associated with
road curvature. See the Appendix and Table I for a more detailed
description of the system matrices and
. and are lateral errors measured by magnetometers
installed underneath the front bumper and the rear bumpers, re-
spectively. , represent the distances between the center-of-
gravity and the location of the front and rear magnetometers,
respectively.
A single input, single output (SISO) linear controller was im-
plemented for lateral control of the vehicle in lane-following
maneuvers. The input to the controller can be interpreted as a
frequency-shaped linear combination of the outputs of the mag-
netometers
(2)
Fig. 3. Fault detection scheme based on dedicated observers.
where is shaped over frequency and can be arbitrarily
specified. Notice that represents the lateral error at the loca-
tion of the virtual sensor, which is at a distance ahead of the
vehicle’s center-of-gravity [15]. The controller is essen-
tially given as the combination of a second-order linear lead-lag
filter and a notch filter (to account for roll-yaw coupling). It was
successfully implemented on a test vehicle and its control per-
formance was verified in simulation and experimentation. For
details on the lateral control problem and implementation de-
tails, refer to [2] and [15]. The closed-loop configuration of the
entire lateral control system is depicted in Fig. 3.
E. Fault Detection Scheme
Fig. 3 also shows the architecture of the fault detection
scheme. The dedicated state observer #1 estimates the
lateral errors at the locations of the front and rear magnetome-
ters by using measured and the steering angle . Denote
its estimates by and . The dedicated state observer #2,
estimates the same two variables based on measured
and . Denote its estimates by and . The basic idea
of the dedicated observer-based fault detection scheme is as
follows. Suppose that a fault occurred in the front sensor. Then,
the dedicated observer #1 can no longer estimate the correct
lateral errors since it is based on faulty sensor measurement,
while the observer #2 is not affected by this fault. Therefore,
by monitoring the difference of each observer’s estimates, one
can detect the fault.
The requirement of any fault detection system is to mini-
mize: 1) missed detections and 2) false alarms in the presence
of external disturbances and model uncertainties. In particular,
the most significant disturbance to the lateral dynamics of the
vehicle is the centripetal acceleration (which acts mostly as a
static disturbance) at curved sections of roads. To minimize false
alarms, we require that the two dedicated observers and
are designed such that the differences of their estimates
and are kept small (compared to a designed
threshold value) during nonfaulty operations (so that faults can
be distinguished from disturbances). Also, steady-state gains
from the disturbance to the estimates under no-fault conditions
need to be maintained small.
As a motivation for utilizing the dedicated observer-based
architecture, we note that Suryanarayanan and Tomizuka [13]
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proposed a fault-tolerant controller for lateral control of auto-
mated passenger vehicles, which guarantees the stability of the
closed-loop system under failures (as described earlier). This
fault tolerant scheme is based on a dedicated state observer-
based architecture, identical to the one shown in Fig. 3. There-
fore, the fault detection scheme presented in this section can
be implemented without making any significant changes to the
fault-tolerant control architecture (We wish to add here that by
a fault-tolerant controller, we mean a controller that is robust to
failures in magnetometers.).
III. FREQUENCY-DOMAIN DESIGN OF STATE OBSERVERS BY
FIXED-STRUCTURE OPTIMIZATION
In this paper, we demonstrate a frequency-shaping design of
the dedicated observers and in Fig. 3 by using the
fixed-structure optimization. First, in this section, we show
that an optimization problem of a Luenberger state observer
can be seen as an extension of a static output feedback con-
troller optimization problem. Therefore, a linearization-based
local search algorithm for the reduced-order controller syn-
thesis problem can be straightforwardly applied to this problem.
An optimization problem of Luenberger state observers
is formulated as follows. Consider a linear time invariant (LTI)
system described using state-space representation by
(3)
where is the state vector, is the con-
trol input, is the measured output,
denotes a vector containing both the noise and external distur-
bances with known power spectral densities, and is
the estimated state vector. Consider a state observer of the Lu-
enberger observer structure
(4)
Note that the matrices associated with the estimator are the same
as those of the plant. The problem is to tune the estimator gain
matrix such that norm of the transfer function
matrix from the external disturbance to the weighted state
estimation error (denoted as ) is minimized.
is defined in the -domain as follows:
(5)
where is a weighting transfer function matrix.
When the weighting matrix is a static matrix (i.e.,
), the problem of the observer
matrix can be reparameterized as an LMI problem, or equiv-
alently, a problem to solve a set of AREs as shown by Nagpal
and Khargonekar [5]. However, when a dynamic weighting ma-
trix is augmented, it can be easily seen that this problem
cannot be rewritten as an LMI problem. This is because when
dynamic weights are augmented, the state observer is no
longer a full state estimator since the state variables of dynamic
weights are not estimated (they do not exist in the physical
system). Notice that the analogous observation applies to the
synthesis problem of state feedback controllers [16], [17].
Fig. 4. Extraction of the observer matrix L.
We apply the optimization algorithm for fixed-struc-
ture controllers presented by Ibaraki and Tomizuka [18] to
locally solve this problem. The algorithm proposed in [18]
first transforms an optimization problem of fixed-structure
controllers into a synthesis problem of a static output feed-
back controller by “extracting” tunable controller parameters
using linear fractional transformations (LFTs). To illustrate
the transformation, first consider the transfer function from
to the state estimation error vector
without a dynamic weighting matrix . By combining the
plant dynamics (3) and the observer dynamics (4), the state
estimation error dynamics is given as follows:
(6)
Then, construct the extended plant model as follows
(Fig. 4):
(7)
It is easy to see that is equal to the state estima-
tion error dynamics , where denotes the
closed-loop transfer function from to in Fig. 4 (where
). When a dynamic weighting matrix is
augmented, let be the serial combination of and
, as shown in Fig. 4. Then, becomes equal
to the transfer function from to .
Notice that the observer matrix is a constant full-block ma-
trix whose entries are all independently tunable. Therefore, the
optimization problem of the observer matrix can be seen
as an synthesis problem of a static output feedback con-
troller for the extended plant model .
Unlike the full-order controller synthesis case, optimiza-
tion of static (or more generally, reduced-order) output feedback
controllers cannot be reparameterized as a convex optimization
problem. Several local search algorithms have been proposed to
solve this problem. In this paper, we employ the cone comple-
mentarity linearization algorithm proposed by El Ghaoui et al.
[6]. The cone complementarity linearization algorithm is a local
search algorithm and, thus, there is no guarantee that it finds
the global minimum. However, in most practical applications, it
performs excellently, as shown in [6] with extensive numerical
examples.
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It should be noted that nonconvex optimization problems
of state observers have attracted more attention in recent years,
mainly from the interest in the design of robust filters (e.g.,
[19]–[21]). The approach proposed in this paper does not explic-
itly deal with the robustness issue. We focus on a rather simple
application of the optimization to the frequency-domain
loop-shaping of state observers. The next section illustrates such
an application of the optimization that incorporates the de-
signer’s expertise and understanding of a problem and design
objectives into the observer design procedure.
IV. DESIGN OF DEDICATED OBSERVERS FOR LATERAL
CONTROL OF AUTOMATED VEHICLES
The dedicated state observers and have the fol-
lowing (Luenberger-type) structure:
(8)
where and are state variables of and
. The observer system matrices are the same
as those of the plant model given in (1).
A. Inadequacies of Nonfrequency-Shaped Estimator
First, the observer matrices and were obtained by using
the Kalman filter design, as demonstrated in [13]. Note that
the Kalman filter assumes knowledge of power spectral densi-
ties and does not lend itself naturally to incorporate frequency
shaping. Denote these Kalman filters as and .
When and are used, frequency responses of
estimation error dynamics from the external disturbance to
the estimation error and are
given, as shown in Fig. 5 (dashed lines). Denote these transfer
functions by and , respectively.
The figure implies that and are not effective
for the purpose of fault detection for the following reasons.
1) The differences of steady-state gains of and
are not sufficiently small, especially that in the
dynamics.
2) The steady-state gains of error dynamics are not suffi-
ciently small, especially that of in the
dynamics.
B. Design of
It is easy to see that the problem to optimize and at the
same time cannot be transformed into a static output feedback
synthesis problem, as shown in Section III. Therefore, and
must be optimized in an alternating manner to obtain a lo-
cally optimal solution, similarly as shown in [22] for fixed-struc-
ture controller optimization cases.
First, consider the tuning problem of , with fixed to the
Kalman filter gain obtained above. The objective is to reduce the
Fig. 5. Comparison of estimation error dynamics of the Kalman filters
P (s) and P (s), and the retuned settings P (s) and P (s).
(a) Estimation error dynamics of y , jT (j!)j. (b) Estimation error
dynamics of y , jT (j!)j.
gain of estimation error dynamics especially at lower frequen-
cies, without sacrificing the estimation stability. This problem
can be cast as an optimization problem as follows:
(9)
where and denote the estimation error
dynamics of the dedicated observer #2 . and
are dynamic performance weightings, which specify
the desired shapes of and , re-
spectively. and are designed based on actual
frequency responses of and when the
Kalman filter , is used. This ensures that for this appli-
cation, the solution of problem (9) achieves better performance
than the Kalman filter.
An analogous “loop-shaping” technique to design perfor-
mance filters in the optimization setting is widely used in the
controller design [18]. The numerical values used for
and are shown in the Appendix. All computations to
solve problem (9) have been carried out on MATLAB by using
the LMI Control Toolbox [23]. The (sub)optimal solution,
denoted by , achieves the norm (9) of 1.425, while
gives 15.91. Fig. 5 compares the frequency responses
of estimation error dynamics of and . The gain
reduction at lower frequencies can be clearly observed in both
error dynamics.
C. Design of
Now, consider the tuning problem of , with fixed to
the value obtained above. The requirement that the detection
scheme yields small differences between the estimates of the
dedicated observers during nonfaulty operation is translated into
the following problem:
(10)
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where and denote the estimation error
dynamics of the dedicated observer #1 . In this problem,
the performance weightings and are set to
.
Since is fixed, problem (10) can also be transformed
to an optimization problem of a static outputfeedback gain
matrix. The overall plant model in problem (10) is eighth order.
Problem (10) was locally solved in the similar manner as the
previous case. The (sub)optimal solution, denoted by ,
achieves the norm (10) of 0.400, while gives 0.626.
Since no significant improvement was achieved by further iter-
ations, the design procedure was terminated at this point.
D. Comparisons Between the Kalman Filter and -Based
Observers
Fig. 5 compares estimation error dynamics of the Kalman
filters and (dashed lines), and the retuned ob-
servers and (solid lines). In Fig. 5(a), it can
be observed that the steady-state error of was reduced
by the tuning, while that of was slightly increased to re-
duce the gap between two observers. Fig. 5(b) shows that the
steady-state errors of two observers were both significantly re-
duced and, therefore, the difference of steady-state errors was
also reduced.
It should be noted that the detection scheme utilized in this
paper cannot isolate the failures (i.e., we have not focused on
how to differentiate failure in the rear magnetometer from a
similar failure with the front set of magnetometers). There are
methods to do this, which is not the focus of the paper. The
paper intends to focus on failure detection and how it fits into
the scheme of design of frequency-shaped observers.
V. EXPERIMENTAL AND EMULATION RESULTS
This section presents two sets of results comparing the
performance of the optimization-based observers versus
that of the Kalman filters. The first set of results relate to
low-speed experimental results. Experiments were conducted
on passenger test vehicles used by PATH (Buick LeSabres).
High-speed experimental testing has not been conducted yet.
However, the efficacy of the proposed scheme has been tested
in emulation (i.e., real data from previous high-speed tests
have been used as observer inputs).
A. Low-Speed Experimental Results
Low-speed ( mph) tests were conducted on PATH’s
Richmond Field Station test track in Richmond, CA. The test
track consists of several sharp curves.
To compare the failure detection performance of the Kalman
filter-based dedicated observer scheme versus the opti-
mized dedicated observer scheme, four observers (two each for
the Kalman filter and the optimized observers) were run
in parallel in real time. The difference between the estimates
based of the front and rear magnetometer measurements was
compared for the two fault detection schemes (one based on
Kalman filters and the other based on optimized Luen-
berger observers).
Fig. 6. Comparison of estimation performance of dedicated observer based
only on the front magnetometer measurement (low speed).
Fig. 6 shows how the estimation performance of the op-
timized Luenberger observer compares with that of the Kalman
filter at low speeds. Both the Kalman filter and the opti-
mized observer shown here are dedicated observers based on
the front magnetometer measurement alone. The performance
comparisons for the rear magnetometer-based observers exhibit
a similar character (we have omitted related plots in the interest
of brevity). The longitudinal velocity of the vehicle was set to
25 mph for the design of the observers. It can be seen that the
observers estimate the variables precisely.
Fig. 7 shows the evolution of the difference between estimates
(for the front lateral error) from the two dedicated observers.
An offset fault (corresponding to drift, refer to Section II-C) is
emulated at s. Note that all of the estimates are fil-
tered by a low-pass filter. We observe that the difference be-
tween estimates deviates away from its no-fault value. It can be
seen that, however, when Kalman filters are used, we cannot
distinguish between a fault in the rear magnetometer from the
no-fault operation case. This is because the difference between
estimates under no-fault Kalman filter-based operation is not
small enough.
B. High-Speed Test Emulation
Real-time testing of the performance of observers at high
speeds has not been performed so far. However, we have car-
ried out emulation studies based on experimental data obtained
from previous tests conducted at high speeds.
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Fig. 7. Comparison of the difference between estimates of dedicated observers
based only on the front magnetometer measurement (filtered, low speed).
Fig. 8 shows the difference between the estimates for the
high-speed emulation tests (all of the estimates are filtered by
a low-pass filter). Again, we see that the fault detection perfor-
mance in the case of the optimized observers is observed
to be better. In the case of the Kalman filter-based scheme, we
cannot differentiate between the no-fault condition and the con-
dition when the rear magnetometer fails.
VI. SUMMARY AND CONCLUSIONS
In this paper, we presented a novel approach to the design of
a fault detection filter based on loop-shaping methodology
for the design of Luenberger observers. The choice of such a
design methodology was motivated by the ease with which fre-
quency-domain-based performance objectives can be incorpo-
rated into the design process.
The filter design problem studied in the paper pertained to the
lane-keeping control system onboard vehicles used in the PATH
Automated Highways program. For accurate fault detection in
vehicle control systems, robustness of failure detection schemes
needs special attention. The required robustness properties for
the failure detection filter were translated into constraints on the
frequency components of the residual signals. The aforemen-
tioned approach was applied to retune the observer gain ma-
trices of two dedicated observes to satisfy the conditions for
robustness.
Fig. 8. Comparison of difference between estimates of dedicated observers
based only on the front magnetometer measurement (filtered, high speed).
Experimental results indicate that frequency shaping of
residual signals helps in reducing the missed detection and
false alarm rates (by maintaining the difference between the
dedicated observer estimates close to zero during nonfaulty
operation). We wish to mention that the success of the experi-
ments depended significantly on the accuracy of the model used
to describe the lateral dynamics of the vehicles. As mentioned
earlier, the lateral dynamics of the vehicles change signifi-
cantly with vehicle longitudinal velocity. Since the vehicles are
operated (especially during testing) in situations where the lon-
gitudinal velocity varies over a wide range of possible values,
a good gain scheduling technique, such as the linear parameter
varying (LPV) technique, can potentially improve observer
performance. The application of robust state estimation and
filtering techniques (e.g., [24]) has also a potential to improve
it.
APPENDIX
Here, we present the system matrices and parameters used
in the design of state estimators discussed in this paper (see
Table I):
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