A pseudo real matrix representation of an octonion, which is based on two real matrix representations of a quaternion, is considered. We study how some operations defined on the octonions change the set of eigenvalues of the matrix obtained if these operations are performed after or before the matrix representation. The established results could be of particular interest to researchers working on estimation algorithms involving such operations.
Introduction
Due to nonassociativity, the real octonion division algebra is not algebraically isomorphic to a real matrix algebra. Despite this fact, pseudo real matrix representations of an octonion may be introduced, as in [1] , through real matrix representations of a quaternion.
In this work, the left matrix representation of an octonion over R, as called by Tian in [1] , is considered. For the sake of completeness, some definitions and results, in particular on this pseudo representation, are recalled in Section 2.
Using the mentioned representation, results concerning eigenvalues of matrices related to the octonions are established in Section 3. Previous research on this subject, although not explicitly applying real matrix representations of a quaternion, can be seen in [2] .
Real octonion division algebra
Consider the real octonion division algebra O, that is, the usual real vector space R 8 , with canonical basis fe 0 ; . . . ; e 7 g, equipped with the multiplication given by the relations
where d ij is the Kronecker delta, e ijk is a Levi-Civita symbol, i.e., a completely antisymmetric tensor with a positive value +1 when ijk = 123, 145, 167, 246, 275, 374, 365 and e 0 is the identity. This element will be omitted whenever it is clear from the context. Every element o 2 O can be written as
where Re(o) = o 0 and ImðoÞ õ ¼ P 7 l¼1 o l e l are called the real part and the imaginary (or vector) part, respectively. The conjugate of o is defined as o ¼ ReðoÞ Àõ. The norm of o is defined by joj ¼ ffiffiffiffiffiffi
The multiplication of O can be written in terms of the Euclidean inner product and the vector cross product in R 7 , hereinafter denoted by and Â, respectively. Concretely, as in [3] , we have ab ¼ a 0 b 0 Àã Áb þ a 0b þ b 0ã þã Âb:
The elements of the basis of O can also be written as
The real octonion division algebra O, of dimension 8, can be constructed from the real quaternion division algebra H, of dimension 4, by the Cayley-Dickson doubling process where O contains H as a subalgebra. As a consequence, it is well known that any o 2 Ocan be written as
The real quaternion division algebra H is algebraically isomorphic to the real matrix algebra of the matrices in (2), where /(q) is a real matrix representation of a quaternion q.
Some important properties of the matrices in Definition 1 are recalled in Lemma 1.
The real quaternion division algebra H is algebraically anti-isomorphic to the real matrix algebra of the matrices in (3), where s(q) is another real matrix representation of a quaternion q.
where K 4 = diag(1, À1, À1, À1). Some relevant properties of the matrices in Definition 2 are recalled in Lemma 2.
Due to the non-associativity, the octonion algebra cannot be isomorphic to the real matrix algebra with the usual multiplication. With the purpose of introducing a convenient matrix multiplication, we show another way of representing the octonions by a column matrix.
Based on the previous real matrix representations of a quaternion, Tian introduced the following pseudo real matrix representation of an octonion.
is called the left matrix representation of a over R, where K 4 = diag(1, À1, À1, À1).
The meaning of the term left matrix representation comes from the following result. Theorem 1.
[1] Let a; x 2 O. Then jaxi ¼ xðaÞjxi.
Tian [1] introduced also the right matrix representation of an octonion a over R, which he denoted by mðaÞ. In this case, Tian proved that jxai ¼ mðaÞjxi.
Even though there are a; b 2 O such that xðaÞxðbÞ 6 ¼ xðabÞ, there are still some properties which hold. These are recalled in Theorem 2. 
Main results
In this section, the left matrix representation of an octonion over R is considered. First of all, given an octonion, the eigenvalues of its left matrix representation are computed. Proof. Given an octonion a, it can always be uniquely represented as a ¼ a 0 þ a 0 þ a 00 k such that a 0 ¼ ReðaÞ, and where a 0 ; a 00 2 H . The characteristic polynomial of x(a) is
where K 8 is the orthogonal matrix diag(1, À1, À1, À1, 1, 1, 1, 1) = diag(K 4 , I 4 ). Hence, detðkI 8 À xðaÞÞ ¼ det K 4 0 0 I 4 ! /ðk À a 0 À a 0 Þ sða 00 ÞK 4 À/ða 00 ÞK 4 sðk À a 0 À a 0 Þ We now study the eigenvalues of the matrix x(a)x(b) + x(c), given three octonions a, b, and c.
Notice thatb can be decomposed into two parts: a part parallel toã, denoted byb a ; and a part perpendicular toã, denoted byb ? . The parallel part is the projection ofb ontoã, which is defined asb a projãb ¼ã Áb a Áãã :
The perpendicular part is given byb ? ¼b Àb a . Besides the projection ofb ontoã we will also consider the projection ofc over Spanðã;bÞ, i.e., the linear space generated by all linear combinations ofã andb.
Remark 2. Asb a 2 SpanðãÞ andb a Áb ? ¼ 0, then
where a 0 b 0 ;ãb a 2 R and b 0ã ; a 0ba 2 SpanðãÞ. Hence, it suffices to consider only the productãb ? since the remaining terms can be added to c. The pure octonionc can be decomposed in two parts, one in Spanðã;bÞ and the other perpendicular to it. In this case, we can writec ¼c k þc ? , wherec k 2 Spanðã;bÞ andc k Ác ? ¼ 0. The parallel part is the projection ofc onto Spanðã;bÞ and is given byc
and the perpendicular part is naturallyc ? ¼c Àc k . 
where c k is the projection of c onto Span(a, b) and c ? ¼ c À c k , each with algebraic multiplicity 2.
Proof. Without loss of generality, we consider a = ai and b = bj. Hence,
By Lemmas 1 and 2, we have
Let
Taking into account (6) and (7), we obtain
The characteristic polynomial of x(a)x(b) + x(c) is
where K 8 is the orthogonal matrix diag(1, À1, À1, À1, 1, 1, 1, 1) = diag(K 4 , I 4 ). Hence, pðkÞ ¼ det sðc 0 À k À c 1 i À c 2 j À ðc 3 þ abÞijÞ À /ðc 00 Þ /ðc 00 Þ sðc 0 À k þ c 1 i þ c 2 j þ ðc 3 À abÞijÞ " # ; which results in pðkÞ ¼ det s ðc 0 À kÞ 2 þ c 2 1 þ c 2 2 þ c 2 3 À ðabÞ 2 þ 2abðc 2 i À c 1 j À ðc 0 À kÞijÞ À Á þ /ðjc 00 j 2 Þ À Á ;
and, since /ðjc 00 j 2 Þ ¼ sðjc 00 j 2 Þ, gives pðkÞ ¼ det s ðc 0 À kÞ 2 þ jc k j 2 þ jc ? j 2 À ðabÞ 2 þ 2abðc 2 i À c 1 j À ðc 0 À kÞijÞ À Á À Á ;
