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We update the comparison with experiment of the dynamical model of high-energy hadron in-
teractions based on the two scale structure of hadrons. All predictions made over decade ago are
confirmed with a high precision by the TOTEM experiment at LHC.
I. INTRODUCTION
The results of TOTEM experiment published recently
[1, 2] on small angle elastic pp scattering at
√
s = 7TeV
have a non-precedential accuracy and suggest a stringent
test of contemporary models. In this note we confront
with data the predictions of the dynamical model for
the elastic amplitude, which was proposed in [3, 4]. The
model is based on the presence of two scales in hadronic
structure, a soft one, of the order of the confinement
radius Rc ∼ 1/ΛQCD ≈ 1 fm, and a semi-hard scale
r0 ≈ 0.3 fm, which originates from the non-perturbative
interactions of gluons. The model allows to predict in a
least parameter-dependent way the energy dependence of
the total and elastic differential cross sections. The model
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FIG. 1: (Color online) The differential elastic cross section
predicted in [3, 4] and measured by TOTEM [1, 2].
prediction for the differential cross section of pp elastic
scattering at
√
s = 7TeV is compared with the TOTEM
data in Fig. 1 at |t| < 0.2GeV2, the interval which was
used in [2] for determination of the t-slope. The accu-
racy of data, and the agreement with predictions made
12 year prior the measurements look astonishing, both
for the absolute value and the slope. Below we briefly
overview the model and perform a detailed comparison
with different observables.
II. THE TWO-SCALE MODEL
Data on diffractive excitation of a proton pp → pX
to large invariant mass MX , dominated by diffractive
gluon radiation, demonstrate amazingly small cross sec-
tion, known in Regge phenomenology as smallness of the
triple-pomeron term. Its smallness can be explained by
an increased mean transverse momentum of the gluons,
kg ∼ 0.7GeV, i.e. by a small size of the gluonic spots
in the hadron. There are many other experimental ev-
idences [5] for presence such a small parameter charac-
terizing the hadron structure. The presence of such a
semi-hard scale is also supported by the nonperturbative
QCD models. A small scale similar to r0 characterizing
the nonperturbative interaction of gluons, also emerges
from the lattice calculations [6], and from the instanton
liquid model [7, 8].
The light-cone distribution function of a quark-gluon
Fock state in the limit of small fractional momentum of
the gluon was derived in [9] in the form,
Ψqg(~r) = − 2 i
π
√
αs
3
~e ∗g · ~r
r2
exp
(
− r
2
2 r20
)
, (1)
where r is the transverse quark-gluon separation; r0 =
0.3 fm was adjusted to explain the observed weakness of
large mass diffraction; ~e is the gluon polarization vector.
Smallness of r0 justifies an attempt to calculate gluon
radiation perturbatively with the distribution function
(1). Moreover, for a dipole, as small as r0, one can rely
on the quadratic form of the dipole-nucleon cross section,
σq¯q(r) = C r
2. The cross section of radiation of n gluons,
derived in Refs. 3-4, reads,
σn =
1
n!
[
4αs
3 π
ln
(
s
s0
)]n
9
4
C r20 . (2)
One should be cautious, however, applying this formula
at n = 0. Even if the intrinsic transverse momenta of
2gluons are very large, so that the radiation cross section
vanishes, the nonperturbative cross section of interaction
of two large colliding dipoles remains large. The value of
energy independent term σ0 is controlled by nonpertur-
bative effects and hardly can be reliably evaluated with
the available theoretical tools. This is why it was treated
in [3, 4] as a fitted parameter, in fact the only parameter
of the model.
Thus, summing up the powers of logarithms in (2) we
arrive at the total cross section, which has the form,
σtot =
∑
n=0
σn = σ˜0 +
27
4
C r20
(
s
s0
)∆
, (3)
where σ˜0 = σ0 − (27/4)C r20 ; ∆ = 4αs/(3π); and s0 =
30GeV2.
The peculiar structure of Eq. (3) bares the general
character. The cross section contains two terms, one
is energy independent, controlled by the poorly known
nonperturbative dynamics. It is probably large and dom-
inates the cross section at low energies. The other term
has the Regge pole structure, rises with energy and dom-
inates the cross section at very high energies. It is very
unlikely that the first term might be zero, what would
need a fine tuning between the nonperturbative and per-
turbative contributions to exponentiate together, i.e. to
cancel each other in σ˜0.
The second, rising with energy term in (3) can be
rather well evaluated. The semi-hard scale 0.3 fm is suf-
ficiently small to justify an attempt to use perturbative
QCD calculations. Important for Eqs. (2)-(3) is the value
of αs at this scale. It was evaluated in Refs. 3-4 in differ-
ent ways. Assuming that the semi-hard scale r0 charac-
terizes the transition from the perturbative regime to the
regime of spontaneous chiral symmetry breaking [10, 11],
one can rely on the critical value αc = (3π/4)(1−
√
2/3).
Another estimate corresponds to the mean value of αs av-
eraged over the gluon radiation spectrum, as was done in
[4]. Both methods converge at a value αs ≈ 0.4, which
was used in Refs. 3-4. Then one arrives at
∆ =
4αs
3 π
= 0.17 . (4)
This value is about twice as large as ǫ = 0.08 fitted to de-
scribe the energy dependence of the total hadronic cross
sections, parametrized as sǫ. However, presence in (3) of
the large constant term makes the rise of the cross section
less steep, in good agreement with data [3, 4]. The factor
C = 2.3 of Eq. (3) was also calculated in Refs. 3-4 within
the two-gluon Born mechanism (since gluon radiation is
included explicitly) using the same value of αs .
The Pomeron partial elastic amplitude corresponding
to the cross section Eq. (3), has the form
Im γIP (s, b) =
∑
n=0
Im γn(s, b), (5)
where the shape of Im γn(s, b) was derived in [4] basing
on the results of [12],
Im γn(s, b) =
σhNn (s)
8 π Bn
y3K3(y). (6)
Here y2 = (4b2/Bn)
3, K3(y) is the third order modified
Bessel function. The slope corresponding to radiation
of n gluons rises with n due to the Brownian motion of
gluons in the transverse plane,
Bn =
2
3
〈
r2ch
〉
+
n r20
2
. (7)
Notice that the mean number of radiated gluons ac-
cording to (2) rises with energy as
〈n〉 = 4αs
3π
ln(s/s0). (8)
Comparing with Eq. (7) we conclude that the effective
slope α′IP of the Pomeron trajectory reads [4, 5],
α′IP =
αs
3π
r20 = 0.1GeV
−2. (9)
This value, at first glance, is quite smaller than the known
α′IP = 0.25GeV
−2, which is required to describe the ob-
served shrinkage of the diffractive cone. As we will see
further, the situation is more involved and more interest-
ing, and the value Eq. (9) well agrees with data.
The the total cross section Eq. (3) and the partial am-
plitude Eq. (5) rising as a power of energy will eventually
break the unitarity bound. Therefore one should apply
a procedure usually called unitarization. This is proba-
bly the most uncertain point of every dynamical model
for the elastic amplitude. In Refs. 3-4 the preference was
given to the popular quasi-eikonal model of unitarization
[13], which modifies the partial elastic amplitude as,
ImΓIP (s, b) =
1
K(s)
[
1− e−K(s) Im γIP (s,b)
]
, (10)
whereK(s) = 1+σsd/σel, and σsd is the single diffractive
cross section (see more details in [4]) . Here at least
the first two terms (most important) of expansion of the
exponential in (10) are correct, as follows from the AGK
cutting rules [14].
A. Total cross section
Eq. (10) is the final result of the model, which can be
employed calculating different observables. The first is
the total cross section,
σpptot(s) = 2
∫
d2b ImΓIP (s, b). (11)
All the ingredients of the partial amplitude are known,
as was explain above, except one parameter σ˜0 in (3) to
be fitted to data. Since it is independent of energy, it was
340
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FIG. 2: (Color online) Total cross section predicted in [3, 4]
and measured by TOTEM [1, 2].
fixed in [3, 4] at σ˜0 = 39.7mb by comparison with a single
experimental point [15] at
√
s = 546GeV. The energy
dependence is then predicted with no further adjustment
as is demonstrated in Fig. 2. The value σpptot = 98mb
predicted at 7TeV exceedingly well agrees with the result
of the TOTEM experiment [2], σpptot = 98.58± 2.23mb.
Notice that the contribution of Reggeons was added in
[3, 4] to discriminate between pp and p¯p collisions. That
contribution was not predicted, but fitted, however it has
little to do with the high energy range under discussion.
B. Real part of the elastic amplitude
We rely on the derivative analyticity relation [16–19]
between the real and imaginary parts of the elastic am-
plitude,
Re fel(s, t) =
π
2
∂
∂ ln s
Im fel(s, t), (12)
where
Im fel(s, t) =
∫
d2b ei
~b·~q ImΓIP (s, b), (13)
and t = −~q 2
Correspondingly, one can evaluate the ratio of
real-to-imaginary parts of the amplitude, ρ(s, t) =
Re fel(s, t)/ Im fel(s, t), as function of t. The results at√
s = 2, 7 and 14TeV are depicted in the upper panel
of Fig. 3. Notice that the phase of the elastic amplitude
can be measured at t → 0 via the interference with the
Coulomb amplitude, and our result ρ(t = 0) = 0.143 well
agrees with the fit [20] to data, ρ(0) = 0.141± 0.007.
It is also instructive to see how the value of ρ depends
on impact parameter. According to Eq. (12),
ρ(s, b) =
π
2
∆IPeff (s, b), (14)
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FIG. 3: (Color online) Ratio of real to imaginary parts of
elastic pp amplitude as function of t (upper panel, Eqs. (12)-
(13)), and as function of impact parameter (bottom panel,
Eq. (14)) at
√
s = 2, 7 and 14TeV.
where the effective Pomeron intercept in impact param-
eter representation was calculated in Ref. 3-4 as,
∆IPeff (s, b) =
∂
∂ ln s
ln [ ImΓIP (s, b)] . (15)
ρ(s, b) is plotted in the bottom panel of Fig. 3 at
√
s =
2, 7 and 14GeV . Naturally ρ(b = 0) is vanishing upon
approaching the black disk limit at high energies.
C. Elastic cross section
The elastic differential cross section,
dσel
dt
=
1
4π
|fel(s, t)|2 , (16)
calculated at
√
s = 7TeV is plotted in Fig. 1 in compar-
ison with TOTEM data [2]. The agreement is excellent.
Notice that the correction from inclusion of the real part
of the amplitude is quite small, less than 2%.
Integrating this cross section over t we arrive at the
elastic cross section,
σppel (s) =
∫
d2b [ ImΓIP (s, b)]
2 [
1 + ρ2(s, b)
]
, (17)
which is plotted vs energy in Fig. 4. Again the predicted
cross section is well confirmed by the TOTEM measure-
ment [1, 2]. This is not a surprise, since the differential
cross section shown in Fig. 1 well agrees with the data in
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FIG. 4: (Color online) Elasic cross section predicted in [3, 4]
and measured by TOTEM [1, 2].
the interval of t, which provides the dominant contribu-
tion to the integrated elastic cross section.
The t-slope of the differential cross section at t = 0
was predicted in [3, 4] in a parameter-free way, after the
only parameter σ˜0 was fixed by data on σ
pp
tot.
B
(Im)
el (s, t)
∣∣∣
t=0
=
1
σpptot
∫
d2b b2 ImΓIP (s, b). (18)
Adding the upper-script ( Im ) we emphasize that the real
part of the amplitude was neglected. The predicted B
(Im)
el
is plotted in Fig. 5 by dashed curve.
Although the result of Eq. (18) B
(Im)
el = 19.23GeV
−2
agrees rather well with the TOTEM measurement
Bel(
√
s = 7TeV) = 19.89±0.27, we nevertheless perform
also calculations including the small correction from the
real part.
Bel(s, t)|t=0 =
B
(Im)
el (s, t) + ρ(t)B
(Re)
el (s, t)
1 + ρ2(t)
∣∣∣∣∣
t=0
, (19)
where
B
(Re)
el (s, t)
∣∣∣
t=0
=
1
σpptot
∫
d2b b2 ReΓIP (s, b) (20)
The full slope Eq. (19) is plotted by solid curve in Fig. 5.
As expected, the difference between the dashed and solid
curves is very small.
Although the predicted and measured values of the
elastic slope are close, as is depicted in Fig. 5, in fact it
is better than looks. We calculated the slope at t = 0,
because in most previous experiments it was measured
at very small |t| ≈ 0.02GeV2. However, in the TOTEM
experiment the slope was determined within the rather
large interval 0.005 < |t| < 0.2GeV2. As is shown in
Fig. 6 the calculated slope slightly rises with |t| and
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FIG. 5: (Color online) Elastic slope predicted at t = 0 in
[3, 4] and measured by TOTEM [1, 2]. Dashed and solid
curves show Bel, calculated excluding or including the real
part of the amplitude, respectively.
hits exactly the measured value of Bel in the middle of
the used t-interval. Although the data agree with a t-
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FIG. 6: (Color online) Variation of the predicted [3, 4] Bel
with t and measured by TOTEM within the interval 0.005 <
|t| < 0.2GeV2 [1, 2].
independent slope, the error bar would be larger if only
points with very small |t| ∼ 0.02GeV2 were used for the
fit.
The successful prediction of Bel(s) ≈ B0+2α′ ln(s/s0)
brings us back to the problem raised by the Eq. (9): how
did we manage to get the correct energy dependence of
the slope Bel(s) with such a small value of α
′
IP ? The
answer is obvious [5], the observed steep rise with en-
ergy of Bppel (s) is a result of saturation. Namely, while
at small impact parameters the partial amplitude nearly
saturates the unitarity bound, ImΓ(s, b) → 1, it is still
small for peripheral collisions, and keeps rising with en-
ergy. As a result, the mean value 〈b2〉 = 2Bel would in-
crease with energy even if the input value of α′IP were
zero. So the unitarity (absorption) corrections is the
main contributor to the observed rise of the elastic t-
slope with energy. We can test this conclusion checking
5with the processes, which have a smaller cross section and
are still far from the unitarity bound. In such processes
one should observe the genuine α′IP . Indeed, the Pomeron
contribution to diffractive charmonium photoproduction,
γ + p→ J/Ψ+ p, should be free either of the secondary
Reggeons, or of the absorptive corrections. Indeed, data
from the ZEUS experiment [21] require a small value of
α′IP = 0.115± 0.018 in good agreement with Eq. (9).
III. SUMMARY AND OUTLOOK
Here we tested thoroughly the 12-year old predictions
of Refs. 3-4 for elastic pp scattering, comparing with dif-
ferent observables measured recently in the TOTEM ex-
periment at LHC and
√
s = 7TeV. The predictions were
made within the model based on the two-scale hadronic
stricture: the soft and semi-hard scales related either to
the confinement radius, or to the small size of gluonic
spots, respectively. The enhanced mean transverse mo-
mentum of gluons allows to perform parameter-free per-
turbative calculations for gluon radiation, which is the
source of the rising energy dependence of the cross sec-
tions. The two scales in the hadron structure leads to
a specific form of the energy dependent Pomeron ampli-
tude, which consists of two terms, a constant one, related
to the poorly known nonperturbative dynamics, and a
term steeply, as s0.17, rising with energy. The latter is
fully calculated in a parameter-free way, while the for-
mer is treated as a parameter, which controls the abso-
lute value of the cross section (but not its energy depen-
dence). We observe an excellent agreement between the
predictions made in Refs. 3-4 and the TOTEM data.
It is worth noting that our predictions were not a kind
of simple extrapolation of available data to higher ener-
gies using some parametrization, as is frequently done in
the literature. We calculated all the parameters, except
a single one, representing the non-perturbative physics.
Of course our predictions have some theoretical uncer-
tainty, which we believe is related mainly to some free-
dom in the choice of the value of αs = 0.4. The corre-
sponding effective intercept was estimated in Ref. 4 at
∆ = 0.17 ± 0.01. Keeping the normalization of σp¯ptot at√
s = 546GeV unchanged we found the uncertainty of
our prediction to be about 6% at the energies of LHC.
The good agreement with the TOTEM data might in-
dicate at correctness of the central value of ∆ chosen in
Refs. 3-4.
In our calculations here we did not make any hidden
modification to the model of Refs. 3-4, or any adjustment
to the TOTEM data, because we wanted the results to
keep the status of predictions. This does not mean, how-
ever, that there is no room for further improvements in
the model. In particular, the popular quasi-eikonal model
for unitarization is poorly justified. For this reason, as
was emphasized in Refs. 3-4, the model does not pretend
for a good description of elastic scattering at large t, in
particular in the region of the diffractive minimum, what
would need a much higher accuracy of the model. Mean-
while, a deeper understanding and much better theoret-
ical tools for calculation of absorptive corrections have
been developed over the past decade [22], and we plan to
work on that, aiming at the improvement of the descrip-
tion of elastic scattering at larger momentum transfer.
In conclusion, we summarize the predictions displayed
in Table I for the basic observables measured at
√
s =
7TeV, and expected to be measured, at 8 and 14TeV.
TABLE I: Predictions of Refs. 3-4 for the cross sections and
elastic slopes at
√
s = 7, 8 and 14TeV. Two values of the
slope correspond to t = 0 and t = −0.1GeV2 (in parentheses).
√
s σpptot(mb) σ
pp
el (mb) Bel(GeV
−2)
7TeV 98.00 25.63 19.44 (19.82)
8TeV 100.41 26.50 19.70 (20.19)
14TeV 111.07 30.39 20.84 (21.92)
Acknowledgments
This work was supported in part by Fondecyt (Chile)
grants 1090236 and 1090291. The work of B.Z.K. was
also supported by the Alliance Program of the Helmholtz
Association, contract HA216/EMMI ”Extremes of Den-
sity and Temperature: Cosmic Matter in the Labora-
tory”.
[1] G. Antchev, P. Aspell, I. Atanassov, V. Avati, J. Baech-
ler, V. Berardi, M. Berretti and E. Bossini et al., Euro-
phys. Lett. 96, 21002 (2011) [arXiv:1110.1395 [hep-ex]].
[2] G. Antchev, P. Aspell, I. Atanassov, V. Avati, J. Baech-
ler, V. Berardi, M. Berretti and E. Bossini et al., TOTEM
2012-002, CERN-PH-EP-2012-239, to be published.
[3] B. Z. Kopeliovich, I. K. Potashnikova, B. Povh and
E. Predazzi, Phys. Rev. Lett. 85, 507 (2000).
[4] B. Z. Kopeliovich, I. K. Potashnikova, B. Povh and
E. Predazzi, Phys. Rev. D 63, 054001 (2001).
[5] B. Z. Kopeliovich, I. K. Potashnikova, B. Povh and
I. Schmidt, Phys. Rev. D 76, 094020 (2007); B. Z. Kope-
liovich and B. Povh, J. Phys. G G 30, S999 (2004).
[6] A. DiGiacomo and H. Panagopoulos, Phys. Lett. B 285,
133 (1992).
[7] T. Scha¨fer, E.V. Shuryak, Rev. Mod. Phys. 70, 323
(1998).
[8] E. Shuryak and I. Zahed, Phys. Rev. D69 (2004) 014011.
6[9] B. Z. Kopeliovich, A. Scha¨fer and A. V. Tarasov, Phys.
Rev. D 62, 054022 (2000).
[10] V.N. Gribov, Eur. Phys. J. C10 (1999) 71; ibid C10, 91
(1999).
[11] C. Ewerz, Eur. Phys. J. C13 (2000) 503
[12] J. Hu¨fner and B. Povh, Phys. Rev. D46, 990 (1992).
[13] A.B. Kaidalov, Phys. Rept. 50, 157 (1979)
[14] A.V. Abramovsky, V.N. Gribov and O.V. Kancheli, Yad.
Fiz. 18 (1973) 595
[15] F. Abe et al., Phys. Rev. D50, 550 (1993)
[16] V. N. Gribov and A. A. Migdal, Sov. J. Nucl. Phys. 8,
583 (1969) [Yad. Fiz. 8, 1002 (1968)].
[17] J. B. Bronzan, G. L. Kane and U. P. Sukhatme, Phys.
Lett. B 49, 272 (1974).
[18] J. Fischer and P. Kolar, Phys. Lett. B 64, 45 (1976).
[19] J. Fischer and P. Kolar, Phys. Rev. D 17, 2168 (1978).
[20] J. R. Cudell et al. [COMPETE Collaboration], Phys.
Rev. Lett. 89, 201801 (2002).
[21] S. Chekanov et al. (ZEUS Collaboration), Nucl. Phys. B
695, 3 (2004).
[22] B. Z. Kopeliovich, I. K. Potashnikova and I. Schmidt,
Phys. Rev. C 73, 034901 (2006).
