We have developed a Python package ZMCintegral for multi-dimensional Monte Carlo integration on multiple Graphics Processing Units(GPUs). The package employs a stratified sampling and heuristic tree search algorithm. We have built two versions of this package: one with Tensorflow and another with Numba, both support general user defined functions with a user-friendly interface. We have demonstrated that Tensorflow and Numba help inexperienced scientific researchers to parallelize their programs on multiple GPUs with little work. The performance of ZMCintegral in terms of precision and speed is compared with that of VE-GAS for two typical integrands, a 6-dimensional oscillating function and a 9-dimensional Gaussian function. The results show that the speed of ZMCintegral is much faster than VEGAS at a given precision. The algorithm is scalable since the speed of integration is almost linearly proportional to
Introduction
Integration of functions in high-dimensional space are frequently encountered in computing physics, e.g., integrals over many-body phase space to compute the total cross sections of multiple particle production in high energy physics are important and time consuming. Due to the curse of dimensionality and the often ill-behaved integrands, standard quadrature formulae are not feasible. Instead, Monte Carlo algorithms are widely used.
The Monte Carlo method for integration usually requires large sample points: the calculation precision increases with the number of sample points. One of the most popular Monte Carlo algorithm for integration is VEGAS [1] , where the methods of the important sampling and adaptive stratified sampling are applied and implemented on CPU with user-friendly interface. However, as dimensionality increases, both the computing time for integrand and the required number of samples increases to achieve sufficient precision. It is proposed in Ref. [2] to implement the VEGAS algorithm on multi-CPUs using a semi-microparallelization method. The VEGAS algorithm is combined with an adaptive multi-channel sampling method in Ref. [3] to improve the accuracy for some typical integrals, without introducing much longer computing time. GPUs originally designed for accelerating high quality computer video games are proved to be very good at single instruction multiple data parallelization, where simple computation kernels are executed in parallel on thousands of processing elements/threads that a single GPU of personal computer would have today. gVEGAS [4] , which parallelized VEGAS on GPU using CUDA [5] , brought ≈ 50 times performance boost compared to the CPU version. In the same paper, a program called BASES [6] which deals with integration of singular functions is parallelized on GPU as gBASES by KEK (The High Energy Accelerator Research Organization in Japan). However, both gVEGAS and gBASES have no ability to run in multi-GPU devices, and no easy-to-use API has been released. Foam [7] , another platform for Monte Carlo integration, based on dividing the integration domain into small cells, is also popular, but lacks an official release of GPU supported version. Recently, an improved method using Boosted Decision Trees and Generative Deep Neural Networks suggested an advanced importance-sampling algorithm for Monte Carlo integration [8] .
In this paper we propose an easy-to-use python package, ZMCintegral, for multi-dimensional Monte Carlo integration on multi-GPU devices. The source codes and manual can be found in Ref. [9] . It uses both stratified sampling and heuristic tree search to do Monte Carlo integration in each cell of integration domain. Speed and accuracy are both of our concern. It usually takes about a few minutes to finish the evaluation and outputs an integral result with an estimated standard deviation. The algorithm is highly scalable as its speed is almost linearly proportional to the number of GPUs being used.
Different from VEGAS or Foam, we build two versions of ZMCintegral on multi-GPUs, one based on Tensorflow eager mode [10] [11] [12], another based on Numba [13] . The Tensorflow version wrapped difficulties and complexities of multi-GPU parallelization, such as correctly handle the CPU-GPU data trans-fer, the synchronization, and dealing with the difference between global, local and private memories of GPUs, deeply under beneath Google Tensorflow, which is a python library developed originally for machine learning studies and provides easy-to-use Python function interfaces. We have demonstrated that this is a very good procedure for multi-GPUs parallelization of scientific programs, especially for inexperienced scientific researchers. The second version based on Numba is highly optimized and flexible at deep level of computing, which makes extremely high dimensional integration feasible in reasonable time. All the above features makes ZMCintegral an easy-to-use and high performance tool for multi-dimensional integration.
2 The structure of ZMCintegeral
Stratified sampling and heuristic tree search
The whole integration domain is divided into k (k is an integer) equal subdomains, with each sub-domain a hypercube of the same volume. Then the integral in each hypercube is calculated using the Monte Carlo method and the integration is repeated independently by n 1 times, to get n 1 independent integration values in each sub-domain. For each integration, the total number of sampled points is n D 2 , where n 2 is the number of points in each dimension and D is the dimension of the integration. If the number of sampled points is big enough, each of these n 1 integration values is a good approximation of the real value of the integration. The mean and standard deviation of these n 1 integration values are computed for all k sub-domains. For some of the subdomains, the standard deviation of n 1 integration is larger than the threshold value (one hyper-parameter), indicating that the fluctuation is still too large and the integration precision is not sufficient. As a result, these sub-domains need to be recalculated by recursively being split into k new sub-domains.
For example, if the standard deviation in one sub-domain is larger than the threshold value, the integrand in that sub-domain may strongly fluctuate and the mean integration value should not be trusted, suggesting that the integration has to be recalculated with more accuracy. For those sub-domains whose standard deviations are lower than the threshold value, their mean integration values are accepted as the real values of the sub-domain integration. For those sub-domains whose integrations have to be recalculated, we divide each subdomain further into k equal sub-sub-domains (depth 2). The same Monte Carlo calculation is applied to these sub-sub-domains to obtain a new list of integration values and corresponding standard deviations. Then a new threshold value is set to filter out those sub-sub-domains that need to be recalculated. This procedure continues until the standard deviations in all sub(-sub-· · ·)-domains are lower than the threshold value or the maximal partition depth is reached. Here the partition depth is defined as the total number of layers the integration domain is divided. For example, if the partition depth is 1, the integration domain would only be divided once and sub-domains would not be further divided.
Finally the accepted integration values are collected in all sub-domains or sub(-sub-· · ·)-domains to obtain the total integration value. At the same time, the standard deviations are collected to obtain the integration error. The algorithm is illustrated in Fig. 1 . Figure 1: The illustration of the algorithm in ZMCintegral. The integration domain is divided into sub-domains and a threshold value is set to filter out those sub-domains whose integration values are unstable and have to be recalculated. Those unstable sub-domains are further divided into sub-sub-domains and the integration in sub-sub-domains are calculated. The same procedure is continued until the integration values in all sub(-sub-· · ·)-domains are accepted or the maximal partition depth is reached.
Usage of multi-GPUs
One major difficulty to implement multi-dimensional integrations on GPU with stratified method is the limit of graphic memory. The reason is that the random numbers generated to calculate the integral occupies huge memory. The cost of graphic memory increases linearly with the number of sub-domains. To solve this problem, we adopt two methods: the first one is to use multi-GPUs to avoid insufficient memory. The second one is to modify the way we deal with random numbers [14] : instead of producing the random numbers in batch and storing them in the graphic memory for later use in the calculation, we only produce the random number at the time of using it. For example, in calculating the integral in one sub-domain, we produce the random number and calculate the integral, and then iterate this produce-at-calculation process many times by the number of sample points in the sub-domain. The advantage of the produce-atcalculation method is that it allows very large number of sub-domains which improves the precision of the integration.
We have two implementations of ZMCintegeral. One uses the functionality of TensorFlow on multi-GPU devices but without improving the treatment of random numbers. When the dimension of the integral is not very high, say, between 4 and 10, the speed of the integration on multi-GPUs increases significantly. When the dimension of the integral is very high, e.g. larger than 16, it is not enough to use multi-GPU only. In this case, the second method of producing random numbers in real time becomes more efficient. This one is realized with Numba, a parallel computing package in python, on multi-GPUs. This produce-at-calculation process makes sampling huge number of points possible so that the integration precision is guaranteed, which is more advantageous than the TensorFlow version. The speed of calculation with the Numba version is as fast as the TensorFlow version.
Parameters
For different integrands and different dimensions of integration, we provide some parameters that can be adjusted by users. The typical hyper-parameters are: the times of the repeated integration in one sub-domain, the threshold value for the standard deviations in sub-domains -above which the sub-domain has to be recalculated, the maximal partition depth, and the number of GPUs that are used for the calculation. Other parameters include the number of subdomains in one dimension, the number of sample points in one sub-domain in one dimension. The product of these two parameters are limited by the computing resources. In the TensorFlow version, it is preferred to increase the number of sample points in one sub-domain, while in the Numba version, it is preferred to increase the number of sub-domains.
Results and test of performance
The performance of ZMCintegral is compared with VEGAS for two typical functions: one is a violently oscillating function with 6 variables
the other is a Gaussian function of 9 variables
where σ = 0.01 and a high peak is located at x i = 0 for i = 1, · · · , 9. The integration domains of f 1 and f 2 are chosen to be {x i ∈ [0, 10], i = 1, · · · , 6} and {x i ∈ [−1, 1], i = 1, · · · , 9} respectively. As an illustration of the oscillation behavior of f 1 and the high peak feature of f 2 , we plot the two functions with two variables in Fig. 2 . We test ZMCintegral and VEGAS under the same hardware conditions: the GPU type is Nvidia Tesla K40m and the number of GPUs is 4. For the integral of f 1 , we use both the TensorFlow version and the Numba version of ZMCintegral to carry out the integration and compare the results to VEGAS. The parameters in the TensorFlow version are set to be the following values: the number of sub-domains in one dimension is 3, the sample points in one sub-domain in one dimension is 20, the times of repeated integrations in one sub-domain is 5, the maximal partition depth is 2, the multiplier factor of the threshold value for standard deviations is 5. The above parameters show that there are 20 6 × 3 6 ≈ 4.67 × 10 10 sample points for the 6-dimensional integration. In the Numba version, the parameters are set to be the following values: the number of sub-domains in one dimension is 6, the sample points in one subdomain in one dimension is 10, the times of repeated integrations in one subdomain is 5, the maximal partition depth is 2, and the multiplier factor of the threshold value for standard deviations is 5. The above parameters show that the number of sample points in the Numba version is same as the TensorFlow version but with more sub-domains and less sample points in one sub-domain. In VEGAS, we found that in order to obtain the integration value with accepted precision, the number of sample points must at least be 10 9 . We use three modes in the calculation: the first one with the iteration number being set to 10 and without discarding operation, the second one with the operation of discarding estimates from the initial several iteration steps before evaluation of the integral, the last one with both discarding operation and the batch mode [15] .
To compare the stability, timing and accuracy of ZMCintegral and VEGAS, we plot the results of 10 independent evaluations and the average time of consuming in Fig. 3 . Figure 3 : Results for the integral of f 1 . Each data point is the average value of 10 independent evaluations. The data point from left to right: results from the Numba version on 1 GPU, 2 GPUs, 3 GPUs, and 4 GPUs, results from the TensorFlow version on 1 GPU, 2 GPUs, 3 GPUs, and 4 GPUs, the results from VEGAS with 10 9 sample points: without discarding operation, with 5 discarding operation, with 5 discarding operation and batch mode. The average calculation time is shown below each data point. 
For the integral of f 2 , we compare the results of VEGAS and the Numba version. The parameters in ZMCintegral are: the number of sub-domains in one dimension is 3, the sample points in one sub-domain in one dimension is 3, the times of repeated integrations in one sub-domain is 5, the maximal partition depth is 4, and the multiplier factor of the threshold value for standard deviations is 5. The number of sample points is 3 9 · 3 9 ≈ 3.87 × 10 8 . In VEGAS, the number of integrand evaluation per iteration is 10 7 so that the evaluation of the integral is in the lowest cost in the ensuring accuracy. The results are shown in Fig. 4 . Figure 4 : Results for the integral of f 2 . Each data point is the average value of 10 independent evaluations. The data point from left to right: results from the Numba version on 1 GPU, 2 GPUs, 3 GPUs, and 4 GPUs, the result from VEGAS with 5 steps of discarding operation. The average calculation time is shown below each data point. 
We make a few remarks about the results and performance of each package. Under the given precision for the integral, ZMCintegral is much faster in speed than VEGAS. We see in Fig. 3 that for the f 1 integral with 6 variables, with the number of sample points in ZMCintegral being 46 times that in VE-GAS, ZMCintegral is still 10-150 times faster than VEGAS. In the f 2 integral with 9 variables, the number of sample points in ZMCintegral is 38 times that in VEGAS, as shown in Fig. 4 , the speed of ZMCintegral is 7-15 times that of VEGAS.
While VEGAS is much more efficient to put sample points in integration domains where the integrand fluctuates dramatically, the GPU backend ZMCintegral with stratified sampling method can put sample points in each subdomain whose number is comparable to the number of points put into emphasized regions of VEGAS. Thanks to the use of heuristic tree search algorithm, ZMCintegral can put much more sample points in sub-domains with strong fluctuation than VEGAS. Furthermore ZMCintegral has a more appealing feature than VEGAS: the algorithm of ZMCintegral is scalable due to the fact that its speed is almost linearly proportional to the number of GPUs in usage. While VEGAS often needs a discarding operation process to ensure the reliability of the final result, ZMCintegral just needs an appropriate value of the maximal partition depth (usually between 2 and 4). In ZMCintegral, we indeed see the effect of the heuristic tree search which yields a more precise result than without the tree search.
A straight forward application of the Numba version of ZMCintegral is the calculation of the global polarization in heavy ion collisions. There we encounter an oscillating 10-dimensional integration involving three momenta of the two incoming and outgoing particles, where the incoming particles are wave-packets centered at p A and p B and the outgoing particles are plane waves with momenta p 1 and p 2 . With proper conservation laws the integration really involves p 1,x , p 1,y , p 1,z , p 2,x , p 2,y , p 2,z , k A,y , k A,z , k A,y and k A,z , where k A and k A are the quantum fluctuations about p A . The difficulty for this massive (containing several thousands terms) 10-dimensional integration mainly comes from two aspects. On the one hand, a sufficient number of sample points are required to cover all domains so that the oscillating details should not be smeared out. To be safe, we need around 15 10 ≈ 5.77 × 10 11 sample points, which is almost impossible for normal CPU algorithm. On the other hand, the complexity of the integrand requires a very flexible interface that all the condition checking, pattern matchings and special functions can be easily realized. This we have done with Numba language. The Numba version of ZMCintegral, with full support of the Numpy and Math packages, is a convenient choice.
Conclusion and Discussion
We propose a multi-GPU backend package for Monte Carlo integration using stratified sampling and heuristic tree search algorithm. The package has good performance for integration in large dimensions. As can be seen in our examples, the package is able to control both the time consumption and the accuracy, and it is tens to hundreds times as fast as the traditional CPU based VEGAS. ZMCintegral is really of great help for high dimension integrations in large scale scientific computation in terms of shortening the period of computing time from months to days.
Instead of manipulating GPU with CUDA directly in C++, we choose the state-of-art multi-GPU parallelization libraries Tensorflow and Numba to build ZMCintegral. Both Tensorflow and Numba are professional and widely used in the community and are easy to use with Python for non-experts.
Though ZMCintegral is able to handle integrations in dimensions up to 16 and even higher, we should also keep in mind its limitation for very high dimensions, for example, above 20. The difficulty lies in the sampling. It was reported by Pan in MIT China submit [16] , that we are not even able to deal with 2 80 numbers with all computational resources in the world within a year. So a general Monte Carlo integration based on large scale sampling for very high dimensions has a ceiling, in this case we may need other "renormalization" algorithms to reduce the dimension.
