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Functional magnetic resonance imaging (fMRI) provides us where neural activities occur
and helps us determining the region of the human brain which associates with the targeted
brain function. In recent years, expectations for alternative methods of conventional fMRI,
which observes hemodynamic responses related to neural activities, have been larger. This
is because the conventional fMRI is considered to record neural activities indirectly and
have poor spatial and temporal resolutions. Among the emerging fMRI methods, we
evaluated the feasibility of two of those in this dissertation: one is based on diusion
weighted imaging (DWI) and the other uses spin-lock imaging sequence. In addition,
we investigated appropriate imaging conditions for those approaches through numerical
simulations and measurements with MRI.
First, we studied on the method to noninvasively measure human brain functions by
DWI, which is one of the MRI techniques. This approach is based on the fact that neural
and/or grial cells in the brain swell when neuronal activations occur resulting in changes in
diusion of water molecules. Thus, the spatial and temporal resolutions of this technique
are expected to be superior to those of the conventional fMRI. In the diusion where the
motion of water molecules is restricted by obstacles, the signal intensity of DWI varies
intricately with motion probing gradient (MPG) parameters. We carried out the Monte
Carlo simulations of the movements of water molecules diusing in restricted structures
whose sizes were comparable to those of neurons to clarify how the size of the regions where
water molecules move around neural cells aect the acquired DWI signal intensities and
determine appropriate MPG parameters for brain mapping. As a result, the acquired
DWI signal intensities changed because of changes in the size of the regions where water
molecules moved; that is, cell swellings induced changes in DWI signal intensities. The
simulation results also indicated that the signal intensities varied greatly depending on the
size of the restricted structures and the MPG parameters. According to this simulation,
we estimated the MPG parameters that maximize the dierence in DWI signal intensities
before and after cell swelling.
Subsequently, we extended our simulation model mentioned above to take into account
inuences of water diusion of both intracellular and extracellular regions. To investigate
how the DWI signal intensities change in DW-fMRI measurements, we also carried out
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Monte Carlo simulations to evaluate the intensities before and after cell swelling. In the
simulations, we modeled cortical cells as two compartments by considering dierences
between the intracellular and the extracellular regions. Simulation results suggested that
DWI signal intensities increase after cell swelling because of an increase in the intracellular
volume ratio. The simulation model with two compartments, which respectively represent
the intracellular and the extracellular regions, shows that the dierences in the DWI
signal intensities depend on the ratio of the intracellular and the extracellular volumes.
We also investigated the MPG parameters, b-value, and separation time dependences
on the percent signal changes in DW-fMRI and obtained useful results for DW-fMRI
measurements.
Finally, we investigated an fMRI method with spin-lock imaging sequence that focuses
on neural magnetic elds and has strong potential to detect neural activities more directly
than the conventional method. Because this fMRI does not depend on the hemodynamic
phenomenon, improved temporal and spatial resolutions can be expected in fMRI mea-
surements. Therefore, to understand the mechanism of this approach, we visualized mag-
netization behavior during the measurement with externally applied oscillating magnetic
elds assuming targeted neural magnetic elds. Furthermore, to detect minute magnetic
elds of the order of sub-nT, we carried out phantom studies on the practical use of this
method as an fMRI approach. A single-loop coil generating oscillating magnetic elds
was placed inside a saline-lled phantom. Time-dependent performance of magnetization
during the spin-lock imaging sequence was thus visually demonstrated for improving un-
derstanding of the mechanism of the fMRI method with the spin-lock imaging sequence.
Moreover, we were able to detect magnetic elds of approximately 200 pT by choosing
a spin-lock pulse of long duration and increasing the number of MR image acquisitions.
Our results provide useful information for understanding the mechanism of the direct de-
tection of oscillating neural magnetic elds using a spin-lock imaging sequence with MRI.
In addition, we propose the feasibility of detecting oscillating magnetic elds of 200 pT
while considering realistic fMRI use.
We believe that the ndings described above are helpful for improvement of two novel
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I believe that \what consciousness is" is one of the biggest mysteries of human beings. It
has been discussed as the subject not only in the region of medicine but also in the region
of philosophy over many years; however, we have not reached the answer. Although
the most of the mystery remains unrevealed, it is considered that the consciousness is
controlled by the brain. Thus, to reveal \what consciousness is" it is necessary to clarify
the brain. With great advance of science, we are obtaining knowledges about the brain:
what consists the brain and how the brain works. In particular, after the emergence of
noninvasive technical methods for measurement of the brain functions, mechanisms of
various brain functions, e.g. visual or auditory sense, have been discovered. In contrast,
mechanisms of higher brain functions, e.g. recognition or memory, are still matter of
debate; and therefore, further development of technical methods for measurement of the
brain functions is expected.
There are several methods to measure the brain functions commonly used: Electroen-
cephalogram (EEG) and Magnetoencephalogram (MEG), which are based on the mea-
surement of electromagnetic elds, and, functional magnetic resonance imaging (fMRI)
and near infrared spectroscopy (NIRS), which are based on the measurement of blood ow
and metabolism. Among those approaches, fMRI is the most generally used approach be-
cause of its relatively high spatial resolution and ease of measurement. Hence, more and
more researchers have employed fMRI as a tool to investigate the brain functions includ-
ing the higher brain functions. In addition to elucidating the brain functions themselves,
it is anticipated to help diagnosing psychiatric disorders, e.g. Alzheimer's disease [1, 2],
dementia [3] or schizophrenia [4], and even treating them [5] in recent years. This is
because psychiatric disorders are currently considered to be caused by abnormalities in
the brain and they provide impairments in the brain functions. Therefore, the impor-
tance of improving the conventional methods for the measurement of brain functions or
discovering the new technical approaches is increasing.
The technique of fMRI was established in the 1990s by researchers including Seiji
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Ogawa [6, 7, 8]. The most widely used fMRI method is based on blood oxygenation level
dependent (BOLD) eect, which causes MR signal changes due to the hemodynamic and
metabolic phenomenon occurring after neural responses. Since we collect fMRI data using
MRI equipment, we can make the use of its advantage of high spatial resolutions. We
obtain information of the brain functions and MR images of anatomical brain structures
simultaneously in fMRI measurement. Therefore, brain functions are spatially segregated
in fMRI data and we can determine the specic region of the brain which the functions
are localized.
However, the spatial resolution of fMRI is not sucient because the mechanism of
the BOLD-fMRI depends on not the neural activity itself but contributions from veins
draining the regions of activation [9]. Hence, the BOLD-fMRI indirectly observes brain
activation and cannot observe brain activation through neural activities directly as EEG
or MEG. Moreover, there is also limitation for temporal resolution. MR signal changes
originating from BOLD eect, what we call BOLD signals, usually reaches the peak a
few seconds after the brain activation occurs; we explain details of the mechanism in the
following chapter. In contrast, neural activities provide changes in electromagnetic elds
a few hundreds milliseconds after the brain activation. Additionally, the undershoot of
the BOLD signals continues for at least 15{20 seconds [10]; and therefore, the overlap
of BOLD signals prevent us from investigating the individual events of brain activation.
For these reasons, researchers have been attempting various kinds of fMRI approaches to
overcome these disadvantages.
Instead of the fMRI approach based on BOLD eect, fMRI approaches based on other
mechanisms have been proposed, in particular, based on contributions from extra-vascular
regions of the brain|neural cells and/or glial cells|. An fMRI approach using diusion
weighted imaging (DWI) was proposed by D. Le Bihan et al. [11]. DWI can be carried
out with the MRI technique, and it can measure and visualize the micromovement of
water molecules, which is refereed to as diusion [12]. It has been used for clinical use
such as detecting acute brain ischemia or visualizing nerve bundles of white matters in
the human brain [13].
D. Le Bihan et al. insisted that sources of MR signal changes are changes of diusion
of water molecules which are moving around neural cells in the fMRI approach using DWI
[11, 14, 15, 16, 17]. Neural cells are considered to swell during the brain activation [18] and
the swelling of neural cells aect diusion of water molecules around the neural cells. Thus,
we can measure brain functions based on the contributions of neural cells rather than
hemodynamic and metabolic phenomenon. In spite of the proposal for the mechanism of
the fMRI using DWI, however, the reason why MR signals change corresponding to brain
activation in DWI has not been claried. On the other hand, some researchers concluded
that the fMRI using DWI observes the contribution of intra-vascular components [16, 19,
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20, 21, 22]; and therefore, the use of DWI for fMRI measurements is still matter of debate.
Another approach which attempts to detect magnetic elds produced by neurons cor-
responding to neural activities is attracting attentions the most [23, 24, 25, 26, 27, 28, 29].
Mechanism of the approach is similar to the MEG and it present the most direct mea-
surement of neural activities.
At rst, it was suggested that we can observe neural activities as changes in magnitudes
or phases of net magnetizations in acquired MR signals [30]. When the brain activates,
magnetic elds are generated by neural currents, which run through neural cells. The
magnetic elds are referred to neural magnetic elds and present subtle and transient
alternations of static magnetic elds of MRI. Consequently, the magnitudes and phases
of the net magnetization change in the regions where neural activities occur. However,
there are problems of phase cancellation due to e.g. incoherent neuron orientation and no
fMRI experiments have been reported in which neural magnetic elds were successfully
detected.
Witzel et al. [31] and Halpern-Manners et al. [32] reported their studies of the fMRI
detecting neural magnetic elds using spin-lock imaging sequence, which we mention the
details in following chapter. In their studies, they insisted that the spin-lock imaging
sequence has sensitivity to oscillating magnetic elds; and therefore, fMRI measurements
can detect neural magnetic elds oscillating at a certain frequency. Both of them showed
the successful detection of oscillating magnetic elds with MRI. However, the mechanism
of the interaction between oscillating magnetic elds and spin-lock imaging sequence has
not been claried and it is still dicult to detect subtle neural magnetic elds of the order
of sub-nT.
The objective of dissertation is to investigate fMRI approaches which are not based
on hemodynamic and metabolic phenomena for higher spatial and temporal resolutions.
In particular, we focused on two kinds of fMRI approaches; one is based on DWI and
the other attempts direct detection of neural magnetic elds by using spin-lock imaging
sequence. We investigated how these two approaches detect brain functions with MRI
and appropriate imaging conditions for each approach.
As for the fMRI approach with DWI, we proposed a mechanism that changes in size
of restricted regions where water molecules diuse contribute to MR signal changes. We
also investigated contributions of DWI parameters to MR signal changes and determined
appropriate conditions for fMRI measurement. To evaluate the contribution of the size
of restricted regions and DWI parameters, we achieved Monte Carlo simulations with a
2D circle simulation model in Chapter 3. We obtained MR signal intensities of DWI by
calculating phases and positions of random walking water molecules. The simulation re-
sults demonstrated that the changes in MR signal intensities were caused by the changes
in the size of restricted regions, which we assume cell swellings, and there exist appro-
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priate values for DWI parameters. MRI measurements with a phantom supported the
simulation results. Subsequently, we extended our simulation model to 3D cubes with
two compartments indicating intracellular and extracellular regions in order to consider
inuences of water diusion in those two dierent regions in Chapter 4. We employed the
same simulation method used in Chapter 3 and investigated contributions of the size of
restricted regions and DWI parameters. As a result, we found that change in volume ratio
of intracellular and extracellular regions produced the increase in MR signal intensities
after the cell swelling. We also obtained appropriate values to obtain DWI parameters
for fMRI. The results with the extended simulations with the 3D model showed more
reliable information for the mechanism of MR signal changes and employing appropriate
values for DWI parameters to carry out fMRI measurements. These ndings are helpful
for further investigation of fMRI using DWI.
In Chapter 5, we claried the interaction between spin-lock imaging sequence and
oscillating magnetic elds which are target for direct detection based on the Bloch simu-
lations. To demonstrate the interaction, we visualized a performance of a spin magneti-
zation during the spin-lock imaging sequence and an application of oscillating magnetic
elds. Bloch simulation was also used for investigating settings of spin-lock imaging se-
quences. Furthermore, oscillating magnetic elds of the order of sub-nT were detected
by MRI measurements in phantom studies. The visualization of the spin magnetization
performance helps understanding the mechanism of this fMRI approach, and the results
obtained in the phantom studies demonstrate the feasibility of direct detection of neural
magnetic elds using spin-lock imaging sequence.
Chapter 2
Background
We investigated the feasibility of new fMRI methods: DW-fMRI and NMFD-fMRI. In this
chapter, we describe imaging techniques for MRI and fMRI as background of our study.
Currently, fMRI based on BOLD contrast is generally used for brain mapping. However,
its spatial and temporal resolutions are limited because it observes the hemodynamic
responses associated with neural activations [11]. We therefore investigated alternative
new fMRI methods using DWI (DW-fMRI) and spin-lock imaging (NMFD-fMRI). DWI
is one of MRI techniques that visualizes the water self-diusion in microscopic structures
such as cellular tissues. Spin-lock imaging is also an MRI technique that has sensitivity
for oscillating magnetic elds such as neural magnetic elds.
2.1 Magnetic resonance Imaging (MRI)
The technique of MRI is based on a chemical analytical technique called nuclear magnetic
resonance (NMR). This section describes the principle of MRI with pulse sequence and
signal processing [33].
2.1.1 Basic principles of MRI
For the measurement of MRI in humans, primary objects are hydrogen protons, so that
we describe the NMR phenomenon of the hydrogen protons hereafter.
In MRI, a spinning charged hydrogen nucleus, which is a single positively charged
proton, creates an electromagnetic eld. Another property of the hydrogen nucleus that
we know from quantum theory is that it has specic energy levels. This energy can be





The number of energy states of the hydrogen nucleus is determined as
The number of energy states = 2I+ 1 = 2: (2.2)
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Figure 2.1: There are two energy states for hydrogen protons: E1 and E2. They are
spinning about their axis and creating a magnetic eld; the direction of the created
magnetic eld depends on the direction of rotation of the spinning protons.
Therefore, a hydrogen proton has two energy states: -1/2 and +1/2. As shown in Figure
2.1, the fact that they have two energy states creates two kinds of the hydrogen proton
which are aligned in opposite directions.
When the charged spinning hydrogen protons are placed in an external static magnetic
eld B0, they align with the external eld; some of those are in the direction of the
magnetic eld and the others are in the direction opposite to the magnetic eld. The
former ones have lower energy than the latter ones, and therefore more hydrogen protons
point in this direction than in the opposite direction. As a result, the net magnetization
M is produced in the direction parallel to the external static magnetic eld. If there is
no external magnetic eld, the net magnetization M is zero.
Furthermore, the hydrogen protons placed in the magnetic eld, they experience a
torque and begins to precess at a certain angular frequency !0. This angular frequency
is given by an equation called the Larmor equation [34]:
!0 = B0: (2.3)
where  is the gyromagnetic ratio and B0 is the amplitude of the external static magnetic
eld [35]. The gyromagnetic ratio  is constant and it is xed for the nucleus of interest.
For hydrogen protons  = 42.58 MHz/T [36].
In MRI systems, if a three dimensional Cartesian coordinate is used, the orientation
of the static magnetic eld B0 is conventionally taken to be along the z-axis, which is
referred to \longitudinal" direction. The x-y plane, which is perpendicular to the z-axis,
is called \transverse" plane. In order to receive signals in MRI we need electromagnetic
wave of a very specic frequency. If it is transmitted into patients, it perturbs alignment
of magnetization; signals are received from magnetization in the body when it returns to
its original alignment. A radio frequency (RF) pulse is used for this process. The magne-
tization M0 which is initially aligned along z-axis (the axis of B0) changes its orientation











Figure 2.2: Magnetization vector is ipped toward x-y plane by application of RF pulse.
As time passes, ip angle  increases. Amplitude of  is dependent on time  and ampli-
tude of the RF pulse B1.
ipping into the x-y plane if the RF pulse whose frequency exactly matches the Larmor
frequency is transmitted perpendicular to the z-axis. We call this phenomenon magnetic
resonance. If the frequency of the RF pulse is dierent from the Larmor frequency, the
magnetic resonance will not occur.
Here, we deal with two dierent magnetic elds: B0, which is a very strong external
static magnetic eld (e.g., 1.5 T) and B1, which is a very weak magnetic eld (e.g., 50
mT) generated by an RF pulse and is oscillating at the Larmor frequency. During this
magnetic resonance, each proton spins which was precessing out of phase and had no net
transverse magnetization component lines up with B1 eld and then will be precessing
in phase. Considering that the net magnetization are ipped into the transverse plane
(x-y plane), this magnetic resonance produce a spiral motion of the magnetization down
toward the transverse plane, and hence the transverse magnetization increase. The ip
angle from the z-axis (Figure 2.2) can be determined by the amplitude of B0 and the
duration time of RF pulses [37]:
 = B1 (2.4)
= !1 (2.5)
where !1 is angle frequency of RF precession. Especially,  of  /2 and  are often used,
and those are called /2 pulse and  pulse, respectively.
Moreover, as shown in Figure 2.3 the net magnetization is divided into Mz, which is
longitudinal magnetization (z-axis) component, and Mxy, which is transverse (x-y plane)
component, conventionally. As described above, if the magnetic resonance occurs, Mz
decreases and Mxy increases.














Figure 2.3: Net magnetizationM can be divided into two components Mxy in x-y plane





Figure 2.4: T1 relaxation curve. Longitudinal componentMz recovers according to Equa-
tion (2.6). 63.2% recovery of Mz can be observed at t of T1.






Figure 2.5: T2 relaxation curve. Transverse component Mxy decay according to Equation
(2.7) after the RF pulse is turned o. 36.8% decay of Mxy can be observed at t of T2.
Once the  pulse turned on, the magnetization M is ipped into the x-y plane, de-
creasing Mz to 0 and making Mxy oscillate around the z-axis with all protons precessing
in phase. After the magnetizationM is ipped into the x-y plane, the  pulse is turned o
and all protons become to go back to the lowest energy state based on a general principle
of thermodynamics. The ipped magnetization is thus aligned with the axis of the B0
magnetic eld, which is the equilibrium state. In addition, all the proton spins get out of
phase with each other. Consequently, Mz will have a maximum value, and Mxy will be 0
because the proton spins precess around the z-axis with no phase coherence at equilibrium
state. This return is referred to as relaxation, and those in Mz and Mxy are described as
longitudinal and transverse relaxation, respectively; the longitudinal relaxation recovers
Mz along z-axis slowly and the transverse relaxation decreases Mxy rapidly.









where M0 and T1 are initial magnetization and T1 relaxation time, respectively. T1 is also
called longitudinal relaxation time and denotes how quicklyMz recovers to the equilibrium
state (Figure 2.4).
Mxy during the transverse relaxation is also formulated as






where T2 is T2 relaxation time, which is also called transverse relaxation time. It denotes
the rate of Mxy decay (Figure 2.5). T2 decay usually occurs 5 to 10 times more rapidly
than T1 recovery because of the spin-spin interactions caused by internal magnetic eld
inhomogeneities.















Figure 2.6: Free induction decay (FID). Behavior of oscillating and decaying transverse
magnetization Mxy. Amplitude of Mxy decreases according to T

2 relaxation.
Moreover, considering the external magnetic eld inhomogeneities, Mxy decays at a
rate characterized by T 2 instead of T2. Dierent from T2, which depends only on spin-spin
interactions and have xed value, T 2 depends on external magnetic eld inhomogeneities
and is not xed. The relation between T2 and T

2 is described by the following equation,







As is obvious from the equation, T 2 is always less than T2, therefore, T

2 decay is always
faster than T2 decay.
MR signals are received at receiver coil, which is placed perpendicularly to the trans-
verse magnetization plane. The RF transmitter coil is often used as a receiver coil. During
the relaxation of the magnetization, Mxy rotates around the z-axis in the x-y plane at
frequency !0 and decays by T

2 relaxation. It induces an oscillating and decaying signal
in the receiver coil (Figure 2.6). This signal is called free induction decay (FID) and it is
described mathematically as






2.1.2 Image acquisition of MRI
In a actual measurement of signals with a patient in a large magnetic eld, spatially
encode is required. As described above, transmitting the RF pulse to the protons in the
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Figure 2.7: Series of exponential curves of T1 relaxation. Longitudinal component of the
magnetization Mz never reaches the initial equilibrium state.
patient provides a FID, but it is one signal (one FID) from the entire patient. To obtain
spatial information, spatially encode using gradient coils is necessary. Gradient coils is
used for creating gradient magnetic elds which specify the x, y and z coordinates of the
signal. To spatially encored the signals, it is necessary to repeat the number of obtaining
FIDs, that is, the number of applying the RF pulse.
Repeating the application of the RF pulse means that we apply another RF pulse
after we apply one RF pulse. The time interval of these RF pulses is called repetition
time (TR). Here, we apply the rst RF pulse at t = 0 considering the /2 pulse as RF
pulse. At the point of t = 0, the initial magnetization is aligned along the z-axis with the
amplitude of M0: Mz = M0 and Mxy = 0. Immediately after t = 0, the magnetization
is ipped into the x-y plane and we obtain Mz of 0 and Mxy of M0. As time goes by, we
obtain recovering Mz and decaying Mxy. Assuming Mxy is very small at t = TR, we can









Since the second /2 pulse is applied earlier than Mz recover completely, Mz at time TR
is less than the initial magnetization M0. Then, the second /2 pulse is applied and the
magnetization is ipped into the x-y plane again. Therefore, a series of exponential curves
that never reach full magnetization can be obtained as shown in Figure 2.7.
In addition to the inuences of recover time, the magnetization depends on proton
densities (spin densities) in the patient. It indicates how many protons that are mobile
enough to change direction according to the external magnetic eld. Here, we describe









As described in Subsection 2.1.1, the signal is observed in MRI measurement through
the induced current in the receiver coil by the oscillating Mxy. Thus, the signal S is
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Another factor which determines the signal of MRI is echo time (TE). There is a short
interval, which is referred to as TE, between the application of the /2 pulse and the
signal acquisition in actual measurement. The signal is thus aected by the magnetization
decays at rate T2. After a time TE, the signal can be measured as


















Equation (2.13) includes two variables: TR and TE, and three invariables: T1, T

2 and
N(H). These three invariables are determined by tissues. To dierentiate various tissues
based on these characters, TR and TE are properly chosen. For example, longer TR
reduces the T1 eect because (1 - e
 TR=T1) approaches 1 if TR goes innity. On the other
hands, short TR enhances the T1. As for TE, it aects T

2 contrast; short TE reduces the
T 2 contrast because the very short TE leads e
 TE=T 2 to 1. Of course long TE enhances
the T 2 contrast.
There are three types of contrast weighted imaging methods based on these characters
of TR and TE: T1-weighted, T2-weighted and proton density weighted images. In the
MRI measurement, the transverse magnetization decays according to not T2 but T2 relax-
ation time if we use a method which eliminates external magnetic eld inhomogeneities.
Here, we consider T2 relaxation for the transverse magnetization to deal with T2-weighted
imaging As well as T 2 contrast, T2 contrast depends on TE; short TE reduces the T2 eect
and long TE enhances the T2 eect.
First, T1-weighted images can be obtained by choosing short TR and short TE and
enhancing the T1 eect and reduce the T2 eect. On the other hand long TR and long
TE are used for T2 weighted imaging because they enhance the T2 eect and reduce the
T1 eect. Moreover, long TR and short TE are preferable to proton density weighed
imaging. These three type of contrast weighted images are used properly depending on
purposes (Figure 2.8).
2.1.3 Pulse sequences
A pulse sequence is a sequence of RF pulses. For acquisition of MR images, it is necessary
to repeat applying the RF pulses. As well as TR and TE stated in the previous subsection,
contrast of MR images depend on the kind of pulses: /2,  RF pulses or RF pulse
which have other ip angle, and the order of these pulses. Here, we describe two types of











































Figure 2.8: T1 and T2 relaxation curves of two dierent tissues which have long relaxation
time (blue) and short relaxation time (red). Short TR enhances T1 eect and short TE
has little inuence on T2 dierence; contrast by T1 is remarkable (a). Long TR reduce T1
eect and long TE enhances T2 eect; contrast by T2 is remarkable (b). Long TR and
short TE make little dierence; contrast by proton density are obtained (c).















Figure 2.9: Spin echo pulse sequence.
fundamental and conventional pulse sequence: spin echo (SE) pulse sequence and gradient
echo (GE) pulse sequence. In addition, we describe fast imaging methods which is used
to obtain MR images, echo planner imaging (EPI) and fast spin echo (FSE).
Spin echo (SE) pulse sequence
The SE pulse sequence is the most frequently used for MRI. It has advantages to eliminate
external magnetic inhomogeneities, which we discussed in Subsection 2.1.1, by applying
rephasing  pulse in addition to excitation /2 pulse.
We demonstrates the SE pulse sequence in Figure 2.9. The /2 pulse is used for
excitation of the magnetization. It ips Mz which is aligned along longitudinal axis into
the transverse plane. Immediately after the /2 pulse is applied, all the spins are in phase
and begin to precess at frequency !0. However, they gradually get out of phase with each
other because of the external magnetic inhomogeneities and spin-spin interactions. After
time  the  pulse is applied and all the spins ip  in the transverse x-y plane; they
continue precessing but in the opposite direction. Therefore, after an equal time  , they
will get in phase again producing a maximum signal. With this rephasing process, the
SE pulse sequence eliminates the external magnetic inhomogeneities (but not spin-spin
interactions). We usually use TE/2 as  .
Gradient echo (GE) pulse sequence
The GE pulse sequence uses partial ip angle techniques. In this techniques, small ip
angles are employed for a excitation RF pulse to reduce TR. Consequently, we can reduce














Figure 2.10: Gradient echo pulse sequence.
scan time and therefore, GE pulse sequence has ability to employ three-dimensional (3D)
imaging.
If we employ small ip angles for the excitation RF pulse, the major component of
Mz remains along z-axis after applying the excitation pulse. As a result, we will obtain
sucient Mz at the point of next excitation even if we use short TR. However, since the
major component of Mz remains along z-axis,  pulse cannot be used for obtaining echo,
that is, the signal. We therefore employ a refocusing gradient in the x direction instead of
refocusing  pulse as shown in Figure 2.10. The reforcusing gradient can be divided into
two parts. The rst lobe is negative gradient which dephases the spins in the transverse
plane. The second lobe is positive gradient which rephases the spins and then, we can
observe echo, that is, the signal.
Although the GE pulse sequence has an advantage of reduction of scan time, it has a
disadvantage that it cannot eliminate the external magnetic eld inhomogeneities dierent
from the SE pulse sequence. We therefore need to consider T2 relaxation and obtain T

2-
weighted images with the GE pulse sequence.
Echo planar imaging (EPI)
EPI is one of the fast scanning techniques. It can collect all the echoes which is necessary
for phase encoding in one or multiple shot with rapid on-and-o switching of y-axis
gradients.
We represent pulse sequence for EPI in Figure 2.11. Single-shot EPI collects all the
echoes needed for phase encoding by multiple gradient reversals in a single acquisition













Figure 2.11: Pulse sequence of echo planar imaging.
after applying a single RF excitation pulse. The y-axis gradient reverses rapidly from
maximum positive to maximum negative Ny/2 times (Ny: necessary repetition time for
phase encoding) generating Ny echos during a single T

2 decay. Multishot EPI divides the
sequence into multiple segments, that is, shot. It is also called segmented EPI. It has an
advantage that there is less stress on the gradients than the single-shot EPI; however, it
takes longer time.
Fast spin echo (FSE)
FSE is also one of the fast scanning techniques and was rst proposed by Hennig et
al. [38]. It was referred to as rapid acquisition with relaxation enhancement (RARE).
However, it is usually called FSE or turbo spin echo (TSE) and hereafter, we use FSE for
this method.
FSE sequence can be shown as Figure 2.12. Similar to EPI, we need to repeat phase
encoding in a single acquisition after the RF excitation pulse for decreasing scan time
with the FSE sequence. The point which is dierent from EPI is that  pulses are
used for rephasing the spin and generating multiple echos during a single acquisition
time. As well as EPI, FSE has an advantage of decreased scan time. In addition, it has
another advantage that the rephasing from the multiple  pulses leads to less distortion
from magnetic susceptibility artifact because it generates images aected by only external
magnetic inhomogeneities.
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Figure 2.12: Fast spin echo pulse sequence.
2.2 Functional magnetic resonance imaging (fMRI)
FMRI measures a brain activity using MRI by measuring changes in local oxygenations
of blood, which reects the brain activity. The analysis of fMRI data is complex and
requiring the use of sophisticated techniques from signal and image processing to statistical
processing in order to produce nal map representing which brain regions respond to
stimulations.
In this section, we describe the principle of fMRI including BOLD contrast theory,
analysis method with image processing and statistical processing.
2.2.1 Blood oxygenation level dependent (BOLD) contrast
Conventional fMRI takes advantage of the fact that when neurons in the brain activate,
the amount of blood owing through that area is increased. We call this phenomenon
\hemodynamic response" and it has been known for more than 100 years, though the
mechanisms remain only partly understood [39]. The mechanism of MR signal changes
related to this blood owing is referred to as blood oxygenation level dependent (BOLD)
contrast although it is still to be determined; however, there are hypotheses to explain
the observed signal changes.
Deoxyhemoglobin is a paramagnetic molecule whereas oxyhemoglobin is diamagnetic.
The presence of deoxyhemoglobin in a blood vessel causes a susceptibility dierence be-
tween the vessel and its surrounding tissue [7, 6]. Thus, the magnetic susceptibility of
blood changes and the T 2 value of blood water becomes short because of dephasing of
proton spins caused by such susceptibility. As a result, in a T 2 -weighted imaging experi-








Figure 2.13: Blood oxygenation level dependent (BOLD) eect. In a state of activation,
ratio of oxyhemoglobin in a blood vessel increases because of oversupplied oxygenated
blood.
ment, the presence of deoxyhemoglobin in the blood vessels causes MR signal reductions
in those voxels containing vessels. Since oxyhemoglobin is diamagnetic and is not aected
by the dephasing and does not produce MR signal reduction, changes in oxygenation of
the blood can be observed as the signal changes in T 2 -weighted images [8, 9] This is one
reason of BOLD eect.
The other reason of BOLD eect is that brain activation is characterized by a drop in
the local oxygen extraction fraction and a corresponding drop in the local concentration of
deoxyhemoglobin [9]. Once a neural activity occurs, the oxygen consumption is increased
and the level of deoxyhemoglobin in the blood would also increases. Thus, it is expected
to observe that MR signals would decrease. However, as well as the slight increase in
oxygen extraction from the blood, there is a much larger increase in cerebral blood ow
(CBF) delivering more oxyhemoblobin (Figure 2.13). Since they oversupply oxygenated
blood and overcompensate for the consumed oxyhemoglobin, the local concentration of
deoxyhemoglobin decreases [40, 41]. Thus, the observed MR signals increase in the region
of the neural activity.
Although BOLD contrast has been used as a biomarker of neural activities in the fMRI
measurement as described above, it's an indirect method and there are limitations related
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to spatial and temporal resolutions. Based on the BOLD contrast, we observe the MR
signal changes caused by local changes in the T 2 value of blood water in vessels. Thus,
the spatial resolution is limited because the vessels at the origin of the BOLD contrast
feed or drain somewhat large territories compared with the activated neuronal assemblies
[11]. As for temporal resolution, hemodynamic response is slow; whereas neural activities
may only last milliseconds, it takes about 5 seconds to observe the increase in CBF that
reaches its maximum. Moreover, after this peak there is a long undershoot that does not
recover to baseline for at least 15{20 seconds [10].
2.2.2 Image processing
FMRI data is obtained as a series of MR images. It is necessary for mapping of neural
activities to process these images appropriately to avoid complex problems [10]. For
example, a number of artifacts, such as those caused by head movement and a number of
sources of variability in the data, including variability between individuals and variability
across time within individuals. Moreover, the large dimensionality of the data also causes
a number of challenges.
Here, we describe four image processing which is required before analyzing the fMRI
data: motion correction, slice timing correction, spatial normalization and spatial smooth-
ing.
Motion correction
When subjects move their heads during fMRI experiments, fMRI data can be aected
drastically by the motion. There are two major eects of head motion; one is that it
causes a mismatch of the location of subsequent images in the time series. This is often
referred to as \bulk motion" because it involves a wholesale movement of the head. The
other is disruption of the MR signal itself. If the head motion occurs during the acquiring
images, the protons that move into a voxel from a neighboring slice have an excitation
that is dierent from that expected by the scanner, and the reconstructed signal will not
accurately reect the tissue in the voxel. This is referred to as a \spin history" eect [42].
The motion correction is also known as realignment. This technique is applied to
reduce the misalignment between images in an fMRI time series produced by the head
motion. Motion correction tools which are currently used generally assume that the
position of the head can change by translation or rotation along each of the three axes,
whereas the shape of the head cannot change. It can correct MR images for bulk motion,
but not for spin history motion because this eect cannot be described by rotation or
translation of the entire brain. Hereafter, we therefore state the motion correction for
bulk motion.
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Figure 2.14: Plots of estimated head motion: translation in mm (x, y and z) a) and
rotation in rad (\pitch", \roll" and \yaw") b).
The rst step of motion correction is estimating motion. Figure 2.14 represents an
example of head motion estimated from time series of an fMRI data, which are used for
estimating parameters for the rigid body transformation: translation in mm (x, y and z)
and rotation in rad (\pitch", \roll" and \yaw"). A target for the motion correction which
is assumed as a reference can be a specic single image or a mean of time series. A single
image is generally recommended to be used as a reference.
The second step is reslicing all the images except the reference image. Once the
parameters for transformation have been estimated, they are applied to the original images
to create transformed, or resliced images. All the original images are transformed using
these estimated parameters along the reference image and rescliced images will be created
using a number of interpolation methods.
However, although we can apply motion correction to fMRI data, there are cases
that we should dispose the entire data because of too much head motions of patients.
If sudden motion occurs during a scan, there will be likely eects on MR images which
cannot be corrected using a rigid-body transformation. As a general rule, any translation
displacement of more than half of the voxel dimension should be thrown away owing to
unreliability of data.

















Figure 2.15: Slice timing in an interleaved MRI acquisition. The slices are acquired in
the order 1-3-5-7-  -25-2-4-  -24. If we set the number of slice of 25 and TR of 3.00 s, it
takes 0.12 s to acquire one slice. The times on the right side represent the time at which
the data in the slice starts being acquired.
Slice timing correction
Most of all fMRI data are collected two dimensionally and data for one slice is acquired at a
time. The order of acquiring slices depends on the case: ascending, descending or another
order known as interleaved acquisition. In interleaved acquisition, every other slice is
acquired sequentially, such that half of the slices are acquired followed by the other half.
This means that data in dierent slices are acquired at systematically dierent times, and
these dierences range up several seconds depending upon the TR of the pulse sequence
(Figure 2.15). These dierences in acquisition time, which we usually call slice timing, are
problematic for the fMRI analysis. In a fMRI analysis, the time of events such as trials
in a task are used to create a statistical model expecting that signals would be evoked
by the task; the analysis assumes that all data were obtained at the same timing, and
therefore there is mismatch between the model and the data.
Slice timing correction is necessary to overcome this mismatch between the acquisition
timing of dierent slices. The most common approach for the slice timing correction is
determining a reference slice and interpolate the data in all other slices to match the
timing of the reference slice. For this correction, it is required to know the exact timing
of the acquisition, of which is generally calculated by TR, the number of slices and the
slice order.
Spatial normalization
In fMRI measurement, we wish to generalize across individuals so that we could apply
brain functions to our species more broadly. This requires the data of fMRI to be in-
tegrated across individuals; however, there are many dierences in the size and shape
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of individual brains. Therefore, they should be transformed to align with one another
by using a reference frame, that is \template", which is a representative image of the
atlas and provides a target to which individual can be aligned. This transformation is
known as \intersubject registration" or \spatial normalization" and a set of both linear
and nonlinear registration methods is often used.
There are two commonly used methods for the spatial normalization of fMRI data.
One is referred to as \prestatistics normalization", where the data are preprocessed and
spatially normalized prior to statistical analysis. The other is referred to as \poststatistics
normalization", where the data preprocessed and the statistical analysis is performed on
data in the native space. In poststatistics normalization, the normalization is applied
to the statistical result images. Choice of each method usually depends on the software
package used for analysis. The poststatistics normalization has a merit to use disk space
economically; however, it also has a problem that values of voxels outside the brain are
stored as NaN (\not a number"). To solve the problem the NaN values have to be replaced
with zeros in the image for further analysis.
Spatial smoothing
Spatial smoothing, which is the application of a lter to images, is applied to remove
high-frequency component. An example of smoothing fMRI data is shown in Figure
2.16. The rst advantage of spatial smoothing is increasing the signal-to-noise ratio for
signals with larger spatial scales by removing high-frequency information. In addition, the
acquisition of smaller voxels can help reduce dropout in regions of susceptibility artifacts,
and smoothing can help overcome the increased noise that occurs when small vexels are
used. Second, when data are combined across individuals, there may be variability in the
spatial location of functional regions that is not corrected by spatial normalization. Spatial
smoothing can reduce the variabilities across individuals. Therefore, for the analysis
methods, a specic degree of spatial smoothness is required.
The most commonly used spatial smoothing method is applying the convolution of
the three-dimensional image with a three-dimensional Gaussian lter (or kernel). The
amount of smoothing is determined by the width of the distribution, which is described
as the full width at half-maximum; the larger value provides the greater smoothing.
2.2.3 Statistical analysis
After image processing mentioned above, statistical modeling is applied to processed fMRI
data to obtain nal results of activation map. We would like to detect voxels which have
time series that match the pattern of stimulus application. There are two processes of
statistical analysis: statistical modeling and statistical inference.
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a) b)
Figure 2.16: An example of application of spatial smoothing to fMRI data. An axial slice
before a) and after b) spatial smoothing.
Statistical modeling
The rst process of statistical analysis is statistical modeling of expected BOLD signal. Its
goal is to determine the modeled function of expected BOLD signal based on a provided
time series of stimulus and to analyze each voxel's time series to see whether the BOLD
signal changes in response to the stimulus. The tool used for this determination is the
general linear model (GLM), where a time course of observed BOLD signal plays the role
of dependent variable and the independent variables is provided stimulus time series. In
an actual analysis, a basis function is used for the stimulus time series; a hemodynamic
response function (HRF) is generally chosen.
The HRF shown in Figure 2.17 is the ideal noiseless response to an innitesimally brief
stimulus. It is considered to have initial dip and poststimulus undershoot before and after
the peak, respectively. The initial dip is identied by some studies that it occurs within
the rst 1{2 seconds and is thought to reect early oxygen consumption [9]; however, it
is generally very small compared to the peak positive BOLD response and is generally
ignored in most models of fMRI data. The poststimulus undershoot is a late undershoot,
which is relatively small in amplitude and persists up to 20 seconds or more after stimulus.
A peak height of positive BOLD response is most directly related to neural activity [43],
and the maximum amplitude is about 5% for the primary sensory stimulation in BOLD-
fMRI. A time to peak and a width are generally 4{6 and 1{2 seconds, respectively.
The GLM approach to fMRI analysis depends on the assumption that observed BOLD
signals are linear transformation of underlying neural signals. Therefore, a BOLD signal
model reecting the neural signals is required when being compared with the observed
BOLD signals. A natural approach to creating the BOLD signal model from provided
neural signals is using the convolution operation (Figure 2.18). In the operation, the
24 CHAPTER 2. BACKGROUND














Figure 2.17: An example of the hemodynamic response. This is referred to as hemody-
namic response function (HRF). The HRF usually has the initial dip and poststimulus
undershoot before and after the peak, respectively.















Figure 2.18: Time domain regressors created by convolution of stimulus design and HRF.
It is used for the GLM approach to fMRI analysis.
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stimulus onset time series, f , is blended with an appropriately chosen basis function (e.g.,
HRF), h, creating a result function:
(h  f) (t) =
Z
h()f(t  )d; (2.14)
where  is a time delay between the function h and f . The obtained function, that is, the
expected BOLD signal model has a shape that more closely represents the shape of the
BOLD response reecting the task design of stimulus.
Statistical inference
Statistical inference is the second process of statistical analysis carried out after the mod-
eling of BOLD signals. Its goal is to make decisions to create activation maps (Figure
2.19) based on the fMRI data and obtained BOLD signal model accounting for uncertainty
due to noise in the data. If we think about an image composed of V voxels, there are
mainly two kinds of approaches for statistical inference; \voxel-level" and \cluster-level"
inference.
In voxel level inference, we statistically determine where there are signicant dier-
ences between the fMRI data and the BOLD signal model by testing each and every
voxel individually. Specically, by examining whether the statistic at each voxel exceeds
a threshold, we can determine where there is a signicant eect at each individual voxel.
If the statistic at a voxel exceeds the threshold, we regard that voxel as \signicant".
We can take into account the spatial information available in a image by nding
connected clusters of activated voxels and testing the signicance of each cluster using
cluster-level inference. In actual measurement, we generally expect that fMRI data is
spatially extended because the brain regions of activation are often much larger than the
size of one voxel and fMRI data are often spatially smoothed. Cluster-level inference is
generally more sensitive than voxel-level inference for standard MRI data; however it has
a disadvantage of less spatial specicity or precision.
2.3 Diusion weighted imaging (DWI)
Diusion weighted imaging can probe and image tissue structure on a microscopic scale.
It provides unique information of the ne architecture of neural tissues in brain by visu-
alizing the water self-diusion, which means a motion of water molecules. This technique
is used to observe anatomical structure or changes related to various physiological and
pathological states, such as acute brain ischemia [13]. In this section, we explain the
principle of DWI.



































Height threshold T = 3.127517  {p<0.001 (unc.)}

























Figure 2.19: An example of activation map of the brain obtained with SPM 8 software.
This result demonstrates that there is activation in the region which is related to the visual
processing (the primary visual cortex) when a patient is presented a visual stimulus.
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2.3.1 Diusion of water molecules
Water molecules move referring to the thermal energy carried by themselves. Particles
surrounded by water molecules move aected by collisions with these water molecules. It is
called \Brownian motion" and its physical process was well characterized by Einstein [44].
We also call these particles \Brownian particle" and their random translational motion
make them move to where there are less particles from where there are more particles.
Therefore, the Brownian motion make a non-equilibrium solution reach equilibrium; the
Brownian motion causes diusion phenomenon.
In MRI measurement, the target is protons included in water molecules. In this
case, water molecules are Brownian particles and diusion phenomenon with only water
molecules are called \self diusion".
The diusion phenomenon is demonstrated by diusion equation. The diusion equa-
tion is derived from Fick's laws of diusion [12]. Fick's law was postulated that the ux
of material across a given plane is proportional to the concentration gradient across the
plane. Fick's law usually indicates Fick's rst law. If only the diusion along the x axis
is considered, it states as
N(x; t) =  D@c(x; t)
@x
; (2.15)
where N(x; t), c(x; t) and D are the number of molecules moving through the plane at a
location x per unit area at a time point t, a concentration at x and a diusion coecient,
respectively. The unit of D is m2=s, where the unit of N(x; t) is the number per m2s.
Here, assuming a minute distance dx adjacent to a location x, we consider a thin
column with a sectional area of S, a width of ds and a volume of V = Sdx. The number
of molecules that ow in V per unit time is N(x)S, which is equal to that of molecules
passing the S. The number of molecules that ow out V per unit time is N(x + dx)S
and we therefore can describe the number of molecules which increase in V during minute
time dt as
dN = S[N(x) N(x+ dx)]dt: (2.16)
Transforming this equation, we obtain
dN
dt
= S[N(x) N(x+ dx)]: (2.17)











The number of molecules per unit volume N=V represents the concentration c. Since the
concentration c depends on both of a location x and a time point t, we introduce partial
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Here, we apply the relation below to Equation (2.19) because c is continuous function




















Then, the diusion equation expressed in a partial dierential equation of second order







This equation is also called Fick's second law.
Now, we obtained the diusion equation, which demonstrates the diusion phenomenon,
and we therefore need to solve this equation. The diusion equation is solved for c under
two boundary conditions: one is that c(x; t) = 0 in all location x except for x = 0 at time
point t = 0, and the other is that
R









This equation indicates Gaussian distribution with the mean square displacement 2 =
hx2i = 2Dt with respect to the origin of the coordinate axes. In other words, the diusion
phenomenon follows the Gaussian distribution.
We explain a diusion phenomenon focusing on water molecules placed in a suciently
wide space; this is referred to as free diusion. In contrast, a diusion phenomenon of
water molecules placed in a restricted space is called restricted diusion (Figure 2.20).
Again we begin with only the diusion along the x axis and assume an obstacle at
points which are d away from the origin. If the molecules reach d after a certain time,
they are bounced and cannot pass the obstacle. Therefore, we represents a restriction of
mean square displacement of water molecules hx2i as

x2
  d2: (2.25)
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a) b)
Figure 2.20: Movement of water molecules in case of free diusion (a) and restricted
diusion (b). Water molecules can not pass through the obstacle and are bounced in case
of the restricted diusion.










Consequently, the molecules diuse freely and hx2i increases proportionally to t at the
beginning, however, hx2i gradually stops increasing and nally the observed diusion
coecient decreases with the increase of t because they cannot diuse over the obstacle
and hx2i dose not increase.
2.3.2 Basic principles of DWI
By combining MRI principles with NMR physics and chemistry to encode molecular
diusion eects, it becomes possible to obtain local measurement of water diusion in
vivo. The use of a pair of magnetic eld gradient pulses [45] makes MR signals sensitive
to diusion. A sequence for this diusion imaging is shown in Figure 2.21. The pair of
magnetic eld gradient, which is called motion probing gradient (MPG), is added to the
spin-ehco pulse sequence and each gradient is set before and after the  refocusing pulse,
respectively. They have the same amplitude G and duration time , and the interval time
between them is called separation time .







Figure 2.21: Stejskal-Tanner's pulse sequence that is generally used for DWI. A pair of


























































































Figure 2.22: Phase shift of magnetization of stationary spin and moving spin during DWI
measurement. The rst MPG generates phase shift of each spin (a). Refocusing pulse
inverts phase shift of each spin (b). The second MPG also generates phase shift, which
cancels out the phase shift of the stationary spin while leaves that of the moving spin (c).
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The MPGs aect phase of spins of hydrogen protons included in water molecules
[12, 46]. During the rst pulse of MPG, which is switched on at time t1 and o at time
t2, spins are magnetically \labeled" according to their spatial location. If we consider
diusion of water molecules only in x-axis, each spin experiences a phase shift (Figure
2.22 (a)):
(1)(x; t) = 
Z t2
t1
Gx(t)  x(t)dt; (2.28)
where Gx and x are the amplitude of the MPG and the displacement of the spin at time
t.  is gyromagnetic ratio and its unit is rad/(Ts) here. If we assume the gradient is
constant during the MPGs, Equation (2.28) can be rewrite as




A  refocusing pulse occurs at the end of the rst pulse of MPG. This ips the phases
of all spins (Figure 2.22 (b)). The second pulse of MPG is switched on at time t3 = t1 +
 and o at time t4 = t3 + . Each spin also experiences a phase shift (Figure 2.22 (c)):




The net phase shift at the end of the second pulse of MPG is
(x; t) = (2)(x; t)  (1)(x; t): (2.31)
Considering that two gradient pulses of MPG have the same duration (t2 - t1 = t4 - t3),
the second pulse cancels out the phase shift of a stationary spin generated by the rst
pulse. Since it does not move during the sequence, it experiences gradients with the same
amplitude through MPGs. In contrast, in case of a moving spin, there remains a residual
phase oset that depends on its path during the sequence as shown in Figure 2.22:









Since it moves during the sequence, it experiences gradients with the dierent amplitudes
through MPG and therefore, the net phase shift can be observed.
The phase shift of each spin causes decreases in MR signals. MR signals are calculated
with  cos and  sin and proportional to
p
( cos)2 + ( sin)2. Here,  cos and
 sin indicate x and y component of each magnetic moment , respectively. In MRI
measurement there are a lot of spins and we observe the net magnetization M which is
the vectorial sum of all the magnetic moments . When we consider three magnetization
moment and assume they remain stationary, we obtain M = 3 (Figure 2.23 (a)). If



















Figure 2.23: Net magnetization of three magnetic moments: three  with no phase shift
(a), with phase shift of 0 and  /3 (b), and with phase shift of 0 and  2/3 (c).
they move and experience dierent gradients, however, they obtain various phase shifts
depending on their position. For example, three  with phase shift of 0 and  /3 causes
M = 2 and three  with phase shift of 0 and  2/3 causes M = 0 as shown in Figures
2.23 (b) and (c). Therefore, the vectorial sum of these magnetic moments decrease because
of their various phase shifts. Consequently, this dephasing process decreases MR signals.
This is the principle of DWI.
2.3.3 Signal processing
As described in the previous subsections, DWI visualizes an amplitude of diusion as
a signal decrease by dephasing the magnetic moment of diusing water molecules. MR
signals obtained in DWI are determined by the net magnetization of water molecules.
Since the molecules obey the Gaussian distribution, we obtain a vectorial moment of a
magnetization 2 cos in x axis from two spin moments , which diuse along x axis in
a symmetry.
If we consider only the diusion along the x axis, the probability density distribution
P is expressed as

























dx = 1: (2.35)
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In contrast, the phase shift  of the moving water molecules is




and therefore, the net magnetization of moving water molecules is obtained by substituting





















































The last term of Equation (2.38) is diusion time.



















= exp ( bD) : (2.41)




= exp ( bD) : (2.42)
Here, S and S0 are the signal intensities of diusing water molecules with and without
phase shifts of their spins.
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In an actual measurement, we usually obtain S0 not applying the MPG in the sequence,
that is, it is used to normalize S obtained by applying the MPG in the sequence. S=S0 is
referred to as the normalized signal intensity and represents how much the signal intensity
decreases because of the diusion phenomenon of water molecules. As is obvious in
Equation (2.42), a larger diusion of water molecules which leads larger D results in
smaller S=S0, and otherwise results in larger S=S0. Moreover, as for b-value, Equation
(2.42) represents that we also obtain smaller S=S0 with larger b and larger S=S0 with
smaller b; we can describe that b-value is an important parameter which shows how much
we are trying to emphasize the eects of the water molecule diusion. It can be determined
on the apparatus.
2.4 Neural magnetic eld dependent fMRI (NMFD-
fMRI)
In the previous section, we stated that DW-fMRI can be expected as a more direct
method of fMRI compared with the conventional fMRI, which is based on the hemody-
namic response, because it could be sensitive to inuences of cell swellings caused by brain
activation. In recent years, however, it has been expected that new fMRI methods will
enable neural magnetic elds to be detected directly [23, 24, 25, 26, 27, 28, 29]. Although
no fMRI experiment has been reported in which neural magnetic elds have been success-
fully detected, some researchers claim that such elds are observable with MRI scanners
[24, 26, 28, 29]. If the new fMRI method can detect neural magnetic elds, it would pro-
vide the most direct measurement of fMRI methods. Researchers have been attempting
to detect changes in phase or magnitude of the magnetization generated by subtle and
transient alternations of static magnetic elds resulting from neural activities. However,
these changes are weak and may be dicult to detect. In addition, phase cancellation
induced by incoherent neuron orientation can inuence results obtained using this method
[23, 25].
In this section, we discuss the fMRI method based on direct detecting neural currents
or neural magnetic elds. First of all, we describe recent researches about this fMRI.
Second, we explain the principle of T1-weighted images obtained by means of spin-lock
imaging sequence. It has potential to detect oscillating magnetic elds such as neural
magnetic elds and is expected to be used for fMRI measurement.
2.4.1 Neural current fMRI
An fMRI method which is sensitive to neural magnetic elds is often referred to neural
current imaging or current imaging. It is similar to the conventional BOLD-fMRI be-
cause both methods are fundamentally highly localized alternations in the main magnetic
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eld of the scanner, which depend on the geometry of the source (vasculature or neural
bundle) and cause a phase shift and/or magnitude change [30]. The dierence between
BOLD and current fMRI is that the spacial and temporal resolutions, and the current
fMRI is expected to have higher resolutions than BOLD-fMRI; the sources which cause
alternations in the magnetic elds are dierent. Incidentally, if we consider the source of
current fMRI, it actually is the neural magnetic eld induced by neural currents which
ow along dendrites of neural cells. In our research, therefore, we call this fMRI method
directly targeting on magnetic elds generated by neural currents \neural magnetic eld
dependent (NMFD)-fMRI".
Singh et al. reported that they attempted to detect intrinsic neural magnetic elds
with 1.5 T MRI in 1994 [47]. They carried out the experiment with a standard multishot
SE imaging technique to detect phase changes induced by neural activities while human
subjects experience auditory stimulus. In their study, the ndings were negative; however,
the approach was innovative. The rst estimate of the minimal phase shift which can be
detectable with the achievable signal-to-noise ratio (about 6 degrees) was shown in this
study. It was also the rst report that a current phantom was used to simulate neural
activity.
In 1999, Bodurka et al. reported that they rst used EPI time series data to observe the
eects of injected current on MR phase and magnitude around the copper wire carrying
current [23]. They demonstrated that phase shifts on the order of 0.80.1 degrees (1.70.3
nT magnetic eld change) were detected and mapped.
Kamei et al. also published an eort at imaging neural currents in humans in 1999
[48]. In their study, they proposed the idea that the neural current eect is dependent in
one direction on the gradient polarity, while susceptibility eect are not. They suggest
that they successfully produced images of neural current distribution induced by neural
activities; however, the reproducibility of these results remain to be demonstrated. After
this work, this group also published another work on an RF pulsed-based method for
detecting transient neural currents [49].
In 2002, Bodurka et al. [24] published a study about NMFD-fMRI method. They
presented a straightforward but novel calculation for the expected eld change in a voxel
based on information from MEG, neuroanatomy and electrophysiology. Furthermore, in
addition to GE-EPI sequence, they used SE-EPI sequence with regard to enhancement of
high-temporal-frequency neural current eect and attenuation of less-high-frequency (<
10 Hz) articial phase shifts that can be caused by respiration or hemodynamic changes,
and uncharacterized signal drift. Finally, they concluded that they could detect magnetic
eld changes as small as 200 pT and lasting for 40 ms in a phantom which contains
wires by observing MR phase shifts. The sensitivity and exibility of the technique was
demonstrated by modulation of the temporal position and duration of the stimuli-evoked
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transient magnetic eld.
Konn et al. [25] provided a more complete theoretical and experimental validation
of previous work. They examined the feasibility of NMFD-fMRI and predict MR phase
and magnitude changes induced by neural currents based on the simulation; it modeled
neural currents as extended current dipoles located in a homogeneous conducting sphere
modeling the head. Simulation results suggested that a dipole of 4.5 nA could be detected
with MRI and established that phase shifts represents the better sensitivity to MR signal
changes than magnitude changes. Theoretical predictions were veried by experiments
using a dipole phantom and GE-EPI imaging with a 3 T MRI scanner; they found that
magnetic elds of 110  50 pT could be detected.
Another study was published by Xiong et al. [50] in 2003. They claimed success
in using MRI to directly map neural currents in humans. With visual stimulus, they
demonstrated a 1 % magnitude changes primarily in mortar cortex that occurred within
150 ms of the onset of the nger movement. In the experiment, special paradigm were
employed to achieve such a great temporal resolution.
Moreover, a NMFD-fMRI method using low-eld (LF) or ultra-low-eld (ULF) NMR
[51, 52, 53] has been attracting attention due to its advantage that they have much lower
main magnetic eld (a few micro teslas) compared to conventional MRI, and therefore they
can avoid possible problems of BOLD contamination and susceptibility artifacts. Kraus
Jr. et al. [51] presented a physical basis and an experimental evidence for the resonant
interaction between magnetic elds such as those produced by neural activities, with the
spin population in ULF-NMRexperiments. Using current phantoms, they demonstrated
that, in case of correlated zero-mean current distributions such that can be expected
to result from neural activities, resonant interactions will provide larger changes in MR
signals than those arising from MR phase shifts or MR magnitude changes observed in
high-eld MRI measurement.
Furthermore, Cassara et al. [52] investigated two methods of NMFD-fMRI using
LF-NMR: resonant mechanism (RM) scheme, which was rst described by Kraus Jr.,
and DC method. Nora et al. [53] mentioned two dierent techniques: a DC and an AC
mechanism (AC mechanism is referred to RM scheme in Cassara's study), and carried out
a phantom study to verify the application of these two measuring principles by means of
LF-NMR. Through the experiment, they found the resolution limits of the two measuring
procedures and concluded that it is necessary to improve the signal-to-noise ratio of
the measurement system by at least a factor of 38 in order to directly detect typical
human neural activities by means of LF-NMR. In addition, LF- or ULF-NMR has another
advantage of compatibility with other brain function investigation tools like MEG, EEG
and NIRS. Therefore, we can expect mulstimodal imaging acquisition techniques.
As we mentioned above, many researchers attempted to fMRI measurement by direct









Figure 2.24: Spin-lock prepared spin echo pulse sequence. Spin-lock module consisting
of two /2 pulses with a spin-lock pulse between them proceeds a conventional spin-echo
sequence. Bsl and Tsl are amplitude and duration time, respectively, of the spin-lock pulse.
detecting of neural currents; however they discussed a problem that we still do not know
the precise manner in which neural currents add up in the brain and how it produce
the magnetic eld uctuations that are detected at the surface by means of MEG. It is
indeed possible that signicant current polarity cancellation might take place at a spatial
scale of MRI, however, some researchers insist that it should produce a set of greater
magnetic elds at the \dipole" sources than those predicted by a simple model; it takes
into consideration a 100 fT eld at the surface of the scull and a radius cubed or radius
squared fallo in magnetic elds from the source, which is several centimeters away [30].
Recently, a new fMRI approach challenging to detect neural magnetic elds was re-
ported by Witzel et al. in 2008 [31]. They proposed that MR signal intensities decrease
owing to interactions between a pulse in the spin-lock imaging sequence [54], which is
one of sequences of MRI, and externally applied magnetic elds oscillating at its reso-
nant frequency. This phenomenon is called stimulus-induced rotary saturation (SIRS)
and has been demonstrated by means of simulations and phantom studies. Witzel et
al. used a dipole phantom and detected 1 nT at 1.5 mm from the dipole. Furthermore,
Halpern-Manners et al. reported fundamental studies on this fMRI approach [32]. They
used a loop coil phantom and mapped its magnetic eld to achieve the desired detection
sensitivity. In this approach, magnetic eld detection is not related to the observation of
changes in the phase or magnitude of the magnetization. Therefore, many issues related
to the cancellation of accumulated phase can be ignored. Moreover, it has an advantage
of being able to detect oscillating magnetic elds such as  (8{13 Hz) and  (25{150 Hz,
including high-) waves [55] because there is no limitation on imaging oscillating mag-
netic elds with frequencies above {10 Hz [32, 51]. We describe the mechanism of this
new NMFD-fMRI approach in Chapter 5.
2.4.2 Spin-lock imaging sequence
A spin-lock imaging is one of the MRI methods and it provides T1-weighted images. It
was rst described in 1955 [54], but has only recently been applied to biomedical MRI
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[56]. T1-weighted imaging is expected to create an alternative contrast mechanism to
conventional T1- and T2- weighted images. T1 is also called spin-lattice relaxation time
in the rotating frame and is somewhat of a hybrid between T1 and T2. Actually, it always
takes value between values of T1 and T2. Relaxation phenomenon of T1 in biological
tissues has been extensively researched and they showed the sensitivity of T1- weighted
imaging to physio-chemical processes (e.g., spin-spin interaction, chemical exchange) that
occur at small interaction frequencies which is typically 0.1{100 kHz [57].
The spin-lock imaging sequence, which is shown in Figure 2.24, consists of a spin-
lock module containing two /2 pulses with a long-duration and low-power RF pulse,
which is referred to as spin-lock pulse, between them and a conventional SE sequence.
The rst /2 pulse is applied parallel to the x-axis in order to ip the magnetization
into the transverse plane. The spin-lock pulse is applied as a second pulse and \lock"
the magnetization in the transverse plane forcing the transverse magnetization to relax
under the inuences of itself [58]. If the spin-lock pulse is appropriately aligned with
the transverse magnetization, the magnetization no longer relaxed according to T2, but
instead relaxes according to T1 [56]. The third pulse of the spin-lock module, a /2 pulse,
is applied in the inverse direction to the rst /2 pulse to restore the magnetization locked
in the transverse plane.
The spin-lock pulse generates a small new magnetic eld that is parallel to the magne-
tization ipped by the rst /2 pulse. If we denite the amplitude as Bsl, it is commonly
referenced in terms of the precession frequency (Bsl) [58]. In ordinary T2 relaxation, the
magnetization decays owing to dephased spin components. The presence of the spin-lock
eld prevents the dephasing and slows down the magnetization decay dramatically. This
is why T1 is longer than T2.
The signal obtained from the spin-lock imaging can be written as






where, S, S0 and Tsl are an observed signal intensity, a signal intensity without a decay
from T1 relaxation and a duration of the spin-lock pulse, respectively [58]. With the
Equation (2.43), we can measure the T1 parameter by acquiring a series of T1-weighted
images at varying Tsl. Moreover, using linear regression enables us to measure the T1 on
a pixel-to-pixel basis and create a quantitative spatial map of T1 values.
There is another characteristic of T1 relaxation. T1 and T2 are pure properties of tissue
and are virtually never aected by pulse sequence parameters [56]. Other than properties
of tissues, both of them are aected by static magnetic eld strength as described in
Section 2.1, and therefore, have always xed values in a specic MRI scanner. In contrast,
T1 is unique because its value is determined by not only properties of tissues and static
magnetic eld strength but also features of the applied spin-lock pulse, Bsl. We can change
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Bsl of the spin-lock pulse and it determine the precession frequency Bsl of the spin-lock
pulse, what we call spin-lock frequency. Therefore, we have to be aware that T1 depends
on the amplitude of spin-lock pulse and this dependence is referred to as \T1 dispersion".
In addition, in Figure 2.24, we showed an example of the spin-lock imaging sequence
which is based on the conventional SE sequence, however, it can be applied to most
imaging sequences of MRI by adding the spin-lock module at the beginning of the pulse
sequence of interest. For example, a 3D GE sequence with spin-lock module was developed
recently and it provides 3D images of T1-based contrast. Moreover, the combination of
the spin-lock module and the fast imaging such as EPI of FSE is eective to obtain images
with T1-based contrast for reduction of imaging time.

Chapter 3
Appropriate MPG Parameters for
DW-fMRI
DWI visualizes water self-diusion in microscopic structures such as cellular tissues by
using MRI; for measurements of living tissues, we need to consider restricted diusion
of water molecules. In the restricted diusion, signal intensities of DWI vary intricately
with MPG parameters.
In this chapter, we describe determination of appropriate MPG parameters for DW-
fMRI based on simulations and phantom studies. To determine appropriate MPG pa-
rameters for fMRI measurement, we investigated inuences of the MPG parameters on
signal intensities by the Monte Carlo simulation of motions of water molecules diusing
in restricted structures whose sizes were comparable to those of neurons. The simula-
tion results indicated that the signal intensities varied greatly depending on the MPG
parameters and the size of the restricted structures. According to this simulation, we
estimated values of MPG parameters that maximize dierences in DWI signal intensities
before and after cell swelling. The phantom studies also presented consistent results with
simulations.
3.1 Previous studies
Recently, an increased number of studies have used DWI for fMRI [11, 15, 16, 17, 14].
Hereafter, we call this method diusion weighted fMRI (DW-fMRI). Although several
groups propose the mechanism of signal changes in DW-fMRI following brain activation,
it is remain controversial. In some cases, an apparent diusion coecient (ADC), which
indicates an apparent amplitude of water molecules diusion considering the restricted
diusion, is referred to as signal changes originated from the brain activation because
we use it as an index of water diusion. It replaces the diusion coecient D in case of
restricted diusion and can be calculated by the DWI signal like D using Equation (2.42).
D. Le Bihan et al. reported that DWI could be used to visualize changes in tissue
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microstructure, and changes in the water ADC during neural activation would probably
reect transient microstructual changes of the neurons and/or glial cells during activation
[13]. Since the microstructual changes of neurons and/or glial cells would be directly
linked to neural events, observing such eects would have a signicant impact on the
imaging of brain activation.
In 2001, their group reported that a transient decrease in ADC of water molecules was
observed in the visual cortex of the human brain during a visual stimulus of a ickering
black-and-white checkerboard [11]. Although the decrease in ADC was less than 1 %,
it was signicant and reproducible, and moreover, its time course followed closely that
of the stimulus. They proposed that the origin of this change in the ADC depends on a
transient swelling of cortical cells based on the characteristics of DWI and early studies on
optical measurement; an early study of optical imaging techniques in tissue preparations
and in vivo have conrmed that there are intrinsic regional changes in light transmittance
during stimulation of synaptic pathways, which can attribute to cell swelling at the site
of action potential initiation [18].
In 2006, they revealed that an early physiological marker of neural activation can be
monitored to produce maps of cortical activation in the human brain with DWI [15].
In this report, they observed decreased water diusion following brain activation by the
fMRI experiments with visual stimulus. To investigate the observed changes in water
diusion, they modeled water diusion of the brain cortex as a slow diusion phase and a
fast diusion phase. Through this modeling and fMRI experiments, they found that the
slowly diusing water pool was expanding upon activation on the human visual cortex,
while the fast diusing pool was decreasing. Finally, they concluded that the transient
water diusion decrease observed upon activation primarily resulted from water phase
transition from the fast phase to the slow phase.
Moreover, in 2009 they observed temporal dynamics of changes in water diusion
and BOLD responses in brain cortex [17]. They compared these temporal dynamics
with changes of vascular hemoglobin content through near infrared spectroscopy. In this
measurement, the rise time for the DWI signal was statistically signicantly shorter than
that of the BOLD signal and vascular hemoglobin content, which is assumed to be the
fastest observable vascular signal. As a result, they suggested that the observed decrease
in water diusion reects events that occur earlier than the vascular responses and it is
originated from changes in the extravascular tissue. Another research also reported in
2009 by this group supported the faster response of fMRI measurement with DWI by
extracting the raw signal in volume of interest [14].
Another interpretation for stimulus-induced signal changes in DW-fMRI is proposed
by J. Kershaw et al. [16]. They analyzed data using a three-compartment signal model,
with one compartment being purely vascular and the other two dominated by fast- and




Figure 3.1: Simulation model with 2D circle structure. Radius of the circle is r. Water
molecules diuse in this restricted structure.
slow-diusing molecules in the brain tissue. In their experiment the stimulus-induced
signal changes can be decomposed into independent contributions from each of the three
components. As a result, they suggested that these decomposed responses are interpreted
in terms of the SE BOLD eect, and the signals produced by fast- and slow-diusing
molecules reecting sensitivity to susceptibility changes in arteriole/venule- and capillary-
sized vessels, respectively. Therefore, they concluded that signal changes in DW-fMRI was
not originated from the diusion phenomenon itself.
Tao et al. also investigated signal sources of ADC changes induced by neural activities
in DW-fMRI [19]. In their fMRI measurement, isourane-anesthetized cats were used.
They observed functional ADC changes and concluded that these changes arose from
mostly vascular origin not from tissue origin. Furthermore, Song et al. reported that
ADC changes during brain activation using DWI [20, 21, 22]. They investigated spatial
and temporal characters of ADC changes of DW-fMRI, and suggested capillaries and
upstream arterial contributions as sources of these functional ADC changes [20, 21]. In
addition, they performed DW-fMRI sutudies in human subjects and demonstrated that
the fucntional ADC changes were better localized compared to the BOLD contrast [22].
3.2 Simulation model
Neural cells in the brain mainly consist of cell bodies, dendrites and axons all of them
swell with brain activation [18]. In the simulation, we focused on water diusion around
cell bodies whose diameters were approximately 5-100 m [59], and modeled motion of
water molecules around the cell bodies with those in a 2D circle, which has a diameter of
the same value as the average distance of water molecules moving around the cell bodies.
The model used in the simulations is shown in Figure 3.1; it is a 2D circle with only
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1 component. We set the diameters 2r of this circle as about 10{50 m in order to
compare these values with the diameters of the cell bodies. Hereafter, we refer to the
diameter as \size of restriction". In the circle water molecules move according to the
normal distribution simulating the Brownian motion unless they reach the edge of the
circle. When a water molecule reaches the edge, its direction of motion is changed to
inside the circle as if they are bounced at the edge; the exact direction is symmetric with
the direction before the bounce making an axis of the line between the center of the circle
and bounce point (Figure 3.1). Namely, the edge of the circle acts like a barrier to the
water molecules. In addition, we ignore the permeation of water molecules because the
total volume of interest should be much larger than those containing water molecules
which permeate the barrier.
As described above, we employed quite simple model such as 2D circle with one com-
ponent to simulate the restricted diusion of water molecules around the neural cells; this
is because we prioritize simplicity and investigation of the inuence which barriers have
on the motion of water molecules in the restricted diusion over the reproducibility.
3.3 Simulation algorism
Simulations were conducted using Microsoft Visual C++. In the simulation, the obtained
signal is represented as normalized signal intensities, which can be obtained by dividing the
signal intensity with MPG by that without MPG, because it is usually used to emphasize
inuences of water diusion in actual DWI measurement.
1. We used an circle with a diameter of 2r in the 2D space as a simulation model
assuming water molecules can move only inside the circle. The center of the circle
is located on the origin of the orthogonal coordinate system.
2. We arranged Z water molecules whose default positions were distributed uniformly
in the circle.
3. We set t as a time step and renewed the position of each water molecule according
to the Einstein{Smoluchowski equation. We renewed the positions of each water
molecule according to a normal distribution with mean 0 and variance 2Dt in
each direction as follows:
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pk(t+t) = pk(t) +N [a;C] (3.1)










where pk(t + t) is the position of each water molecule, and N [m, 
2] is a 2D
random number following a normal distribution with mean m and variance 2. In
addition, D is the diusion coecient of water molecules. When a water molecule
reached the edge of the circle during the time step, we renewed its position so that
the water molecule was reected at the edge.
4. We renewed the phases of transverse magnetization in each water molecule, while
MPG was applied according to the Stejskal-Tanner plus sequence shown in Figure
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where gx and gy are the amplitudes of MPG along the x- and y-axis, respectively.
In addition, all phases were inverted when the  RF pulse was applied. The phase
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where the rst MPG was applied at t = 0 and TE is an echo time.
5. We calculated the normalized signal intensity E of DWI from the phases of trans-
verse magnetization as follows:


















k = k;x + k;y
where S is the signal intensity with MPG and S0, that without MPG.
6. We obtained the nal normalized signal intensities by repeating the same procedure
R times and calculating the average of all normalized signal intensities.
3.4 Setting of simulations
As stated at the beginning of this section, we performed simulations of DWI to determine
appropriate parameters for fMRI measurements with the DWI method. Considering the
use of DWI as fMRI, dierences of the normalized signal intensities between before and
after the brain activation should be markers of neural activities; therefore, the dierences
should be maximized for better measurements of fMRI.
Equation (2.42) shows that the normalized signal intensity depends on the diusion
coecient D and the b-value. In DW-fMRI, the apparent diusion coecient ADC
replaces the diusion coecient D as stated in Chapter 2; and therefore, Equation (2.42)
can be rewrite as;
S
S0
= exp ( b  ADC) : (3.5)
As a result, the normalized signal intensity depends on ADC and b, and we have to
nd out appropriate values for them to carry out DW-fMRI measurement. First of all,
ADC is determined by an intrinsic diusion coecient D of water molecules and a size
of regions where molecules can move (e.g., the diameter of the circle 2r in our simulation
model). Thus, only the latter component should be considered because the intrinsic
diusion coecient is xed. Second, b is a complicated parameter and depends on three
parameters, the amplitude g, the duration time  and the separation time  of MPG as
shown in Equation (2.39). Since all these three parameters can be decided on apparatuses,
we have to take these three parameters into consideration.
Therefore, we introduced the other parameter `q-value', which is usually used in q-
space imaging (QSI) [60, 61], to use in DW-fMRI as a typical parameter of DWI with
restricted diusion. QSI can measure the microscopic construction of the object based
on the DWI with restricted diusion and indicates an impact of the restriction of the
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construction on the normalized signal intensities; it is considered to be eective in DW-
fMRI to choose the q-value as a parameter to investigate because water diusion in living
bodies is the restricted diusion.





As  is xed for the proton, the q-value depends on g and . Here, if we x g, the q-value
can be determined only by ; and therefore it can be used as a DWI parameter instead
of . Actually, it is preferable to use a large value for g so that we choose wide range of
values for other parameters. Once we x g,  determines q, and  and  determines b
(Equation (2.39)). Consequently, b and q replaces  and . In this chapter, we focused
on b-value and q-value to investigate appropriate values for DW-fMRI by the simulations
because they are the parameters that can be determined on the apparatus, while the size
of region and the diusion coecient are characteristics of a tissue of interest.
In the simulations, we rst performed the case of free diusion to conrm the validity
of the simulation and that of restricted diusion to understand the inuences of param-
eters b-value and q-value on the normalized signal intensities of DWI. Furthermore, we
investigated appropriate values for these two parameters by calculating dierences of the
normalized signal intensities between before and after the diameter of the circle 2r changed
assuming the cell swellings. We obtained the dierences E by subtracting the normal-
ized signal intensities after cell swelling from those before cell swelling and the normalized
value E/E by dividing the dierences by the normalized signal intensities E befrore the
cell swelling.
3.4.1 Free diusion
There were nine parameters to determine in the simulation: the number of water molecules
Z, the time step t, the repetition number of the simulation M , the diusion coecient
D, the size of restriction (the diameter of the circle) 2r, the duration time  and separation
time  of MPG, the amplitude of the x and y component, gx and gy, of MPG. The rst
three parameters, Z, , and R, were necessary for the simulation algorism and the next
two parameters, D and 2r, determined ADC; D was xed to the diusion coecient of
water molecules. The last four parameters determined b-value and q-value. As for gx and
gy, the sum of squares of them g can decide gx = gy as
p
2g because we assumed gx = gy.
Initially, to nd out the values for Z and t which produce sucient accuracy we
obtained the simulation results while changing them. Through the simulation R was set
to 10. Moreover, the simulation in case of the free diusion requires the size of the region
to be suciently large compared with the motion of water molecules; and therefore we
dened 2r much larger than D. With these settings, we conrmed the accuracy of the
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Table 3.1: Parameter sets for simulation with variation of Z.
Z t[s] D[mm2/s] g[mT/m] [ms] [ms] R b[s/mm2] q[/mm]
102





Table 3.2: Parameter sets for simulation with variation of t.
Z t[s] D[mm2/s] g[mT/m] [ms] [ms] R b[s/mm2] q[/mm]
106
1
1.610 3 400 2.936 11.111 10 1000 5010
100
1000
simulation by comparing the normalized signal intensity obtained from the simulation E
and the theoretical equations (Equation (2.42)) E 0 (=S/S0). They provide an error P as
follows;
P =
E   E 0
E 0
 100: (3.7)
Z varies from 102 to 106 xing t to 100 s, while t varies from 1 to 1000  xing Z
106. Among the rest of parameters, D took the value of 1.6  10 3 mm2/s, which was
the diusion coecient of puried water obtained by the DWI measurement. In addition,
b and q took the values of 1000 s/mm2 and 50 /mm, which were reasonable for the 7 T
MRI apparatus, xing g,  and  to 400 mT/m, 2.936 ms and 11.111 ms, respectively.
Table 3.1 and 3.2 show these parameters with variations of Z and t, respectively.
After the verication of the simulation and the determination of Z and D, choosing
values for those parameters which provided sucient accuracy, we performed the similar
verication of the simulation with variations of rest of parameters: D, b, q and g. Tables
3.3{3.6 show parameters for these verication in detail.
3.4.2 Restricted diusion
The simulation of restricted diusion also requires the nine parameters mentioned in case
of the free diusion above. Among the parameters, we chose the same values for the
parameters dened for simulation algorism, Z, , and R. D also took the same value
as in the simulation of free diusion because the object was also the diusion of water
molecules. Table 3.7 shows these parameters which were xed through the simulation.
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Table 3.3: Parameter sets for simulation with variation of D.
Z t[s] D[mm2/s] g[mT/m] [ms] [ms] R b[s/mm2] q[/mm]
106 100
0.510 3






Table 3.4: Parameter sets for simulation with variation of b.
Z t[s] D[mm2/s] g[mT/m] [ms] [ms] R b[s/mm2] q[/mm]










Table 3.5: Parameter sets for simulation with variation of q.
Z t[s] D[mm2/s] g[mT/m] [ms] [ms] R b[s/mm2] q[/mm]
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Table 3.6: Parameter sets for simulation with variation of g.














Table 3.7: Parameters in simulations of restricted diusion. The value of Z, t, D, R is
used through the simulations.
Z t[s] D[mm2/s] M
106 100 1.610 3 10
As for 2r, we chose values of 10, 20, 30, 40 and 50 m in order to compare them with
the size of the cell bodies [59]. The rest of parameters, which we can determine on the
apparatus and use to set b-value and q-value, were varied in order to investigate the
inuences of b-value and q-value on the normalized signal intensities of DWI. Although
it is impracticable, g was xed to 20000 mT/m to acquire results with wide range of b
and q. We employed  and  as shown in Table 3.8 to acquire b of 1000, 2000 and 3000
s/mm2, and q of 0.1{300 /mm with each b, respectively.
3.4.3 Determination of appropriate values for parameters
After the verication of the simulation and the investigation of inuences of the parameters
b-value and q-value, which we determine on the apparatus, on the normalized signal
intensities by the simulations of free and restricted diusion, we also performed the other
simulation of the restricted diusion to determine appropriate values of the parameters
b-value and q-value for DW-fMRI. In DW-fMRI, the marker of neural activities appear
as the signal dierences of DWI between activated and rest conditions. In the simulation
for the appropriate values for the parameters, we assumed that changes in the diameter
of the modeled circle reected the changes in the neural cells of interest. Incidentally, the
size of neural cell bodies in the human brain ranges approximately from 5 to 100 m [59],
and rates of swelling of neural cells related to neural activities or brain diseases remains
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Table 3.8: Parameters used in simulations of restricted diusion. 2r is assumed to be 10,
20, 30, 40, and 50 m.



















unrevealed. Considering these facts, we therefore postulated that the region around neural
cells with the size of restriction was 10 m, that is, the diameter of the modeled circle 2r
was 10 m. By changing the diameter to 10.1, 10.5 and 11.0 m, which indicated that
the swelling rate of the region were 1, 5 and 10% in diameter, respectively, we obtained
the dierences of the normalized signal intensities between before and after the changes
of 2r; hereafter we referred the dierences as the normalized signal dierences.
We used the same values as those of Subsection 3.4.2 as shown in Table 3.7 for the
parameters of the simulation itself: Z, t, D and R. In this subsection, we assumed
two types of MR scanner for the DW-fMRI through the simulation: 7 T and 3 T MR
scanners. Since the maximum amplitude of the MPG was approximately 400 and 25
p
2
mT/m for 7 T and 3 T MR scanners, respectively, we set g to 400 and 25
p
2 mT/m.
Moreover, b took 1000, 2000 and 3000 s/mm2 as used in Subsection 3.4.2, and q took the
values with these g and b as follows: while g was 400 mT/m, q was 10{86 /mm with b of
1000 s/mm2, 10{108 /mm with b of 2000 s/mm2 and 10{124 /mm with b of 3000 s/mm2,
and while g was 25
p
2 mT/m, q was 10{38 /mm with b of 1000 s/mm2, 10{48 /mm with
b of 2000 s/mm2 and 10{55 with b of 3000 s/mm2. Incidentally, the minimum q was 10
/mm in the every condition because too small q causes too short  and too long , which
was obvious from the Equations (2.39) and (3.6). As  has a limitation to be shorter
than TE (approximately 95 ms in usual) in DWI, the long  prolong TE and it degrades
SNR of obtained images. In addition, the imaging time will also become longer; it is not
practicable for DW-fMRI. We therefore set the minimum value of q to 10 /mm to make 
shorter than several hundreds ms at most. Furthermore, q has also a limitation because 
must be shorter than . We calculated the maximum value which satises that condition
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Table 3.9: Parameter sets used in simulations for determination of appropriate values of b
and q，when g=400 mT/m. Diameter of the simulation model is assumed to chage from
10.0 m to 10.1, 10.5, and 11.0 m.



















Table 3.10: Parameter sets used in simulations for determination of appropriate values of
b and q，when g=25
p
2 mT/m. Diameter of the simulation model is assumed to chage
from 10.0 m to 10.1, 10.5, and 11.0 m.
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Figure 3.2: Phantom consisted of a plastic tube, puried water and four glass plates with
capillaries. The plastic tube and the capillaries were lled with puried water.
3.5 Setting of phantom study
Phantom study supported the validation of the simulation in case of restricted diusion
and the investigation of the inuences of the parameters b-value and q-value. We prepared
the phantom, which has cylindrical regions with diameters and a length of 6{50 m and 2
mm, respectively, inside it, to carry out the MR imaging of water molecules whose motions
are restricted. We actually observed the normalized signal intensities as MR images from
water molecules moving inside the cylindrical regions.
3.5.1 Phantom
The phantom consisted of a plastic tube, puried water and two glass plates with cap-
illaries (Hamamatsu photonics K.K., Hamamatsu, Japan). We showed the phantom in
Figure 3.2. The glass plates, which we called capillary plates, had a countless number of
capillaries with the same diameter in each plate and all those thickness was 2 mm. They
are xed inside the plastic tube with acrylic pipes whose diameter was a size smaller than
that of the plastic tube. The capillaries were arranged perpendicular to the plates and
uniformly distributed on the plate; the capillaries with diameters of 10 and 20 m, respec-
tively. Figures 3.3 and 3.4 show the four capillary plates located in a beaker and images
of the capillary plates with the diameter of 10 and 20 m, magnied with an optical
microscope by 20 and 50 times, respectively. Ahead of putting the capillary plates inside
the plastic tube, we washed the capillary plates with an ultrasonic cleaning equipment
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Figure 3.3: Capillary plates used in the imaging experiments.
Figure 3.4: Images of capillary plates which were magnied with optical microscope. The
upper and lower column shows images of the capillary plates with 10 and 20 m capillaries,
respectively, and the left and right low show images with the magnication of 20 and 50
times, respectively.
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Figure 3.5: Ultra sonic cleaning equipment.
(Yamato Scientic Co., Ltd., Tokyo, Japan) shown in Figure 3.5. An oscillating frequency
was 42 kHz and we set the temperature of water for washing to 55 degrees. After washing
the capillary plates for 1 hour, we put them inside the plastic tube not to mix air bubbles
there.
Imaging condition
The imaging equipment was 7 T MR imaging scanner, BioSpin (Bruker), which is origi-
nally used for animal experiments. Figure 3.6 shows the MR imaging scanner; it used a
quadrature coil whose diameter was 72 mm as a RF coil. We placed the above-mentioned
phantom in the quadrature coil.
We chose multi-shot SE-EPI sequence, which is shown in Figure 2.21 for DWI mea-
surements of the phantom. The number of the shot was 16. We set parameters for the
MPG in the same way as the simulation of restricted diusion stated in Subsection 3.4.2;
xing g and choosing b and q determined the required  and . As for g, we xed gx and
gy to 200
p
2 mT/m, which was the maximum value set on the apparatus, producing g of
400 mT/m. Here, we dened the plane of capillary plate as x-y plane and the axis which
is parallel to the capillaries as z axis. With xed g of 400 mT/m, we set b to 1000, 2000
and 3000 s/mm2 similar to the simulation of restricted diusion; and therefore, we set q
to 20{60 /mm with b of 1000 s/mm2, 25{80 /mm with b of 2000 s/mm2, and 30{95 /mm
with b of 3000 s/mm2, considering the limitation of the apparatus. Table 3.11{Table 3.13
show parameter sets of MPG with b of 1000, 2000 and 3000 s/mm2, respectively.
Moreover, we set parameters for imaging as follows: eld of view (FOV) of 40 mm 
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Figure 3.6: MR scanner used for DWI measurement.
Table 3.11: Parameter set of imaging experiments with b of 1000 s/mm2
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Table 3.12: Parameter set of imaging experiments with b of 2000 s/mm2
















Table 3.13: Parameter set of imaging experiments with b of 3000 s/mm2
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Figure 3.7: Pixels used for calculation of normalized signal images. We divided the
image data with MPG by those without MPG. We acquired the average and the standard
deviation of pixels surrounded by a red line.
40mm, matrix size of 128  128, slice thickness of 1 mm; we also set TE to 80 ms with
b of 1000 s/mm2 and 100 ms with b of 2000 and 3000 s/mm2. In every imaging scan,
we obtained two slices, each of which contained the capillary plate at once with these
parameter sets. In addition to these imaging experiments, we acquired one more image
set of two capillary plates not applying MPG to obtain the normalized signal intensities.
Imaging processing
We used MATLAB for image processing. The obtained MR images were stored in dicom
format with slice by slice. We read the dicom images into the MATLAB as image data
of 128  128 pixels and each pixel has a MR signal intensity which were acquired at
the position of the pixel. To calculate normalized signal intensities, we divided all the
image data with MPG by that without MPG. We therefore chose pixels of the divided
image data surrounded by a red line shown in Figure 3.7 to avoid contaminations of noise
and artifacts, and acquired the average and the standard deviation of those pixels as the
normalized signal intensity. The same processing was applied to all the parameter sets.
3.6 Results
3.6.1 Simulations for free diusion
Tables 3.14 { 3.19 show the results of simulations for free diusion: normalized signal
intensities E and their errors P for the calculated normalized signal intensities obtained
from the theoretical equation (Equation (2.42)) E 0 as expressed in Equation (3.7) with
the variations of Z, t, D, b, q and g, respectively.
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Table 3.14: Normalized signal intensities and errors for simulations with variation of Z.
Z E 0 E P [%]
102 0.202 0.226 11.797  25.360
103 0.202 0.205 1.666  12.175
104 0.202 0.202 0.169  3.232
105 0.202 0.203 0.535  0.910
106 0.202 0.202 -0.065  0.310
Table 3.15: Normalized signal intensities and errors for simulations with variation of t.
t[s] E 0 E P [%]
1 0.202 0.202 -0.118  0.171
10 0.202 0.202 0.095  0.495
100 0.202 0.202 0.144  0.284
1000 0.202 0.204 0.959  0.248
Table 3.16: Normalized signal intensities and errors for simulations with variation of D.
D[mm2/s] E 0 E P [%]
0.510 3 0.607 0.607 0.014  0.076
1.010 3 0.368 0.368 -0.007  0.137
1.510 3 0.223 0.223 -0.087  0.273
2.010 3 0.135 0.136 0.153  0.368
2.510 3 0.082 0.082 -0.010  0.880
1.610 3 0.202 0.202 -0.122  0.386
Table 3.17: Normalized signal intensities and errors for simulations with variation of b
().
b[s/mm2] [ms] [ms] E 0 E P [%]
500 2.936 6.045 0.449 0.449 0.012  0.117
1000 2.936 11.111 0.202 0.200 0.080  0.264
1500 2.936 16.177 0.091 0.091 0.319  0.795
2000 2.936 21.243 0.041 0.041 -0.063  1.595
2500 2.936 26.309 0.018 0.018 -0.458  3.349
3000 2.936 31.375 0.008 0.008 -2.046  10.177
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Table 3.18: Normalized signal intensities and errors for simulations with variation of q (,
).
q[/mm] [ms] [ms] E 0 E P [%]
10 0.587 253.499 0.202 0.202 0.017  0.313
20 1.174 63.717 0.202 0.202 -0.034  0.287
30 1.761 28.732 0.202 0.202 -0.124  0.151
40 2.349 16.614 0.202 0.202 0.007  0.339
50 2.936 11.110 0.202 0.202 0.071  0.450
60 3.523 8.210 0.202 0.202 0.106  0.314
70 4.110 6.539 0.202 0.202 0.034  0.309
80 4.697 5.524 0.202 0.202 -0.098  0.379
Table 3.19: Normalized signal intensities and errors for simulations with variation of g.
g[mT/m] E 0 E P [%]
100 0.202 0.202 -0.162  0.266
200 0.202 0.202 -0.145  0.466
300 0.202 0.202 -0.081  0.270
400 0.202 0.202 -0.048  0.428
500 0.202 0.202 0.047  0.421
600 0.202 0.202 -0.002  0.337
700 0.202 0.202 0.059  0.152
800 0.202 0.202 0.084  0.325
900 0.202 0.202 -0.021  0.222
1000 0.202 0.202 0.022  0.404
10000 0.202 0.202 0.268  0.409
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First of all, the parameters which determine accuracy of simulations, Z and t, had
great impacts on errors. Table 3.14 demonstrates that a large value of Z enhances simula-
tion accuracy. This is probably because the distribution of phase change of each molecule
was biased and therefore, the normalized signal intensities did not followed the theoretical
equation in case of a small value of Z. As for t, Table 3.15 indicates that a small value of
t enhances simulation accuracy. Too large value of t is considered to cause degradation
in accuracy because it decreases the number of renewal of the molecules' positions and
phases. Therefore, a large value of Z and a small value of t are preferable to obtain high
accuracy. Here, Table 3.14 shows the error of -0.06% for Z of 106, which presents sucient
accuracy. Table 3.15 also shows that we obtain sucient accuracy with a maximum of
0.15% error if we chose t of 1, 10 or 100 s; t of 100 s is preferable considering the
calculation time. Consequently, as stated in Section 3.4, we chose Z of 106 and t of 100
s as parameters determining the simulation accuracy through our simulations.
Secondly, we showed the simulation results of free diusion with the determined Z
and t in Tables 3.16 { 3.19. They indicate that we can obtain sucient accuracy with
almost all the parameter sets; the errors between the simulation results and theoretical
values are smaller than 1%. These results suggest that our simulation with Z of 106 and
t of 100 s guarantees the sucient accuracy with possible parameters of DWI in case
of free diusion.
In addition, we xed R for 10 all through the simulations to avoid increases of simu-
lation time although we can expect higher accuracy with a larger value of R.
3.6.2 Simulations for restricted diusion
Figure 3.8 shows that the simulation results in case of restricted diusion with the vari-
ation of q-value. Figure 3.8 (a), (b) and (c) show the normalized signal intensities E at
each diameter of the circle with b of 1000, 2000 and 3000 s/mm2, respectively. From these
results, we conrmed that normalized signal intensities decrease with the increase of the
q-value under all conditions. If the b and the g are xed, a shorter  and a longer  are
obtained, and a lower q is also obtained according to Equations (2.39) and (3.6). When
the separation time is long, the elapsed time between a pair of MPG is also long and
water molecules move long during that time. Thus, with a small q-value, the time during
which water molecules collide against the edge of the circle increases, and the normal-
ized signal intensities are strongly aected by the restricted diusion of water molecules.
Consequently, the normalized signal intensities with the smallest q-value decrease mini-
mally and are approximately equal to 1.0. As the q-value increases, the normalized signal
intensities largely decrease and approach to those obtained in case of free diusion.
In addition, Figures 3.8 (a), (b) and (c) indicate that normalized signal intensities
begin to decrease from 1.0, approaching that obtained in case of free diusion at dierent
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Figure 3.8: Normalized signal intensities, as function of various q, for 3 dierent b of 1000
s/mm2 (a), 2000 s/mm2 (b) and 3000 s/mm2 (c). Dotted lines indicate normalized signal
intensities in free diusion.
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Figure 3.9: MR images of slices including capillary plate with capillaries of 10 m in
diameter while b was xed to 1000 s/mm2. The rst half of images are MR images
without MPG and the others are those with MPG applied along both x- and y- axis. The
q was set to 20, 25, 30, 35, 40, 45, 50, 55 and 60 /mm in order from left upper side.
q-value and various diameters. The normalized signal intensities begin to decrease from 1.0
at smaller q-value with larger diameters. Similarly, the normalized signal intensities also
approach those obtained in case of free diusion at smaller q-value with larger diameters.
This is because the larger diameters increase the size of the restricted structure in which
water molecules can diuse, and therefore, normalized signal intensities are less aected by
the restriction. Moreover, we also found that normalized signal intensities decrease with
an increase of b-value, which is obvious from Equation (2.42). Finally, we investigated the
relationship between the q-value and normalized signal intensities of DWI by observing
the inuences of the duration and the separation time on normalized signal intensities
obtained in case of restricted diusion. Our results suggest that the q-value has a great
impact on DWI measurement where the restricted diusion is dominant and that the
q-value should be carefully set similar to the b-value.
3.6.3 Comparison between simulation and phantom study
Figures 3.9 { 3.14 show MR images of the capillary phantom obtained by the DWI mea-
surements. Figures 3.9 { 3.11 display the images of slices including the capillary plate
with capillaries whose diameter is 10 m while b is xed to 1000, 2000 and 3000 s/mm2.
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Figure 3.10: MR images of slices including capillary plate with capillaries of 10 m in
diameter while b was xed to 2000 s/mm2. The rst half of images are MR images without
MPG and the others are those with MPG applied along both x- and y- axis. The q was
set to 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75 and 80 /mm in order from left upper side.
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Figure 3.11: MR images of slices including capillary plate with capillaries of 10 m in
diameter while b was xed to 3000 s/mm2. The rst half of images are MR images without
MPG and the others are those with MPG applied along both x- and y- axis. The q was
set to 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90 and 95 /mm in order from left upper
side.
66 CHAPTER 3. APPROPRIATE MPG PARAMETERS FOR DW-FMRI
Figure 3.12: MR images of slices including capillary plate with capillaries of 20 m in
diameter while b was xed to 1000 s/mm2. The rst half of images are MR images without
MPG and the others are those with MPG applied along both x- and y- axis. The q was
set to 20, 25, 30, 35, 40, 45, 50, 55 and 60 /mm in order from left upper side.
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Figure 3.13: MR images of slices including capillary plate with capillaries of 20 m in
diameter while b was xed to 2000 s/mm2. The rst half of images are MR images without
MPG and the others are those with MPG applied along both x- and y- axis. The q was
set to 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75 and 80 /mm in order from left upper side.
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Figure 3.14: MR images of slices including capillary plate with capillaries of 20 m in
diameter while b was xed to 3000 s/mm2. The rst half of images are MR images without
MPG and the others are those with MPG applied along both x- and y- axis. The q was
set to 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90 and 95 /mm in order from left upper
side.
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Figure 3.15: Plots of normalized signal intensity E of simulations and DWI measurement
of phantom. We chose the variation of q and xed b of 1000 s/mm2.
The rst half of images are MR images without MPG, which we call b0 images, and the
others are those with MPG applied along both x- and y- axis. Figures 3.12 { 3.14 also
display the images of slices including the capillary plate with capillaries whose diameter
is 20 m while b is xed to 1000, 2000 and 3000 s/mm2; the rst half of images are MR
images without MPG and the others are those with MPG. We can observe great eect
of noises or artifacts in Figures 3.10, 3.11, 3.13 and 3.14 than Figures 3.9 and 3.12. The
reason may be that the large b-value largely decreases the signal intensities of MR images
with MPG as noted in Equation (2.42), and therefore, SNR deteriorates greatly. Thus,
we decided to investigate the MR images with b of 1000 s/mm2 considering the diculty
of processing MR images with b of 2000 and 3000 s/mm2 owing to great eect of noises
and artifacts.
Figure 3.15 shows the comparison between the normalized signal intensities of the
simulation and the DWI measurement; the solid lines and the dots with error bars of
the standard deviation (SD) indicate the normalized signal intensities calculated from the
simulation and the averaged normalized signal intensities of the ROI obtained from DWI
measurement, respectively. In the simulation for the comparison with the DWI measure-
ment, the same parameters used in the DWI measurement was used. Both of the results
presented the same tendency with 2r of 10 and 20 m. Although the largest dierence
between the normalized signal intensities of the simulation and the DWI measurement
was -11.773± 2.079% with 2r of 10 m, it was less than 1SD of the result of DWI mea-
surement. In the case with 2r of 20 m, the largest dierence was -2.774± 10.989%,
which was less than 2SD.
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3.6.4 Determination of appropriate parameters
We investigated the parameters, especially q-value and b-value, that enhance normalized
signal dierences in DWI measurements when the size of restriction changes. The simu-
lation produced the normalized signal dierences assuming that the diameter of the cell
body increased from 10.0 to 10.1, 10.5, and 11.0 m due to cell swelling. Figures 3.17 (a),
(b) and (c) show the normalized signal dierences with the variation of q, while b is set
to 1000, 2000 and 3000 s/mm2, respectively. We chose 400 mT/m for g to assume MR
scanners with B0 of 7 T. Figures 3.16 (a), (b) and (c) also show the normalized signal
dierences with g of 25
p
2 assuming MR scanners with B0 of 3 T; the b was also set to
1000, 2000 and 3000 s/mm2.
MPG parameters that are appropriate for DW-fMRI should cause the large normalized
signal dierences between before and after swelling. As for results with g of 400 mT/m,
Figure 3.17 (a) demonstrates that q of 80 /mm, which is the largest value, maximizes the
dierences with every swelling ratio. Figure 3.17 (b) also shows that the largest q-value
provides the largest dierences in every swelling ratio. We, however, observed the largest
dierences with q of approximately 80 /mm with b of 3000 s/mm2 in Figure 3.17 (c), which
indicates that the largest q-value does not always maximize the dierences. Moreover, we
found that the largest q-value provided the largest dierences with every swelling ratio
in Figures 3.16 (a), (b) and (c), when we set g to 25
p
2; this may be because the small
value of g limits the range of the q-value.
In addition to the q-value, we should consider an appropriate b-value. As mentioned
above, while g was xed, we had the similar tendency of the q-value dependence on
normalized signal dierences. The results showed that the large b-value caused large
dierences.
3.7 Discussion
First of all, the simulations for free diusion showed that the parameters Z of 106 and t
of 100 s were suitable to simulate the motions of water molecules. It also showed that we
could obtain sucient accuracy using these parameters in the simulation by comparing
the simulation results with the normalized signal intensities calculated with the theoretical
equation.
Second, the simulations for restricted diusion indicated that the normalized signal
intensities of DWI signicantly depended on q-value as well as b-value. While the b-value
is well known as the important parameter for DWI, the q-value has not been focused on.
However, as is evident from the results, the q-value has a large inuence on the signal
intensities in case of restricted diusion; the dotted lines in Figure 3.8 showed the results of
free diusion and they did not depend on the q-value. The q-value is dened as Equation
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Figure 3.16: Normalized signal dierences E/E, as function of various q, for 3 dierent
b of 1000 s/mm2 (a), 2000 s/mm2 (b) and 3000 s/mm2 (c), when g=400 mT/m.
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Figure 3.17: Normalized signal dierences E/E, as function of various q, for 3 dierent




(3.6) and determined by gyromagnetic ratio , the amplitude g and the duration time
 of MPG. For the DWI measurement,  is xed because we just focus on protons, and
therefore, the q-value is determined by g and . In the simulation, to observe the impact
of the q-value with wide range of values we set q from 0 to 300 /mm assuming g of 20000
mT/m. Consequently, we could observe how the q-value aected the normalized signal
intensities of DWI based on its relationship to the duration time and the separation time
of MPG as we stated in Subsection 3.6.2; we propose the importance of q-value for DWI.
Furthermore, the phantom studies with capillary plates revealed that the normalized
signal intensities of DWI changed depending on both of the b-value and q-value; they
decreased with increasing q-value as the simulations showed. The comparison between
the simulation results and the results of phantom studies showed that they had the same
tendency for the q-value dependence; this result suggests that we could properly simulated
the motions of water molecules and acquired signals for DWI measurement.
Thereafter, the simulation results of determination of appropriate parameters demon-
strated that the normalized signal dierences between before and after cell swelling change
with various q-values; similar tendencies were observed in all b-values. As shown in Fig-
ures 3.16 and 3.17, we could obtain the larger dierences with larger b-values thus, we
should select a large b-value as the appropriate MPG parameter for DW-fMRI. However,
if we select a large b-value such as b of 2000 s/mm2 or 3000 s/mm2, we acquire too-large
reduction in signal intensities, as well as noisy images in actual imaging. Hence, though
we should select as large a b-value as possible, it must not be so large as to be greatly
inuenced by noise, in which case, we would need to improve the SNR.
Moreover, we discuss the q-value dependence of the normalized signal dierences. As
for the case with g of 400 mT/m, the normalized signal dierences largely depended on
the q-value and the dierences reached the peak value at the q-value of approximately
80 /mm with all the b-values. The resuts indicated that there exist appropriate values
for the q-value in every settings to emphasize the normalized signal dierences caused by
the change in the size of restriction. Therefore, we should choose appropriate values for
q-value in DW-fMRI.
The simulation with g of 25
p
2 mT/m showed similar results with those with g of
400 mT/m; the normalized signal dierences largely depended on the q-value. However,
the range of q-value was smaller than that in the simulation with g of 400 mT/m, and
therefore, the normalized signal dierences were also smaller than those of that simulation
with all the b-values. The results indicate that we can obtain the larger dierences with
the larger q-value with g of 25
p
3 mT/m. In addition, since the 3 T MR scanner requires
at least 3 ms for the  pulse between MPG, the q-value that we can set on the apparatus
is limited in actual measurements as follows: 36, 46 and 53 /mm for b of 1000, 2000 and
3000 s/mm2, respectively. Considering these facts that the 3 T MR scanner provides the
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small amplitude of MPG and there is 3 ms required for  pulse, we should choose as large
values as possible with the current apparatus for DW-fMRI.
Additionally, in actual measurements the normalized signal dierences has to be dis-
tinguished from noise. The noise of MR images depend on the MR scanner, sequence and
condition that we use. In the study, we investigated appropriate values for the parameters
based on the simulations, we did not considered the SNR of MR images. However, Le
Bihan et al., who achieved imaging studies of DW-fMRI, reported that they could detect
dierences of MR signals and observed the dierences by 1.73{2.02% with a 3 T MR
scanner using b of 1800 s/mm2 and TE of 87 ms [15]. Here, in our simulations, which we
assumed the 3 T MR scanner, the parameter set with b of 1000, 2000 s/mm2 and assumed
TE of 135 ms (at most) are similar to their values. The results acquired with the setting
showed the normalized signal dierences by approximately 2{5%. The value of TE that
we used was longer than that used by Le Bihan et al. and we expect the larger decay
of the normalized signal intensities and the decrease of SNR, however, we can solve this
problem by choosing b of 1000 s/mm2. Therefore, the comparison of our simulation results
with those by Le Bihan et al. suggests that the normalized signal dierences observed
in our simulations are detectable in DWI measurement. However, further investigations
such as improvement of SNR or suppression of inuences of noises or artifacts are still
necessary to detect smaller dierences of MR signal.
Chapter 4
An explanation of signal changes in
DW-fMRI
In the previous chapter, we showed the importance of choosing certain DW-fMRI pa-
rameters and observed the inuences of these parameters on the DWI signal intensities
by using Monte Carlo simulations [62]. In that study, we employed a simple 2D circle
simulation model with only one compartment to determine the inuence of the size of the
restricted structures and to simplify the required calculations. We assumed the presence
of water molecules around cortical cells while ignoring the dierences between intracellu-
lar and extracellular regions. Thus, we could not simulate the changes in water diusion
in the intracellular and the extracellular regions simultaneously.
In the present chapter, we improved our simulation model to a 3D cube with two
compartments, corresponding to the intracellular and extracellular regions, and we inves-
tigated the DWI signal intensities and the dierences between them before and after cell
swelling. By using this simulation model with two compartments, we can discriminate the
intracellular and extracellular regions, and observe not only the changes in DWI signal
intensities in each region individually but also the changes in the total DWI signal inten-
sities. Moreover, we can observe how water molecules in the two regions aect the DWI
signal intensities simultaneously. Our new models should enable the implementation of a
more detailed simulation.
In the DW-fMRI method, we observed that the DWI signal intensities changed because
of changes in the ADCs of water molecules. To investigate how and why the DWI signal
intensities change, i.e., how and why the ADCs change after cell swelling, we estimated
the DWI signal intensities by using Monte Carlo simulations.
4.1 Simulation model
Cortical cells in the brain primarily consist of neurons and glial cells that swell upon
brain activation [18]. In this simulation, we modeled water diusion around cells whose
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Figure 4.1: 3D cubic simulation model with two compartments. (a) Cubic cells are
arranged regularly in the x, y, and z directions. (b) Dark- and light-color regions represent
the intracellular and the extracellular regions, respectively. (c) Solid lines indicate the
boundaries of the intracellular and the extracellular regions and mean cell membranes.
Dotted lines indicate the boundaries of the units used for calculation. In the intracellular
region, water molecules that reach the solid lines are reected (I). Water molecules that
do not reach the solid lines diuse within the intracellular region (II). In the extracellular
region, water molecules that reach the solid lines are reected (III). Water molecules
that reach the dotted lines diuse through the dotted lines (IV). (d) With respect to cell
swelling, the size of the cubic cells increased from 2r to 2r0, whereas that of the cubic
units did not change.
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diameters were approximately 5{100 m [59], and we employed a 3D cubic simulation
model (Figure 4.1) with two compartments. The cells are modeled as cubes; the inner
region of the cube with solid lines indicates the intracellular region, and the region outside
these lines indicates the extracellular region. In Chapter 3 we simulated water molecules
diusing in the 2D circle region and observed how the restriction for water diusions
aected DWI signal intensities. In the present chapter we employed the 3D simulation
model and made the restricted regions cubic to achieve arbitrary lling factor of the
intracellular regions. The lling factor was prioritized to the shape of restricted regions in
the simulation. By using this simulation model, we investigated the inuences of changes
in the volume ratio on DWI signal intensities.
We assumed that water molecules diused according to a normal distribution and
were reected at the solid lines, which are the boundaries between the intracellular and
extracellular regions, as shown in Figure 4.1. Water molecules in the extracellular region
diused through the dotted lines, which are the boundaries for the units of calculation.
Water molecules are reected at the surface of the outer cube. The eect of reection
at the surface of the outer cube should be considered because water diusion in the
extracellular region is restricted. Therefore, we set as many cubic units as possible in the
outer cube and decreased the ratio of volume in which water molecules are reected at
the surface of the outer cube.
In this simulation, we calculated the changes in positions and the phase of the mag-
netization precession of protons in water molecules diusing near restricted structures.
4.2 Simulation algorithm
Simulations were conducted using Microsoft Visual C++. As is the same with the sim-
ulation in Chapter 3, the obtained signal is represented as normalized signal intensity,
which can be obtained by dividing the signal intensity with MPG by that without MPG.
1. We used an outer cube with a length of 2L on each side, which included X cubes
with a length of 2r on each side, in the 3D space as a simulation model. This cube
was divided into X sub-sections with lengths of 2l on each side. These sub-sections
were referred to as units. X cubes in the intracellular regions were regularly spaced
in three directions and separated by the extracellular region at an interval of 2l 2r.
2. We arranged Z water molecules whose default positions were distributed uniformly
in the outer cube.
3. We set t as a time step and renewed the position of each water molecule according
to the Einstein{Smoluchowski equation. We renewed the positions of each water
78 CHAPTER 4. AN EXPLANATION OF SIGNAL CHANGES IN DW-FMRI
molecule according to a normal distribution with mean 0 and variance 2Dt in
each direction as follows:
pk(t+t) = pk(t) +N [a;C] (4.1)






0@2Dt 0 00 2Dt 0
0 0 2Dt
1A
where pk(t + t) is the position of each water molecule, and N [m, 
2] is a 3D
random number following a normal distribution with mean m and variance 2.
When a water molecule reached the intracellular and the extracellular boundaries
or the surface of the outer cube, we renewed its position to reect that it was at the
boundary or surface.
4. We renewed the phases of transverse magnetization in each water molecule, while
MPG was applied according to the Stejskal-Tanner plus sequence shown in Figure





k = 1; 2; 3;    ; Z
i = x; y; z
where gx, gy, and gz are the amplitudes of MPG along the x-, y-, and z-axis, respec-
tively. In addition, all phases were inverted when the 180°RF pulse was applied.








k = 1; 2; 3;    ; Z




where the rst MPG was applied at t = 0. TE is an echo time.
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5. We calculated the normalized signal intensity E of DWI from the phases of trans-













k = k;x + k;y + k;z
where S is the signal intensity with MPG and S0, that without MPG.
6. We obtained the nal normalized signal intensities by repeating the same procedure
R times and calculating the average of all normalized signal intensities.
4.3 Setting of simulations
In this section, we state parameter settings for simulations. The previous study in Section
3, we proposed importance of b-value and q-value as DWI parameters for DW-fMRI xing
the amplitude of MPG g and investigated their inuences on the acquired DWI signal
intensities by the Monte Carlo simulations. As is the same with the previous study, we
used the same value of g in all the simulations and xed it to 25
p
3 assuming the value
used in clinical 3 T-MR scanners in the simulations with 3D and 2 compartment model for
DW-fMRI. However, we focused on b-value and separation time  in the simulation. This
is because the q-value depends on duration time  with xed g and it determines  if b-
value is xed. As a result, the inuences of  is considered to be dominant for acquiring
the normalized signal intensities in the simulations as we realized in Subsection 3.6.2.
Thus, it is not q-value but  that we should investigate and choose appropriate values
for. Furthermore, there are both intracellular and extracellular regions in the simulation
model, and therefore, we also focused on the size of restriction, that is the length of cubic
cells, to demonstrate impact of volume ratio of intracellular regions on the simulation
results.
First, we investigated how the DWI signal intensities change in the intracellular and
extracellular regions after cell swelling, respectively. We calculated the normalized signal
intensities in the intracellular and the extracellular regions as well as in the total region
when the size of cubic cells changes in our model. We set b and  to 1000 s/mm2 and
45.05 ms, respectively while changing the r range. These parameters are shown in Table
4.1.
Next, we observed the normalized signal dierences by assuming that the size of the
cubic cells increases from 10.0 m to 10.1, 10.5 and 11.0 m. We calculated the signal
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dierences E by subtracting the normalized signal intensities before the cell swelling
from those after the cell swelling as we did in the previous chapter. In addition, by
dividing the signal dierences by the normalized signal intensities after the cell swelling,
we obtained the normalized signal dierences E/E with the unit of %. The simulation
oered b and  dependence of E/E to show how large E/E are aected by those
parameters after cell swelling under our assumption. The parameters of these simulations
are shown in Tables 4.2 and 4.3.
In every simulation, we set 2r to 10 m to consider the size of the cell and 2l to 11.262
m to set the volume ratio of the intracellular and extracellular regions to 70% [63, 64].
Moreover, we assumed that a cell with a length of 10 m on each side swelled by 1{10%
in length, while 2l is xed to 11.262m. 2L was xed to 112.62 m, resulting in X = 10.
In the simulations, water molecules were reected at the surface of the outer cube. We
also set Dint to 1.010 3 mm2/s and Dext to 3.010 3 mm2/s [63, 64]. The remaining
parameters were Z = 106, t = 100 s, and R = 10. These parameters were xed for
every simulation, as shown in Table 4.4. To investigate inuences of the diusion of water
molecules on DWI signal intensities, we focused on the normalized signal intensities while
ignoring the T2 decay.
4.4 Results
This section demonstrates the results of simulations to investigate the inuences of the
size of restriction and MPG parameters, b and . First, we obtained the normalized signal
intensities in the intracellular and extracellular regions by the simulation while changing
the length of cubic cells from 10.0 to 11.0. As well as the normalized signal intensities in
each regions, we obtained those of total regions.
In addition, we obtained the normalized signal intensities of the intracellular, extracel-
lular and total region to determine the inuences of the b-value and the separation time.
We also calculated the normalized signal dierences, which can be calculated by subtract-
ing the normalized signal intensities after cell swelling from those before cell swelling, in
the simulations for investigating the inuences of the b-value and the separation time.
Table 4.1: Parameters for simulations to determine r dependence in intracellular and
extracellular regions.








Table 4.2: Parameters for simulations to observe b dependence.




























Table 4.3: Parameters for simulations to determine  dependence.

























4.4.1 Size of restricted region
Simulation results of the intracellular and extracellular regions are shown in Figure 4.2
with b of 1000 s/mm2. These results show the normalized signal intensities with changes in
the length of the cubic cell. Squares and triangles indicate the normalized signal intensities
in the intracellular and extracellular regions, respectively. These results indicated that
the DWI signal intensities decreased with the increase of 2r in the intracellular region,
whereas the intensities increased with the increase of 2r in the extracellular region. These
changes in the DWI signal intensities resulted from changes in the apparent diusion
coecients. In the intracellular region, water molecules can move for a longer distance
when 2r increases, and therefore, the apparent diusion coecient of this region seems
to increase with larger 2r. In contrast, in the extracellular region, the restriction for
the movement of water molecules becomes stronger when 2r increases, and therefore, the
apparent diusion coecient of this region seems to decrease with larger 2r. Figure 4.2
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Figure 4.2: Normalized signal intensities E as function of 2r for b-values of 1000 s/mm2
and  of 45.05 ms, when g=25
p
3 mT/m; total signal intensities (), intracellular ones
(), extracellular ones (4), and intracellular volume ratio({).
also shows that the normalized signal intensity is much larger in the intracellular region
than in the extracellular region. The reason for these results is that the apparent diusion
coecient in the intracellular region is much smaller than that in the extracellular region.
Moreover, diamonds and a solid line indicate the total normalized signal intensities
and the intracellular volume ratio, respectively. Considering the volume ratio between
the intracellular and extracellular region, the intracellular volume is much larger than the
extracellular one, and then, the contribution of the intracellular region to total normalized
signal intensities is supposed to be dominant. Therefore, we can interpret that the total
normalized signal intensities decrease after cell swelling because these intensities decrease
in the intracellular region. The diamonds, however, suggest that the total normalized
signal intensities increase with the increase in 2r. This is because the intracellular volume
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ratio increases and the ratio of water molecules in the intracellular region, which have
larger normalized signal intensities, increases. According to these results, we can conclude
that the increases in the intracellular volume ratio have greater eect on the changes in
the total normalized signal intensities than the DWI signal changes in each region.
4.4.2 B-value
Figures 4.3 { 4.5 showed the normalized signal intensities Etotal, Eint and Eext as a function
of b for  of 30, 45 and 60 ms, respectively. Etotal, Eint and Eext indicate the normalized
signal intensities in total, intracellular and extracellular regions of the simulation model,
respectively. The size of restriction was set as 2r = 10.0, 10.1, 10.5 and 11.0. All the
gures showed that the normalized signal intensities decreased with increasing b-value,
which can be expect from the Equation (2.42). They also showed that the normalized
signal intensities decreased with the increase of 2r in intracellular region because a larger
value of 2r provided a larger space where water molecules could move longer. In contrast,
the normalized signal intensities in the extracellular region increased with the increase of
2r because a larger value of 2r decreased the space for diusion of water molecules. As
for the results in the total region, we obtained the increasing normalized signal intensities
with the increase of 2r, which was consistent with the results in Subsection 4.4.1.
Additionally, we examined the b-value dependence of the normalized signal dierences
E/E with the changes in cell size. Figure 4.6 showed the results with  of 30 ms (a), 45
ms (b), and 60 ms (c) assuming that the cell size increased from 10 m to 10.1, 10.5 and
11.0 m. From the results of the b-value dependence, we obtained the largest dierences
for b of 1700{1800 s/mm2. Thus, we expect larger E values using such b-values in
DW-fMRI experiments.
4.4.3 Duration of MPG
Figures 4.7 { 4.9 showed the normalized signal intensities Etotal, Eint and Eext as a function
of  for b of 1000, 2000 and 3000 s/mm2, respectively. Etotal, Eint and Eext indicate
the normalized signal intensities in total, intracellular and extracellular regions of the
simulation model, respectively. The size of restriction was set as 2r = 10.0, 10.1, 10.5
and 11.0. All the gures showed that the normalized signal intensities increased with
increasing . This is because  determines the time during which water molecules can
move and also the distance of their movement. Therefore,  aects how the restriction
is weighted in acquiring the DWI signal intensities, as we stated in Subsection 3.6.2.
They also showed that the normalized signal intensities decreased with the increase of
2r in the intracellular region because a larger value of 2r provided a larger space where
water molecules could move longer. In contrast, the normalized signal intensities in the
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Figure 4.3: Normalized signal intensities Etotal, Eint and Eext in total (a), intracellular
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Figure 4.4: Normalized signal intensities Etotal, Eint and Eext in total (a), intracellular
(b), and extracellular (c) regions as function of b for  of 45 ms when g=25
p
3 mT/m.
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Figure 4.5: Normalized signal intensities Etotal, Eint and Eext in total (a), intracellular
































































Figure 4.6: Normalized signal dierences E/E as function of b for  of 30 ms (a), 45
ms (b), and 60 ms (c) when g=25
p
3 mT/m.
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Figure 4.7: Normalized signal intensities Etotal, Eint and Eext in total (a), intracellular (b),
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Figure 4.8: Normalized signal intensities Etotal, Eint and Eext in total (a), intracellular (b),
and extracellular (c) regions as function of  for b of 2000 s/mm2 when g=25
p
3 mT/m.
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Figure 4.9: Normalized signal intensities Etotal, Eint and Eext in total (a), intracellular (b),
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Figure 4.10: Normalized signal dierences E/E as function of  for b-values of 1000
s/mm2 (a), 2000 s/mm2 (b), and 3000 s/mm2 (c), when g=25
p
3 mT/m.
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extracellular region increased with the increase of 2r because a larger value of 2r decreased
the space for diusion of water molecules. As for the results in the total region, we
obtained the increasing normalized signal intensities with the increase of 2r, which was
consistent with the results in Subsection 4.4.1.
Figure 4.10 showed the normalized signal dierences E/E as the length of the cubic
cells increased from 10.0 m to 10.1, 10.5 and 11.0 m assuming cell swelling. We set the
b to 1000 s/mm2 (a), 2000 s/mm2 (b), and 3000 s/mm2 (c) and changed  to investigate
the  dependence of E/E. As in the case of the simulation results of the b-value
dependence, the dierences increased with an increase in  for all b-value settings. On
the basis of these results, the largest value of the separation time is preferable to emphasize
the dierences.
4.5 Discussion
We simulated the diusion of water molecules and investigated the changes in the DWI
signal intensities after cell swelling. In the simulation, we assumed that water molecules
did not pass through the cell membrane (except when cell swelling occured) in order to
observe how water diusion aects the dierences in the normalized signal intensities of
DW-fMRI and to simplify the calculations. We also assumed that the density ratio of
water molecules in the intracellular and extracellular regions was constant during cell
swelling.
We expanded our previous simulation model in the present study to consider inuences
of the intracellular and extracellular regions on DWI signal intensities in DW-fMRI. As
we showed in the result section, we obtained increased normalized signal intensities after
cell swelling. This is because the intracellular volume ratio increased in the present simu-
lation. This implies that the increase in the number of water molecules in the intracellular
regions, which have smaller apparent diusion coecients, results in larger DWI signal
intensities after cell swelling. On the other hand, in our previous simulation model with
one compartment, we could only observe a change in the apparent diusion coecients
of water molecules resulting from the increase of the size of the restricted region.
Our previous simulation model had only one compartment modeling one region and we
could calculate the motion of water molecules only in that compartment. In that model, we
assumed that the region expanded due to cell swelling. Therefore, the apparent diusion
coecients increased and the normalized signal intensities decreased, which can be seen in
Figure 4.2 as the decrease of the normalized signal intensities in the intracellular regions
().
In contrast, Figure 4.2 showed that the total normalized signal intensity increased
when the size of cell increased. This is because the intracellular volume ratio increased.
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This result might represent the advantage of the present model.
Previous studies by other groups [11, 15, 16, 17, 14] observed increased signals in DW-
fMRI. For instance, a study showed decreased apparent diusion coecients, implying
increased normalized signal intensities for about 1.57 % with b of 1443-1461 mm2/s and
this result was consistent with our result that the normalized signal intensities increased
for about 2.17 % with b of 1400 mm2/s,  of 30 ms, and r0 of 10.1 m [11]. In other
studies, 12% increases of the raw signal intensities with the b of 1600{1800 mm2/s
ware reported [15, 16, 14]. In our simulations, we obtained 2.15{2.18 % increases in the
normalized signal intensities with the b of 1600{1800 mm2/s,  of 30 ms, and r0 of 10.1
m. Moreover, another study showed that the normalized signal intensities increased
about 2{3 % with b of 1800 mm2/s, which is comparable with 2.15 % signal increase with
b of 1800 mm2/s [17],  of 30 ms and r0 of 10.1 m in the present simulation results.
These facts suggest that the present simulation model with two compartments is more
reliable than our previous simulation model with one compartment.
Moreover, we obtained not only the normalized signal dierences E/E before and
after cell swelling but also the duration time and the b-value dependences on E. The
simulation results showed E after cell swelling as a function of  with three b-values; a
similar tendency was observed for all the b-values. The separation time has a signicant
role in the DWI measurement, and, of course, in DW-fMRI, when focusing on restricted
diusion. In the human brain, water molecules undergo restricted diusion, and therefore,
we should consider the eect of the separation time in DW-fMRI. As shown in Figure 4.10,
we determined how the separation time aected the dierences. However, it should be
ensured that the separation time is shorter than TE. If TE is too long, the normalized
signal intensities decay to a great extent. The TE value in DWI is typically of the order
of hundreds of milliseconds, although we use a stimulated echo sequence to avoid decay in
signal intensities for long TE in DWI [65, 66]. Therefore, we should select the separation
time smaller than TE in practical use.
In addition to the separation time dependence, we also observed the normalized signal
dierences between before and after cell swelling as a function of the b-value. Figure 4.6
shows that the b-value has an optimal value that emphasizes the dierences while the
separation time is xed. A large b provides a large  with xed  and g. In addition,
large  provides large a  because the large  stacks the changes in , which can be seen
in Equation (4.2). However, we should consider that  larger than  or smaller than  
is equal to (  ) or (+ ), respectively, in the DWI signal intensities. Therefore, if we
use a large b, we can obtain many water molecules with  larger than  or smaller than
 , and we cannot reect the diusion of water molecules to the DWI signal intensities
exactly. Then, there might be an optimal range of the b-value for DWI and DW-fMRI.
This result implies that the b-value also plays a signicant role when we observe the
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normalized signal dierences in DW-fMRI. In this regard, in a previous study by another
group [15], we found that a b-value consistent with our proposal (around 2000 s/mm2)
was used. As for separation time, TE was set to 87 ms, and therefore, we should select as
large a value as possible for the separation time in order to set TE to  90 ms considering
experimental studies.
Chapter 5
Spin-lock imaging for direct
detection of oscillating magnetic
elds with MRI
In recent years, new fMRI methods, which are able to detect neural magnetic elds
directly, have been expected [23, 24, 25, 26, 27, 28, 29]. Although no fMRI experiments
have been reported in which neural magnetic elds have been successfully detected, some
researchers claim that such elds are observable with MRI scanners [24, 26, 28, 29].
Researchers have been attempting to detect changes in the phase or magnitude of the
magnetization generated by subtle and transient alternations of static magnetic elds (B0)
resulting from neural activities. However, these changes are weak and may be dicult
to detect. In addition, phase cancellation induced by incoherent neuron orientation can
inuence the results obtained using this method [23, 25]. Among approaches of this fMRI
method, the one that uses a spin-lock imaging sequence has attracted wide attention
because it can possibly detect small oscillating magnetic elds.
In this chapter, we visualized magnetization performance during the spin-lock imaging
sequence with externally applied oscillating magnetic elds, what we call the secondary
magnetic resonance, to understand the mechanism of this approach. A fast-and-simple
method with matrix operations was used to solve a time-dependent Bloch equation. Fi-
nally, we represented how the spin-lock imaging sequence interacts the oscillating magnetic
elds based on the Bloch equation and we carried out fMRI measurements with the spin-
lock imaging sequence. In addition, we investigated the inuence of the duration of the
spin-lock pulse in the spin-lock module, which interacts with the external oscillating mag-
netic elds, on MR signals. Furthermore, to detect minute magnetic elds of the order of




CHAPTER 5. SPIN-LOCK IMAGING FOR DIRECT DETECTION OF
OSCILLATING MAGNETIC FIELDS WITH MRI
5.1 Principles of NMFD-fMRI
We begin with the Bloch equation [67, 68, 69] describing the relations between spin
magnetizations and magnetic elds to describe the mechanism of the interaction between




= M B; (5.1)
whereM = (Mx, My, Mz) and B = (Bx, By, Bz) are the net magnetization of interested
spins and applied magnetic elds, respectively. In the equation, dM=dt is a speed vector
ofM and denotes a direction of whichM move into.
In addition, if we assume that the equilibrium state of the net magnetization M =















where T1 and T2 are the T1 and T2 relaxation time, respectively. Therefore, combining
the Equation (5.1) and Equation (5.2), we can obtain
dM
dt






Here, e = (ex, ey, ez) means the orientation vector in the laboratory frame.
Magnetic elds which are applied in MRI measurement are roughly divided into three
types: main magnetic eld, gradient magnetic eld and RF magnetic eld. The main
magnetic eld, which is strong, static and uniform, is applied along the z-axis with the
amplitude of B0. The gradient magnetic elds , which are applied for the purpose of
image encoding, can be rewrite using a spatial gradient of magnetic eld G = (Gx, Gy,
Gz) and a position vector r = (x, y, z) as  = G  r. However, as the amplitude of 
is small enough compared with that of the main magnetic eld, the sum of B0 and  is
aligned along z-axis, and therefore, it can be approximated as
B0 +  ' jB0 + jez
= (B0 +G  r)ez: (5.4)
The RF magnetic elds B1 are magnetic elds rotating at !rot, which is usually equal
to the Larmor frequency of B0 (!0 = B0), and they are applied so that magnetic eld
vector rotate in the x-y plane:
B1 = (bx cos!rott+ by sin!rott)ex + ( bx sin!rott+ by cos!rott)ey; (5.5)
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where bx, by and t are the x and y component of the RF magnetic eld and time, respec-
tively.
Finally, we can describe the magnetic elds applied to the MR system as
B = (bx cos!rott+ by sin!rott)ex + ( bx sin!rott+ by cos!rott)ey
+(B0 +G  r)ez (5.6)
Next, we employ a viewpoint of a frame rotating at !rot around the z-axis for simplicity.
The relation between the unit vector of laboratory frame e = (ex, ey, ez) and that of





e′x = ex cos!rott  ey sin!rott
e′y = ex sin!rott+ ey cos!rott (5.7)
e′z = ez:
Using Equations (5.7), we can rewrite Equation (5.6):
B = bxe
′ + bye′y + (B0 +G  r)e′z: (5.8)
Moreover, the net magnetizationM can be rewrite as
M = Mxe+Myey +Mzez
= M 0xe













































Here, if we assume that the RF magnetic elds are applied along x-axis and there is no






We, therefore, rewrite the Equation (5.3) in the rotating frame by substituting Equa-







+ (B0   !rot)M 0y
dM 0y
dt
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Figure 5.1: Externally applied oscillating magnetic elds decrease Mz because of sec-
ondary magnetic resonance. (x, y, z) and (x0, y0, z0) are the coordinate of laboratory
frame and singly rotating frame.







+ (!0   !rot)M 0y
dM 0y
dt












If we set !rot to !0, we can diminish the inuences of !0, that is B0, and the magnetic
resonance between the magnetization and the applied RF magnetic eld occurs.
Now, we move to the spin-lock imaging sequence. As it is shown in Figure 2.24, there
is three RF pulses in the spin-lock module. When the spin-lock imaging sequence runs,
the rst /2 pulse ips the initial magnetizationM , which is aligned along the direction
of the static magnetic eld B0 (the z-axis), into the transverse plane (the x-y plane), as
shown in Figure 5.1 (a). After that, while the spin-lock pulse is applied along the y-axis,
this ipped M is locked into the transverse plane by the spin-lock eld Bsl. Especially,
on the viewpoint of the frame rotating at !0, which is the Larmor frequency of B0, M
′
is locked into y0-axis. As a result, Bsl acts as a secondary main magnetic eld like B0
(Figure 5.1 (b)) in the rotating frame. If there is no externally applied magnetic eld
or there is an externally applied magnetic elds oscillating at o-resonant frequency of
Bsl (!sl =  Bsl), it does not interact M
′ (Figure 5.1 (c)). In contrast, a magnetic eld
oscillating at !sl, it can be regarded as an excitation pulse for M
′ like the /2 RF pule
forM ippingM ′ (Figure 5.1 (e)) into the perpendicular plane of y0 axis.
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Accordingly, similar to the Equation (5.7), we introduce the viewpoint of doubly rotat-




z ), rotating at !, which is the frequency of oscillating magnetic
eld. In addition, we relabel the axes of doubly rotating frame (x00, y00, z) as x00 to y00,
y00 to z00 and z00 to x00 to treat the Bsl applied along y0-axis as the main magnetic eld
which is usually applied along z-axis in the laboratory frame. Finally, we obtain the







+ (!sl   !)M 00y
dM 00y
dt








=  !mM 00y  
M 00z  M 000
T1
;
where !m = Bm. Bm and ! are the amplitude and frequency of the oscillating magnetic
eld, and T1 and T

2 represent the T1 and T

2 relaxation time, respectively. As well as
Equation (5.13), the magnetic resonance between the magnetization and the externally
applied oscillating magnetic eld occurs; hereafter we call the magnetic resonance the
secondary magnetic resonance.
After time Tsl, the second /2 pulse is applied and restores the magnetization M
into the z-axis in the laboratory frame. Figure 5.1 (d) shows that the externally applied
oscillating magnetic eld does not aect nal Mz, while Figure 5.1 (f) shows that the
externally applied oscillating magnetic eld decreases nal Mz. Following application of
the spin-lock module, a SE imaging sequence runs and generates MR signals; since Mz
at the end of the spin-lock module is the initial value ofM in the SE sequence, it aects
the MR signals.
In conclusion, through the second magnetic resonance, an externally applied mag-
netic eld oscillating at on-resonant frequency of Bsl decreases the MR signal. Based on
this eect, by focusing on neural magnetic elds oscillating at specic frequencies|such
as  and  waves| it is possible to conduct fMRI studies with the spin-lock imaging
sequence[31, 32].
5.2 Simulation algorism
The spin-lock imaging sequence (Figure 2.24) consists of a spin-lock module including a
spin-lock pulse, which is a long-duration and low-power pulse, and is used to lock the
spins in the transverse plane and a spin-echo sequence [58]. It provides images based on
T1 relaxation, which is the spin-lattice relaxation time in the rotating frame [56].
We simulated the magnetization performance during the spin-lock module based on
the time-dependent Bloch equation (Equation (5.14)) and the spin-lock imaging sequence
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(Figure 2.24), which we stated in Subsection 5.1. The simulation started with the initial
magnetization M = (Mx, My, Mz) = (0, 0, M0), which is aligned along the direction
of the static magnetic eld B0 = (0, 0, B0). The rst /2 pulse is applied parallel to
the x0-axis in the rotating frame. This ips the initial magnetization, which is aligned
along the z-axis, into the transverse plane (the x-y plane). During the rst /2 pulse, we
simulated the magnetization performanceM ′ = (M 0x, M 0y, M 0z) based on Equation (5.13)
on the rotating frame. In that equation we set !rot to !0 because we assumed using the























Next, if the spin-lock pulse, which is the RF pulse oscillating at !0, is applied parallel to
the y0-axis, it can be expressed as magnetic elds Bsl = (Bslsin!0t, Bslsin!0t, 0), where !0
=  B0. In the frame rotating at !0, Bsl acts as a secondary B0 eld, and therefore, it locks
the ippedM into the transverse plane (the x-y plane) by the viewpoint of the laboratory
frame of reference and into the y0-axis by the viewpoint of rotating frame of reference.
After simulating the magnetization performance during the /2 pulse, we simulated the
magnetization performance during the spin-lock pulse on the doubly rotating frame of
reference. For convenience' sake, we relabeled the axes of rotating frame (x0, y0, z0) as x0
to y0, y0 to z0, and z0 to x0, which indicated that we regard Bsl as the secondary B0 and
its direction was considered to be parallel to the z0-axis. Furthermore, we introduced the
doubly rotating frame rotating at the same frequency ! as the oscillating magnetic eld
applied parallel to the x0-axis after relabeling of the axes. Fixing the magnetizationM ′′




z ) at the beginning of the spin-lock pulse to thatM
′ = (M 0y, M 0z, M 0x) at
the ending of the /2 pulse, we solved the Equation (5.14).
After the spin-lock pulse, we relabeled the axes of doubly rotating frame (x00, y00, z00)
as x00 to z0, y00 to x00, and z00 to y00 and converted the magnetization M ′′ in the doubly
rotating frame of reference into the rotating frame of reference. We also calculated the
magnetization performance M ′ in the rotating frame of reference during the the the
second /2 pulse based on the Equation (5.15).
For all the calculation, we solved the Bloch equation (Equations (5.14) and (5.15))
during the /2 pulse and the spin-lock pulse, by means of a matrix operation proposed
by Murase and Tanki [70]. To implement the matrix operation method, we transform
5.2. SIMULATION ALGORISM 101










 R2 ! 0 0
 !  R2 !m 0
0  !m  R1 R1M0

















 R2 0 0 0
0  R2 !1 0
0  !1  R1 R1M0








where R1, R1 and R2 indicate 1/T1, 1/T1 and 1/T

2 , respectively. Here, if we put
A =
0BB@
 R2 ! 0 0
 !  R2 !m 0
0  !m  R1 R1M0




 R2 0 0 0
0  R2 !1 0
0  !1  R1 R1M0
0 0 0 0
1CCA ; (5.19)
we can rewrite Equations (5.16) and (5.17) as:
dM ′′
dt
= A M ′′ (5.20)
dM ′
dt
= B M ′: (5.21)
Therefore, we could obtain the solution M ′′(t) during the spin-lock pulse in the doubly
rotating frame of reference and M ′(t) during the /2 pulse in the rotating frame of
reference as:
M ′′(t) = eAtM ′′(0) (5.22)
eAt = Tdiag
 
e1t; e2t; e3t; e4t

T 1
M ′(t) = eBtM ′(0) (5.23)
eBt = Udiag
 
e1t; e2t; e3t; e4t

U 1;
where T and U are the eigenvector of A and B, respectively. In addition, 1, 2, 3 and
4 are the eigenvalues of A, and 1, 2, 3 and 4 are those of B, respectively.
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Through the simulation, we nally obtained the time course of magnetization Mx,
My and Mz on the laboratory frame of reference during the spin-lock module using this
matrix operation method. The simulation provided the time course of magnetization in
both case: with and without the secondary magnetic resonance occured. As well as the
time course of Mx, My and Mz, we also obtained the Mz immediately after the spin-
lock module to investigate the net inuence of the secondary magnetic resonance on the
magnetization. The normalized magnetization M (on) / M (o) immediately after the
spin-lock module was calculated by both magnetizationM (on) andM (o), which were
obtained with and without externally applied on-resonant magnetic elds, respectively.
Normalized magnetizations were expected to show the dierences originating from the
secondary magnetic resonance. Incidentally, we assumed that the traditional spin-echo ran
after the spin-lock module. While the traditional spin-echo ran, there was no externally
applied magnetic eld expected, and therefore, there would be no dierences between the
magnetization that does and does not experience the externally applied magnetic elds
during the spin-lock module. Therefore, the z component of the normalized magnetization
Mz (on) / Mz (o) could be indexes to show the inuences of the secondary magnetic
resonance occurring between the spin-lock pulse and the externally applied magnetic elds
oscillating at a certain frequency through the spin-lock imaging sequence.
5.3 Simulation parameters
Simulation studies based on the Bloch equation were implemented to visualize the per-
formance of magnetization under the spin-lock module in the spin-lock imaging sequence.
We obtained the time course of the magnetization with and without on-resonant oscillat-
ing magnetic elds, which were applied externally. It was also observed that the secondary
magnetic resonance of the spin-lock pulse and the oscillating magnetic elds decreased
the magnetization. In addition, the eect of the spin-lock time Tsl on decreases of MR
signal intensities were investigated through the Bloch simulation.
5.3.1 Visualization of magnetization
Bloch simulation visualized the time-dependent performance of the magnetization during
the spin-lock module. In this visualization, we used the following parameters for relaxation
time: T1 = 1100 ms, T1 = 100 ms and T

2 = 75 ms for modeling human brain gray matter
scanned with a 1.5 T MR scanner [71, 72]. Moreover, we set the parameters of spin-lock
pulse as: Bsl = 2.35 T (!sl = 100 Hz), Tsl = 40 ms. The duration time of /2 pulses
were xed to 2 ms and B0 was set to 1.5  105 T to visualize the magnetization behavior
clearly. We assumed externally applied magnetic elds with the amplitude of 50 nT (Bm)
oscillating at 100 Hz (!). The z component of the magnetization Mz with !sl and ! of 95
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and 50 Hz were also observed to demonstrate the dierences of the time course caused by
the dierence in the secondary magnetic resonant frequency. They were compared with
those with !sl and ! of 100 Hz observed above.
5.3.2 Signal decrease by secondary magnetic resonance
After the visualization of the magnetization performance, we observed the secondary
magnetic resonance via Bloch simulation. We obtained the magnetization after the spin-
lock module with the spin-lock pulse at xed amplitudes of Bsl of 1.17 and 2.35 T, while
changing the frequency ! of the oscillating magnetic elds. The simulation was carried
out to demonstrate that the secondary magnetic resonance occurred when the amplitude
of the spin-lock pulse and the frequency of the externally applied oscillating magnetic eld
satised the resonance condition. The Larmor frequencies !sl corresponding to these xed
amplitudes were 50 and 100 Hz, respectively. As for the relaxation times, we used the same
values as Subsection 5.3.1; T1, T1 and T

2 were set to 1100, 100, and 75 ms, respectively.
Additionally, we set Bm to 47 nT, and xed Tsl at 100 ms. In actual measurements,
the nally obtained MR signal only depends on the z component of the magnetization
after the spin-lock module because spoiler RF pulses applied immediately after the spin-
lock module to eliminate the x and y components of the magnetization. Therefore, the
z component of the magnetization after the spin-lock module was considered to be the
signal intensities, and we used the z component of the normalized magnetizations as the
normalized signal intensities.
Furthermore, to investigate the amplitude of the externally applied magnetic elds
Bm, we also obtained the magnetization after the spin-lock module with the spin-lock
pulse of xed parameters: Bsl of 0.235, 1.17 and 2.35 T (!sl of 10, 50 and 100 Hz), and
Tsl of 100 ms. As for the externally applied magnetic eld, we employed the amplitude
Bm of 0.5, 1.0 and 5.0 nT, while setting the frequency ! to the same value of !sl. We
chose such small values for Bm to approximate neural magnetic elds.
5.3.3 Duration time dependence
Bloch simulations were also used for investigating a parameter of the spin-lock pulse|
the inuence of Tsl| on decreases in the magnetization during the secondary magnetic
resonance. At the values of T1, T1 and T

2 used in the abovementioned simulations, we
increased Tsl from 0 to 500 ms, while changing Bm to 0.5, 1.0, and 2.0 nT, which values
are as small as neural magnetic elds. To simulate the secondary magnetic resonance, we
set Bsl and ! to 2.35 T (!sl of 100 Hz) and 100 Hz, respectively.
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Figure 5.2: Phantom consisting of a single-loop coil. The loop was made of insulated
copper wire 0.5 mm in diameter and located in a plastic tube lled with saline solution.




To verify our simulations, we observed the signal decrease originating from the secondary
magnetic resonance through phantom studies. In the phantom studies, we measured the
phantom, which consisted of a single-loop coil made of insulated copper wire, 0.5 mm in
diameter, and a cylindrical plastic tube as shown in Figure 5.2. The phantom was lled
with a solution of saline (0.9% NaCl) in which 0.25 ml of Gadopentetate dimeglumine
(Magnevist, Berlex Laboratories) was mixed, yielding T1 = 1100 ms measured by inversion
recovery. The diameter of the loop was 10 mm, which was located perpendicular to the
B0 eld. It was xed to a plastic support not to move during measurements. The loop
was connected to a function generator (AFG3000, Tektronix), which used a gating pulse
controlled by the MR pulse sequence to apply magnetic elds only during the spin-lock
pulse of the sequence. In addition, a 2 k
 resistor was inserted into the circuit. The wire
was twisted to cancel the magnetic elds generated by the wire except for the loop.
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Figure 5.3: Quadrature coil where phantom was placed. It was set inside the bore of the
MR scanner.
5.5 Imaging condition
Spin-lock imaging was implemented with a 7 T MR scanner (Bruker, BioSpin), which
is shown in Figure 3.6. The quadrature coil was set in the bore of the scanner and
the phantom was placed in it as shown in Figure 5.3. We selected this scanner for the
phantom studies because it enabled us to rewrite the pulse sequence easily and obtain a
high SNR. We wrote the spin-lock imaging sequence by adding the pulses for the spin-lock
module | /2 pulse along the x direction, spin-lock pulse along the y0 direction and /2
pulse along the -x direction| to the conventional spin-echo sequence, and therefore, the
conventional spin-echo sequence preceded by the spin-lock module shown in Figure 2.24
was used for this experiment. In all the experiment, we acquired MR images without
externally applied magnetic elds for the reference and calculated the normalized signal
intensities. The amplitude of voltage applied to the wire loop was controlled by the
function generator located outside the shielded MRI room.
5.5.1 Signal decrease by secondary magnetic resonance
Images were acquired to show that the secondary magnetic resonance decreased the nor-
malized signal intensities. We employed the two frequencies, 50 and 100 Hz, for the
secondary magnetic resonance. The parameters for spin-lock pulse was employed as fol-
lows : Tsl was set to 100 ms, and Bsl was set to 1.17 and 2.35 T (!sl of 50 and 100
Hz). During the spin-lock pulse, the function generator produced an alternating current
to generate oscillating magnetic elds around the loop. The amplitude of the current was
set to 750 A, generating Bm of 47 nT at the center of the loop. To enable observation of
the signal decrease when the secondary magnetic resonance occurred, ! was set to 0{100
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and 50{150 Hz, while !sl was set to 50 and 100 Hz, respectively. An axial image was
acquired in every shot and its position was carefully determined to include the wire loop
in the image based on localization images. The geometrical parameters of the images
were set as follows: a matrix of 64  64, a eld of view (FOV) of 40 mm  40 mm, a
slice thickness of 2 mm and a slice interval of 2 mm. These indicated that the voxel size
was 0.625 mm  0.625 mm  2 mm. Additional parameters was determined: echo time
(TE) of 14 ms and repetition time (TR) of 1 s.
5.5.2 Detection of minute magnetic elds
A further phantom study was carried out to detect small magnetic elds of the order of
sub-nT with this method. For the actual fMRI study with NMFD method, we expect
the sensitivity for magnetic eld of sub-nT to detect neural magnetic elds in human
brain. Three values were chosen: 314, 157, and 31.4 pT at the center of the loop while
considering actual magnetic elds in the human brain [24, 27, 31, 32]. The frequency
of targeted magnetic elds was adjusted to obtain a maximum signal decrease based on
the phantom study in Subsection 5.5.1. Regarding the spin-lock pulse, Tsl and Bsl were
xed to 200 ms and 2.35 T, respectively. Tsl was set longer than that used in Subsection
5.5.1 expecting that the MR signal intensities would decrease larger than those with Tsl
of 100 mT. Other imaging parameters were set to the same values as those used for
the phantom study mentioned above in Subsection 5.5.1. Moreover, the acquisition of
images was repeated for 10 times for the improvement of SNR and the statistical analysis.
We alternately obtained MR images with and without externally applied magnetic elds
around the wire loop which was oscillating at on-resonant frequency with the spin-lock
pulse.
5.6 Results for simulation
5.6.1 Visualization of magnetization
Figures 5.4 (a) and (b) showed the magnetization performances during the spin-lock
module with and without externally applied magnetic elds oscillating at on-resonant
frequency of Bsl, respectively. In the case without resonance, magnetization (Mx, My,
Mz) commenced at (0, 0, 1) and was then ipped into the x-y plane, as shown in Figure
5.4 (a). After being locked in the x-y plane with the spin-lock pulse, the magnetization
returned to the z-axis with the second /2 pulse. The decrease of nal Mz was caused
solely by T1 relaxation (Figure5.4 (a-3)). Figures 5.4 (a-1) and (a-2) showed that the
magnetization was rotating in the x-y plane during the spin-lock pulse. In contrast, in
the case with resonance, the magnetization oscillated three-dimensionally, as shown in
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ωsl = 100 Hz
ωsl =   95 Hz
ωsl =   50 Hz
Figure 5.5: Time course of Mz. Resonant frequencies were 100, 95, and 50 Hz.
Figure 5.4 (b-1), because the magnetic eld oscillating at the Larmor frequency of the
spin-lock pulse ipped it into the plane perpendicular to the spin-lock direction, acting
like an excitation pulse in the doubly rotating frame of reference. Consequently, the Mz
nally decreased more than that without resonance.
Figure 5.5 showed the time courses of Mz using the spin-lock pulse the amplitude of
which was set to provide !sl of 100, 95, and 50 Hz. In every case, ! was set to the same
value as !sl to satisfy the on-resonant condition. Although the cycle of each Mz diered,
Mz exhibited the same value at the end of the spin-lock module. These results suggest
that the decreases in Mz caused by the secondary magnetic resonance are independent of
the on-resonant frequencies of spin-lock pulse and oscillating magnetic elds.
5.6.2 Signal decrease by secondary magnetic resonance
Figure 5.6 showed the ! dependence of the normalized magnetization Mz (on) / Mz (o).
We could observe decreases in Mz (on) / Mz (o) when the applied magnetic eld was
oscillating at a Larmor frequency of Bsl, namely, ! = !sl. Here, Mz (on) and Mz (o) are
the z component of the magnetization with and without externally applied on-resonant
oscillating magnetic elds, respectively. Decreases in Mz (on) / Mz (o) originated from
the secondary magnetic resonance were observed in both cases: !sl of 50 and 100 Hz. The
results also illustrated the same magnitude of decreases in Mz (on) / Mz (o) in both
case with the resonant frequency of 50 and 100 Hz, and therefore, we can suggest that the
frequency of resonant condition does not aect the magnitudes of decreases in Mz (on) /
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ωsl = 100 Hzωsl = 50 Hz
Figure 5.6: Normalized magnetization Mz (on) / Mz (o) with !sl of 50 and 100 Hz while
changing !.
Mz (o).
Figure 5.7 showed that the normalized magnetization Mz (on) / Mz (o) decreased
due to the secondary magnetic resonance as Figure 5.6. Figure 5.7 (a) and (b) illustrated
the results with Bm of 0.5 and 1.0 nT and 5.0 nT, respectively. It is obvious from these
gures that larger values of Bm correspond to larger decreases in the Mz (on) / Mz (o);
this can be explained as an eect of the increase in the amplitude of rotation of the
magnetization during the spin-lock pulse with increasing Bm. However, the magnitude
of decreases in Mz (on) / Mz (o) were much smaller than those with Bm of 47 nT in
Figure 5.6, as is evident from the dierences in the magnitudes of Bm. The fact indicates
diculties for detecting small magnetic elds with amplitudes of 0.1{1.0 nT.
5.6.3 Duration time dependence
Inuences of Tsl on the decreases of magnetization during the secondary magnetic reso-
nance were observed (Figure 5.8). Mz (on) / Mz (o) meant the same as that shown in
Figure 5.6. These results of this assessment show that the decreases in Mz (on) / Mz
(o) are larger at larger values of Tsl; this may be because the magnetization during the
spin-lock pulse is rotated in proportion to the duration of Tsl. Thus, a longer Tsl causes a
longer amplitude of rotation of the magnetization during the spin-lock pulse, and we can
nally obtain larger decreases in Mz (on) / Mz (o). The cause of Tsl dependence of Mz
(on) / Mz (o) is likely to be based on the same principle as that of Bm dependence of
Mz (on) / Mz (o). Moreover, we obtained consistent results that Mz (on) / Mz (o)
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Figure 5.7: Normalized magnetization Mz (on) / Mz (o) originated from secondary
magnetic resonance with Bm of 0.5 and 1.0 nT (a), and 5.0 nT (b).
5.7. RESULTS FOR PHANTOM STUDY 111


























] Bm = 0.5 nT
Bm = 1.0 nT
Bm = 2.0 nT
Figure 5.8: Normalized magnetization Mz (on) / Mz (o) with Bm of 0.5, 1.0, and 2.0
nT while changing Tsl.
with Bm of larger values provided larger decreases with those in Figure 5.7.
5.7 Results for phantom study
5.7.1 Signal decrease by secondary magnetic resonance
We showed MR images in Figure 5.9 of the loop phantom collected to observe signal
decrease caused by secondary magnetic resonance. All of the images are axial slices
including the wire loop. Through the acquisitions !sl was set to 50 (a) and 100 (b). While
!sl was set to 50, the image with the on-resonant (! of 46 Hz) oscillating magnetic eld
applied externally showed decrease in signal intensities (a-2) compared to that without
the magnetic elds (a-1). There was no decrease in signal intensities in the image with
the o-resonant (! of 20 Hz) oscillating magnetic eld (a-3). Similarly, the image with
! of 92 Hz showed decrease in signal intensities (b-2) because of the secondary magnetic
resonance while !sl was set to 100 Hz. There was also no decrease in signal intensities in
the images with the magnetic eld oscillating at 70 Hz because the secondary magnetic
resonance did not occur.
As Figure 5.11 showed, the normalized signal intensities S (on) / S (o) of measure-
ments (solid lines) decreased when the applied magnetic eld was oscillating at resonant
frequency, as indicated in the simulation results. Here, S (on) and S (o) were signal
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 = 50 Hz ω
sl
 = 100 Hz 
ω = 0 Hz ω = 0 Hz 
ω = 46 Hz ω = 92 Hz 
ω = 20 Hz ω = 70 Hz 
Figure 5.9: MR images of loop phantom. All images are axial slices including the wire
loop. Through the acquisitions !sl was set to 50 (a) and 100 (b). Images without magnetic
elds (a-1) and (b-1). Images with on-resonant magnetic elds oscillating at ! of 46 Hz
(a-2) and ! of 92 Hz (b-2) Images with o-resonant magnetic elds oscillating at ! of 20
Hz (a-3) and 70 Hz (b-3). Only the images with on-resonant oscillating magnetic elds
showed decreases in signal intensities.
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Figure 5.10: Pixels used for calculation of normalized signal intensities with !sl of 50 and
100 Hz. We divided the image data obtained with externally applied oscillating magnetic
elds by those without the magnetic eld (! = 0 Hz). We acquired the average of pixels
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Figure 5.11: Normalized signal intensities S (on) / S (o) with !sl of 50 and 100 Hz while
changing !.
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intensities with and without externally applied oscillating magnetic elds, respectively.
These were averages of signal intensities in the region of interest (ROI) of 5  5 pixels at
the center of the loop coil in the MR images. The ROI of MR images with !sl of 50 and
100 Hz was shown in Figures 5.10 (a) and (b), respectively. As well as the normalized
signal intensities, the normalized magnetizations M (on) / M (o), which were provided
by simulations, were shown in Figure 5.11 (broken lines). The same tendencies were
observed from simulations and phantom studies. However, the phantom studies showed
approximately 40% and 70% decreases of normalized signal intensities at most with !sl
of 50 and 100 Hz, respectively, and simulations showed approximately 40% decreases of
normalized magnetization at most with !sl of 50 and 100 Hz. This dierence is consid-
ered to have been caused by the dierence between the observations of Mz (on) / Mz
(o) in simulations and S (on) / S (o) in measurements. Although the signal intensities
observed in measurements were proportional to Mz at the end of the spin-lock module,
they were inuenced by the spin-echo sequence after the spin-lock module. Moreover, the
! that decreased S (on) / S (o) the most was a few Hz lower than !sl for some reason.
Magnetic elds oscillating at ! of 41 and 92 Hz decreased S (on) / S (o) the most when
!sl was 50 and 100 Hz, respectively.
5.7.2 Detection of minute magnetic elds
Inuences of magnetic elds of the order of sub-nT on MR signal intensities were observed
through the phantom studies. Taking into account the results obtained from Figure 5.11,
a magnetic eld oscillating at 92 Hz was chosen as the on-resonant oscillating magnetic
eld with which the largest signal decrease was expected. Ten MR images were obtained
in each case: with and without on-resonant oscillating magnetic elds. Figures 5.12 (a-1),
(b-1), and (c-1) showed the results of two-sided t-tested MR images and the pixels (yellow),
which showed signicant dierences (p > 0.05) between normalized signal intensities with
and without on-resonant oscillating magnetic elds. Figures 5.12 (a-2), (b-2), and (c-2)
showed the percent signal dierences between MR images with and without on-resonant
oscillating magnetic elds. Here, Bm was 314.0 (a), 157.0 (b), and 31.4 (c) pT at the
center of the loop. These results demonstrate that acquiring images 10 times enabled us
to detect magnetic elds of the order of sub-nT as shown in Figures 5.12 (a) or (b).
5.8 Discussion
Several previous studies have attempted to detect neural magnetic elds using MRI, cell
cultures, and theoretical calculations [23, 24, 25, 26, 27, 28, 29, 30]. Most of these
have approached the problem by attempting to observe changes in magnitude or phase

















Figure 5.12: (Left column) MR images with pixels indicating signicant dierences.
(Right column) Percent signal dierences between MR images with and without on-
resonant oscillating magnetic elds. Amplitude of oscillating magnetic elds Bm were
314.0 (a), 157.0 (b) and 31.4 (c) pT.
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disordered structures, oscillation with a mean phase change of zero, incoherent signals,
and the location of the current source within the given image voxel [25, 31, 32].
In contrast to this approach, spin-lock imaging potentially detects such signals without
cancellations in the magnitude or phase images; it can provide T1-weighted images, which
have previously been achieved in biomedical imaging [56, 73], and has the advantage of
allowing band-selective variants of experiments such as those shown in Figures 5.6, 5.7 and
5.11. Spin-lock imaging would be of great use in measuring biological sources with multiple
consistent frequencies [32]. Witzel et al. and Halpern-Manners et al. proposed the
fMRI approach of using the spin-lock imaging sequence based on the secondary magnetic
resonance [31, 32]. However, neither research group has explained the mechanism of
the secondary magnetic resonance in detail. Moreover, the mechanism of fMRI method
using spin-lock imaging sequence is controversial because the results of the fMRI method
may be contributed by another component as stated in the study by Jin and Kim [74].
Therefore, in our study we visualized the phenomenon with numerical Bloch simulations
to help understand this approach and investigated how we can observe contributions of
externally applied magnetic elds to MR images.
To use spin-lock imaging for fMRI, it must be suciently sensitive to neural mag-
netic elds. Although the possibility of detecting such elds is still a matter of debate,
some studies have reported measuring magnetic elds of the order of sub-nT with vari-
ous methods [24, 27, 31, 32]. MEG measurements suggest that evoked or spontaneously
synchronized activities in the 50,000 or more cortical neurons occupying an area of 1 or
a few mm2 result in magnetic elds of the order of 0.1{1 pT at a distance of 2{4 cm
from the neuronal source. By contrast, MRI focusing on voxels 2{4 mm from the site of
activation equates to elds of the order of 0.1{1 nT (based on an inverse-square distance
scale (rMEG/rMRI)
2) [27]. It is thus essential to be able to detect magnetic elds of 0.1{1
nT in order to measure brain activation with MRI.
In this regard, we used oscillating magnetic elds with Bm of 0.5, 1.0, and 2.0 nT to
detect Tsl dependence of Mz (on)/Mz (o) in the Bloch simulation. Employing a longer
Tsl decreasesMz (on)/Mz (o) to a greater extent, and longer Tsl is therefore preferable for
observing minute magnetic elds with this method. However, the magnetization decrease
is less than 1% when Bm is 0.5 and 1.0 nT, even when we use the longest Tsl of 500 ms.
This implies that for the fMRI experiments, improvement of the SNR is necessary, i.e.,
by increasing the number of measurement repetitions or reducing the noises. Moreover,
in attempts to avoid other possible problems of BOLD contamination and susceptibility
artifacts, ultra-low-eld (ULF) MRI has been attracting attention because ULF-MRI
virtually cancels these out [51, 52].
There is another parameter of the spin-lock pulse Bsl: Bsl aects T1 [56, 71]. As well
as T1 and T

2 , T1 depends on the magnitude of the static magnetic eld B0, the properties
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of tissues, and the amplitude of the applied spin-lock pulse (this phenomenon is called T1
dispersion) [56]. As a result, measurements of T1 based on specic imaging conditions will
be required during simulation. In the phantom study, we observed decreases in intensities
of MR signals originating from the secondary magnetic resonance using magnetic elds
oscillating at on-resonant frequencies. However, as shown in Figure 5.11, there were
dierences of a few Hz between !sl and ! that decreased the MR signal intensities the
most, and !sl values were thought to be a few Hz lower than we expected. This may
indicate that Bsl values were a little smaller than the values xed on the console, which
is considered to have been caused by the deterioration of an RF coil. Therefore, RF coils
which are able to output magnetic elds with the correct amplitude are needed.
We also achieved the detection of small magnetic elds of the order of sub-nT, such
as neural magnetic elds. MR images with Bm of 314.0 and 157.0 pT at the center of
the loop showed signal changes between those with and without on-resonant oscillating
magnetic elds. In the case of Bm of 314.0 pT, as shown in Figure 5.12 (a-1), some pixels
were observed inside the loop that indicate signicant dierences between MR images
with and without on-resonant oscillating magnetic elds. As shown in Figure 5.12 (a-2),
1.21% signal changes were observed approximately 2.5 mm from the wire of the loop.
The amplitude of the magnetization at the pixel given by the Biot-Savart law was 330.4
pT. In addition, as shown in Figures 5.12 (b-1) and (b-2), 1.49% signal changes were
observed approximately 1.25 mm from the wire inside the loop. There, the amplitude of
the magnetization was 198.6 pT. Halpern-Manners et al. reported observing MR images
of a single loop at very low driving voltages with estimated eld strengths at the center
of the loop of 0.92 and 0.46 nT [32]. Furthermore, Witzel et al. reported that a 7 min
block design experiment was sensitive to a current dipole that produced an approximate
magnetic eld of 1 nT at a distance of 1.5 mm from the dipole [31]. SNR of our results
calculated from the average signal and the rms noise in the ROI of acquired MR images
without oscillating magnetic elds was 14.9 (!sl of 50 Hz) and 30.1 (!sl of 100 Hz). The
SNR may be much higher than that of the study by Witzel et al. [31] because of the
dierences in B0. Moreover, compared with the study by Halpern-Manners et al. [32]
(2.0 and 2.5), SNR in the present study was much better probably because we employed
larger voxel sizes. Therefore, higher SNR in our study may enable us to detect magnetic




In this dissertation, we discussed two fMRI methods based on non-hemodynamic phe-
nomenon: DW-fMRI and NMFD-fMRI. DW-fMRI is based on DWI techniques and ob-
serves neural activities through restricted diusion of water molecules around neural cells.
NMFD-fMRI provides a more direct fMRI method to detect neural activities by imaging
neural magnetic elds. We suggested mechanisms of these two emerging fMRI methods
and demonstrated those feasibility by simulation studies and phantom studies with 7 T
MRI. New fMRI methods that do not depend on hemodynamic changes are desired to
make up for disadvantages of conventional BOLD-fMRI: indirectness and limitation to
spatial and temporal resolutions. Therefore, mechanisms and characteristics of parame-
ters of DW-fMRI and NMFD-fMRI obtained in this dissertation are helpful for the future
investigation of these two fMRI approaches.
In Chapter 1, we have explained the importance of measuring the human brain function
and increasing expectations for development of fMRI techniques in the eld of research.
Additionally, we mentioned the situation of previous works related to fMRI studies to
design the contents in this dissertation and stated objectives of this study.
Chapter 2 has presented the background knowledge about the principles of MR tech-
niques, fundamental information of the conventional fMRI approach including image pro-
cessing and statistical analysis. In addition, we explained the technical principles of imag-
ing methods related to MRI which we employed for the newly proposed fMRI: DW-fMRI
and NMFD-fMRI.
First of all, we have explained the fundamental features of MRI, which is used for
fMRI measurement, in particular, how to obtain contrasts of structures in the human
brain and how to construct MR images with various pulse sequences. We also mentioned
the important aspects of the conventional fMRI technique, which is based on BOLD
contrast, to show how the map of brain functions is obtained by fMRI measurements.
After the technical principles of MRI and fMRI, we have described imaging techniques
related to the newly proposed fMRI approaches. DWI techniques present motion of water
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molecules around neural cells and have been established their eciency in the fMRI
measurement. Although it has not been established, MRI measurement with the spin-
lock imaging sequence has been attracted attentions to be used for fMRI measurement
which detects neural magnetic elds directly; therefore, we summarized advantages and
problems for achievement of this fMRI approach.
Chapter 3 demonstrated the importance of choosing parameters for achieving fMRI
measurement with a DWI technique. We investigated inuences of MPG parameters on
signal intensities by the Monte Carlo simulation of movements of water molecules dius-
ing within restricted structures to nd appropriate MPG parameters for brain mapping.
The simulation results demonstrated that normalized signal intensities of DWI are con-
siderably depend on MPG parameters, namely, the b- and q-values. In addition, we also
demonstrated that dierences between the normalized signal intensities before and after
cell swelling are greatly aected by the b- and q-values. Furthermore, it was conrmed
that the b- and the q-values that maximize the dierences of normalized signal intensi-
ties could be estimated by the simulations. Finally, in the actual DWI experiments, the
eects of noises and artifacts hampered the distinction of dierences between normalized
signal intensities. In order to resolve these problems, further studies are needed, including
phantom experiments or actual measurements of brain functions.
Furthermore, we extended the simulation model employed in Chapter 3 to investigate
how and why DWI signal intensities change after cell swelling in DW-fMRI measurements
in Chapter 4. We also used the Monte Carlo method to calculate the dierences between
the normalized signal intensities before and after cell swelling by simulating the diusion
of water molecules within restricted structures. In this simulation, we employed a 3D
simulation model with two compartments, respectively representing the intracellular and
the extracellular regions, in order to distinguish the contributions of these two regions.
Our simulation results using this model showed that the DWI signal intensities increase
after cell swelling. These results could be interpreted because of the increasing ratio of
the intracellular volume, which has a smaller diusion coecient and larger DWI signal
intensities. Moreover, in this chapter we focused on  instead of q-value as a parameter
to investigate, and the simulation results indicated the dependences of important DWI
parameters| as well as b-value| on the percent signal changes after cell swelling.
These results should be helpful for DW-fMRI experiments.
Compared with DW-fMRI stated in chapter 3 and 4, which is based on the mechanism
that changes in water diusion aect changes in MR signal intensities, a MRI technique
detecting neural magnetic elds directly has emerged as a more powerful fMRI. In Chapter
5, we mentioned NMFD-fMRI, which employs the spin-lock imaging sequence, as one of
the fMRI techniques detecting neural magnetic elds directly. We described our results
of visualizing magnetization behavior based on Bloch simulation to aid understanding
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of the mechanism of the secondary magnetic resonance during a spin-lock module. We
also demonstrated that the secondary magnetic resonance causes externally applied on-
resonant oscillating magnetic elds to decrease noticeably the value of Mz, leading to
decrease in MR signal intensities. The results of phantom studies support these ndings.
Moreover, in the phantom studies, we demonstrated that a longer duration of the spin-
lock pulse is preferable for emphasizing the magnetization that leads intensities of MR
signals decrease. We therefore selected the duration of 200 ms, which is longer than that
used in previous studies [31, 32], but suciently short for practical use, and carried out
MR image acquisitions 10 times so as to detect magnetic elds of the order of sub-nT.
Consequently, we were able to detect magnetic elds of 198.6 pT originated from the
single-loop coil. However, for realistic fMRI measurements of the human brain, some
aspects could be improved, e.g., avoiding contamination of BOLD signals and shortening
the acquisition time. To solve these problems, we would like to focus on employing ULF-
MRIs or imaging methods that take into account the dierences in timescale between the




The main issue of this dissertation was to study fMRI with higher spatial and temporal
resolutions. As described in Chapter 1, use of fMRI is spreading more and more widely.
For example fMRI is the most popular noninvasive technique in the eld of neuroscience
to investigate higher brain functions. As well as for obtaining knowledges of brain func-
tions, it is used for diagnosing or treating psychiatric disorders, e.g. Alzheimer's disease,
dementia or schizophrenia. Furthermore, fMRI now begins to be used for the purpose of
marketing of products as industrial use. Measurement of comfortableness with fMRI pro-
vides companies useful information how people choose products. Therefore, expectation
of fMRI measurements which produce more detail spatial and temporal information has
been increasing.
We have investigated two kinds of emerging fMRI approaches in this dissertation:
DW-fMRI and NMFD-fMRI. Those fMRI approaches are independent with hemodynamic
responses originated from neural activities, and therefore expected to have superior spatial
and temporal resolutions to conventional BOLD-fMRI. Hence, they potentially enable us
to reveal neural activities such as those related to higher brain function (i.e. recognition
or memory) more clearly. In addition, fMRI measurements with superior spatial and
temporal resolutions are expected to be used eectively in diagnosis and treatment of
psychiatric diseases.
By using DW-fMRI, we obtain magnitudes of water diusion around neural cells, and
therefore, it is considered that we can detect where the neural activities occur through the
changes in the magnitudes of water diusion. However, the interaction between neural
activities and changes in magnitudes of water diusion. Thus, we assumed that neural
activities induce neural cell swelling and investigated the inuences of changes in the
size of the regions where water molecules diuse in Chapter 3. We also demonstrated
the inuences of parameters of DWI and determined appropriate values for DW-fMRI
measurement. Furthermore, we suggested that changes in volume ratio of intracellular
and extracellular regions of neurons aect MR signal intensities in DW-fMRI in Chapter
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4. Our suggestion will help understanding of the mechanism of DW-fMRI and further
development of practical use.
NMFD-fMRI is considered to be the most direct method for fMRI though there still
remain several problems. Among fMRI approaches with direct detection of neural mag-
netic elds, we employed the one using spin-lock imaging sequence. We investigated the
mechanism of changes in MR signal intensities by calculating the interaction between
the spin-lock pulse in the spin-lock imaging sequence and the targeted magnetic elds in
Chapter 5. The simulation and MRI measurement with a phantom displayed the feasi-
bility of detecting oscillating magnetic elds of the order of actual neural magnetic elds.
Moreover, since this approach is observing the same phenomenon as MEG, the further
development including combination with MEG can be expected.
Taken together, we believe that new fMRI approaches we discussed in this dissertation
realize higher spatial and temporal resolutions than the conventional BOLD-fMRI and
expect our study supports achievement of these fMRI approaches.
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