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Abstract
We prove that for a large class of problems, including those with a discrete set of inputs, their
level-2 condition number (essentially) coincides with the original one.
© 2005 Elsevier Inc. All rights reserved.
Condition numbers are a classical theme in numerical analysis. They occur as a parameter
in bounds for both complexity and round-off error analysis. For problems whose output
varies continuously as a function of the input, condition numbers measure “the worst-case
sensitivity to small perturbations” [8]. If d is the input data and f is the computed function
then the (normwise) condition number cond(d) is deﬁned by
cond(d) = lim
→0
sup
d
‖f (d + d)− f (d)‖‖d‖
‖f (d)‖‖d‖ . (1)
Here d belongs to some Euclidean space Rn, d ∈ Rn is a perturbation and ‖ ‖ is a norm
inRn. Note that the fraction above is the quotient of the relative output error by the relative
input error. Thus, the expression “sensitivity to perturbation” is understood as how much
the relative input error is magniﬁed in the relative output error.
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Probably the best known condition number is that of matrix inversion. Here data are
square matrices A and f (A) = A−1. In this case it is well known that, for 1,∞,
cond(A) = ‖A‖‖A−1‖,
where the norm ‖ ‖ denotes the operator norm with respect to ‖ ‖ in the domain of A
and ‖ ‖ in its codomain. In addition, the Condition Number Theorem, which goes back to
[6], states (we quote from [9, Theorem 6.5]) that
cond(A) = ‖A‖
dist(A,)
, (2)
where  is the set of singular matrices. Matrices in  are said to be ill-posed for the matrix
inversion problem.
More generally, if  is a problem with condition number cond deﬁned by (1), its set
of ill-posed inputs is the set
I = {d | cond(d) = ∞}.
An important class of problems where deﬁnition (1) is not helpful is the class of problems
with a discrete set of possible outputs. Typical examples of such problems are decision
problems, i.e., those whose output is either yes or no for a given question (e.g., is a
square matrix invertible? is a linear program feasible?). For these problems, deﬁnition (1)
(associating 1 with yes and −1 with no) would yield
cond(d) =
{
0 if d /∈ I,
∞ if d ∈ I,
where I is the boundary between the inputs with output yes and those with output no.
An idea to deﬁne a useful condition number in the case of a discrete set of outputs is to
use the Condition Number Theorem (2) as a deﬁnition. Let J be the set of possible outputs
and I be the union of the boundaries between the sets Xj = {d | f (d) = j} for j ∈ J .
Data in I can be considered as ill-posed in the sense that arbitrary small perturbations can
qualitatively change the output of the computation. For problems with a discrete set of
outputs we deﬁne the condition number by
cond(d) = ‖d‖
dist(d, I) (3)
in case I = ∅ and cond(d) = 1 otherwise. This idea was used to deﬁne the condition
number C(d) for feasibility of linear (and more general) programs [11,12], the condition
numberK(d) for the problem of computing an optimal basis of a linear program [1,2], or
the condition numberK(d) for a complementary partition problem [3].
Any problem  induces another problem namely, the computation of cond. Several
papers studied methods to estimate cond for different problems  (e.g., [4,7]) and con-
dition number estimation is the subject of Chapter 14 of [9]. Two natural questions are:
how difﬁcult is to compute cond(d)? and how sensitive is this computation for a given d?
Renegar conjectured that computing cond(d) is as difﬁcult as solving with input d. He
elaborated on this conjecture in [10].
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The second question can be restated as, what is the condition number of d for the function
cond? This “condition of the condition”, called level-2 condition number and denoted by
cond[2] (d), was introduced by Demmel [5] where he proved, for some speciﬁc problems,
that their level-2 condition numbers coincided with their original condition numbers up to
a multiplicative constant. Subsequently, Higham [8] improved this result by sharpening the
bounds for the problems of matrix inversion and linear systems solving.
The goal of this paper is to further extend these results by proving the following.
Theorem 1. Let  be any problem with a condition number deﬁned in terms of relative
distance to ill-posedness, as in (3). Then
cond(d)− 1cond[2] (d)cond(d)+ 1.
Remark 1. (i) Note that Theorem 1 applies, in particular, to all problems with a discrete
set of outputs (and thus, for instance, to the condition numbers C(d),K(d), andK(d)
mentioned above). To the best of our knowledge this is the ﬁrst result on level-2 condition
numbers holding for a general class of problems.
(ii) The bounds for matrix inversion in [8] are exactly those of Theorem 1. Since for
matrix inversion the Condition Number Theorem (2) holds, that result becomes a special
case of Theorem 1.
(iii) Theorem 1 holds for any norm.
Proof of Theorem 1. To simplify notation, let (d) = dist(d, I). Also, in the sequel, we
skip the subindex. Let d be an input data. Then,
cond[2](d)= lim
→0
sup
‖d‖
|cond(d + d)− cond(d)|‖d‖
cond(d)‖d‖
= lim
→0
sup
‖d‖
∣∣∣ ‖d+d‖(d+d) − ‖d‖(d)
∣∣∣ ‖d‖
‖d‖
(d)‖d‖
= lim
→0
sup
‖d‖
∣∣∣∣‖d + d‖(d)− ‖d‖(d + d)(d + d)‖d‖
∣∣∣∣ . (4)
To prove the upper bound note that, for all perturbation d,
|‖d + d‖ − ‖d‖|‖d‖
and
|(d + d)− (d)|‖d‖.
Therefore,
|‖d + d‖(d)− ‖d‖(d)|‖d‖(d)
and
|‖d‖(d + d)− ‖d‖(d)|‖d‖‖d‖.
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It follows that
|‖d + d‖(d)− ‖d‖(d + d)|‖d‖(d)+ ‖d‖‖d‖
and consequently that, for sufﬁciently small d ,∣∣∣∣‖d + d‖(d)− ‖d‖(d + d)(d + d)‖d‖
∣∣∣∣  ‖d‖(d)+ ‖d‖‖d‖((d)− ‖d‖)‖d‖
= (d)+ ‖d‖
(d)− ‖d‖ .
Now use this inequality together with (4) to obtain
cond[2](d) = lim
→0
sup
‖d‖
∣∣∣∣‖d + d‖(d)− ‖d‖(d + d)(d + d)‖d‖
∣∣∣∣
 lim
→0
sup
‖d‖
(d)+ ‖d‖
(d)− ‖d‖
= (d)+ ‖d‖
(d)
= 1+ ‖d‖
(d)
= 1+ cond(d).
This proves the upper bound. We now proceed with the lower bound.
Let d∗ be such that ‖d∗‖ = (d) and d + d∗ ∈ I. For any  ∈ R satisfying
0 <  < ‖d∗‖ let
d∗ =

(d)
d∗.
Then, ‖d∗‖ =  and (d + d∗ ) = (d)− ‖d∗‖ = (d)−  and therefore∣∣∣∣∣
‖d + d∗‖(d)− ‖d‖(d + d∗ )
(d + d∗ )‖d∗‖
∣∣∣∣∣ =
∣∣∣∣‖d + d
∗
‖(d)− ‖d‖((d)− )
((d)− )
∣∣∣∣

(‖d‖ − ‖d∗‖)(d)− ‖d‖((d)− )
((d)− )
= (‖d‖ − )(d)− ‖d‖((d)− )
((d)− )
= −(d)+ ‖d‖
((d)− )
= ‖d‖ − (d)
(d)−  .
Again, use this inequality together with (4) to obtain
cond[2](d) = lim
→0
sup
‖d‖
∣∣∣∣‖d + d‖(d)− ‖d‖(d + d)(d + d)‖d‖
∣∣∣∣
 lim
→0
‖d‖ − (d)
(d)− 
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= ‖d‖ − (d)
(d)
= cond(d)− 1.
This proves the lower bound. 
The bounds in Theorem 1 are sharp as shown by the following toy example. Consider
to be the problem of deciding whether a point x ∈ R is greater than a ﬁxed value a > 0.
Then I = {a} and, for x ∈ R, x > 0,
cond(x) =


x
x−a if x > a,
x
a−x if x < a,∞ if x = a.
Since cond is differentiable at x for x = a, we have
cond[2](x) = |cond′(x)| x|cond(x)| =
{ a
x−a if x > a,
a
a−x if x < a.
Now note that x
x−a = ax−a + 1 and xa−x = aa−x − 1.
Another simple example shows that for problems whose output varies continuously with
their input one can not expect a result like Theorem 1 (actually, not even a version with
multiplicative constants). Consider the problemof, givenx ∈ R, computef (x) = x2+x+c.
Here, c ∈ R. Since f is continuous on R, for all x ∈ R,
cond(x) = |xf
′(x)|
|f (x)|
and, assuming xf ′(x), f (x) > 0,
cond[2](x) =
∣∣∣∣∣
(
xf ′(x)
f (x)
)′∣∣∣∣∣
|f (x)|
|f ′(x)| =
|xf ′′(x)f (x)+ f ′(x)f (x)− x(f ′(x))2|
|f (x)f ′(x)| .
Now take x = 1 and c > −2 (so that x, f (x), f ′(x) > 0). Then
cond(1) = 3
2+ c
and
cond[2](1) = |5c + 1|
3(2+ c) .
When c → ∞ we have cond(1) → 0 and cond[2](1) → 53 while for c = − 15 we have
cond(1) = 53 and cond[2](1) = 0.
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