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INTRODUCTION
Index; is a display in which more than one variable is included and is used to measure the proportional variation of the movements of these variables. This proportional change can vary according to time or place. Therefore, indices are useful because they allow summarization and comparison by making the data simple. The indices can be used for comparisons, current situation analyzes or future estimates that are calculated for different years, settlement areas or items.
In recent years, many organizations have calculated their own index values. These indices, which do not have legal and economic sanctions, are perhaps the most important indicators in terms of showing the current situation of countries, cities or societies. It is also possible to analyze the future with different calculations of indexes made with different variables. With these indices we can see the closest position to the truth about the point and the future of mankind.
Many countries or organizations calculate their own index values in relevant areas. Indices as "Index of Mother" prepared by Save the Children Organization and "Index of Better Life" prepared by the OECD can be given as examples. These indices can be presented by sorting, by grouping or mapping observations. So that the results are both presented and visually summarized by the interested persons or institutions.
In literature, there can be seen relevant papers about indices. Carlsson and Lundström (2002) investigate what specific types of economic freedom measures are important for growth. Gwartney, Lawson and Holcombe (1999) examine the importance of economic freedom by using an index that measures economic freedom in four basic areas: Money and inflation, economic structure, takings and discriminatory taxation, and international trade. Lerman and Yitzhaki (1984) derive a convenient way to calculate the Gini coefficient, using the covariance. Harzing and Van der Wal (2009) proposed a new data source (Google Scholar) and metric (Hirsch's h index) to assess journal impact in the field of economics and business.
INDEX OF ECONOMICS
In an economically free society, each person controls the fruits of his or her own labor and initiative. Individuals are empowered-indeed, entitled-to pursue their dreams by means of their own free choice (Miller, Kim, 2015) . Economic freedom and democracy affects economic performance by identifying organizational structure. One of the important part of this performance is the index of economics. The Index of Economic Freedom is a helpful tool for a variety of audiences, including academics, policymakers, journalists, students, teachers, and those in business and finance. In an economically free society, individuals are free to work, produce, consume and invest in any way they please. With the help economic freedom index, we simply analyses the country's economic freedom levels or classify them in to similar groups.
CLUSTERING ANALYSIS
Clustering is the assignment of a set of observations into subsets (called clusters) so that observations in the same cluster are similar in some sense. Clustering is a method of unsupervised learning, and a common technique for statistical data analysis used in many fields, including machine learning, data mining, pattern recognition, image analysis, bioinformatics and marketing.
Clustering analysis is a statistical classification technique for discovering whether the individuals of a population fall into different groups by making quantitative comparisons of multiple characteristics. The objective of cluster analysis is the classification of objects according to similarities among them and classify the data into groups (Balasko, Abonyi and Feil, 2005) .
In fuzzy clustering, fuzzy techniques are used to cluster the data and with these techniques an object can be classified in more than one cluster. This approach comes into the picture as an suitable method when the clusters cannot be separated from each other distinctly or when some units are uncertain about membership.
Fuzzy clusters are functions modifying each unit between 0 and 1 which is defined as the membership of the unit in the cluster. The units which are very similar to each other hold their places in the same cluster according to their membership degree. Fuzzy clustering is based on distance measurements as well like crisp clustering algorithms. The structure of the cluster and the algorithm used to specify which of these distance criteria will be used. Some of the convenient characteristics of fuzzy clustering can be given as follows (Naes, Mevik, 1999): i. It provides membership values which are convenient to comment on.
ii. It is flexible on the usage of distance.
iii. When some of the membership values are known, they can be combined with numeric optimization.
The advantage of fuzzy clustering over crisp clustering methods is that it provides more detailed information on the data. But there will be too much output when there are too many individuals and clusters so it will difficult to summarize and classify the data. Moreover, fuzzy clustering algorithms, which are used when there is uncertainty, are generally complicated (Oliveira, Pedrycz, 2007) .
FUZZY C-MEANS
Fuzzy C-Means algorithm forms the basis of all clustering techniques that depend on objective function. It was developed by Bezdek (1974a Bezdek ( , 1974b . When the FCM algorithm comes to a conclusion, the dots in the p dimension space become a sphere-shaped figure. It is assumed that these clusters are approximately the same size. Cluster centers represent each cluster and they are called prototypes. Euclidean distance ik d between the data and the cluster center is used as the distance measurement and can be calculated by formula given in Equation.1.
where k x represents the position observation value in the coordinated system, and i v represents the cluster center. It is necessary to know the actual number of clusters and the membership degrees of the individuals beforehand to be able to put this technique into practice. However, in practice, it is difficult to know these parameters before the application. For these, it is possible to find these values through the method of trial and error or through some techniques developed [11] . The objective function used for this clustering method is as follows: 
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value reach to previously determined error term. After FCM algorithm is implemented membership degrees are used in other to decide which individual will participate in which cluster. For each individual; the highest cluster membership is observed and this individual is added to that cluster (Erilli, Yolcu, Eğrioğlu, Aladağ and Öner, 2011) .
PROPOSED INDEX CALCULATION
Indices are calculated with the help of several variables. The proposed index is calculating with fuzzy clustering analysis. The suggested steps are given as follows:
i. The variables forming each index value (they must be in the same cluster) are clustered by the fuzzy clustering analysis. (Here, it will be easier to organize the data as 2 clusters. It is the easiest method to set up a very large number of observations in addition to the observations that make up the index value for this and set the result as 2 sets). ii. After applying the FCM method, cluster membership degrees of each observation are calculated. Cluster membership degrees take place between 0 and 1 for each observation. iii. The membership degrees are multiplied with scores and rankings used in related indices separately. iv. This is done for all index values which will be used in proposed index. At the end, two different index sequences based on both rank order and scoring are calculated. In analysis, the variables that located in each index are clustered by FCM separately and cluster membership degrees are calculated for each observation. In Table. 1, results of FCM membership degrees are given for selected countries for Open Market and Competitiveness Indices. The new index calculation was made separately according to the 10 index scores and rankings of the countries. The total score is calculated by multiplying the scores and the total ranking is calculated by multiplying the rankings with FCM coefficients in Microsoft Excel.
APPLICATION
As an example, for calculation, let's get the total score of Germany. 0,9966; 0,9987; 0,9779; 0,9999; 0,9977; 0,9998; 0,8219; 0,9565; 0,8587 and 0,7056 . if we multiply the scores of each index with the results of the FCM, we get the following result: 255,9023.
The total scores and ranking scores for all countries are calculated similarly to this example. The total order is sorted from smallest to largest and the order of the proposed index is determined according to this order. Similarly, the total scores is sorted from largest to smallest and the index order according to the scores is determined.
The index ranking obtained according to the Rankings is given in the Table 2 . According to results given in Table 2 and 3, Nordic countries take place in top 10. Countries like Switzerland, United Kingdom and Netherlands are other countries at the top.
The question of which index order is more important here may come to mind. It may be thought that the sequential calculation is more realistic. Because there is a difference between the scorers, but the ranking is always between 1 and 42. Thus, the calculation shows that it performs with a certain range and minimum variance. The correlation coefficient between the two calculations is found as 0,922 and it is significant at level 0,01.
Finally, if we perform FCM to all countries with all scores we get 6 clusters according to economics variables. Classification results is given in Table 4 : 
