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These are precis of books that have recently been sent to the Review Editors of the
Artificial Intelligence journal. If you are interested in reviewing one of these books (or any
other AI book), then please contact the Review Editors for a complimentary copy.
Pierre Baldi and Soren Brunak, Bioinformatics—The Machine Learning Approach,
Second Edition, The MIT Press, Cambridge, MA, 2001. ISBN 0-262-02506-X
Precis (based on jacket copy)
An unprecedented wealth of data is being generated by genome sequencing projects and
other experimental efforts to determine the structure and function of biological molecules.
The demands and opportunities for interpreting these data are expanding more than ever.
Bioinformatics is the development and application of computer methods for management,
analysis, interpretation, and prediction, as well as for the design of experiments. Machine
learning approaches (e.g., neural networks, hidden Markov models, and belief networks)
are ideally suited for areas in which there is a lot of data but little theory, as in molecular
biology. The goal in machine learning is to extract useful information from a body of data
by building good probabilistic models—and to automate the process as much as possible.
Pierre Baldi and Soren Brunak present the key machine learning approaches and apply
them to the computational problems encountered in the analysis of biological data. This
book is aimed both at biologists and biochemists who need to understand new data-driven
algorithms and at those with a primary background in physics, mathematics, statistics, or
computer science who need to know more about applications in molecular biology. This
edition contains expanded coverage of probabilistic graphical models and the applications
of neural networks, as well as a new chapter on microarrays and gene expression. The
entire text has been extensively revised.
Paul Dourish, Where the Action Is, The MIT Press, Cambridge, MA, 2001.
ISBN 0-262-04196-0
Precis (based on jacket copy)
Computer science as an engineering discipline has been spectacularly successful. Yet
it is also a philosophical enterprise in the way it represents the world and creates and
manipulates models of reality, people, and action. In this book Paul Dourish addresses
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the philosophical bases of human-computer interaction. He looks at how what he
calls “embodied interaction”—an approach to interacting with software systems that
emphasizes skilled, engaged practice rather than disembodied rationality—reflects the
phenomenological approaches of Martin Heidegger, Ludwig Wittgenstein, and other
twentieth-century philosophers. The phenomenological tradition emphasizes the primacy
of natural practice over abstract cognition in everyday activity. Dourish shows how
this perspective can shed light on the foundational underpinnings of current research
on embodied interaction. He looks in particular at how tangible and social approaches
to interaction are related, how they can be used to analyze and understand embodied
interaction, and how they could affect the design of future interactive systems.
R. Dybowski and V. Gant, Clinical Applications of Artificial Neural Networks,
Cambridge University Press, Cambridge, 2001. ISBN 0-521-66271-0
Precis (based on jacket copy)
Artificial neural networks provide a powerful tool to help doctors to analyse, model and
make sense of complex clinical data across a broad range of medical applications. Their
potential in clinical medicine is reflected in the diversity of topics covered in this volume.
In addition to looking at new and forthcoming applications the book looks forward to
prospects on the horizon. A section on theory looks at approaches to validate and refine the
results generated by artificial neural networks. The volume also recognizes that concerns
exist about the use of ‘black-box’ systems as decision aids in medicine, and the final
chapter considers the ethical and legal conundrums arising out of their use for diagnostic
or greatment decisions. Taken together, this collection of chapters provides an overview of
current and future prospects for harnessing the power of artificial neural networks in the
investigation and treatment of disease.
John Fox and Subrata Das, Safe and Sound: Artificial Intelligence in Hazardous
Applications, AAAI Press/The MIT Press, Cambridge, MA, 2000.
ISBN 0-262-06211-9
Precis (based on authors’ abstract)
Computer Science and Artificial Intelligence are increasingly used in hazardous and
uncertain situations where small faults or errors can spell human catastrophe. This book
describes a theory and a technology for sound medical decision-making and safe patient
care from the perspectives of the AI researcher and the practical software developer. It
champions the achievements of the logic programming and AI communities and presents
a design framework for constructing intelligent systems based on a logical agent model.
The book grew out of a programme of research into AI and basic cognitive functions like
reasoning, problem solving, risk assessment, decision-making and planning and presents
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an integration of these functions into a unified method for building intelligent agents, and
the need to measure success in practical as well as theoretical terms.
The book is divided into three parts. The first two parts are written in an informal style,
beginning in Part 1 with the medical background and motivations, technical challenges,
and a presentation of the PROforma method. Part 2 provides a discussion of intelligent
and autonomous agents, with particular reference to safety and hazard management. The
final part provides a formal presentation of the PROforma language and other aspects of
the agent model developed in the book. Although the application focus is medicine, the
method and the underlying ideas may be applicable in many other domains.
Dedre Gentner, Keith J. Holyoak and Boicho K. Kokinov (Eds.), The Analogical
Mind, The MIT Press, Cambridge, MA, 2001. ISBN 0-262-07206-8 (Cloth),
0-262-57139-0 (Paper)
Precis (based on publisher’s web site material)
Analogy has been the focus of extensive research in cognitive science over the past
two decades. Through analogy, novel situations and problems can be understood in terms
of familiar ones. Indeed, a case can be made for analogical processing as the very core
of cognition. This is the first book to span the full range of disciplines concerned with
analogy. Its contributors represent cognitive, developmental, and comparative psychology;
neuroscience; artificial intelligence; linguistics; and philosophy.
The book is divided into three parts. The first part describes computational models of
analogy as well as their relation to computational models of other cognitive processes.
The second part addresses the role of analogy in a wide range of cognitive tasks, such as
forming complex cognitive structures, conveying emotion, making decisions, and solving
problems. The third part looks at the development of analogy in children and the possible
use of analogy in nonhuman primates.
D. Hand, H. Mannila and P. Smyth, Principles of Data Mining, The MIT Press,
Cambridge, MA, 2001. ISBN 0-262-08290
Precis (based on jacket copy)
The growing interest in data mining is motivated by a common problem across
disciplines: how does one store, access, model, and ultimately describe and understand
very large data sets? Historically, different aspects of data mining have been addressed
independently by different disciplines. This is an interdisciplinary text on data mining,
blending the contributions of information science, computer science, and statistics.
The book consists of three sections. The first, foundations, provides a tutorial overview
of the principles underlying data mining algorithms and their application. The presentation
emphasizes intuition rather than rigor. The second section, data mining algorithms, shows
how algorithms are constructed to solve specific problems in a principled manner. The
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algorithms covered include trees and rules for classification and regression, association
rules, belief networks, classical statistical models, nonlinear models such as neural
networks, and local “memory-based” models. The third section shows how all of the
preceding analysis fits together when applied to real-world data mining problems.
Topics include the role of metadata, how to handle missing data, and data prepro-
cessing.
Christian Jacquemin, Spotting and Discovering Terms through Natural Language
Processing, The MIT Press, Cambridge, MA, 2001. ISBN 0-262-10085
Precis (based on jacket copy)
In this book Christian Jacquemin shows how the power of natural language processing
(NLP) can be used to advance text indexing and information retrieval (IR). Jacquemin’s
novel tool is FASTR, a parser that normalizes terms and recognizes term variants. Since
there are more meanings in a language than there are words, FASTR uses a metagrammar
composed of shallow linguistic transformations that describe the morphological, syntactic,
semantic, and pragmatic variations of words and terms. The acquired parsed terms can then
be applied for precise retrieval and assembly of information.
The use of a corpus-based unification grammar to define, recognize, and combine term
variants from their base forms allows for intelligent information access to, or “linguistic
data tuning” of, heterogeneous texts. FASTR can be used to do automatic controlled
indexing, to carry out content-based Web searches through conceptually related alternative
query formulations, to abstract scientific and technical extracts, and even to translate and
collect terms from multilingual material. Jacquemin provides an account of the method and
implementation of this innovative retrieval technique for text processing.
Vojislav Kecman, Learning and Soft Computing, Bradford Books/The MIT Press,
Cambridge, MA, 2001. ISBN 0-262-11255-8
Precis (based on publisher’s web site material)
This textbook provides an introduction to the field of learning from experimental data
and soft computing. Support vector machines (SVM) and neural networks (NN) are the
mathematical structures, or models, that underlie learning, while fuzzy logic systems (FLS)
enable us to embed structured human knowledge into workable algorithms. The book
assumes that it is not only useful, but necessary, to treat SVM, NN, and FLS as parts
of a connected whole. Throughout, the theory and algorithms are illustrated by practical
examples, as well as by problem sets and simulated experiments. This approach is intended
to enable the reader to develop SVM, NN, and FLS in addition to understanding them. The
book also presents three case studies: on NN-based control, financial time series analysis,
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and computer graphics. A solutions manual and all of the MATLAB programs needed for
the simulated experiments are available.
Sarit Kraus, Strategic Negotiation in Multiagent Environments, The MIT Press,
Cambridge, MA, 2001. ISBN 0-262-11264-7
Precis (based on jacket copy)
As computers advance from isolated workstations to linked elements in complex
communities of systems and people, cooperation and coordination via intelligent agents
become increasingly important. Examples of such communities include the internet,
electronic commerce, health institutions, electricity networks, and digital libraries.
Sarit Kraus is concerned here with the cooperation and coordination of intelligent
agents that are self-interested and usually owned by different individuals or organization.
Conflicts frequently arise, and negotiation is one of the main mechanisms for reaching
agreement. Kraus presents a strategic-negotiation model that enables autonomous agents
to reach mutually beneficial agreements efficiently in complex environments. The model,
which integrates game theory, economic techniques, and heuristic methods of artificial
intelligence, can be automated in computer systems or applied to human situations. The
book provides both theoretical and experimental results.
Donald MacKenzie, Mechanizing Proof—Computing, Risk, and Trust, The MIT
Press, Cambridge, MA, 2001. ISBN 0-262-13393-8
Most aspects of our private and social lives—our safety, the integrity of the financial
system, the functioning of utilities and other services, and national security—now
depend on computing. But how can we know that this computing is trust-worthy? In
Mechanizing Proof, Donald MacKenzie addresses this key issue by investigating the inter-
relations of computing, risk, and mathematical proof over the last half century from the
perspectives of history and sociology. His discussion draws on the technical literature of
computer science and artificial intelligence and on extensive interviews with scientists and
engineers.
MacKenzie argues that our culture now contains two ideals of proof: proof as
traditionally conducted by human mathematicians, and formal, mechanized proof. He
describes the systems constructed by those committed to the latter ideal and the many
questions those systems raise about the nature of proof. He looks at the primary social
influence on the development of automated proof—the need to predict the behavior of the
computer systems on which human life and security depend—and explores the involvement
of powerful organizations such as the National Security Agency. He concludes that in
mechanizing proof, and in pursuing dependable computer systems, we do not and cannot
obviate the need for trust in our collective human judgment.
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Lorenzo Magnani, Abduction, Reason, and Science, Kluwer Academic/Plenum
Publishers, 2001. ISBN 0-306-46514-0
Precis (based on jacket copy)
More than a hundred years ago, the American philosopher Charles Sanders Peirce
coined the term “abduction” to refer to inference that involves the generation and
evaluation of explanatory hypotheses. The study of abductive inference was slow to
develop, as logicians concentrated on deductive logic and on inductive logic based on
formal calculi such as probability theory. In recent decades, however, there has been
renewed interest in abductive inference, from two primary sources. Philosophers of science
have recognized the importance of abduction in the discovery and evaluation of scientific
theories, and researchers in artificial intelligence have realized that abduction is a key
part of medical diagnosis and other tasks requiring explanations. Psychologists have been
slow to adopt the terms “abduction” and “abductive inference”, but have been showing
increasing concerns with causal and explanatory reasoning.
Thus, abduction is now a key topic of research in cognitive science, the interdisciplinary
study of mind and intelligence. The new book Abduction, Reason, and Science, contributes
to this research in several ways. First, it ties together the concerns of philosophers of
science and AI researchers, showing, for example, the connections between scientific
thinking and medical expert systems. Second, it lays out a general framework for
discussion of a variety of kinds of abduction. Third, it develops ideas about aspects of
abductive reasoning that have been relatively neglected in cognitive science, including the
use of visual and temporal representations and the role of abduction in the withdrawal of
hypotheses.
Matthew T. Mason, Mechanics of Robotic Manipulation, The MIT Press,
Cambridge, MA, 2001. ISBN 0-262-13396-2
Precis (based on jacket copy)
“Manipulation” refers to a variety of physical changes made to the world around us.
Mechanics of Robotic Manipultion addresses one form of robotic manipulation, moving
objects, and the various processes involved—grasping, carrying, pushing, dropping,
throwing, and so on. Unlike most books on the subject, it focuses on manipulation
rather than manipulators. This attention to processes rather than devices allows a more
fundamental approach, leading to results that apply to a broad range of devices, not just
robotic arms.
The book draws both on classical mechanics and on classical planning, which introduces
the element of imperfect information. The book does not propose a specific solution to the
problem of manipulation, but rather outlines a path of inquiry.
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Drew V. McDermott, Mind and Mechanism, MIT Press, Cambridge, MA, 2001.
ISBN 0-262-13392-X
Precis (based on publisher’s web site material)
In Mind and Mechanism, Drew McDermott takes a computational approach to the mind-
body problem (how it is that a purely physical entity, the brain, can have experiences?).
He begins by arguing the falseness of dualist approaches, which separate the physical
and mental realms. He then surveys what has been accomplished in artificial intelligence,
differentiating what we know how to build from what we can imagine building. McDermott
then details a computational theory of consciousness—claiming that the mind can be
modeled entirely in terms of computation – and discusses various possible objections. He
also discusses cultural consequences of the theory, including its impact on religion and
ethics.
I. Dan Melamed, Empirical Methods for Exploiting Parallel Texts, MIT Press,
Cambridge, MA, 2001. ISBN 0-262-13380-6
Precis (based on publisher’s web site material)
Parallel texts (bitexts) are a goldmine of linguistic knowledge, because the translation
of a text into another language can be viewed as a detailed annotation of what that text
means. Knowledge about translational equivalence, which can be gleaned from bitexts,
is of central importance for applications such as manual and machine translation, cross-
language information retrieval, and corpus linguistics. The availability of bitexts has
increased dramatically since the advent of the Web, making their study an exciting new
area of research in natural language processing. This book lays out the theory and the
practical techniques for discovering and applying translational equivalence at the lexical
level. It is intended as a start-to-finish guide to designing and evaluating many translingual
applications.
Simon Parsons, Qualitative Methods for Reasoning under Uncertainty, The MIT
Press, Cambridge, MA, 2001. ISBN 0-262-16168
Precis (based on jacket copy)
In this account of qualitative methods for reasoning under uncertainty, “uncertainty”
refers to various types of imperfect information. The advantage of qualitative methods is
that they do not require precise numerical information. Instead, they work with abstractions
such as interval values and information about how values change. The author does not
invent completely new methods for reasoning under uncertainty but provides the means to
create qualitative versions of existing methods. To illustrate this, he develops qualitative
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versions of probability theory, possibility theory, and the Dempster–Shafer theory of
evidence.
According to Parsons, these theories are best considered complementary rather than
exclusive. Thus the book supports the contention that rather than search for the single best
method to handle all imperfect information, one should use whichever method best fits the
problem. This eclectic approach leads naturally to the use of several different methods in
the solution of a single problem and to the complexity of integrating the results—a problem
to which qualitative methods provide a solution.
M. Patel, V. Honavar and K. Balakrishnan (Eds.), Advances in the Evolutionary
Synthesis of Intelligent Agents, The MIT Press, Cambridge, MA, 2001.
ISBN 0-262-16201-6
Precis (based on jacket copy)
Systems whose information-processing structures are fully programmed are difficult
to design for all but the simplest applications. Real-world environments call for systems
that are able to modify their behavior by changing their information-processing structures.
Cognitive and information structures and process, embodied in living systems, display
many effective designs for biological intelligent agents. They are also a source of ideas
for designing artificial intelligent agents. This book explores a central issue in artificial
intelligence, cognitive science, and artificial life: how to design information structures and
processes that create and adapt intelligent agents through evolution and learning.
The book is organized around four topics: the power of evolution to determine effective
solutions to complex tasks, mechanisms to make evolutionary design scalable, the use of
evolutionary search in conjunction with local learning algorithms, and the extension of
evolutionary search in novel directions.
Raymond Reiter, Knowledge in Action, The MIT Press, Cambridge, MA, 2001.
ISBN 0-262-18218-1
Precis (based on jacket copy)
Modeling and implementing dynamical systems is a central problem in artificial
intelligence, robotics, software agents, simulation, decision and control theory, and many
other disciplines. In recent years, a new approach to representing such systems, grounded
in mathematical logic, has been developed within the AI knowledge representation
community.
This book presents a comprehensive treatment of these ideas, basing its theoretical and
implementation foundations on the situation calculus, a dialect of first-order logic. Within
this framework, it develops many features of dynamical systems modeling, including time,
processes, concurrency, exogenous events, reactivity, sensing and knowledge, probabilistic
uncertainty, and decision theory. It also describes and implements a new family of high-
level programming languages suitable for writing control programs for dynamical systems.
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Finally, it includes situation calculus specifications for a wide range of examples drawn
from cognitive robotics, planning, simulation, databases, and decision theory, together with
all the implementation code for these examples. This code is available on the book’s Web
site.
A. Robinson and A. Voronkov, Handbook of Automated Reasoning (2-volume set),
Elsevier Science B.V., Amsterdam/The MIT Press, Cambridge, MA, 2001.
ISBN 0-262-18223-8
Precis (based on publisher’s web site material)
Automated reasoning has matured into one of the most advanced areas of computer sci-
ence. It is used in many areas of the field, including software and hardware verification,
logic and functional programming, formal methods, knowledge representation, deductive
databases, and artificial intelligence. This handbook presents an overview of the funda-
mental ideas, techniques, and methods in automated reasoning and its applications. The
material covers both theory and implementation. In addition to traditional topics, the book
covers material that bridges the gap between automated reasoning and related areas. Exam-
ples include model checking, nonmonotonic reasoning, numerical constraints, description
logics, and implementation of declarative programming languages.
The book consists of eight parts. After an overview of the early history of automated
deduction, the areas covered are reasoning methods in first-order logic; equality and other
built-in theories; methods of automated reasoning using induction; higher-order logic,
which is used in a number of automatic and interactive proof-development systems;
automated reasoning in nonclassical logics; decidable classes and model building; and
implementation-related questions.
Ron Sun and C.L. Giles (Eds.), Sequence Learning: Paradigms, Algorithms, and
Applications, Lecture Notes in Artificial Intelligence, Vol. 1828, Springer-Verlag,
Berlin, 2001. ISBN 3-540-41597-1
Precis (based on editors’ abstract)
This book is intended for use by scientists, engineers, and students interested in
sequence learning in artificial intelligence, neural networks, and cognitive science. The
book introduces algorithms and methods of sequence learning. With the help of these
concepts, a variety of applications are examined in chapters contributed by different
authors. An aim of this book is to help the reader acquire an appreciation of the breadth
and variety sequence learning and its potential as an interesting area of research and
application. The book is divided into five parts: Sequence Clustering and Learning with
Markov Models, Sequence Prediction and Recognition with Neural Networks, Sequence
Discovery with Symbolic Methods, Sequential Decision Making, and Biologically Inspired
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Sequence Learning Models. The reader is assumed to have basic knowledge of neural
networks and AI concepts.
William R. Uttal, The New Phrenology, The MIT Press, Cambridge, MA, 2001.
ISBN 0-262-21017
Precis (based on jacket copy)
William Uttal is concerned that in an effort to prove itself a hard science, psychology
may have thrown away one of its most important methodological tools—a critical analysis
of the fundamental assumptions that underlie day-to-day empirical research. In this book
Uttal addresses the question of localization: whether psychological processes can be
defined and isolated in a way that permits them to be associated with particular brain
regions.
New noninvasive imaging technologies allow us to observe the brain while it is actively
engaged in mental activities. Uttal cautions, however, that the excitement of these new
research tools can lead to a neuroreductionist wild goose chase. With more and more
cognitive neuroscientific data forthcoming, it becomes critical to question their limitations
as well as their potential. Uttal reviews the history of localization theory, presents the
difficulties of defining cognitive processes, and examines the conceptual and technical
difficulties that should make us cautious about falling victim to what may be a “neo-
phrenological” fad.
B. Webb and T.R. Consi (Eds.), Biorobotics—Methods and Applications, AAAI
Press/The MIT Press, Cambridge, MA, 2001. ISBN 0-262-73141
Precis (based on jacket copy)
Animal-like robots are playing an increasingly important role as a link between the
worlds of biology and engineering. The new, multidisciplinary field of biorobotics provides
tools for biologists studying animal behavior and test beds for the study and evaluation of
biological algorithms for potential engineering applications. This book focuses on the role
of robots as tools for biologists.
An animal is profoundly affected by the many subtle and complex signals within its
environment, and because the animal invariably disturbs its environment, it constantly
creates a new set of stimuli. Biorobots are now enabling biologists to understand these
complex animal-environment relationships. This book unites scientists from diverse
disciplines who are using biorobots to probe animal behavior and brain function. The
first section describes the sensory systems of biorobotic crickets, lobsters, and ants and
the visual system of flies. The second section discusses robots with cockroachlike motor
systems and the intriguing question of how the evolution of complex motor abilities could
lead to the development of cognitive functions. The final section discusses higher brain
function and neural modeling in mammalian and humanoid robots.
