The stochastic block model is widely used for detecting community structures in network data. How to test the goodness-of-fit of the model is one of the fundamental problems and has gained growing interests in recent years. In this paper, we propose a novel goodness-of-fit test based on the maximum entry of the centered and re-scaled adjacency matrix for the stochastic block model. One noticeable advantage of the proposed test is that the number of communities can be allowed to grow linearly with the number of nodes ignoring a logarithmic factor. We prove that the null distribution of the test statistic converges in distribution to a Gumbel distribution, and we show that both the number of communities and the membership vector can be tested via the proposed method. Further, we show that the proposed test has asymptotic power guarantee against a class of alternatives. We also demonstrate that the proposed method can be extended to the degree-corrected stochastic block model. Both simulation studies and real-world data examples indicate that the proposed method works well.
Introduction
One of the fundamental problems in network data analysis is the community detection that aims to divide nodes into groups such that the links are dense within groups and relatively sparse between groups. The stochastic block model proposed by Holland, Laskey and Leinhardt (1983) is probably the most studied network model for this purpose, see Snijders and Nowicki (1997) , Nowicki and Snijders (2001) , Bickel and Chen (2009) , Rohe, Chatterjee and Yu (2011) , Choi, Wolfe and Airoldi (2012) , and Jin (2015) for some of the representative work.
In a stochastic block model with k communities, n nodes are clustered into k groups, i.e., there exists a mapping σ : [n] → [k] n , where [n] = {1, . . . , n}. Given the community labels, the entries A ij (i > j) of the symmetric adjacency matrix A ∈ {0, 1} n×n of an undirected random graph G are then assumed to be mutually independent Bernoulli random variables with the occurrence probabilities P ij = B σ(i)σ(j) for certain symmetric probability matrix B ∈ [0, 1] k×k . A large number of methods for recovering the community labels have been proposed, including modularity (Newman, 2006) , profile-likelihood maximization (Bickel and Chen, 2009 ), pseudo-likelihood maximization (Amini et al., 2013) , variational methods (Daudin, Picard and Robin, 2008) and spectral clustering (Rohe, Chatterjee and Yu, 2011; Jin, 2015) . Asymptotic properties of the estimators of the community labels have also been established, see Choi, Wolfe and Airoldi (2012) , Rohe, Chatterjee and Yu (2011) , Zhao, Levina and Zhu (2012) , Sarkar and Bickel (2015) , Jin (2015) , Lei and Rinaldo (2015) , and Zhang and Zhou (2016) . For a review of the subject, we refer to Bhattacharyya and Bickel (2016) . However, how to validate the stochastic block model is a challenging problem and has not been addressed only until recently. Specifically, Wang and Bickel (2017) developed a likelihood-based approach to test the model and derived the asymptotic distribution of the log-likelihood ratio statistic under model misspecification when the number of communities k is fixed. Bickel and Sarkar (2015) used the largest eigenvalue of the centered and scaled adjacency matrix to test the Erdős-Rényi model and derived the asymptotic null distribution.
By extending their arguments, Lei (2016) developed a goodness-of-fit test for stochastic block models using the largest singular value of the centered and re-scaled adjacency matrix and derived its asymptotic null distribution when the condition k = o(n 1/6 ) holds. It was also acknowledged that it is difficult to extend these results to the more flexible degree-corrected block model. Karwa et al. (2016) developed a finite-sample Monte Carlo goodness-of-fit test for the stochastic block model. The proposed test calculates goodness-of-fit statistics of graphs sampled from a conditional distribution given sufficient statistics of the stochastic block model; then the sample statistics are compared to the one calculated from the observed network, from which a naive p-value estimator is obtained. The proposed procedure is computationally expensive and there is no theoretical guarantee for the null distribution and asymptotic power of such finite-sample Monte Carlo tests.
In this paper, we propose a novel goodness-of-fit test based on the maximum entry-wise deviation of the centered and re-scaled adjacency matrix. We show that the asymptotic null distribution of the test statistic is a Gumbel distribution when k = o(n/ log 2 n). This condition implies that k is allowed to grow linearly with n ignoring a logarithmic factor. This kind of scenario has been referred by Rohe, Qin and Fan (2014) as the highest dimensional stochastic block model as the number of communities must be smaller than the number of nodes, and no reasonable model would allow k to grow faster than that. As a result, the proposed test significantly relaxes the condition in Lei (2016) . We note that the maximum entry-wise deviation approach was first introduced by Jiang (2004) for testing the hypothesis H 0 : R = I vs H 1 : R = I, where R is a correlation matrix; therefore, the setting is quite different from ours.
The remainder of the paper is organized as follows. In Section 2, we introduce the new test statistic. We state its asymptotic null distribution and asymptotic power. We extend our results to the degree-corrected stochastic block model in Section 3. Simulation studies and real-world data examples are given in Section 4 and Section 5, respectively. All proofs are collected in the supplementary materials.
A new goodness-of-fit test for the stochastic block model
Consider a stochastic block model on n nodes with the membership vector σ and probability matrix B. For any fixed (B, σ), the probability mass function for the adjacency matrix A is
and the corresponding log-likelihood under the stochastic block model can be written as
where
It is not difficult to see that given a number of communities k 0 and a membership vector σ 0 , the maximum likelihood estimate of B is given by
where σ
| is the number of nodes in block u.
Now given an observed adjacency matrix A, one may be interested in knowing whether
A can be well fitted by a stochastic block model with k 0 communities and/or a membership vector σ 0 . This leads to the following two hypothesis tests for fitness of the stochastic block model:
(1) H 0 : k = k 0 vs H 1 : k = k 0 , and
where we use k and σ to denote the true number of communities and the true membership vector respectively, and use k 0 and σ 0 to denote a hypothetical number of communities and a hypothetical membership vector respectively.
We note that most existing work in the literature have only considered the hypothesis test (1), while as we will see, as a natural by-product of our result, we are also able to consider the hypothesis test (2), which is often of practical interest as well.
Next we derive the proposed test statistic. We first define the centered and re-scaled adjacency matrix A by
Under the null hypothesis Lei (2016) showed that
where T W 1 denotes the Tracy-Widom distribution with index 1 and λ i (A) denotes the i-th largest eigenvalue of the matrix A. Further, to test Lei (2016) proposed to obtain σ using spectral clustering (under k = k 0 ) and developed the following test statistic:
where σ 0 in A has been replaced by σ. Note T n,k 0 is a Bonferroni correction, and the corresponding level α rejection rule is then
where t α is the α-th quantile of the T W 1 distribution for α ∈ (0, 1). We note that better than many previous methods, the number of communities k in Lei (2016) is allowed to grow as n increases, but at the rate of k = o(n 1/6 ), which suggests that the test may not perform well when k is large (see Simulation 2 in Section 4).
We aim to develop a new test statistic that allows k to grow, up to a logarithm factor, linearly with n, and is able to test the fitness of the stochastic block model in both hypothesis tests (1) and (2); moreover, the test statistic can be extended to the degree-corrected stochastic block model. Specifically, we propose a new test statistic based on the maximum entry-wise deviation:
, and σ −1 0 (v)/{i} denotes the set of nodes, excluding node i, that belong to community v in σ 0 .
The asymptotic null distribution
To derive the asymptotic distribution for L n (k 0 , σ 0 ), we make the following mild assumptions:
(A1) The entries of B are uniformly bounded away from 0 and 1.
(A2) There exist C 1 > 0 and C 2 > 0 such that
Note condition (A1) was also used in Lei (2016) . In Condition (A2), the lower bound on the smallest community size requires that the size of each community is at least proportional to n/k. This is a reasonable and mild condition; for example, it is satisfied almost surely if the membership vector σ is generated from a multinomial distribution with n trials and probability π = (π 1 , . . . , π k ) such that min 1≤u≤k π u ≥ C 1 /k. This condition was also used in Lei (2016) and Wang and Bickel (2017) . Condition (A2) also places an upper bound on the largest community size. This is a reasonable condition as well and similar conditions have been considered by Zhang and Zhou (2016) and Gao, Ma, Zhang and Zhou (2017) . The upper bound on the largest community size is used to control the maximum grouped bias between B σ(i)σ(j) and its population version B σ(i)σ(j) , i.e.,
| such that it converges in probability to 0.
We now state the asymptotic properties of L n (k 0 , σ 0 ) and delay the proof to the supplementary materials.
Theorem 1. Suppose that conditions (A1) and (A2) hold. Then under the null hypothesis
where the right hand side of (2.3) is the cumulative distribution function of the Gumbel distribution with µ = −2 log(2 √ π) and β = 2.
Using the above theorem, we can now carry out both hypothesis tests (1) and (2). For hypothesis test (1), similar to Lei (2016) , we obtain σ using spectral clustering (under k = k 0 ) and compute
and we reject H 0 : k = k 0 , if T n > t (1−α/2) or T n < t α/2 , where t α is the α-th quantile of the Gumbel distribution with µ = −2 log(2 √ π) and β = 2. As for hypothesis test (2), since σ 0 gives rise to a corresponding k 0 , we can compute
and we reject
, where t α is again the α-th quantile of the Gumbel distribution with µ = −2 log(2 √ π) and β = 2. In Section 4, we carry out extensive simulation studies to investigate the finite sample performance of the two proposed tests of hypothesis.
The asymptotic power
In this section, we study the asymptotic power of the proposed tests. To do so, we first define a class of alternatives. For a stochastic block model with true membership vector σ and true probability matrix B, define probability matrix B σ 0 with respect to a given membership vector σ 0 as
From the above definition, we can see that
|. We define the following alternative class of numbers of communities and membership vectors:
where γ > 1 is a constant. The term (k 0 , σ 0 ) calculates the maximum grouped difference between B σ(i)σ(j) and B σ 0 σ 0 (i)σ 0 (j) , and the defined set F γ (k, σ, B) specifies that an alternative (k 0 , σ 0 ) ∈ F γ (k, σ, B) should be separated from the true (k, σ), in that the maximum grouped difference between B σ(i)σ(j) and B σ 0 σ 0 (i)σ 0 (j) , i.e., (k 0 , σ 0 ), is lower bounded. We note that this condition on the alternative class is not restrictive. For example, assume that the true stochastic block model has two equal-sized communities, i.e., σ(1) = · · · = σ(n/2) = 1, σ(n/2 + 1) = · · · = σ(n) = 2, and B 11 = B 22 = p, B 12 = B 21 = q. Consider the Erdős-Rényi model as the alternative, i.e., k 0 = 1 and σ 0 (1) = · · · = σ 0 (n) = 1. With
and O( √ log n), respectively, if we assume, for example, p and q are constants. Thus, the Erdős-Rényi model belongs to the alternative class F γ (k, σ, B). Through similar arguments, one can show, for example, when k 0 = 2, any balanced alternative σ 0 = σ, i.e., min{|σ
Next, we show the power of our proposed test against the class of alternatives F γ (k, σ, B).
− 2 log(2k 0 n) + log log(2k 0 n) and t α is the α-th quantile of the Gumbel distribution with µ = −2 log(2 √ π) and β = 2. Before we state the asymptotic power of the test Φ α , we first introduce the following condition:
(A2') There exist C 1 > 0 and C 2 > 0 such that
for all n. This condition is analogous to Condition (A2) and as we have argued, is a reasonably mild condition on community sizes. In the next theorem, we state the asymptotic power of the test Φ α , while the proof is collected in the supplementary materials.
Theorem 2. Suppose that conditions (A1) and (A2') hold. Then under the alternative
Theorem 2 indicates that the goodness-of-fit test Φ α is powerful against the class of
is rejected with probability approaching one as n tends to infinity. Continuing with the earlier example, consider a stochastic block model with two equal sized communities, i.e.,
Theorem 2 implies that our proposed test is powerful against the Erdős-Rényi model, as it belongs to the alternative class F γ (k, σ, B). Similarly, we can also conclude that our test is powerful against the alternative σ 0 such that k 0 = 2 and min{|σ
3 Extension to the degree-corrected stochastic block model It has been observed that a typical real-world network often contains a few high-degree "hub" nodes which have many edges and many low-degree nodes that have few edges. The stochastic block model, however, does not accommodate such heterogeneity. To incorporate the degree heterogeneity of nodes for community detection, Karrer and Newman (2011) proposed the degree-corrected stochastic block model. Specifically, the degree-corrected stochastic block model assumes that
set of node degree parameters measuring the degree variation.
For identifiability of the model, we use the following constraint for the degree-corrected stochastic block model:
To develop a goodness-of-fit test for the degree-corrected stochastic block model, we consider two cases: (1) ω is known, and (2) ω is unknown. We first consider the case where ω is known. In this case, we propose the following test statistic:
.
To derive the asymptotic distribution of L n1 (k 0 , σ 0 ), we make the following additional assumption:
(A4) The entries of (ω i ω j B σ(i)σ(j) ) 1≤i≤n,1≤j≤n are uniformly bounded away from 0 and 1.
We now state the asymptotic properties of L n1 (k 0 , σ 0 ).
Theorem 3. Suppose that conditions (A2)-(A4) hold. Then under the null hypothesis H 0 :
Note that E(
) 2 = 1, which is analogous to the result under the stochastic block model, in which E(
) 2 = 1. Henceforth, the proof of Theorem 3 is very similar to that of Theorem 1, and we omit the details in the paper. Similar to Section 2.1, using the result in the above theorem, we can carry out hypothesis tests (1) and (2) using the test Φ
− 2 log(2k 0 n) + log log(2k 0 n) and t α is the α-th quantile of the Gumbel distribution with µ = −2 log(2 √ π) and β = 2. Following similar arguments as in the case of stochastic block model, it can also be shown that the test Φ 1 α is powerful against a class of alternatives.
If ω is unknown, we can plug in its estimate for L n1 (k 0 , σ 0 ). Similar to Karrer and
Newman (2011), we replace the Bernoulli distribution of A ij by the Poisson distribution with the mean ω i ω j B uv . As discussed in Zhao, Levina and Zhu (2012) , there is no practical difference in performance between the log-likelihood and its slightly more elaborate version based on the Bernoulli observations. The reason is that the Bernoulli distribution with a small mean can be well approximated by a Poisson distribution. One advantage of using the Poisson distribution is that it greatly simplifies the calculation. Another advantage is that it admits networks containing both multi-edges and self-edges. Specifically, for any fixed (B, ω, σ), the log-likelihood of observing the adjacency matrix A under the degree-corrected stochastic block model can be written as
(m uv log B uv − n uv B uv ), where d i = 1≤j≤n A ij , and m uv and n uv are defined the same as before. It is not difficult to show that given σ 0 , the maximum likelihood estimate of the parameter ω is given by
We note that when ω is unknown, it is difficult to derive the asymptotic distribution of L n2 (k 0 , σ 0 ) as the dependence of the terms in the summation of the above expression is complicated. Instead, we did simulation studies and found that the empirical distribution of Figure 3 (b)) especially when the number of communities k is small. Further, we also found that when (1) and (2) can be carried out.
Simulation studies
In this section, we carry out extensive simulation studies to evaluate the performance of the proposed test statistic. We consider both the stochastic block model and the degreecorrected stochastic block model. In the stochastic block model setting, spectral clustering is used to obtain the community labels, whereas in the degree-corrected stochastic block model setting, the SCORE algorithm (Jin, 2015) is employed. In the stochastic block model, we consider the test statistic T n = L 2 n (k 0 , σ 0 ) − 2 log(2k 0 n) + log log(2k 0 n), and in the degreecorrected stochastic block model, we consider test statistics
log log(2k 0 n), where i = 1, 2, 3. In our comparative simulation studies, Lei (2016) , Karwa et In the stochastic block model setting, we first examine how well the Gumbel limiting distribution approximates the empirical distribution of the test statistic T n . We set n = 500
and k = k 0 = 3 with π 1 = π 2 = π 3 = 1/3. The edge probability between communities u and v is B uv = 0.1(1 + 2 × 1(u = v)). We obtain the membership vector σ using spectral clustering. Figure 1 plots the distribution of T n from 200 replications, and it can be seen that the empirical distribution is well approximated by the limiting distribution.
Simulation 2. Hypothesis test (1) under the stochastic block model. In the stochastic block model setting, we consider the hypothesis test
We investigate the probability of type I error and the power of the test statistic T n . We set the size of each block to be 200. The edge probability between communities u and v is 0.1(1 + 4 × 1(u = v)). We also compare our method with Lei (2016) . Note that Lei (2016) considered the one-sided hypothesis test
Consequently, the test proposed in Lei (2016) is not powerful when k < k 0 . Thus, we only report results on k ≥ k 0 for Lei (2016) . Each simulation is repeated 200 times. The simulation results are given in Table 1 . It can be seen from Table 1 that our method and Lei (2016) have comparable type I errors when k is small, however, our method enjoys better type I errors when k increases. This agrees with our theoretical finding that the proposed test allows k to grow at a much faster rate than that of Lei (2016) . When k > k 0 , the test by Lei (2016) has greater power; this is expected as Lei (2016) considers a one-sided test whereas we consider a two-sided test. In general, the power of our proposed test increases as the difference between k and k 0 increases. k 0 = 2 0.05 0.14 0.43 0.62 0.79 1.00 1.00 1.00 0.05 1.00 1.00 1.00 1.00 1.00 1.00 1.00 k 0 = 4 0.83 0.07 0.10 0.39 0.83 1.00 1.00 1.00 * 0.07 1.00 1.00 1.00 1.00 1.00 1.00 k 0 = 6 1.00 0.27 0.09 0.11 0.36 1.00 1.00 1.00 * * 0.06 1.00 1.00 1.00 1.00 1.00 k 0 = 8 1.00 0.51 0.23 0.10 0.17 1.00 1.00 1.00 * * * 0.10 1.00 1.00 1.00 1.00 k 0 = 10 1.00 0.74 0.34 0.20 0.11 1.00 1.00 1.00 * * * * 0.10 1.00 1.00 1.00 the edge probability changes. We consider the hypothesis test
The edge probability between communities u and v is r(1 + 2 × 1(u = v)), where r = 0.02, · · · , 0.1. We set the size of each block to be 200. Figure 2 plots the probability of type I error of T n from 200 replications. It can be seen from Figure 2 that the probability of type I errors from both the proposed test and Lei (2016) are close to the nominal level α = 0.05 when r is large. When r is small, for example, r = 0.02, the network is very sparse, and in this case, neither test performs well. We do notice, however, when 0.02 ≤ r ≤ 0.06, the probability of type I error of the proposed method is closer to the nominal value than that of Lei (2016) .
Simulation 3. Hypothesis test (2) under the stochastic block model. In the stochastic block model setting, we also consider the hypothesis test
We use the true number of communities k when we obtain the membership vector σ 0 by spectral clustering, and investigate the probability of type I error of the test statistic T n .
The network size n is the same as in Simulation 2. The edge probability between communities u and v is 0.1(1 + 2 × 1(u = v)). Each simulation is repeated 200 times. The simulation results are given in Table 2 . It can be seen from this table that the probability of type I error of the proposed test is close to the nominal level α = 0.05 when k is relatively small, and it increases as k increases.
We also compare our method with Karwa et al. (2016) . We can see that the estimated type I errors from our test are much closer to the nominal level than that of Karwa et al. (2016) . This is especially true for small k. We also note that when the network is large, for example when k = 8 and n = 1600, it takes about 5 hours to finish 200 simulation runs for the test proposed in Karwa et al. (2016) while it only takes 65 seconds for the proposed method. Specifically, we investigate as we move σ 0 "away" from the true community assignment vector, if and when the test H 0 : σ = σ 0 would be rejected at the nominal level. We consider stochastic block models with two equal-sized blocks with block size 100 or 200. The edge probability between communities u and v is r(1 + 2 × 1(u = v)), where r = 0.05 or 0.10. We perform hypotheses tests with σ 0 = σ z , where σ z is the true community assignment vector with z% of the entries corrupted. We consider z% = 0.01, 0.05 and 0.10. Each simulation is repeated 200 times. The simulation results are given in Table 3 . We can see from Table   3 that the power of the proposed test increases with the community size, network density r and z%, which characterizes the difference between σ 0 and the truth. We can also see the proposed test is quite powerful against alternatives. For example, in the case of n/k = 200 and the network is sparse with r = 0.05, the test can successfully reject the null when only 1% labels in σ are corrupted. The reason is that when σ 0 is moved away from the true σ, the test statistic T n changes notably. We illustrate this through a simple example. 
. When σ 0 = σ, we expect the entry-wise deviation ρ iv to be very small and consequently, we have T n ≥ | ρ 11 | 2 − 2 log(2k 0 n) + log log(2k 0 n) = 9.46. For the Gumbel distribution with µ = −2 log(2 √ π) and β = 2, the critical value t (1−α/2) when α = 0.05 is 4.8. As a result, we have T n > t (1−α/2) and H 0 : σ = σ 0 is rejected at the nominal level.
Simulation 4. Empirical distribution of T ni under the degree-corrected stochastic block model. In the degree-corrected stochastic block model setting, we first examine how n/k = 100 n/k = 200 z% r = 0.05 r = 0.10 r = 0.05 r = 0.10 0.01 0.80 1.00 1.00 1.00 0.05 0.96 1.00 1.00 1.00 0.10 1.00 1.00 1.00 1.00
well the Gumbel limiting distribution approximates the empirical distribution of the test statistics. We set n = 500 and k = k 0 = 3 with π 1 = π 2 = π 3 = 1/3. In choosing the parameters ω and B to generate networks from the degree-corrected stochastic block model, we follow the approach used in Zhao, Levina and Zhu (2012) . The identifiability constraint i ω i 1{σ(i) = u} = |σ −1 (u)| for each community 1 ≤ u ≤ k is replaced by the requirement that the ω i be independently generated from a distribution with unit expectation, i.e. ]. The edge "probability" between communities u and v is B uv = 0.1(1 + 2 × 1(u = v)). Similar to Lei (2016) , we obtain σ using the SCORE method, and in T n1 we use the true ω, while in T n2 and T n3 we use ω. Each simulation is repeated 200 times. From Figure 3 , we can see that the empirical distributions of T n1 and T n3 are well approximated by the Gumbel distribution, whereas the empirical distribution of T n2 deviates from the Gumbel distribution.
Simulation 5. Hypothesis test (1) under the degree-corrected stochastic block model. In the degree-corrected stochastic block model setting, we then consider the hypothesis test
We investigate the probability of type I error and the power of the test statistics T n2 and Table 4 . We can see that, the probability of type I error of the test statistic T n3 is much closer to the nominal value than that of T n2 , especially for small k, and the power of T n3 is also in general better than that of T n2 , except for when k is greater than k 0 by 1.
Simulation 6. Hypothesis test (2) under the degree-corrected stochastic block model. In the degree-corrected stochastic block model setting, we also consider the hypothesis test
where σ 0 is obtained using the SCORE method under the true number of communities k.
Similar as the stochastic block model setting, we investigate the probability of type I error of the test statistics T n2 and T n3 . The network size n is the same as in Simulation 2. The edge probabilities are again generated in the same way as in Simulation 4. The simulation results are given in Table 5 . We can see that, the probability of type I error of the test statistics T n3 is closer to the nominal value than that of T n2 , especially when k is relatively small. 
Political blog data
In this subsection, we use the political blog network (Adamic and Glance , 2005) to demonstrate the proposed methods for both the stochastic block model and the degree-corrected stochastic block model. The dataset consists of political blogs, with edges representing web links. Each node is labeled either as "conservative" or "liberal" based on the blogger's political stance. We only consider the largest connected component of this network which consists of 1222 nodes as is commonly done in the literature. Chen and Lei (2017) applied a network cross-validation method to the political blog data to select the number of communities, and they identified k = 10 and k = 2 respectively for the stochastic block model and the degreecorrected stochastic block model. Here, we reanalyze the data using the test statistics that
we have developed to test the significance of the number of communities identified by Chen and Lei (2017) . Specifically, we use T n and T n3 as the test statistic for the stochastic block model and the degree-corrected stochastic block model, respectively. We obtain T n = −8.16
and T n3 = 3.98. Since t 0.025 = −5.14 and t 0.975 = 4.82 for the Gumbel distribution, at the level of 0.05, we would reject H 0 : k = 10 under the stochastic block model and would not reject H 0 : k = 2 under the degree-corrected stochastic block model. The result of our analysis agrees with that of Chen and Lei (2017) for the degree-corrected stochastic block model but not so for the stochastic block model. It is possible that the stochastic block model is not an appropriate model for this particular dataset as it was observed that there is a big variation among node degrees.
Note in the original dataset the nodes are labeled according to their political stances, therefore, we may also consider the hypothesis test H 0 : σ = σ 0 vs H 1 : σ = σ 0 , where σ 0 corresponds to the "conservative" and "liberal" labels. Given σ 0 , we have calculated T n3 = 1.15 under the degree-corrected stochastic block model, and thus, at the level of 0.05, we would not reject H 0 : σ = σ 0 , which indicates that the political stances of the bloggers are reasonable community labels under the degree-corrected stochastic block model.
Discussion
In this paper, we have developed a novel goodness-of-fit test based on the maximum entrywise deviation of the centered and re-scaled observed adjacency matrix and demonstrated that its asymptotic null distribution is the Gumbel distribution when k = o(n/ log 2 n), which significantly relaxes the condition in Lei (2016) . The test is different from those used in traditional methods based on independent random variables, in which the goodness-of-fit is assessed by the sum of residual squares. For stochastic block models, the residual is a matrix. The proposed test incorporates the signal change among different blocks nested in the residual matrix to test the goodness-of-fit of the model. We note that one particular application of the goodness-of-fit test is to decide if a network is from an Erdős-Rényi model.
In this case, we are essentially testing whether the entries of A are independent samples of a Bernoulli random variable. As such, our proposed test is not as powerful as the test proposed in Lei (2016) , which uses the extreme singular values of the residual matrix as the test statistic (see supplementary materials for simulation results). It is known that extreme singular values can be used as an effective tool to detect the low-rank structure in a noisy random matrix (Chatterjee, 2015) .
In the proposed work, we consider hypothesis test
it would also be useful to consider one-sided tests such as
For one-sided alternatives, it is difficult to define a test based on our test statistic T n that has asymptotic theoretical power guarantee. We have shown in
Theorem 2 that T n under the two-sided alternatives is separated from the asymptotic null distribution. However, under a one-sided alternative, e.g.
and T n (k 0 ) < T n (k) are possible. Thus, it is challenging to find a powerful test for one-sided alternatives based on the proposed testing statistics; this could be an interesting topic for future investigation. In the case of degree-corrected stochastic block model with unknown degree parameters, through simulation studies, we show that the distribution of T n2 under the null deviates from the Gumbel distribution with µ = −2 log(2 √ π) and β = 2. Finding the asymptotic null distribution of T n2 under the degree-corrected stochastic block model is a challenging task, as the estimated degree parameters ω i , i = 1, . . . , n, introduce complex dependencies between the entries of the re-scaled adjacency matrix. As such, the theoretical arguments used in the current paper can no longer be directly applied or extended to obtain the asymptotic null distribution of T n2 . It is worth mentioning that Gao, Ma, Zhang and Zhou (2017) recently studied the minimax risk of community recovery in the degree-corrected stochastic block model and a normalized neighbor voting procedure was proposed, after a spectral clustering step, to avoid estimating the degree parameters. Such a technique can possibly be considered in our proposal; however, this would lead to a whole new testing procedure and we plan to investigate it in future work.
Supplementary Materials
Using Maximum Entry-Wise Deviation to Test the
Goodness-of-Fit for Stochastic Block Models
Jianwei Hu, Hong Qin, Ting Yan, Jingfei Zhang and Ji Zhu S1 Proof of Theorem 1 and Theorem 2
We start with three lemmas that will be used in the proof. The following Poisson approximation result is essentially a special case of Theorem 1 in Arritia, Goldstein and Gordon (1989) .
Lemma 1 (Arritia, Goldstein and Gordon (1989) ). Let I be an index set and {B α , α ∈ I} be a set of subsets of I, that is, B α ⊂ I. Let also {η α , α ∈ I} be random variables. For a given t ∈ R, set λ = α∈I P (η α > t). Then
and σ(η β , β / ∈ B α ) is the σ-algebra generated by {η β , β / ∈ B α }. In particular, if η α is independent of {η β , β / ∈ B α } for each α, then b 3 = 0.
The following moderate deviation result is from Chen (1990) .
Lemma 2 (Chen (1990) ). Suppose ξ 1 , ξ 2 , . . . , ξ n are i.i.d random variables with Eξ 1 = 0
and Eξ 2 1 = 1. Set S n = n i=1 ξ i . Let 0 < α ≤ 1 and {a n : n ≥ 1} satisfy that a n → ∞ and
The following result is from Cai and Jiang (2011) .
Lemma 3 (Cai and Jiang (2011) ). Suppose ξ 1 , ξ 2 , . . . , ξ n are i.i.d random variables with
and β = α/(2 + α). Then, for any {p n : n ≥ 1} with 0 < p n → ∞ and log p n = o(n β ) and {y n ; n ≥ 1} with y n → y > 0,
as n → ∞.
Proof of Theorem 1. By Hoeffding's (1963) inequality, we have
Thus, to prove Theorem 1 (2.2), it is sufficient to show:
in probability as n → ∞.
We first prove
for any > 0 small enough.
) 2 = 1. By Lemma 1, we have
where λ n = 1≤i≤n,1≤v≤k P (| ρ iv,0 | > y n ). By Lemma 2, we have
for sufficiently large n. To finish the proof, we only need to show that for any > 0,
By Lemma 2, we have
for sufficiently large n.
Next, we show the second part (2.3) of Theorem 1. Similar to the proof of Theorem 1 (2.1), it is sufficient to show
Let y n = y + 2 log(2kn) − log log(2kn),
where λ n = 1≤i≤n,1≤v≤k P (| ρ iv,0 | > y n ). By Lemma 3, we have
log log(2kn) 2 log(2kn) (log(2kn))
log(2kn) e log log(2kn) 2 log(2kn) log(2kn) (log(2kn))
Hence, λ n = 1≤i≤n,1≤v≤k P (| ρ iv,0 | > y n ) = kn | (1 + o P (1)).
Similar to the proof for Theorem 1 (2.2), we have L n,0 log(2k 0 n)
Since (k 0 , σ 0 ) ∈ F γ (k, σ, B), we obtain, L n,2 ≥ γ 2 log(2k 0 n).
Note that γ > 1, as n → ∞, we have P (L 2 n (k 0 , σ 0 ) − 2 log(2k 0 n) + log log(2k 0 n) > t (1−α/2) ) −→ 1.
Thus, (2.4) holds.
S2 Testing for the Erdős-Rényi model
In the stochastic block model setting, we consider the hypothesis test
when the truth stochastic block model has more than one community, i.e., the true k is greater than 1. Note that when k = k 0 = 1, the stochastic block model reduces to the Erdős-Rényi model. Thus, in this simulation study, we investigate the power of the test statistic T n and see if the proposed test would reject the Erdős-Rényi model as the null when the truth stochastic block model has more than one community. Specifically, we set k = 2 (equal-size) and vary the block size n/k = 200, . . . , 3200. The edge probability between communities u and v is 0.1(1 + r × 1(u = v)), and we also vary r = 3, . . . , 7. Each simulation is repeated 200 times and the results are summarized in Table S1 . It can be seen from Table S1 that the power of the test increases with n for a given r; this observation agrees with our theoretical result in Theorem 2. 
