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Abstract
The set of real functions generated from −1; 0; 1 by operations of superposition, di0erential
recursion and in nite limits (lim sup; lim inf ) is considered. The equivalence of in nite limits
and zero- nding operator  is proved.
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1. Introduction
The classical theory of computation deals with functions on enumerable (especially
natural) domains. The fundamental notion in this  eld is the notion of a (partial) recur-
sive function. During past years, many mathematicians have been interested in creating
the analogous models of computation on real numbers (see for example [2,1]). The
new approach was given by Moore. In the work [3], he de ned a set of functions on
the reals R (called R-recursive functions) analogous to the classical recursive functions
on the natural numbers N . His model has a continuous time of computation (a con-
tinuous integration instead of a discrete recursion). Of great importance in Moore’s
model is the zero- nding operation , (as a “strong uncomputable” operation), which
is used to construct a -hierarchy of R-recursive functions.
In this paper, we present some modi cation of his model. We replace the zero-
 nding operator  by the operation of in nite limits. There are a few reasons for such
a replacement. First, in nite limits are the natural operations in calculus unlike the
-operator. Furthermore, with in nite limits we can de ne a limit hierarchy and relate
it to the -hierarchy. This would be a continuous analog of Shoen eld’s theorem [6].
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In nite limits can also be useful to compare the -hierarchy with the levels of Rubel’s
[5] Extended Analog Computer.
Our main result shows that this replacement gives the same computational power—
the identical set of real functions. This in the future will allow us to study the above-
mentioned problems.
2. Preliminaries
We start with a de nition of some class of real functions. It is a modi cation of
Moore’s de nition [3] with the -operator replaced by in nite limits.
Denition 2.1. The set of Rl-recursive functions is the set generated from the constants
−1; 0; 1 by the operations:
• composition: h(Ix)=f(g(Ix));
• di0erential recursion: h(Ix; 0)=f(Ix), @yh(Ix; y)= g(h(Ix; y); Ix; y);
• in nite limits.
h( Ix) = lim inf
y→∞ g( Ix; y);
h( Ix) = lim sup
y→∞
g( Ix; y):
Several comments are needed with respect to the above de nition. A solution of a
di0erential equation need not to be unique or it can diverge. Hence, we assume that if
h is de ned by di0erential recursion then h is de ned only where a  nite and unique
solution exists.
This is why the set of Rl-recursive functions includes partial functions also. For
abbreviation and for coherence with Moore’s paper [3], we use the name of Rl-recursive
functions in this article; however, we should remember that in reality we have partiality
here (partial Rl-recursive functions).
The de nition of Rl-recursive functions gives us immediately the following result.
Corollary 2.2. The class of Rl-recursive functions is a subset of the class of R-
recursive functions, which are de.ned as follows: a function h : Rm →Rn is R-recursive
if it can be generated from the constants 0 and 1 with the following operators:
1. composition: h(Ix)=f(g(Ix)),
2. di1erential recursion: h(Ix; 0)=f(Ix), @yh(Ix; y)= g(Ix; y; h(Ix; y)) (the equivalent for-
mulation can be given by integrals: h(Ix; y)=f(Ix) +
∫ y
0 g(Ix; y
′; h(Ix; y′)) dy′),
3. -recursion: h(Ix)= yf(Ix; y)= inf{y : f(Ix; y)= 0}, where in.mum chooses the
number y with the smallest absolute value and for two y with the same abso-
lute value the negative one.
The above corollary holds because −1 is de nable in terms of R-recursive functions
and the set of R-recursive functions is closed under operations lim sup; lim inf (see
[4,3]). The full proof is given in [4], where the functions g1(Ix)= supy∈(z;∞) g(Ix; y),
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g2(Ix)= infy∈(z;∞) g(Ix; y) are constructed from g by means of the -operator and,
consequently, the operations of lim sup; lim inf , and lim are de ned by the operations
of supremum and in mum.
Lemma 2.3. The functions x + y, xy, 1=x, x=y, ex, ln x, xy, tan x, sin x, cos x, the
sawtooth function r(x) (going between 0 at even integer and 1 at odd integer), arctan x
are Rl-recursive.
For all functions listed above (except arctan) the constructions which use only
Rl-recursive operations are given in [3] and arctan 0=0, @y arctan y=1=(1 + y2).
Let us consider for a given function f(Ix) the function fiter(t; Ix)=ft(Ix). The lemma
below is proved in [3] for R-recursive functions, but with only Rl-recursive operations.
Lemma 2.4. The function fiter is Rl-recursive.
Three simple but important functions are also Rl-recursive.
Lemma 2.5. The Kronecker  function, the signum function and absolute value
belongs to the set of Rl-recursive functions.
Proof. It is suMcient to take as (x) the function lim inf y→∞ (1=(1 + x2))y.
Now considering the expression
lim inf
y→∞ arctan xy =


=2; x ¿ 0;
0; x = 0;
−=2; x ¡ 0:
we obtain sgn(x)= (lim inf y→∞ arctan xy)=(2 arctan 1) and |x|= sgn(x)x.
Lemma 2.6. For arbitrary Rl-recursive functions f; g1; g2 :Rn→R the function
h :Rn→R de.ned in the domain Dom(h)=Dom(f)∩Dom(g1)∩Dom(g2) by cases
h( Ix) =
{
g1( Ix); f( Ix) = 0;
g2( Ix); f( Ix) 	= 0
is Rl-recursive.
Proof. It is obvious from h(Ix)= g1(Ix)(f(Ix) + g2(Ix)(1− f(Ix))).
Of course this result can be easily extended to other forms of de nitions by cases.
The operation of de ning new functions by in nite limits is also Rl-recursive.
Lemma 2.7. The function f(Ix)= limy→∞ g(Ix; y) is Rl-recursive if g is Rl-recursive.
Proof. We describe g(Ix) as lim inf y→∞ 1=(|g(Ix; y)|+1) · lim supy→∞ 1=(|g(Ix; y)|+1).
Such g is de ned for all Ix∈Rn.
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One can observe that
lim inf
y→∞ g( Ix; y) = +∞⇒ lim supy→∞ g( Ix; y) = +∞;
lim sup
y→∞
g( Ix; y) = −∞⇒ lim inf
y→∞ g( Ix; y) = −∞:
So lim supy→∞ g(Ix; y) and lim inf y→∞ g(Ix; y) are de ned i0 lim supy→∞ g(Ix; y)¡∞
and lim inf y→∞ g(Ix; y)¿−∞. Let us use the following equivalences:
lim sup
y→∞
g( Ix; y) = +∞⇔ lim inf
y→∞
1
|g( Ix; y)|+ 1 = 0;
lim inf
y→∞ g( Ix; y) = −∞⇔ lim supy→∞
1
|g( Ix; y)|+ 1 = 0
to obtain that lim supy→∞ g(Ix; y) and lim inf y→∞ g(Ix; y) are de ned i0 g(Ix) 	=0, so
 nally de nition of lim is given by the cases (see Lemma 2.6):
f( Ix) =


lim inf y→∞ g( Ix; y) g( Ix) 	= 0
∧ lim inf y→∞ g( Ix; y)
= lim supy→∞ g( Ix; y);
1
g( Ix)(lim inf y→∞ g( Ix;y)−lim supy→∞ g( Ix;y)) otherwise;
where the second case in unde ned if the condition g(Ix) 	= 0 ∧ lim inf y→∞ g(Ix; y) =
lim supy→∞ g(Ix; y) does not hold.
We also prove that a few useful real functions are Rl-recursive.
Lemma 2.8. The function O(x) (equal to 1 if x¿ 0 otherwise 0), maximum max(x; y)
and the 5oor function x are Rl-recursive functions.
Proof. Let O(x)= (x − |x|). Then
O(x) =
{
1; x = |x|;
0; x 	= |x|:
Of course, x= |x| is equivalent to x¿0, x 	= |x| to x¡0. Maximum can be de ned as
follows:
max(x; y) = x(x − y) + (1− (x − y))[xO(x − y) + yO(y − x)]:
The last step of this proof is devoted to x. We introduce the square wave func-
tion s(x)= 1 for x∈[2n; 2n + 1] and s(x)= 0 for x∈(2n + 1; 2n + 2) as (like in [3])
s(x)=O(sin(x)). First we will deal only with x¿0 and we will use the function p(x)
equal to 0 for s(x)s(x − 12 )s(x − 1)=1 and equal to s(x) otherwise (hence p(x)= 1
for x∈[2n; 2n+ 1) and p(x)= 0 for x∈[2n+ 1; 2n+ 2)).
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If r(x) is the sawtooth function, then x+ r(x) is equal to 2x− 2n for x∈[2n; 2n+1]
and 2n for x∈[2n−1; 2n]. Respectively, x− r(x) is equal to 2n for x∈[2n; 2n+1] and
2x − 2n for x∈[2n− 1; 2n]. Let
t(x) =
{
x − r(x) p(x) = 1
x + r(x) p(x) = 0
t(x) has the following property:
t(x) =
{
0; x ∈ [0; 1);
2n; x ∈ [2n− 1; 2n+ 1); n¿ 1:
We can de ne x+ =O(x − 1)[t(x) − O′(t(x) − x)], where O′(0)= 0, otherwise
O′(x)=O(x). To compute x we take |x|+ for x¿0 and for x¡0 we should take
−|x|+ − 1 + s(x)s(x − 1) (s(x)s(x − 1) is 1 only for integer x, otherwise 0):
x = O(x)|x|+ + (1−O(x))[−|x|+ − 1 + s(x)s(x − 1)]:
In the further work, we will apply the coding and decoding functions of pairs or
n-tuples of real numbers. So we will prove the lemma:
Lemma 2.9. There exist the Rl-recursive functions 2 : R2→R, 12; 22 :R→R such that
(∀x; y ∈ R)12(2(x; y)) = x;
(∀x; y ∈ R)22(2(x; y)) = y:
Proof. First we concentrate our proof on the interval (0; 1). Our idea is based on the
interlacing of the ciphers of the decimal representations (possibly in nite) of the num-
bers x = 0:a1a2 : : : and y = 0:b1b2 : : : to obtain the number  2(x; y) = 0:a1b1a2b2 : : : :
We start with additional function c(x), which puts the zeros between all ciphers of x.
To de ne c(x) we use two new functions:
s(i; 0:a1a2 : : : ai : : :) = 0:a1 : : : ai; r(i; 0:a1a2 : : : ai : : :) = 0: 0 : : : 0︸ ︷︷ ︸
i
ai+1 : : : ;
both of which are Rl-recursive. Let z′(x) be de ned by
z′(x) =
{
100x+ 10(x − x); x 	= x;
x; x = x;
then z′(a1 : : : an:an+1 : : :) = a1 : : : an0an+1:an+2 : : : if ai 	=0 for some i¿n+1. The func-
tion z′iter gives us then
z′iter(i; a1 : : : an:an+1 : : :) = a1 : : : an0 : : : an+i0:an+i+1 : : : :
If we take z(x) = limi→∞ z′iter(i; x) it is suMcient to use limi→∞ z(s(i; x))=10
2i +
r(i; x)=10i to de ne c(x). Finally, we have  2(x; y) = c(x) + c(y)=10.
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The process of decoding is described in the analogous way. Let
e(0:a1a2a3a4 : : : a2i−1a2i) = 0:a1a3 : : : a2n−1;
e is Rl-recursive, because e(x)= limi→∞ e′iter(i; x), where
e′(x) =
{ 100x=10+ (100x − 100x); x 	= x;
x; x = x:
Now this transformation can be extended to an in nite fraction x:
 12 (x) = limi→∞
e(s(2i; x))=10i + r(2i; x)10i ;  22 (x) = 10 
1
2 (x):
To extend coding and decoding on the whole set R we can use Rl-recursive, func-
tions, which are one-to-one between R and (0; 1), for example, arctan(x) + =2= and
tan(x − 2 ) ( is the constant function equal to 4 arctan(1)).
This lemma implies the next one:
Lemma 2.10. For all n¿2 there exist the Rl-recursive function n :Rn→R and for
i = 1; : : : ; n the Rl-recursive functions in :R→R such that
(∀i) (∀x1; : : : ; xn ∈ R)in(n(x1; : : : ; xn)) = xi:
In the obvious way n(x1; : : : ; xn)= 2(: : : (2(x1; x2); x3); : : : ; xn); de nition of in is
analogous.
The product operation on  nite number of elements is also an Rl-recursive operation.
Lemma 2.11. The function
y∏
z=0
f( Ix; z) =


f( Ix; 0)f( Ix; 1) : : : f( Ix; y − 1); y ¿ 1;
1; 06 y ¡ 1;
0; y ¡ 0
is an Rl-recursive function if the function f is an Rl-recursive function.
Proof. Let us assume that the de nition of
∏y
z=0 f(Ix; z) for y¿0 can be given by the
simple recursion:
0∏
y=0
f( Ix; y) = 1;
z+1∏
y=0
f( Ix; y) = f( Ix; y) ·
z∏
y=0
f( Ix; y):
First we de ne S :Rn+1→R in the following way:
S( Ix; z) = n+2
(
Ix; z;
z∏
y=0
f( Ix; y)
)
:
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Of course
∏z
y=0 f(Ix; y)= 
n+2
n+2(S(Ix; z)). So to  nish the proof of this lemma it is suf-
 cient to prove that S is Rl-recursive. Let us observe that
S( Ix; 0) = n+2( Ix; 0; 1);
S( Ix; z + 1) = n+2( Ix; z + 1; f( Ix; z) ·
z∏
y=0
f( Ix; y))
= n+2(
1;n
n+2(S( Ix; z)); 
n+1
n+2(S( Ix; z)) + 1; f(
1;n
n+2(S( Ix; z));
n+1n+2(S( Ix; z)))
n+2
n+2(S( Ix; z)));
where 1; nn+1 = (
1
n+2(z); : : : ; 
n
n+2(z)).
To abbreviate the above equation we de ne the function t :R→R:
t(w) = n+2(
1;n
n+2(w); 
n+1
n+2(w) + 1; f(
1;n
n+2(w); 
n+1
n+2(w)) · n+2n+2(w)):
Hence we have
S( Ix; z) = t(: : : t︸ ︷︷ ︸
z
(s( Ix; 0)) : : :) = titer(z; n+2( Ix; 0; 1)):
Because the function t is Rl-recursive so titer and S are Rl-recursive functions, too.
3. Zeros of an Rl -recursive function
In this section, we give results that help us to  nd zeros of arbitrary Rl-recursive
function. From the trivial de nition Kf(Ix; y)= 1−(f(Ix; y)) we have the lemma below.
Lemma 3.1. The characteristic function Kf :Rn+1→R of the zeros of an Rl-recursive
function f(Ix; y) for given Ix∈Rn:
Kf( Ix; y) =
{
0; f( Ix; y) = 0;
1; f( Ix; y) 	= 0
is also an Rl-recursive function.
As a next step we construct the function which recognizes the existence of zeros for
a given Rl-recursive function f in some interval.
Lemma 3.2. If f :Rn+1→R is an Rl-recursive function, then there exists function
hf :Rn+2→R with the following properties:
hf( Ix; a; b) =
{
0; ∃y0(y0 ∈ [a; b] ∧ f( Ix; y0) = 0);
1; otherwise:
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Proof. Let us de ne function F by
F( Ix; a; b; z) =
z+1∏
w=0
Kf
(
Ix; a+ w
b− a
z
)
:
The function F has only two possible values: 0 or 1.
If there exists y0∈[a; b] such that Kf(Ix; y0) = 0, then we can compute such t∈R that
y0 = a+ (b− a)=t and in that case F(Ix; a; b; kt)= 0 for all k∈N . Hence, the sequence
{F(Ix; a; b; kt)}∞k=1 has the limit equal to 0 and lim inf t→∞ F(Ix; a; b; t)= 0.
If for all y∈[a; b] the function f(x; y) 	=0 then Kf is constant in [a; b] and equal
to 1, so lim inf t→∞ F(Ix; a; b; t)= 1. The proof ends with the de nition hf(Ix; a; b)=
lim inf t→∞ F(Ix; a; b; t).
4. Main result
We will prove that classes of Rl-recursive functions and R-recursive functions are
identical. With this aim, we start with the theorem that the function de ned by in mum
on zeros of an Rl-recursive function is also Rl-recursive.
Theorem 4.1. If f(Ix; y) :Rn+1→R is an Rl-recursive function then for Kf de.ned as
in Lemma 3.1 there exists an Rl-recursive function Zf :Rn+1→R, such that
Zf( Ix; z) =


inf y{y : Kf( Ix; y) = 0} if z = 0 and ∃yKf( Ix; y) = 0;
undefined if z = 0 and ∀yKf( Ix; y) 	= 0;
1 if z 	= 0:
First we will consider this theorem for the restricted set of Rl-recursive functions.
Lemma 4.2. If f(Ix; y) :Rn+1→R is an Rl-recursive function and f has no more
than one zero then there exists an Rl-recursive function Zf :Rn+1→R such as in
Theorem 4.1.
Proof. Let us transform the function hf from Lemma 3.2 into the function Hf in the
following way: Hf(Ix; y)= 1− hf(Ix; y − 12 ; y + 12). Then
Hf( Ix; y) =
{
1; ∃y0(Kf( Ix; y0) = 0 ∧ |y0 − y|6 12 );
0; otherwise:
Now let us observe that the function Sf :Rn+1→R de ned by the expression ∫∞−∞ y2Hf
(Ix; y) dy can be computed:
Sf( Ix) =
{
(y0)2 + 112 ; ∃y0(Kf( Ix; y0) = 0);
0; otherwise:
Let us add that we can represent Sf by limt→∞ S
f
1 (Ix; t) + limt→∞ S
f
2 (Ix; t), where
Sf1 (Ix; t) =
∫ t
0 y
2Hf(Ix; y) dy, Sf2 (Ix; t) =
∫ t
0(−y)2Hf(Ix;−y)) dy. This proves that Sf(Ix)
is an Rl-recursive function (if f is Rl-recursive).
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Finally, we establish the zero of f for given Ix as a value of the function Zf :Rn+1→R
at the point (Ix; 0):
Zf( Ix; z) =


unde ned (z = 0) ∧ (Sf( Ix) ¡ 112 );√
Sf( Ix)− 112 (z = 0) ∧ (Sf( Ix)¿ 112 )
∧f( Ix;
√
Sf( Ix)− 112 ) = 0;
−
√
Sf( Ix)− 112 (z = 0) ∧ (Sf( Ix)¿ 112 )
∧f( Ix;−
√
Sf( Ix)− 112 ) = 0;
1 z 	= 0:
Let us add that if Sf(Ix)¡ 112 and z = 0 then the function Z
f(Ix; z) will be unde ned.
This ends the proof of Lemma 4.2, because all functions used in the above de nition
of Zf are de ned by Rl-recursive operations.
Let us extend the proof to the general theorem for the functions f :Rn+1→R,
such that for every Ix∈Rn there exist zero, one or more y∈R satisfying condition
Kf(Ix; y)= 0.
Proof of Theorem 4.1. We use the function hf from Lemma 4.2 to de ne the new
function Gf :Rn+4→R. This function will be helpful in  nding the in mum of zeros of
the function f in some interval [a; b]. The function Gf(Ix; z; a; b; y) divides the interval
[a; b] into 2z equal subintervals and gives the value 1 for y from the subintervals,
which contains the least zero of f in [a; b] and value 0 otherwise. In detail this
de nition is presented below:
for y from [a; a+ (b− a)=2z]
Gf( Ix; z; a; b; y) =
{
1; hf( Ix; a; a+ b−a2z ) = 0;
0; otherwise;
for y ∈ (a+ (k − 1)(b− a)=2z; a+ k(b− a)=2z] (where k = 2; 3; : : : ; 2n) we have
Gf(Ix; z; a; b; y) =


1
∏k−1
i=1 h
f(Ix; a+ (i−1)(b−a)2z ; a+
i(b−a)
2z ) 	= 0
∧hf(Ix; a+ (k−1)(b−a)2z ; a+ k(b−a)2z ) = 0
0 otherwise
and for y =∈ [a; b] the function Gfx is equal to 2. The function Gf has the following
property:
lim
z→∞ G
f( Ix; z; a; b; y) =


1; y = infw{Kf( Ix; w) = 0 ∧ w ∈ [a; b]};
2; y 	∈ [a; b];
0; otherwise:
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Finally, let us de ne the characteristic function Kf of the in mum of zeros of f(Ix; y)
for a given Ix ∈ Rn:
Kf (y) = 1− lima→−∞ limb→∞ limz→∞ G
f( Ix; z; a; b; y):
The function Kf constructed as above is an Rl-recursive function for the given
Rl-recursive function f. It is suMcient to use Lemma 4.2 where we replace in all
places Kf by the function Kf to  nish the proof of Theorem 4.1.
Now we can complete our work by the main theorem.
Theorem 4.3. If f(Ix; y) :Rn+1→R is an Rl-recursive function then the function g :Rn
→R; g(Ix)= yf(Ix; y) is an Rl-recursive function too.
Proof. Let us ‘divide’ the function f into two new functions:
f+( Ix; y) =
{
f( Ix; y); y ¿ 0;
1; otherwise;
f−( Ix; y) =
{
f( Ix;−y); y ¿ 0;
1; otherwise:
We apply Theorem 4.1 to f+, f− and as a result we obtain the functions Zf
+
; Zf
−
with the following properties:
Zf
+
( Ix; 0) =
{
inf{y ¿ 0 : f( Ix; y) = 0} (∃t ¿ 0)f( Ix; t) = 0;
unde ned (∀t ¿ 0)f( Ix; t) 	= 0;
−Zf−( Ix; 0) =
{
sup{y ¡ 0 : f( Ix; y) = 0} (∃t ¡ 0)f( Ix; t) = 0;
unde ned (∀t ¡ 0)f( Ix; t) 	= 0:
Finally we can de ne the function g as follows:
g( Ix) =


Zf
+
( Ix; 0)− Zf−( Ix; 0); Sf+( Ix) ¡ 112 ∧ Sf
−
( Ix) ¡ 112 ;
Zf
+
( Ix; 0); (Sf
+
( Ix)¿ 112 ∧ Sf
−
( Ix) ¡ 112 )
or
(Sf
+
( Ix) ¡ 112 ∧ Sf
−
( Ix) ¡ 112
∧Zf+( Ix; 0) ¡ Zf−( Ix; 0))
−Zf−( Ix; 0); (Sf+( Ix) ¡ 112 ∧ Sf
−
( Ix)¿ 112 )
or
(Sf
+
( Ix) ¡ 112 ∧ Sf
−
( Ix) ¡ 112
∧Zf+( Ix; 0)¿ Zf−( Ix; 0)):
Let us point out the fact that the function g(Ix) in the case Sf
+
(Ix) ¡ 112∧Sf
−
(Ix) ¡ 112
will be (like Zf
+
(Ix; 0) and Zf
−
(Ix; 0)) unde ned.
From Theorem 4.1 the functions Zf
+
; Zf
−
are Rl-recursive functions for every f,
which is Rl-recursive. The above de nition of g is given by Rl-recursive operations.
Hence the proof is  nished.
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Corollary 4.4. The classes of Rl-recursive functions and R-recursive functions are
identical.
5. Conclusion
We have introduced a class of real functions generated with the use of in nite
limits. It was shown that in nite limits are equivalent to zero- nding operator  in
their ‘de ning power’.
The next step of our work will be devoted to a limit hierarchy and its connection with
the -hierarchy. This will give us the classi cation of Rl-recursive functions analogous
to the levels of Extended Analog Computer and to Shoen eld’s lemma.
In nite limits are used in de nitions of many physical quantities and mathemati-
cal notions. So the class of Rl-recursive functions with the limit hierarchy may be a
good tool to classify the various quantities and notions with respect to their physical
computational complexity.
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