Summary
Monetary policy at the Bank of England and at many other central banks is forward looking. So it is essential to be able to forecast accurately the future evolution of the economy. Consequently, the Bank of England maintains a large number of models, ranging from the purely statistical to data-free theoretical models, which we call upon to answer not only forecast but also other questions. As part of this general philosophy, the Bank has developed a range of purely statistical forecasting models (referred to hereafter as the`Suite') which can be used to construct judgement-free statistical forecasts of in ation and output growth and which form one of many inputs into the Monetary Policy Committee's (MPC's) forecast process. This process culminates in the forecast fan charts reported in the In ation Report which show a range of possible outcomes. These encapsulate the MPC's collective judgement of the prospects for in ation and growth, and are conditioned on speci c assumptions, including interest and exchange rates and some exogenous variables, as well as on general views about the future.
We describe the Suite as it stood when it was rst created in May 2005. Naturally, this is merely a snapshot, as the Suite continues to evolve; models or model combinations may be added or dropped, and the data continually change. On the evidence of the data and models that we examine in this paper, combinations of statistical forecasts generate good forecasts of the key macroeconomic variables, which can serve as judgement-free benchmarks to compare with the policymaker's projections. Moreover, changes in forecasts as new data arrive provide a summary measure of the relevant news in the data, giving a natural indicator of changing in ationary pressure over the horizons of policy interest.
We use two broad types of models. The rst uses only univariate models (using only the variable to be forecast), which capture information solely in the forecast variable's history. Within this broad class we include linear and non-linear models of various types, including ones which may be more robust to some types of structural change. The second comprises multivariate models (including more than one variable), which capture a wider range of information. The data sets here vary in size, the largest using over 60 variables. Here too we include models which may be robust to structural change.
One important issue is the`attractor', the value to which the forecast tends in the long run. If models t the data well they will tend to produce a long-run forecast close to the average of the past. In the case of in ation, the monetary regime has changed over the sample period: the recent average in ation rate is substantially lower than over the whole sample period, re ecting the success in meeting the in ation targets in place since 1992. We test for structural breaks in the mean, and then forecast the in ation rate less this mean.
Individual forecasts are then combined to produce a single forecast. Forecast combination has a good track-record of improving forecasts. The combinations we use are a simple average of all the forecasts in the Suite, where all individual forecasts have an equal weight, which has been shown to work well in practice; and our preferred method based on goodness-of-t, which we have shown may have a superior forecast ability.
This exercise is essentially practical, and success is measured by improved forecasts. Data typically has some obvious short-run cyclical variation that has to be accounted for, but it is often possible to capture this with a simple autoregressive (AR) process (where the model is a combination of past values of the variable being forecast). So we assess the forecasts since Bank independence in 1997 Q2 to 2005 Q1 relative to a benchmark AR forecast. Over our sample the AR forecasts are hard to beat, especially for in ation, with most of the models doing worse for most periods, although two non-linear models do better at most horizons. However, the benchmark combinations can beat the AR at many horizons for both growth and in ation. Thus the Suite appears to be t for its intended purpose, as a statistical benchmark forming one of many inputs into the MPC's forecast process.
Introduction
Monetary policy at the Bank of England and elsewhere is forward looking: policy is set with an eye to what we expect to happen in the future. So it is essential to be able to forecast the future evolution of the economy as accurately as possible. Consequently, the Bank of England maintains a large number of models, ranging from the purely statistical to data-free theoretical models, which we can call upon to answer not only forecast but also other questions in a number of contexts. The various uses to which these models are put is described in Economic models at the Bank of England . (1) In 2003, Pagan conducted a review (2) of modelling and forecasting processes at the Bank, and concluded that the existing range of models, although well suited to providing policy analysis, was less suited to providing alternative forecasts of in ation and GDP growth. (3) In particular, he recommended that more attention should be paid to models that exploited data and information which were not currently used in the Bank of England Quarterly Model (BEQM), (4) and that were based on modelling approaches not currently emphasised. Building on this suggestion, the Bank decided to develop a suite of judgement free, statistical models designed speci cally to forecast, spanning the range of potential speci cations, and to systematically evaluate their forecasting performance for the two key variables published in the In ation Report;
namely, in ation and GDP growth. The forecasts in this suite of statistical forecasting models (thè Suite') would then be combined to provide a single best statistical forecast for in ation and a single best statistical forecast for GDP growth.
In terms of the Bank's forecasting and policy process, such a forecast is clearly only one of many inputs into the wider forecast process. This process ultimately delivers the`fan charts' published in the In ation Report, which show the whole distribution of the forecast, encapsulating the MPC's judgement of the prospects for in ation and growth at any moment, and conditioned on speci c assumptions, including interest and exchange rates and some exogenous variables, as well as on general judgements about the future. On a narrow forecasting-performance front, there is evidence (eg, Wallis and Whitley (1981) ) that judgements generally improve forecasts. But the crucial point is that the model is designed to aid the policy process. From the In ation Report,`the fan charts represent the MPC's best collective judgement about the most likely paths for in ation and output, and the uncertainties surrounding those central projections', and from Economic models at the Bank of England,`the projections in the fan charts [are not] mechanically produced by models: they re ect the judgments of the Committee'.
So while policymakers cannot use an automatically generated statistical forecasting model for their core projections, such a model may nevertheless have a role to play as a simple summary of the information in the data about the forecast variable of interest. (5) The problem is then that there are many competing models, using different data and methods. We need to nd ways of ltering the disparate outputs in an informative way. The econometric literature discussed below helps here, by suggesting individual models that may have good forecast performance and by highlighting ways of combining forecasts. (6) There are both classical and Bayesian arguments that support the combining of different forecasts, and these are discussed in Section 4.
Regarding models, simple linear autoregressive (AR) models are often found to perform well in practice, where the variable of interest is forecast using only information from its own history.
However, there may be evidence of non-linearity in particular series, and some simple univariate non-linear models may be improvements on the AR. With multivariate models, there is an obvious gain from the use of more information in extra variables, but a loss in precision comes with the corresponding rise in parameters. Linear vector autoregressions (VARs) are the benchmark multivariate model, but suffer from both over parameterisation and a limited use of information.
Methods of circumventing the over parameterisation problem include the use of Bayesian techniques to reduce the parameter space. Problems of structural change can be addressed by state-space modelling of parameter variation or recursive estimation of VARs, or by using techniques that are robust to a class of structural change (as in the double-differenced approach).
Incorporation of more information from large amounts of data can be achieved with various types of factor models. All the models we use are described in more detail in Section 2.
This exercise is essentially practical, and success is measured by improved forecasts. It has to be noted, however, that forecasting macroeconomic variables is hard: beyond a few quarters, it is dif cult to beat the unconditional mean. Data typically has some obvious short-run cyclical (5) See for example a similar tool recently developed at the Bank of Canada: Demers and Marci (2005) . (6) While we are primarily concerned with forecasts of the rst moment, we are also interested in the distribution round the mean, just as the In ation Report projections are presented in a fan chart. This can be generated by bootstrap methods.
variation which has to be accounted for, but (as already observed) it is often possible to capture this with a simple AR process. This is easy to understand. Stock and Watson (2005) point out that the well-documented move towards macroeconomic stability, sometimes referred to as the`Great Stability', has made forecasting more easy in the sense that macroeconomic variables stray less far from the unconditional mean than in the past; but more dif cult in the sense that it is hard to outperform na¨ ve models. Stock and Watson (2005) examine this for US in ation.
On the one hand, in ation ... has become much less volatile, so the root mean squared error of even na¨ ve or relatively poor forecasts had declined since the mid-1980s. ... In ation has become easier to forecast. On the other hand, the relative improvement of standard multivariate forecasting models, such as the backwards-looking Phillips curve, over a univariate benchmark has been smaller ...
since the mid-1980s than before. ... It has become much more dif cult for an in ation forecaster to provide value added beyond a univariate model.
The message is that a good test of a forecasting model is whether it can beat a simple regression.
Thus we assess the forecast over the post-Bank of England independence period (1997 Q2 to 2005 Q1, the last sample point available at the time of this assessment) relative to a benchmark AR forecast, using relative root mean square errors. We also look at standard model diagnostics, using them as an indication of unmodelled information in the series.
In Section 2 we present the range of models we consider. Then we discuss the treatment of structural breaks in the in ation process in Section 3. In Section 4 we discuss some technical details of forecast combinations. In Section 5 we report the forecast evaluations. The nal section concludes. The appendices outline some alternative forecast combinations explored in the project, list the mnemonics we use to refer to models and combinations, and de ne the data.
Models
In this section we brie y describe the models we examine. For convenience, we list the mnemonics in Table A . They were selected to span the range of models that are commonly used in forecasting, including some (non-linear speci cations and standard Bayesian VARs) that were suggested by Pagan (2003) . Part of our motivation for model choice was that we wanted to include standard models that are well understood and widely used. These models can be divided into different categories. One basic category is the benchmark: easy to estimate models that are known to do well in practice. It is well known that extremely simple models can forecast extremely well, and that is the case here. We also make distinctions between uni and multivariate, linear and non-linear, and monetary and non-monetary models. The rst allows us to assess whether broad information sets have forecast information beyond that in the series itself. The second is important because it is often argued that non-linear models forecast well, perhaps at particular periods. And the third may be practically useful if it is thought monetary data are particularly important. 
Benchmark forecasts

Unconditional mean (UC)
The rst benchmark model in the Suite is that the variable of interest is equal to the unconditional mean over the recent past,
where y t is the variable of interest. This requires little discussion, although see Section 3 for a description of how we handle structural change. The forecast from this model is simply
where E.y tChjt / D E.y tCh jy t / is the h-step ahead forecast. Clearly, all forecasts are the same for all horizons. Although this model is unlikely to do well at short horizons, in the long run it might be expected to be a powerful alternative to more complex models. The reasoning behind this is twofold. First, in a stationary world series are mean-reverting, and short-term dynamics become irrelevant at long horizons. Second, there are good theoretical reasons for holding strong priors that in long-run variables are determined by simple and invariant factors (underpinning stationarity). For growth, these are technical progress and population growth: for in ation, in the current UK institutional framework it is the in ation target.
Random walk (RW)
Another simple benchmark is the random walk or no-change model. Random walks are often found to forecast surprisingly well. They have also been argued to be robust to common forms of structural change (Clements and Hendry (2002)), namely, intercept shifts. The form of this model is given by
where y t is the variable of interest.
The h-step ahead forecast from this model is simply
where E.y tChjt / D E.y tCh jy t ; y t 1 ; :::/ is the h-step ahead forecast.
Autoregression (AR)
The main benchmark is the autoregressive model. Low-order autoregressive (AR) processes are close to the simplest forecasting tools available. In practice, univariate representations can often be captured by low-order systems. While not robust to structural change, they are robust to misspeci cation following incorrect choice of explanatory variables.
The form of the model is given by
where y t is the variable of interest. The lag order p is chosen by information criteria, described in Section 3.
The forecast from this model is
where E.y tChjt / D E.y tCh jy t / is the h-step ahead forecast.
Forecasts from linear vector autoregressions
Linear vector autoregressions (VARs) are linear relationships between a small set of variables.
Much of the economic interest in them relates to identi cation (structural VARs, SVARs), but unless the restrictions overidentify the model, which is not usually the case, for forecasting purposes identi cation is not important. Despite the small number of variables typically included the number of parameters is often large in relation to the sample size. For forecasting purposes, this makes it desirable to reduce the parameter space.
Basic VARs
The standard linear reduced-form VAR takes the form
where y t D .y 1;t ; : : : ; y m;t / 0 is the vector of variables in the model. Again, the lag order, p has to be selected and that is usually performed using information criteria.
It is possible to parameterise these VARs as vector-equilibrium correction models (VECMs), ie including cointegrating relationships. The advantage of this approach is that the forecast is pinned down by the long-run equilibrium; however, these models are not suitable to forecasting in the presence of structural change, because in this case the forecast is pinned down by a long-run relationship which may no longer be appropriate.
Overall, VARs are among the least accurate forecasting model classes available, largely due to overparameterisation. It is sometimes suggested that increased focus should therefore be placed on the forecasting performance of the chosen models over the recent past and weight should be placed on speci cation tests, and robustness of forecasting performance with respect to lag order and forecasting evaluation period. We do not examine this explicitly, although we do estimate VARs recursively.
The forecasts from the VAR model are computed recursively by
where y tCh i D E.y tCh ijt / if t C h i > t and y tCh i otherwise. The lag order, p, is selected using the AIC.
There are two VARs in the Suite of Models. The rst is a standard VAR which includes an output growth measure (alternatively GDP or private sector output although we report only those forecasts using GDP in this paper), CPI in ation, oil price in ation, the return on the nominal effective sterling exchange rate and a three-month interest rate. The second VAR falls into the monetary category, and also includes two monetary aggregates (growth rates of M0 and M4).
Double-differenced VARs
Motivated by the dif culties structural breaks present for forecasting, Clements and Hendry (2002) advocate a double-differencing methodology. The rationale is that while in an environment where the DGP is constant a structural model, such as a VECM, dominates, if there are deterministic shifts a VECM will be thrown off in a profound way; it will try to equilibrate towards a long run that is no longer appropriate. By contrast, a double-differenced model will be robust to such shocks.
The form of this model is
where 1y t D .1y 1;t ; : : : ; 1y m;t / 0 is the vector of variables in the model. Note that the term double differencing applies because usually the variables y t are differences of (logs of) some variables in levels such as output. The lag order, p, is selected using the AIC.
The forecasts from the DDVAR model are
There are two double-differenced VARs in the Suite. They use the same variables as the standard VARs described above.
Forecasts from Bayesian VARs
Bayesian methods have proved useful in the estimation of straightforward reduced-form VARs.
Classical VAR methodology suffers from overparameterisation. The noise in the data can obscure the signal: con dence intervals can be very wide. The Bayesian approach uses priors with a small number of parameters to extract the signal parsimoniously. Unlike much Bayesian analysis, the priors tend to be atheoretical; for example, that the processes are random walks (the Minnesota prior).
The BVAR models that are in the Suite are in the spirit of Doan, Litterman and Sims (1984) and Litterman (1986) based on the Minnesota prior, which xes the prior mean of the VAR parameters to zero, and with a prior variance dependent on two hyperparameters, and . More speci cally, let i; jk denote the . j; k/th element of the ith lag VAR coef cient matrix. The Minnesota prior variance matrix for the matrices of VAR coef cients is diagonal with var 
Recursively estimated VARs
The problem of structural change has led Pesaran and Timmermann (2000) to suggest a recursive approach to estimation, where it is considered best to use only recent data. A data-dependent method for determining the amount of data to use has also been proposed. We use an approach where a VAR is recursively estimated with a selection from a large set of variables. This falls into the robust category. The form and forecast of this model is as in the case of the standard VAR, so
The main difference is that the set of variables included (apart from the variable of interest)
changes from period to period depending on a criterion. Possible criteria are an information criterion or some measure of out-of-sample performance. We consider two recursive VAR models in the Suite. The rst starts with a set of eight variables which (apart from the variables of interest)
are ten-year interest rates, one-year interest rates, growth in real households disposable income, the return on the nominal effective sterling exchange rate, growth in M0, central bank reserves and the MORI Economic Optimism index. Then, all VAR models of dimension 2 to 4 are evaluated out-of-sample over a window (which we currently choose to be made up of 32 periods). The VAR model with the lowest forecast root mean square error is chosen as the forecasting model for that period. The whole process is repeated every period. The second VAR model in the Suite considers a much larger set of variables. This set is the same as that used for the factor model described below. For this set of VAR models we choose the Akaike information criterion as an in-sample measure of t of the equation relating to the variable of interest to be the evaluation criterion. The number of VAR models under investigation is too large for each one of them to be evaluated separately. We therefore, use the approach of Kapetanios (2005) and use simulated annealing to minimise the Akaike information criterion. The model that minimises the criterion according to the minimisation algorithm is used for forecasting in that period. The whole procedure is repeated every period.
Forecasts from univariate non-linear models
There is a large number of non-linear models that are used to model univariate processes, including models from the smooth-transition autoregressive (STAR), the threshold autoregressive (TAR) and the Markov-switching (MS) family. What these models have in common is that the univariate process switches between regimes: in the MS model the switch is based on a probability of transition; in the STAR model it is based on a threshold value. While there is evidence that non-linear models can t better than linear speci cations, it is unclear how adequate they are for forecasting, although Pagan (2003) suggested they may be useful at long horizons.
Two possibilities, which are included in the Suite, are a Hamilton Markov-switching model and a model selected from a range of STAR possibilities. A range of test procedures and speci cation searches are required.
For one step ahead, the forecasts for the non-linear models are
where f .:/ denotes the functional form of the conditional mean of the non-linear model. Except for one step ahead though, the forecasts for non-linear models differ from those for linear models.
To illustrate, consider the two step ahead forecasts. These are
where tC1 is the error term of the non-linear model at time t C 1. The problem is that
Consequently, to produce multi-step forecasts generally requires numerical integration to solve
It is also possible to use stochastic simulations instead, and this is the approach we adopt for the Suite.
Markov-switching model (MS)
The rst non-linear model in the Suite is a Markov-switching model. This is given by
where t iid.0; The forecast from this model is
where Pr .s tCh D jjt/ denotes the probability that s tCh D j conditional on information available at time t. Note that for this model no stochastic simulations are needed.
Smooth-transition autoregression (STAR)
The second model is the smooth-transition autoregression (STAR). Given the policy mandate of holding in ation rate at 2% an ESTAR model appears appropriate for reasons that will become obvious below. The model is given by
where c, c 1 , d, i and i are parameters to be estimated. c 1 can be interpreted as an attractor for process y t . This model essentially implies that there is one autoregressive model for the forecast variable when y t 1 is close to c 1 and another when y t 1 is far away from c 1 . If c 1 is viewed as the 2% target then this means that policy becomes more active when y t 1 is away from 2% than otherwise. Estimation of the model is by non-linear least squares. The parameters c 1 and are sometimes dif cult to obtain, in which case a grid search may be used to obtain some ideas on their values before using non-linear least squares with the outcome of the grid search as initial conditions. The forecast does not have a closed-form solution for multi-step forecasts. We therefore use stochastic simulations to obtain multi-step forecasts.
Forecasts from factor models
Factor models aim to summarise large bodies of information in an essentially atheoretical way. or get the k rst ordered (with respect to the eigenvalues) eigenvectors of X 0 X , denote them by c and use X c as factors.
Once the factors from the data set have been obtained, they are treated as any other variable and used together with the variable of interest in a VAR model to produce forecasts as usual. We use a single factor associated with the largest eigenvalue of X 0 X in the forecast model. Thus the form as identical to the VAR considered above:
where y t D .y 1;t ; : : : ; y m;t / 0 includes the factor and the variable of interest. The forecasts are given recursively by
Forecasts from time-varying coef cient models
Bayesian methods offer an alternative methodology for estimating time-varying and unobserved factor models, and there is an active research program pursuing this. One general model j;t . t j t j / C j;t ra t j C j;t m t j C j;t cr t j C tCk (21)
where tCk is the rate of in ation prevailing between periods t +k-1 and t+k, t is a drift term, designed to capture low-frequency shifts in the equilibrium level of in ation, which evolves as a random walk, ra t , m t and cr t are the real activity, money growth and credit growth factors, t is a reduced-form shock to the rate of in ation whose distribution at time t conditional on information at time t-1 is, according to (22) , normal with conditional variance 2 ;t , and 2
;t , in turn, is postulated to evolve according to an IGARCH(1,1) speci cation. Finally, the time-varying loadings of the cyclical component of in ation onto itself, and of the three factors onto cyclical in ation -the j;t , j;t , j;t and j;t -are all postulated to evolve according to random walks.
In ation projections at time T + k, where T is the sample length, are computed by rst estimating (21) shifted back in time by k periods. In other words, we estimate
This gives us smoothed (two-sided) estimates T jT , ..., T k jjT , j;T kjT , j;T kjT , j;T kjT , and j;T kjT . Then, we simulate T jT , ..., j;T kjT k periods ahead based on the MLE estimates of the standard deviations and of their innovation variances, (7) and we forecast T Ck based on (21) . Such an approach presents the crucial advantage of eliminating the need to forecast future values of the two factors, and of the rate of change of the real exchange rate (r er t ), and of only requiring time-T observations on the variables of interest in order to form k-step ahead projections. On the other hand, a clear drawback is that the model has to be re-estimated for each forecasting horizon, thus markedly increasing the computational burden. In practice, however, the extent of variation of parameters' estimates across k is extremely small, so that in practice, at least for 1 k 8, estimates for k D 1 can be regarded as a good approximation to estimates for k > 1.
Given that the t 's are not observed, we augment the state vector to include t , and we replace, in (7) Stochastic simulations take into account parameter uncertainty, by drawing from the distribution of the estimated parameters.
;t 1 (26) 
j;t ra t j C j;t m t j C j;t r er t j C t
We compute k-step ahead forecasts based on the non-linear equation (21) . in Appendix E). For the real activity factor we consider twelve series. We log and HP-lter. (8) For the money growth factor we consider four series. We compute the quarter-to-quarter rate of growth of each series (quoted at an annual rate), HP-lter it, and extract the money growth factor as the rst principal component of the matrix of indicators. The key reason for HP-ltering the (8) In contrast to Stock and Watson, we perform two-sided HP-ltering.
rates of growth of monetary aggregates is that, within the present model, the low-frequency component of in ation is entirely captured by the inclusion of the random walk term t in (21).
What the time-varying loadings (the j;t ) capture is therefore the time-varying relationship between the cyclical components of in ation and money growth. Such an approach presents the key advantage of automatically controlling for shifts in the velocity of monetary aggregates, which otherwise should be properly modelled. Finally, for the credit growth factor we consider ve series.
The model is estimated via maximum likelihood. The log-likelihood function is computed via the previously described approximated Kalman lter, and is maximised numerically with respect to unknown parameters by means of the MATLAB subroutine fminsearch.m, based on the Nelder-Mead simplex algorithm. In performing MLE estimation, we impose the following restrictions on the parameters. First, that all the standard deviations of the innovations to the random coef cients (the j;t , j;t , j;t and j;t ) be positive. By de ning the standard deviation of the innovation to the generic random coef cient x j;t as x; j;t (with x D , , , or ), such a restriction is implemented by reparameterising the log-likelihood function, setting
x; j;t D ex p. O x; j;t /, and optimising with respect to the auxiliary parameters, the O x; j;t . Second, we impose the restriction that the unconditional expectation of Standard deviations for the ML estimates of both the structural and the auxiliary parameters (markedˆ) are computed by taking the square root of the diagonal elements of the Hessian.
Modelling issues
There are a number of modelling issues we need to address, foremost among which is the treatment of structural breaks.
Lag selection
In several models we need to select lag lengths. The lag order p is chosen by information criteria.
This involves maximising the criterion
over p, where O 2 p is the residual variance for a given p and I C p is a penalty term depending on the criterion used and p. Speci cally, we use the Akaike information criterion (AI C), an asymptotically unbiased measure of minus twice the model log likelihood:
where p is the number of parameters.
Structural breaks in the unconditional mean
There is considerable evidence that breaks have occurred in the evolution of UK in ation in the period we use for estimation; primarily, the mean level has declined. Such a decline is not compatible with a stationary process for in ation. However, there is little consensus about the exact nature of this break. It is important that we take into account possible breaks in in ation, and in this subsection we describe how we do this.
Since we wish to model the process of in ation using a wide variety of models it is important that any adjustment for breaks is as simple as possible. We assume that there have been a number of breaks in the mean of in ation and model these as follows
where k is the number of breaks and I .A/ is the indicator function taking the value 1 if A holds and zero otherwise. Bai and Perron (1998) show that for a wide class of stationary processes t , the number of breaks k, the timings of the breaks t i and the coef cients a i can be estimated consistently using a search algorithm suggested by Bai and Perron (1998). We use this approach to demean in ation and then apply our forecasting models to the residuals O t .
Imposing an attractor in the forecast
Modelling past breaks is one thing, but allowing for recent or future breaks another. Here we describe how we deal with such an assumed break in the forecast.
In the United Kingdom, the in ation target changed from 2.5% retail prices index (RPI) in ation to 2.0% consumer prices index (CPI) in ation in November 2003. It is reasonable to suggest that following this change in the target, there has been a break in the mean of any in ation measure. (9) It is therefore conceivable that one would want to impose this break in the forecast and set a speci c attractor. In order to illustrate our approach, assume a VAR(p) model
where y t is the vector of variables. We wish to impose that in the forecast there has been a mean shift in the forecast variable. We also make the assumption that this shift appears in the constant vector A 0 . We know the magnitude of the shift in the mean vector and we wish to translate this to 
This procedure can be carried out for all linear models. For the non-linear models, we have to adopt a slightly different strategy. For the Markov-switching models we need to apply this transformation to the autoregressive polynomials of both regimes. For the STAR model there is no closed-form solution but we can obtain the new constant that guarantees that the forecast tends towards the desired mean by numerical simulation.
Forecasting using model averaging
Given our set of models, is anything to be gained from combining or averaging them? Recent surveys of forecast combination from a classical perspective are to be found in Newbold and
Harvey (2002) and Clements and Hendry (1998)). Clements and Hendry (2002) have a recent
paper which may provide the state of the classical art in this area. If it were possible to identify the correctly speci ed model and the data generating process (DGP) is unchanging, then one might think that combining forecasts could only worsen performance. But the weight of evidence dating back to Bates and Granger (1969) and Newbold and Granger (1974) reveals that combinations of (9) This does not in itself imply that the underlying monetary stance changed.
forecasts often outperform individual forecasts. Models may be incomplete, in different ways; they employ different information sets. (10) Forecasts might be biased, and biases can offset each other. Even if forecasts are not biased, they will differ in their variance. It is tempting to think that the best forecast is the minimum variance forecast, but this will not generally be optimal as there will be covariances between forecasts which should be taken into account. Thus combining misspeci ed models may improve the forecast. Note that despite this, combining forecasts will not in general deliver the optimal forecast, while combining information will. Clements There is an alternative classical argument. Clements and Hendry (eg 1998) have forcefully argued that the main practical forecasting problem is parameter change, and speci cally deterministic shifts. The implication is that forecasts should be combined because different models are affected differently by the break. Moreover, there is not necessarily a need to include only non-encompassed models. However, estimating optimal weights by regression may not be optimal because models that have not yet suffered a structural break are selected; but that is no guarantee they will not break down in the future. The problem then is that very poor forecasts may drag the combined performance down; they recommend using trimmed means or medians. Thus we have a classical structural break case.
(10) Another way of looking at forecast combination is that it combines many different sources of information. Lars Svensson described what central bankers do in practice in Svensson (2004) .`Large amounts of data about the state of the economy and the rest of the world ... are collected, processed, and analyzed before each major decision.' In an effort to assist in this task, econometricians began assembling large macroeconomic data sets and devising ways of forecasting with them: James Stock and Mark Watson (eg Stock and Watson (1999) ) were in the vanguard of this campaign, pioneering the use of factor models which summarise large bodies of information in an essentially atheoretical way. Stock and Watson (1999) suggested using standard models in a forecast context, and their method is simple to implement, works relatively well in practice and is straightforward to interpret. Boivin and Ng (2005) nd this method outperforms alternatives in the realistic case when the dynamic structure is unknown and the error process is complex. (11) Diebold and Pauly (1987) advocate weighting by inverse discounted h-step ahead forecasts, so that the near future is given more weight but information is obtained about several horizons.
In the classical,`frequentist', view of the world, there is a true model, albeit one that may be changing through time. The dif culty is how to estimate it. Given this model, there is uncertainty over the data, and over the estimated parameters. This uncertainty leads to an uncertain forecast, over which a probability distribution is de ned.
But from a Bayesian perspective, probabilities measure the degree of belief that an agent has in an event. Parameters themselves are random variables with a probability distribution, rather than the estimated parameters being distributed around a given value. Bayes' law describes how new information can be used to update the conditional probability of a state occurring. In our context, the information comes from economic data; the state is a future value of a variable of interest. The belief in the forecast is conditional on the past data and our initial, prior beliefs. Moreover, there is uncertainty over models. We have a range of models, none of which is the`true' model. Instead, we might characterise our views by means of probabilities associated with each model. The higher the probability, the stronger our belief in the model. Given these probabilities, we can construct the mean forecast, and the distribution around that mean.
Bayesian methods have been applied to related situations, with some success. We describe the methodology in Appendix A. For example, Jacobson and Karlsson (2004) hunt over a huge range of models, and evaluate forecasting performance. They then nd that optimally weighted combination of the best ten outperforms any of the individual models. Their method is based on a very simple class of models, the ARDL, but is nevertheless extremely intensive computationally.
Application requires the speci cation of likelihoods. These are easily de ned in a regression context; other models will typically need numerical approximation methods. One pragmatic approach is to compute the weights as an average of equal weighting and the Granger-Ramanathan regression based method. This`shrinkage' (towards equal weighting) method has been interpreted in a Bayesian framework by Diebold and Pauly (1990) .
A key notion in Bayesian model averaging is the conditional probability of a model M i being the true model, given the data, D t , pr .M i jD t /. But there is a frequentist analogue, and a weight scheme based on this has been implied in a series of papers by Akaike and others. (12) Akaike's suggestion derives from the Akaike information criterion (AI C). AI C is an asymptotically unbiased measure of minus twice the log likelihood of a given model. It contains a term in the (12) See, eg, Akaike (1978 Akaike ( , 1979 Akaike ( , 1981 Akaike ( , 1983 ) and Bozdogan (1987) and expounded further by Burnham and Anderson (1998) .
number of parameters in the model, which may be viewed as a penalty for overparameterisation.
Akaike's original frequentist interpretation (13) relates to the classic mean-variance trade-off. In nite samples, when we add parameters there is a bene t (lower bias), but also a cost (increased variance). More technically, from an information theoretic point of view, AI C is an unbiased estimator of the Kullback and Leibler (1951) (KL) distance of a given model where the KL distance is given by It is natural to normalise ex p . 1=29 i / so that
where
We refer to these as AIC weights.
We note w i are not the relative frequencies with which given models would be picked up according to AI C as the best model given M. Since the likelihood provides a superior measure of data based weight of evidence about parameter values compared to such relative frequencies (see, eg, Royall (1997)), it is reasonable to suggest that this superiority extends to evidence about a best model given M. The w i can be thought of as model probabilities under non-informative priors giving a parallel to Bayesian analysis. However, this analogy should not be taken literally as these model weights are rmly based on frequentist ideas and do not make explicit reference to prior probability distributions about either parameters or models. Also, the criterion is only one such which can form the basis of such weights.
This approach is explored in Kapetanios, Labhard and Price (2007) using Monte Carlo experiments and with UK in ation data, and is found to perform as well as or better than Bayesian averaging. In the light of this result, it currently forms our preferred weighting method. We found that alternative information criteria, speci cally the Schwarz, also work well, and this could be used as an alternative. Equally, the Bayesian scheme works very similarly in practice. We have also implemented an alternative based on the predictive likelihood, described in Appendix B.
Forecast evaluations
We now turn to the results. The forecast variables we consider are those published in the Bank's
In ation Report, namely GDP growth and CPI in ation. GDP growth is measured and forecast as a percentage change on a year earlier. CPI in ation is measured in the same way, but exhibits shifts in the mean over the sample period (is non-stationary). Consequently, we transform it into a stationary series rst as described above. Once the forecast has been obtained, the mean is then added back on to convert the series back into the original units.
We report all the individual forecasts described above, listed above in Table A and brie y described in Appendix C for convenience. Although we do not include it in the Suite, we report the unconditional mean in the tables as an additional benchmark. The unconditional mean is a poor forecaster at short horizons, but at long horizons should in principle be hard to beat in the absence of structural change. However, forecast comparisons between the unconditional mean and the Suite forecasts for in ation use different information sets and are therefore invalid. This is particularly acute in the in ation case where the time-varying unconditional mean is estimated using the whole sample.
For completeness, we report various combinations, listed in Table B and brie y described in Appendix C. The main combinations of interest are the simple and the information theoretic (14) The Bayesian and predictive likelihood methods were not implemented in the Suite at the time of writing.
average. Beyond these two, other combinations might let policymakers focus on different selections of the data and models. The`Monetary' forecast combination is based on models which exploit the information content of monetary variables. It is obtained by giving equal weight to the forecasting models in the monetary category. The`Robust' is based on the four models which are robust to structural change. It is obtained by giving equal weights to the models in the robust category. The`Multivariate' simply averages the nine multivariate forecasts, and therefore emphasises news in a wide range of data. The`Univariate' is similarly an average of the four univariate forecasts and emphasises news in the variable itself. In practice these combinations are almost invariably inferior to the main averages. The evaluation period covers the entire in ation-targeting period from 1997 Q2 to 2005 Q2 (32 periods). The evaluation covers all 21 models currently in the Suite, and all forecast horizons from 1 to 12 steps ahead. In total, we therefore evaluate 672 projections (32 projections for 21 models) and 7,272 individual forecasts (for example, 32 for 1 step ahead, 31 for 2 steps ahead, 22 for 11 steps ahead and 21 for 12 steps ahead). (15) Regarding forecast assessments, there are broad two categories of tests: of forecast accuracy (ie the distance between the forecasts and the outturns); and of forecast rationality (ie whether forecast errors are zero on average and whether forecasts can be improved using additional information). We concentrate on the former. There are several formulae which could be used, including the sum of forecast errors, the mean forecast error, the sum of absolute errors, the mean (15) There is clearly a trade-off between sample estimation and evaluation. In an interesting paper, Clark and McCracken (2004) report that the accuracy of forecasts from a given model can be improved by combining forecasts from a model estimated with the full sample of available data with forecasts from a model estimated with a rolling sample of data. Clark and McCracken (2006) argue that out-of-sample evidence is weak because, even when the models are stable over time, forecast performance measures are less powerful than in-sample tests, and the situation is worsened by structural breaks. As always, however, we are limited by availablity of data, especially as we are keen to avoid forecasts over a period with a known structural break. absolute error, the sum of squared errors, Theil's U-statistic or the root mean squared error (RMSE). We use a relative RMSE statistic (RRMSE). This statistic is computed as the square root of the sum of squared forecast errors, relative to the same expression for the benchmark forecast, which we choose to be the autoregressive (AR) forecast; for the AR forecast therefore, the resulting number is equal to 1. Because it is expressed in relative terms, the RRMSE measure has the advantage of being comparable across forecasts. It also has the advantage of being robust to positive and negative forecast errors and of large forecast errors being penalised, due to the quadratic form. Table C reports relative performance for the models in the Suite. There is a wide range of performance. The unconditional mean should do reasonably well at long horizons, and as Table C shows this is the case, although it is worse than the AR at all horizons except at 12 quarters. It is very poor at horizons 1 and 2. As expected, the AR benchmark is generally hard to beat. However, there are models which provide better forecasts for some horizons, notably the STAR and Markov-switching models at all horizons for GDP growth. Other models that outperform the AR at least for one horizon are the monetary VAR, the RV model for the rst quarter and the BVMM model for three quarters ahead. And several models outperform the simple random walk forecast.
Growth: individual forecasts
It should be noted that even models that outperform the AR on average do not necessarily do so for all horizons. This can be seen in Chart 1, which plots the absolute difference in forecast errors for all forecast evaluation periods for the well-performing Markov-switching model, relative to the AR benchmark. (16) Another characteristic is that there is persistence in forecast performance: models that perform well at any point are also likely to do so in the next period.
Growth: forecast combinations
While it is hard to beat the AR when forecasting growth with individual models, it is quite possible to do so with the forecast combinations (see Table D ). And even where the forecast combinations are not outperforming the AR, they have RRMSEs which are much closer to one than for most of the individual forecasts, indicating that combining forecasts does help forecast performance.
(16) A negative value means that the MS model is performing well. (17) The chart also makes it clear that the good performance of the Markov-switching model is not due to an ability to forecast a small number of outlying observations. This is also true for the STAR forecasts. However, the MS and STAR models are generally preferred to the combinations. For GDP growth, our preferred information criteria based method (WITMA) beats the AR at all horizons (peaking at a 7% RMSE reduction at twelve quarters). On the whole, the restricted combinations perform worse than the simple average, although the combination of univariate models does relatively well.
In ation: individual forecasts
Turning to in ation as the forecast variable, we also nd a similar picture in terms of the best-performing models (see Table E ) but overall performance is poorer. Most models outperform the random walk, but the AR is hard to beat. The models which outperform the AR at least once include the standard VAR and the two recursive VARs. The best forecasting models for in ation are the MS model up to 11 quarters ahead, STAR model for up to 9 quarters ahead and the factor model forecast for up to 6 quarters ahead. An illustration of the pattern of forecast errors is again given for the MS case in Chart 2. The QMA model outperforms the RW in all but one horizon, but only outperforms the AR at one horizon. It also beats some of the other models at some horizons (notably at 9 quarters), but at the same time it performs poorly at other horizons (notably 3-7 quarters ahead as well as 12 quarters ahead). The version emphasising monetary variables performs similarly, although it does very well at horizons 9 and 10. For horizons greater than 4
periods the unconditional mean does very well indeed. However, as observed above, the (time-varying) unconditional mean (which is not included in the Suite) has an advantage over the other models as it has been estimated using data to the end of the sample and comparisons are
invalid. An unconditional mean de ned over the whole period performs very poorly.
In ation: forecast combinations
We nd that forecast combining helps to improve forecast performance for in ation. While the individual forecasts were generally able to outperform the benchmark AR at only a few horizons, the information theoretic forecast combination systematically outperforms the AR at all horizons, in several cases by a large margin. Moreover, WITMA beats or matches the MS and STAR forecasts at almost all horizons. The restricted combinations are largely dominated by the WITMA.
Diagnostics for the forecasting equations
A desirable property of a forecasting model is that the residuals are well-behaved, primarily because diagnostic failure indicates the presence of unmodelled information. We therefore present a number of standard diagnostics for the residuals of the forecasting equation in the various forecasting models. These diagnostics are based on standard tests for normality, ARCH effects, serial correlation, and non-linearity. In the case of ARCH effects and serial correlation, the tests consider orders 1 and 4. We also present the error variance. In all cases, the null hypothesis is that the residuals are well-behaved: that is, the residuals are normal, there is no serial correlation, and so on. The normality test is a joint test for skewness and excess kurtosis. Failure implies that the distribution of the estimates is non-normal, but does not necessarily have further implications. However, non-normality is often used as an indicator of unmodelled features of the data, including unmodelled outliers. The test for serial correlation picks up systematic relationships between residuals and their lags, and is again an indicator of unmodelled information. Similarly, the ARCH test, based on the between squared residuals, might
give evidence of heteroscedasticity due to excluded variables. The non-linearity test picks up systematic relationships between the residuals and powers of the lagged residuals, and is a diagnostic for functional form misspeci cation.
Starting with the forecasting equations for growth, the p-values associated with each of these diagnostics are given in Table G , together with the error variance. The table shows that across all models, the residuals are well-behaved. There is only one case (the non-linearity test in the basic VAR) where there is 10% signi cance and nothing at 5%. In the case of in ation, there are two cases at the 5% level (ARCH and non-linearity in the AR model) and two instances where the diagnostic is signi cant at the 10% level ( rst-order serial correlation in the RW model and ARCH(1) in the STAR model). So for both forecast variables, the test violations are no more than would be expected by chance.
Persistence in forecast errors
There is some evidence that the Bank's main forecast errors have been persistent, as discussed in a recent Bank of England Quarterly Bulletin article ( Elder, Kapetanios, Taylor and Yates (2005)).
The evidence is based on only ve years' worth of data (too little to draw strong conclusions) but there have been periods of up to two years during which outturns have been consistently higher or lower than forecasts. As the article explains, this is what we would expect to happen, even if the forecast were the best possible given the available information. This is because the forecaster cannot observe all of her past forecast errors and hence cannot learn from past mistakes. While one-period ahead forecast errors can be observed relatively quickly, after one quarter, others are observed much later; multiple-step forecast errors can be observed after a lag corresponding to the number of steps ahead the forecast was made. As a consequence, forecast errors may be persistent. That is, if the outcome exceeds the forecast in one period, this may also happen in the subsequent quarter. A priori, we may not expect this to be the case in the Suite. The Suite is conceptually quite different, as it is not based on judgement and does not condition on a pre-set path for interest rates. The basis for Suite forecasts is provided exclusively by the information in the data, and the difference between the various Suite forecasts is in the amount of information that is used, and how it is extracted from the data. The evidence indeed suggests that neither the Suite (in-sample) residuals nor the forecast errors for in ation are very persistent.
Conclusions
We have constructed a suite of statistical forecasting models that spans the space of commonly used models. This can be used to generate forecasts of output growth and in ation which can then be combined to create single`best-guess' statistical forecasts.
Evaluation of the forecasts over the in ation-targeting period reveals that several individual forecasts outperform the simple AR forecast at various forecast horizons. Most fail to outperform the AR consistently, although the Markov-switching and STAR forecasts for GDP growth and the Markov-switching, STAR and factor model forecasts for in ation perform well for several horizons. These are interesting and practically useful results. But it is striking that forecast performance relative to the AR model is improved when forecasts are combined, and the best forecast combinations for both growth and in ation are those based on the information criteria based on in-sample t of the forecasting models. These combined forecasts incorporate information from the entire range of models and data, and so to some extent they are robust to model misspeci cation. As another performance test, diagnostics based on the residuals of the forecasting equations show that the residuals are well-behaved in the large majority of cases.
On the evidence of the data we examine in this paper, combinations of statistical forecasts generate good forecasts of the key macroeconomic variables we are interested in, which can serve as a judgement-free benchmark forecast to compare with the policymaker's projections (which are conditional on judgements and assumptions about policy paths, and use a wide range of inputs).
Moreover, the impact of new data on these forecasts provides a summary measure of the relevant news in the data, giving a natural indicator of changing in ationary pressure over the horizons of policy interest.
denote the relevant information set at time t by D t . We denote the probability distribution as 
