High frequency financial data allows us to learn more about volatility, volatility of volatility and jumps. One of the key techniques developed in the literature in recent years has been bipower variation and its multipower extension, which estimates time-varying volatility robustly to jumps. We improve the scope and efficiency of multipower variation by the use of a more sophisticated exploitation of high frequency data. This suggests very significant improvements in the power of jump tests. It also yields efficient estimates of the integrated variance of the continuous part of a semimartingale. The paper also shows how to extend the theory to the case where there is microstructure in the observations and derive the first nonparametric high frequency estimator of the volatility of volatility. A fundamental device in the paper is a new type of result showing path-by-path (strong) approximation between multipower and the (unobserved) RV based on the continuous part of the process.
Introduction
High frequency data has been demonstrated to improve our ability to understand and forecast financial volatility (e.g. Andersen, Bollerslev, Diebold, and Labys (2001) and Barndorff-Nielsen and Shephard (2002) ). Nonparametric estimators like realised volatility have also been shown, The ideas here echo Mykland and Zhang (2009) who show how to justify the use of blocks of length M of high frequency returns. Econometrically we go much further however. Our results generate a path-by-path analysis of the limiting behaviour of high frequency estimators. This is new for the literature on high frequency financial econometrics and this type of novel analysis may have very wide applicability outside the scope of this paper.
To put this in context suppose log-prices have two components
where X c t is a continuous semimartingale X c t = X 0 + t 0 µ s ds + t 0 σ s dW s and J is a purely discontinuous finite activity jump process. Write RV * as the infeasible realised variance of the X c process. So RV * has the jumps stripped out of it and so, as long as σ t > 0, we have that
where Ls → denotes stable convergence as n → ∞. 1 We will prove that the jump variation JV = 0<t≤T |∆J t | 2 cannot be estimated with a lower normalised variance than the scaled asymptotic
while it is well known that integrated variance IV = T 0 σ 2 t dt cannot be estimated with a lower normalised variance than 2 T 0 σ 4 t dt, a bound which is obtained by RV * (e.g. Barndorff-Nielsen and Shephard (2002) ). Of course neither is immediately feasible as we do not know RV * . This will be where blocked multipower variation comes in.
If the size of the block length M of our new multipower variation estimator M V (K) M increases as M ≈ cn 1−β then we report in Theorem 4 that
− n −β+
+ O p (n where [σ, σ] T is the volatility of volatility and n 1/2 Υ n is an edge effect which is O p (n −β+ 1 2 ). Thus we quantify the path-by-path difference between the multipower and RV * statistics and the impact of the jumps, edge effects and the quadratic variation of volatility. This is a significant strengthening over a previous result in Barndorff-Nielsen, Shephard, and Winkel (2006) which showed that when K ≥ 3 that n 1/2 M V 
We thus demonstrate that this feasible approach to estimating IV and JV is efficient, and is helpful in generating narrow confidence intervals for the components of quadratic variation -for we can consistently estimate the "integrated quarticity" IQ = T 0 σ 4 t dt and "squared jump times vol" SJV = 0<t≤T |∆J t | 2 σ 2 t using block multipower statistics. One of the interesting features of (3) is that it indicates the squared jumps appear in the asymptotics in a simple additive way, which means their effect depends roughly on the size of the quadratic variation of the jumps rather than, for example, the size of the largest jumps. This makes us speculate that this asymptotic equivalence result may also hold for infinite activity processes.
One indication in this direction are the results of Veraart (2010) , who studies the estimation of JV by looking at the difference between RV and classical M V (block size 1) also for infinite activity processes, and obtains results that are similar to ours to the extent that our two setups coincide.
However, her single block size means that her inference does not obtain the nonparametric efficiency bound.
One of the uses of multipower variation is to nonparametrically test for jumps over the interval [0, T ] . Under the null of no jumps as M ≈ cn 1−β , so long as β > 1/2, then we show that J = n 1−β/2 RV − M V The null is rejected when we see a large value of J. This result shows the asymptotic power of the jump test can be asymptotically improved by an infinite amount by using blocked multipower variation.
Alternative methods for looking at jumps include the threshold type tests instigated by Mancini (2004) and further developed by, for example, Mancini (2009 ), Jacod (2008 , Jacod and Protter (2012) , Lee and Mykland (2008) and Jacod (2012) . Christensen and Podolskij (2006) have looked at bipower objects based upon ranges while Christensen, Oomen, and Podolskij (2010) focus on quantiles and Andersen, Dobrev, and Schaumburg (2009) use a nearest neighbour method.
This paper has the following structure. In Section 2 we make our notation clear and review the standard bipower variation. In Section 3 we extend bipower to allow for more efficiency and discuss the properties of the resulting statistic. In Section 3.5 we provide the technically most challenging section which allows the block size of the new efficient multipower power statistic to go to infinity with the sample size.
In Section 4 we carry out a detailed Monte Carlo analysis of blocked multipower variation, employing an empirically realistic data generating process, in order to understand the finite sample performance of our approach. In Section 5 we apply our blocked multipower variation methods to an exchange traded fund that tracks the S&P 500 Index. In Section 6 we collect extensions of our analysis which formally deal with the impact of market microstructure effects and provides the first non-parametric estimator of the volatility of volatility. In Section 7 we draw some conclusions and the Appendix has the proofs of various results we give in the main text of the paper.
Framework

Model and measures of variation
We will work with a univariate Brownian semimartingale (Ito process) model for log-prices defined on some filtered probability space (Ω, F, (F t ) , P ),
where µ and σ are predictable locally bounded drift and volatility processes, and W is a standard
Brownian motion adapted to (F t ). See, for example, Ghysels, Harvey, and Renault (1996) .
Our focus will be on econometric estimators based on returns. We assume prices are recorded at times 0 = t 0 , t 1 , ..., t n = T , which we will assume are equally spaced
These returns will be written as
The standard realised variance (RV) is
while its square root is usually labelled the realised volatility. The bipower variation statistic of Barndorff-Nielsen and Shephard (2004) is based on
where Ls denotes convergence in law stably. Here θ 1 ≃ 2.6090 and is given as a special case of
where χ M,i are independent with law χ M .
Barndorff-Nielsen and Shephard (2006) suggested using the difference of these statistics
as a basis for a Hausman-type test for jumps as BV is robust to jumps. The resulting test records
where IQ is a jump robust consistent estimator of integrated quarticity IQ = T 0 σ 4 s ds. This method has been used and extended extensively empirically, e.g. Huang and Tauchen (2005) , Andersen, Bollerslev, and Diebold (2007) and Lee and Mykland (2008) .
The above results show that BV is not as efficient as RV when there are no jumps. It opens up the question of whether there is a simple generalisation of BV which is significantly more efficient and can this test be made more efficient as a result?
A different view of bipower variation
Before we introduce our generalisation of BV it is helpful to interpret BV in the following way.
Think of |∆X t i | as roughly in law χ 1 n −1/2 σ t j−1 , while
t dt is roughly estimated by
That is the absolute value of returns is the square root of a very local realised variance estimator -computing RV i over only a single observation. Then we can write
There are then two natural questions: (i) Are there gains to be made by taking longer blocks to compute a better RV i , before computing BV ? (ii) Would the block version still be robust to jumps?
3 Improving the efficiency of multipower variation
Blocked bipower variation
Set temporal block boundaries as
where M , the number of high frequency returns within a block, is a positive integer so M ≤ n.
Then we define the (non-overlapping) i-th blocked realised variance as
This computes the realised variance using all M high frequency observations inside the block (τ i−1 , τ i ] and estimates
σ 2 s ds. Thus if M = 1 we get a single squared return, while if M = n we get back to the full sample RV.
If we do this for all feasible i, then we have a time series, within the day, of non-overlapping miniature realised variances RV 1 , RV 2 , ..., RV n M . Each of these is quite noisy, but they can be averaged. If they were summed we reproduce the realised variance RV = n M i=1 RV i . Our focus is on the block bipower variation, which we define as
where k M,1 is given in (8).
In practice it is better to use an alternative definition
BV M is exactly unbiased for constant σ t , see Remark 1 below. For most of the paper, we shall not distinguish between (11) and (12) since n/ (n M − 1) = M + O(M/n). In particular, the two statistics are asymptotically equivalent for fixed M .
Remark 1 If X is scaled Brownian motion σW , and with the definition (12), then E (
Proof. Given in the Appendix.
Properties of BV M for fixed M
Under the more general Brownian semimartingale conditions set out in Appendix B.1, we produce:
Theorem 1 Under Assumption 1-2 in Appendix B.1, for fixed M as n → ∞:
Proof. Given in the Appendix. Table 1 gives some useful special cases of these formula. These results mean that 
This implies that BV M is roughly efficient if M is large but fixed and n 1/2 (RV − BV M ) has an asymptotic variance which is roughly T
4M
T 0 σ 4 s ds if M is large but fixed. Table 2 shows the relative efficiency of BV M as M varies. By the time M = 3 there is a modest reduction in the asymptotic variance, but that this gain is two-thirds of all the potential gains from using the blocking.
It makes realised BV nearly as efficient as RV . Under the null of no jumps RV − BV M has a much smaller variance which should improve J M 's power as a test.
Proof. Is straightforward but given in the Appendix for completeness. Remark 3 If there are finitely many jumps in addition to the continuous part of X, this estimator is unaffected by these, asymptotically. Hence it is similar to bipower. This is is because if there is no jump then
Hence so long as M/n → 0 then under finite activity jumps
A more detailed analysis of jumps will appear in Section 3.5.
The implication of this is that the block bipower test takes the form, for fixed M , of
as n → ∞, rejecting the null of no jump if J M is significantly positive.
Remark 4 When M ∼ (c/T )n 1−β with β > 1/2, then the asymptotic variance in (14) suggests
This prediction turns out to be exactly correct when β > 1/2 where M increases with n. So BV M is essentially efficient for large M . See Section 3.5 and Appendix B.2.6 for exactly matching results when M → ∞ as n → ∞.
Blocked multipower variation
The above arguments extend to blocked multipower variation
When K = 3 this is called a blocked tripower estimator, while when K = 4 it is a blocked quadpower estimator. Both are used frequently empirically when M = 1. As with (12), when M is moderately large, one is better off using a finite sample exact constant:
The two versions are equivalent when M/n = O p (1), but (17) is preferred for moderate M .
We now look at relative efficiency as a function of M and K.
Theorem 2 Assume that σ is constant. Then the RV i are i.i.d. χ 2 M σ 2 T /n, and so
Now the mean is σ r T and the variance is
as n → ∞, where d n,M,K is given in (A.2) and
The exact values of θ
are presented in Table 3 for r = 2 and r = 4, the values most important in empirical work. The Table also contains the expressions for ϑ r/K,K,M . 
is 8. M is the degree of blocking, K is the degree of multipowering. K = 2 is a bipower variation statistic, K = 4 is quadpower.
The r = 4 case is interesting. The delta method implies that the efficiency bound for this is 8. When there are no jumps using sums of fourth power of returns is the most efficient of these estimators, but all of them are pretty inefficient. By the time M reaches 5 they are all substantially improved. This is particularly the case for the K = 3 and K = 4 statistics, which are attractive as they are robust to jumps and are roughly as efficient as the K = 1 case as long as M is 5 or more.
The r = 2 case is also important: the results are in Table 3 . This shows the substantial efficiency loss of using higher values of K and that increasing M ameliorates the worst of these effects. By the time M = 5 the difference in efficiency between the different estimators is very modest.
Properties of MV
In the general case when σ is nonconstant, we can proceed as in the proof of Theorem 1, to obtain Theorem 3 Under Assumptions 1-2 in Appendix B.1, for fixed M as n → ∞:
Proof. Follows exactly the same lines as the proof of Theorem 1, so is omitted here.
Also, by the same development, we obtain for fixed M ,
which can be used for testing.
Properties of MV (2,K) M for M increasing with n
We now make the assumption that
where J t is a finite activity jump process. We allow, as n → ∞,
that is, more informally, M ≈ c T n 1−β , where β ∈ (0, 1). The scaling by T means the block size is smaller when T is bigger, keeping n constant. This also means the number of blocks n/M ≈ T c n β grows proportionally with T and less than proportionally with n. The boundary case β = 1 corresponds to M being finite.
Theorem 4 Define the infeasible realised variance as
and let M V
be given as in (17). Assume that σ t is a continuous semimartingale.
Then, under the Assumptions 1-4 given in the Appendix B.1,
K ) only appears when there are jumps. Υ n is an edge effect which is described exactly in Section 6.1.2. Note that
Proof. From Theorem 13 but then add the impact of jumps and edge effects.
In other words: for multipower variation of order K ≥ 3, there is a range of β for which the integrated volatility (IV ) is estimated efficiently. The asymptotically equivalence of M V
and RV * is remarkable and theoretically extremely helpful. On the other hand, bipower variation is a boundary case which is consistent, but converges to IV only at rate n −β/2 . Hence bipower is not quite asymptotically equivalent to RV * . This result is due to the presence of jumps.
This asymptotic equivalence result immediately implies a number of properties.
Theorem 5 Assume the condition of Theorem 4. Also assume that M ≈ c T n 1−β , K ≥ 3 and 1 2
When there are no jumps when K = 2 and β > 1/2
Proof. The result (24) follows from Theorem 4. The second result (25) follows from (24) and from
(1) in the Introduction. Equation (26) is a special case of Theorem 7.
When there are jumps the average value of J M should be
So the power of the test should increase with the size of JV and n as long as K ≥ 3 and
s ds is high the power of the test will be low, keeping constant 0<t≤T |∆J t | 2 .
Remark 5 (Optimal choice of β for IV). When both jumps and volatility of volatility is present, it follows from Theorem 4 that the jumps part will always dominate the [σ, σ] T part. Thus there is no trade-off between the two biases. The bias due to jumps can, however, be traded off against the
(β−1) ) stochastic term. A bias-variance trade-off to minimize the error in M V
M − RV * will thus seek to set these two orders to be equal. This yields the optimal choice of β
which means that as K increases so β * converges from above to 2/3. This choice of β satisfies condition (23) in Theorem 5. For tripower, β * = 6/7.
Optimality for jump estimation of RV
In addition to estimating IV efficiently, we also obtain an efficient estimate of JV .
Theorem 6 Assume that JV n is an estimator of JV , and that n 1/2 ( JV n −JV )
γ 2 is measurable with respect to the underlying filtration. Also assume that J t is compound Poisson, independent of X c t , with jump sizes that are independent of the jump times and of each other, and that the distributions of jumps are absolutely continuous with respect to Lebesgue measure. Then, under Assumptions 1-2 of Appendix B.1, with probability one
The additional assumptions on J t are made to invoke results on superefficiency, see LeCam (1953) and Lehmann (1983, Ch. 6 ). There is no minimal set of conditions, and for other relevant results on superefficiency, see Bahadur (1964) and Bahadur (1980) , as well as the literature on
Hájek-LeCam convolution, as in Hájek (1969) . There are circumstances where the bound (28) can be improved on, in particular when the jump sizes are known in advance.
Estimating the asymptotic variance
To carry out inference robustly to jumps we need to consistently estimate the "integrated quarticity" IQ = T 0 σ 4 t dt and the "squared jump times vol" SJV = 0<t≤T |∆J t | 2 σ 2 t . Barndorff-Nielsen and Shephard (2006) solved the former using multipower variation. We have already improved upon this by using a blocked version to estimate IQ. Here our focus will be on estimating 0<t≤T |∆J t | 2 σ 2 t . Using a blocked approach this problem is simple. Rearranging terms
as n → ∞ if M is fixed or slowly increasing. We now extend this using multipower ideas
Finite sample improvement via transformation
The jump test (15) can be transformed using the delta method so we look at
This log-transform was used by Barndorff-Nielsen and Shephard (2002) 
where d n,M,K is the exact constant in Theorem 1. This makes a large difference if M is large. Of course further refinements are possible, such as the bootstrap of Goncalves and Meddahi (2004) .
Finite sample improvement via time-change and diurnality
Quite a substantial amount of the variation of the volatility process within a day is caused by the average diurnal pattern playing out. This is one of the causes of R > 1/T in practice. Can we perform a time-change to bring it down closer to one, making the test more efficient?
Consider the absolutely continuous time-change, and the T = 1 case for ease of exposition. Then assume and define h 2 t > 0,
Hence if we know the path σ t then we can design the time-change h t so that σ 2 t is time-invariant and so R = 1. Of course in general this is impossible, but we can time-change to take out the expected diurnal pattern. We can do this safely in our model, for if the expected diurnality is modelled incorrectly then our inference procedure will still be valid, for the time-change process is always a Brownian semimartingale whatever absolutely continuous time-change we use.
How do we implement this idea? Here we estimate the diurnal shape non-parametrically using block bipower-type statistics. Define the n − 2M + 1 overlapping unnormalised "bipower blocks" as
. . , n−2M +1. The diurnal pattern can the be estimated using S days of historical data,δ
and l i = max (1, i − 2M + 1). This estimator uses all M -sample blocks which contain return i to estimate the diurnal pattern in the data. Except for the period near the beginning or end of the day, the diurnal effect is estimated by averaging the 2M bipower blocks that contain return i. 
Monte Carlo study of efficient bipower variation
For purposes of simulation, we take T = 1 and always use 50,000 replications, representing 50,000 independent days. When constructing estimators and t tests we use versions which are exactly unbiased in the Brownian motion case, rather than the simpler asymptotic equivalent versions.
This does make a great deal of difference in terms of Monte Carlo performance.
Single factor SV model
To assess the usefulness of the asymptotic results we have conducted two Monte Carlo experiments.
The first, and simplest, uses a single factor SV model. It has the following log-normal structure
Here W p and W v are correlated standard Brownian motions, writing ρ to denote the correlation. This process was implemented using the values given in Table 4 , which follow from the experiments reported in Huang and Tauchen (2005) . This was designed to have relatively fast mean reversion with a half-life of 10 days, and so there is some variation in the volatility during each day.
Finite activity jumps
Within each day the high frequency data was simulated using 23, 400 steps per day, and then "1-minute" returns were sampled by skipping 60 steps. The result is n = 390. Jumps, when present, have a random location uniformly distributed on 1,. . ., 23, 400 and were a deterministic percentage of the day's integrated variance (e.g. a jump, when squared, represents 10% of IV, or JV /IV = 0.1). Throughout our simulations a single jump occurred on each day.
One factor SV model with diurnal effects
The simulated model was augmented to include a diurnal effect δ t which produces variances which differ deterministically by a factor of 3 between the middle of the day and the beginning or end.
, where the average effect 1 0 δ t dt = 1 and the start and the end of the day δ 0 = δ 1 = 3δ 0.5 . This choice is motivated by our empirical results in Section 5.3.
Bias, variance, size and power of jump tests
Size was computed by setting the jump size to 0. The test statistics we study are
, where d n,M,K is given by (18). We estimate integrated quarticity using the unbiased blocked tripower quarticity estimator (17) with r = 4, K = 3 and the same value of M as used for BV M .
All tests were conducted using 1-sided upper tailed critical values. We also carried out the Monte Carlo using a unblocked tripower variation statistic to estimate IQ and there was little difference in the corresponding size. Table 5 reports the empirical size both the standard 1-factor model and the model that includes deterministic diurnal effects. We only report the size of a 5% one-sided test since both 10% and 1% sized tests performed analogously.
In the Table we use the following important notation. FS. This reports results using the finite sample variance for a standard Brownian motion, using equation (A.1). The results using the large sample values for M θ M were poor and so we do not recommend their use and so we are not reporting them here. The distortions to the size of the test statistics computed using the large sample M θ M is caused by the overconfidence in the precision, and block sizes larger than 5 lead to unacceptable large deviations from 1. FS-DC. This results using the finite sample variance and applying the diurnal correction developed in Section 3.9. Throughout this uses the previous S = 100 days of simulated data. The test statistics were computed by first constructing a modified set of returns, ∆X i /δ i , whereδ i is the diurnal correction for the relevant block. This is exactly the same as having standardised the local realised variance estimator by the estimated diurnal feature of the data. We then compute RV , BV M and T P Q using the transformed data.
In the non-diurnal simulation results, using the large sample variance of the jump test leads to large distortions when the block size is moderately large. The finite sample results show little size distortion for any block size. When the deterministic diurnality is introduced a large distortion, driven by the difference in volatility across blocks, appears which increases with the block length. Table 6 reports the empirical size-adjusted power of the of the test statistics when using a 5% test. The power peaks with a block size of 5 which is consistent with the minimum of finite sample variance for n = 390. The size-adjusted power falls off for large blocks due to both the increase in variance, and in the simulations with the diurnal component, the substantial size distortions. Table 5 contains size results for the jump test using the finite sample variance and the diurnality correction (FS-DC). When there is no diurnality present the modification has no effect on size.
When the diurnality is present the transformation produces an empirical size which is virtually of the integrated variance. The left 4 columns correspond to the SV1F model and the right columns add a deterministic diurnal effect. FS indicates that the finite sample variance was used and FS-DC indicates that both the finite sample variance and the diurnal correction were used to compute the statistic.
identical to the size of the FS estimator in the simulation without the diurnality. Finally, Table 6 shows that the use of the diurnal correction has no effect on size-adjusted power when the data are not diurnal, and improves the size-adjusted power when the data is diurnal.
MV (2,K) M for M increasing with n
We will now repeat the above experiments but allow n to vary, driving some movements in M .
Throughout this subsection we will take K = 3 and the corresponding optimal β = 6/7 following Remark 5, where M = cn 1−β . As cn 1−β will not be an integer we take it to be the nearest integer but requiring it also to be greater than or equal to one. We do not have a theory driven value for c, so we take it from the above Monte Carlos which suggest for n = 390 then M = 3 provides satisfactory results. This suggests taking c = M/n 1/7 ≃ 1.28 as we vary n.
In our Monte Carlo we will double n to 780 and double it again to 1, 560. The first change leaves M unaltered at 3, the second change drives M up to 4. Throughout we use the finite M form of the t-statistic in implementing the test.
The results are in Table 7 . They suggest an improving size performance as n and M increase together, while the power naturally increases very significantly with an increase in the sample size.
Hence these results are encouraging for the blocking and its asymptotic analysis. The Table also shows the results from having M is fixed as n increases in the n = 1, 560 and M = 3 case (the theory suggests M should have nudged up to 4 due to the increase in n). The results suggest a loss in power in that case, although the differences are mild.
Empirical results
Database
Our application will be based around trade data for the SPDR S&P 500 ETF (SPY), which is a exchange traded fund (ETF) that tracks the S&P 500 Index. This is the most liquid equity in U.S. markets and typically has a spread of 0.01 which represents approximately 0.01% of the price of the instrument. The small spread allows for frequent sampling without substantial market microstructure noise, and so we employ returns computed every 60 seconds. As a result n = 390. annualized volatility (%) computed from the daily realised variance estimates, and the bottom panel contains the volatility signature plot for sampling times between 5 seconds and 10 minutes, as well as the average value of daily realized kernels and the open-to-close return variance. 2 Sampling using 1-minute prices does not appear to be affected by market microstructure noise.
Empirical rejection rates
Both the jump test and the log-version FS-DC were computed daily with n = 390. Figure 2 : Full sample estimated dirunal pattern of volatility (δ 2 ) for the S&P500 SPDR. 
Diurnality Correction
The top panel of figure 2 shows an estimated averaged diurnality in volatility. This figure was computed using the estimator described in the Monte Carlo with two changes: (i) High frequency returns are standardized by the daily √ BV 5 prior to estimating the diurnality. This mitigates the effect of changing volatility throughout the sample, and is similar to weighting in a generalised least squares regression.
(ii) The entire sample was used to compute the diurnal volatility pattern.
The Figure indicates that volatility is substantially higher at the start of the day, even when Table 9 : Empirical size using the blocked bipower jump tests for different levels of blocking M . The left two panels contains rejection rates for the usual version of the test statistic. The right panels contains rejection rates for the test statistic based on returns with a dirunal correction. controlling for the transaction rate, and that volatility rises at the end of the day. Table 9 contains test statistics computed using returns transformed by an estimate of the diurnal effect. This diurnal correction was estimated using the previous returns from the previous 100 days.
This correction removes the increase in the rejection rate as the block size grows, and the rejection rate peaks with M = 3 or 5, consistent with the Monte Carlo study. In both panels the log version of the test rejects substantially more often than the standard version.
Validation
Various methods were used to provide a check on these results. Here we detail two. 6 Some additional points 6.1 A general theory for realised measures
Background
The same kind of theory for blocked multipower variation can be established using miniature realised measures, rather than only miniature realised variances. The virtue of using this approach is that it provides a unified theory to dealing with the asymptotics when M increases with n. Ex- (2007)).
Edge corrected definitions
Denote RM i the miniature realised measure which estimates
σ 2 t dt, computed using the i-th block of data. The "edge corrected RV" based on miniature realised measures is
The leading case of this is where K = 2, then this estimator is ECRV
The corresponding "edge corrected MV" based on miniature realised measures is
The impact of edge effects is sometimes important and sometimes it does not. The following characterise the differences and will drive the application of some of the results below.
Proof. Special case of Remark 8 in the Appendix.
Proof. Follows from (B.20).
Core result
The following result drives all the paper's analysis of the case where M increases with n.
Theorem 7 Assume that under the statistical risk neutral distribution (Mykland and Zhang (2009, Sect 2 .2)), there is a sequence of continuous martingales (M (n) t ) 0≤t≤T so that
Also assume the conditions of Appendix B.1, except that J ≡ 0. In the case when β = α, set
where Z is standard normal and independent of the underlying filtration. When β > α, only keep the first term inside the brackets in a 2 , and replace n Proof. Given in the Appendix.
Theorem 11 extends the result to the general multipower case 3 with
Theorem 14 specialises the result to the case of no microstructure effects.
The following Corollary thus holds, containing most of the cases of practical importance.
3 Using the same method of proof as Theorem 7 in the case where β > α then
Here, using the constants in Table 3 ,
In particular, ϑ2 = 4/3, ϑ3 = 92/81 and ϑ3 = 43/32.
Corollary 1 Assume 0 < α < β, 2α > β and f 2 t = dT σ 4 t where d > 0 is a constant, then
Example 1 In the realised variance case then α = 1/2, d = 2. This result drives Theorem 5.
Example 2 The realised kernels of Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008, equation 19) and Barndorff-Nielsen, Hansen, Lunde, and Shephard (2011) obey this structure when the bandwidth parameter H = bM 2/3 and the weight function is very smooth. In the Parzen case,
• , where k 0,0
This implies α = 1/6 so we must have β < 1/3, which means M = (c/T ) n 1−β must grow quite quickly with n, indicating very large blocks are needed. In this case f 2 t = 4bk
• T σ 4 t . Most noise robust estimators do not apply as they do not have the feature that f 2 t = dT σ 4 t , instead usually the variance of the noise complicates the distribution. The Barndorff-Nielsen, Hansen, Lunde, and Shephard (2011) kernel has the virtue in this context of being non-negative.
A two scale estimator
In order to produce more efficient results we can use two multipower variations U M V
, taking c 1 > c 2 . Define a "two scale" estimator
Again following Section B.2.3, we obtain
With this expression, the orders become analogous to those in Theorem 4, with α replacing 1/2.
In particular, the other bias terms disappear to order o p (1) provided
generalising (23). Notice that as α ≤ 1/4, the permissible range for β is much bigger. The reason for this is that the bias terms scale with n as n α−β so low values of α allow β to be lower.
A version of Theorem 5 for microstructure thus follows.
Theorem 8 Assume the setting of this section, that K ≥ 2 and that (32) holds. Then
and
The optimal β is for estimating IV and JV is, similarly to (27), given by
If K = 3 and α = 1/4, then β * = 3/7. Hence, when there is microstructure it makes sense to have much bigger blocks due to the slow rate of convergence.
Estimating the integrated variance of volatility
How quickly volatility moves is importantly economically. 
This suggests [σ, σ] (K,n)
) where the error is conjectured to be mixed normal.
We now provide the precise result for the case of bipower variation, as follows.
Corollary 2 Let a 2 = 27 16
2 dt, the conditions of Theorem 4 hold, and X have no jumps. As n → ∞ when β = 1/2 then
where Z is standard normal and independent of the underlying filtration.
Proof. This is a direct implication of Theorem 7.
Conclusion
Jumps are important in financial economics. Recent development of econometric methods to analyse jumps using high frequency data has quantified the importance of jumps. The recent empirical work has suggested they are quite common empirically.
One of the leading methods for detecting jumps is bi-and multi-power power variation. In this paper we have suggested ways of improving the efficiency of these estimators, making them efficient, and increasing the power of jump tests. We also show how to robustify multipower variation to noise and develop a central limit theory for the resulting estimator. Our results are extended to allow the first nonparametric estimator of the volatility of volatility.
We carry out detailed Monte Carlo studies of the finite sample behaviour of our blocked version of MPV and apply it to data from U.S. equity markets. Mykland, P. A. and L. Zhang (2012) . 
APPENDIX
The results to prove from the main text are list, together with the sections of this appendix where they are given.
• Section A: Remarks 1 and 2; Theorems 2, 6 and 1.
• Section B: Theorems 4 and 7.
A Proof of Theorems 2, 6 and 1 and Remarks 1 and 2
A.1 Proof of Remark 1
For simplicity, take T = 1. Now
which has a expectation and variance of
and noting that
we have
the latter transition for large n so long as M/n = o(1). In practice it makes sense to use the finite
A.2 Proof of Theorem 2
This means that
Returning to the notation in Remark 2, we have
Of course, by Taylor expansion,
The important cases are given in Tables 11 and 12 . Table 11 : Coefficients j r and k r as a function of r. 
A.3 Proof of Remark 2
Note that (e.g. Abramowitz and Stegun (1970, 6.1.47) and Qi (2010, equation (1.11))) for large z
An important special case is when r = 1, then
More generally
A.4 Proof of Theorem 6
Since J is independent of X c , we can condition on the J process. Also, it is enough to show the result when it is known that the jumps are in intervals (t i 1 , t i 1 +1 ], ..., (t iν , t i ν+1 ], where ν is nonrandom (this adds information, and so can only reduce any lower bound). By the absolute continuity condition in the statement of the theorem, we thus only need to show the result when the jumps are of nonrandom size almost everywhere (with respect to Lebesgue measure). The problem then reduces to estimating the jump sizes (as parameters) when the observations are
If these increments had normal distributions around jumps, the result would follow from the superefficiency results in LeCam (1953) . The generalization to the non-normal case follows from Mykland and Zhang (2009, Thm 1, p. 1411) , since the contiguity correction does not alter the asymptotic variance.
A.5 Proof of Theorem 1
For compactness of notation, set θ = T 0 σ 2 t dt, and letθ n be BV M based on n observations. (Not to be confused with θ M in (9).) RV i is based on blocks of size M . Let M be a large integer.
For the first term, note that,
is a sum of (Y n,k , Q n ) martingale increments in the sense of the definitions in Mykland and Zhang (2009 , p. 1417 & p. 1421 . The block size is M M in lieu of M . τ n,k is also as defined in this paper.
The martingale has quadratic variation n − θ(M − 1)/M) converges stably under Q n to a mixed normal distribution with mean 0 and variance (A.3). It is easy to see that there is no adjustment to P * n , P * , or P , as these measures are defined in the referenced paper. Similar arguments, using a first block of size M, and then blocks of size M M, yield that
n − θ/M) converges stably, to a variance which is of o p (1) as M → ∞ (M is sent to ∞ after n). Standard weak convergence arguments involving tightness and subsequences of subsequences thus yield that n 1/2 (θ n − θ) converges stably under P to a mixed normal limit with mean zero and a random variance which is the limit of (A.3) as M → ∞, in other words, T M θ M T 0 σ 4 t dt, where this θ M is (9). This shows the first part of the theorem. The second part follows similarly.
B Multipower variation as M → ∞ and n → ∞ B.1 Assumptions Assumption 1 . The continuous part of the process X t is adapted to a filtration (F t ) which is generated by Brownian motions W t . That where µ is a predictable locally bounded drift, W is a standard Brownian motion and J is a finite activity jump process. σ t is also locally bounded away from zero, and is itself a continuous semimartingale (Itô process). In the following section, the observed process is assumed continuous, i.e., J t ≡ 0. The task is to prove the Theorems 4 and 7 given in the main text. To obtain those results we go through various preliminary results and definitions. Proofs of each of the stated theorems are given at the end of this section.
B.2 Some building blocks
B.2.1 Exact representation of multipower variation
To transparently study the case where M → ∞ as n → ∞, we use the simplified estimator "semimultipower variation" for the exponent r = 2:
with "semi-bipower variation" given by:
We have here used the limiting value 1 of (k M,2/K ) K /M (for K = 2, this is the same as k M /M ).
For simplicity we avoid overlapping intervals. They are studied in Appendix B.2.4 and beyond.
To avoid edge effects, we modify the realised volatility as follows: On the other hand, if RV n denotes the estimator based on all observations,
The full edge effect in Theorems 4 is thus given by the sum of these two:
B.2.5 The case with no microstructure
Theorem 13 Under the assumptions of Theorem 4, and if X has no jumps, 
