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https://doi.org/10.1016/j.cels.2021.08.013SUMMARYFate decisions in developing tissues involve cells transitioning between discrete cell states, each defined by
distinct gene expression profiles. TheWaddington landscape, in which the development of a cell is viewed as
a ball rolling through a valley filled terrain, is an appealing way to describe differentiation. To construct and
validate accurate landscapes, quantitative methods based on experimental data are necessary. We com-
bined principled statistical methods with a framework based on catastrophe theory and approximate
Bayesian computation to formulate a quantitative dynamical landscape that accurately predicts cell fate out-
comes of pluripotent stem cells exposed to different combinations of signaling factors. Analysis of the land-
scape revealed two distinct ways in which cells make a binary choice between one of two fates. We suggest
that these represent archetypal designs for developmental decisions. The approach is broadly applicable for
the quantitative analysis of differentiation and for determining the logic of developmental decisions.INTRODUCTION
Cell fate decisions in developing tissues involve gene regulatory
networks comprising multiple genes, many molecular compo-
nents, and elaborate signaling dynamics. Despite the complexity,
the outcome of cellular decisions is relatively simple: cells transi-
tion between a limited set of discrete cell fates, each defined by a
distinct gene expression profile (Enver et al., 2009; MacArthur
et al., 2009; Schiebinger et al., 2019). These transitions occur in
a characteristic sequence regulated by extrinsic signaling. While
quantitative models that describe signaling pathways and gene
regulatory networks in great detail have been used to investigate
cell differentiation and decision making, these suffer from a
plethora of parameters and their behavior is difficult to predict
without case-by-case simulation. Hence, quantitative methods
based on experimental data that represent and permit analysis
of developmental processes at the scale of cell fate decisions
would provide insight into the underlying principles and allow
quantitative and testable predictions.
A popular and intuitive metaphor for the process of develop-
mental decision making is the Waddington landscape, in which
the differentiation trajectory of a cell is conceived as a ball rolling
down a landscape of branching valleys, representing specificCell Systems 12, 1–17, Dec
This is an open access article undcell fates (Waddington, 1957). This can be mathematically
formalized, with only minor changes, using dynamical systems
theory (Camacho-Aguilar et al., 2021; Corson and Siggia,
2012, 2017, Corson et al., 2017; Huang, 2012; Mojtahedi et al.,
2016). In this formulation, the relevant dynamical systems are
gradient-like and the system’s trajectories, which represent the
developmental path of a cell, move downhill in this landscape.
Thus, Waddington’s valleys correspond to the attractors of the
system and sit at the minima of the landscape. Moreover, varia-
tion in the parameters of the dynamical system, caused by
changes in the signals the cell receives, alter the landscape
and give rise to bifurcations that destroy or create attractors.
The transition to a new fate is signified by a cell entering a new
basin of attraction, caused either by a signal-induced bifurcation
or by a stochastic fluctuation resulting in a cell jumping from one
attractor’s pull to another. In both cases, the route from the old to
the new cell state is defined by a saddle point in the landscape.
This approach enables a rigorous link between the dynamical
systems underlying gene regulatory networks andWaddington’s
landscapes.
There are several advantages to a geometrical viewpoint. First,
since motion is always downhill, it gives a hierarchical structure
to the dynamics and an intuitive understanding of eventual fates.ember 15, 2021 ª 2021 The Author(s). Published by Elsevier Inc. 1
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Figure 1. Single-cell resolution analysis of the directed differentiation of ES cells to neural and mesodermal identities
(A) Schematic of mESC differentiation. Embryonic stem cells differentiated in defined FGF andWNT signaling regimes adopt either anterior neural (AN), posterior
neural (PN), or paraxial mesoderm (M) progenitor identities. Colored bars show the times at which cells were exposed to CHIR and/or FGF. The expected
dominant cell type at day 5 and associated marker protein expression is given on the right. CHIR, CHIRON99021; D, day.
(B) Representative immunofluorescence images of markers used to identify the different cell types. Progenitors differentiated for 2 days in FGF co-express the
early epiblast markers SOX2 andOTX2 (Ba) and adopt SOX1+OTX2+ AN identity by day 4 (D4) following withdrawal of FGF (Bb). Activation ofWNT signaling at D2
with CHIR results in the upregulation of the posterior marker CDX2 (Bc) and the downregulation of OTX2 (Bd) by (D3). Subsequent removal of CHIR at D3 leads to
differentiation of SOX1+/CDX2+ PN progenitors (Be), while sustainedWNT signaling results in differentiation to TBX6+ early and FOXC2+ late paraxial mesoderm
progenitors.
(C) Flow-cytometry data. Flow-cytometry analysis of individual progenitors shows the progression from TBX6+ early paraxial mesoderm identity at D4 to FOXC2+
late paraxial mesoderm identity at D5 (Ca) under the sustained WNT signaling regime. At D4, OTX2 and SOX2 remain expressed at high levels in AN progenitors
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qualitative structure of the landscape can be described by a rela-
tively small corpus of universal normal forms (Zeeman, 1976). In
particular, Rene Thom’s catastrophe theory provides a powerful
classification scheme of the relevant bifurcations of such sys-
tems that is facilitated by the existence of the gradient-like
structure (Smale, 1961; Thom, 1969). This theory suggests that
although a system’s dimension might be large, the bifurcations
can be described by low-dimensional systems. For example, in
developmental systems, it is common that differentiating cells
transition from a progenitor state to one of two progeny fates.
Such a decision can be an all-or-nothing one in which all cells
make the same choice, or it can be one in which some cells
make one choice and some the other one, enabling the allocation
of a cell population to both fates. We introduce two 3-attractor
landscapes, the binary choice (all-or-nothing) and the binary
flip (allocation), that are the simplest archetypes underlying these
two decision types.2 Cell Systems 12, 1–17, December 15, 2021To transform a developmental process from a metaphorical
landscape description into a geometric model that allows quan-
titative and qualitative experimental predictions, quantitative
data are needed together with methods to connect experimental
measurements to a parameterized dynamical landscape. A
framework based on catastrophe theory and approximate
Bayesian computation (ABC) has been developed and applied
to experiments measuring the final outcome of a developmental
process (Camacho-Aguilar et al., 2021). However, to test the full
power of this approach and assess its general usefulness, quan-
titative measurements and perturbations during the differentia-
tion process are necessary. To this end, we took advantage of
the differentiation of neural and mesodermal cells from pluripo-
tent progenitors using mouse embryonic stem cells (ESCs)
exposed to different combinations and durations of signaling
factors (Figure 1A; Gouti et al., 2014; Tsakiridis et al., 2014; Wy-
meersch et al., 2021). ABC methods for parameter estimation
based on matching summary statistics of temporally ordered
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naturally lend itself to our data and we use the proportion of cells
in cell states at different time points as the summary statistic.
Initiating the differentiation of ESCs, by withdrawing media
supplements that sustain pluripotency, results in cells adopting
a state that mimics the post-implantation epiblast. In the
absence of further signals, these cells differentiate into neural
progenitors with a molecular identity of the anterior nervous sys-
tem (Ying et al., 2008). However, exposure to WNT signaling at
the epiblast stage blocks ESCs from adopting an anterior neural
fate and instead cells acquire a caudal epiblast identity (Tsakiri-
dis et al., 2014; Gouti et al., 2014). This cell type, which in the em-
bryo fuels axis elongation and the formation of trunk tissue, is
responsible for generating the progenitors of the spinal cord
and paraxial mesoderm (Wymeersch et al., 2021). Similarly,
in vitro, caudal epiblast-like cells differentiate into spinal cord
and mesoderm progenitors, with longer durations of WNT
signaling resulting in a higher proportion of mesodermal cells
at the expense of neural cells (Blassberg et al., 2020; Gouti
et al., 2017). Each of the cell states in this differentiation process
is recognizable from well-defined gene expression profiles that
can be assayed using representative marker proteins. Hence,
the differentiation of ES cells into neural and mesodermal deriv-
atives offers a well-characterized system in which to develop
and test a dynamical landscape model of developing tissues
and cellular decision making.
We used flow cytometry to measure the expression levels of
representative marker proteins in differentiating ESCs exposed
to different signaling dynamics. These data provided an informa-
tive low-dimensional representation of cell states from which we
developed a principled statistical approach to identify the attrac-
tors and the geometric form of the dynamical landscape. Using
the ABC approach based on summary statistics, we parameter-
ized and refined the landscape and its changes with extensive
training and validation datasets and tested it against specific ex-
periments prompted by predictions from the model. The result
was a quantitative model of the differentiation of neural and
mesodermal tissue from pluripotent progenitors. The data sug-
gested two distinct decision-making mechanisms—a ‘‘binary
choice’’ as a one-or-other decision that commits cells to either
anterior neural or caudal epiblast and a ‘‘binary flip’’ that simulta-
neously allocates cells to posterior neural andmesodermal fates.
These two mechanisms correspond to two fundamentally
different landscape geometries with distinct qualitative and
quantitative features. We discuss the biological relevance of
these different mechanisms and suggest that they represent
two dynamical archetypes that play a general role in differentia-
tion dynamics. Taken together, the approach is broadly appli-
cable for the quantitative analysis of cell fate dynamics and
determining the design logic of developmental decisions.
RESULTS
An in vitro system to quantify cell fate decisions
To develop a quantitative landscape model of cell fate decision
making, we took advantage of an in vitro system in which plurip-
otent mouse ESCs are directed to differentiate to distinct neural
and mesodermal fates in response to defined signaling dy-
namics (Figure 1A) (Gouti et al., 2014). ESCs removed frompluripotency conditions and grown in basal media containing
FGF2 (FGF) and an inhibitor of endogenous WNT secretion
(LGK974) adopt a post-implantation epiblast-like (EPI) identity
by day (D)2 of culture (Figure 1Ba) (Blassberg et al., 2020) and,
subsequently, following removal of exogenous FGF, adopt an
OTX2+/ SOX1+ molecular identity characteristic of anterior neu-
ral progenitors (AN) (Figure 1Bb). In contrast, if WNT signaling is
activated at D2 by the GSK3b antagonist CHIRON99021 (CHIR)
concurrently with FGF signaling, EPI cells no longer differentiate
to AN but instead, acquire a CDX2+ caudal epiblast (CE) identity
at D3 (Figure 1Bc). These differentiate to SOX1+ posterior neural
progenitors (PN) in response to withdrawal of FGF and WNT
signal activation (Figure 1Be), while sustained WNT signaling
drives the progressive differentiation of CE to TBX6+ early para-
xial mesoderm (EM) and FOXC2+ late paraxial mesoderm (LM)
identities (Figures 1Bf and 1Ca).
To develop a quantitative description of the differentiation
process, we developed a flow-cytometry assay to measure,
simultaneously, the expression of multiple marker proteins in in-
dividual cells. This enabled us to generate time-course data at
single-cell resolution in a manner that was sufficiently scalable
to explore the differentiation outcomes resulting from combina-
torial modulation of FGF and WNT signaling dynamics. By inhib-
iting endogenous WNT secretion in all culture conditions with
LGK974, we ensured that WNT signaling dynamics were entirely
dependent upon the timing and concentration of CHIR addition.
Moreover, as WNT signaling is known to induce FGF ligand pro-
duction in CE cells (Amin et al., 2016), we tightly controlled FGF
signaling dynamics through a combination of exogenous FGF
withdrawal and inhibition of downstream FGF signaling with
the small-molecule PD0325901 (PD). In total, we obtained 149
datasets in 4 experimental series, comprising 23 different
signaling conditions assayed at 7 timepoints each (supplemen-
tary Table S1).
Based on previous transcriptome analysis (Gouti et al., 2014,
2017), we first defined aminimal set of markers that are sufficient
to classify cells into distinct progenitor types. We employed the
anterior marker OTX2 to distinguish between AN and PN progen-
itors, both of which express the neural progenitor markers SOX2
and SOX1. As expected (Gouti et al., 2014), OTX2 expression
was permanently extinguished in SOX2+ SOX1+ PN progenitors
following combined activation of FGF and WNT signaling be-
tween D2 and D3, whereas its expression remained high in
SOX1+ AN progenitors (Figure 1Cb). Moreover, the level of
SOX1 was higher in PN cells, whereas SOX2 was higher in AN
(Figure 1Cb). We reasoned that SOX2 and SOX1 levels might
be sufficient for classification of AN and PN progenitors in the
absence of OTX2 measurement. This was subsequently
confirmed experimentally (see below). In addition, we confirmed
that exposure to WNT signaling induced CE markers T/BRA and
CDX2 in many cells at D3/D3.5 (Figure S1C). Continued expo-
sure to WNT signaling resulted in the loss of both T/BRA and
SOX2 expression from differentiating CE progenitors at D4 and
a high proportion of cells expressed TBX6, characteristic of
EM identity (Figure S1C), which itself began to decrease at D5
as cells acquired FOXC2+ LM identity (Figure 1Ca). As SOX2
expression is extinguished as cells commit to paraxial meso-
derm identity (Takemoto et al., 2011; Figure S1B) we reasoned
that either the presence of TBX6 and absence of SOX2Cell Systems 12, 1–17, December 15, 2021 3
Figure 2. Clustering using Gaussian mixture models defines cell identities
(A) Overview of the clustering method. Flow-cytometry data from the three reference conditions (no CHIR, CHIR 2–3, and CHIR 2–5) for a specific timepoint were
pooled and used to define a Gaussian mixture model such that each component corresponds to a cell identity. The model was used to cluster cells in samples
from the same timepoint and experimental series. The number of cells assigned to each cluster was used to quantify the population proportions. Axes correspond
to flow-cytometry measurements (units are in the order of ten thousand).
(B) Two-dimensional joint distributions of flow-cytometry data from the initial reference datasets illustrating the clusters identified in the pooled data. Colors
correspond to the label assigned to the cluster as in (D). If the same label is assigned to several clusters, different shades are used. Contours indicate cell density
in each cluster. Axes correspond to flow-cytometry measurements (units are in the order of ten thousand). At day 5, from the total volume of the 5-dimensional
cube that encompasses protein expression space, only 0.02% is occupied by the GMM that represents 90% of the cells.
(C) Number of cell types identified on each day of differentiation. Colors correspond to the assigned labels (D). If the same label is assigned to several clusters then
different shades are used.
(legend continued on next page)
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cient to classify mesoderm progenitors (M).
Clustering flow-cytometry data identifies landscape
attractors
In order to quantify the differentiation process, we hypothesized
that each cell state represented an attractor of a dynamical
landscape and we set out to develop a principled procedure to
allocate cells to an identity. To this end, we used an algorithm
based on fitting a Gaussian mixture model (GMM) to the multi-
dimensional flow-cytometry data (McLachlan et al., 2003; Chan
et al., 2008) (fitgmdist in MATLAB). The GMM consists of a set
of weighted multivariate normal distributions. We regarded
each of these distributions as defining a cluster. A cell belonged
to a cluster if its probability for the corresponding distribution
was greater than a predefined threshold. Close to an attractor,
the state variables (levels of protein expression in this case) are
expected to have an approximately multivariate normal distribu-
tion since the dynamics near attractors are expected to be
approximately linear (Kurtz, 1981).
To mitigate batch effects, we included a reference set consist-
ing of the three signaling regimes comprising noCHIR, CHIR 2–3,
andCHIR 2–5 (Figure 1A) in each experimental series (initial, test,
and prediction; see Table S1), and used the corresponding
pooled data from these three conditions to fit and define the
GMM probability distributions at each timepoint (Figure 2A,
Methods S1 Section 2). To choose the number of distributions
in the GMM, m, we increased it sequentially from 1 until the sca-
lar distributions for each cluster were clearly unimodal in each of
the dimensions (Figure 2B). Cells from all other samples within
the experimental series were then classified by assigning them
to the clusters defined by the GMM model using a threshold
probability of p = 0.65. Otherwise, cells were considered to be
in transition between clusters (unclassified transitioning, UT).
The stochastic dynamic nature of the system implies that there
will always be some cells outside the attractors that cannot be
unequivocally classified by this method even when the system
is at equilibrium and especially when it is close to bifurcation.
The process was insensitive to the choice of threshold probabil-
ity p (Methods S1 Section 2).
Once cells had been allocated to clusters, we analyzedmarker
proteins and assigned cell identity accordingly (Figures 2B and
2D). The clustering was unsupervised and unambiguous. There
was a good correspondence between the clusters found by
the algorithm and the cell-type-specific marker expression
known to be present at each day of the three reference signaling
regimes (Figure 1A). The number of clusters needed to obtain un-
imodal distributions was larger for D3-D4.5, where there was(D) Table of cell type labels assigned to each cluster using marker protein expres
markers, (+) denotes marker expression is optional, due to transitioning populatio
(Tr), anterior neural (AN), caudal epiblast (CE), posterior neural (PN), early paraxial m
are indicated in bold. The extra information on additional markers is included in
(E) Principal component (PC) analysis of clusters at day 5 with variance explained
each PC (HWP) are shown. The PCs comprise mainly one or two proteins only. W
them by magnitude. The relevant proteins in each cluster are different for differe
(F) Analysis of the local correlation structure in and between CE, LM, and EM clu
extends across the two clusters. We show an illustrative projection of the rotated
The data are binned along the spline into 30 bins (top right) and protein-protein c
within a cluster but change abruptly in bins around the cluster boundaries.more than one cluster corresponding to the same cell identity
(Figure 2C). For example, at D3 and D3.5 there are two clusters
corresponding to CE cells: one defined by BRA+ and CDX2+
cells (so-called neuromesodermal progenitors, Wymeersch
et al., 2021) and one with only CDX2+ cells (Figures 2B and
2C; Methods S1 Section 2).
The clustering algorithm identified the expected cell states in
each of the datasets (see Table S2). In line with our preliminary
analysis, we were able to assign FOXC2+ LM identity on the
basis of a SOX2-/TBX6- marker profile (Figures S1B and S2C).
Moreover, the clustering algorithm distinguished between
OTX2+ AN and OTX2- PN progenitors based on their distinct
levels of SOX1 and SOX2, as we had observed previously (Fig-
ure S2B). However, as neither OTX2 nor SOX1/SOX2 expression
levels were able to distinguish between anterior and posterior
neural progenitors at D4.5 and D5, we extrapolated the propor-
tions obtained at D4 to quantify their proportions in this case.
At D2.5 under FGF + CHIR signaling conditions, an additional
population of cells with intermediate levels of SOX2 and low
expression of BRA, CDX2, SOX1, and TBX6 was detected by
the clustering (Figure S2A). As these cells had begun to downre-
gulate SOX2, this indicated that they were transitioning from EPI
to CE but had yet to acquire CDX2+ posterior identity (Blassberg
et al., 2020). We considered them as a separate group and
labeled them transitioning (Tr). Thus, wewere able to define clus-
ters, corresponding to the attractors in the landscape, represent-
ing epiblast (EPI), anterior neural (AN), CE, posterior neural (PN),
and mesoderm (M), and an additional transitioning population
(Tr) using a minimal set of 5 marker proteins (BRA, CDX2,
SOX1, SOX2, and TBX6) (Figure 2D).
To test the validity of our cluster assignments and check for
missed states, we examined the correlation of protein expres-
sion within a cluster and compared our clusters with the cell
types found in (Gouti et al., 2014, 2017). Principal component
analysis of individual clusters identified distinct associations of
proteins with principal components for each cluster (Figure 2E).
Each principal component was associated with one or two
proteins (for a full analysis see Methods S1 Section 2). To test
the hypothesis of multivariate normality, we calculated local pro-
tein-protein correlations within each cluster and found smoothly
varying patterns (Figure 2F) in the correlation for each cluster.
Correlations between protein expression reflect regulatory inter-
actions between the components of the underlying gene regula-
tory network. Hence, consistency of the correlation structure
across each cluster and differences in the structure in different
clusters is evidence that the clusters correspond to distinct bio-
logical states and that we are notmissing any states since, in that
case, discontinuities in the correlation structure within clusterssion: ++ denotes high levels of the markers, + denotes moderate levels of the
ns. The populations are epiblast (EPI), transition from EPI to posterior identity
esoderm (EM), and late paraxial mesoderm (LM). The core set ofmarkers used
the right-most columns.
by each of the first three PCs (Var) indicated. The highest weighted proteins in
hen more than one weight is relevant (at least 40% of the largest PC), we order
nt cell identities.
sters at day 5. The flow-cytometry data are rotated so that the first dimension
data on the two top panels. A smoothing spline is fit through the data (top left).
orrelations in each bin computed (bottom). Correlations are maintained in bins
Cell Systems 12, 1–17, December 15, 2021 5
Figure 3. Initial experimental series and landscape geometry
(A) Schematic of the 11 experimental conditions used to acquire the initial dataset. Experimental conditions marked in bold comprise the training sets; the
datasets for the conditions in italics formed the validation dataset and were not used for model fitting. The conditionsmarkedwith a symbol form the reference set
used for clustering. Colored bars show the times at which cells were exposed to each of three signals. CHIR, CHIRON99021 (purple); FGF (red); PD,
PD0325901 (green).
(legend continued on next page)
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clusters were characterized by abrupt changes in this correlation
structure (Figure 2F; Methods S1 Section 2). This is consistent
with the idea that cell states represent high-dimensional attrac-
tors in protein expression space that are separated by saddle
points. Previously, hierarchical clustering of transcriptome data
during this differentiation produced five major groups represent-
ing distinct patterns of gene expression (Gouti et al., 2017). Even
though our choice of clusters was unsupervised, they mapped
onto these groups indicating that incorporation of a broader
set of genes does not identify any new states.
Two distinct binary decision landscapes
The data obtained in our initial experimental series (Figure 3A)
indicate that, in the absence of CHIR, EPI cells transition to AN
after removal of FGF on D3, suggesting that FGF withdrawal
causes a loss of the EPI attractor in such a way that cells escape
toward the AN attractor (Figure 3Ca, no CHIR). On the other
hand, if CHIR is added on D2 a substantial proportion of cells
transition to CE by D3 (Figure 3Ca, CHIR 2–3). This suggests
that, with the addition of CHIR, the disappearance of the EPI at-
tractor allows cells to escape toward the CE attractor. The
distinct fate outcomes associated with these decisions suggests
that each is caused by the bifurcation of the EPI attractor but with
escape routes in different directions. In both cases, all cells
escape in the same direction toward the same attractor.
Our approach to model selection used the mathematical clas-
sification of the simplest generic 3-attractor landscapes (Rand
et al., 2021; Methods S1 Section 3) and the assumption that
the system should be part of one of these archetypal land-
scapes. These can each be modeled by relatively simple two-
dimensional dynamical systems that will capture high-dimen-(B) Summary of the different cell types and transitions identified in the system. The
defined intermediate transition from epiblast to caudal epiblast (no contour line). Th
that drive them.
(C) The subset of fate proportions from the initial experimental series data that info
and CE; (b) informs the second decision from CE to PN and M. Colors correspon
were considered transitioning cells (UT) and labeled in light yellow.
(D and E) Contour maps for three parameter sets (a, b, and c) of two distinct three
cell fate decisions. The black lines denote contour curves passing through sadd
basins of attraction (stable manifolds of the saddles with the downhill direction
saddles with the downhill direction indicated).
(D) Binary choice landscape. Attractor EPI remains the central attractor for all thre
both smooth or cusp-like, as in the figure. Changes in parameters can result in a b
EPI (Da) or between attractor EPI and the saddle point separating EPI and CE
landscape models an all-or-nothing decision.
(E) Binary flip landscape. In this landscape, a saddle point separates attractor CE f
manifold) emanating from the saddle associated with attractor CE can lead to eit
favored by the escape route (Ea and Ec). This landscapemodels a decision in whic
(F) The model was constructed from two binary decision landscapes smoothly co
gray, the second in ochre. The two landscapes are different in character and allow
with each part of the landscape defined by a parametrized height function that, w
two parts of themodel each depend on 3 parameters (1 for velocity of cells and 2 f
functions of the signals in the medium as indicated in (G).
(G) Schematic of the effect of signals onmodel parameters. The effect of the signa
the effect of CHIR. Exposure to CHIR for longer than a threshold (Thr) activates a m
a time proportional to the period of CHIR exposure (memory = CHIRTime-Thr). Th
landscape if there is no CHIR and PD). Noise amplitude is also a model parameter
SMC with the training data.
(H) Example of the memory effect for different CHIR durations. If the duration o
CHIRTime-Thr to change after removal of CHIR. Thus, the total time CHIR affectsional transition dynamics (Rand et al., 2021). Only one of these
is compatible with the above observations. This is related to
Thom’s butterfly catastrophe (Thom, 1969): the three attractors,
AN, EPI, and CE, are separated by two saddle points (Figure 3D)
with one of them in the middle, EPI. We call this the binary choice
landscape. Changing levels of signal cause bifurcations: cells in
the central attractor EPI can transition to either CE or AN (Figures
3Da and 3Dc) but those in states CE and AN are only able to
transition to EPI (Figure 3Db). This models an one-or-other/all-
or-nothing decision where a population of cells in EPI chooses
between the fates CE or AN. If cells commence the transition
from EPI to CE and signals change pushing them toward AN,
they need to return to EPI first before transitioning to AN. This
last feature is observed in our data when CHIR is removed after
24 h (Figure 3Ca).
Following the transition to CE, the data suggest a second de-
cision associated with cells leaving the CE attractor adopting a
mixture of M and PN fates. The ratio of M:PN cells increases
with the length of CHIR exposure and is not an all-or-nothing
response as in the previous decision (Figure 3Cb). Moreover,
the way in which cells leave the CE state appears markedly
different from the way that they leave the EPI state (Figure 3Cb,
CHIR 2–5). Cells appear to leave the CE state at an approxi-
mately constant rate in CHIR induction conditions. This raises
the possibility that transitions are caused not by bifurcation but
by fluctuation driven escape from the CE attractor basin.
Among the archetypal landscapes (Rand et al., 2021), two
contain a part that is compatible with these data and these two
parts are equivalent (Figure 3E). We call this the binary flip land-
scape because it allows signals to flip the escape route of cells
leaving the CE state, tipping them into either state M or PN (Fig-
ures 3Ea and 3Ec). When combined with stochastic noise, thisse define five attractors (with contour line) in the landscape together with a well-
ick arrows indicate the differentiation routes between cell types and the signals
rm the geometry of the landscape: (a) informs the first decision from EPI to AN
d to cell identities (B). Cells with a low probability of belonging to any cell type
-attractor potentials corresponding to the two archetypal landscapes for binary
les, colored dots are attractors, purple curves indicate the separatrices of the
indicated), and red curves are skeleton trajectories (unstable manifolds of the
e parameter sets (D abc). The curve defined by the unstable manifolds can be
ifurcation either between attractor EPI and the saddle point separating AN and
(Dc). These bifurcations leave the remaining saddle point intact. Hence, this
rom a basin that contains both attractorsM and PN. The escape route (unstable
her attractor M or PN. Varying parameters result in a swap (flip) in the attractor
h cells differentiating from state CE can be flexibly distributed to either M or PN.
nnected through the common CE attractor. The first landscape is indicated in
different types of transitions. Themodel produces a gradient dynamical system
ith the addition of noise, determines the flow of the cells in the landscape. The
or the shape of the landscape) for a total of 6 parameters. These parameters are
l concentration on the landscape is linear. Amemory effect was incorporated for
emory term that triggers the persistence of the CHIR effect after its removal for
e w’s are the weights of these effects and are 6 dimensional (w0 determines the
, in total the model comprises 20 parameters, these were estimated using ABC
f CHIR exposure is greater than the threshold (18 h), the landscape will take
s the landscape is 2,CHIRTime-Thr.
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Figure 4. Comparison of model simulations to experimental data
(A) For each condition at each time point, the proportions of cells assigned to each cell identity by the clustering method (experiment) were compared with the
proportion predicted by the model (simulations). A detailed analysis of the goodness of fit is provided in Methods S1 Section 5. For the simulated data the
proportions of each cell type were obtained by averaging the proportions of cell types obtained by simulating the model using all 10,000 parameter sets found by
the fitting algorithm. Colors correspond to cell identities (B). Cells with a low probability of belonging to any cell type were considered transitioning cells (UT) and
labeled in light yellow.
(B) Qualitative form of the global landscape model used in the fitting. Cell identities correspond to attractors in the landscape. Different signaling regimes change
the particular form of the landscape.
(C) Experimental conditions not used in the fitting were comparedwithmodel simulations. For each validation condition at each time point, the proportions of cells
assigned to each cell identity by the clustering method (experiment) were compared with the proportion predicted by the model (simulations). For the simulated
data, the proportions of each cell type were obtained by averaging the proportions of cell types obtained by simulating the model using all the parameter sets
found by the fitting algorithm. Colors correspond to cell identities as detailed. Overall, the model performed well at predicting the experimental results. We note
that when CHIR is removed after 12 h (CHIR 2–2.5) many cells that were in transition (Tr; orange) at D2.5 were recaptured by the EPI attractor both in the
experiments and the simulations at D3. However, the simulations underestimated the CE the proportion of cells that remained CE at D3.
(legend continued on next page)
ll
OPEN ACCESS Article
8 Cell Systems 12, 1–17, December 15, 2021
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between M and PN (Figure 3Eb). Finally, we connect the two
landscapes using the common CE attractor (Figure 3F). This is
done using a transition function to allow the cell’s trajectory to
transition smoothly from one landscape to the other (Methods
S1 Section 3).
To construct models, we took advantage of the normal forms of
these two landscapes provided by catastrophe and dynamical
systems theory (Arnold et al., 1994; Zeeman, 1976) as thesemini-
mize the number of parameters and state variables needed to
capture the changing geometries. In addition, we postulated a
linear relationship between the signals and model parameters
and later validated this using the data (Figure 3G). All cells in a
sample were assumed to be affected by the same landscape,
determined by independent effects of each signal (CHIR and
FGF). To fit the data, we found it necessary to add a memory ef-
fect to this relationship (Figure 3H). The data showed that
removing CHIR at D3 or D3.5 gave different PN:M balances, while
the PN:M balance remained near invariant if CHIR was removed
at D4 or kept until D5 (Figure 3Cb, CHIR 2–4 and CHIR 2–5).
This indicated that the effect of CHIR persisted for some time after
its removal. To account for this memory effect, we maintained a
CHIR signal in the model for a period of time proportional to the
time CHIR had been in the system longer than a time threshold
which was estimated in the fitting (Video S2). For FGF, since
FGF signaling has been shown to generate a positive feedback
and induce expression of FGF ligands (Amin et al., 2016; Blass-
berg et al., 2020), we maintained a level of 90% FGF when exog-
enous FGF was withdrawn, unless the inhibitor PD0325901 was
added, in which case FGF signaling was set to 0.
The resulting system depends on 20 parameters: 3 3 6 for the
relationship from the 3 signal changes. No signaling (no CHIR +
PD), addition of CHIR, and addition of FGF: the parameters w in
Figure 3G) to the 6 landscape model parameters, a memory
threshold and a noise level (Methods S1 Section 3). In order to fit
these, we used a training dataset of 7 treatment regimens (see
Figures 3A and 4A) measured at 7 time points that distinguish 7
populations: EPI, Tr, AN, CE, PN, M, and UT (a total of 343
measurements of cell fate proportions).Wekept separate, for vali-
dation, a dataset of 4 experimental conditions with a total of 196
measurements (see Figures 3A and 4C). We took advantage of
the ABC framework (Camacho-Aguilar et al., 2021; Toni et al.,
2009) to generate posterior distributions of the parameters (see
MethodsS1Section4). Assessingcorrelationbetween theparam-
eters indicated that there were few redundancies between them.
Fitted landscape captures cell fate decisions
By extensive sampling from the resulting posterior parameter
distribution for each signal combination, we obtained simula-(D) Example of a simulation time series of themodel for the signaling regimeCHIR 2
time points. Cells are initialized in the EPI attractor at D2. Their location evolves
which precise geometry is determined by the signaling regime. Three changes in t
of the EPI attractor and cells follow the unstable manifold toward the location of the
EPI and CE. At later time points, noise causes cells to abandon the CE attractor an
removal of FGF has small effect in the landscape. At D3.5, CHIR is removed but th
the CHIR memory effect (dotted purple line) results in the bifurcation of the CE at
transition into the PN attractor. Video S2 shows the complete time series. To co
compared with the experimental data at corresponding timepoints.tion time series for cells in the landscape using the flow defined
by the stochastic dynamical system (Figure 4D). We computed
the proportion of cells around each attractor and compared
these with the corresponding experimental proportions (see
Methods S1 Section 5 for details). For each timepoint and
signal combination, this produced a distribution of cell states
and resulted in a 233 table of landscapes (Figure S3) corre-
sponding to the different signal combinations used in the
training experiments: CHIR on/off and FGF on/off or inhibited
by PD.
Even though the parameters come from a distribution, the dis-
tribution of cell states was relatively tight about their mean with
an average coefficient of variation of 7%. The larger size of
some coefficients of variation was due to misidentification of
clusters for a small number of experimental conditions. To
compare simulated and experimental proportions we, therefore,
used the mean simulated proportion. Comparison with the
training datasets showed excellent overall agreement (Figure 4A;
see Methods S1 for a detailed analysis). The largest differences
tended to be associated with situations with a significant number
of unclassified cells in the experimental data (UT), which we
reasoned were cells transitioning between states. The simula-
tions reproduced subtle features of the data such as the constant
rate at which cells leave the CE state in response to CHIR.
We next examined simulations using signal combinations from
the validation datasets computed with the model parameter ob-
tained from the fitting to the training data. Again, there was good
overall agreement (Figure 4C). The simulations showed that the
cells transitioning at D2.5 were ‘‘recaptured’’ by the EPI attractor
after removal of CHIR (Video S1), as observed in the experi-
mental data, where a proportion of cells transitioning to CE at
D2.5 return to an epiblast state at D3. Since the data used to
fit the model did not contain any conditions in which the EPI at-
tractor was repopulated after cells had left it, these simulations
provide a non-trivial validation of the geometry of the landscape
and its parameterization.
Closer inspection, however, revealed some differences be-
tween simulations and experimental data. Most notably, there
was an underestimation of the CE population in some CHIR con-
ditions (CHIR 2–2.5, CHIR 2–3, CHIR 2–3.5), together with an un-
derestimation of M and overestimation of PN. Taking the results
together, there was good agreement between the simulations
and experimental data with the model accurately replicating
the key decision processes in the differentiation pathway, this
included the recapturing of cells by the EPI attractor after short
CHIR exposure and the leakage of CE cell into M. Nevertheless,
discrepancies in the exact proportions of cells between simula-
tions and experiment prompted us to investigate further refine-
ment to the model fit.-3.5. Red points represent the location of cells in the landscape at the specified
as given by the stochastic dynamical system defined by the landscape in (B),
he landscape are apparent. The addition of CHIR at D2 results in the bifurcation
newly available CE attractor. At D2.5, many cells are still transitioning between
d follow the corresponding unstable manifold toward theM attractor. At D3, the
e memory effect causes the landscape to remain the same. The termination of
tractor and the flip of the unstable manifold so that cells from the CE attractor
mpare simulations with experimental data, simulated cells were clustered and
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Figure 5. A refined model improves the accuracy of predictions
(A) Details for the 2 experimental conditions designed to refine the model. Colored bars show the times at which the CHIR (purple) or FGF (red) were added and
removed from the medium.
(B) Comparison between the mean proportions of cell types predicted by simulations of the initial model (Initial Sim) and the refined model (refined Sim) and the
proportions of cell types obtained experimentally (Test Exp) for the conditions in (A). Colors correspond to cell identities as detailed. For the pulsing experiments,
(legend continued on next page)
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experimental data
To test the model and determine the value of refining the fit, we
took advantage of the model to design experiments. Simulations
testing the effect of alternating periods of CHIR induction with
periods of no CHIR suggested that the most informative results
were obtained when cells were induced into the transition state
by exposure to CHIR for 12 h at D2 and then subjected to either
1 or 2 pulses comprising 3 h with no CHIR followed by 3 h CHIR.
After the pulses, cells were kept in continuous CHIR (Figure 5A).
Simulations of the single pulse predicted a mixture of anterior
and posterior fates at D5 (Figure 5B, Initial Sim). By contrast, sim-
ulations of the double pulse predicted approximately 50% of the
cells would adopt an AN identity and almost no cells would
remain CE at D5 (Figure 5B, Initial Sim). That is, the model pre-
dicted that 3 h of no CHIR and no FGF would be sufficient for
cells to become AN and that two 3 h pulses of no CHIR condi-
tions would be sufficient for CE cells to become PN. Moreover,
the model predicted that the transitioning population (Tr) would
be present at day 3 under both pulsing conditions.
We performed these two experiments (Figure 5B, Test Exp) as
part of the test experimental series. As expected, we observed
that the transitioning population was present at D3 in both con-
ditions. At later days the experimental data differed from our pre-
dictions. First, few cells adopted an AN identity, and second, a
substantial CE population remained throughout D3.5 to D5.
The continued presence of CE cells at D5 was consistent with
the idea that CE represents an attractor in the dynamical land-
scape and it pointed to the initial fitting underestimating its sta-
bility. The discrepancy between simulations and experiments
prompted us to refine the model fit.
To this end, we included the data from the pulsing conditions
together with the reference set of conditions to retrain the model
(see Methods S1 Section 6 for details). Adjusting these parame-
ters markedly improved the performance of the model (Figures
5B and 5D, Refined Sim). The AN population under the two pulse
conditions was almost non-existent and the CE population was
increased, matching the experimental data. Data from CHIR 2–
2.5 condition that was not used in the training was used as a vali-
dation and showed a good agreement with the experimental
data. Comparison of the refined landscape (Figure 5E) with the
initially fitted landscape (Figure S3) revealed that the CE attractor
did not bifurcate under no CHIR + FGF conditions and was verysubstantial differenceswere observed between the predictions of the initially fitted
with the reference set to refine the model, the agreement between simulation res
(C) Details for the 3 experimental conditions used to compare the accuracy betwee
the CHIR (purple) or FGF (red) were added and removed from the medium.
(D) Comparison of simulations from the initial model and refined model. The refin
experiments (C). This panel shows the experimental variation between the initial
cells in CHIR 2-2.5. A detailed analysis of the goodness of fit is provided in Meth
(E) The landscapes produced by different combinations of signals are portraye
combinations arise by bifurcations of attractors and flips in dynamical trajectori
landscape corresponding to no CHIR+PD (top right) is an extrapolation of the fittin
of the model (see Figure 7). Comparison with the initially fitted landscape (Figu
conditions and was closer to the bifurcation point under no CHIR + No FGF condi
the saddle point separating the AN attractor from the rest of the landscape hadmo
to commit to the AN fate under no CHIR + No FGF conditions. Colors correspond
used for the plot: no CHIR + FGF (0.32, 0.92,1.48, 0.18), CHIR + FGF (0.60, 0.6
linear combinations.close to bifurcation under no CHIR + No FGF conditions allowing
cells to remain in that area for longer. Moreover, the saddle point
separating the AN attractor from the rest of the landscape had
moved closer to the AN attractor, increasing the amount of
time necessary for cells to commit to the AN fate under no
CHIR + No FGF conditions.
We conclude that in all conditions, the CE attractor is close to
its bifurcation point. As a result, when it is a genuine attractor, its
basin is shallow, hence it is easy for noise driven fluctuations to
allow a cell’s trajectory to escape and proceed downhill to the
PN or M attractors (Video S2). Thus, we see a gradual loss of
CE cells at a roughly constant rate per unit time.
The fitted parameterized landscape provides insight into the
capacity for cells to revert to a previous state: in developmental
biology terminology the commitment of cells (Waddington,
1957). The model parameters determined by the fit mean that
combinations of FGF and WNT signaling produce a constrained
set of landscapes. This applies not just to the signal combina-
tions used in the experiments but other reasonably conceivable
combinations. This constraint means that certain transitions are
not possible. For example, once cells have transitioned to the AN
state, this is irreversible, as this attractor is deep and no bifurca-
tion is allowed that destroys this state, thus cells are committed
to AN and can no longer become CE in response to WNT
signaling (Video S4) (Metzis et al., 2018). Similarly, the bifurcation
of the EPI attractor in response to CHIR provides insight into the
inability of CHIR + FGF inhibition with PD to revert epiblast cells
to the ESC state (Video S3) (Guo et al., 2009; Ying et al., 2008).
Moreover, the model predicted a landscape for no CHIR with
PD (Figure 5E, top right), a condition not used in the experiments
(Figure 7). The model can also be used to predict the effect of
different timings of signal changes (Figure 5) and extrapolated
to different concentrations of signals (Figure 6).
Identification of the dose-response curve for CHIR
concentration
To investigate how the balance between M and PN was
controlled in the second decision, we performed dose-response
experiments with CHIR after D3. We first simulated the model
assuming a linear relationship between the effective CHIR signal
level and CHIR concentrations (Figure 6). Experimental results
suggested a good correspondence for the low concentration
(0.5 mM, 10% of saturated), but larger differences were evidentmodel and the experimental data. After using these experimental data together
ults and experimental data was improved.
n the initial model and the refinedmodel. Colored bars show the times at which
ed model performed better at predicting the outcome of short CHIR duration
and test experimental series with, for example, a higher proportion of anterior
ods S1 Section 6.
d in the table. The changes in the landscape that result from different signal
es (unstable manifolds) of the parameterized landscape family. Note that the
g and not based directly on data, it therefore represents an untested prediction
re S3) revealed that the CE attractor did not bifurcate under no CHIR + FGF
tions. In general, the CE attractor was more stable after the refitting. Moreover,
ved closer to the AN attractor, increasing the amount of time necessary for cells
to cell identities as detailed. Average values from parameter distributions were
4,1.3,0.51), CHIR + PD (1.95,4.81,1.4,0.0017), and corresponding
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Figure 6. Incorporating the dose response to WNT signaling
(A) Three experimental conditions were designed to assess how the balance between PN and M fates are affected by CHIR concentration. Colored bars indicate
the times at which cells were exposed to CHIR (purple) and FGF (red). The CHIR concentration between day (D)2–3 was saturated (5mM). The intensity of shading
indicates the concentration of CHIR used between D3-D5: high (2.5mM, 50% of saturated), medium (1.7mM, 30% of saturated), or low (0.5mM, 10% of saturated).
(B and C) Comparison between the mean proportions of cell types predicted by simulations of the unrefined model (Sim [Line DR]) and the model refitted to the
CHIR dose-response data (Sim [Fit DR]), with the proportions of cell types obtained experimentally (experiment). A detailed analysis of the goodness of fit is
provided in Methods S1 Section 6. Colors correspond to cell identities as detailed.
(D) Landscapes for different CHIR concentrations. The stability of the CE attractor increases with CHIR concentration and the unstable manifold from the CE
saddle flips from PN to M at 1.7mM CHIR.
(E) Fitted sigmoidal dose-response curve compared with the linear effect used before refinement.
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ference of 40% in PN, overestimating the CE and M proportions.
These results suggested that the model needed to be further
refined to account for the dose-response effects of CHIR concen-
tration. We tested whether the addition of a sigmoidal dose-
response curve improved the model performance. For the fitting
of the dose-response effect, we kept the distribution of all other
parameters the same and fit the parameters of the sigmoidal
curve. This substantially improved model performance. Although
the half-response parameter did not produce a clear distribution,
suggesting that additional concentrations would be necessary for
a precise estimation of the dose-response curve, the estimation
of cell fates in response to both 1.7 mM (30% of saturated) and
2.5 mM were close to the empirical data.12 Cell Systems 12, 1–17, December 15, 2021Testing the geometry of the landscape
Having fit, refined, and validated the landscape, we set out to
test its accuracy and investigate its implications by identifying
predictions for which we had not previously analyzed experi-
mental data.
First, we noted that, in contrast to the EPI attractor that bifur-
cates with the saddle connected to the CE attractor in response
to FGF + CHIR, the AN attractor was not destroyed by the addi-
tion of FGF + CHIR—a saddle remains separating AN and CE
(Figure 5E). This predicted that once cells had committed to
the AN identity, they would remain anterior and not adopt a CE
identity after the addition of CHIR (Figure 7Ba). We tested this
hypothesis by adding FGF + CHIR at D4 to cells that had adop-
ted an AN identity. In the standard AN condition (no CHIR + FGF
Figure 7. Quantitative predictions test the accuracy of the landscape
(A) Details of the experimental condition used to assess the bifurcation of the AN attractor. WNT and FGF are introduced at later time points to challenge the
commitment to AN.
(B) (Ba) Mean proportions of cell types predicted by simulations for the condition indicated in (A). Colors correspond to cell identities as detailed. The model
predicts that cells that have reached AN identity remain in this state if subsequently exposed to CHIR and FGF. (Bb) Experimental data supports the prediction as
AN cells retain high levels of OTX2 after CHIR induction ([Bb] and Methods S1 Section 7). Colors correspond to cell identities (Figure 3B). Cells with a low
probability of belonging to any cell type were considered transitioning cells (UT) and labeled in yellow.
(C) Part of the landscape being tested in (A) and (B).
(D) Details of three experimental conditions used to assess the destabilization of CE by the effect of PD with no CHIR.
(E) Comparison between the mean proportions of cell types predicted by the model (simulation) and the experimentally observed proportions of cell types
(experiment). A detailed analysis of the model performance is provided in Methods S1 Section 7. The data confirm the destabilization of the CE attractor in PD
conditions compared with control conditions and supports the memory effect of CHIR showing more CE cells for longer CHIR induction durations. Moreover, the
effect of retinoic acid (RA; CHIR2-4 RA4-5) is also accurately recapitulated by simulating the inhibition of FGF signaling in the model.
(F) Part of the landscape being tested in (D) and (E).
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CHIR at D4 as indicated by the high levels of expression of the
marker OTX2 at D5 (Figure 7Bb). These results were consistent
with the constructed landscape, confirming that the saddle
separating AN from CE does not bifurcate away in response to
FGF + CHIR, and indicated that once EPI cells are committed,
they remain anterior.
Second, because the landscapes define a family parametrized
by two signals (CHIR and FGF) they include a hypothesized land-
scape for no CHIR + PD conditions, even though none of the
datasets used to construct the model corresponded to this con-
dition (Figure 5E, top right). In this case, the model predicts that,
in the absence of WNT, the inhibition of FGF signaling results in a
further destabilization of the CE attractor and an expansion of the
PN attractor (Figure 7F). We tested this by removing CHIR and
adding the FGF inhibitor, PD, to cells that had adopted a CE
identity in response to different durations of CHIR exposure.
The prediction was that cells in the CE attractor at the time ofCHIR removal would transition to PN, while cells that had already
adopted anM identity would remain in this state. Consistent with
these predictions, the removal of CHIR and inhibition of FGF
signaling after 24h (CHIR 23 + PD 3–4) resulted in a moderate
increase in the PN population compared with control conditions.
Maintaining the CHIR for 36h (CHIR 23.5 + PD 3.5–4.5) resulted
in amarked increase in PN population at the expense of CE iden-
tity compared with control conditions (Figure 7D), whereas the M
population was less affected. This observation supports the idea
that the CE represents a relatively shallow attractor that is main-
tained by CHIR signaling and destabilized by the removal or inhi-
bition of FGF.
In the embryo, retinoic acid (RA) emanating from the somites,
is proposed to inhibit FGF signaling in differentiating CE cells to
promote neural differentiation (Diez del Corral et al., 2003). We,
therefore, compared the effect of RA addition with the effect of
FGF inhibition. The addition of RA after 24 h of CHIR (CHIR
23 + RA 3–4) or 36 h (CHIR 23.5 + RA 3.5–4.5) resulted inCell Systems 12, 1–17, December 15, 2021 13
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equivalent experiments with PD (Figure S4). Moreover, we also
predicted that if cells were exposed to CHIR from D2-4, the
memory effect of CHIR would result in the maintenance of a
CE population at D5 even after the addition of PD or RA. Indeed,
exposure of cells to RA after 48 h of CHIR induction (CHIR 24 +
RA 4–5) agreed with model predictions, with a large number of
cells adopting M identity by D5. In these experiments a substan-
tial proportion of cells remains CE at 24 h after removal of CHIR
and addition of RA, consistent with the memory effect of CHIR
hypothesized for the construction of the model.
Taken together, the results provide a quantitativemodel for the
differentiation of neural and mesodermal cells from pluripotent
progenitors that accurately predicts the effect of signals on the
proportions of cell types generated. Moreover, the quantified
landscape offers an intuitive visualization of the differentiation
process that highlights the distinctions between two types of de-
cisions (binary choice and binary flip) that would be obscured in
more complex gene-centric models.
DISCUSSION
It has become increasingly easy to control cell fate and to
generate quantitative data, raising the prospect of predictive en-
gineering of organs and tissues (Kim et al., 2020; Shi et al., 2017).
To support this endeavor, quantitative models that assimilate
data and represent the successive steps in development are
needed. Models are commonly constructed around genes and
their interactions, typically defined with mass action kinetics,
but their complexity and the large number of parameters
involved can limit the scope of such models and obscure under-
lying decision mechanisms. The Waddington landscape meta-
phor is an appealing simplification (Waddington, 1957), yet until
recently it lacked both a mathematical foundation and
meaningful engagement with data. We demonstrate an
approach to construct, parameterize, and analyze dynamical
landscapes applicable to any system with discrete quantifiable
states (see Methods S1 Section 8 for a description of the general
procedure). We show that it makes specific and testable
quantitative predictions as well as providing a visualization of
the developmental process that offers insight into the underlying
mechanisms. We emphasize that the modeling strategy we have
developed allows the targeted exploration of specific features of
a cellular differentiation process allowing the design of an
optimized combination of experimental conditions. This work re-
vealed two distinct strategies by which cells decide between one
of two fates. We propose that they represent archetypes for
developmental decisions that play a general role in develop-
mental dynamics.
Developmental transitions are represented by low-
dimensional dynamics
Gene network models and real cellular systems develop by suc-
cessive transitions among a small panel of fates, so the mathe-
matics of dynamical systems and catastrophe theory can be
applied (Arnold et al., 1994; Guckenheimer et al., 2013; Thom,
1969). Moreover, there is formal mathematical theory for such
systems that reflects, extends, and clarifies Waddington’s pic-
ture (Rand et al., 2021). This theory indicates that even when14 Cell Systems 12, 1–17, December 15, 2021the state space (gene or protein expression) is high dimensional,
developmental transitions comprise the simplest saddles (those
with one-dimensional unstable manifolds) and their attractors.
Consequently, the topology and behavior of such models can
be represented in two dimensions, so that it is conceptually
meaningful to work in the low-dimensional space and assert
that relevant biology takes place on a two-dimensional manifold
(Corson and Siggia, 2017). The final crucial step is to make the
model quantitative by fitting a rich set of its summary statistics
to those of the data. This links the powerful qualitative theories
to quantitative models and provides an intuitive but rigorous
means to analyze developmental dynamics.
We applied these ideas to the differentiation of ESCs in
response to two signals, WNT and FGF, that together direct dif-
ferentiation into precursors of neural andmesodermal tissues via
intermediates that have received prior study (Blassberg et al.,
2020; Gouti et al., 2014; Tsakiridis et al., 2014; Wymeersch
et al., 2021). This system has the virtue that cell identity is
controlled by external signals, hence can be modeled without
the complexity of cell interactions. Landscape models describe
the cells as they transition between valleys in the Waddington
metaphor and the most informative data are obtained during
transitions. We show that quantitative data using just five molec-
ular markers and a carefully designed array of conditions and
times was sufficient to define the cellular states and obtain infor-
mative summary statistics: the proportions of cells of a given
type at each time point. This information was sufficient to identify
the underlying geometrical model. The fixed points of the model
were abstract and acquiredmeaning when gene expression pat-
terns were related to in vivo experiments. The morphogens con-
trol the basins of attraction of the fixed points and ultimately the
saddle node bifurcations or flips that define cellular decisions. All
the relevant cellular decisions could be captured in two dimen-
sions. This strategy for constructing models of cellular differenti-
ation is also compatible with single-cell transcriptome analyses
of tissue development that simultaneously profile thousands of
genes (Schiebinger et al., 2019; Tanay and Regev, 2017) as
long as the data are sufficient to identify the discrete cell states
and cell fate transitions of the developmental process.
Quantitative descriptions of experimental embryology
The results support the notion that cell states correspond to
attractors of a dynamical system. For the EPI, AN, PN, and M
states, their assignment as attractors was unambiguous and
the differentiation of cells between states involved bifurcations
of attractors. For CE, the results were more subtle and revealing.
For some morphogen combinations, the CE state appeared as
an attractor, albeit a shallow one with a relatively small basin of
attraction close to bifurcation, while for other morphogen combi-
nations, the CE state had bifurcated away. The consequence of
the shallowness of the attractor is a gradual leakage of cells from
the CE state and this, in contrast to the bifurcation of an attractor,
explains the transitory nature of the CE state. Cells leave the CE
attractor by jumping over a saddle into the basin of a different at-
tractor. This observation not only illustrates the subtlety of the
method but also provides an explanation for the progressive
elaboration of the anterior-posterior axis of vertebrate embryos
(Henrique et al., 2015; Wymeersch et al., 2021). This process in-
volves the production of trunkmesoderm and spinal cord over an
ll
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itors (CE) located at the tail end of the elongating body. Ensuring
the CE state is poised close to bifurcation allows the constant
differentiation of a fraction of cells to neural and mesodermal tis-
sue while retaining an uncommitted progenitor population.
The model we constructed terminates in one of three fates:
mesoderm, AN, or PN. Cells in these states are committed,
they cannot leave these attractors and remerge on our fate
plane, but they are not endpoints as cells continue to differen-
tiate. We envision that longer differentiation trajectories could
be constructed, branch by branch, with the modular and hierar-
chical property of the models facilitating the gradual elaboration
of the full differentiation tree. By fitting and refining the saddles
and attractors as they move in response to extrinsic signals,
such models generate quantitative predictions and suggest
complex temporal stimuli that might stabilize or disrupt popula-
tions of cells in the dynamical landscape. In this way, landscape
models delineate phenomenological features of experimental
embryology in quantitative form.
Two archetypal decision mechanisms
The landscape that resulted from our analysis comprises two
sub-landscapes. These are generic in the sense that they occur
naturally in dynamical systems without any special conditions
and when they occur, they are structurally stable and robust to
misspecification or perturbation of the dynamical system. Each
encodes a fundamentally different type of binary decision. For
the AN-EPI-CE decision, the data support the notion that the
EPI state is destabilized by collision of a saddle point between
it and either the CE or AN attractor. After either bifurcation, the
saddle separating the EPI attractor from the alternative fate re-
mains intact. The result is an all-or-nothing choice that commits
cells to a fate. This agrees with previous experimental observa-
tions that epiblast cells commit to an anterior or posterior identity
prior to acquiring a neural fate (Metzis et al., 2018). Since the
overall effect of this landscape is that signaling results in all cells
in the EPI state choosing and committing to either the CE or AN
state, we call this landscape the binary choice landscape.
The decision for the differentiation of CE to either PN or M is
different. The landscape indicates that the proportion of PN
and M cells generated in response to different amounts of
WNT signaling is a consequence of the location of the unstable
manifold of the saddle that separates the CE attractor from PN
and M. For prolonged and high CHIR conditions, the escape
route connects to the M attractor, whereas in the absence of
WNT signaling it flips to PN. For intermediate conditions sto-
chasticity produces a mixed outcome with a progressive in-
crease in the ratio of M to PN as WNT signaling increases.
Because the flip in the unstable manifold is the essential dynam-
ical phenomena controlling the allocation of cells, we call this the
binary flip landscape. Previously, a pitchfork bifurcation had
been postulated for this transition (Steventon andMartinez Arias,
2017). However, in contrast to our landscapes, this is not generic
but only occurs with an additional constraint equivalent to sym-
metry between M and PN and it is reversible such that cell states
are only maintained if signaling is maintained.
The results help clarify the idea of cell commitment (Barresi
and Glibert, 2020; Waddington, 1957), by explaining when cells
that have escaped a basin of a bifurcated attractor can or cannotbe recaptured by reversing the signal and reintroducing the at-
tractor. For the EPI to CE transition, recapture is possible for a
limited time after which they are committed to the transition.
For the EPI to AN transition, once cells have entered the AN state
they cannot escape because the AN attractor never bifurcates
away. In this view, therefore, commitment becomes a dynamical
property of the landscape.
Theoretical considerations (Rand et al., 2021) indicate that
there are relatively few generic three-attractor landscapes.
Thus, the binary choice and binary flip landscapes are likely to
be encountered repeatedly in developmental decisions, in
particular, in the common situation where a progenitor chooses
between two alternative fates (Wagner and Klein, 2020). More-
over, as we show here, these landscapes can be linked together
to provide an ordered hierarchy that accounts for a differentia-
tion pathway comprising multiple decisions. Together this leads
us to suggest that the binary choice and binary flip landscapes
represent design archetypes that underpin cellular decisions
throughout embryonic development.
Outlook
In our approach, we did not fit flow-cytometry data directly to the
dynamical variables but instead relied on the assignment of cells
to discrete fates. This assignment is non-trivial and may be
ambiguous in some systems. We sampled the population
frequently in time to capture the transitions among the fates in
the topological model and, thus, obtained quantitative predic-
tions about what matters most, the discrete cell states. A future
goal will be to develop tools that directly link gene expression
measurements and detailed gene centeredmodels to landscape
models especially in order to detect the transitions in detail. The
minimal spatial organization in the differentiating stem cell col-
onies, meant only the response of individual cells to exogenous
signals needed to be considered. To apply these models to cells
of an intact embryo, we would surmise that the cell intrinsic land-
scape remains the same, but the spatial-temporal behavior of
the morphogens would need to be measured or inferred. To
probe such models, it will be necessary to perturb signaling
pathways with sufficient temporal resolution to catch cell fate
transitions, experimental manipulations that do not control time
are manifestly less useful. Thus, one can hope to reconstruct
development in space-time analogous to the reconstruction of
differentiation from single-cell expression data (e.g., Karaiskos
et al. 2017; Nitzan et al. 2019) but in a way that provides quanti-
tative predictions and insight into the underlying mechanisms.
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Please cite this article in press as: Sáez et al., Statistically derived geometrical landscapes capture principles of decision-making dynamics during cell
fate transitions, Cell Systems (2021), https://doi.org/10.1016/j.cels.2021.08.013B ES cell culture and differentiation
B Immunofluorescence
B Intracellular flow cytometry
B Flow cytometry data pre-processing
B Landscape models
B Clustering
B Details of the mathematical model
B Fitting algorithm
B Fitting results
B Refining the model
B Predictions
B General procedureSUPPLEMENTAL INFORMATION
Supplemental information can be found online at https://doi.org/10.1016/j.
cels.2021.08.013.
ACKNOWLEDGMENTS
We thank Despina Stamataki for experimental support and Francis Corson,
Joaquina Delas, Ashley Libby, Rory Maizels, and Archishman Raju for critical
feedback on the manuscript. We thank Paul Brown for technical support and
Yashin Dicente Cid for critical discussions.We are grateful to the Crick Science
Technology Platforms, in particular, to Flow Cytometry Facility and High-Per-
formance Computing.
Funding: this work was funded by the EPSRC (grant EP/P019811/1 to
D.A.R.) and an EPSRC scholarship to E.C.-A (1499350); the University of War-
wick; the Francis Crick Institute, which receives its core funding from Cancer
Research UK; the UKMedical Research Council andWellcome Trust (all under
FC001051); and by the European Research Council under European Union
(EU) Horizon 2020 research and innovation program grant 742138. E.D.S.
was supported by the National Science Foundation (US) by grant Phy
2013131. Some of this work was performed at the KITP Santa Barbara and,
therefore, this research was supported in part by the National Science Foun-
dation under grant no. NSF PHY-1748958, NIH grant no. R25GM067110,
and the Gordon and Betty Moore Foundation grant no. 2919.01. This research
was funded inwhole, or in part, by theWellcome Trust (FC001051). For the pur-
pose of Open Access, the author has applied a CC BY public copyright license
to any Author Accepted Manuscript version arising from this submission.
AUTHOR CONTRIBUTIONS
R.B., J.B., E.C.-A., andD.A.R. conceived theproject. R.B. established the in vitro
differentiation system and flow-cytometry workflow, performed all experiments,
and pre-processed data. M.S. and E.C.-A. analyzed data. M.S. designed and
performed the clustering procedure with input from E.C.-A. and R.B. All authors
interpreted data and designed experiments. M.S., D.A.R., and E.D.S. designed
the mathematical model with contributions from E.C.-A. E.C.-A. designed and
implemented the software to simulate and fit the mathematical model with input
fromM.S.M.S.performed the fittingwith input fromE.C.A.M.S.,D.A.R., andJ.B.
wrote the manuscript with contributions from R.B. and E.C.-A. E.D.S. reviewed
and edited the manuscript.
DECLARATION OF INTERESTS
The authors declare no competing interests.
Received: March 16, 2020
Revised: July 6, 2021
Accepted: August 23, 2021
Published: September 17, 2021
REFERENCES
Amin, S., Neijts, R., Simmini, S., van Rooijen, C., Tan, S.C., Kester, L., van
Oudenaarden, A., Creyghton, M.P., and Deschamps, J. (2016). Cdx and T bra-ell Systems 12, 1–17, December 15, 2021chyury co-activate growth signaling in the embryonic axial progenitor niche.
Cell Rep. 17, 3165–3177.
Arnold, V.I., Afrajmovich, V.S., Ilyashenko, Y.S., and Shilnikov, L.P. (1994).
Dynamical Systems V: Bifurcation Theory and Catastrophe Theory
(Springer-Verlag).
Barresi, M.J.F., and Glibert, S.F. (2020). Developmental Biology (Oxford
University Press).
Blassberg, R., Patel, H., Watson, T., Gouti, M., Metzis, V., Delás, M.J., and
Briscoe, J. (2020). Sox2 levels configure theWNT response of epiblast progen-
itors responsible for vertebrate body formation. bioRxiv. https://doi.org/10.
1101/2020.12.29.424684.
Camacho-Aguilar, E., Warmflash, A., and Rand, D.A. (2021). Quantifying cell
transitions in C. elegans with data-fitted landscape models. PLoS Comput.
Biol. 17, e1009034.
Chan, C., Feng, F., Ottinger, J., Foster, D., West, M., and Kepler, T.B. (2008).
Statistical mixture modeling for cell subtype identification in flow cytometry.
Cytometry A 73, 693–701.
Corson, F., Couturier, L., Rouault, H., Mazouni, K., and Schweisguth, F. (2017).
Self-organized Notch dynamics generate stereotyped sensory organ patterns
in Drosophila. Science 356, eaai7407.
Corson, F., and Siggia, E.D. (2012). Geometry, epistasis, and developmental
patterning. Proc. Natl. Acad. Sci. USA 109, 5568–5575.
Corson, F., and Siggia, E.D. (2017). Gene-free methodology for cell fate dy-
namics during development. eLife 6, e30743.
Diez del Corral, R.D., Olivera-Martinez, I., Goriely, A., Gale, E., Maden, M., and
Storey, K. (2003). Opposing FGF and retinoid pathways control ventral neural
pattern, neuronal differentiation, and segmentation during body axis exten-
sion. Neuron 40, 65–79.
Enver, T., Pera, M., Peterson, C., and Andrews, P.W. (2009). Stem cell states,
fates, and the rules of attraction. Cell Stem Cell 4, 387–397.
Gouti, M., Delile, J., Stamataki, D., Wymeersch, F.J., Huang, Y., Kleinjung, J.,
Wilson, V., and Briscoe, J. (2017). A gene regulatory network balances neural
and mesoderm specification during vertebrate trunk development. Dev. Cell
41, 243–261.e7.
Gouti, M., Tsakiridis, A., Wymeersch, F.J., Huang, Y., Kleinjung, J., Wilson, V.,
and Briscoe, J. (2014). In vitro generation of neuromesodermal progenitors re-
veals distinct roles forWnt signalling in the specification of spinal cord and par-
axial mesoderm identity. PLoS Biol 12, e1001937.
Guckenheimer, J., Holmes, P., Guckenheimer, J., and Sirovich, L. (2013).
Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector Fields
(Springer).
Guo, G., Yang, J., Nichols, J., Hall, J.S., Eyres, I., Mansfield, W., and Smith, A.
(2009). Klf4 reverts developmentally programmed restriction of ground state
pluripotency. Development 136, 1063–1069.
Hahne, F., LeMeur, N., Brinkman, R.R., Ellis, B., Haaland, P., Sarkar, D.,
Spidlen, J., Strain, E., and Gentleman, R. (2009). flowCore: a bioconductor
package for high throughput flow cytometry. BMC Bioinformatics 10, 106.
Henrique, D., Abranches, E., Verrier, L., and Storey, K.G. (2015).
Neuromesodermal progenitors and the making of the spinal cord.
Development 142, 2864–2875.
Huang, S. (2012). The molecular and mathematical basis of Waddington’s
epigenetic landscape: a framework for post-Darwinian biology? Bioessays
34, 149–157.
Karaiskos, N., Wahle, P., Alles, J., Boltengagen, A., Ayoub, S., Kipar, C.,
Kocks, C., Rajewsky, N., and Zinzen, R.P. (2017). The Drosophila embryo at
single-cell transcriptome resolution. Science 358, 194–199.
Kim, J., Koo, B.K., and Knoblich, J.A. (2020). Human organoids: model sys-
tems for human biology and medicine. Nat. Rev. Mol. Cell Biol. 21, 571–584.
Kurtz, T.G. (1981). Approximation of Population Processes (Society for
Industrial and Applied Mathematics).
MacArthur, B.D., Ma’ayan, A., and Lemischka, I.R. (2009). Systems biology of
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Briscoe (James.Briscoe@crick.ac.uk).
Materials availability
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d All original code has been deposited at https://github.com/meritxellsaez/VTD_Landscape_Model and is publicly available.
d Any additional information required to reanalyse the data reported in this paper is available from the lead contact upon request.EXPERIMENTAL MODEL AND SUBJECT DETAILS
Cell lines
The XY mouse ES HM1 TetON line (Serafimidis et al., 2008) was used for all experiments. ES cells were maintained at 37

C with 5%
carbon dioxide (CO2) and routinely tested for mycoplasma.
METHOD DETAILS
ES cell culture and differentiation
All mouse ESCs were propagated on mitotically inactivated mouse embryonic fibroblasts (feeders) in DMEM knockout medium sup-
plemented with 1000U/ml LIF (Chemicon), 10% cell-culture validated fetal bovine serum, penicillin/streptomycin, 2mM L-glutamine
(GIBCO). To obtain EPI and CE, ESCs were differentiated as previously described (Gouti et al., 2014) with the addition of the porcu-
pine inhibitor LGK974 (Cayman) in all culture medium. Briefly, ESCs were dissociated with 0.05% trypsin, and plated on tissue-cul-
ture treated plates for two sequential 20-minute periods in ESCmedium to separate them from their feeder layer cells which adhere to
the plastic. To start the differentiation, cells remaining in the supernatant were pelleted by centrifugation, counted, and resuspended
in N2B27 medium containing 10ng/ml bFGF (Peprotech) + 5mM LGK974, and 50,000 cells per 35mm gelatin-coated CELLBIND dish
(Corning) were plated. N2B27 medium contained at 1:1 ratio of DMEM/F12:Neurobasal medium (GIBCO) supplemented with 1xN2
(GIBCO), 1xB27 (GIBCO), 2mML-glutamine (GIBCO), 40mg/ml BSA (Sigma), penicillin/streptomycin and 0.1mM2-mercaptoethanol.
To generate epiblast (Epi) cells, the cells were grown for 72 hrs in N2B27 + 10ng/ml bFGF + 5mMLGK974. To generate caudal epiblast
(CE), cells were cultured with N2B27 + 10ng/ml bFGF + 5mM LGK974 for 48 hrs, then N2B27 + 10ng/ml bFGF + 5mM LGK974 + 5mM
CHIR99021 (Axon) (FLC-medium) for a further 24hrs. CE were differentiated to posterior neural progenitors (NP) by removal of bFGF
and CHIR from culture medium at 72hrs, and to paraxial mesoderm (M) by removal of bFGF and maintenance of 5mM CHIR from
72hrs onwards. When investigating the role of endogenous FGF production either the MEK inhibitor PD0325901 (500nM) was em-
ployed to inhibit downstream FGF signalling or retinoic acid (10nM) was added to inhibit expression of FGF. For all experiments
described, cells were cultured for 48hrs before changing medium. Medium changes were then made every 12 hours.
Immunofluorescence
Cells were washed in PBS and fixed in 4% paraformaldehyde in PBS for 15min at 4

C, followed by two washes in PBS and one wash
in PBST (0.1% Triton X-100 diluted in PBS). Primary antibodies were applied overnight at 4

C diluted in filter-sterilized blocking so-
lution (1% BSA diluted in PBST). Cells were washed 3x in PBST and incubated with secondary antibodies at room temperature, for
1hr. Cells were washed 3x in PBST, incubated with DAPI for 5 min in PBS and washed twice before mounting with Prolong Gold
(Invitrogen). Cells were imaged on a Zeiss Imager.Z2 microscope using the ApoTome.2 structured illumination platform. Z stacks
were acquired and represented as maximum intensity projections using Fiji software (Schindelin et al., 2012). The same settings
were applied to all images. Immunofluorescence was performed on a minimum of 2 biological replicates, from independent exper-
iments. Primary antibodies used: SOX2 (Mouse, Santa Cruz sc-365823), OTX2 (Goat, R&D AF1979), CDX2 (Rabbit, Abcam ab76541),
TBX6 (Goat, R&DAF4744), FOXC2 (Sheep, R&DAF6989). Secondary antibodies raised in donkey coupled to AlexaFluor- 488, 568, or
647 fluorophores (Molecular Probes) were used at 1:1000 dilution throughout. SOX1 was labelled with AlexaFluor-647 conjugated
antibody (Mouse, BD 562224).
Intracellular flow cytometry
Cells were washed in PBS and dissociated with minimal accutase (GIBCO). Once detached cells were collected into 1.5mL Eppen-
dorf tubes by dissociating in N2B27 and pelleted. Cells were resuspended in PBS, pelleted and resuspended in 4% paraformalde-
hyde in PBS. Following 15min incubation at 4 C, cells were centrifuged, resuspended in PBS, and stored at 4

C for future analysis.
On the day of flow cytometry, cells were counted and equal cell numbers were transferred for staining in v-bottom 96 well plates.Cell Systems 12, 1–17.e1–e3, December 15, 2021 e2
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perature antibodies were added to the sample and incubated overnight at 4

C. Cells were pelleted at 700rcf for 5min and resus-
pended in 50mL FACS block. One additional wash was performed before acquisition on a Fortessa flow cytometer (BD) equipped
with a high-throughput sampler using FACSDiva software. Control samples were labelled with individual fluorophore-conjugated an-
tibodies to compensate for fluorescence spillover. Commercially available antibodies used were SOX2-V450 (Mouse, BD-561610),
SOX1-PerCP-Cy.5.5 (Mouse, BD 561549), CDX2-PE (Mouse, BD 563428), BRA-APC (Goat, R&D IC2085A). Anti TBX6 (Goat, R&D
AF4744) was conjugated to AlexaFluor-488, and anti FOXC2 (Goat, R&D AF6989) was conjugated to AlexaFluor-647 using Molecular
Probes Antibody Labelling Kit (Invitrogen/ ThermoFisher). When labelling OTX2, samples were incubated with unconjugated OTX2
antibody (Goat, R&D AF1979) for 1 hour at room temperature in FACS block. Following 2 washes with FACS block AlexaFluor-
488 anti-goat antibody (1:1000) was included in overnight incubations with fluorescently conjugated mouse antibodies.
Flow cytometry data pre-processing
Compensation was performed prior to data acquisition in FACSDiva. FCS files were imported into the R programming environment
using the ‘flowCore’ package (Hahne et al., 2009). Individual cells were gated using a standard two-step gating strategy with an addi-
tional gate to remove outlier events with especially low fluorescence values as shown in (Figure S5). A custom R script was used to
remove outlier events with fluorescent values exceeding a 3-sigma threshold from themean of the average calculated across all sam-
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