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Resumen: En este artículo se presenta el 
desarrollo e implementación de un sistema 
de captura de movimiento antropomórfico 
mediante técnicas de visión de máquina basado 
en el dispositivo Kinect, con el fin de realizar el 
control de movimiento imitativo de un agente 
robótico Bioloid en el Grupo de Aplicaciones 
Virtuales (GAV) del Programa de Ingeniería en 
Mecatrónica de la Universidad Militar Nueva 
Granada (UMNG). Dados los múltiples grados de 
libertad de un brazo humano, se busca simplificar 
una interfaz de control que permita replicar los 
movimientos de este en un robot humanoide. 
En este artículo se presentan las técnicas 
usadas para mejorar el nivel de precisión de los 
datos entregados por el Kinect y  los métodos 
personalizados de transmisión y codificación 
de las órdenes enviadas al robot. Los resultados 
obtenidos derivan en un sistema que cumple con 
las exigencias básicas de estabilidad, precisión y 
velocidad de repuesta en la imitación. 
Palabras clave: visión de máquina, interacción 
humano-robot, Kinect, detección de movimiento, 
imitación.
Abstract: This paper presents the development 
and implementation of an anthropomorphic 
motion capture system through machine vision 
based on the Kinect device in order to achieve 
the imitative motion control of a Bioloid robotic 
agent of the GAV research group from the 
Mecatronics Engineering program at UMNG. 
We present the techniques used to improve 
data precision delivered by Kinect, as well as 
custom methods of transmission and coding 
of commands sent to the robot. Results derive 
in a system that meets the basic requirements 
of stability, accuracy and speed of imitation 
response.
Keywords: Machine vision, human-robot 
interaction, Kinect, motion detection, imitation.
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i. introduCCión
Las interacciones humano-robot han sido motivo 
de estudio a lo largo de los últimos veinte años, es-
pecialmente desde que se visualizó el potencial de 
la inclusión de los robots en actividades de la vida 
cotidiana de los seres humanos. Estas interaccio-
nes siempre se vieron limitadas debido a una falta 
de naturalidad en la estructura  y, en especial, en 
los movimientos de los robots, en parte a causa del 
material de construcción y la electrónica que invo-
lucraban; de igual forma, estos estaban sujetos a 
procesos de programación complejos y largos, todo 
lo cual limitaba el rango de posibilidades en las 
posiciones que podían lograr.
Además la interacción directa entre humano y 
robot se había realizado hasta ahora por medio de 
controles que no eran lo suficientemente intuitivos 
( joysticks, mandos, pulsadores) para generar una 
correspondencia entre los movimientos humanos y 
los del robot [1].
El interés en naturalizar los movimientos de los 
robots se debe en gran parte a la necesidad que se 
tiene en diferentes campos para que estos puedan 
realizar movimientos complejos; pero además para 
que en campos como la robótica de servicio o la 
enseñanza estos sean aceptados más rápidamente 
por los usuarios [2].
Por lo anterior, recientemente han aparecido 
tendencias de desarrollo para lograr naturalizar 
los movimientos de los robots a través de la imita-
ción directa de los movimientos humanos, en una 
clara relación al método de aprendizaje humano, 
el cual consiste principalmente, al menos en las 
primeras etapas de desarrollo infantil, en la imi-
tación. Estos intentos han hecho uso de hardware 
dedicado y personalizado, generalmente complejo 
y costoso, entre los cuales se encuentra el uso de 
acelerómetros, giroscopios y sistemas de rastreo 
infrarrojo. Entre estos se encuentran investigacio-
nes como [3] , en la que se hace uso de un sistema 
de rastreo con marcadores infrarrojos para la imi-
tación del movimiento del brazo humano; también 
en [4] se hace uso de un complejo sistema de nave-
gación inercial para lograr replicar los movimien-
tos de un usuario por parte del robot humanoide 
NAO. 
Los sistemas de visión de máquina ofrecen una 
alternativa para la réplica de movimientos huma-
nos en robots; gracias al desarrollo de hardware 
relativamente económico y con buen nivel de preci-
sión como lo es el Kinect de Microsoft [5], el núme-
ro de investigaciones por medio de estos sistemas, 
que podrían contribuir a este campo, ha aumen-
tado considerablemente. Algunas de las que más 
relevancia tienen en el desarrollo de este proyecto, 
tanto por su similitud como por su contribución in-
directa,  son: [6], en la que se plantea el uso del 
Kinect como dispositivo de control de un esqueleto 
robótico de 8 articulaciones; [7], en la que se hace 
un estudio sobre la factibilidad del control de siste-
mas robóticos usando el Kinect y que dio como con-
clusión la factibilidad de esta propuesta pero con 
ciertas limitaciones;[8], en la que se usa el Kinect 
para determinar actividades no estructuradas, de 
tal forma que se puedan incrementar las capacida-
des de los futuros robots de servicio; [9] y [10], en 
las que se profundiza en la detección de movimien-
tos y gestos humanos usando Kinect y algoritmos 
de aprendizaje y predicción, los cuales pueden ser 
usados en entornos de enseñanza robot-humano. 
Por último se hace notar que la detección de movi-
mientos para el control de robots no cae únicamen-
te dentro del campo de la robótica humanoide, ya 
que en [11] se hace uso del Kinect para controlar 
un robot móvil terrestre.
Como trabajo previo a esta investigación, en 
el Grupo de Aplicaciones Virtuales (GAV) del 
Programa de Ingeniería en Mecatrónica de la 
Universidad Militar Nueva Granada se ha venido 
trabajando con el Kinect  en desarrollos de robóti-
ca y automatización [12], explorando sus ventajas 
en el procesamiento de información de profundi-
dad y técnicas de visión de máquina. Es así como 
ante la necesidad de operar en tiempo real un 
grupo de brazos robóticos de corte industrial, de 
seis grados de libertad y de referencia Mitsubishi 
RV6SQL, se planteó el diseño de  una interface 
de fácil operación que permitiese a un usuario 
manipular ágilmente ambos brazos por réplica 
del movimiento humano, tomando como algoritmo 
base las funciones del Kinect operando sobre un 
robot humanoide. Como aporte, esta investigación 
desarrolla la manipulación en tiempo real de am-
bos brazos, ya que trabajos relacionados han hecho 
avances en este tema con solo un brazo.
Este artículo consta de 5 secciones: en la sección 
2 se presenta una explicación del desarrollo del 
sistema de adquisición de movimientos por medio 
del uso de Kinect y los métodos usados para mejo-
rar los datos obtenidos; en la sección 3 se explica 
cómo se usan los datos obtenidos anteriormente 
para controlar el agente robótico humanoide Bio-
loid y las técnicas usadas para lograr una opera-
ción satisfactoria; en la sección 4 se presentan los 
resultados obtenidos de la implementación del sis-
tema, y finalmente, las conclusiones se presentan 
en la sección 5, junto con posibles trabajos futuros.
ii. adquiSiCión de moVimiento
Como se explicó anteriormente, se utilizó el dis-
positivo de sensado de movimiento Kinect, el cual 
consta de una cámara de captura de colores y de 
un conjunto emisor-cámara infrarroja para el ma-
peo de la profundidad del ambiente. Gracias a este 
conjunto infrarrojo que pueden realizar tareas de 
detección de movimiento de estructuras esqueléti-
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cas como la humana [12]. Como tal, esta capacidad 
no es inherente al Kinect y depende de algoritmos 
externos de detección de patrones.  Dentro de la 
funcionalidad provista por estos algoritmos se en-
cuentra la posibilidad de acceder directamente a 
la información acerca de parámetros esenciales 
del cuerpo humano, como por ejemplo, ángulos y 
medidas de las extremidades, así como también 
la posibilidad de obtener indirectamente medidas 
de velocidad o aceleración de una articulación o 
extremidad; esto da lugar a funcionalidades más 
avanzadas, como por ejemplo, la detección de po-
ses y gestos, los cuales amplían las capacidades 
de operación de un robot con múltiples grados de 
libertad.
Como se puede ver en la figura 1, los sistemas 
de detección del Kinect son capaces de detectar 
hasta 20 articulaciones corporales; además de ser 
capaces de predecir el movimiento de estas y de 
tener robustez frente a la oclusión de una o más de 
las articulaciones detectadas. 
FOOT_LEFTFOOT_RIGHT
ANKLE_RIGHT ANKLE_LEFT
KNEE_LEFTKNEE_RIGHT
HIP_LEFTHIP_RIGHT
SHOULDER_LEFTSHOULDER_RIGHT
ELBOW_LEFTELBOW_RIGHT
WRIST_LEFTWRIST_RIGHT
HAND_LEFTHAND_RIGHT
HIP_CENTER
SHOULDER_CENTERHEAD
Figura 1.  Articulaciones rastreables por Kinect
Fuente: www. http://msdn.microsoft.com/
en-us/library/hh438998.aspx.
Como parte del desarrollo del proyecto se creó 
una aplicación capaz de medir diferentes paráme-
tros del cuerpo, como lo son el ángulo de los bra-
zos respecto a un plano horizontal, respecto a un 
plano vertical o respecto a una articulación previa 
(figura 2). Vale la pena aclarar que estas extremi-
dades se escogieron solamente como demostración, 
ya que prácticamente todas son susceptibles de ser 
medidas; en la figura  3 se muestra un ejemplo de 
esta aplicación en la que se puede observar las ar-
ticulaciones que se pueden rastrear y, además, los 
diferentes planos sobre los cuales se puede reali-
zar este rastreo.
Figura 2.  Rastreo de articulaciones 
respecto a articulaciones previas
Fuente: Elaboración propia.
Sobre esta aplicación se realizaron pruebas sobre 
los datos provistos por el rastreo esquelético, con el 
fin de minimizar el error de posición estimada de 
las articulaciones (fluctuación) (figura 4) a través 
de técnicas de suavizado basadas en filtros ARMA. 
Este suavizado está basado en ciertos parámetros 
que se mencionan a continuación: 
Figura 3. Rastreo de articulaciones 
respecto a un plano horizontal
Fuente: Elaboración propia.
Figura 4. Fluctuaciones en los datos obtenidos
Fuente: Elaboración propia. 
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• Suavizado: indica el nivel de suavizado que se 
va a aplicar sobre los datos, de tal forma que 
no presente fluctuación ( jitter). Incrementar el 
nivel de suavizado trae como consecuencia ne-
gativa un incremento en el tiempo de estable-
cimiento entre los datos y la posición real de la 
extremidad o articulación, tal como se puede ver 
en la figura 5.
Figura 5. Desfase entre la articulación real y la rastreada
Fuente: Elaboración propia.
• Corrección: indica la velocidad a la cual se van 
a corregir los datos que presenten fluctuaciones 
o errores respecto a la posición real.
• Predicción: indica el nivel de predicción (nú-
mero de intervalos que se desean predecir) que 
se va a usar. Valores altos podrían resultar en 
la aparición de sobreimpulsos (sobrepaso de la 
posición deseada) en la respuesta, como se puede 
ver en la figura 6.
Figura 6. Sobreimpulso genera-
do por el uso de datos predichos
Fuente: Elaboración propia.
• Radio de fluctuación (jitter radius): es el 
tamaño máximo de fluctuación que una articu-
lación o extremidad puede tener.
• Radio máximo de desviación: indica el nivel 
de desviación máximo que los datos suavizados 
pueden tener sobre los datos sin procesar.
De estas pruebas se determinó que se debe ha-
cer una concesión entre velocidad y precisión, por 
lo cual se obtuvieron unos rangos de valores de los 
parámetros que permiten establecer diferentes for-
mas de operación según el tipo de aplicación que se 
desee construir.
iii. Control de moVimiento
Una vez se implementó el sistema para la adqui-
sición de los parámetros relevantes (ángulos) del 
movimiento de una persona, se propuso la imple-
mentación de tres formas de control del movimiento 
del agente robótico, las cuales se describen a conti-
nuación:
• Transmisión directa del ángulo actual 
Usando esta metodología, una se vez se obtenía el 
ángulo actual de una articulación deseada, este se 
transmitía directamente al robot junto con un valor 
estimado de velocidad. Esta metodología presentó 
un gran problema debido a la sensibilidad tanto del 
Kinect (figura 7) como de los servomotores del ro-
bot, ya que ante cambios mínimos en la extremidad 
sensada, el robot presentaba oscilaciones.
Figura 7.  Fluctuaciones en los datos obtenidos
Fuente: Elaboración propia.
• Transmisión de órdenes en forma de impulso 
Para evitar estas oscilaciones se implementó 
dentro de la aplicación un algoritmo de regresión li-
neal (ecuación 1) con el cual se obtenían tendencias 
de movimiento, las cuales eran interpretadas como 
comandos de acción, los cuales eran transmitidos 
al robot mientras, se mantuviera una tendencia. 
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Estas tendencias se pueden visualizar gráficamen-
te en la figura 8. Aunque de esta forma se logró me-
jorar la estabilidad en los movimientos del robot, se 
perdió precisión de posición de los mismos.
(1)
Figura 8. Regresión lineal de datos en bruto
Fuente: Elaboración propia.
• Transmisión del ángulo una vez se detecta una 
tendencia 
Debido a que los métodos anteriores presenta-
ban deficiencias tanto en precisión como en esta-
bilidad, se implementó uno que hacía uso de las 
buenas características de ambos; este método con-
siste en determinar la tendencia de movimiento 
de un conjunto de datos mediante la ecuación 1, 
para de esta forma enviar el valor del ángulo ac-
tual solo cuando se presente una tendencia deter-
minada por encima de un umbral predefinido.
El ángulo es luego transmitido desde la apli-
cación hasta el robot por medio de comunicación 
serial, usando una codificación personalizada en 
forma de cadena de caracteres, de tal forma que 
junto con el valor del ángulo también se encuentra 
el ID del servomotor que se desea mover. Aunque 
la transmisión ocurre en forma secuencial con la 
detección de movimiento para lograr un sistema 
más eficiente, las transmisiones individuales para 
cada servo ocurren en paralelo; esto quiere decir 
que el movimiento en el robot no es secuencial. 
Una vez los mensajes codificados llegan hasta el 
robot, este ejecuta una rutina de lectura e inter-
pretación del mensaje, la cual da lugar al movi-
miento deseado, junto con una velocidad predefi-
nida.
Figura 9. Interpretación visual 
de tendencias de movimientos
Fuente: Elaboración propia.
En la figura 9 se aprecia la percepción del mo-
vimiento obtenido respecto  a una articulación, el 
cual puede ser determinado como izquierda, dere-
cha, arriba o abajo. 
iV. reSultadoS
Este sistema se implementó mediante un compu-
tador con un procesador de 2 núcleos a 3.1 GHz 
y 4 GB de memoria RAM; se usó la distribución 
de Kinect para Xbox® 360 y como agente robótico 
un  humanoide Bioloid de la compañía Robotis© de 
18 grados de libertad, de los cuales por ahora solo 
se usaron 6, correspondientes a las extremidades 
superiores. Además, como plataforma de desarro-
llo  para la adquisición de movimientos se usó la 
distribución Express de visual C#, junto con el 
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kit de desarrollo de software provisto por Micro-
soft® para el Kinect en su versión 1.5, y para la 
programación del robot se usó AVR Studio para la 
programación del microcontrolador Atmel y el soft-
ware Roboplus de Robotis para la carga del progra-
ma en el microcontrolador y para la verificación de 
los movimientos. En la figura 10 se puede apreciar 
una estructura general del flujo de información en 
el sistema creado.
Figura 10. Esquema general del sistema
Fuente: Elaboración propia.
Respecto a la implementación del sistema de ad-
quisición de movimientos, básicamente se presenta-
ron inconvenientes en tres parámetros importantes: 
Fluctuaciones, Retardo y Precisión. Para solucionar 
los problemas de fluctuaciones pequeñas en los da-
tos se usó los filtros ARMA  proporcionados dentro 
del SDK provisto por Microsoft para el manejo del 
Kinect [13], [14]. Gracias a estos filtros se logró una 
reducción total de las fluctuaciones (figura 11), pero 
a costa de la aparición de un retardo temporal, lo 
cual causo un amortiguamiento en la salida del fil-
tro (figura 12).
Figura 11. Suavizado de los datos con fluctuaciones
Fuente: Elaboración propia.
Cabe anotar que los datos brutos entregados por 
el sensor ya presentaban de por sí un pequeño des-
fase temporal respecto a los movimientos reales 
de una articulación, por lo tanto se hizo uso de las 
funciones de predicción, también presentes dentro 
del SDK mencionado anteriormente [13], [14], [15]. 
Gracias a esto se logró reducir este retardo tempo-
ral, que en ocasiones alcanzaba valores de hasta 50 
(figura 12) muestras, y dado que la frecuencia de 
muestreo estaba establecida en 30 Hz, estas equi-
valdrían a 1.66 segundos de retardo. Sin embargo, 
el uso de predicciones para los datos también gene-
ró un efecto indeseado como lo es el sobreimpulso 
(figura 12), el cual alcanzaba un máximo de 17.5 %, 
lo cual no es deseable.
Figura 12. Retardo de los datos en bruto y 
sobreimpulso del sistema usando datos predichos
Fuente: Elaboración propia.
Para solucionar los inconvenientes presentados 
por usar los métodos de suavizado y predicción sobre 
los datos, se ejecutó un proceso iterativo de selección 
de los mejores valores para estos dos parámetros, 
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teniendo en cuenta que es preferible que exista un 
pequeño retardo pero no un sobreimpulso; de esta 
forma se obtuvo  un conjunto de valores que permi-
tieron obtener un sistema de detección de movimien-
to con error estacionario de posición igual a cero, crí-
ticamente amortiguado, con un retardo de máximo 
20 muestras o 0.66 segundos y con un sobreimpulso 
extremadamente pequeño (figura 13).
Figura 13. Respuesta del sistema obtenido versus datos en bruto
Fuente: Elaboración propia.
Figura 14. Regresión lineal de datos en bruto
Fuente: Elaboración propia.
Figura 16. Ejemplos de funcionamiento del sistema
Fuente: Elaboración propia.
El sistema creado anteriormente, junto con la 
técnica de transmisión de valores de ángulo basa-
da en tendencias (figura 14), permitieron una ope-
ración adecuada de las articulaciones seleccionadas 
del agente robótico (figuras 15 y 16). Estas articula-
ciones corresponden (aunque no completamente) al 
hombro (dos grados de libertad) y antebrazo huma-
nos (un grado de libertad).
Figura 15. Ejemplos de funcionamiento del sistema
Fuente: Elaboración propia.
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V. ConCluSioneS
Fue necesario hacer una concesión entre las diferen-
tes características del sistema de adquisición (preci-
sión, retardos, sobreimpulso y velocidad de respues-
ta) con el fin de obtener una respuesta que fuera útil 
para las necesidades prácticas que se tenían, por lo 
cual se dio mayor prioridad a la precisión.
Se logró construir un sistema que presenta un 
buen tiempo de respuesta; de igual forma, presenta 
la capacidad de responder ante cambios bruscos en 
las posiciones de las articulaciones y en el cual no 
estaban presentes oscilaciones indeseables, lo cual 
genera una operación agradable e interactiva del 
sistema.
Se evidenció la necesidad de crear métodos de 
transmisión y control personalizados con el fin de 
lograr un mayor nivel de control sobre el agente ro-
bótico, dado que la naturaleza del sensor de movi-
miento generaba comportamientos indeseados ante 
métodos tradicionales de operación. 
Se concluye que mediante un sensor como el Ki-
nect es posible realizar el telecontrol de dispositi-
vos robóticos de tipo antropomórfico de forma efi-
ciente y en tiempo real, lo cual facilita y simplifica 
así la interfaz de operación. 
Como trabajo futuro se sugiere el incremento 
del número de articulaciones por controlar, el afi-
namiento de los parámetros de control del sistema 
(suavizado y predicción) y su aplicación en el tele-
comandado de dos brazos robóticos industriales de 
forma natural, mediante el seguimiento de los mo-
vimientos del operador.
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