Abstract-A new asymptotic method for investigating complex relaxation oscillations in a system with delay is offered. By applying it, we can reduce the problem of predator-prey system dynamics to that of one dimensional maps analysis. Some conclusions of a biological nature based on asymptotic anal ysis are made.
INTRODUCTION It is known that a logistic differential equation with delay (Hutchinson equation)
well describes the numerical dynamics of a population inhabiting a homogeneous medium. Solutions to this equation are studied in [1] [2] [3] [4] [5] [6] [7] [8] . A system of differential difference equations is proposed in [9] to sim ulate the predator-prey problem: (1) where N 1 (t) is the number of prey; N 2 (t) is the number of predators; k 1 and k 2 are their average values, respectively; h 1 and h 2 are ages of maturity of individuals of populations under consideration; r 1 and r 2 are their Malthusian linear growth coefficients; a is the coefficient of predator pressure on prey. Coefficient k i characterizes the capacity of the environment. The dependence of coefficients k 1 = k 1 (a) on parameter a has the form (2) where is the average number of prey at a = 0. Biologically this means that the resistance of the external medium is a biological constant independent of the presence of predators.
The results of local analysis of this system, which use bifurcation theory, were obtained in [9] [10] [11] [12] . Sys tem (1) was studied using numerical methods in [13] [14] [15] [16] . This paper considers questions about the exist ence, asymptotic behavior, and stability of nonlocal stationary modes of system (1) provided that one of the populations under consideration is highly prolific; i.e, one of the r i coefficients is large. It will be shown, in particular, that the phase space of system (1) contains attractors the behavior of the solutions to which is determined by the dynamics of some one dimensional maps of the segment to itself. Let us note here that the analysis below is not exhaustive. Apparently, the phase space of the original system contains attractors of another structure. It should be noted that despite the limited application the assertions obtained in this section describe well the dynamics of the predator-prey problem on a qualitative level. It is understood that the structure of the solutions, their complexity, as well as trends under varying coefficients of system (1) are consistent with findings of ecological nature.
Relaxation Oscillations in a System with Delays Modeling the Predator-Prey Problem
The results of the study of system (1) are published in our papers [17] [18] [19] [20] .
The order of presentation of the results is as follows. Section 1 studies some general properties of system (1), and Section 2 sets out the basic results. Let us emphasize that these results imply the possibility of exist ence of strange attractors in the space of solutions to the original system. Section 3 comprises interim proofs of assertions set out in Section 2. Their study is completed in Section 4. Section 5 studies asymp totic expansions of periodic solutions, and Section 6 is devoted to the study of their stability. In Section 7, system (1) is considered under the assumption that coefficient r 2 is large, which corresponds to the hostparasite problem. As part of the discussion of the obtained results, Section 8 provides biological explana tions for some of the laws of functioning of the simplest ecosystems consisting of predator-prey and par asite-host populations in extreme cases.
PRELIMINARY INFORMATION
The number of parameters in system (1) can be reduced by substituting (3) Renaming τ as t and M i (t) through N i (τ), we obtain the system of equations (4) where λ 1 = r 1 h 1 ; λ 2 = r 2 h 2 ; h = h 2 /h 1 .
C [-γ, 0] is a space of functions continuous in the interval [-γ, 0] . Let us recall that setting the initial con ditions N 1 (s) ∈ C [-1, 0] and N 2 (s) ∈ C [-h, 0] uniquely defines for all t > 0 the solution N(t) = (N 1 (t), N 2 (t)) to system (4) .
Solutions (4) positive for at least one t = t 0 ≥ 0 remain positive for all t ≥ t 0 . Therefore (and due to the biological meaning of N 1 (t) and N 2 (t)), we will continue to study only positive solutions. Here, for the sake of completeness, let us note that if for all t ≥ t 0 both the nonzero functions N 1 (t) and N 2 (t) are not positive, their asymptotic behavior is easy to find: one function tends to -∞ and other either to zero or to ∞ at t → ∞. The term "solution" will only be used for such a decision (4) both of whose coordinates are positive. An important property of sets of solutions (4) is that the considered system is dissipative. Let us formulate the corresponding assertion more accurately. Lemma 1. For each solution N(t) = (N 1 (t), N 2 (t)) of system (4) there is a point in time t 0 that for t ≥ t 0 the following inequalities are satisfied (5) (6) Proof. Let N(t 0 ) = 1 + a at a point t = t 0 . Then for values of t from the interval [t 0 , t 0 + 1], we have the inequalities
This conclusion follows from relations
Let us suppose then that in the interval (α, β) (β ≥ α + 1) the following inequality is satisfied:
Then for t ∈ [α + 1, β] we have N 1 (t) ≤ N 1 (α + 1).
In order to verify the validity of the last inequality, it suffices to note that ≤ 0 in the interval [α + 1, β]. These two assertions immediately justify inequality (5) . Using similar reasoning and estimate (5) in the bottom equation of system (4) leads to justification of inequality (6) . The lemma is proved.
Estimates (5) and (6) can be significantly improved. The way in which this can be done is described below in the proof of Lemma 4. The following property is also an important characteristic of the solutions to system (4) .
Lemma 2. Every solution to system (4) has an exact average, where
To prove the lemma it is sufficient to divide the first and second equation of system (4) by N 1 (t) and N 2 (t), respectively, to integrate their left and right hand sides from t 0 to τ, and use the result of Lemma 1.
As a consequence of the assertions of Lemma 2, for a periodic (with period T 0 ) solution N 0 (t) = (N 10 (t), N 20 (t)) to system (4) we have the following equalities:
Lemma 3. Let us suppose that for all sufficiently large t one of the following inequalities is satisfied: N 1 (t) > 1, or N 1 (t) < 1, or N 2 (t) > 1, or N 2 (t) < 1.
Then the following limit equalities are true:
Indeed, from Lemma 2 we find that under the condition of Lemma 3 at least one of the functions N 1 (t) or N 2 (t) tends to unity when t → ∞. The fact that the other function has the same limit follows directly from system (4) .
Lemma 3 implies that it is necessary to study only those solutions to system (4) that oscillate about the state of equilibrium N 1 ≡ N 2 (t) ≡ 1.
The considered system of equations has three state of equilibriums. Two of them (N 1 ≡ N 2 (t) ≡ 0 and N 1 ≡ 1 + a, N ≡ 0) for all positive values of the system parameters are unstable, and the third (N 1 ≡ N 2 ≡ 1), depending on the choice of parameters, can be both stable and unstable. For sufficiently small values of λ 1 and λ 2 , all roots of a characteristic quasi polynomial of system (4) linearized at the state of equilibrium N 1 ≡ N 2 ≡ 1 have negative real parts. Therefore, the solution here will be exponentially stable (locally). The following assertion about the global asymptotic stability of this stationary summarizes the result of Wright obtained for the Hutchinson equation [2] .
Before we formulate it, let us introduce the notation. Let Lemma 4. Let us suppose that the following conditions are satisfied:
Then all solutions to system (4) tend to state of equilibrium (3) . Proof. Let us make certain substitutions in system (4) :
As a result, we obtain the system of equations (10) Let us arbitrarily fix solutions x(t) and y(t) of this system. Let us suppose that for all t ≥ t 0 the following inequalities are satisfied: (11) where 0 < α, β ≤ 1.
It suffices to consider the case when functions x(t) and y(t) oscillate (have zeros at every interval (t 0 + n, ∞), n = 1, 2, …).
Let us denote some points of the local maximum of these functions as ξ and η, respectively. Without loss of generality, we can assume that Assuming that t = ξ in the upper equation of (10) and t = η in that bottom equation, we find that (12) For functions x(t), y(t), and arbitrary t, τ, the following equalities are valid:
Let in (13) t = ξ, τ = ξ -1, then let us use the first equation of (12) . As a result, we obtain the inequality (15) Then, let in (14) t = η, τ = η -h. Then, using (12) and (15), we obtain the inequality (16) where Now let ξ 1 , η 1 be points of the local minimum of functions x(t), y(t), respectively, and let x(ξ 1 ) = -α 1 , y(η 1 ) = -β 1 . Assuming in (13) that t = ξ 1 , τ = ξ 1 -1 and taking into account relations (12) , (15) , and (16), we obtain (17) Similarly, we obtain the inequality (18) It is clear that for all (sufficiently large) t there are estimates
therefore, x(t) and y(t) (at t → ∞) tend to zero if the following inequality is satisfied:
From (17) and (18) we conclude that these estimates will certainly be satisfied if (20) where
In conclusion, it remains to note that inequalities (18) are sufficient to meet conditions (20) . The lemma is proved.
Let us note that by a certain modification of the proof of Lemma 4 [4, 21] , the range of values of the parameters for which the zero solution of (10) is globally stable can be expanded.
2. RESULTS FOR THE CASE OF λ 1 ӷ 1 An important aspect in constructing the asymptotic behavior of the periodic solution in [6, 17, 20, 21] was the choice in the phase space of the original equation of a certain special set of initial conditions and subsequent study of the solutions with initial conditions from this set. Let us recall that it was convenient to select the initial conditions so that time t = 0 coincided with the beginning of the burst of solutions, and at a certain time interval adjacent to the left of the point t = 0, the values of the initial function were close to zero. For the system of equations considered here, the choice of such a set of initial conditions encoun ters significant difficulties. The fact is that the moments of the beginning of bursts N 1 and N 2 are obviously different. Thus, there would be a need to somehow describe the set of initial conditions for the functions that are on the "burst." This would lead to the necessity of having fairly precise a priori information about the asymptotic behavior of solutions. To overcome these difficulties, below we use one technique associ ated with the change in the concept of solution. Its essence is that the initial conditions for both N 1 and N 2 are set at the onsets of their bursts, i.e., at different times, and in the gap between the onsets of bursts the original system of equations is redefined in a special and natural way. Merely note that using this method made it possible to consider much more complex systems of equations.
Later the index in parameter λ 1 be omitted. Let us introduce some notation. Let S 1 be a set of functions ϕ(s) ∈ C [-1, 0] for which the following con ditions are met: first, (21) where q(s) is a monotonically nonincreasing function in the interval [-1, 0]; second, ϕ(0) = 0 (and hence, q(0) = 0); and third, (22) Let us fix parameter γ so that γ > 1 + h. Let us introduce another set S 2 of functions ψ(s) ∈ C [-γ, 0] for which the following three conditions are met: first, ψ(s) is a monotonically nondecreasing function; sec ond, ψ(0) = 0; and third, there are inequalities (23) Let S = (S 1 , S 2 ). The corresponding studies will be carried out in terms of the solutions to system of equations (10) . As was mentioned above, it is convenient temporarily to somewhat modify the concept of the solution of this system. To do this, let us fix the value of δ 0 so that 0 < δ 0 < min(1, h, γ -1 -h). Let ξ be a parameter in the interval (0, 1 + δ 0 ) (below the change interval of ξ will be somewhat narrowed), and ϕ(s) and ψ(s) are two arbitrary functions from sets S 1 and S 2 , respectively. For values of t ∈ [0, ξ], let x ξ (t) be the solution (in the usual sense) to the equation with the initial condition ϕ(s) given for t = 0. For values of t ≥ ξ, let x ξ (t) and y ξ (t) are solutions (in the usual sense) to system (10) with the initial conditions x ξ (ξ + s) and ψ(s), respectively, set at t = ξ. Thus defined,
a pair of functions x ξ (t) and y ξ (t) will be called thr solution to system of equations (10) . Let us note that modification of the concept of the solution is not essential. It is convenient only in purely technical terms.
Below we will study the behavior of functions x ξ (t) and y ξ (t). Formulation of the results. The structure of the solutions to x ξ (t), y ξ (t) can be described in terms of map ping of an interval [0,1] into itself. Let us first describe the corresponding map denoted as f Δ (z). Let us consider a function f(z, Δ) = Δz lnz, where
For those values of z for which 0 Mapping f Δ (z) under the condition Δ < e is continuous, while at Δ ≥ e it is discontinuous and consists of a finite number of continuous branches whose number to the left and right of point z = e -1 is the same (and equal to the smallest integer superior to e 
Let us consider an operator π defined on a set S and acting in (C [-1, 0] , C [-γ, 0] ). That is, for functions ϕ(s) ∈ S 1 and ψ(s) ∈ S 2 , let
The following assertion is central. etc. Thus, each point z n of trajectory {z n } of mapping (27) corresponds to number p n which sets the number of pairs of zeros of function x ξ (t) in the interval (0, τ n (λ, ξ)). Let us note here that inequalities of type (25), (30), and (31) have a clear biological sense: the number of the predator population begins to grow rapidly when the size of the prey population is above average. Thus, each point z n is linked with two indices: p n and q n . The following assertion says that knowing the trajectory of mapping (28) it is possible to obtain important information about the structure of solutions to system (4). 
It turns out that mapping (29) adequately describes the behavior of solutions (with initial conditions from S) of system (4). Attractors (repellers) of this mapping correspond to similar attractors (repellers) in the phase space of the original system. Before formulating the next result, let us agree on terminology. Let us say that a sequence z 0 , z 1 , … corresponds to solution N 1 (t), N 2 (t) of system (4) if this sequence is con structed according to the above mentioned rule for some solution x ξ (t) = N 1 (t) -1, y ξ (t) = N 2 (t) -1.
Theorem 5. Let for some number l (l = 1, 2, …) the periodicity condition
and inequality
Then there is such λ 0 so that for all λ ≥ λ 0 there is a periodic solution N 1 (t, λ), N 2 (t, λ) of system (4), whose corresponding sequence z 0 (λ), z 1 (λ), … is such that 
Note 2.
The famous theory of one dimensional mappings [22] , as well as the results of calculations using computer, speak about the possibility of the existence (upon values of Δ from certain periods) of cha otic dynamical modes in mapping (29). There are three possible types of attractors here. In the first, the superscript of trajectories is the same for all n. In terms of solutions (4) it means that the number of predators (k 2 N 2 (t)) begins to increase sharply after passing a certain number (q n ) of peaks (members of strong increase) of prey (k 1 N 1 (t)). Here, within a certain range, the amplitudes (and some other charac teristics) vary quite randomly. The second type of attractors is characterized by a natural (for example, periodic) change in the superscript, and for the third type of attractors the change of the superscript is ran dom.
Note 3.
It is interesting to note that for some values of parameter Δ there may be several periodic attrac tors (mappings (29), and hence in system (4)). Apparently, this also applies to strange attractors. This fact is of particular importance in relation to biology.
Note the case of 0 < Δ < 1. The above formulated assertions for this case provide little information since all trajectories of mapping (29) converge to a fixed point z 0 = 1, and the conditions of Theorem 5 exclude the neighborhood of this point from consideration.
Conclusions. The existence of complex stationary modes in the predator-prey system meets the merits of the case; i.e., it better corresponds to the processes observed in this system. The presence of several sta ble modes can explain the phenomenon of skipping of fluctuations in the number of populations from one mode to another. 
RELAXATION OSCILLATIONS IN A SYSTEM 555 3. AUXILIARY ASSERTIONS
In this section we study the asymptotic (at λ → ∞) behavior of functions x ξ (t) and y ξ (t) separately at different change intervals of argument t. The corresponding results are conveniently formulated as lem mas. Let us merely note that all of the estimates and asymptotic equalities in these lemmas are satisfied uniformly with respect to functions ϕ(s) ∈ S 1 and ψ(s) ∈ S 2 , as well as for values of t from the specified intervals. Below, let δ (δ ∈ (0, 1)), in general, be quite small (but fixed) constants.
Here is a short explanation of the assertions given below. In the interval [0, ξ] function y ξ (t) is set, and the expression for x ξ (t) is obtained from the formula for solutions to the corresponding linear equation. Essentially, a nonlinear system of two equations is studied only in the small interval [ξ, ξ + δ]. It is shown (Lemmas 1-3) that values of x ξ (t) rapidly fall in the vicinity of -1, and values of y ξ (t) increase sharply to the threshold specified below. For other values of t, until the next burst of function y ξ (t), we actually study linear systems because values of at least one of the functions x ξ (t) or y ξ (t) happen to be a little different from -1.
Henceforth, let us assume that parameter ξ lies in the interval (36)
Lemma 5. There are the following asymptotic equalities:
Let us prove this lemma. Formulas (13) and (14) are true for solutions to system of equations (4). Solu tions x ξ (t) and y ξ (t) have their corresponding values of τ 1 = 0, τ 2 = ξ, where x ξ (0) = y ξ (ξ) = 0. Equality (37) follows directly from the definition of x ξ (t), y ξ (t), and formula (13) . To justify equality (38), let us consider formulas (13) and (14) in the interval [ξ, t ξ ], where t ξ = (if t 1 (λ, ξ) is not defined, we assume that t 1 (λ, ξ) = ∞). In this interval, the following representation is true for the functions x ξ (t) and y ξ (t):
Equations (40) and (41) can be combined:
Let us show that the following limit equality is true:
Assuming the contrary, we find that in some sequence λ n → ∞ (for some "initial" functions ϕ n (s) ∈ S 1 and ψ n (s) ∈ S 2 ) the considered integral is limited. But then in the interval [ξ, t ξ ] for sequence λ n the fol lowing function is also limited: which appears in (42). Concerning function it could be argued that for t ∈ [ξ, t ξ ]
Taking this into account in (42), we find that, first, in the interval [ξ, ξ + 1/λ n ] function x ξ (t) has no zeros (i.e., t ξ = ξ + 1/λ n ), and, second, this interval will have a universal constant m 0 such that It is clear that the last inequality contradicts the limitations of the original integral. Thus, Eq. (43) is proved. Equality (39) will obviously follow from it if we can prove the existence of t 1 (λ, ξ). For this, let us fix a parameter δ ∈ (0, 1). From (43) and (41), it follows that Using this in (40), we conclude that
This implies the existence of t 1 (λ, ξ). Due to the fact that parameter δ is arbitrarily small, we also arrive at the justification of equality (38). The lemma is proved.
Let us note that limits (36) on parameter ξ are such that
This lemma easily implies the following result.
Lemma 6. For every fixed m > 1 and every t from interval (t 1 (λ, ξ), m], there is an equality
Let us make a remark. Under the assumption that the value of t 2 (λ, ξ) is defined, Lemma 6 implies the limit equality (45)
The following two assertions are devoted to the study of functions y ξ (t). Before we formulate them, let us introduce the notation. Let
, the following equality is satisfied:
Proof. Let us multiply the first equation in (10) by then add it to the second and integrate their sum from ξ to t. As a result, we obtain the equality (47)
The asymptotic expression for x ξ (ξ) and x ξ (t) we obtain from Eqs. (37) and (44), respectively. Let us estimate the last three terms in (47). Equality (41) is satisfied for function y ξ (t) in the interval [ξ, ξ + h]. From this equality, we find that (48) By virtue of the fact that uniformly in the considered interval
the penultimate term in (47) is small compared with y ξ (t). In the case when ξ + h ≤ 1, the last term in (47) is also small in order compared with Let now ξ + h > 1. Let us show that in this case the influence of the last term in (47) on the main term of the asymptotic of y ξ (t) can be ignored. For this, it is sufficient to properly estimate two integrals J 1 and J 2 , where
From formulas (37) and (48) we obtain the estimate for J 1 :
Let us then estimate J 2 . Taking into account Eq. (37) in formula (13), we obtain the inequality which is true for all t
It is clear that J 2 = o(1).
In order to justify the final result, it remains only to consider the above estimates in formula (47). The lemma is proved.
Let us now consider function y ξ (t) in the interval [ξ + h, ξ + 2h]. Let in formula (14) τ 2 = ξ + h and use the results of Lemmas 6 and 7. This way we directly obtain the following conclusion.
Lemma 8. For every m > ξ + h uniformly for t values from interval [ξ + h + δh, m] the following equality is true:
(49)
In particular, (50) Let us note that Lemma 8 implies the existence of τ 1 (λ, ξ) if λ is sufficiently large. Lemma 9. For all sufficiently large values of λ expression t 2 (λ, ξ) is defined. Proof. From relations (37) and (49) and formula (13) , which is considered for τ 1 = 1, we find the asymptotic expression for x ξ (2 + h):
where Δ 0 is a positive constant whose exact value is unimportant. Let us consider then formula (13) for τ 1 = 2 + h and t > τ 1 . Conditions x ξ (t), y ξ (t) > -1 and (51) lead to the inequality (52) Hence, in particular, it follows that uniformly for all t from interval equality (44) is satisfied. But then uniformly in the same change interval of t for function y ξ (t) the following relation is true:
To see this, it suffices in (14) to replace τ 2 with ξ + 2h and take into account equalities (44) and (49).
Let then t 0 = where = t 2 (λ, ξ) if the latter expression is defined, and = ∞ otherwise. From (53) and (14) it follows that for t ∈ the following inequality is satisfied:
Conclusions on function x ξ (t) are as follows. First, from equality (44) and (53) and formula (13) for
Second, relations (54), (55), and (3) for τ 1 = allow the conclusion that there is an ine quality
where t ∈ This implies that
Otherwise, i.e., for t 0 = the right hand side of (56) will be arbitrarily large at λ → ∞ and t = t 0 . The lemma is proved. The behavior of function x ξ t in the interval [m, t 2 (λ, ξ)] (m > 1 + h) is described by the following asser tion.
Lemma 10. Uniformly for values of t from interval
there is equality (44), and uniformly with respect to t ∈ [t 2 (λ, ξ) -1, t 2 (λ, ξ)] the following relation is satisfied:
In addition, uniformly for t ∈ [ξ + 2h, t 2 (λ, ξ)] the following equality is satisfied:
Proof. Let us first justify the first assertion of the lemma. In Lemma 6 equality (44) is proved for t ∈ [t 1 (λ, ξ) + δ, m] (m > 1 is arbitrary). Using inequality (52) and conditions (36) and (55), this estimate for the mentioned period can be easily specified. Namely,
It follows that there is a first value of t = t(λ) such that x ξ (t(λ)) = and -1 < x ξ (t) < for m < t < t(λ).
In this case, if
then the first assertion of the lemma follows automatically. Let us suppose that there exists such σ ∈ (0, 1) and such sequences λ n → ∞, ϕ(s) ∈ S 1 and ψ(S) ∈ S 2 that t(λ n ) -t 2 (λ n , ξ) ≥ σ. Equation (13) for τ 1 = t(λ) and t(λ) ≤ t ≤ t(λ) + δ produces the following equality:
But then for zero of t 2 (λ n , ξ) of function x ξ (t) equality (61) is satisfied. This is a contradiction. Thus, the first assertion of the lemma is proved. From this assertion and from Lemma 8 and formula (14) we jus tify Eq. (59) uniformly for t ∈ [ξ + 2h, t 2 (λ, ξ)]. To prove equality (58), let in (13) τ 1 = t 2 (λ, ξ) and use the first assertion of the lemma and Eq. (59). As a result, we find that for t ∈ [t 2 (λ, ξ -2, t 2 (λ, ξ)] the following equality is satisfied:
Using equality (62) instead of equality (44) in the same formula (13), we justify relation (58). The lemma is proved.
Let us bring the consideration of the problems of this section to a close with the following result. Lemma 11. Let the value of τ 2 (λ, ξ) be defined, and
Then, the following two conditions are met. First,
),
, the following equality exists:
Proof. The assertions formulated in Lemma 11 together with equality (59) allow us to conclude that there is a first value of t(λ) in the interval [t 2 (λ, ξ), τ 2 (λ, ξ)] for which y ξ (t(λ) = -λ -2 and -1 < y ξ (t) < -λ -2 at t 2 (λ, ξ) ≤ t ≤ t(λ). Let us first show that (66) For this, it suffices to consider the case when t(λ) < t 2 (λ, ξ) + 1.
Based on formula (13) and equality (58), for the considered values of t (and suf ficiently large λ), we obtain the following inequality:
Using it in formula (14) for τ 2 = t(λ), we obtain the inequality (67)
Hence easily follows the limit equality (66). Also, from (67) and (66) it follows that uniformly for t ∈ [t 2 (λ, ξ), τ 2 (λ, ξ)] there exists the equality Taking into account this equality in formula (13) for τ 1 = t 2 (λ, ξ), we find (just as it was done in Lemma 5) the asymptotic expression for x ξ (t) in the interval [t 2 (λ, ξ), τ 2 (λ, ξ)]. Substituting it into the right hand side of (14) (at τ 2 = τ 2 (λ, ξ)), we define the asymptotic behavior of y ξ (t) in this interval. As a result, we find that (68) To complete the proof of the lemma it remains to use in this equation the previously found asymptotic expression for y ξ (t 2 (λ, ξ)) and condition y ξ (τ 2 (λ, ξ)) = 0. The lemma is proved.
Justification of the lower equality in (28) is quite cumbersome. Since it is carried out in approximately the same way as the justification of the upper formula of this equation, we will not provide it.
JUSTIFICATION OF THEOREMS 1-5
First let us assume that conditions (63) of Lemma 11 are met. Equalities (58), (59), and (65) mean that for all sufficiently large λ condition (26) is satisfied; i.e., in this case the assertions of Theorems 1 and 2 are valid. After setting a new parameter z instead of ξ according to rule (24), equality (64) can be written in the form (69) It is clear that condition (63) will be satisfied if for some ε > 0 z ∈ d(ε) ∩ d 1 (and λ is sufficiently large). Regarding indices q 0 and p 1 of points z and z 1 , it can be asserted that
Let us then consider the case when condition (63) is not met. Therefore, for every δ ∈ (0, 1) uniformly in the interval the following equality is satisfied:
where Δ(δ) is a positive constant independent of λ. Let us make a new suggestion. Let there be δ > 0 such that uniformly in the interval the following equality is true:
where Δ 1 = Δ 1 (λ) and Δ 1 (λ) are separate from zero when λ → ∞. The value of Δ 1 can easily be calculated. Due to the fact that using formula (14) at τ 2 = t 2 (λ, ξ), we obtain expression (71), where
Let us apply the results of Section 3 to study functions x ξ (t) and y ξ (t) at t > t 3 (λ, ξ) and sufficiently large λ.
As a result, we obtain the following conclusions. First, expression t 4 (λ, ξ) is defined, where Second, uniformly in the interval [t 3 (λ, ξ) + δ, t 4 (λ, ξ) -δ] there is an equality x ξ (t) = -1 + o(1), and, in addition,
Finally, third, uniformly for t ∈ relation (71) is true.
Let us then make an assumption similar to (63). Let the value of τ 2 (λ, ξ) be defined, for which
where
Let now
Like formula (69), we then find that
It is clear that this requires z ∈ d(ε) ∩ d 2 (for some ε > 0) and indices q 0 and p 1 of point z are such that
From an equality similar to (65) follows the inclusion Limitations on which of these equalities is valid consist in inequalities z ≠ η i (i = 1, …, m) and z ≠ 0, z ≠ 1; i.e., for some ε > 0 we have z ∈ d(ε).
Equality (77) is valid along with the equality q 0 = p 1 .
Finally, relation (26) establishes a correspondence between the solutions x ξ (t) and y ξ (t) and the trajec tory of mapping (76). Thus, Theorems 1-4 are proved.
Let us prove the part of Theorem 5 that refers to the existence of a periodic solution. The assertion about the stability of this solution is validated in Section 6. The first condition in (33) means that for some ε > 0, the periodic trajectory is inside set d(ε). Equalities (77) and (28), condition (33) and the second condition (34) allow the conclusion that for every pair of functions ϕ(s) ∈ S 1 and ψ(s) ∈ S 2 there exists a (unique) value of z 0 (λ, ϕ(s), ψ(s)) = z 0 + o(1) for which the solution
to system (10) with initial conditions ϕ(s) and ψ(s) has such a property that (78) Let us recall that operator π transforms the (conical) set S into itself. Using the well known results on the existence of a fixed point for this type of mappings, we obtain the existence of a fixed point ϕ 0 (s) ∈ S 1 , ψ 0 (s) ∈ S 2 . Equality (78) allows the conclusion that solution with initial conditions ϕ 0 (s) and ψ(s) is periodic with a period T(λ) = 5. CONSTRUCTING THE ASYMPTOTIC BEHAVIOR OF SOLUTIONS Let us give the algorithm for finding (with an arbitrary degree of accuracy) the asymptotic (for λ → ∞) expansions of solutions x ξ (t), y ξ (t) to system (10), whose corresponding sequences z 0 , z 1 , … lie in the region d(ε) (ε > 0 and is arbitrarily small). It is convenient to study the asymptotic behavior of solution x ξ (t), y ξ (t) in terms of functions x(t, λ), y(t, λ), which are defined by the following relations:
Let us recall here three more relations important for further study. First,
Second, for every δ > 0 uniformly in the interval the following asymp totic (for λ → ∞) equality is true:
Third, there is a value of Δ 0 > 0 independent of λ so that for t ∈ the following inequality is satisfied:
). Once again substituting (85) into (83) (and using (80) therein), we calculate the expression in braces in (85) accurate to o(exp(-2λ)), etc. Let us note that the more the estimation accuracy is improved, the narrower (each step by 1) the change interval of t that should be considered. However, due to the fact that equality (82) is valid, the asymptotic formula for x(t, λ) can be improved indefinitely. Let us merely emphasize that the conclusion about the possibility (for the proposed algorithm) of obtaining arbitrarily accurate asymptotic formulas applies to each of the following stages. Equality (88) makes it possible to more accurately find the asymptotic behavior of the left hand side of (86). Therefore, let us also more accurately find the asymptotic behavior of x(t, λ) in the interval [t 0 (λ) + h + δ, ξ 1 ]. Repeating this procedure and using the results of the first stage, we sequentially specify the corresponding asymptotic formulas.
Third stage. Let us study the asymptotic behavior of the functions x(t, λ) and y(t, λ) under the condi tion that The asymptotic expression for function y(t, λ) is obtained now from (93) and the equality y(t,
and to find the corresponding expression for x(t, λ) = 1 + M(t, λ) let us take into account in the right hand side of (92) equality (93). Once the "first" approximations of the considered functions are found, the remaining ones, i.e., amendments to the asymptotic behaviors, are obtained in a standard way. Let us con tinue. Fourth stage. Let us arbitrarily fix m > 2h + 1. Let us find asymptotic expressions for x(t, λ) and y(t, λ) in the interval [ξ 1 + δ, ξ 1 + m]. In Section 3 we have already concluded that uniformly in this interval the following equality is valid: 
Therefore, for the values of t ∈ [ξ 1 + 1, m] we have the equality
Let us note that here we can obtain an asymptotic expression for t 2 (λ)-the second positive zero of func tion x(t, λ).
Fifth stage. It remains only to consider the following case. Suppose that there exists Δ 0 > 0 such that uniformly for values of t ∈ [t 2 (λ), t 2 (λ) + 1 + δ] we have the inequality Let us consider the asymptotic behavior of the functions x(t, λ) and y(t, λ) for the values of t from interval [t 2 (λ), t 2 (λ) + 2]. Compared to the previous stages, the difference here is small. Therefore, we present only the final result:
Let us make one remark. Since functions x(t, λ) and y(t, λ) can be calculated with an arbitrary degree of accuracy (for λ), the same can be said about mapping f(z, λ, ϕ(s), ψ(s)) which appears in Section 4.
Sixth stage. In Section 4 we proved the existence of periodic solutions whose corresponding sequences {z n } lie (for some ε > 0 and sufficiently large λ) in domain d(ε). Here we will find the asymptotic behavior of period T(λ) of the periodic solution. Let us denote this solution as x 0 (t, λ), y 0 (t, λ), and its correspond ing sequence of period l as z 0 (λ), z 1 (λ), …. For this, it is sufficient to take into account three simple facts. First, where Second, uniformly for the values of t from interval [0, T(λ)], except from p l segments of the total length not exceeding p l + 1 contained therein, the following equality is valid:
Finally, third, from the results of Section 1 we have the equality
In [18] some conclusions of a biological nature that arise from the analysis presented here are formu lated.
It should be noted that the existence of stable periodic solutions can be justified without taking into account the second equality in formula (28). To show this, it is convenient to introduce some notation. Let z 0 , z 1 , … be exponentially stable l, a periodic trajectory of mapping z = f Δ (z), and ξ 0 = 1 + λ -1 ln[-(1 + a) ln z 0 ]. Let S 1α (ξ 0 ) be a set of functions from C [-1, 0] , which is defined by the equality and let S 1 (ξ 0 , δ) be a convex hull of the set Let S(ξ 0 , ξ) = (S 1 (ξ 0 , δ)S 2 ) and π be a sequential operator where ϕ(s) ∈ S 1 (ξ 0 , δ), ψ(s) ∈ S 2 , x(t, ϕ, ψ) and y(t, ϕ, ψ) is the solution to system (10) with initial con ditions ϕ(s) and ψ(s), respectively, given for t = 0. Llet τ k be the kth nonnegative zero of function y(t, ϕ, ψ). A slight generalization of the above calculations allows the conclusion that there exists δ 0 > 0 for which the
Hence, of course, follows the conclusion about the existence of the periodic solution.
INVESTIGATION OF STABILITY
In [6, 21] the problem of stability of the periodic solution to the generalized Hutchinson equation is addressed provided that the Malthusian growth factor is sufficiently large. In this case, the situation is much more complicated [20] , although some constructions from [6] will be used.
Notation. Let us examine the stability of the periodic (with period T(λ)) solution N 10 (t, λ) = 1 + x 0 (t, λ), N 20 (t, λ) = 1 + y 0 (t, λ) to system (4) . Assume that sequence z 0 (λ), z 1 (λ), … corresponding to periodic solu tion x 0 (t, λ), y 0 (t, λ) (of system (10)) with period l is such that for some ε > 0 and for all sufficiently large λ the inclusion z i (λ) ∈ d(ε) is valid. Note (Section 2) that there exists an equality where z 0 (z 0 ≠ 1) is a fixed point of mapping
Let O = t 0 (λ), t 1 (λ), t 2 (λ) … be zeros of function x 0 (t, λ) following in ascending order. Let us make some substitutions in system (4),
and linearize the resulting system at zero with respect to u and v. As a result, we obtain a new system of equations: Based on the asymptotic formulas obtained in Section 3, let us study the properties of operators T ij and The corresponding analysis allows obtaining the necessary conclusions about operator T 0 using equal ities (102) and (103).
Properties of operators T ij . It suffices to consider the operator T 11 . Regarding functions N 10 (t, λ) and N 20 (t, λ) appearing in system (99), (100) 
do not depend on λ and w(s).
Proof. Let us make some substitutions in system of equations (99), (100): (108) as a result of which we obtain the system On the proof of the lemma. Let us continue the coefficients of system (109), (110) from interval [0,1] to the entire number line of the periodicity with period 1. In view of the fact that the coefficients of this system tend to zero with increasing λ, the conclusions of perturbation theory are applicable to the consid ered system of equations. In this way, we obtain the following conclusions. First, only two of the charac teristic indices of the system have a finite (zero) limit for λ → ∞, and all the other characteristic parameters μ i (λ) are such that 
Second, there exists a codimension 2 subspace E of the space of initial conditions such that for the solu tions of system (109), (110) with initial conditions (for t = 0) from E, the following estimate is valid:
Next, using (104), (105), and (106) we find that for some fixed m > 0 we have the estimate Reμ 1 (λ) ≤ -mexp(λ).
Using this estimate in (112) and making the substitutions inverse to (108), we justify the desired assertion. Analogs of Lemmas 12 and 13 are also valid for the remaining operators T ij . where m 0 > 0 does not depend on λ. We integrate the left and right hand sides of system (99) (100) from t 2 (λ) up to certain t(t > t 2 (λ) -2) and estimate the moduli of functions u(t) and v(t) using the last two ine qualities. As a result, we find that By construction, q 1 (t) ≥ 0 for t 2 (λ) -3 ≤ t ≤ t 2 (λ) -2 and q 2 (t) ≥ 0 for t 2 (λ) -2 -h ≤ t ≤ t 2 (λ) -2. From this and the last two inequalities, we successively find that q 1 (t), q 2 (t) ≥ 0 for t 2 (λ) -2 ≤ t ≤ t 2 (λ) -2 + h 0 (h 0 = min(1, h)) for t 2 (λ) -2 + h 0 ≤ t ≤ t 2 (λ) -2 + 2h 0 , etc. Thus, it was found that To obtain formula (113), it remains to use equalities (116) and (117). The lemma is proved.
Properties of operators
Imμ i λ ( ) 0 and Reμ i λ ( ) ∫ exp + u t ( ) u t ( ) , v t ( ) v t ( ) , u 0 v 0 + w s ( ) . = = = w 0 t ( ) w 10 t ( ) w 20 t ( ) ⎝ ⎠ ⎛ ⎞ w s ( ) 1 β λ ( ) ⎝ ⎠ ⎛ ⎞ α λ ( ) t t 2 λ ( ) - 2 + ( ) [ ] , exp = = α 1 1 α + λ exp - ⎝ ⎠ ⎛ ⎞ α λ 2 m 0 λ λ ( ) exp - ⎝ ⎠ ⎛ ⎞ exp - ⎝ ⎠ ⎛ ⎞ λλ 2 a 1 a + λ m 0 λ λ ( ) exp - ⎝ ⎠ ⎛ ⎞ , exp
Again, let us consider only operator Let τ 2 (λ) be the third positive zero of function N 20 (t, λ) -1. Then we fix parameter σ ∈ (0, 1) (from here on, it will be selected as suffi ciently small). It is convenient to represent operator as the product of three operators = where
The asymptotic formulas of Section 5 imply that in the interval the following relations are satisfied:
(120) Therefore, for operator the following estimate is valid:
In these formulas, m 1 (σ) and c 1 (σ) are positive constants that are independent of λ. The same applies to the constants m i (σ) and c i (σ) given below. Justification of inequality (121) follows from Lemma 14 and estimates (120). The proof of the corresponding estimates and for operators and repeats the rea soning used in validating Lemma 14. Therefore, we will only take inequalities similar to (120) and provide the final estimates.
First let t ∈ The estimates for functions N 10 (t) and N 20 (t) are as follows:
Then there exists a constant C 2 (σ) such that (122) Let us consider the remaining case when t ∈ [τ 2 (λ) -σ, τ 2 (λ) + σ]. Here, functions N 10 (t, λ) and N 20 (t, λ) are such that
The desired estimates for have the form (123) where (124) Inequalities (121), (122), and (126) make it possible to obtain the estimate for which for all suf ficiently large values of λ and for every σ > 0 can be written in the form (125) Properties of operators T 0 . From (102) and (103) and the above results it follows that there is a codi mension 2 subspace E of the space of initial conditions of system (99), (100) such that for all sufficiently large λ and for every function w(s) ∈ E, the following estimate is valid:
where c, c 0 , and m are positive and do not depend on λ, σ, and w(s) ∈ E; the positive function m 0 (σ) of parameter σ does not depend on λ; and w(s) ∈ E and is such that there equality (124) occurs. Let σ be so small that we have the inequality Then for all sufficiently large λ, the right hand side of (126) tends to zero when λ → ∞. We conclude that all the multipliers (eigenvalues of T 0 ), except for no more than two, lie in the complex plane defined by the inequality Due to the autonomy of original system (4), one multiplier is equal to 1. Thus, the behavior of only one multiplier is unknown. Let us denote it as μ(λ). It is clear that this multiplier is real. The next section is devoted to the study of μ(λ).
Asymptotic behavior of μ(λ). Let us note that condition μ(λ) > 1 (< 1) is equivalent to the exponential orbital stability N 10 (t, λ), N 20 (t, λ]) (instability). Therefore, the following assertion completes the proof of Theorem 5.
Lemma 15. We have the equality
Proof. Let us make some substitutions in system of equations (4):
and linearize the resulting system in the vicinity of x 1 ≡ y 1 ≡ 0. The monodromy operator of the resulting system obviously has the same multipliers as operator T 0 . Let x 1 (t, λ), y 1 (t, λ) be the solution to the considered system, for which the following condition (determination of the multiplier) is satisfied: (128) or, if μ(λ) is a multiple multiplier and the Jordan cell responds it, there are periodic functions x 10 (t, λ), y 10 (t, λ) such that (129) Let us note that only minor changes of the same constructs used later in assumption (128) prove that (129) is impossible. Therefore, let us study μ(λ) only in the case of (128).
To avoid cumbersome calculations, it is convenient to consider the two cases separately. The first case. Suppose that for sufficiently large values of λ the following inequality is satisfied:
Let us consider the family of functions
It is easy to see that for all sufficiently small ε there are values of t 1 (λ, ε) and τ(λ, ε) for which the following three conditions are met. First,
And finally, third,
The solution x 0 (t, λ, ε), y 0 (t, λ, ε) to system (10) with initial conditions ϕ 1 (s, λ, ε)(s ∈ [-1, 0]) and ψ 1 (s, λ, ε)(s ∈ [-h, 0]) set for t = 0, uniformly on every finite, and independent of ε, change interval of t, smoothly depends on ε. Hence, in particular, it follows that when -
Thus, similar to the aforesaid, there are values t 2 (λ, ε) and τ 2 (λ, ε) for which the following conditions are satisfied:
The relations given here make it possible to express the difference
This same difference can be expressed by using the function fΔ(z, λ, ϕ(s), ψ(s)) which appears in Sec tion 2 ( (28) and (29)) and equality (25), where
As a result, we conclude that for λ → ∞ ≡0 ( )
Comparing this equality with (133), we obtain the proof of formula (127).
The second case. We cannot obtain equality (127) from relations (133) and (134) if t 1 (λ, ε) = τ 1 (λ, ε), i.e., x 1 (0, λ) = y 1 (τ 0 (λ), λ) = 0. In this case, the corresponding constructions should be changed. Instead of equalities (131) and (132), let us define functions ϕ 1 (t, λ, ε) and ψ 1 (t, λ, ε) as follows:
where t b (λ) and τ b (λ) satisfy the relations Parameter b in these formulas is chosen so that Further constructions with minor modifications repeat the above. We do not consider it in more detail. The lemma is proved.
STATIONARY MODES IN THE PARASITE-HOST PROBLEM
Formulation of the problem and results. The parasite-host problem is described by the same system of equations as the predator-prey problem. However, unlike the latter, the assumption that r 1 is the largest parameter is not biologically natural. The greatest interest in the parasite-host problem is the case where the parasite population is highly fertile. In mathematical terms, this means that 
Let us describe the structure of solution N 0 (t, λ). First note that the zeros of function N 2 (t, λ) are sim ple. Without loss of generality, we can assume that N 2 (0, λ) = 1, > 0. Let t 1 (λ) and t 2 (λ) be the first and second positive zeros of function N 2 (t, λ) -1. It turns out that t 2 (λ, ε) = T(λ) and for λ → ∞
Then for every fixed m > 0 uniformly in the interval [-m, 0], we have the equalities
With increasing argument t, function N 2 (t, λ) sharply increases and N 1 (t, λ) sharply decreases, so that for every (sufficiently small) δ we have
With a further increase in t (up to the value of T(λ) -m), function N 1 (t, λ) exponentially, with the index that is independent of λ, tends to constant (1 + a), and function N 2 (t, λ) has a valid estimate
Note that for functions N 1 (t, λ) and N 2 (t, λ), we can obtain asymptotic expansions of an arbitrary degree of accuracy.
In the case where The value of τ 1 , whose existence is stated in Theorem 7, is not uniquely defined. It can be shown that all such values make a segment with a length of order exp(γλ) (γ > 0). It is convenient to choose the middle of this segment as τ 1 . Thus, every solution to system (1) with the initial conditions from S(τ) can be char acterized by the trajectory of mapping the interval [0, T 0 ] into itself (137) Note that, similar to equation (28), uniformly with respect to ϕ n (s) and ψ n (s) we have the relation (135) and (136) system (1) is characterized by irregular oscillations.
On some findings of a biological nature. Assuming that fertility of the parasite population is high, it is beneficial for both the populations that the host population be more fertile (i.e., it is beneficial to increase r 1 ) and that both populations have shorter turnovers (i.e., it is beneficial to reduce h 1 and h 2 ). These findings are in good agreement with the views of environmentalists.
The role of pressure coefficient a here is quite different than in the predator-prey problem investigated above. If it is beneficial for the host population that this factor be as small as possible, then for the parasite population the most favorable conditions occur at a = 1 (the minimum number increases and the time in which the number is below the average decreases). This conclusion is very interesting. It (and (2)) implies that a well adapted parasite population reduces the average number of a host population about twice.
It is interesting to compare the resulting stationary modes for the parasite population and the stationary mode (periodic solution) of the Hutchinson equation for a large Malthusian coefficient [6, 21] . Structur ally they are similar in the sense that the rapid increase in number alternates with its even more rapid decrease and a long period of recovery of the average number. However, in the present case, the oscillations are significantly safer: the minimum number is of much higher order, and the recovery time is much shorter. Thus, close interaction of the host and parasite populations proves useful for the latter. This favors the conclusion that complexity can increase the stability of an ecosystem.
DISCUSSION
Let us start with the simplest case of a single isolated population inhabiting a homogeneous environ ment. In this case, the population dynamics N(t) is described by the generalized Hutchinson equation:
Here r is the Malthusian coefficient of linear growth, K is the average number of species, and the mono tonically nondecreasing function r(s) characterizes the age structure of the population and its reproduc tion method (continuous or seasonal). The basic assumption is that either the population is highly fertile (r ӷ 1) or the age at which sexual maturity is sufficiently high (h 2 ӷ 1). Paper [6] shows that in each of these cases, the only biologically significant stable stationary mode is a periodic solution, and it provides an asymptotic description of this mode. Let us formulate some conclusions that follow from the corre sponding asymptotic formulas.
1. Change in the number of a highly fertile population is determined only by the youngest of all mature individuals.
2. The most favorable conditions for a population occur when individuals produce offspring only once. 3. It is beneficial for a highly fertile species to reduce its age of maturity h 2 . 4. When h 1 is large, the age structure influences the characteristics of the stationary mode in the most significant way.
5. It is beneficial for highly fertile populations to have a seasonal reproduction pattern, while increasing h 1 promotes the role of a continuous reproduction method.
Let us consider a more general equation:
(α > 0, m ≥ 0 and is an integer). Analysis of formulas, which are asymptotic for r → ∞ or h 1 → ∞ for the stable periodic solution, leads to the following conclusions. When α(2m +1) > 1, there is a sharp (in com parison with the case of α = 1, m = 0) decrease in the average number of the population and its minimum, and there is an increase in the amount of time in which the population number is below the average. Thus, this condition is not biologically significant. When α(2m +1) < 1, both the average value and the minimum number increase. Finally, when α(2m + 1) = 1, the main characteristics of the periodic solution are similar to the corresponding characteristics for the case of α = 1, m = 0. Thus, the case of α = 1, m = 0 is intermediate in some sense. Probably, it is most suitable to describe the dynamics of the species number.
Predator-Prey Problem 1. The dynamics of the numbers of interacting prey (N 1 (t)) and predator (N 2 (t)) populations is modeled by the system of equations (138) Here, r 1 and r 2 are Malthusian factors, h 1 and h 2 are the average ages of parents, K 1 and K 2 are the average numbers of prey and predator, respectively, a is the coefficient of pressure (of predator on prey). Note that
Let us consider the most biologically interesting case, when the prey population is highly fertile, i.e., r 1 ӷ 1.
This condition, in particular, means that the food supply (prey population) intensively oscillates in the absence of predators. Let us again describe the previously studied structure of stationary modes. First, based on biological considerations, in the space of initial conditions of system (138), we allocate a certain (sufficiently wide) set S. Let N 1 (t, λ) and N 2 (t, λ) be solutions to system (138) with the initial conditions (set for t = 0) from S. Sup pose that 0 = t 0 < t 1 < … and 0 < τ 0 < τ 1 < … are sequentially numbered all non negative zeros of function N 1 (t) -K 1 and N 2 (t) -K 2 , respectively, where > 0. For every number n (n = 0, 1, …) there exists a number p n (p n ≥ n, p 0 = 0) such that These inequalities have a clear biological meaning. First, it means that the predator population number begins to grow rapidly when the number of prey is above average. Second, between the two adjacent bursts
in the predator population number (the time interval from τ 2n to τ 2(n + 1) ) exactly q n = p n + 1 -p n bursts occur in the number of prey. Let us set τ 2n -= ξ n and introduce an additional parameter z n according to the rule Obviously, all conclusions about sequence z n can easily be reformulated for the sequence ξ n . The main mathematical result is the following. Sequence z n is defined by the mapping
where function f Δ (z) is defined as follows: for all z such that 0 Mapping f Δ (z) makes it possible to fully characterize the behavior of solutions to system (138) (with the initial conditions from S). Attractors (repellers) of this mapping correspond to similar attractors (repellers) in the phase space of system (138). In particular, rough periodic trajectories of f Δ (z) correspond to rough periodic solutions to (138) of the same stability. Moreover, it appears that such an important char acteristic of solutions N 1 (t), N 2 (t) as index q n can be expressed by f Δ (z):
It is interesting to note that for certain values of Δ (including when Δ < e), there can be multiple attrac tors. The currently known theory of one dimensional maps [22] , as well as the results of computer numer ical analysis testify to the possibility that system (138) can have strange attractors.
Asymptotic (for r 1 → ∞) formulas are given above for solutions to N 1 (t), N 2 (t). An exemplary form of functions N 1 (t), N 2 (t) is shown in Fig. 3 . Let us consider the conclusions that arise from analysis of these formulas (and analysis of the stability properties of the considered solutions).
2. First of all, note that all stationary modes for prey are rather close to each other. This suggests that prey is much less dependent on predators than the latter on the availability of prey. In turn, the stationary modes for predators significantly differ from each other. The most beneficial modes for a predator are those when it reacts (i.e., has a burst in number) to each burst in the prey population number. The risk of oscillations in other modes increases dramatically since the minimum predator number falls sharply and the time when its number stays below the average increases. One interpretation of this statement consists in explaining the reason for the extinction of a predator: as a result of simplification of the ecosystem, when the behavior of the predator is defined only by the prey population, its oscillations can fall into a hazardous (but stable) mode. (It is pertinent here that the degree of stability of stationary modes is quite large.) It seems that strong oscillations in the food supply lead to the need to expand the diet of predators.
The presence of hazardous modes, when a predator "skips" one or more bursts of the prey number, is determined by the parameter Δ = r 2 h 2 (1 + a)/a. Reduction of this parameter leads to the elimination of hazardous modes. Condition Δ < 1 is the most beneficial: all vital characteristics of populations improve dramatically. And the lower the value of Δ, the better the predator controls the behavior of the whole eco system.
A decrease in Δ and hence an improvement in living conditions result from a decrease in predator fer tility (r 2 ) and a decrease in the age of mature individuals (h 2 ). The most versatile characteristic is probably the pressure ratio a. Clearly, its increase may be useful not only for predator but also for prey (albeit the average number of prey somewhat falls due to (139)).
Note that the listed ways of reducing coefficient Δ are somewhat contradictory. Decreasing predator fertility is likely to lead to a decrease in predator pressure on prey. On the other hand, only a sufficiently fertile and resourceful predator can intensively pressure prey.
3.
Let us consider a more general predator-prey problem taking into account age structure:
(141) It turns out that, provided strong fertility of prey (r 1 ӷ 1), all the conclusions obtained previously for system of equations (138) remain valid for this system too. The most interesting here is the following. The population dynamics not just of prey but also the predator is mainly determined by the youngest of mature individuals alone.
It is interesting to consider the problem of stationary modes (141) provided that the age of maturity of prey and predator are sufficiently large. In this situation, not only the age structure of both populations is significant, but the role of the continuous reproduction pattern is also promoted. The following conclu sion is very specific: it is necessary to drastically reduce the fertility of the predator population to maintain safe modes of functioning.
4.
Final conclusions. Even the simplest system (138) describing the predator-prey problem is charac terized by complicated stationary modes. This corresponds to the merits of the case-it better corre sponds to the processes observed in nature. Further, in all, including complicated, modes we clearly observe universality of the Hutchinson nature of oscillations (a fast growth in number is replaced by an even faster drop and then a long period of recovery of the average number).
In the presence of a predator reacting to every burst in the number of prey, the oscillation mode for the prey becomes safer: the minimum number increases and the duration of the period when the number of this population remains below the average decreases. From this we conclude that complication of the eco system (as compared with an ecosystem consisting of a single population) increases its stability.
Parasite-Host Problem
1. This problem is also simulated by system of equations (138), where N 1 (t) is the host population num ber and N 2 (t) is the parasite population number. Let us consider the most biologically interesting case when the parasite population is sufficiently fertile, i.e., r 2 ӷ 1.
Under this condition, let us examine the problem of stationary modes of system (138). It happens that the nature of these modes depends essentially on whether the food supply (host population) has its own (in the absence of a parasite) oscillations or not.
Let us first assume that in the absence of a parasite (N 2 (t) ≡ 0), the positive state of equilibrium for the host population is stable. Mathematically, this means that 2r 1 h 1 < π. Then for all sufficiently large r 2 , the only (biologically significant) stable stationary mode of system (138) is the slowly oscillating periodic solu tion N 10 (t), N 20 (t). Here are some characteristics of this mode. The maximum of N 10 (t) is independent of r 2 , and
The following asymptotic formula is valid for period T(r 2 ):
T(r 2 ) ≈ r 2 h 2 (1 + a) 2 (r 1 a)
Suppose then that (143) i.e., the host population performs (in the absence of a parasite) stable periodic (with period T 0 ) oscillations according to some law (1 + a)N 0 (t). In this case, the stationary modes of system (138) are much more complicated. Let us briefly describe them. Over a sufficiently long time interval, the number of parasites is insignificant. Prey oscillates in the mode (1 + a)N 0 (t), the number of parasites grows, and at a certain moment t = τ 1 reaches its average value. A further increase in t leads to a sharp drop in the number of hosts and a rapid increase (up to a value approximately equal to K 2 r 2 (1 + a) 2 (ar 1 ) -1 N 0 (τ 1 )) in parasites. The latter changes little over the time interval of length h 2 , and then drops sharply. Both populations gradually reduce their numbers to the average values, wherein the host population does this much earlier, again entering the mode (1 + a)N 0 (t). Then, at some point τ 2 , the parasite number reaches its average value (K 2 ) and the sit uation is repeated. The important thing here is that the time τ 2 is actually randomly determined. More precisely, = τ 2 (modT 0 ) is dependent mostly only on = τ 1 (modT 0 ) and r 2 , i.e., Function maps interval [0, T 0 ] into itself such that each segment of length is transformed to the entire set [0, T 0 ]. This suggests that system (138) under conditions (142) and (143) is characterized by rather complicated irregular oscillations.
2. Let us identify the dependence of the stationary modes on pressure coefficient a. While it is always beneficial for the host population to reduce this coefficient (which is biologically quite obvious), it is more beneficial for parasites when a ≈ 1. Therefore, bearing in mind (139), we can formulate a rather interesting conclusion: a well adapted parasite population reduces the average number of the host population approximately twice.
Decreasing host fertility and improving parasite turnover lead to the stabilization of oscillations. The role of parameter h 1 is not as obvious: its reduction stabilizes the "instrinsic" stationary mode of the host, and thus the stationary mode of the whole system. The following comments relate only to the case of (143). The range of oscillations of the parasite pop ulation essentially depends on the host population number at time t = t 0 , when the parasite number starts increasing intensively. The higher the value of N 0 (t 0 ), the higher the value of N 2 (t), but the sharper and deeper the decline in the numbers of both the populations. Accordingly, the time during which the popu lation numbers remain below the average also increases. At the same time, the host population is able to exist almost without being affected by the parasite for a longer time.
3. Let us consider the impact of the age structure on the population dynamics (system of equations (141)). As it happens, under condition (142), long lived individuals from the parasite population have little effect. Moreover, it is more beneficial for this population when there are no long lived individuals. The influence of the age structure of the host population on the entire ecosystem, in general, is significant. It manifests itself in the stationary mode of the corresponding equation for N 2 (t) ≡ 0. As a general fact, note that the role of the age structure of both populations increases with increasing h 1 and h 2 . A seasonal nature of reproduction, which is especially beneficial for highly fertile populations, loses its benefits with an increase in the age of maturity.
The following comparison is interesting. While in the predator-prey problem (provided strong fertility of prey) both populations have no need for long lived individuals, in the parasite-host problem (provided strong fertility of the parasite), this conclusion is valid only for parasite populations.
