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CHAPTER I
INTRODUCTION
Data-driven decision making (DDDM), or simply “data use,” has been described as
“one of the most prominent strategies for educational improvement in the country”
(Coburn and Turner, 2012, p. 100). At the Federal level, the American Reinvestment and
Recovery Act, along with the Statewide Longitudinal Data Systems Grants Program and
the Common Education Data Standards, have promoted and backed data use initiatives
(Congress, 2009; Means et al., 2010); private foundations, including the Bill and Melinda
Gates Foundation, the Stupski Foundation, and the Spencer Foundation, have supported
work examining the processes, contexts, and factors that affect organizational data use
(Wayman and Stringfield, 2006; Turner et al., 2012); and a host of peer-reviewed journal
articles, policy reports, and how-to guidebooks have touted the benefits of using data for
school improvement (Mandinach, 2012; Goldring and Berends, 2008; Love, 2008; Earl
and Katz, 2002).
Implicit in this work is the belief that data use is a necessary skill of effective school
leaders—a “must-have” requirement of the 21st Century leader (Earl and Katz, 2002). In
fact, education leadership policy and program standards and newly developed principal
evaluation tools define and assess competencies associated with school leaders’ use of
student assessment and demographic data (Licensure, 2008; Wilmore, 2002; Murphy
et al., 2011). Thus, while principals are supposed to play a critical role in successfully
implementing data use initiatives (Schildkamp and Kuiper, 2010; Wohlstetter et al., 2008;
Ikemoto and Marsh, 2007; Wayman et al., 2006), there is a general lack of understanding
surrounding their use of data (Datnow et al., 2007; Means et al., 2010). This gap in the
literature seems particularly salient given that principals now have access to more varied
types and sources of data, including information on teacher performance and stakeholder
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perception, that have the potential to change their instructional and human capital decision
making (Kane et al., 2013; Goldring et al., 2015; Donaldson, 2013; Cohen-Vogel, 2011).
Concurrent with access to newer and more varied types data has been significant
investments in technology to support data use. One recent estimate suggests that the U.S.
Department of Education has invested more than $610 million to build the technological
infrastructure for data collection, storage, and analysis (Mandinach et al., 2012).
Additionally, notable changes in the variety, volume, and velocity of data (Laney, 2001)
available to schools and school districts has fueled efforts to build technological platforms,
data systems, and tools to support data use. Investments in these tools and data systems is
not insignificant—a recent estimate suggests that venture funding for institutional and
learning analytics has grown 687% from 2012, totaling $58 million in the first three
quarters of 2014 (Murali, 2014). Moreover, a survey of school districts finds that
educational data systems are widespread, with nearly 80 percent reporting that they have
an assessment system that organizes and analyzes benchmark assessment data and a data
warehouse that provides access to current and historical data on students as well as data on
other aspects of district functioning (Means et al., 2010). These systems’ rapid growth and
popularity notwithstanding, I find that there has been no systematic examination of the
ways in which principals use these types of data systems in their everyday practice.
I.1 Purpose and Research Questions
Therefore, in this dissertation I examine how principals in a large, urban school district
use data by exploring how they access information on a district-developed Data
Warehouse during an academic school year. I define the Data Warehouse as a Web-based,
centralized location where principals can access data reports on student achievement;
student attendance, behavior, and discipline; and teacher performance, including
value-added scores. Because my conceptualization of principals’ data use is mediated by
technology (i.e., the Data Warehouse), it is important to account for the presence of
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heterogeneous subpopulations of technology users—that is, heterogeneous groups of
principals who vary in their dispositions to use technology. Recent evidence from a
nationally representative sample of U.S. adults suggests that principals may fall into one
of at least three broad classes of technology users (Horrigan, 2007). Thus, to empirically
examine for the presence of unique sub-populations of principals’ Data Warehouse use, I
utilize a latent class growth analysis (LCGA) to define heterogeneous sub-group
trajectories of principals’ monthly logins to the Data Warehouse. I ask:
RQ1. Are there significantly different types of Data Warehouse users among
principals?
Along with determining the presence of distinct sub-groups of Data Warehouse users,
I explore the extent to which subgroup differences might be explained by three factors: (1)
technology and technology use; (2) principals’ strategic human capital decision making;
and (3) school accountability and organizational context.
Technology and technology use
Differences in principals’ Data Warehouse use may be attributable to their own
personal inclinations to use or not use technology. Research in the information systems
literature suggests that age and gender are important moderators of information and
communications technology (ICT) use in organizational settings (Gefen and Straub, 1997;
Venkatesh and Davis, 2000; Venkatesh et al., 2003). In addition, individual principals may
vary in their perceptions of the value, functionality, and utility of the Data Warehouse
itself. For example, principals who find that the Data Warehouse offers them tools for
accessing, organizing, and analyzing data in ways they previously could not may be more
inclined to use the system over time. In short, sub-group differences in Data Warehouse
use may be captured by examining the relationships between different patterns of Data
Warehouse use and individual preferences, dispositions, and affinities for technology
and/or for the Data Warehouse itself. Using data from a survey of principals in the district
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I ask:
RQ2. How do principals’ personal inclinations to use technology and/or their views
of the Data Warehouse distinguish types of Data Warehouse users?
Principals’ strategic human capital decision making
Explaining differences in Data Warehouse use by technology alone, however, fails to
account for the fact that principals use the system to access information on students and
teachers, information that is the “lifeblood” of a new movement in education oriented
around the strategic management of human capital (SMHC) (Kimball, 2011). SMHC
focuses on anchoring human capital processes such as recruitment and staffing strategies,
induction, professional development, evaluation, and compensation in the instructional
vision of the school and district (Odden, 2011b). To do so, school leaders draw heavily
upon performance information on students and teachers to inform their human capital
decision making. Recent work suggests that some principals are beginning to use new
teacher evaluation processes and data to inform decisions regarding teacher hiring,
assignment, and dismissal (Goldring et al., 2015; Drake et al., 2014a), although there are
still many economic, contractual, cultural, and interpersonal barriers that principals face in
doing so (Donaldson, 2013). Thus, variation in principals orientation towards data use for
human capital decision making and/or their perception of the barriers in doing so may
contribute to subgroup differences in Data Warehouse use. As a result, I ask:
RQ3. How does principals’ orientations towards data use for strategic human capital
decision making distinguish types of Data Warehouse users?
School accountability and organizational context
Along with principals’ personal dispositions to use technology, their views of the Data
Warehouse, and their use of data for strategic human capital decision making, principals
work within organizational contexts and under accountability pressures that may influence
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the ways in which they use data. High stakes accountability has not only produced more
formative and summative performance data, but also incentives to use the data to meet
accountability standards (Firestone and Gonza´lez, 2007; Marsh, 2012). Since this
accountability pressure varies by school performance, principals in lower performing
school settings may have greater incentives to use the data (Diamond and Cooper, 2007;
Fusarelli, 2008). In addition, research on how professionals seek out and use information
suggests that individuals’ information needs vary based on their organizational contexts
and environments (Leckie et al., 1996). For example, principals with larger or more
diverse student bodies may use the Data Warehouse in systematically different ways than
their peers in smaller or more homogenous settings. There is also some evidence that
suggests that the success of data use interventions and the use of data systems varies by
school level (Carlson et al., 2011; Shaw and Wayman, 2012). Thus, principals’ patterns of
Data Warehouse use may be influenced by external factors related to accountability and
organizational context. Accordingly, I ask:
RQ4. How does school accountability and organizational context distinguish types of
Data Warehouse users?
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CHAPTER II
LITERATURE REVIEW & CONCEPTUAL FRAMEWORK
II.1 The Principalship, School Accountability, and Principal Data Use
During the past few decades, the field of educational administration has transitioned
from a model of school leadership based largely on private-sector management and
behavioral science to one that has reshaped and reoriented the profession to focus on
student learning, school improvement, school-community relations, and social justice
(Murphy, 2005). With this reorientation, principals are now called upon to fulfill a variety
of functions and roles beyond their traditionally assigned role of adhering to ethical norms
and managing school operations (Terosky, 2013), including promoting a child-centered
vision of high quality schooling and high quality instruction; monitoring curricula and
assessment; creating an inclusive professional community and culture of care for students
and teachers; engaging with families, communities, and other external stakeholders; and
developing an equitable and culturally responsive school (Murphy, forthcoming). 1
Along with this reorientation towards learning, improvement, engagement, and justice
has been an increased emphasis on teacher quality, the most important in-school factor in
explaining variation in student performance (Aaronson et al., 2007; Rivkin et al., 2005;
Rockoff, 2004). Support from both public (e.g., Race to the Top) and private (e.g., Bill
and Melinda Gates Foundation) initiatives has helped create new teacher evaluation
systems designed to better capture variation in teacher effectiveness. In general, these
systems include measures of classroom practice, teacher value-added and student growth,
and stakeholder perception (Kane et al., 2013). Importantly, new teacher evaluation
systems also demand a lot of principals’ time and attention, especially with regards to the
many formal and informal classroom observations they are required to conduct for all
1These roles and functions are primarily drawn from the latest Interstate School Leaders Licensure Con-
sortium (ISLLC) standards (2014). For more information on the development of these standards, see Murphy
(forthcoming).
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their teachers each school year (Donaldson, 2013; Goldring et al., 2015) . They also figure
prominently in new management principles designed to orient the profession around the
strategic management of human capital, which includes the strategic hiring, assignment,
development, retention, and dismissal of teachers (Grunow et al., 2012; Kimball, 2011;
Odden, 2011a).
Furthermore, this reorientation towards student learning, teacher evaluation, and
strategic human capital management has occurred alongside and within a national
accountability and standards movement, the most well-known product of which is the No
Child Left Behind Act of 2001 (NCLB), or the federal reauthorization of the Elementary
and Secondary Education Act (ESEA) that requires local educational agencies (LEAs)
produce and disseminate an annual report card of achievement, including information on
assessment, accountability, and teacher quality. Due to the enormous data requirements of
NCLB, states and districts throughout the country have worked to develop their
information technology infrastructure (Thorn et al., 2007) and formulate processes and
procedures for inquiring into the quality of their educational program (Copland, 2003;
Knapp et al., 2007). In response, a host of private providers have flooded the education
market with data warehousing, dashboard, and analysis tools promising to meet the data
needs of schools and districts—a multimillion dollar industry that continues to grow larger
each year (Murali, 2014; Laney, 2001).
Importantly, both the expanded definition of the principalship and the accountability
and standards movement have created a strong incentive for school leaders to become data
literate; that is, to acquire the relevant knowledge and skills to analyze data to inform their
work (Mandinach et al., 2012; Wayman et al., 2006). In fact, new school leader policy and
evaluation standards define and assess competencies associated with data
use—competencies that cut across and are embedded in the many different work-roles of
principals (Knapp et al., 2007). For example, four of the six 2008 Interstate School
Leaders Licensure Consortium (ISLLC) standards include specific functions associated
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with data collection, monitoring, and use, including (a) collecting and using data to
identify goals, assess organizational effectiveness, and promote organizational learning
(Standard 1.B); (b) developing assessment and accountability systems to monitor student
progress (Standard 2.E); (c) collecting and analyzing data and information pertinent to the
educational environment (Standard 4.A); and (d) assessing, analyzing, and anticipating
emerging trends and initiatives in order to adapt leadership strategies (Standard 6.C).
Similarly, the Vanderbilt Assessment of Leadership in Education (VALED) requires that
principals monitor school improvement processes by systematically collecting and
analyzing data to make judgments that guide decisions and actions, particularly with
respect to monitoring student behavior and learning, the quality of instruction, the rigor of
curriculum programs, and parental involvement (Porter et al., 2006; Murphy et al., 2011).
Importantly, principals’ data use seems to respond to and be shaped by the
accountability context in which the schools reside (Firestone and Gonza´lez, 2007;
Fusarelli, 2008). Diamond and Cooper (2007) provide some insight into the way in which
school status in a ranked accountability system influences data use, suggesting that, while
not causal, “external pressures create an accountability context in which data use is
different from that of higher performing schools that are not under such pressure” (p.250).
Others suggest that data use for high stakes accountability creates incentives to misuse
and/or abuse data (Heilig and Darling-Hammond, 2008; Ravitch, 2011), citing qualitative
evidence that schools under NCLB in need of improvement (INI) status have been found
to target ”bubble-kids” at or near test score cut-offs in order to raise achievement (Au,
2007; Booher-Jennings, 2005).
Yet examples in the research literature on principals’ data use and the ways in which it
may be shaped by school accountability contexts is notably thin. Instead, studies on
school leaders’ data use tends to describe the strategies principals use to support faculty
data use rather than a description of their own data use practices (Schildkamp and Kuiper,
2010; Wohlstetter et al., 2008; Ikemoto and Marsh, 2007; Wayman et al., 2006). Within
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this literature, however, we find a few examples of principals using data in their own work,
including: principals modeling data use practices for teachers (Wayman et al., 2012;
Lachat and Smith, 2005); principals disaggregating formative assessment and state student
achievement data down to the classroom level by hand in order to distribute performance
information to teachers (Datnow et al., 2007; Wayman et al., 2009); principals using
student characteristics (e.g., ethnic and linguistic backgrounds; mobility; socioeconomic
status) to help interpret school performance data (Anderson et al., 2010); principals
examining why student sub-populations may be underperforming (Ikemoto and Marsh,
2007); and principals utilizing high-stakes test data to understand general patterns of
performance, identifying class-, grade-, and school-wide strengths and weaknesses to plan
professional development and other kinds of targeted interventions (Means et al., 2010;
Mandinach et al., 2006). Other work in this area uses scholarly research to outline
processes and procedures for using data. Streifer (2002) and Goldring and Berends
(2008), for instance, describe school improvement processes that link data use practices to
institutional mission and goals. In both, the authors provide information on the types of
data to examine, techniques and procedures for analyzing data, and the different ways in
which data and evidence can be used to make decisions.
Other research also examines the extent to which principals use teacher effectiveness
data for strategic human capital decision making (Odden, 2011a; Kimball, 2011). For
example, in a study of four school districts in Florida, Cohen-Vogel (2011) finds that all
fifteen administrators in her sample of low and high performing schools reported using
student achievement data to assign teachers to grades and subjects, though none reported
using this information in tenured teacher dismissal decisions, preferring instead to “weed
out” ineffective teachers before tenure. After the advent of new teacher evaluation
systems, Donaldson (2013) finds that principals in her sample use classroom observation
scores to place struggling teachers on performance improvement plans intended to prepare
them for dismissal (Donaldson, 2013). In our own study of six urban school districts and
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two charter management organizations (CMO) in states that recently implemented new
teacher evaluation models (Goldring et al., 2015), we find that principals use teacher
effectiveness data to inform their human capital decision making, though this use varies
greatly within and between systems. More generally, we find that teacher observation
systems drive principals’ use of data for teacher support, professional development, and,
to a lesser extent, hiring, assignment, and dismissal (Cannata et al., 2014; Grissom et al.,
2014; Drake et al., 2014).
Summary
In summary, principals’ work has transitioned from a more narrow focus on school
operations to a focus on student learning and teacher performance. This reorientation
towards learning and performance appears to have shaped the ways in which principals
use data on students and teachers to inform their instructional and human capital decision
making. Further, the data-driven movement has been supported by both a national
accountability and standards era and school leader policy and evaluation standards that
assess competencies and skills associated with data use. Concurrently, districts and states
across the country are spending millions of dollars developing the warehousing
infrastructure and/or purchasing software products and data tools to support school and
district data use (Easton, 2009; Wayman et al., 2004). Research on school leaders data and
data systems’ use, however, is notably thin. In particular, this research relies heavily on
self-reported information from surveys and interviews of principals regarding their data
use practices and does not empirically examine the relationship between data use and
individual and organizational characteristics.
As a result, this dissertation explores principals’ data use by using principals’ access to
a Data Warehouse during a school year to examine how principals cluster into
homogenous sub-groups of data systems users, and the extent to which sub-group
differences can be explained by individual and organizational characteristics. Specifically,
I empirically examine how principals’ dispositions to use technology; their views on the
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value, functionality, and utility of the Data Warehouse itself; their orientation towards
strategic human capital decision making; the accountability pressure they are under; and
their organizational environments and contexts distinguish types of data systems users.
Contribution
This dissertation contributes to the research literature in a number of ways. First, it
begins to shed light on the extent to which the massive technology investment in data
systems designed to store, organize, and present information on students and teachers is
being utilized by principals in their everyday work. Despite the promises of technology to
transform educational data use (Wayman et al., 2004), there is little to no objective
information on how principals access information on data systems and how this access
might vary in systematic ways (RQ1). Therefore, this dissertation is among the first to
provide objective information on how often and when which principals use a data system
during an entire school year.
Second, research on the use of information systems in organizational settings suggests
that these systems are often under-utilized and produce relatively weak returns on their
investment (Venkatesh and Davis, 2000; Sichel, 1997). By highlighting the relationships
between technology and the types of Data Warehouse user (RQ2), I begin to examine if
different utilization rates are associated with personal characteristics (i.e., age, technology
aversion or affinity, gender) and/or system characteristics (i.e., design, functionality,
perceived utility). The extent to which each of these is at play has important implications
for districts wrestling with ways to increase utilization rates specifically, and data use
more broadly.
Finally, a little over a decade’s worth of research on data use in schools has not
produced strong empirical evidence regarding the relationships between principals’
strategic human capital decision making (RQ3), school accountability (RQ4), school
context (RQ4), and their actual data use. Although accessing student and teacher reports is
only part of a larger process of using data, the empirical analysis in this dissertation does
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provide a window into how each of these individual and organizational factors is
associated with differences in the types of Data Warehouse users. Thus, it offers an
important first glimpse at how these factors might contribute to differences in principals’
data use practices more generally.
II.2 Conceptual Framework
Conceptualizing Technology Use
In order to begin to understand how principals might interact with and use the Data
Warehouse during the school year, it may be helpful to describe the process of using the
system. Principals have to turn on their computer, connect to a secure server, open the
Internet, navigate to a login screen, and use their unique user name and password to login
to the Data Warehouse, a user name and password that is different from the many other
user names and passwords that they may be required to use in order to access other
programs, including their email, state websites, and other private software and systems
providers. If they are at home, the process requires them to first login to a Virtual Private
Network (VPN), then proceed with the steps outlined above. Once they are logged into
the system, principals are then presented with a list of reports contained on the system, a
majority of which are static PDF documents, though the Data Warehouse does have a few
reports which allow principals to sort and filter information to generate customized
reports. Thus, there are two processes at work: the process of getting logged into the Data
Warehouse and the process of navigating within the Warehouse to access reports.
For some principals, both processes may be second nature; for others, just sitting down
at a computer may be the last thing they want to do; still others may be comfortable
logging on to the Data Warehouse, but less confident navigating within the system to find
data reports. The point is that principals’ have their own personal inclinations,
dispositions, skills, and preferences towards technology and technology use. In fact, the
Pew Internet and American Life Survey, which polls a nationally representative sample of
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U.S. adults, finds that individuals fall into one of three broad groups of technology users
(Horrigan, 2007):
1. Elite Tech Users: Individual who are heavy and frequent users of the internet and
cell phones and have strong positive views about how technology helps them do
their job and learn new things;
2. Middle-of-the-Road Tech Users: Individuals whose outlook toward information
technology is task-oriented and may find technology intrusive and information
something of a burden; and
3. Users with Few Tech Assets: Individuals for whom modern gadgetry is at or near
the periphery of their daily lives and who are generally content with old media.
Thus, for those principals who may be “Elite Tech Users,” logging into and navigating
within the Data Warehouse and other data systems will be both natural and instinctive;
furthermore, as updates to the system are being made, including new data reports and/or
functionalities, the elite users will be among the first to notice and explore them. They
may also be among those that are most aware of the limitations of the Data Warehouse,
including the types of information found there. Principals who are “Middle-of-the-Road
Tech Users” may be drawn to the Data Warehouse because of it’s utility in helping them
perform the tasks required by their job, but they may find the processes of logging on and
using the system somewhat burdensome. Principals who are among those users with “Few
Tech Assets” are those for whom the technology itself and the process of navigating the
system may be considered largely unnecessary given their preferences for old modes of
accessing information and doing their job. Accordingly, accounting for the presence of
these different users will be an important component of examining how principals might
use the Data Warehouse in systematically different ways during the school year (RQ1).
Nonetheless, from an organizational management perspective, knowing that principals
fall into different categories of technology users may not be as important as knowing how
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to identify reasons for these differences. Decades of research in the academic field of
information sciences has explored and tested theoretical models of individuals’ acceptance
and use of technology in organizational settings (Fishbein and Ajzen, 1975; Ajzen, 1991;
Davis, 1989; Thompson et al., 1991; Moore and Benbasat, 1991; Venkatesh and Speier,
1999). A wide array of applications across many professions and organizational settings
finds that individuals’ intentions to use information systems are often moderated by age
and gender (Venkatesh et al., 2003). More specifically, while there seems to be a general
consensus that age is negatively associated with information systems’ use (Morris et al.,
2005; Czaja et al., 2006), studies examining gender are not so conclusive (Venkatesh and
Morris, 2000; Gefen and Straub, 1997). Research on teachers’ use of computers and
technology in the classroom finds no significant gender differences (Cuban et al., 2001;
Marcinkiewicz, 1993).
Additionally, the information sciences literature finds that individuals’ expectations
regarding the systems’ performance and its perceived ease of use will inform the extent to
which individuals use information and communications technologies (ICTs) in their
workplace settings (Davis, 1989; Venkatesh et al., 2003). For example, systems that are
perceived as providing a relative advantage over previous modes of work (Moore and
Benbasat, 1991); systems that are perceived in helping fulfill job performance
expectations (Compeau and Higgins, 1995); and systems that help fulfill personal goals
and expectations (Compeau et al., 1999) are more likely to be used than those that are
perceived as less helpful (or even more burdensome) in executing job tasks. Moreover,
systems that are perceived as being complex and difficult to understand are less likely to
be used than those perceived as being easy to navigate and use (Thompson et al., 1991).
In short, variation in principals’ inclinations to use technology and the Data
Warehouse may be informed by both ascriptive characteristics (e.g., age, gender) and
personal perceptions (e.g., performance expectancy, ease of use) (RQ2).
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Strategic Data Use
Nevertheless, explaining different Data Warehouse user types with a technological
framework alone fails to account for the fact that the Data Warehouse contains
information on students and teachers that principals’ may strategically use to inform their
human capital decision making and/or respond to accountability pressures and common
conditions found in their external organizational environment. That is, principals may use
the Data Warehouse in systematically different ways because of similarities in their data
use for managing teacher personnel decisions and/or similarities in the ways in which they
respond to external pressures caused by accountability or differences in school context.
Thus, within this conceptualization, differences in Data Warehouse use are less
attributable to the technology itself and more attributable to individuals making strategic
decisions to access the data contained there.
Strategic Decision Making. As outlined in the literature review, some principals
appear to be using data from new teacher evaluation systems to inform their human capital
and instructional decision making (Goldring et al., 2015; Cohen-Vogel, 2011). Central to
these data use practices are the examination of student achievement and teacher
performance data to inform decisions regarding teacher hiring, assignment, support, and
dismissal (Odden, 2011a; Kimball, 2011; Cannata et al., 2014; Drake et al., 2014a). To
explore whether Data Warehouse use is associated with strategic human capital decision
making, I might examine if principals’ own reports of their data use for strategic human
capital decision making or their perception of the barriers they must overcome to use these
data varies by type of Data Warehouse user. One strength of this method is that it can
specifically address the topic of data use for human capital decision making; a weakness,
however, is that principal reports may be biased due to social desirability and/or improper
recall (Rossi et al., 2013). Thus, another method would be to examine when and what
types of reports principals access on the Data Warehouse. Figure 1 provides a visual
representation of when various kinds of student and teacher data are available in the
15
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district, as well as the timing of various human capital decision windows. Using this
timeline for comparison, I could examine how and when different Data Warehouse user
types access specific information in systematically different ways. Large differences
during these human capital decision windows would then be suggestive of strategic data
use. Used in combination, both asking principals to report on their data use for strategic
decision making and examining their actual behaviors during the school year would
provide a more complete picture of principals’ use of the Data Warehouse to inform their
human capital decision making.
Accountability. As reviewed above, the literature on school accountability and data
use suggests schools under accountability pressures to improve performance or face
high-stakes consequences like reconstitution tend to have incentives to interact with data
in different ways than their counterparts in higher achieving school settings (Fusarelli,
2008; Diamond and Cooper, 2007; Firestone and Gonza´lez, 2007). Specific examples
include teachers in low performing schools using data to target bubble-students or
particular standards to improve student performance (Jennings and Bearak, 2014; Au,
2007; Booher-Jennings, 2005). In addition, district and state data systems grew up out of
the accountability movement (Thorn et al., 2007; Wayman et al., 2004). As a result, their
use is often closely associated with school assessment, accountability, and performance
results (Anderson et al., 2010; Marsh, 2012). Accordingly, principals in lower performing
schools may have an incentive to access information on student and teacher performance
in systematically different ways than principals in lower performing schools, particularly
with respect to the amount and type of information they access.
Yet “accountability” can relate not just to the pressures generated from state
educational policies (e.g., NCLB), but to the many formal and informal means of
motivating and holding administrators responsible for their performance (Marsh, 2012). In
this regard, central offices leaders and supervisors fill the role of encouraging principal
data use, often through joint examination of student achievement data (Goertz et al., 2009)
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and/or by holding principals accountable for their human capital decision making
(Cohen-Vogel, 2011; Grissom et al., 2014). Importantly, new principal evaluations also
include provisions that assess principals’ data use, including the systematic collection and
analysis of data to guide decisions and actions for continuous improvement (Clifford and
Ross, 2011; Fuller et al., 2015; Murphy et al., 2011). Principals may also feel accountable
for teacher performance on new teacher evaluation systems, leading some principals to
monitor value-added, observation, and other information on teachers’ performance
(Goldring et al., 2015). Finally, principals may face informal accountability pressures
through parental expectations for student achievement. In particular, principals in high
performing schools often face pressures to maintain high levels of performance. Thus,
principals in these schools may feel driven to monitor student and teacher performance in
order to maintain high achievement levels.
School Context. Different formal and informal accountability pressures also highlight
the different school environments and contexts principals work in. Research on the
information seeking behavior of professionals suggests that principals’ information needs
are influenced by their organizational environment (Leckie et al., 1996). To clarify,
information needs exist in the space between an individual’s current knowledge and that
knowledge which is needed to accomplish a given task (Case, 2012). In this way, they are
unobserved and exist only in an individual’s head (Belkin and Vickery, 1985). As a result,
information needs must be inferred from actions individuals take to seek out and use
information. Although this search process might have some social or intrinsic utility,
professionals largely seek out information to accomplish their work (i.e., instrumental
utility) (Bosman and Renckstorf, 1996). These information search processes seem to be
heavily influenced by job role and organizational context (Leckie et al., 1996).
Decades worth of school effectiveness research has examined school context variables
as it relates to student socioeconomic status, school grade configuration (i.e., school
level), school governance structures, and community type (Teddlie and Reynolds, 2000).
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Importantly, research as found that variations in school level contribute to different forms
of principal leadership. Teddlie et al. (2000) argue that compared with elementary
principals, “...it is probably impossible for a secondary principal to be an expert in all
instructional areas covered by a secondary curriculum” (p.180). Heck (1992) finds that
secondary principals spend substantially less time on key instructional tasks like observing
classroom practices, promoting discussion about instructional issues, and emphasizing the
use of test results for program improvement than do elementary school principals. These
differences are at least partially attributable to the different size of the faculty, students,
and staff between school levels, where middle and high school principals not only have
more specialized subject matter, but also have larger student and faculty populations.
In addition, the effective schools’ literature also suggests that principals work varies
by student socioeconomic status (Teddlie and Reynolds, 2000). Hallinger and Murphy
(1986), for instance, find that principals in low- and high-SES schools vary with regards to
their control of instruction and task orientation. A few studies similarly find that principals
in low-SES schools tend to “manage” teachers and instruction with more control, whereas
principals in high-SES schools tend to “lead” schools through collaboration and vision
(Mendez-Morse, 1992; Firestone and Wilson, 1989).
As a result, principals with different grade arrangements and with different student
populations may use the Data Warehouse in systematically different ways throughout the
school year than principals in elementary school settings. Although work on the
relationship between school level and context and data use has not been empirically
examined in the research literature (Mandinach et al., 2012), research examining the use
of formative assessment data to improve student performance and teachers’ use of a data
dashboard both show variation by school level, although the reasons for these differences
are unclear (Carlson et al., 2011; Shaw and Wayman, 2012).
Along with these more obvious characteristics of the school, a school’s climate may
also contribute to systematically different information needs and information seeking
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behaviors. Principals’ work has been described as “hectic, fast-paced, and relentless”
(Leithwood et al., 2010a, p.27). Along with the many tasks they are required to perform,
their schools’ facilities, organization, schedule, community support, and student conduct
can vary dramatically and shape the time they have to use the Data Warehouse (Uline and
Tschannen-Moran, 2008). For example, it seems reasonable to assume that schools whose
physical environments are not well maintained or with a poor Internet connection; schools
with little community support; and/or schools with student behavior problems may
decrease the time which a principal has to use the Data Warehouse.
II.2.1 Summary of the Conceptual Framework
In this section, I hypothesize that differences in Data Warehouse user types may be
associated with a number of factors (Table 1. These include: (a) technology and
technology use, which has been found to be influenced by both ascriptive characteristics
of individuals (e.g., age, gender) and perceptions of the expected performance and ease of
use of the systems’ themselves; (b) strategic human capital decision making, that may be
captured in both principal self-reports and in the timing of when and how principals
access information on students and teachers throughout the year; (c) school accountability
and school context and climate, which includes student and school characteristics, as well
as indicators of the condition of the school’s physical environment, the community
support, and student behavior.
Importantly, these factors are by no means exhaustive. In particular, there may be
other reasons for systematically different use of the Data Warehouse among principals,
including different training experiences and districts supports. Due to data limitations,
however, these factors cannot be addressed in this study. Future work will build upon this
dissertation by examining the relationship between these other factors and principals’ data
systems’ use.
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Table 1: Summary of Conceptual Framework
Technology and Technology Use Age, gender, expected performance of the Data Ware-
house, ease of use.
Strategic Human Capital Decision Making Principal self-report of data use for human capital deci-
sion making; barriers; timing of when and how principals
access information on students and teachers during the
school year
School Accountability Student achievement; informal accountability pressure
from the central office
School Context & Climate School and student characteristics; condition of the facil-
ities, community support, student behavior
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CHAPTER III
METHODOLOGY
III.1 Data
Data for this dissertation are drawn from one large urban school district in the southern
United States. This district includes 163 schools serving over 80,000 students, 73% of
whom come from economically disadvantaged backgrounds; 15% receive English
language services; and 12% special education. The district invested about 20% of their
Race to the Top (RttT) funds on developing their data systems capability, including the
development of the Data Warehouse. In addition, training on data use and use of the Data
Warehouse is offered in monthly principals’ meetings, although interviews with principals
and central office leaders suggests that these training sessions are short, demonstrative
rather than participative, and inconsistent (Drake et al., 2014b). In addition to these
meetings, the district has a dozen district-level data coaches to support teachers and
principals in use of the Data Warehouse. As with other districts, however, data coaches in
this district have large spans of control and are mainly deployed to support teachers’ use
of student data for instructional improvement (Marsh, 2012; Mandinach et al., 2012;
Weiss, 2012). Interviews with a random sample of principals in the district suggests that
data coaches mainly interact with instructional coaches and teacher-leaders (Drake et al.,
2014b). Thus, while the district’s central office leadership emphasize data use and
data-driven decision making, interviews with and surveys of principals suggests that there
is relatively little data use by principals for instructional and human capital decisions and
low levels of central office support and/or accountability pressure for data use (Drake
et al., 2014b).
For this paper, I use data from three sources: (a) principal Web logs to the district’s
Data Warehouse and the state’s Teacher Value Added (TVA) website; (b) a principal
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survey examining their use of teacher effectiveness data for human capital decision
making; and (c) publicly available school-level administrative and climate data.
Principal Web logs to the Data Warehouse
The district’s Data Warehouse was initially funded by a mayoral initiative to reduce
the number of students dropping out of district schools, though the district’s RttT funds
helped to expand the district’s efforts. Development of the Warehouse began in 2009 with
the goal of providing a common location for academic and non-academic student data,
including student mobility, parental education and income level, and noticeable changes in
the student’s environment. In the fall of 2012, a central office leader who works close with
the data warehouse noted that the “focus...[is] on the student data: attendance, discipline,
grades, test scores. All of our state [and formative] assessment data are loaded in there.”1
Examples of reports include information on student demographics, attendance, behavior,
benchmark test scores, grades, and state standardized test scores. Due to recent changes in
district’s orientation around strategic human capital management, information on teachers
and their performance began to be integrated into the system during the 2012-2013 school
year. Examples include information on teachers’ value-added scores, student standardized
test scores organized by teacher, and teacher attendance.
Currently, the Warehouse has over 200 reports that principals can access. Each time a
principal logs onto the system using their unique username and password, an electronic
timestamp is recorded with information on the report access and the time of day. A
timestamp is encoded information identifying when a certain event occurred, usually
providing a date and time of day (e.g., 7-1-2013 8:14:32 AM). These timestamps are
recorded and stored in log files that can be accessed by system administrators. As part of
this dissertation, I received the log files containing information on principals’ logins
during the 2013-2014 academic school year, starting on July 1, 2013 and running through
1Quotation from an interview we conducted as part of our larger project examining principals’ use of
teacher effectiveness data for human capital decision making (Fall, 2012) (see also, Goldring et al. (2015);
Drake et al. (2014b) and principaldatause.org for more information.)
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June 30, 2014.
Principal Access to the TVA Website
The TVA website provides teachers, administrators, and district leaders with
information on student growth calculated from the state’s standardized test. Value-added
estimation strategies attempt to account for students’ prior test scores in order to isolate
the effect of a year’s worth of education. Some models also “net-out” the effect of other
factors that may influence student test scores, like innate intelligence, family background
characteristics, and the influence of peers in order to calculate a teacher effect.
The TVA measure used in this study uses all of a student’s past test scores to establish
a projected growth score for the current year. After the end-of-year standardized test,
students actual scores are compared to their projected growth. The website offers
principals the opportunity to view value-added scores at the state, district, school, teacher,
and individual student levels. In each case, principals can view growth measures by year
and, when applicable, three year averages.
The site has also developed a number of visualization tools to help principals interpret
the scores. Scores from one to five are color coded from dark red (“students made
substantially less progress than the predicted standard for academic growth”) to dark
green (“students made substantially more progress that the predicted standard for
academic growth”). Each score also includes a standard error, or the level of uncertainty
surrounding the estimation. Principals can use a range of diagnostic tools to view scores
by select student subgroups over time.
For this study, data from the TVA website include the number of times principals login
to the website each month. Unfortunately, information on the reports and tools that they
access and use while on the website are not available. Similarly, information on when
(i.e., day; time of day) principals access the website during the month are not available. It
is also important to note that while TVA information is pulled into the Data Warehouse so
that principals can access the scores directly from the Data Warehouse without having to
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go to the website, the website offers a number of interactive features and data
visualizations that are not accessible in the Data Warehouse.
Principal Survey on Teacher Effectiveness Data Use for Human Capital Decision
Making
The survey data for this study come from a larger study examining principals’ use of
teacher effectiveness data for human capital decision making (Goldring et al., 2015)2. The
survey was designed to ask principals questions about (1) their feelings towards the new
teacher evaluation model and the measures it produces; (2) their data systems and data
systems use; (3) their teacher effectiveness data use in general, as well as for specific
human capital decisions, including teacher hiring, assignment, and dismissal; (4) the
support and professional development they have received from the district; and (5) their
perceptions of various barriers to using teacher effectiveness data for human capital
decision making. The principal survey was distributed through an online platform
(Qualtrics) starting on September, 30 2013, and closed one month later. A total of 110
principals serving in traditional school settings responded to the survey, representing a
response rate of 84.0%.
School-level Administrative Data
Administrative data come from the state’s department of education, and include
school-level information on school type (i.e., elementary, middle, high, other); student
enrollment; student racial/ethnic backgrounds; student free and reduced price lunch status;
and student test score achievement on a variety of state- and nationally-normed
standardized tests. These data come from the most recent release, or the 2012-2013 school
year, a timeframe which reflects the data that would be available to principals using the
data systems during the 2013-2014 school year.
2This survey was administered as part of a larger study on principals’ teacher effectiveness data use for
talent management decision making, with funding from the Bill and Melinda Gates Foundation. For more
information, visit principaldatause.org
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In addition, I utilize information from the Teaching, Empowering, Leading and
Learning (TELL) Survey of teachers administered each year by the state’s department of
education. This survey was administered in the spring of 2014 and captures information
on teachers’ perceptions of their school’s climate during the 2013-2014 school year.
Specifically, teachers report on issues related to facilities and resources; community
engagement and support; and student conduct. The survey had a 79.4% response rate.3
III.2 Sample & Missing Data
The sample includes all public school principals that worked in traditional school
settings in the district during the 2013-2014 school year (n = 131 schools).4 I used a
combination of email and in person visits and obtained consent for the release of
identifiable Data Warehouse login information from 82 principals (62.6% consent rate).
Missing Data
One of the concerns with only having identifiable information on 62.6% of the
district’s principals is that principals who did not consent may be signaling something
about their data use practices during the school year that may bias the results. In
particular, if principals in the non-consent group systematically use the Data Warehouse
less than principals who consented, then my estimates of total use will be biased upwards.
To examine this possibility, I obtained de-identified information on Data Warehouse use
from the full population of principals from the district. Principals who consented were
then identified, allowing for the examination of the differences in Data Warehouse use for
the consent and non-consent groups. To perform this analysis, I regressed total data
3Results from schools with less than a 50% response rate were not included in the public use data file.
4Charter schools were excluded from the sample based on the different ways in which principals in these
schools interact with data and data systems. For example, many principals rely on their own internally
developed processes of data collection and analysis rather than the district’s Warehouse. As evidence, only
129 principals of the 163 total principals in the district used the Data Warehouse at least once during the
school year. Based on conversations with central office leaders, it was determined that a majority of these
“non-users” were charter, special education, and adult education principals. As a result, all of these schools
were eliminated from the analysis. Together, they represent about 20% of the total number of schools in the
district.
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systems’ use on consent, and found the estimated coefficient to be non-significant and
negative (-2.00; p = 0.30). This finding holds even after controlling for variations in
monthly use. Importantly, while there appears to be no difference between the consent and
non-consent groups, the direction of the estimate suggests that, if anything, principals in
the non-consent group used the system more than principals in the consent group, which
would imply that my estimates of Data Warehouse use will be biased downwards.
Since I am also examining the relationship between Data Warehouse use and key
principal and school characteristics, it is also important to examine these differences by
consent status in order to make sure the estimated relationships are not biased as well.
Table 2 reports mean differences between these groups, by select characteristics. As
evident from this table, the consent and non-consent groups are similar on every measure
except one, where the consent group appears to have more high school principals (p =
0.06). As a result, if principals in high school settings use the Data Warehouse on average
more than principals in other settings, the estimates on use will be biased upwards. Given
the small number of high schools (in total) and the analysis of data warehouse use
differences by consent status above, however, it would appear that this is not the case.
Table 2 also shows that there are missing data in some important school and principal
characteristics. In particular, while I have complete data on school characteristics, there
are missing data with respect to the school climate scale and principals’ views on the data
system and central office accountability. The number of principals with missing school
climate information is equal by consent status (n = 3) and nearly equal with regards to the
principal survey (consented: n = 11; non-consented: n = 12); nonetheless, given the
smaller proportion of principals in the non-consented group, these numbers reflect a
different rate in missing data on these variables.
In both cases it is important to explore the reason for the missingness. In the case of
the school climate data, missing data were reflective of a low (< 50 %) teacher response
rate to the TELL survey. Regarding the principal survey on data use and human capital
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decision making, it is unclear why principals did not respond. Given the fact that the true
reasons for these missing data are unknown, I have decided not to assume that the missing
data are missing at random (MAR). As such, I will not use multiple imputation in my
analyses. Instead, due to the small sample size I will be reporting results from the largest
available sample, with supplementary tables in the Appendix with only those principals
with complete data (n=66) (see Section A.2).
III.3 Measures
Types of Data Warehouse Users
Given the longitudinal nature of the data, there are a number of ways to operationalize
“Data Warehouse use” in order to determine if there are distinct types Data Warehouse
users in the sample of principals (RQ1). First, it is important to get a sense of the
distribution of total Data Warehouse use during the school year; that is, the number of
times principals used the Data Warehouse during the school year. As with other count
data, I find that total use has a positive skew, with a median of 126.5, a mean of 162.9, and
a wide range in use from 1 (n=3) to 724 uses (n=1) (Figure 2). Since these numbers
suggest that the median principal only uses the system about 2.4 times a week, I have
decided to use the number of times a principal use the Data Warehouse each month as my
unit of analysis.
In Figure 3, I provide two line charts: in chart A, I graph each principal’s monthly use
of the Data Warehouse from July, 2013 through June, 2014. In thinking about the process
of identifying types of Data Warehouse users, chart A does not seem to reveal any
identifiable patterns. In particular, while there are certain months that seem to be
punctuated by more use than others (e.g., July, March, April), there does not seem to be
any identifiable trends in use. In Chart B, I graph each principal’s cumulative monthly use
of the Data Warehouse to try to capture how their use develops and progresses over the
school year. While there are a large majority of principals that group at the low end of
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Table 2: Non-consent bias, by select principal and school characteristics
Consent N Non-Consent N
Enrollment 596.90 82 598.57 49
(386.54) (263.24)
White (%) 0.35 82 0.38 49
(0.24) (0.23)
African American (%) 0.48 82 0.46 49
(0.26) (0.25)
Latino (%) 0.30 82 0.27 49
(0.32) (0.29)
Math 3 yr average 49.91 68 49.58 43
(8.96) (9.31)
Reading 3 yr average 47.47 68 46.84 43
(10.47) (10.46)
ACT 3 yr average 16.91 18 20.30 4
(1.83) (4.16)
Free-Reduced Lunch (%) 0.75 82 0.74 49
(0.23) (0.22)
Limited English Proficient (%) 0.13 82 0.14 49
(0.18) (0.13)
Special Education (%) 0.12 82 0.13 49
(0.10) (0.04)
Data Systems Scale 2.78 71 2.77 38
(0.39) (0.35)
Central Office Presence Scale 0.01 71 0.15 38
(0.57) (0.75)
Time Scale 0.66 79 0.66 46
(0.14) (0.14)
Facilities Scale 0.82 79 0.82 46
(0.10) (0.11)
Community Support Scale 0.80 79 0.79 46
(0.14) (0.16)
Student Conduct Scale 0.78 79 0.78 46
(0.15) (0.16)
Leadership Scale 0.79 79 0.79 46
(0.14) (0.14)
Professional Development Scale 0.79 79 0.78 46
(0.10) (0.11)
Elementary 0.52 43 0.60 27
Middle 0.24 20 0.29 13
High 0.16+ 13 0.04 2
Notes: Author’s calculations. Standard deviations in parentheses.
*** p < 0.001, ** p < 0.01, * p < 0.05, + p < 0.10
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cumulative use, there seems to be variability that may be explained by the mixing of
heterogenous sub-groups of Data Warehouse users. As a result, in order to examine if
there are different types of Data Warehouse users, I operationalize principals’ “Data
Warehouse use” as the cumulative frequency count of principals’ use each month during
the 2013-2014 school year (Chart B).
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Figure 2: Distribution of Total Data Warehouse Use
Technology and Technology Use
As I outline in the conceptual framework (Section II.2; see also Table 1), principals’
technological affinity and pre-dispositions to use technology will influence the ways in
which they interact with the Data Warehouse. Measures that might account for this
variation include generational differences (i.e., in age, experience), expected performance
of the Data Warehouse, and ease of use. I also use a measure of principals’ use of a
parallel Web-based data system—the TVA website—to further account for their
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Figure 3: Frequency & Cumulative Frequency of Data Warehouse Use
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preferences for technology and technology use.
Since I do not have a direct measure of principals’ ages, I operationalize age with a
measure of principals’ total years of experience as a executive principal, making the
assumption that principals’ years experience will be positively correlated with their age. I
recognize that total years’ experience also captures principals’ familiarity with the job of
the principalship. Thus, any relationship between total years’ experience and types of
Data Warehouse user will confound these two constructs of age and experience. In my
analytic sample, the median principal has 6 years of total experience as an executive
principal, with a standard deviation of 6.3 years and a range of 1 to 22 years.
I operationalize gender as a binary dummy variable (female = 1). In this sample, 61%
of the principals are female.
In order to operationalize principals’ expectations regarding the performance of the
Data Warehouse and its ease of use, I use a 12-item survey question from the Principal
Survey on Teacher Effectiveness Data Use for Human Capital Decision Making. This
question asks principals the following: “Based on your experience with your districts data
dashboard,5 to what extent do you agree or disagree with the following statements?”, with
a 4-item Likert scale ranging from ranging from “Disagree strongly” to “Agree strongly.”
The specific items are:6
1. The dashboard is straightforward to navigate (mean = 3.43, sd = 0.70).
2. The dashboard allows them to access data they could not access before (mean = 3.76, sd = 0.63).
3. The dashboard allows them to analyze data in ways they previously could not (mean = 3.82, sd =
0.51).
4. The data dashboard has made their work easier than it would be without the dashboard (mean = 3.89,
sd = 0.38).
5. You have been appropriately trained to use the dashboard (mean = 3.26, sd = 0.87).
6. You prefer accessing data or reports yourself within the dashboard to asking for data or reports from
5We used the term “data dashboard” in many of our items, which we defined as “an integrated data system
that can be accessed from the principals’ desktop.” In this district, I assume that principals will consider the
Data Warehouse to be their system’s data dashboard.
6Items with an asterisk (*) were reverse coded to provide an overall scale that measures principals’ positive
preferences and dispositions for using the system.
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the central office (mean = 3.52, sd = 0.70).
7. You have not had time to learn how to use the data dashboard (mean = 1.68, sd = 1.00).*
8. The data dashboard does not provide you with anything you could not already obtain from the central
office by asking for it (mean = 1.54, sd = 0.95).*
9. The data dashboard is more trouble than it is worth (mean = 1.22, sd = 0.75).*
10. The data dashboard provides you with useful data or reports (mean = 3.91, sd = 0.67).
11. You do not have time to use the dashboard (mean = 1.95, sd = 1.00).*
12. You prefer having someone else access the dashboard to prepare the reports you need rather than
accessing the data yourself (mean = 2.04, sd = 0.91).*
These items address issues of both performance expectation (e.g., items 2, 3, 4, 5, 8, 9,
10) and ease of use (e.g., items 1, 6, 12), although I combine them into a single factor
called the Data Systems Scale (alpha = 0.75). As the reported sample means for each of
these items suggests, principals have favorable impressions of the ways in which the Data
Warehouse makes work easier and provides them with information they could not access
before, as well as positive impressions of its ease of use. The relatively small standard
deviations also suggest that principals tend to agree on their opinions regarding the Data
Warehouse.
Among the analytic sample of principals, their total use of the TVA website during the
school year ranged from 0 to 63 times, with mean of 12.7 times and a standard deviation
of 12.2.
Strategic Human Capital Decision Making
In the Conceptual Framework, I outline two general ways to explore whether
principals may differ in their Data Warehouse use based on decisions regarding the use of
data for human capital decision making. The first of these ways was to ask principals
directly about their use of data for strategic human capital decision making in specific
human capital areas (e.g., hiring, assignment, dismissal) and their perception of the
barriers they face in using these data for these decisions. In the Principal Survey on
Teacher Effectiveness Data Use for Human Capital Decision Making, we asked principals
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questions related to their use of teacher effectiveness data for hiring, assignment, and
dismissal, as well as a question on their perception of barriers for using teacher
effectiveness data for these decisions.
Hiring. To operationalize principals’ self-reported use of teacher effectiveness data for
hiring decisions, I use the following question: “Assume that you have the following data.
How important were each of the following factors in making decisions about hiring
teachers for your school?” Principals responded to this question with a 4-item Likert scale
ranging from “Not a factor” to “A very important factor.” The individual items were:
1. The teachers observation ratings (mean = 3.26, sd = 0.71).
2. A measure of the achievement growth of the teachers students in prior years (mean = 3.64 , sd =
0.65).
3. The teachers overall evaluation rating (i.e., a rating that combines observation ratings, growth
measures, and other data into a single rating) (mean = 3.45 , sd = 0.64).
4. Direct observation of the teachers instruction in my school (e.g., in a demonstration lesson) (mean =
3.30 , sd = 0.96).
As the means and standard deviations of these items show, principals feel that these
factors range from moderately important to very important. I also created a scale from
these items which I called the Hiring Scale (alpha = 0.77).
Teacher Assignment. To operationalize principals’ self-reported use of teacher
effectiveness data for assignment decisions, I use the following question: “How much
weight do you typically assign to each of the following factors in making decisions about
which grade levels, classes of students, subjects, or courses a teacher will teach?”
Principals responded to a 4-item Likert scale as with hiring, ranging from “Not a factor”
to “A very important factor.” The individual items were:
1. The teachers observation ratings (mean = 3.43, sd = 0.64).
2. A measure of the achievement growth of the teachers students in prior years (mean = 3.60, sd = 0.68).
3. Performance of the teachers students on benchmark assessments (mean = 3.49, sd = 0.64).
4. Performance of specific kinds of students in the teachers class on standardized tests (mean = 3.19, sd
= 0.81).
5. The teachers overall evaluation rating (i.e., a rating that combines observation ratings, growth
measures, and other data into a single rating) (mean = 3.26, sd = 0.69).
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With regards to teacher assignment, it appears that principals rate the use of data as
somewhere between an important and very important factor. I also create a scale from
these items which I call the Assignment Scale (alpha = 0.84).
Teacher Dismissal. To operationalize principals’ self-reported use of teacher
effectiveness data for teacher dismissal decisions, I use the following question from the
survey: “For a teacher for whom you made a decision/recommendation regarding the
renewal of his/her contract last year, how important were each of the following factors?”
Principals responded with the same scale as above, ranging from “Not a factor” to “A very
important factor.” The individual items were:
1. The teachers observation/appraisal ratings (mean = 3.57, sd = 0.65).
2. A measure of the achievement or growth of the teachers students (mean = 3.52, sd = 0.85).
3. The teachers overall evaluation rating (i.e., a rating that combines observation ratings, growth
measures, and other data into a single rating) (mean = 3.57, sd = 0.72).
As with the other human capital decision areas, items related to teacher effectiveness data
are also considered to be moderate to strong factors. I use these items to make a single
scale which I call the Dismissal Scale (alpha = 0.80).
Barriers. As found in prior work on principals’ use of teacher effectiveness data for
human capital decision making, principals face a number of economic, contractual,
cultural, and interpersonal barriers to data use for these decisions (Donaldson, 2013).
With respect to Data Warehouse use, it may follow that principals who perceive greater
obstacles to using the data for decision making may be less likely to use the Data
Warehouse where the data are contained. To operationalize these barriers, I use the
following question from the principal survey: “Below are potential barriers to using
teacher effectiveness data (e.g., teacher observation data, student achievement growth
data) for human capital decisions (e.g., teacher hiring, teacher renewal, teacher support,
assignment of teachers to courses or grades). How much of a barrier does each one
present for your use of teacher effectiveness data?” The principals then responded to a
4-item Likert scale ranging from “Not a barrier” to “A strong barrier.” The items were:
1. Technology: Data are not accessible in an easy format (mean = 2.04, sd = 0.93).
2. Timing: Data are not available when decisions are made (mean = 3.07, sd = 0.96).
3. Skills and knowledge: You dont have enough understanding of the data or the skills to use the data
(mean = 1.55, sd = 0.73).
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4. District culture: The district does not expect data use (mean = 1.16, sd = 0.59).
5. Autonomy: You dont have autonomy over the decisions the data may inform (mean = 2.50, sd =
1.01).
6. Time: You dont have enough time or are too busy running your school (mean = 2.37, sd = 0.98).
7. Validity: Teachers do not believe the data are valid, legitimate, or useful for making human capital
decisions (mean = 2.47, sd = 0.97).
8. Validity: You dont fully believe the data are valid, legitimate, or useful for making human capital
decisions (mean = 1.73, sd = 0.89).
9. Lack of calibration: The calibration and consistency checks of the evaluation data (e.g., observations,
teacher growth data) are not viewed as valid (mean = 1.97, sd = 0.90).
10. Teacher information: Teachers present evidence or information that contradicts the data (mean =
1.96, sd = 0.81).
11. Union rules: The teachers union does not support data use for decision-making (mean = 1.61, sd =
0.81).
12. Principal resistance: You are hesitant to engage personnel with difficult conversations (mean = 1.31,
sd = 0.65).
In general, principals in this district do not perceive many barriers to data use for human
capital decision making. The biggest barrier is the timing of when the data are made
available, which I address in the next section. I combine these barriers into a single scale,
which I call the Barriers Scale (alpha = 0.81).
The second way to examine principals’ strategic human capital decision making is to
examine their use of the Data Warehouse, particularly with respect to the types of reports
they access and the timing of when they access them. Since the Data Warehouse contains
over 200 reports, I decided to code each report into one of four mutually exclusive
categories: (1) student achievement report; (2) student demographic, behavior, and
attendance report; (3) teacher report, including information on teacher value-added or
student achievement reports organized at the teacher level; and (4) other report. The total
number of reports that were accessed by principals in the analytic sample in each category,
as well as the number of principal Web logs for each category, are found in Table 3.
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From this table, we learn that two-thirds of the reports focus on students, divided about
evenly between reports that examine student achievement (e.g., benchmark scores, state
standardized test scores) and reports that provide information on student demographic,
behavior, and attendance (e.g., enrollment, absenteeism, discipline counts). We also learn
that while there are a relatively small number of reports on teachers (11 reports, 7.9%),
principal logins to the Data Warehouse to access these reports represents a little over 20%
of all use.
Along with the types of reports principals’ access, I will be able to use information on
monthly Data Warehouse use to examine the alignment between principals’ access of
specific report types and the timing of various human capital decisions and data
availability. This will help to provide a more complete picture of how different types of
Data Warehouse users vary in their orientation towards strategic human capital decision
making.
Table 3: Overview of Report Categories and Principal Web logs
Report (Example) Total # of Reports
(%)
Principal Logins (%)
Student Achievement Assessment Details For Ac-
tive Students, DEA-TCAP
Proficiency Trend, School
Grades-Ach. Comparison,
TCAP Three Year Compar-
ison
48 (34.3%) 4,965 (37.2%)
Student Demographic, Be-
havior, & Attendance
Enrollment Counts, Mobil-
ity Rates and Distribution,
Chronic Absence List, Daily
Attendance Student List,
Discipline Counts
47 (33.6%) 3,403 (25.5%)
Teacher Data Teacher Attendance,
Teacher Profile, TVAAS
Projection
11 (7.9%) 2,921 (21.9%)
Other Cluster Profile, Data Quality
Details, Staff Job List
32 (22.9%) 2,068 (15.5%)
Total 140 13,357
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Accountability
As described in the literature review and conceptual framework, school accountability
pressures to improve performance or face high-stakes consequences like reconstitution
seem to contribute to differences in data use (Fusarelli, 2008; Diamond and Cooper, 2007;
Firestone and Gonza´lez, 2007). Yet “accountability” can relate not just to the pressures
generated from educational policies (e.g., NCLB), but to the many formal and informal
means of motivating and holding administrators responsible for their performance (Marsh,
2012). In this regard, central offices leaders and supervisors fill the role of encouraging
principal data use, often through joint examination of student achievement data (Goertz
et al., 2009) and/or by holding principals accountable for their human capital decision
making (Cohen-Vogel, 2011; Grissom et al., 2014). To account for the more formal state
accountability pressures schools may be under, I use information on student test score
performance, specifically the percentage of students rated proficient or advanced on math
and reading standardized tests, averaged over 3-years. For high schools, I use the average
three year performance of students taking the ACT.7 For principals in the analytic sample,
the average 3 year percent proficient/advanced for math was 52.8% (s.d. = 8.80) and for
reading was slightly lower at 49.7% (s.d. = 10.61). Average 3 year ACT scores for high
school principals in the sample was 17.1 (s.d. = 1.53).
To account for the more informal accountability pressures principals may face, I use a
single question from the principal survey which asks: “To what extent do the following
statements describe your experiences with your home/central office regarding human
capital decisions (e.g., teacher hiring, teacher renewal, teacher support, assignment of
teachers to courses or grades) in the following ways?” This question contains 9 items, and
principals were asked to respond to a 4-item Likert scale ranging from “Not at all” to “A
large extent.” The items were:
1. Asks you to justify decisions to hire particular teachers (mean = 1.94, sd = 0.84).
2. Monitors the completion rate of your teacher observations (mean = 3.16, sd = 0.77).
3. Ensures that the teacher observation ratings you assign to teachers are aligned with the evidence
7Note: All students in this state are required to take the ACT.
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required in the observation rubric/framework (mean = 2.49, sd = 1.07).
4. Expects your teacher observation scores to align with student achievement measures (mean = 3.53,
sd = 0.67).
5. Monitors the effectiveness of teachers you hired in the past (mean = 2.08, sd = 0.80).
6. Asks you to justify the assignment of teachers to particular subjects and classes (mean = 1.72, sd =
0.78).
7. Asks you to justify the decision to renew the contract of a particular teacher (mean = 1.59, sd = 0.74).
8. Produces reports that show how your teachers are changing in effectiveness over time (mean = 1.67,
sd = 0.87).
9. Compares the professional development you provide to teachers to areas of need as demonstrated by
teacher effectiveness data (mean = 1.91, sd = 0.92).
First, it is important to recognize that these items are oriented towards accountability for
human capital decision making. As the means and standard deviations of these items
suggest, this district seems to hold principals accountable for the teacher evaluation
process and its results (i.e., completion rate, alignment of scores) but not their human
capital decision making, with principals rating a majority of these items between “not at
all” to “a small extent.” Thus, while principals may face informal accountability pressures
from the central office to improve performance or use data to drive improvement, it does
not seem to come through the mechanism of their human capital decision making. This
limitation in the measure notwithstanding, I have decided to combine these items into a
single scale called Central Office Accountability (alpha = 0.82) and use it as a measure
of informal accountability pressure.
As outlined in the conceptual framework, however, there are a number of other
pressures principals may face to use data that I am not able to capture with these data.
These include the pressure principals feel to monitor teacher performance on new teacher
evaluation measures (i.e., value-added, teacher observation) and to maintain performance
given a high amount of pressure from parents and communities.
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School Context and Climate
Because school context may contribute to different data use practices and different
information needs, I operationalize it using six measure:
• School Level, which I operationalize as elementary (54.9 %) or middle/high
(45.1%)
• Enrollment (median = 526 students, s.d. = 365.0)
• Percent of Students on Free-Reduced Price Lunch (FRPL) (mean = 74.8%, s.d.
= 23.4)
• Percent of Students who are English Learner (EL) (mean = 13.3%, s.d. = 17.7)
• Percent of Students who are Special Education (SPED) (mean = 12.3%, s.d. =
10.2).
To account for student racial/ethnic diversity within schools, I use a measure of
racial/ethnic entropy, which captures the extent to which the school is racially/ethnically
isolated (Iceland, 2004; Reardon et al., 2000). More specifically, the entropy index
measures the spatial distribution of multiple racial/ethnic groups in the school (i)
according to the following equation:
Entropyi =−
k
∑
j=1
pi j ln(pi j) (III.1)
where
k = the number of racial/ethnic groups (k = 4; White, African American, Hispanic,
Asian);
pi j = the proportion of the students of jth race/ethnicity in school i;
ni j = the number of population of jth race/ethnicity in school i; and
ni = the total number of students in school i.
The maximum value of Entropyi is ln(k) or ln(4) = 1.39. Thus, a school with an entropy
index of 1.39 would have equal proportions of all racial/ethnic groups (i.e., maximum
diversity) and a school with an entropy index of 0 would contain only one ethnically
homogenous group. In my analytic sample, school entropy measures range from 0.04 to
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1.27, with an average index of 0.93.
Along with these school compositional and student demographic measures, I use
information on teacher reports of school climate from the TELL survey to capture
heterogeneity in principals’ job conditions. Items on the TELL survey ask teachers to rate
their level of agreement (i.e., strongly disagree, disagree, agree, strongly agree) with
statements regarding their schools’ culture and environment. I have chosen to use items
that capture the condition of the school’s facilities, the community support, and student
behavior, with the idea that variation in each of these conditions may contribute to the
amount of time a principal has to use the Data Warehouse. The questions and items are as
follows:
School Facilities. Teachers were asked: “Please rate how strongly you agree or
disagree with the following statements about your school facilities and resources.”
Publicly available data provides information on the proportion of teachers who agree or
strongly agreed to the following items:
1. Teachers have sufficient access to appropriate instructional materials (mean = 0.82%, sd =0.12).
2. Teachers have sufficient access to instructional technology, including computers, printers, software
and internet access (mean = 0.76%, sd =0.17).
3. Teachers have access to reliable communications technology, including phones, faxes and email
(mean = 0.92%, sd =0.07).
4. Teachers have sufficient access to office equipment and supplies such as copy machines, paper, pens,
etc (mean = 0.76, sd =0.17).
5. Teachers have sufficient access to a broad range of professional support personnel (mean = 0.81, sd
=0.12).
6. The school environment is clean and well maintained (mean = 0.78, sd =0.18).
7. Teachers have adequate space to work productively (mean = 0.89, sd =0.09).
8. The physical environment of classrooms in this school supports teaching and learning (mean = 0.87,
sd =0.12).
9. The reliability and speed of Internet connections in this school are sufficient to support instructional
practices (mean = 0.77, sd =0.14).
As the results from these items suggest, teachers in principals’ schools in the analytic
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sample have generally consistent and positive feelings about the conditions of the
facilities, with very little variation. I combine these items into a single scale called
Facilities Scale (alpha = 0.90).
Community Support. Teachers were asked the following regarding community
support: ‘Please rate how strongly you agree or disagree with the following statements
about community support and involvement in your school.” The data for each item was
reported as the proportion of teachers who agreed or strongly agreed with the following:
1. Parents/guardians are influential decision makers in this school (mean = 0.60, sd =0.24).
2. This school maintains clear, two-way communication with parents/guardians and the community
(mean = 0.85, sd =0.13).
3. This school does a good job of encouraging parent/guardian involvement (mean = 0.87, sd =0.13).
4. Teachers provide parents/guardians with useful information about student learning (mean = 0.93, sd
=0.06).
5. Parents/guardians know what is going on in this school (mean = 0.82, sd =0.16).
6. Parents/guardians support teachers, contributing to their success with students (mean = 0.67, sd
=0.21).
7. Community members support teachers, contributing to their success with student (mean = 0.81, sd
=0.14).
8. The community we serve is supportive of this school (mean = 0.81, sd =0.16).
Here we also find that teachers have generally positive views about community support
and engagement, with little variability. I combine these items into a single scale call
Community Support Scale (alpha = 0.93).
Managing Student Conduct. Teachers were asked the following with respect to
student conduct: “Please rate how strongly you agree or disagree with the following
statements about managing student conduct in your school.” As with the other items in
TELL, the publicly available data reported the proportion of teachers that agreed or
strongly agreed with the following:
1. Students at this school understand expectations for their conduct (mean = 0.83, sd = 0.15).
2. Students at this school follow rules of conduct (mean = 0.67, sd = 0.26).
3. Policies and procedures about student conduct are clearly understood by the faculty (mean = 0.82, sd
= 0.14).
4. School administrators consistently enforce rules for student conduct (mean = 0.70, sd = 0.21).
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5. School administrators support teachers’ efforts to maintain discipline in the classroom (mean = 0.78,
sd = 0.18).
6. Teachers consistently enforce rules for student conduct (mean = 0.79, sd = 0.15).
7. The faculty work in a school environment that is safe (mean = 0.89, sd = 0.14).
As with the other questions from TELL, there is not a lot of variation in these items and
teachers have positive views about student conduct. I combine these items to create a
single scale Student Conduct Scale (alpha = 0.95).
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CHAPTER IV
ANALYTIC STRATEGY
IV.1 Overview of Analytic Strategy
Researchers often employ statistical analyses like regression, factor analysis, and
structural equation modeling to take a variable-centered approach to data analysis
(Muthe´n and Muthe´n, 2000). Such analyses often focus on the relationships among
variables, including the prediction of outcomes; the relationships between constructs and
indicators; and the structural relationship(s) between independent and dependent
variables. For example, in this dissertation I might use regression analysis to examine the
relationship between the measures outlined above and principals’ Data Warehouse use. I
might further use the longitudinal nature of the data to examine whether time plays an
influence on principals’ use.
In contrast, cluster analysis, finite mixture analysis, latent class analysis, and latent
transition analysis take a person-centered approach to data analysis, where the goal is to
focus on the relationship among individuals (Muthe´n and Muthe´n, 2000). In these
studies, researchers often wish to model some phenomena based on distinct sub-groups,
types, or categories of individuals (?). While conventional approaches often assume that
individuals come from a single population with a single latent development or growth
trajectory (Raudenbush and Bryk, 2002), latent class- or growth-mixture models offer
researchers the opportunity to examine inter-individual differences in intra-individual
change while taking into account unobserved heterogeneity within the larger population
(Jung and Wickrama, 2008). For example, research on alcohol consumption (Muthe´n and
Muthe´n, 2000; Bucholz et al., 1996) and crime (Nagin and Tremblay, 1999; Broidy et al.,
2003) have been able to document the existence of distinct developmental classes in the
population, in accordance with previous theory.
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Accordingly, in this dissertation I use latent class growth analysis (LCGA) to examine the
growth trajectories of principals’ data systems use over the course of the 2013-2014
school year. LCGA is particularly well suited to the present study because of its ability to
(1) account for heterogenous sub-populations of technology users, like those that may be
found among the US adults population (Horrigan, 2007); (2) fully utilize the longitudinal
nature of the data; and (3) examine the influence of important covariates on class
membership.
IV.1.1 Motivation for Latent Class Growth Modeling
Figure 4: Trajectories of Principals’ Cumulative Use of the Data Warehouse, 2013-2014
LCGM assumes that the observed means, variances, and covariances of principals’
Data Warehouse use over the course of the school year were generated by a continuous
process of principal data systems’ use. Figure 4 show each principals’ trajectory of
cumulative use during the 2013-2014 school year. I have highlighted four individual
principals to demonstrate different patterns of use. Principal A’s trajectory shows
consistent, high use of the Data Warehouse. Principals B and C both have a single month
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of very high use in March and August, respectively, but relatively little use of the system
during the other 11 months. Principal D appears to be among a large group with little use
of the system throughout the entire school year. Importantly, Figure 4 demonstrates that
we should not assume that the continuous developmental process of Data Warehouse use
is monotonic for all principals. Rather, I argue that this unobserved heterogeneity arises
from the mixing of homogenous subpopulations of technology users, as highlighted in the
Pew Internet and American Life Project Survey and as described in Section II.2 (Horrigan,
2007).
IV.1.2 Assumptions, Model Specification, Estimation, and Fit
There are a few key assumptions with LCGM. First, as mentioned above, each type or
class of principal Data Warehouse user contains separate growth models, each with its
own unique estimates of variances and covariance influences (Jung and Wickrama, 2008).
Although the residual variances of the dependent variables may differ across user type, I
have decided to fix these as class invariant (Nagin, 2005).1 In addition, I make the
assumption that, after accounting for class membership, individual principals within a
class differ only due to random error (i.e., individuals are interchangeable). Thus, the
covariances among the dependent variables in the sample are due solely to between class
differences in the class parameters.
Since the data are longitudinal, the within-class means are structured to follow a time
trend. A linear time trend, for instance, would be estimated using the following equation:
yi j = η
(k)
0 +η
(k)
1 timei j+ εi j εi j ∼ N(0,σ2(k)j ) (IV.1)
where,
yi j = cumulative Data Warehouse use for principal i at month j,
timei j = time score (e.g., 0 to 11) for principal i at month j,
1This technique is both common in the literature (Berlin et al., 2014; Nagin and Tremblay, 1999) and
allows for faster model convergence (Kreuter et al., 2007; Jung and Wickrama, 2008).
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η(k)0 = class-specific intercept; model-implied mean when time = 0,
η(k)1 = class-specific linear slope;
εi j = person i’s deviation from their class trajectory, at month j, and
σ2(k)j = within-class residual variance at month j, fixed across class and time.
Importantly, LCGA allows for non-linear class-specific trajectories, which are estimated
using higher-order polynomials (i.e., quadratic, cubic).
Model parameters are estimated using the robust maximum likelihood estimator
(MLR; Mplus v.7). Since the iterative computation of maximum likelihood estimates (i.e.,
the EM algorithm) may converge on a local maximum instead of the true global ML
estimates (Dempster et al., 1977), for each model I run at least 1000 sets with random
starting values to generate the parameter estimates and then iterate using the 100 best
possibilities until model convergence.
In order to decide on the number of latent classes k, I use three considerations, as
recommended by Muthe´n and Muthe´n (2000). First, I use an exploratory, sequential
approach to select the optimal number of classes, according to the Bayesian information
criterion (BIC), which is designed to maximize the likelihood and keep the model
parsimonious (Nagin and Tremblay, 1999; Nagin, 2005). Specifically, I will fit 2-, 3-, and
4-class models with linear and higher-order polynomial (i.e., quadratic, cubic) time trends.
Second, for each principal, I examine the average posterior probability for each class
to make sure that the highest probability is considerably higher than the average posterior
probability for other classes for that individual. Ideally, each principal will have a
posterior probability close to 1 for a particular latent class, and nearly 0 for all the other
latent classes. Individuals in this group will have very little error associated with their
assigned latent class. However, it is often the case that individuals within a sample may
have a response pattern than produces a high degree of uncertainty associated with their
assigned latent class. Accordingly, I will also examine the mean posterior probability for
each latent class and the variation about the mean (?) as well as an entropy-based measure
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of uncertainty, or the weighted average of individuals’ posterior probabilities
(Ramaswamy et al., 1993). In doing so, I will be able to determine the extent to which
individual principals’ class assignments are associated with a single type of Data
Warehouse use.
Finally, I examine the usefulness of latent classes in the context of the study.
Specifically, I will examine the trajectory shapes for similarity, the number of individuals
in each class, and the number of estimated parameters. Given the small sample size and
large number of covariates used in this study, I will be especially sensitive to latent class
size and trajectory shape, with preference given to larger class sizes and more distinct
types of Data Warehouse use.
IV.1.3 Predicting Differences in Data Warehouse User Types
Research Questions 2 through 4 explore the relationship between principals’ predicted
type of Data Warehouse use and factors related to technology, technology use, strategic
human capital decision making, school accountability, and school context. To examine
these relationships, I use a two-step “classify-analyze” approach (Clogg, 1995), where I
first fit an unconditional LCGA model to estimate each principal’s most-likely class
membership or type of Data Warehouse use. I will then treat each principal’s predicted
class membership as observed and examine covariate influences using logistic and
multinomial logistic regression.2
2 It should be noted that this approach is technically inappropriate, in that conventional statistical methods,
such as logistic and multinomial logistic regression, assume that there is no classification error. However, in
these analyses principals’ class assignments are probabilistic, not certain (Nagin, 2005). Nontheless, simu-
lation studies suggest that when entropy is high (i.e., greater than 0.80), most likely class membership was
among the best performing methods in terms of recovering the true value (Clark, 2010).
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CHAPTER V
RESULTS
V.1 RQ1. Are there significantly different types of Data Warehouse users among
principals?
In order to determine if there are different types of Data Warehouse users among
principals, I fit a series of LCGA models that varied by the number of “classes,” or
number of Data Warehouse user types, as well as by the functional form (i.e., linear,
quadratic, cubic) each class may take. As outlined in the conceptual framework,
principals’ have their own personal inclinations, dispositions, skills, and preferences
towards technology and technology use. As reported in the Pew Internet and American
Life Survey, U.S. adults generally fall into one of three broad groups of technology users:
Elite Tech Users, or principals for whom the process of logging on and navigating within
the Data Warehouse will be second nature; Middle-of-the-Road Tech Users, or
principals who may find the Data Warehouse useful in helping them do their job, but also
may consider the process of using the system to be quite burdensome; and Users with
Few Tech Assets, or principals who prefer old modes of work and find the Data
Warehouse to be largely unnecessary.
As I result, I begin by fitting a 3-class model, then I fit a series of 2- and 4-class
models to compare which of these fit the data the best. To determine the best fitting
model, I use a combination of model fit indices (the BIC and AIC) and the models’ ability
to distinguish between user types (entropy). Table 4 I summarize the results.
The 3-class models are consistent across most-likely class membership; that is,
principals are identified with the same Data Warehouse user type regardless of functional
form specification. Importantly, model estimates were replicated, suggesting a global
solution and increasing the stability of the findings. In addition, the entropy for each these
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models is very close to 1 and the average latent class probabilities for most likely latent
class membership by latent class are 1.00, 1.00, and 0.995 respectively. Thus, each of the
3-class models, regardless of functional form specification, are able to accurately
distinguish between Data Warehouse user types.
The 2-class models show that the number of principals who are most likely associated
with a given Data Warehouse user type varies in terms of different functional form
specifications. A visual plot of these different 2-class models (not shown here) shows that
the linear and quadratic specifications fit two user types—one group with little to no use
(Class 1), and another with a constant rate of use (i.e., the linear specification) or an
increasing trend in use (i.e., the quadratic specification) over the course of the school year
(Class 2). Furthermore the quadratic specification fits the data the best according to the
AIC and BIC. The cubic specification, while it does not fit the data the best according to
these model fit indices, does show a second class of 7 principals with a cubic trajectory in
Data Warehouse use. The value of the entropy (1.00) suggests a high degree of accuracy
in distinguishing these two user types. In comparison to the 3-class model, however, the
BIC and AIC suggest that these specifications do not fit the data as well.
While the 4-class model fits the best according to the BIC, the small number of
principals in classes 1 and 4 across all three functional form specifications and a visual
inspection of the average monthly use (not shown here) suggests that classes 2 and 3
follow roughly parallel trajectories, making interpretability difficult (Muthe´n and Muthe´n,
2000). In addition, the best likelihood value of the cubic model was not replicated,
suggesting that the solution may not be trustworthy due to local maxima.
As a result, I find that as the Pew Internet and American Life Survey suggests,
principals form three significantly different and distinct types of Data Warehouse users.
Figure 5 provides a visual illustration of each of these groups. To fit this model, I used a
visual inspection of the estimated means to fit a quadratic function for class 1, a linear
function for class 2, and a cubic function for class 3. Table 5 summarizes the results. I
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Table 4: Summary of Model Fit, by Number of Latent Classes and Functional Form Spec-
ification
2-Class
Linear Quad Cubic
AIC 10084.286 10067.375 10846.398
BIC 10122.793 10108.289 10889.719
N (Class 1) 48 47 75
N (Class 2) 34 35 7
Entropy 0.813 0.824 1.00
3-Class
Linear Quad Cubic
AIC 10056.350 10038.220 10034.999
BIC 10104.485 10093.575 10097.574
N (Class 1) 43 43 43
N (Class 2) 32 32 32
N (Class 3) 7 7 7
Entropy 0.995 0.995 0.995
4-Class
Linear Quad Cubic*
AIC 9006.895 9989.261 8919.737
BIC 9055.281 10047.022 8984.251
N (Class 1) 3 6 2
N (Class 2) 31 28 26
N (Class 3) 31 36 39
N (Class 4) 9 12 7
Entropy 0.979 0.965 0.974
*The best loglikelihood value was not replicated.
The solution may not be trustworthy due to local maxima
Table 5: Class specific estimates
Intercept Linear Slope Quadratic Slope Cubic Slope
Low Use 7.172*** 0.591 0.720* -
(1.148) (1.255) (0.310)
Middle-of-the-Road 21.290*** 17.456*** - -
(3.687) (3.193)
High Flyers 85.772*** 42.322** -3.953 0.366*
(23.838) (15.076) (3.306) (0.167)
Author’s calculations. n = 82; standard errors in parentheses.
* p<0.05, ** p<0.01, *** p<0.001
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now briefly describe each Data Warehouse user type.
Class 1: Low Use
The first class contained a little over half of the principals in the sample (n = 43,
52.2%). Individuals in this group used the Data Warehouse an average of about 7 times in
July (unstandardized mean = 7.172) with a rate of change of less than 1 (unstandardized
linear slope = 0.591), although there appears to be a slightly increasing trend in use over
the course of the school year (unstandardized quadratic slope = 0.720, p<0.05). As a
result, these estimates suggest that principals in this group use the Data Warehouse a total
of about 22 times during the school year. I have labelled this group “Low Use.”
Class 2: Middle-of-the-Road Users
The second class contains roughly 40% of principals in the sample (n=32, 39.3%).
Principals in this group used the Data Warehouse an average of about 21 times in July, and
for each passing month used the Warehouse an additional 17 times (unstandardized mean
slope = 17.456, p<0.001). Thus, by the end of the year principals in this group used the
system a total of about 215 times. I have labelled this group “Middle-of-the-Road Users.”
Class 3: High Flyers
The third and final class contains a small percentage of principals in the sample (n=7,
8.5%). Principals in this group averaged about 86 uses of the Data Warehouse in July, and
each month used the system an additional 42 times, with less use in the winter months and
more use in the latter part of the year (i.e., the cubic trend). In total, principals in this
group use the Data Warehouse about 511 times during the school year. I have labelled this
group the “High-Flyers.”
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V.2 Exploring Differences in Types of Data Warehouse Users
In order to examine the extent to which differences in these three distinct types of Data
Warehouse users can be explained by technology and technology use (RQ2), strategic
behavior by principals to use data for human capital decision making (RQ3), and principal
responses to their environmental context and climate (RQ4), I will use a series of limited
dependent variable models (LDV). Because I have a limited sample size more generally
(n=82) and specifically with respect to the High Flyer class (n=7), I will fit either a
multinomial logit model or a logit model. More specifically, for those models that with a
small number of covariates, I estimate a multinomial logistic model predicting class
membership, using the Low Use trajectory class as the reference category. Using
maximum likelihood estimation, I estimate the following:
pi j(Xi) =
eXiθ j
∑
j
eXiθ j
(V.1)
where,
pi j(Xi) = the probability of membership in group j given Xi,
Xi = a set of explanatory variables, and
θ j = captures the impact of the covariates of interest Xi on the probability of
group membership.
To interpret these estimates, I will report the relative risk ratios (RRR) that indicate the
relative odds that principals will be in a Middle-of-the-Road or High Flyer class as
opposed to the Low User class.
For those models with a greater number of covariates, I combine principals from the
Middle-of-the-Road and High Flyer classes and estimate a logit model, with Low Use as
the reference category. Specifically, I use maximum likelihood estimation to estimate the
following:
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pi1(Xi) =
eβ0+Xiβ
1+ eβ0+Xiβ
(V.2)
where,
pi1(Xi) = the probability of membership in the Middle-of-the-Road and High-Flyer
classes given Xi,
Xi = a vector of explanatory variables, and
β = the corresponding vector of coefficients.
To interpret these estimates, I will report the odds ratios (OR), which indicate the change
in odds of being in the Middle-of-the-Road and High Flyer classes given changes in the
covariates of interest.
V.2.1 RQ2. How do principals’ personal inclinations to use technology and/or their
views of the Data Warehouse distinguish types of Data Warehouse users?
The research literature on information systems’ use in organizational settings suggests
that individuals’ own dispositions to use technology will influence the way in which they
interact with computer systems (Davis, 1989; Venkatesh et al., 2003). As outlined in the
conceptual framework, these dispositional differences may be due to variation in
principals’ ages, gender, expected performance of the Data Warehouse, and perceived ease
of use.
In Table 6, I calculate the means and standard deviations of each of these variables by
Data Warehouse user type. These descriptive results show few substantive differences
between the Low Use and Middle-of-the-Road user types, except that there are a smaller
proportion of females in the middle-class and they tend to use the TVA website on average
about 6 times more than the low use class during the school year. Their years’ experience
and their perceptions of the Data Warehouse’s expected performance and ease of use are
nearly identical, although a few survey items suggest that they have opinions of the system
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Table 6: Technology and Technology Use, by Type of Data Warehouse User
Low Users Middle Users High Flyers
Female 0.65 . 0.53 . 0.71 .
Years’ Experience 8.36 (6.46) 8.04 (6.34) 3.86 (4.30)
Data Systems Scale (standardized) −0.04 (0.38) −0.08 (0.70) 0.01 (0.22)
DWH easy to navigate* 3.49 (0.61) 3.33 (0.83) 3.43 (0.53)
DWH allows access to new data* 3.66 (0.59) 3.67 (0.83) 3.86 (0.38)
DWH allows new analysis* 3.63 (0.65) 3.77 (0.59) 4.00 (0.00)
DWH makes work easier than before* 3.80 (0.41) 3.89 (0.42) 3.86 (0.38)
Appropriate training* 3.23 (0.88) 3.07 (1.00) 3.57 (0.53)
Prefer to use DWH to access data reports* 3.26 (0.78) 3.44 (0.75) 3.57 (0.79)
No time to learn to use DWH* 1.71 (0.84) 1.65 (1.09) 1.43 (0.79)
DWH provides nothing new* 1.97 (1.29) 1.59 (0.97) 1.29 (0.49)
DWH more trouble than it’s worth* 1.26 (0.66) 1.26 (0.86) 1.00 (0.00)
DWH provides useful data reports* 3.89 (0.68) 3.78 (0.85) 4.00 (0.00)
No time to use the DWH* 1.79 (0.88) 1.74 (1.02) 2.29 (0.95)
Prefer to have others use DWH* 2.29 (0.86) 2.00 (0.96) 2.00 (0.82)
TVA Use 8.47 (7.24) 14.38 (12.12) 32.00 (17.72)
Observations 34 27 7
Note: Authors calculations. Standard deviation in parentheses. “DWH” = Data Warehouse
*Items based off a Likert Scale: 1 = “Disagree strongly”; 2 = “Disagree”; 3 = “Agree”; 4 = “Agree strongly”
that align with their different Data Warehouse use patterns. Examples include differences
in their level of disagreement with the statements, “the Data Warehouse provides nothing
new,” and “You prefer to have others use the Data Warehouse,” with Middle-of-the-Road
users expressing stronger disagreement.
Differences between both the low- and middle-use classes and the High Flyers are
most noticeable with respect to their years’ experience as a principal and their use of the
TVA website. More specifically, principals in the High Flyers have an average of about 5
years less experience, and they use the TVA website about 4 times as much as the Low
Users and over 2 times as much as the Middle-of-the-Road users.
In order to examine whether these results are statistically significant, I ran a
multinomial logit model. These results are reported in Table 15. With respect to principal
years’ experience, these results suggest that each additional year of experience is
associated with a 23% reduction in the odds of being in the High Flyer class versus Low
Use class (RRR = 0.77, p = 0.03), given that the other variables in the model are held
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constant. With respect to TVA use, each additional time a principal logs in is associated
with a 7% increase in the odds of being in the Middle-of-the-Road user class (RRR =
1.07, p = 0.04) versus the Low Use class, and a 29% increase in the odds of being in the
High Flyers versus the Low Use class (RRR = 1.29, p = 0.001), ceteris paribus. As evident
from the descriptive table, the differences in views of the Data Warehouse do not appear to
be associated with differences in Data Warehouse user type, a finding that seems to be
associated with the generally positive attitudes principals have towards the system, its ease
of use, and the ways in which it can improve their work.
More generally, these results suggest that principals’ Data Warehouse use may be
more a product of their preferences for using technology more generally and not
necessarily the Warehouse itself. That is, principals who are younger (i.e., in terms of
experience and/or age) seem more pre-disposed to using technology in any of its forms,
with the association between TVA use and Data Warehouse user type presenting strong
empirical evidence in favor of this hypothesis.
Nonetheless, this finding alone seems too technologically deterministic and does not
allow for differences in principals’ preferences for using data strategically and/or in
response to their environmental context. I explore these hypotheses in the next two
sections.
Table 7: Multinomial Logit Results for Measures Associated with Technology and Tech-
nology Use (DV = Predicted Class)
Latent Class
Middle-of-the-Road High Flyers
RRR 95% C.I. RRR 95% C.I.
Years’ Experience 0.97 (0.89, 1.05) 0.77* (0.61, 0.98)
Data System (Scale) 0.64 (0.22, 1.82) 0.13 (0.00, 12.37)
TVA Use 1.07* (1.00, 1.14) 1.29** (1.11, 1.50)
N 69
Reference Category = “Low Use”
+ p<.10, * p<.05, ** p<.01
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V.2.2 RQ3. How does principals’ orientations towards data use for strategic human
capital decision making distinguish types of Data Warehouse users?
An increasingly important part of the data use in education narrative is a vein of
research that explores how schools leaders use data to inform not their instructional, but
human capital decision making (Goldring et al., 2015; Cohen-Vogel, 2011; Cannata et al.,
2014; Drake et al., 2014a). The Data Warehouse offers principals oriented towards data
use for human capital decision making an incredible resource for principals in that it
provides them with a host of organized data reports on their students and teachers—reports
that are updated as soon as new data become available and can be uploaded to the server.
Thus, differences in principals Data Warehouse use may be associated with their
differences in their data use for strategic human capital decision making.
In the conceptual framework I outline two ways to examine this hypothesis: first, I use
results from a survey of principals in the district to explore differences in their responses
to questions regarding their data use for teacher hiring, assignment, and dismissal
decisions, by Data Warehouse user type. I also examine differences in principals’ views
on various barriers for teacher effectiveness data use for human capital decision making.
Using this method, I might expect to find that principals in the Middle-of-the-Road
and High Flyer classes report that they assign greater weight to the use of teacher
effectiveness measures for these decisions. In Table 8, I find some evidence to suggest that
this is the case with respect to hiring and dismissal decisions, though overall differences
between groups are small and variation within groups is relatively large. More
specifically, principals in the Middle-of-the-Road and High Flyer classes seem to assign
greater weight to measures such as student achievement and growth data and overall
evaluation scores—data that are easily accessible in the Data Warehouse. The degree to
which principals consider teacher observation data also seems to vary by user type, with
the High Flyers reporting the highest average responses, though it should be noted that
these data are not available in the Data Warehouse. Weight in teacher assignment decision
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Table 8: Survey Items on HC Decision Making, by Type of Data Warehouse User
Low Users Middle Users High Flyers
Teacher Hiring Scale (Standardized) -0.06 (0.95) -0.03 (0.62) 0.19 (0.41)
Hiring: Use of observation data* 3.29 (0.84) 3.22 (0.75) 3.50 (0.55)
Hiring: Use of student achv./growth data* 3.44 (0.86) 3.63 (0.69) 3.67 (0.52)
Hiring: Use of overall evaluation score* 3.24 (0.83) 3.52 (0.64) 3.50 (0.55)
Hiring: Direct observation of instruction* 3.06 (1.12) 3.33 (1.07) 3.50 (0.55)
Teacher Assignment Scale (Standardized) -0.11 (0.75) 0.09 (0.42) -0.01 (0.54)
Weight in Assign: Observation Scores* 3.21 (0.88) 3.48 (0.64) 3.43 (0.53)
Weight in Assign: Acv/Growth* 3.21 (0.98) 3.63 (0.63) 3.86 (0.38)
Weight in Assign: Student benchmark scores* 3.32 (0.88) 3.44 (0.64) 3.71 (0.49)
Weight in Assign: Subgroup performance* 3.15 (0.89) 3.30 (0.82) 3.14 (0.90)
Weight in Assign: Overall evaluation score* 3.18 (0.90) 3.37 (0.63) 3.14 (0.69)
Teacher Dismissal Scale (Standardized) -0.13 (1.08) -0.01 (0.72) 0.21 (0.39)
Dismissal: Importance of observation scores* 3.48 (0.87) 3.54 (0.65) 3.71 (0.49)
Dismissal: Importance of achv/growth* 3.53 (0.98) 3.62 (0.80) 3.50 (0.84)
Dismissal: Importance of overall evaluation* 3.44 (0.91) 3.58 (0.76) 3.71 (0.49)
Barriers Scale (Standardized) -0.12 (0.61) 0.12 (0.61) 0.03 (0.43)
Technology: Data not in accessible format** 1.71 (0.89) 2.15 (1.06) 2.29 (0.76)
Timing: Data not available for decision-making** 2.68 (1.04) 3.19 (0.83) 3.14 (1.07)
Principal lacks skills/knowledge** 1.80 (0.76) 1.81 (0.80) 1.14 (0.38)
District culture** 1.18 (0.53) 1.33 (0.88) 1.00 (0.00)
Lack of autonomy** 2.17 (1.10) 2.44 (1.19) 2.86 (0.69)
No time** 2.12 (0.95) 2.48 (0.94) 2.57 (1.13)
Teacher don’t believe data are valid** 2.40 (0.95) 2.56 (1.01) 2.29 (0.95)
Principals don’t believe data are valid** 1.70 (0.85) 1.81 (1.00) 1.71 (0.95)
Lack of calibration** 1.82 (0.83) 2.04 (0.98) 2.29 (1.11)
Conflicting information from teachers** 1.82 (0.87) 2.15 (0.82) 1.86 (0.90)
Union does not support** 1.56 (0.82) 1.78 (0.89) 1.50 (0.84)
Principal hesitant to have difficult discussions** 1.27 (0.57) 1.41 (0.80) 1.43 (0.79)
Observations 34 27 7
Note: Authors calculations. Standard deviation in parentheses.
*Items based off a Likert Scale: 1=“Not a factor”; 2=“Minor factor”; 3=“Moderately important factor”; 4=“Major factor”
**Items based off a Likert Scale: 1=“Not a barrier”; 2=“Minor barrier”; 3=“Moderate barrier”; 4=“Strong barrier”
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does not seem to vary by Data Warehouse user type, a finding that seems to be consistent
across many districts engaged in the work of teacher evaluation and data use (Goldring
et al., 2015).
Table 8 also reports differences in principals’ responses to a question regarding their
perceptions of various barriers to data use for human capital decision making. Here I
might expect to find that principals for whom these barriers are not strong are those who
access these data more through the Data Warehouse. Nonetheless, I find that the opposite
seems to be true—principals in the Middle-of-the-Road and High Flyer class perceive
these barriers to be stronger than principals in the Low use class, a finding that seems to be
supported by the logit results (Table 9).
To further explore this finding, Table 8 suggests that these differences are mainly
driven by differences in the perceived barriers of technology (i.e., data are not in an
accessible format); timing (i.e., data are not available for decision making); lack of
autonomy; and lack of time to use the data. In thinking about each one of these individual
items, it may be that those principals who are most oriented towards data use for strategic
human capital decision making would find these to be the biggest barriers in that they are
most familiar with them. With respect to use of the Data Warehouse itself, the technology
barrier is an interesting one to consider, in that principals who are most familiar with the
data reports may be among those who are most likely to find that their format are not
conducive to decision making.1 It should be noted, however, that averages across all these
items are relatively low, somewhere between “not a barrier” and a “small” or “moderate
barrier.”
In general, there does not seem to be strong evidence to support the association
between strategic human capital decision making and type of Data Warehouse user from
this survey. Nevertheless, these items come from principals’ self-reported behaviors from
1 Future work with the district suggests that this may be the case, in that we have been working with the
district to reformat the way in which the data are presented so as to provide principals with data organized
around human capital decision areas.
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Table 9: Logit Results for Measures Associated with Human Capital Decision Making
(DV = Predicted Class)
Middle-of-the-Road / High Flyers
OR
Hiring Scale 1.21
(0.41,3.53)
Assignment Scale 2.58
(0.64,10.42)
Dismissal Scale 0.87
(0.31, 2.44)
Barriers Scale 2.92+
(1.06, 8.07)
N 65
Exponentiated coefficients; 95% confidence interval in parentheses
Reference group: Low Use
+ p<.10, * p<.05, ** p<.01
a survey. As a result, I also examine what types of data principals access on the Data
Warehouse and when they access them, by user class, in order to examine not
self-reported, but actual data use. Specifically, I examine when and how often principals
in each of the three Data Warehouse user types access data reports containing information
on (1) student achievement, (2) student demographics, behavior, and attendance, and (3)
teacher data, including teacher value-added and student achievement information
organized by teacher.
Figure 6 reports the average cumulative monthly use, by each of these data report
types and predicted class, over the school year. In interpreting these figures, it may be
helpful to look for any patterns that may emerge. In particular, the timeline of data
availability and human capital decision windows (Figure 1) suggests that principals may
access data more when they become available and/or when important human capital
decisions need to be made, the majority of which occur during the spring semester.
To explore for these patterns, it may be helpful to first look within class across data
report type. The Low Use class, for instance, accesses student achievement reports at the
highest average rate, only accessing about half as many student demographic, behavior,
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and attendance and teacher reports. This use pattern may not be as much a signal of
strategic use as it is the Data Warehouse’s orientation around student data and the district’s
emphasis on student achievement data use (Drake et al., 2014b). Across each of the report
types, principals in the low use class access more reports in the Spring semester, a time
when human capital decisions are more likely to be made. The timing of the increase (i.e.,
January, February, March) however, suggests that this increase in use may also be
principals preparing for state testing in early April rather than any strategic human capital
decision making.
The principals in the Middle-of-the-Road user type show consistent use of student data
(i.e., student achievement, demographic, behavior, and attendance reports) across the
school year, with roughly parallel lines across the two report categories, although they
access more student achievement reports on average. Their average access to teacher
reports, however, contains an important difference in their trajectory of use during the
month of March, a time in the school year when principals start preparing their budgets
and making decisions about teacher hiring, assignment, and dismissal (Figure 1)—all
decisions that may be informed by information on teachers. It should also be emphasized
that a majority of these reports are related to teacher value-added scores that are available
to principals before the school year starts. Thus, the relatively sharp increase in use in
March is suggestive of principals’ in this group using teacher effectiveness data for the
many human capital decisions they begin to make that month. The High Flyers’ patterns
of use shows remarkably similar trajectories across all three data report types. In addition,
the shape of their access suggests that they access a lot of reports at the beginning of the
school year and during the spring window leading up to state testing and the beginning of
teacher hiring, assignment, and dismissal decision windows in March and April.
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To further examine these differences across Data Warehouse user type by month,
Figure 7 displays bar graphs of the difference in average monthly use between
Middle-of-the-Road and High Flyers, as compared with the Low Use class. The goal with
these figures is to better see the differences in average monthly use. Thus, while we know
that the cumulative totals are going to show relatively large average mean differences, here
we are looking for the variation in these differences during each month of the academic
school year to see if the size of the difference may align with key human capital decisions
or student and teacher data availability.
For instance, student test score and teacher value-added data are made available on the
Data Warehouse in late June, early July. In addition, the overall teacher evaluation score is
made available in September, and the first benchmark exam is posted in late September.
During each of these months, we see the “High Flyers” accessing teacher reports at high
average rates, as compared with the “Low Use” principals. In addition, the
“Middle-of-the-Road” class accesses an average of 5 to 10 more reports than principals in
the low use class during July through October. And, like the line graphs above, we also
see that March and April are months of large average differences between groups, which
may be attributable to differences in data use with respect to teacher hiring, assignment,
and dismissal.
In short, although each of the Middle and High Flyer classes are consistently using the
data system more than the Low Use class for each of the three data types, there are times
during the year when these differences are particularly noticeable. Reasons for these
differences seem to include the timing of when data are made available and the time
periods when key human capital decisions need to be made. Therefore, while the
principals’ self-reported measures do not seem to suggest differences in strategic behavior,
the type of data principals access and the timing of when they access it seem to confirm
strategic behavior around data access for human capital decision making. And, while
these relationships are not formally testable with these data (i.e., human capital decisions
64
or data availability causing more use), they do point to individuals making strategic
choices about when they access data reports on students and teachers.
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V.2.3 RQ4. How does school accountability and organizational context distinguish
types of Data Warehouse users?
Accounting for principals’ dispositions to use technology and the ways in which they
strategically use data to make human capital decisions seems to ignore differences that
might arise from the conditions found in their external environment, including the
accountability pressure they feel, their school demographic composition, and school
climate. As outlined in the conceptual framework, each of these may contribute to
systematic variations in the ways in which principals access data on the Data Warehouse
due to their differing environmental contexts and information needs (Belkin and Vickery,
1985; Leckie et al., 1996; Bosman and Renckstorf, 1996).
School Accountability & Types of Data Warehouse Users
One of the most common themes in the literature on data use in education is the way
in which school accountability pressures may contribute to differences in teacher and
school leader data use (Marsh, 2012; Fusarelli, 2008; Diamond and Cooper, 2007). Given
the common narrative that is found in the data use in education literature, I might expect
that lower performing schools or schools that feel more informal accountability pressures
from their central office are found in disproportionately higher rates in the
Middle-of-the-Road and High Flyer classes.
Table 10, however, suggests that the opposite may be true—principals’ in the Low
User class are in schools that perform at nearly half a standard deviation lower than the
sample mean 3-year math and reading achievement (-0.44), principals in the
Middle-of-the-Road class of users are in schools just below the sample mean (-0.04), and
principals in the High Flyer class of users are in schools that score nearly a third of a
standard deviation above the sample mean (0.32). This same type of relationship seems to
be reflected in the extent to which principals’ feel informal accountability pressures
through their central office, with the Low Use class of users reporting higher average
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central office expectations than the other two classes of users (i.e., the “CO Presence
Scale”), though these differences are quite small.
Table 10: School Accountability, by Type of Data Warehouse User
Low Users Middle Users High Flyers
Achievement (3 yr, Standardized)* -0.44 (0.88) -0.04 (1.06) 0.32 (1.28)
CO Presence Scale (Standardized)** 0.04 (0.63) -0.01 (0.51) -0.09 (0.66)
Justify hiring decisions** 1.80 (0.72) 1.81 (0.74) 2.14 (1.21)
Monitor completion of teacher obsv.** 3.43 (0.74) 3.19 (0.79) 2.71 (0.76)
Obsv. scores aligned with evidence** 2.43 (1.14) 2.63 (1.01) 2.14 (1.07)
Expects alignment achv. & obsv.** 3.40 (0.74) 3.59 (0.57) 3.57 (0.79)
Monitors past hires** 2.15 (1.00) 1.96 (0.71) 2.14 (1.07)
Asks to justify assignment decisions** 1.82 (0.83) 1.63 (0.79) 1.71 (0.76)
Asks to justify renewal decisions** 1.76 (0.85) 1.59 (0.84) 1.43 (0.53)
Produces reports to show effectiveness** 1.74 (0.93) 1.78 (0.85) 1.57 (0.98)
Compares PD decisions with teacher need** 1.91 (0.98) 1.85 (0.82) 2.00 (1.15)
Observations 34 27 7
Note: Authors calculations. Standard deviation in parentheses.
*Standardized 3-year average of the percent of students rated proficient or advanced in math and reading/language arts for
elementary and middle schools; standardized 3-year average ACT performance for high schools.
**Items based off a Likert Scale: 1=“Not at all”; 2=“Small extent”; 3=“Moderate extent”; 4=“Large extent”
The multinomial logit model predicting differences between the Low User class and
the middle- and high-use classes suggests that the difference in school performance is
significant, although the standard errors are large. The results from Table 16 suggest that a
standard deviation increase in achievement is with a 50% increase in the odds of being in
the Middle-of-the-Road versus Low Use class (RRR = 1.50, p = 0.13) and a 94% increase
in the odds of being in the High Flyer versus Low Use class (RRR = 1.94, p = 0.08), given
that the CO presence scale is held constant.
Therefore, it seems that contrary to research that finds a positive relationship between
school accountability and data use, accountability pressure is negatively related to the
Data Warehouse user types. Possible reasons for this difference and the limitations of
these data will be discussed in the next section and chapter.
School Context & Types of Data Warehouse Users
Of course, student achievement is highly correlated with the schools’ student
demographic composition and environment. Thus, it is difficult to make any conclusions
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Table 11: Multinomial Logit Results for Measures Associated with School Accountability
(DV = Predicted Class)
Latent Class
Middle-of-the-Road High Flyers
RRR 95% C.I. RRR 95% C.I.
Achievement (3 yr, Standardized) 1.50 (0.89, 2.54) 1.94+ (0.92, 4.09)
CO Presence Scale (Standardized) 0.87 (0.36, 2.12) 0.68 (0.16, 3.00)
N 67
Reference Category = “Low Use”
+ p<.10, * p<.05, ** p<.01
about school accountability pressures without also accounting for differences in the type
of schools principals work in. A host of research articles on the information seeking
behavior of professionals suggests that organizational environments contribute greatly to
differing information needs; and, while unobserved, these differing information needs
contribute to different patterns in information seeking behavior (Leckie et al., 1996;
Belkin and Vickery, 1985; Bosman and Renckstorf, 1996). Furthermore, research on
school effectiveness suggests that school level and student SES influence how principals
work, including how they encourage teachers to use data (Heck, 1992; Hallinger and
Murphy, 1986; Firestone and Wilson, 1989).
Table 12 shows differences in school context by Data Warehouse user type. These
descriptive results suggest that Middle-of-the-Road Users and High Flyers are
disproportionately found in middle and high school settings, which is reflected in
differences in enrollment as well. Furthermore, the High Flyers are in environments with
lower than average poverty and higher than average racial/ethnic entropy. The percent of
students in special education is essentially equivalent across user types, and the percent
EL, though higher for the High Flyers, has a relatively large standard deviation, which
suggests few systematic differences between groups.
The results from these descriptive statistics suggest that school level, free-reduced
price lunch percentage, and racial/ethnic entropy are school environmental measures that
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Table 12: School Context, by Type of Data Warehouse User
Low Users Middle Users High Flyers
Enrollment 528.81 (281.88) 642.31 (463.50) 705.86 (275.08)
Middle/High School 0.33 (0.47) 0.59 (0.50) 0.57 (0.53)
FRPL (%) 0.78 (0.22) 0.75 (0.21) 0.58 (0.36)
Racial Entropy 0.77 (0.33) 0.93 (0.27) 0.99 (0.24)
SPED (%) 0.13 (0.13) 0.12 (0.05) 0.11 (0.02)
LEP (%) 0.13 (0.19) 0.12 (0.15) 0.19 (0.24)
Observations 34 27 7
Note: Authors calculations. Standard deviation in parentheses.
may have the most significant bearing on differences in Data Warehouse user types. Given
the limited sample size and the relatively strong correlation between these variables
school level and racial/ethnic entropy (r = 0.22), I decided to estimate a multinomial logit
model predicting user type using school level and free-reduced price lunch status. The
results are shown in Table 17.
Although the standard errors are large, these results seem to confirm the finding that
when compared with the Low Use class, the odds of being in the Middle-of-the-Road
class increases significantly when principals are found in middle or high school settings,
holding free-reduced price lunch percentage constant. This model also suggests that
compared with the Low Use class, the odds of being in the High Flyer class decrease
significantly as free-reduced price lunch percentage increases, holding school level
constant.
In general, then, it appears that principals may utilize the Data Warehouse in
systematically different ways in response to differences in their school environment,
specifically their school level and percent of students receiving free and reduced price
lunch.
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Table 13: Multinomial Logit Results for Measures Associated with School Structure (DV
= Predicted Class)
Latent Class
Middle-of-the-Road High Flyers
RRR 95% C.I. RRR 95% C.I.
Middle/High School 2.99* (1.15, 7.75) 2.85 (0.53, 4.09)
FRPL (%) 0.66 (0.08, 5.57) 0.05+ (0.00, 1.05)
N 82
Reference Category = “Low Use”
+ p<.10, * p<.05, ** p<.01
A Note on School Climate & Types of Data Warehouse Users
While it seems reasonable to assume that measures of a school’s environment extend
beyond student demographic and structural characteristics, I find that there is no
differences across various school climate measures by Data Warehouse user type (Table
14). Reasons for this seem to lie with the measures themselves and not with the
hypothesized relationships. More specifically, as described in the Measures section,
teachers generally have consistently positive views about their school’s climate, and each
of the different measures of climate are highly correlated. For example, the three scales
used in this study—facilities, community support, and student conduct—all have
correlations with each other ranging from 0.53 to 0.73. Therefore, while there is little
difference between these measure by Data Warehouse user type, the measures themselves
make it difficult to substantiate any claim regarding the relationship between school
climate and principals’ Data Warehouse user type.
71
Ta
bl
e
14
:
Sc
ho
ol
C
lim
at
e
M
ea
su
re
s,
by
Ty
pe
of
D
at
a
W
ar
eh
ou
se
U
se
r
L
ow
U
se
rs
M
id
dl
e
U
se
rs
H
ig
h
Fl
ye
rs
Fa
ci
lit
ie
s
Sc
al
e
0.
83
(0
.0
9)
0.
82
(0
.1
0)
0.
78
(0
.1
3)
In
st
ru
ct
io
na
lm
at
er
ia
ls
0.
83
(0
.1
0)
0.
80
(0
.1
2)
0.
79
(0
.1
8)
R
el
ia
bl
e
in
st
ru
ct
io
na
lt
ec
hn
ol
og
y
0.
77
(0
.1
5)
0.
78
(0
.1
6)
0.
64
(0
.2
5)
R
el
ia
bl
e
co
m
m
un
ic
at
io
ns
te
ch
no
lo
gy
0.
93
(0
.0
7)
0.
93
(0
.0
8)
0.
90
(0
.0
6)
E
qu
ip
m
en
ta
nd
su
pp
lie
s
0.
76
(0
.1
7)
0.
76
(0
.1
8)
0.
70
(0
.1
8)
Pr
of
es
si
on
al
su
pp
or
tp
er
so
nn
el
0.
81
(0
.1
1)
0.
81
(0
.1
3)
0.
81
(0
.1
4)
C
le
an
an
d
w
el
lm
ai
nt
ai
ne
d
0.
78
(0
.1
7)
0.
77
(0
.2
0)
0.
78
(0
.2
0)
A
de
qu
at
e
w
or
k
sp
ac
e
0.
90
(0
.0
8)
0.
88
(0
.1
0)
0.
84
(0
.1
2)
Ph
ys
ic
al
en
vi
ro
n.
of
cl
as
sr
oo
m
s
su
pp
or
ts
te
ac
hi
ng
an
d
le
ar
ni
ng
0.
87
(0
.1
1)
0.
87
(0
.1
4)
0.
85
(0
.1
3)
R
el
ia
bl
e
In
te
rn
et
co
nn
ec
tio
n
0.
79
(0
.1
5)
0.
75
(0
.1
3)
0.
70
(0
.1
6)
C
om
m
un
ity
Su
pp
or
tS
ca
le
0.
80
(0
.1
3)
0.
79
(0
.1
5)
0.
81
(0
.1
3)
Pa
re
nt
s/
gu
ar
di
an
s
in
flu
en
tia
ld
ec
is
io
n
m
ak
er
s
in
sc
ho
ol
0.
61
(0
.2
4)
0.
59
(0
.2
5)
0.
62
(0
.2
9)
C
le
ar
,t
w
o-
w
ay
co
m
m
un
ic
at
io
n
w
ith
pa
re
nt
s/
gu
ar
di
an
s
0.
85
(0
.1
2)
0.
85
(0
.1
5)
0.
87
(0
.1
1)
Sc
ho
ol
en
co
ur
ag
es
pa
re
nt
al
in
vo
lv
em
en
t
0.
88
(0
.1
2)
0.
85
(0
.1
6)
0.
92
(0
.0
9)
Te
ac
he
rs
pr
ov
id
e
pa
re
nt
s/
gu
ar
di
an
s
w
ith
in
fo
rm
at
io
n
0.
94
(0
.0
6)
0.
92
(0
.0
8)
0.
94
(0
.0
4)
Pa
re
nt
s/
gu
ar
di
an
s
kn
ow
w
ha
t’s
go
in
g
on
in
sc
ho
ol
0.
82
(0
.1
6)
0.
81
(0
.1
8)
0.
80
(0
.1
6)
Pa
re
nt
s/
gu
ar
di
an
s
su
pp
or
tt
ea
ch
er
s
0.
67
(0
.2
0)
0.
67
(0
.2
3)
0.
70
(0
.2
4)
C
om
m
un
ity
m
em
be
rs
su
pp
or
tt
ea
ch
er
s
0.
80
(0
.1
5)
0.
81
(0
.1
5)
0.
83
(0
.1
5)
C
om
m
un
ity
is
su
pp
or
tiv
e
of
sc
ho
ol
0.
80
(0
.1
7)
0.
82
(0
.1
7)
0.
81
(0
.1
3)
St
ud
en
tC
on
du
ct
Sc
al
e
0.
80
(0
.1
3)
0.
76
(0
.1
8)
0.
79
(0
.1
7)
St
ud
en
ts
un
de
rs
ta
nd
ex
pe
ct
at
io
ns
fo
rc
on
du
ct
0.
84
(0
.1
4)
0.
81
(0
.1
7)
0.
85
(0
.1
5)
St
ud
en
ts
fo
llo
w
ru
le
s
of
co
nd
uc
t
0.
68
(0
.2
4)
0.
65
(0
.2
9)
0.
71
(0
.3
1)
Po
lic
ie
s
an
d
pr
oc
ed
ur
es
ar
e
un
de
rs
to
od
0.
84
(0
.1
3)
0.
80
(0
.1
6)
0.
83
(0
.1
0)
Sc
ho
ol
ad
m
in
.c
on
si
st
en
tly
en
fo
rc
e
ru
le
s
0.
72
(0
.1
9)
0.
68
(0
.2
3)
0.
70
(0
.2
2)
Sc
ho
ol
ad
m
in
.s
up
po
rt
te
ac
he
rs
to
m
ai
nt
ai
n
di
sc
ip
lin
e
0.
80
(0
.1
7)
0.
77
(0
.2
0)
0.
79
(0
.1
8)
Te
ac
he
rs
co
ns
is
te
nt
ly
en
fo
rc
e
ru
le
s
0.
83
(0
.1
3)
0.
75
(0
.1
6)
0.
74
(0
.2
0)
Sc
ho
ol
en
vi
ro
nm
en
ti
s
sa
fe
0.
90
(0
.1
0)
0.
87
(0
.1
8)
0.
90
(0
.1
3)
O
bs
er
va
tio
ns
34
27
7
N
ot
e:
A
ut
ho
rs
ca
lc
ul
at
io
ns
.S
ta
nd
ar
d
de
vi
at
io
n
in
pa
re
nt
he
se
s.
*I
te
m
s
ba
se
d
of
fp
ro
po
rt
io
n
of
te
ac
he
rs
w
ho
ag
re
e
or
st
ro
ng
ly
ag
re
e
w
ith
th
e
st
at
em
en
t
72
CHAPTER VI
DISCUSSION
VI.1 Review of the Study
This dissertation has been motivated by the need to better understand how principals
access information on students and teachers from a Data Warehouse during a full
academic school year. More broadly, this dissertation has been motivated by the need to
understand if principals organize into homogenous types of Data Warehouse users, and the
extent to which differences in these use types can be explained by the technology and
technology use; strategic use by the principal to inform their human capital decision
making; and/or the school context and environment, including the accountability pressures
principals may be under. In this dissertation, I set out to answer four questions on
principals’ use of the Data Warehouse:
1. Are there significantly different types of Data Warehouse users among principals?
2. How do principals’ personal inclinations to use technology and/or their views of the
Data Warehouse distinguish types of Data Warehouse users?
3. How does principals’ orientations towards data use for strategic human capital
decision making distinguish types of Data Warehouse users?
4. How does school accountability and organizational context distinguish types of
Data Warehouse users?
I find that in accordance with prior findings on U.S. adult’s use of information and
communications technologies (Horrigan, 2007), principals organize into one of three types
of Data Warehouse users: (1) a Low Use class; (2) Middle-of-the-Road Users; and (3)
High Flyers. The Low Use class contained a little over half of the principals in the sample
(n = 43, 52.2%) and averaged a mean use of 7 times in July, 2013, with an increasing rate
of use over the course of the school year, driven largely by higher average use in the
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spring semester. Principals in this group use the Data Warehouse an estimated total of
only about 22 times during the school year. The second group, the Middle-of-the-Road
Users, contained about 40% of principals in the sample (n=32, 39.3%) and averaged about
21 reports accessed in July alone, with a constant rate of increase of about 17 additional
reports accessed each month. By the end of the year, these principals had accessed a total
of about 215 reports. The final and smallest group, the High Flyers, only represented
about 9% of principals in the sample. This group accessed an average of 86 reports in
July, with a s-shaped use pattern over the course of the school year (i.e., more use at the
beginning and towards the end of the school year), totaling about 511 accessed reports.
I hypothesize that this large disparity of how reports are accessed on the Data
Warehouse between these three user types might be explained by a number of factors
related to technology and/or principals’ strategic responses to the need for information for
(a) human capital decision making, (b) in response to school accountability pressures,
and/or (c) due to differences in school context and climate. Summarizing across all of
these factors, I find that principals in the Middle-of-the-Road and High Flyers user classes
seem to differ from the Low Use class in a few systematic ways.
First, Middle-of-the-Road users access the TVA website at higher rates during the
year; each additional use of the website is associated with a 7% increase in the odds of
being in the Middle-of-the-Road user class (RRR = 1.07, p = 0.04). Compared with the
Low Use class’ slightly increasing trajectory in use over the course of the school year
regardless of data report type, Middle-of-the-Road users also seem to break with their
linear trend in Data Warehouse use in March by accessing more teacher reports, perhaps a
signal of their strategic use of teacher data for hiring, assignment, and dismissal decisions.
Finally, Middle-of-the-Road users tend to be in higher performing schools, and middle
and high schools.1 Therefore, differences in low- and middle-class user types seem to
1 A multinomial logit regression of predicted class membership and these two variables of student achieve-
ment and school level confirms that each of these relationships still hold, holding the other constant. Thus,
it is not just that the middle and high schools are higher performing, but that both of these variables seem to
have an independent effect.
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relate to principals’ dispositions to use teacher data (i.e., through the TVA website and
through increased use in March) and in response to difference school contexts, most
notably those related to student performance and school level.
Second, High Flyers follow many of the same patterns as the Middle-of-the-Road
users when compared to the Low Use class, although the magnitude of these relationships
are often larger. For example, each additional use in the TVA website is associated with an
increase in odds of being in the High Flyer class by 29% as compared to the Low Use
class. Principals in the High Flyers also seem to be strategically accessing data at
particular times in the year when either data become available (e.g. July, August,
September, June) or human capital decision windows open (e.g., March). In looking
across High Flyer’s access to different types of data, however, it seems as though their use
pattern follows a consistent trajectory regardless of the report being accessed. The High
Flyer’s also seem to be disproportionately located in lower poverty, higher achieving
schools; middle and high schools; and schools with higher racial/ethnic diversity. Perhaps
most importantly, principals in this group have on average about 5 years less experience
than both the Middle-of-the-Road and Low Use classes. This equates to about a 23%
reduction in the odds of being in the High Flyer class versus Low Use class (RRR = 0.77,
p = 0.03) for each additional year of experience.
VI.2 Limitations
There are a number of important limitations to this dissertation study. First, although
principal logins provide objective information on when principals access data reports on
their district’s data system, they do not guarantee that it is the principal themselves
accessing the information. In this district, each principal receives a unique login and
password; however, it is well-known that many principals give out this information to
other faculty members, staff, and administrators. To the extent that this is occurring, these
results over-attribute Data Warehouse access to the principal as an individual, and instead
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examine the use of these data systems by the principal and an unknown set of others.
Informal conversations with district principals suggest that while the practice of giving out
login information does occur, it is often to administrative staff and secretaries who pull
reports for faculty meetings at the direct request of the principal. If this is the case, then
others’ access of the data would be functionally equivalent to the principal accessing it
and would not bias principals’ use of the Data Warehouse.
Second, as I will discuss in further detail below, principals may delegate their “data
use” to someone else in the building or district. For example, it is common for some
principals to use an assistant principal, teacher-leader, and/or data coach to access and
analyze information on students and teachers (Means et al., 2010; Mandinach et al.,
2012). If this were occurring, then measures of principals’ data systems use through their
own logins would be downwardly biased. In future work, I plan to exploring this
limitation by interviewing principals with little to no data systems use throughout the
school year to examine whether such a practice is occurring.
Finally, this dissertation does not provide any information on how principals use the
information on the data systems to inform their decision making. That is, while I can
determine what report or dashboard tools principals access, I do not know how that
information is being used for decision making, or even what decision (or set of decisions)
the information is being used to inform. In addition, while there has been a lot of attention
on the use of academic data for decision making, it is clear that principals use many other
forms of data and information to inform decisions—informal hallway conversations,
information on parents, student health, or student interest inventories, for instance
(Jimerson, 2014). In particular, recent work argues that alongside traditional measures of
academic press, schools and districts should be developing more creative and robust
measures of a school’s culture of support and care (Murphy and Torre, 2014). Along with
a principals’ own professional judgment and past experience, these other “data” suggest
that this dissertation may be as much about what is not found on the data system as what
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is found there. Low or highly variable rates of utilization suggest future avenues of
research dedicated to uncovering not only principals’ data use practices, but also those
associated with data systems’ development, training, and support.
VI.3 Implications: Exploring the Factors associated with Differences in Data
Warehouse Users
Generational Differences
In considering the ascriptive characteristics of principals that may be linked to
differences in adult’s use of technology, there seems to be two generational differences
that may influence differences in Data Warehouse use—age and years’ experience.
Principals who are younger, for instance, have been exposed to computers, the Internet,
mobile devices and smart phones, and other digital technologies for a greater proportion
of their life. As such, they may have natural dispositions and tendencies to use technology
regardless of what it offers; that is, younger principals may use the Data Warehouse not
necessarily because it has student and teacher data, but because of its technological
properties—for these principals, using technology is the obvious and most intuitive way of
doing work. Prensky (2001) argues that this immersion of technology has contributed to
different brain structures and ways of operating among those of the rising generation of
“Digital Natives,” wherein “[they] are used to receiving information really fast. They like
to parallel process and multi-task. They prefer graphics before text” (Prensky, 2001, p.1).
All of these differences may contribute to the large gap between the High Flyers and Low
Use classes. It may also explain the relatively small proportion of the sample in the High
Flyer class, given that many of this rising generation are just entering the workforce and
therefore would be found in smaller numbers among those appointed as executive
principals in the district. Therefore, if age is a contributing factor to these differences in
Data Warehouse use, then district’s may respond by in the short-term by targeting training
to older principals, though they may be confident that in the long-run, as more individuals
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from the rising generation ascend to the principalship, they can expect to see greater
utilization rates.
Along with age, principal years’ experience may contribute to differences in the ways
in which principals’ use the Data Warehouse. For example, principals with more
experience may rely on old modes of work that are not driven by student or teacher
performance information, including their own professional judgment, the relational and
interpersonal nature of the job, and/or a more traditional emphasis on managing school
operations (Hargreaves and Goodson, 2006; Terosky, 2013). Principals with more
experience may also not buy into the data-driven movement, viewing it as a fad that will
pass like the many other educational reforms that characterize American public education
(Cuban, 2013). Principals with less experience are least removed from the classroom, and
are therefore more likely to have been exposed to the data-driven movement as a teacher.
Yet, survey evidence from this study suggests that principals’ positive feelings towards
the Data Warehouse’s expected performance does not vary significantly by Data
Warehouse user type—it seems as though principals in the Low Use class are just as likely
to agree that the system offers them information they could not access before and has
made their work-life easier as the other middle- and high-use classes. Their differences in
reported use of student achievement, teacher observation, and overall evaluation score for
teacher hiring and dismissal, though relatively small, may suggest, however, that these
principals are less inclined to use data for decision making. Nonetheless, these findings
need to be balanced with the fact that principals in the Middle-of-the-Road user class
have, on average, about the same number of years’ experience as the Low Use class. Thus
any differences need to be discussed in relation to the gap between the low- and
middle-use classes and the high-use class. It seems clear that these 7 principals have less
experience; what is not clear is whether this lack of experience contributes to a need to be
more data-driven, or whether it is just a signal of a younger cohort of principals and their
affinity for technology or data-driven decision making. Future work is clearly needed to
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explore these differences.
TVA Website & Access to Teacher Data
The findings from this study suggest each additional time a principal logs in to the
website is associated with a 7% increase in the odds of being in the Middle-of-the-Road
user class versus the Low Use class, and a 29% increase in the odds of being in the High
Flyers versus the Low Use class, when all other variables are held constant. Practically
speaking, the degree to which principals use one system seems to be strongly correlated
with the degree to which they use the other. In this sample, for instance, the correlation is
0.58. There may be two reasons for the relationship between use of these two systems.
First, it may be a signal of principals’ pre-dispositions to use technology; that is,
principals who are natural disposed to using one system are likely to use the other.
Second, it may not be as much a technology story is it is a data story. To examine this
possibility, it is important to consider the differences in teacher data use between the low-
and middle-classes of users, since the TVA website is limited to reports on teachers’
value-added. Since we know that there will be raw differences reflected in their different
classes of use, it is important to examine their trends in use. As Figure 6 demonstrates, the
Low Use class follows a similar trend in use across all three report types; the
Middle-of-the-Road users follow a consistent trend of use except for their access of
teacher reports during the month of March, when their pattern breaks dramatically from
the trend with a substantial average increase in use. As I discuss in the Results section,
this may be driven by their use of teacher effectiveness data for human capital decisions.
Regardless of the specific reason(s), this break in the trend suggests that these principals
are interested not just in the technology, but in teacher data specifically—data that are also
found on the TVA website.
Therefore, the relationship between TVA website use and Data Warehouse use may
not just have implications for use of the two technologies, but more importantly about
access and use of the teacher data found there, and the different ways principal may
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engage with these systems to access and ultimately use the data.
Middle & High Schools
The findings from this study suggest that the odds that a principal is in a middle or
high school increases significantly as we move from the Low Use to Middle-of-the-Road
Data Warehouse user classes, and from the Low Use to the High Flyers. It seems
important to consider that principals of middle and high schools confront a very different
organizational landscape than principals in elementary schools. There are generally more
students and parents; more faculty and staff; athletic and academic programs to run;
complicated course schedules to develop and maintain; career and college counseling to
oversee; and higher rates of student dropout, mobility, and disciplinary issues; among
others. These differences in organizational environment may contribute to principals
different patterns of Data Warehouse use, as these principals may be more inclined to
access data to make sense of the complexity of their organizational environment.
Higher Achieving, Lower Poverty Schools
The findings related to Data Warehouse use and student achievement and student
poverty seem to run counter to the data use and school accountability narrative, wherein
lower performing schools feel pressures to access and use data in ways that are
systematically different than their higher achieving peer schools (Diamond and Cooper,
2007; Fusarelli, 2008; Firestone and Gonza´lez, 2007). Although this may have
implications for data use more generally, it may be more a product of the time and effort
required to login and use the system itself and not data use that is contributing to some of
these differences. That is, principals in lower performing settings may have to deal with
many challenges not found as frequently in higher performing settings, including students
with poorer health, higher rates of misbehavior, higher mobility, and housing instability
(Rothstein, 2004); and teachers who are on average less qualified and experienced
(Lankford et al., 2002) and have higher turnover (Ingersoll, 2001; Guin, 2004) and
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absenteeism (Bruno, 2002). These challenges may contribute to their inability to use the
system themselves at the same rates as those principals found in higher achieving school
settings. As such, they may delegate data use to others by having them access reports on
the Data Warehouse. Thus, it may not be that these principals are not using data, but that
they are not accessing it themselves through this system. I develop this idea more in the
next section.
In addition, it may be that the district is strategic about the types of principals that are
being placed in higher achieving schools. That is, while there is a positive relationship
between Data Warehouse user type and student achievement, it may be that the district is
placing teachers and assistant principals who are younger and potentially more
data-driven into higher achieving schools. This profile of a younger, data-driven school
leader also seems to fit within the context of the neighborhoods and communities served
by these higher achieving schools, where young middle- to upper-middle class families
send their children to school.
VI.4 Implications: Exploring Under-Utilization in the Low Use Class
Districts and states all across the country are spending millions of dollars developing
robust data systems like the one examined in this study. The goal of these systems is to
present educators with real-time information on student and teacher performance (Means
et al., 2010; Wayman et al., 2004). The extent to which these systems are being utilized
has only recently been a topic of research. In studying teachers use of a data dashboard
with student achievement data, both Tyler (2011) and Shaw and Wayman (2012) find that
teachers average about 8 to 10 uses per month. Within the context of these districts and
given the amount of money and time invested in developing these data systems, these
levels of use were perceived by the districts and researchers as being low. I find that over
half the principals only access a little over 20 reports during the school year, or an average
of 1 to 2 reports a month. I believe there may be a number of factors that could contribute
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to this underutilization.
First, principals may not be using the system at desirable levels because they have not
received the appropriate training and support. The process of “making sense” of
technology includes what Niece termed “institutional mediation,” or the “extent to which
ICT access is reinforced for...some groups...by institutionally enriched and supportive
contexts” (Neice, 1998, p.9). In the district examined in this dissertation, training on the
system is offered in monthly principals’ meetings, although interviews with principals and
central office leaders suggests that these training sessions are short, demonstrative rather
than participative, and inconsistent (Drake et al., 2014b). In addition to these meetings,
the district has a dozen district-level data coaches to support teachers and principals in use
of the Data Warehouse. As with other districts, however, data coaches in this district have
large spans of control and are mainly deployed to support teachers’ use of student data for
instructional improvement (Marsh, 2012; Mandinach et al., 2012; Weiss, 2012).
Interviews with a random sample of principals in the district suggests that data coaches
mainly interact with instructional coaches and teacher-leaders (Drake et al., 2014b).
Second, principals’ non-use of the Data Warehouse is as much a choice as a choice to
use the system. As Orlikowski (1992) notes, “human agency is always needed to use
technology and this implies the possibility of choosing to act otherwise” (p. 411). Thus,
while there is evidence to suggest that differences in use between Data Warehouse user
types may signal some form of strategic decision making on the part of middle- and
high-class users, the converse may also be true—principals in the low-use class may be
making strategic decisions about not accessing data reports from the Data Warehouse.
Reasons for this strategic non-use behaviors might include principals who delegate data
systems’ use to important others in their building and principals who do not value the data
collected on the system.
Unlike teachers, principals have secretaries, assistant/vice-principals, and
teacher-leaders that can pull data off data systems for them. Thus, low utilization may not
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be a sign of principals’ non-use, but a sign of delegation. In this dissertation, I only
measure reports accessed by individuals logged into principals’ accounts. Importantly, if a
principal relies on someone else to pull reports for leadership, faculty, and other
administrative meetings, then I do account for this in my analysis. In fact, to the extent
that reports on the Data Warehouse are static (e.g., pdf reports), it may not be the best use
of principals’ time to log onto the system themselves if the reports are ultimately made
available to them for analysis and decision making.
Principals may also not value the data that are included on the system. Certainly, the
accountability environment creates formal structures and processes that require principals’
participation. For example, principals oversee the administration of a variety of data
collected on students and teachers throughout the school year, including formative student
assessments, teacher observations, and state standardized tests. Thus, principals have to
engage in data collection and use to the extent that it is mandated by these accountability
processes (Anagnostopoulos et al., 2013). But principals may not value this information,
or at least may value other forms of data on their students and teachers more in making
decisions.
As the primary function of schooling is not just test score performance, but positive
outcomes for children, principals’ may view their primary role as that of fostering and
nurturing communities of pastoral care (Murphy and Torre, 2014). To do so, principals
may focus on other data outside of the traditional test based measures included in the Data
Warehouse, including students’ prosocial values and reasoning (Baker et al., 1997),
emotional well-being (Felner et al., 2007), satisfaction with school (Baker et al., 1997)
and effective social skills (Demaray and Elliott, 2001). Principals may also work more on
developing relationships with students, as strong relationships has been linked to greater
student success (Hattie, 2013; Leithwood et al., 2010b). Thus, low utilization of the Data
Warehouse may, in fact, be a signal from principals that they value other forms of
data—data that are not only connected to improved outcomes for children, but have been
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also linked to student achievement specifically.
Importantly, the reason(s) for underutilization is going to influence districts’
intervention(s) for increased use. If principals are not using the system because of a lack
of training or support, the results from this dissertation suggest that they may respond by
targeting training and support to individual principals who have more experience, are
older, and are less inclined to other computer technologies in their work. In addition, this
district may also consider using High Flyer principals in trainings sessions and/or in
mentorship roles, develop more systematic and consistent training opportunities, and
engage principals in using their own data during these training sessions. If the system is
not being utilized because of data systems use through delegation, then districts will need
to carefully consider if principals’ own engagement with the system is important, or if it is
enough for principals to have principals delegate data access and analysis to others.
Finally, if the underutilization is the result of principals’ discontent with the types of data
included in the system, then districts might respond by co-constructing the development
of the system and its content with principals in the district. In practice, the optimal
decision may include each one of these actions, as principals may vary with respect to
their reasons for low utilization.
Of course, the presence of multiple classes of data systems users does not prove that
some users are underutilizing the system, or even that there is an optimal class of users.
That is, while districts may assume that these rates are low, we cannot determine the
optimal level of use until we examine the causal impact of data systems’ use on job
performance improvement. Thus, it is unclear if more data systems’ use leads to more
efficient (i.e., faster) access to the data and/or more effective practices. As a result, this
study provides an important base upon which to explore these relationships and questions
in future research studies.
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VI.5 Contribution & Future Research
This dissertation contributes to and builds off the current research literature on data
use in education by being among the first to examine principals’ objective use of a Data
Warehouse during an academic school year. Although the importance of school leaders in
successfully supporting and implementing data use initiatives has been thoroughly
documented (Marsh, 2012; Copland, 2003), less is known about how they actually use
data to inform their work. Furthermore, that which is known is often based on principals’
self-reports in surveys and interviews (Wayman et al., 2006; Means et al., 2010) or
descriptions of evidence-based best practices (Goldring and Berends, 2008; Streifer and
Schumann, 2005; Earl and Katz, 2002).
This dissertation breaks from this tradition by exploring how principals access data
reports on teachers and students during a school year and empirically examines the extent
to which data access varies by key personal and environmental characteristics. To do so, I
used a latent class growth analysis, a methodology that is commonly employed in the
psychological sciences, but has only recently begun to be used to examine the ways in
which principals are trained and work (Urick and Bowers, 2014; Bowers and Sprott,
2012). This methodology is particularly well suited to examining outcomes that focuses
on the relationships among individuals, and how individuals group into homogenous
sub-groups (Nagin, 2005; Muthe´n and Muthe´n, 2000).
I find that in accordance with previous work on U.S. adults’ technology use (Horrigan,
2007), principals form three distinct types of Data Warehouse users: Low Users,
Middle-of-the-Road Users, and High Flyers. I also find that differences in these subgroups
are empirically associated with differences in principals’ ages and experience level; their
orientations towards data use for human capital decision making; and their school
contexts, including student achievement, poverty, and school level. Each of these findings
has important implications for future work in the area of educational data use.
First, this dissertation highlights the importance of accounting for the ways in which
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principals receive data. Districts all across the country are investing millions of dollars in
developing data warehouses, dashboards, and systems to support principals’ access to and
use of data (Wayman et al., 2004); nonetheless, training around these systems is weak
(Means et al., 2010) and this dissertation finds that these systems seem to be underutilized
by over half of principals. Future work might explore the reasons for this underutilization.
In particular, future studies might explore the extent to which principals delegate data
systems use to important others (i.e., data coaches, assistant principals, secretaries), and
whether this delegation process is more efficient and/or effective than those who use the
system themselves.
Other work in this area might continue to build on the research literature in the
information sciences that explores how principals’ own expectations and preferences
shape information systems’ use (Venkatesh et al., 2003, 2012). In this dissertation, I used
the best available evidence to try to explore the extent to which differences could be
accounted for by the technology or the data. Ultimately, I find that both the technology
and the data seem to be associated with differences in Data Warehouse use. Nonetheless,
decades of research in this area has created a number of survey scales and indices to
measure engagement with technology and information use (Leckie et al., 1996; Davis,
1989). These scales might profitably be used to help determine the extent to which
technology is a mediating factor in principals’ access to and use of information on state
and district data systems.
Second, this dissertation highlights the importance of accounting for school context in
studies on data use in education. Empirical research on how school context contributes to
data use practices is virtually non-existent (Mandinach et al., 2012). This dissertation
finds that differences in principals’ Data Warehouse use seems to be associated with both
student achievement and school level. Future work might continue to build on this work
by more systematically accounting for school context in exploring differences in data use
practices and the success of data use interventions (c.f., Carlson et al., 2011).
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Third, this study does not examine how principals actually use data once they access
data reports on the Data Warehouse. That is, while I can determine what report or
dashboard tools principals access, I do not know how that information is being used for
decision making, or even what decision (or set of decisions) the information is being used
to inform. Descriptive evidence on when and what types of information principals access
suggests that they may be utilizing specific data (i.e., teacher value-added information) to
inform decisions regarding teacher hiring and dismissal. Nonetheless, future work might
build upon this work by examining how changes in principals’ use of the system or the
types of reports accessed is associated with future changes in principals’ human capital
(i.e., the distribution of effective teachers within the school; the number of highly effective
teachers hired; etc.). This seems especially important given the investment in these
systems that districts are making to develop and support data use.
Finally, while there has been a lot of attention on the use of academic data for decision
making, it is clear that principals may draw upon and use many other forms of data and
information to inform decisions, including informal hallway conversations, information
on parents, student health, or student interest inventories (Jimerson, 2014). In particular,
recent work argues that alongside traditional measures of academic press, schools and
districts should be developing more creative and robust measures of a school’s culture of
support and care (Murphy and Torre, 2014). Along with a principals’ own professional
judgment and past experience, these other “data” suggest that this dissertation may be as
much about what is not found on the data system as what is found there. Low or highly
variable rates of utilization suggest future avenues of research dedicated to uncovering not
only principals’ data use practices, but how schools and districts can begin to leverage
these systems to house new and varied sources of data that can be used to contribute to
positive student outcomes.
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A.2 Supplementary Tables
Table 15: Multinomial Logit Results for Measures Associated with Technology and Tech-
nology Use (DV = Predicted Class)
Latent Class
Middle-of-the-Road High Flyers
RRR 95% C.I. RRR 95% C.I.
Years’ Experience 0.97 (0.89, 1.06) 0.81+ (0.64, 1.02)
Data System (Scale) 0.56 (0.19, 1.63) 0.15 (0.01, 3.23)
TVA Use 1.08* (1.10, 1.43) 1.25** (1.10, 1.43)
N 65
Reference Category = “Low Use”
+ p<.10, * p<.05, ** p<.01
Table 16: Multinomial Logit Results for Measures Associated with School Accountability
(DV = Predicted Class)
Latent Class
Middle-of-the-Road High Flyers
RRR 95% C.I. RRR 95% C.I.
Achievement (3 yr, Standardized) 1.44 (0.85, 2.43) 1.95+ (0.90, 4.23)
CO Presence Scale (Standardized) 0.80 (0.33, 1.95) 0.70 (0.15, 3.32)
N 65
Reference Category = “Low Use”
+ p<.10, * p<.05, ** p<.01
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Table 17: Multinomial Logit Results for Measures Associated with School Structure (DV
= Predicted Class)
Latent Class
Middle-of-the-Road High Flyers
RRR 95% C.I. RRR 95% C.I.
Middle/High School 2.33 (0.81, 6.71) 1.77 (0.29, 10.82)
FRPL (%) 0.56 (0.06, 5.24) 0.05+ (0.00, 1.29)
N 65
Reference Category = “Low Use”
+ p<.10, * p<.05, ** p<.01
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