The restricted maximum likelihood method enhances popularity of maximum likelihood methods for variance component analysis on large scale unbalanced data. As the high throughput biological data sets and the emerged science on uncertainty quantification, such a method receives increasing attention. Estimating the unknown variance parameters with restricted maximum likelihood method usually requires an nonlinear iterative method. Therefore proper formulae for the loglikelihood function and its derivatives play an essential role in practical algorithm design. It is our aim to provide a mathematical introduction to this method, and supply a self-contained derivation on some available formulae used in practical algorithms. Some new proof are supplied.
Introduction
Recent advance in genome-wide association study involves large scale linear mixed models [19, 20, 45, 46, 47] . Quantifying random effects in term of (co-)variance parameters in the linear mixed model is receiving increasing attention [38] . Common random effects are blocks in experiments or observational studies that are replicated across space or time [7, 33] . Other random effects like variation among individuals, genotypes and species also appear frequently. In fact, geneticists and evolutionary biologists have long began to notice the importance of quantifying magnitude of variation among genotypes and spices due to environmental factors [6, 15, 23] , Ecologist recently are interested in the importance of random variation in space and time, or among individual in the study of population dynamics [4, 32] . Similar problems also arises in estimating parameter in high dimensional Gaussian distribution [1] , functional data analysis [2] , model selection analysis [30, 44] and many other applications [35] .
Quantifying such random effects and making a statistical inference requires estimates of the covariance parameters in the underlying model. The estimates are usually obtained by maximizing a log-likelihood function which often involves nonlinearly log-determinant terms. The first derivative of the log-likelihood is often referred to as a score function. To maximize the log-likelihood, one requires to find the zeros of the score functions according to the conceptually simple Newton Method. However, the negative Jacobian matrix of score function, which is often referred to as the observed information matrix is very complicated (see [47, p.825, eq.8] , [27, p.26, eq 11] and I O (θ i , θ j ) in Table 1 ). A remedy is the Fisher's scoring algorithm which uses the Fisher information matrix in stead of the observed matrix [16] [21] . The Fisher information matrix is simper than the Jacobian matrix but still involves a trace term of four matrix-matrix product(see I(θ i , θ j ) in Table 1 ). Such a trace term is computationally prohibitive for large data sets. For variance matrices which linearly depend on the underlying variance parameters, [17] introduced the average information matrix (see Table 1 I A (θ i , θ j )) which only involves a quadratic form. It can be efficiently computed by matrix vector multiplications. Such an average information matrix serves one of the basis of the averaged information restricted maximum likelihood algorithm [9, 25] . For general variance matrix, this average information matrix is the main part of the exact average of the observed and Fisher information matrices, the negligible part which involves a lot of computation is a random zero matrix [48, 49] . After some matrix transform, the "average information" can be computed by solving a sparse linear system with multiple right hand sides. Together with an efficient sparse factorization algorithm, it enables the derivatives methods work for high throughput biological data sets [41] [50] .
Derivative free [10] methods have been studied. They require less computational time per iteration, but they converge slow and require more iterates, especially for large scale problems [29] . Comparisons in [28] shows that the derivative approach requires less time for most cases. That is why recent large scale genome wide association applications [19, 20, 46, 47] and robust software development prefer the derivative approach. In this paper, we focus on essential formulae used in an derivative method.
This papers aims to provide a self-contained derivation on these essential formulae used in practical algorithms. Most of the formulae are available in publications in statistics [13] , animal breeding [10] [24] and quantitative genetics [27] [25] . These publications are written in a statistician perspective and omitted some necessary brief proof which prevent general algorithm designers to follow. Even some recent algorithms still employ an out-of-date formula [47, p.825,eq.8] . One of our aims is to fill such a gap. Therefore, we focus on brief mathematical derivation on this formulae. For more statistical introduction to the linear mixed model and applications, the reader is directed to the review articles [37] , its application in quantitative genetics [38] and the classical book by Searle et al [36, Chapter 6.6] . Most of the proof supplied here are new and derived independently. We have tried our best to attribute these results to other existing results, if any. Since there are voluminous publications on linear mixed models, we apology if there are some relevant work we haven't noticed yet. The derivation on the derivatives are simper and and brief than previous derivations in [42] , this may shed light on general variance parameter estimation scheme for the Gaussian process [42] [43] . The derivations shows that evaluating the restricted log-likelihood function and its approximate second derivatives is closely related to efficient sparse factorization techniques. These formulae together with efficient sparse matrix techniques enables 
derivative maximum likelihood methods to work on large scale biological data set [41] [50] .
The reminder of the paper is organised as follows. In Section 2, we shall introduce the variance parameter estimation problem associated to the linear mixed model. Followed by an existence theorem on choosing an error contrast transform to derive the restricted maximum likelihood and three equivalent formulae for the restricted log-likelihood in Section 3. In section 4, we provide derivations on the first derivatives and seconde derivatives. Section 5 discuss computing issues. The paper is concluded with some discussion and remarks.
Preliminary
The basic model we considered is the widely used Linear Mixed Model(LMM),
In the model, y ∈ R n×1 is a vector of observable measurements τ ∈ R p×1 is a vector of fixed effects, X ∈ R n×p is a design matrix which corresponds to the fixed effects, u ∈ R b×1 is a vector of random effects, Z ∈ R n×b is a design matrix which corresponds to combination of random effects. e ∈ R n×1 is the vector of residual errors. The linear mixed model is an extension to the linear model
LMM allows additional random components, u, as correlated error terms, the linear mixed model is also referred to as linear mixed-effects models. The term(s) u can be added level by level, therefore it is also referred to as hierarchal models. It brings a wider range of variance structures and models than the linear model in (2) does. For instance, in most cases, we suppose that the random effects, u, and the residual errors, e, are multivariate normal distributions such that
where G ∈ R b×b , R ∈ R n×n . We shall denote κ = (γ; φ) T . Under these assumptions, we have 
For such a forward problem, confidence or uncertainty of the estimations of the fixed and random effects can be quantified in term of co-variance of the estimators and the predictors
where C is the coefficient matrix in the mixed model equation (6) . In many other more realistic and interesting cases. The variance parameter θ is unknown and to be estimated. This paper focuses on these cases. One of the commonly used methods to estimate variance parameters is the maximum likelihood principle. In this approach, one starts with the distribution of the random vector y. The variance of y in the linear mixed model (1) is
and the likelihood function of y is
Since the logarithmic transformation is monotonic, it is equivalent to maximize log
A maximum likelihood estimates for the variance parameter θ iŝ
The maximum likelihood estimate,σ 2 , for the variance parameter is asymptotically approaching to the true value, σ 2 , however, the bias is relative large for finite observations with relative many effective fixed effects. Precisely
where ν = rank(X). A remedy to remove or at least reduce such a bias is the Restricted Maximum Likelihood (REML) [31] , which is also referred to as the marginal maximum likelihood method or REsidual Maximum Likelihood method. In original derivation of REML, the observation y is transformed into two statically independent parts, S y and Qy such that cov(S y, Qy) = 0, where 4
Algorithm 1 Newton-Raphson method to solve S (θ) = 0. 1: Give an initial guess of θ 0 2: for k = 0, 1, 2, · · · until convergence do 3:
X is a projection matrix with rank ν = rank(X) such that E(S y) = 0, and Q = X T V −1 is a weighted project matrix with rank ν. The likelihood for S y does not involves the information related to the fixed effects. Such a transform S y such that E(S y) = 0 is referred to as the error contrast [12] . A simpler error contrast to derive REML was suggested in [39] : for any
2 X = 0 ( Theorem 1 provides an independent proof on how to choose such an error contrast transformation).
The fixed effects are determined by maximizing the log-likelihood function of L
is used to derive the restricted likelihood:
The REML estimate for the variance parameter iŝ
Such an estimate removes redundant freedoms which are used in estimating the fixed effects and is often unbiase. Because of such an unbiased estimation, the REML method enhances the popularity of restricted maximum likelihood methods.
Error contrast transform and closed formulae for the restricted log-likelihood
We first provide a rigorous proof on the existence of the the error contrast transform and thus how to construct the error contrast transform. We shall first introduce the following lemma.
On choice of the error contrast transform
Proof. It is easy to verify that P X is an symmetric projection/idempotent matrix, i.e.
Since P X (I − P X ) = 0, the eigenvalues of P X are 1 and 0. There exists an orthogonal matrix
One can show that there are exactly p eigenvalues with 1. Equivalently,
It is clear that each column of K 1 (K 2 ) is an eigenvector of P X corresponding to the eigenvalue 1(0). Further according to P X X = X, each column of X is an eigenvector corresponding to 1.
Since eigenvectors corresponding to different eigenvalues are orthogonal, we have
Further, one can verify that
We have 
Closed formulae of the restricted log-likelihood function
The restricted log-likelihood given in (12) involves an intermediate matrix L 2 . We shall prove this formula is equivalent to the close formula given in [13] 
where
and C is the coefficient matrix of the mixed model equation. To prove the equivalence, we first introduce the following lemmas.
Lemma 2. Let X ∈ R
n×p be full rank and P X = X(XX)
. Since the columns of B is linear independent, therefore we have the identity
Use
and
Proof. The equation (20) is due to [18] (see also [36, Appendix M.4f] ). Here it is a directly consequence of Lemma 2. Since V is symmetric positive definite, then there exists a symmetric positive 7
According to Theorem 2, we have
Multiply V −1/2 on left and right on both side of the equation, we obtain
Using the equation (20) on the right hand side of (21), we have
Theorem 2. The residual log-likelihood for the linear mixed model can be written as follows:
where V = V(θ) = σ 2 (R + ZGZ T ) and
Proof. The formulae (24) and (25) are standard and can be found in standard text book, see [36, Chapter 6.6 .e], The formula (26) are often used in a derivative-free approach [10] . Here we provide a unified proof. According to Lemma 3,
Then we use the identity
8 which proves the equivalence between the first two formulae.
Apply the Woodbury matrix identity [11] 
Therefore we have
This is nothing but the Schur complement for the block elimination of the matrix C
Now consider the block elimination of the following matrix
Similarly, we have
Therefore we have log|C|
Combine (29) and (33), we conclude the equivalence between (25) and (26).
Scores and its derivatives for REML
The first derivatives of a log-likelihood function is referred to as a score function. The negative Jacobian matrix of the score function, or the negative Hessian matrix of the log-likelihood, is called the observed information. The Fisher information matrix is the expect value of the the observed information matrix. These derivatives and related terms of a log-likelihood function play 9 an important role in an derivative approach to estimate the variance parameters. Formulae here are based on the pioneering work by [13] , [16] , [24] , [27] [25] . The classical textbook [36, Chapter 6.6] derives some of the formulae in the case when the variance matrices satisfies
. We shall follow the frame work given in [36, Chapter 6.6] . The idea of averaged information splitting theorem generalized the average information for variance matrix with linear variance structure proposed by [17] . The authors of [42] use formulae (25) and divide ℓ R into three part and works on them separately. The derivation provided here is brief and simpler than those in [42] .
The score functions for residual log-likelihood Theorem 3 ([13]). Let X ∈ R
n×p be full rank in the linear mixed model (1) and the restricted log-likelihood function be given as ℓ R (θ) in (12) . The scores of the residual log-likelihood ℓ R are given by
Proof. This formula and the following derivation are based on [36, 
Using the fact on matrix derivatives of log determinant [14, 
For the second term in (35) 
We have [36, p. 252, eq . (91)]
Observed information matrix: negative Jacobian of the score
The negative of the Hessian matrix of a log-likelihood function, or the negative Jacobian of the score function, is often refereed to as the observed information matrix,
In term of the observed information matrix, line 3 in Algorithm 1 reads as
Theorem 4 ([13]). Elements of the observed information matrix for the residual log-likelihood (12) are given by
Proof. The first two terms in (39) follows by applying the result in (37),
The last two terms in (39) follows because of the result in (37), we have
Further note thatV i ,Ḣ j and P are symmetric. The second term in (39) follows because of
The elements (39) in the observed information matrix, the negative Jacobian matrix of the score, involve the trace product of four matrices. It is computationally prohibitive for large data set. Therefore it is necessary to approximate the Jacobian matrix for efficiency. 11 
The Fisher information matrix
The Fisher information matrix, I, is the expect value of the observed information matrix, I = E(I o ). The Fisher information matrix has a simpler form than the observed information matrix and provides essential information on the observations, and thus it is a nature approximation to the observed information matrix. (12) are given by
Theorem 5 ([13]). Elements of the Fisher information matrix for the residual log-likelihood function in
Proof. The formulas can be found in [9] . Here we supply an alternative proof. First note that
Then
Notice that PV P = P. Apply the procedure in (44), we have
This proves the result.
Remark 2. For a variance matrix V such thatV i j = 0, Meyer and Smith [24] notice that
Such a formula is used in [28] and [29] . [42] 
also splits the derivatives into G terms, R terms and correlated terms(C).
Using the Fishing information matrix as an approximate to the negative Jacobian result in the widely used Fisher-scoring algorithm [21] . Jennrich Sampson found the Fisher-scoring algorithm is more robust to poor starting value [16] . 
θ k+1 = θ k + δ k 5: end for
Average information matrix for variance matrices linearly depending variance parameters
For variance matrix V such thatV i j = 0, Johnson and Tompson [17] noticed that the average of the observed and the Fisher information enjoys an computational efficient formula, [17] [27] [25]
We shall call I A as the average information matrix. This formula is used in the average information REML algorithm [9] , which serves one of the foundation of the ASReml software package [8] .
There are quite a few cases whenV i j = 0, for example, we reformulated the linear mixed model as
where u i ∈ R b i are random effects in the level i, and cov(u i , u j) = 0. Then the variance matrix G has the formula
Then the variance matrix
, thenV i j = 0. For such cases, the close form of inverse of the variancecovariance matrix is available
Averaged information splitting matrix
In general, whenV 0, I A defined in (46), is not the average of the observed and expected information but only a main part of it. The following theorem gives a precise and concise mathematical explanation [48, 49] . 
4:
Proof. Let the elements of I A are defined as in (46) then apply the result in (45), we have
On the other hand, we have
Notice that
then we have and E(I Z ) = 0.
Theorem 6 indicates that approximate information matrix I A defined in (46) is the essential main part of the average of the observed information and the Fisher information matrix. To tell the difference with the real average , we can refer I A as the averaged information splitting matrix. It is a good approximation to the Fisher information matrix, but unlike the Fisher information matrix which is data independent, the averaged information splitting matrix is a data dependent.
Computing issues
Compare I A with I O , and I F in Table 1 , in contrast with I O (θ i , θ j ) which involves 4 matrixmatrix products, I A (θ i , θ j ) only involves a quadratic term, which can be evaluated by four matrixvector multiplications and an inner product as in Algorithm 4.This provide a simple formula. Still the matrix vector multiplication of Py involves the inverse of the H which is of order n × n. When the observations is greater than the number of fixed and random effects, say n > p+b, we can obtain a much simpler matrix vector multiplication as R −1 e, where e is the fitted residual e = y − Xτ − Zũ.
Lemma 4. The inverse of the matrix C in (6) is given by
Proof. According to Fact [3, Fact 2.17.3] on 2 × 2 partitioned matrix, C −1 is given by
where S = A − BD −1 B T . So we only need to prove
We shall prove the following results Theorem 7. Let P be defined in (27) ,τ andũ be the solution to (6) , and e be the residual e = y − Xτ − Zũ, then
where W = [X, Z] is the design matrix for the fixed and random effects and
Proof. Suppose (53) hold, then From above results, we find out that evaluating the matrix vector Py is equivalent the solve the linear system (6)
and then evaluate the weighted residual R −1 e. Notice that the matrix P ∈ R n×n . On contrast, C ∈ R (we assume that other terms in (26) is easer to obtain.) On the other hand the factorization can be reused in line 6 in Algorithm 5. 
Discussion
The paper details that the elements of an approximate Hessian matrix of the log-likelihood function can be computed by solving the mixed model equations. Matrix transforms play animportant role in splitting the average Jacobian matrices of the score function. Such a splitting results in a simple approximated Jacobian matrix which reduces computations form four matrixmatrix multiplications to four matrix-vector multiplications. This significantly reduces the time for evaluating the Jacobian matrix in the Newton method. The problem of evaluating the Jacobian matrix of the score function finally is reduced to solving the mixed model equations (6) with multiple right hand sides. At the end of the day, an efficient sparse factorization method plays a crucial role in evaluation the Hessian matrix of the log-likelihood function.
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