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Abstract
Monochromatic light rays incident from some directions on a glass prism emerge from the prism with their direction changed.
For many thick prisms, emerging light rays are obscured at a boundary. The purpose of this paper is to show that particular light
ray deviations can be approximated by polynomials of varying degree over a domain of incident angles. The angles of deviation
depend on the apex angle, the direction of incidence with respect to the prism, and the material of the prism. For a prism in air, the
incident direction is allowed to vary for a chosen range of apex angles. For each apex angle value and each incident direction, the
corresponding ray deviation values are calculated. The theoretical equations for the extremes of angular deviation are nonlinear and
awkward to use. Because of their ease of application and goodness of fit, polynomials of varying degree and nature are chosen to
approximate these nonlinear equations. Graphical comparisons are made between these approximating polynomial equations and
the corresponding exact nonlinear extrema of angular deviation equations. We show that these cumbersome nonlinear equations can
very confidently be replaced by their much simpler specific polynomial least-squares approximating equations. The most accurate
and easily computed of these approximating equations can then more readily be used in further computations.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The prism is second only to the lens as a useful optical element. In their simplest form, two non-parallel plane
surfaces create a refracting angle of the prism that directs light and deviates rays. Each refraction bends rays incident
on a refracting face in an angular direction towards or away from the apex. Prisms with small apical angles allow light
rays from all directions to pass through them. The deviation is fairly constant for nearly all angles of incidence, so
that the power of a thin prism can be determined with little error even when rays are incident obliquely on a surface.
Thus, thin prisms function in a very predictable way, though not totally without restriction. In this paper, we show
that for a prism with a larger apical angle, the complexity of the picture changes somewhat. The demand is that light
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Fig. 1. Schematic representation of a thick prism in air.
Fig. 2. A ray of monochromatic light traced to emerge from a prism: geometry for refraction.
going in must emerge from a prism directly. The incident and refracting angles are varied to see which angle values
limit ray emergence. The result is a fairly complete view of the behaviour of all prisms transmitting rays without any
reflection. Particular light ray deviations are shown to be approximated by polynomials of varying degree and nature
over a domain of incident angles.
2. Prism refraction
A thick prism is illustrated in Fig. 1. The line along which the refracting faces intersect is called the refracting edge
of a prism. A plane section of a prism perpendicular to the refracting edge is called a principal section. We trace the
path of a monochromatic ray of light as it passes through a principal section of a prism whose refracting angle is α
[1, p. 192]. Let the prism material be homogeneous, of index of refraction n, and let it be in air. The incident ray
makes an angle φ1 with the normal to the first surface, as shown in Fig. 2.
From the geometry of this figure, the angle of deviation is
δ = φ1 + φ2 − α (1)
where φ2 is the angle at which the ray emerges in air. Also, Snell’s law [2, p. 6], [3, pp. 3–4], [4, p. 19], [5, p. 101] at
the points of incidence and emergence is (refer to Appendix A for a more detailed derivation)
sinφ2 = sinα
√
n2 − sin2 φ1 − cosα sinφ1,
so that
δ = φ1 + arcsin(sinα
√
n2 − sin2 φ1 − cosα sinφ1)− α (2)
is a function of α, φ1 and n only; that is δ = f (α, φ1, n). For the rest of the discussion, n will be fixed so that
δ = f (α, φ1).
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3. Limitations on angles and implications
The sine function cannot exceed 1. In the context of this paper, when this occurs in computation, it means that
the ray of light undergoes total internal reflection, and there is no angle of refraction. From Eq. (1), existence of the
deviation δ rests on the existence of φ2. This requires that | sinφ2| ≤ 1, which in turn restricts φ1 to values for which
(refer to Appendix B for a more detailed derivation)
sinφ1 ≥ sinα
√
n2 − 1− cosα. (3)
Thus, for the deviation of light to be measured (that is, for light to emerge), the equality sign in Eq. (3) gives the
smallest angle φ1 of incidence. Suppose we call this value φmin. Then a deviation exists only for the values φ1 ≥ φmin.
When φ1 = φmin and φ2 = pi/2, the ray emerges grazing the surface. Using Eq. (1), the ray passes through the prism
in the least symmetric way, with the deviation reaching a maximum
δmax = φmin + pi/2− α
= pi/2− α + arcsin(sinα
√
n2 − 1− cosα)
= arccos(cosα − sinα
√
n2 − 1)− α (4)
when the minimum angle of incidence φmin at the first surface is
φmin = arcsin(sinα
√
n2 − 1− cosα). (5)
Because | sinφmin| ≤ 1, a restriction is placed on α which now cannot exceed (refer to Appendix C for a more detailed
derivation)
A = 2 arcsin(1/n) (6)
the maximum value of the apex angle for given n [1, pp. 195–198]. When α ≤ A, as φ1 increases from φmin, the value
of φ1 tends to φ2 and δ decreases from δmax, so that the ray passes through the prism more symmetrically. When the
ray passes symmetrically through the prism, [1, pp. 195–198], [2, p. 13] φ1 = φ2 = φL and the deviation reaches its
minimum value δmin, (refer to the last part of Appendix C for a more detailed derivation)
δmin = 2 arcsin(n sin(α/2))− α (7)
when
φL = arcsin(n sin(α/2)). (8)
Further increases in φ1 cause φ1 and φ2 to drift apart, increasing the deviation so that (for α < A), when φ1 = 90◦,
the same maximum deviation is produced as when φ1 = φmin, by the principle of reversibility. For values φ1 < φmin,
no deviation may be measured, as the ray fails to emerge. For φ1 > φmin and α > A, the ray will also be totally
internally reflected. When the ray of light falls perpendicularly on the face of a prism, the deviation produced when
the ray emerges is called the power of the prism. Thus, by Eq. (3), at normal incidence, φ1 = 0, we obtain [1, p. 197]
(refer to Appendix D for a more detailed derivation)
sinα = 1/n (9)
as the condition which the refracting angle must satisfy in order that power in a prism can be measured. The minimum
angle of incidence is greater than zero, and total internal reflection is produced at the second surface in prisms for
which the apical angle α exceeds the value determined from Eq. (9). When both α and φ1 are small, Eq. (2) becomes
[1, pp. 198–199], [2, p. 16], [3, pp. 11–14], [4, pp. 41–48], [5, pp. 186–189] (refer to Appendix D for a more detailed
derivation)
δ = (n − 1)α (10)
in which deviation depends only on the apical angle. For small α, the rays always emerge at the same angle
independent of the angle of incidence.
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Fig. 3. Graph of δ versus φ for displayed values of the prism apex angle α ranging from 85◦ to 23◦ in steps of −4◦. The squares are the (φmin,
exact δmax) coordinates, and the circles are the (φL , exact δmin) coordinates.
Eliminating α between Eqs. (4) and (5) and Eqs. (7) and (8) gives the interesting new result for the maximum and
minimum deviation respectively, which now depend only on the corresponding minimum angle of incidence. Thus
(refer to Appendix E for a more detailed derivation)
δmax = pi/2− arcsin(1/n)+ φmin − arcsin((sinφmin)/n) (11)
and
δmin = 2(φL − arcsin((sinφL)/n)). (12)
These equations are highly nonlinear and inconvenient to use. It is shown that these equations can be approximated
by polynomials of varying degree over a domain of incident angles. Ease of application and goodness of fit makes
polynomials the desired approximating functions to choose.
4. Approximate polynomial relationships between extrema of deviation and corresponding angle of incidence
as the prism apex angle varies
For a prism in air whose glass is of index 1.48, the incident angle φ1 is allowed to increase from its least value for
a given apex angle α. This is done for a range of α-values varying from 1◦ to 85◦ in steps of 2◦. For each α-value and
each φ1, the corresponding δ-values are determined and plotted: δ = f (α, φ1), see Fig. 3 (where only a selection of
apex angles is shown).
As the apex angle is increased, the (distorted) U-shaped plot moves up and to the right [1, p. 198], [2, p. 14],
[3, p. 13], [5, p. 188]. This indicates a smaller range of incident angles for which light can emerge from the prism.
Eventually, an apex angle is reached for which there is a limiting ray path for the emergence of light from the prism.
For larger apex angles, all light is totally internally reflected. When the apex angle equals twice the critical angle, only
one ray emerges from the prism. As the apex angle is decreased, the (distorted) U-shaped plot moves down and to the
left, and flattens out. The minimum deviation angle eventually approaches the deviation at normal incidence. For an
apex angle of zero, the deviation is a straight line at zero for all incident angles. For a fixed apex angle, increasing the
refractive index can increase the prismatic deviation. This would also make the U-shaped plot move up and to the right.
By the formal definition of prism power, those prisms whose apex angles satisfy sinα > 1/n have no power, since
the line φ1 = 0 does not cut their graphs in Fig. 3. As the refracting angle α decreases, the deviation is independent
of φ1, but depends on α only over a progressively larger range of φ1 values.
4.1. Approximation of mathematical functions
We often take for granted the standard functions built into Matlab R© because they seem to work so well without
any special consideration on our part. The construction of good approximations to mathematical functions for
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Fig. 4. Linear polynomial continuous least-squares approximations for δmax (upper solid line) and δmin (lower solid line). The dots are the (φmin,
exact δmax) coordinates, and the circles are the (φL , exact δmin) coordinates for the various prism apex angles α ranging from 85
◦ to 1◦ in steps of
−2◦.
computational use is a real art. We will consider some methods and important considerations to be observed to create
good computer functions.
The two important considerations are efficiency and accuracy. We require the computation to take as little time
as possible. Furthermore, we would like the created computer functions to give values that have acceptable errors.
Ideally what we would like is to have no more error than the machine  over the entire domain of the argument of
the function. We consider several methods of approximating functions. The methods permit us to place bounds on the
errors of these approximations.
Polynomials are produced if the expressions in Eqs. (11) and (12) are expanded in Taylor series. The highest
degree of these polynomials depends on where the Taylor series is truncated. Polynomial approximations are useful
because they involve only addition, subtraction, and multiplication, which are among the basic arithmetic operations
the computer can perform. Furthermore, polynomials have useful mathematical properties and they can be efficiently
evaluated if they are in nested form. Because of the lack of control over the error, we do not use interpolating
polynomials for function approximation if we wish to impose error bounds on the approximations. We consider
methods that try to control the maximum error. The least-squares approximation method is one way of attempting to
limit the error when creating a function approximation. The disadvantages of least-squares function approximations
are that they are not uniformly bounded in the error, and that to determine the error bound requires evaluation of the
error point by point across the interval.
4.2. Linear polynomial continuous least-squares approximation
As the prism apex angle varies from 85◦ to 1◦ in steps of −2◦, Fig. 4 shows that the graph, denoted by the dots,
of the exact δmax values against φmin appears to be linear–as does the graph, denoted by the circles, of the exact δmin
values against φL . All angles are measured in degrees. However both Eq. (11) (analytical relationship between exact
δmax values and φmin) and Eq. (12) (analytical relationship between exact δmin values and φL ) are highly nonlinear.
For ease of application, these equations are approximated by linear polynomial equations, chosen so that the sum
of the squares of the deviations of the exact extrema of the angular deviations (given by Eqs. (11) and (12)) from
their approximating linear polynomial values is a minimum. In other words we apply linear polynomial continuous
least-squares approximations [6, pp. 498–499], [7, pp. 199–207].
Thus, constants a0, a1, b0 and b1 are sought for n = 1.48 which minimize∫ pi/2
−0.437534pi
(δmax − a0 − a1φmin)2dφmin (13)
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and ∫ pi/2
pi/180
(δmin − b0 − b1φL)2dφL . (14)
All integrations involving δmax and δmin in Eqs. (13) and (14) are performed numerically, as analytical integration is
not feasible. The lower bound of integration is chosen as−0.437534pi in Eq. (13), as this corresponds to the minimum
angle of incidence for an apex angle of 1◦. In Eq. (14), the lower bound of integration is chosen as pi/180, just off
zero to avoid a zero minimum angle of incidence. The results obtained using Matlab R© are respectively
a0 = 0.8362402 a1 = 0.4255538 r = 0.99274 Q1 = 5.66× 10−3 and
b0 = −0.1333504 b1 = 1.0049000 r = 0.98589 Q1 = 9.09× 10−3.
Here, Q1 is the sum of the squares of the deviations of the exact extreme angular deviation values from their
respective approximating linear polynomial continuous least-squares values, and r is the correlation coefficient defined
as r = num/den, where
num = (b − a)
∫ b
a
φδdφ −
∫ b
a
φdφ
∫ b
a
δdφ,
den = √den1 ∗ den2,
den1 = (b − a)
∫ b
a
φ2dφ −
(∫ b
a
φdφ
)2
,
den2 = (b − a)
∫ b
a
δ2dφ −
(∫ b
a
δdφ
)2
,
and δ represents either δmax or δmin. The correlation coefficient r measures the predictability of δmax, or δmin given a
value of φmin or φL , and has a value between +1 and −1. A positive value of r means that large (small) δmax values
are associated with large (small) φmin values, whereas a negative value of r means that large (small) δmax values are
associated with small (large) φmin values. for the case of δmin with φL is similar. Complete predictability means perfect
correlation, that is a value of r = +1 or r = −1. A small value of r or a value near 0 means that little information
about the value of δmax is given by a value of φmin. The case for the value of δmin with a value of φL is similar.
The linear polynomial continuous least-squares approximations for δmax and δmin are
δmax ≈ 0.8362402+ 0.4255538φmin
and
δmin ≈ −0.1333504+ 1.0049000φL .
The graphs of the exact extreme angular deviations and their respective linear polynomial continuous least-squares
approximations are shown in Fig. 4.
4.3. Quadratic polynomial continuous least-squares approximation
Instead of approximating δmax and δmin by linear polynomial continuous least-squares approximations as in
Eqs. (13) and (14), we use quadratic polynomial continuous least-squares approximations [6, pp. 498–499], [7, pp.
199–207]. Thus determine constants a0, a1, a2, b0, b1 and b2 for n = 1.48 which minimize∫ pi/2
−0.437534pi
(δmax − a0 − a1φmin − a2φ2min)2dφmin (15)
and ∫ pi/2
pi/180
(δmin − b0 − b1φL − b2φ2L)2dφL . (16)
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Fig. 5. Quadratic polynomial continuous least-squares approximations for δmax (upper solid curve) and δmin (lower solid curve). The dots are the
(φmin, exact δmax) coordinates and the circles are the (φL , exact δmin) coordinates for the various prism apex angles α ranging from 85
◦ to 1◦ in
steps of −2◦.
The integration involving δmax and δmin in Eqs. (15) and (16) is performed numerically, as analytical integration
is not feasible. As described in Section 4.2, for integrations involving δmax, [a, b] = [−0.437534pi, pi/2] and for
integrations involving δmin, [a, b] = [pi/180, pi/2]. The results obtained using Matlab R© are, respectively
a0 = 0.8177305 a1 = 0.4204614 a2 = 0.0259495 Q2 = 4.83× 10−3 and
b0 = 0.0450831 b1 = 0.3451644 b2 = 0.4153854 Q2 = 4.25× 10−4.
Here, Q2 is the sum of the squares of the deviations of the exact extreme angular deviation values from their respective
quadratic polynomial continuous least-squares approximations.
Thus
δmax ≈ 0.8177305+ 0.4204614φmin + 0.0259495φ2min
and
δmin ≈ 0.0450831+ 0.3451644φL + 0.4153854φ2L .
The graphs of the respective exact extrema of the angular deviations with their quadratic continuous least-squares
polynomial approximations are shown in Fig. 5.
We see that Q2 for δmin is one order smaller than Q2 for δmax. The order of Q2 for δmax is the same as the
order of Q1 for δmax, while Q2 for δmin is one order smaller than Q1 for δmin. This means that the continuous
least-squares quadratic polynomial approximation for δmin is a better approximation than its corresponding linear
polynomial continuous least-squares approximation, as shown in Fig. 4. This is not the case for δmax. A cubic spline
or a cubic polynomial continuous least-squares function would better approximate δmax.
4.4. Cubic polynomial continuous least-squares approximation
Instead of approximating δmax and δmin by quadratic polynomial continuous least-squares approximations as in Eqs.
(15) and (16), we use cubic polynomial continuous least-squares approximations [6, pp. 498–499], [7, pp. 199–207].
Thus, we determine constants a0, a1, a2, a3, b0, b1, b2 and b3 for n = 1.48 which minimize∫ pi/2
−0.437534pi
(δmax − a0 − a1φmin − a2φ2min − a3φ3min)2dφmin (17)
and ∫ pi/2
pi/180
(δmin − b0 − b1φL − b2φ2L − b3φ3L)2dφL . (18)
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Fig. 6. Cubic polynomial continuous least-squares approximations for δmax (upper solid curve) and δmin (lower solid curve). The dots are the
(φmin, exact δmax) coordinates and the circles are the (φL , exact δmin) coordinates for the various prism apex angles α ranging from 85
◦ to 1◦ in
steps of −2◦.
Once again all integrations involving δmax and δmin in Eqs. (17) and (18) are performed numerically, as analytical
integration is not feasible. As described in Section 4.2, for integrations involving δmax, [a, b] = [−0.437534pi, pi/2]
and for integrations involving δmin, [a, b] = [pi/180, pi/2]. The results obtained using Matlab R© are respectively
a0 = 0.8283413 a1 = 0.3139344 a2 = 0.0013046 a3 = 0.0837226 Q3 = 1.69× 10−5 and
b0 = −0.0045981 b1 = 0.7013809 b2 = −0.1392924 b3 = 0.2328256 Q3 = 2.04× 10−6.
Here, Q3 is the sum of the squares of the deviations of the exact extreme angular deviation values from their
respective cubic polynomial continuous least-squares approximations. We see that Q3 for δmin is one order smaller
than Q3 for δmax. Also, Q3 for δmin is two orders smaller than Q2 for δmin, and Q3 for δmax is also two orders
smaller than Q2 for δmax. This means that the cubic polynomial continuous least-squares approximations are a better
approximation for their respective extrema of angular deviation equations than their respective quadratic polynomial
continuous least-squares approximations.
Thus
δmax ≈ 0.8283413+ 0.3139344φmin + 0.0013046φ2min + 0.0837226φ3min
and
δmin ≈ −0.0045981+ 0.7013809φL − 0.1392924φ2L + 0.2328256φ3L .
The graphs of the exact δmax and the exact δmin with their respective cubic polynomial continuous least-squares
approximations are shown in Fig. 6. These cubic polynomial continuous least-squares approximations are excellent
approximations for the nonlinear extrema of angular deviation (given by Eqs. (11) and (12)).
4.5. Least-squares approximation using Chebyshev polynomials
A Maclaurin series represents f (x) as a weighted sum of polynomials that are just the successive powers of x ,
namely 1, x, x2, x3, . . . . The problem with using approximations based on Maclaurin series is that the error over an
interval centred at zero is extremely nonuniform: small near the centre, but growing very rapidly near the endpoints.
Therefore, it would be better to use as approximating functions, polynomials whose error behaviour over an interval
centred at zero is, in some sense, uniform. The Chebyshev polynomials are ideal for this. Chebyshev polynomials
are orthogonal polynomials that are the basis for fitting nonalgebraic functions with maximum efficiency. They can
be used to modify a Taylor series so that there is greater efficiency. A series of such polynomials converges more
rapidly than a Taylor series. The merit of Chebyshev polynomials is that they have a minimum maximum-absolute
value that is spread uniformly on an interval. Thus, they can be used to reduce the degree of the Taylor polynomial
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without exceeding the prescribed error tolerance. The Chebyshev polynomials are defined for −1 ≤ x ≤ 1 by
Tn(x) = cos(n arccos(x)). For n = 0 and n = 1, we have T0(x) = 1, T1(x) = x . Letting A = arccos(x), we have
T2(x) = cos(2A) = 2 cos2 A − 1 = 2x2 − 1
T3(x) = cos(3A) = 4 cos3 A − 3 cos(A) = 4x3 − 3x,
and so on. The members of this series of polynomials can be generated from the two-term recursion relation
Tn+1(x) = 2xTn(x)− Tn−1(x), T0(x) = 1, T1(x) = x, n = 1, 2, . . . .
With weight function w(x) = (1− x2)−1/2, the orthogonality property for Chebyshev polynomials
∫ 1
−1
Tm(x)Tn(x)√
1− x2 dx =
0 m 6= n;pi/2 m = n 6= 0;
pi m = n = 0,
(19)
is a very useful one.
For continuous data, we develop the least-squares polynomial in terms of the set of orthogonal Chebyshev
polynomials on the interval [−1, 1] with a nonnegative weight function w(x) = 1√
1−x2 . For a Chebyshev polynomial
approximation of degree m, we need to minimize
I =
∫ 1
−1
1√
1− x2 [δmax(x)− a0T0(x)− a1T1(x)− · · · − amTm(x)]
2 dx
by our choice of the coefficients ak , where the functions Tk(x) satisfy the orthogonality conditions in Eq. (19).
The coefficients ak, k = 1, 2, . . . ,m are∫ 1
−1w(x)δmax(x)Tk(x)dx∫ 1
−1w(x)T
2
k (x)dx
= 2
pi
∫ 1
−1
δmax(x)Tk(x)√
1− x2 dx,
and, for a0,
a0 = 1
pi
∫ 1
−1
δmax(x)√
1− x2 dx .
The least-squares Chebyshev polynomial approximation of degree m is a0T0(x) + a1T1(x) + · · · + amTm(x).
Being equal to a cosine in the interval [−1, 1], the polynomial Tn(x) cannot exceed one in magnitude there. It
reaches this maximum value in [−1, 1] at n + 1 arguments including the endpoints. This oscillation between extreme
values of equal magnitude is known as the equal ripple property. The equal ripple property makes the least-squares
approximation a0T0(x) + · · · + amTm(x) superior to similar approximations using other polynomials in place of
the Tk(x). The error will not be essentially greater over one part of the interval compared with another. This error
uniformity results from using the weight function w(x) = (1 − x2)−1/2 in the integrals. The transformation that
transforms the finite interval [−1, 1] to the finite interval [a, b] is φ = (2Φ − (b + a))/(b − a). Clearly when Φ = a
then φ = −1, and whenΦ = b then φ = 1. This transformation from [−1, 1] to [a, b] is applied once the least-squares
computations have been performed.
For integrations involving δmax, [a, b] = [−0.437534pi, pi/2], and for integrations involving δmin, [a, b] =
[pi/180, pi/2] (see Section 4.2). The discussion in the previous paragraph is also valid when δmax is replaced with
δmin and the analysis is repeated.
In the above least-squares approach, increasing the degree of the approximating Chebyshev polynomial does not
lead to much additional computation. The coefficients ak are computed numerically using Matlab R©. Their coefficient
matrix is diagonal, in stark contrast to the case when using polynomial least-squares approximations where the
coefficient matrix is not sparse. Increasing the degree of the polynomial least-squares approximation results in much
more computation. The problem of ill-conditioning encountered when using polynomial least-squares approximations
of degree larger than three is avoided when using least-squares Chebyshev polynomial approximations. The coefficient
of xn in Tn(x) is always 2n−1. Of all polynomials of degree n that have a coefficient of xn equal to unity, the polynomial
Tn(x)/2n−1 has the smallest error bounds on [−1, 1]. The proof is by contradiction [6, pp. 511–512], [7, pp. 223–224],
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[8]. Since the maximum magnitude of Tn(x) is unity, the upper bound is 1/2n−1 (we make the coefficient of xn equal
to unity).
For our prism problem, the following least-squares Chebyshev polynomial approximations (m = 1, . . . , 5) were
obtained for the exact δmax and the exact δmin in the appropriate interval [a, b]. CQmmax and CQmmin represent the
sum of the squared deviations of the exact δmax and the exact δmin from their respective least-squares Chebyshev
polynomial approximations of degree m in [a, b]. Transformation from [−1, 1] to [a, b] was done post computation
in [−1, 1].
m = 1:
δmax ≈ 0.84328+ 0.45376φmin
δmin ≈ 0.28739× 10−1 + 0.90753φL
with CQ1max = 7.60× 10−3 and CQ1min = 2.80× 10−3.
m = 2:
δmax ≈ 0.81443+ 0.44849φmin + 0.26846φ2min
δmin ≈ −0.28967× 10−1 + 0.89699φL + 0.53692× 10−1 φ2L
with CQ2max = 6.50× 10−3 and CQ2min = 1.20× 10−3.
m = 3:
δmax ≈ 0.82805+ 0.31136φmin + 0.157982× 10−2φ2min + 0.85833× 10−1φ3min
δmin ≈ −0.17311× 10−2 + 0.62272φL + 0.315964× 10−2 φ2L + 0.17167φ3L
with CQ3max = 2.08× 10−5 and CQ3min = 4.94× 10−6.
m = 4:
δmax ≈ 0.82978+ 0.31649φmin − 0.487338× 10−2φ2min + 0.84633× 10−1φ3min + 0.30569× 10−2φ4min
δmin ≈ 0.17365× 10−2 + 0.62530φL − 0.97467× 10−2 φ2L + 0.16927φ3L + 0.611385× 10−2φ4L
with CQ4max = 1.59× 10−5 and CQ4min = 2.03× 10−6.
m = 5:
δmax ≈ 0.82876+ 0.32270φmin + 0.821339× 10−3φ2min + 0.65751× 10−1φ3min
− 0.48605× 10−3φ4min + 0.722164× 10−2φ5min
δmin ≈ −0.30976× 10−3 + 0.64540φL + 0.164270× 10−2φ2L + 0.13150φ3L
− 0.97211× 10−3φ4L + 0.14443× 10−1φ5L .
with CQ5max = 3.04× 10−7 and CQ5min = 3.27× 10−7.
The graphs of the exact δmax and the exact δmin with their respective least-squares Chebyshev polynomial
approximations for m = 5 are shown in Fig. 7.
5. Discussion of the results from the various polynomial approximations
Continuous least-squares polynomial approximations of degree greater than three were not considered, as the
resulting system of linear equations becomes ill-conditioned.
Table 1 compares the sum of the squared deviations of the exact extrema of the angular deviations from their
polynomials of varying degree (one, two and three respectively) continuous least-squares approximations, and from
their least-squares Chebyshev polynomial approximations.
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Fig. 7. Fifth degree least-squares Chebyshev polynomial approximations for δmax (upper solid curve) and δmin (lower solid curve). The dots are
the (φmin, exact δmax) coordinates and the circles are the (φL , exact δmin) coordinates for the various prism apex angles α ranging from 85
◦ to 1◦
in steps of −2◦.
Table 1
Sum of the squared deviations of the exact extrema of the angular deviations from their respective polynomial continuous least-squares
approximations, and from their respective least-squares Chebyshev polynomial approximations
Q1max Q1min Q2max Q2min Q3max Q3min
5.66× 10−3 9.09× 10−3 4.83× 10−3 4.25× 10−4 1.69× 10−5 2.04× 10−6
CQ1max CQ1min CQ2max CQ2min CQ3max CQ3min
7.60× 10−3 2.80× 10−3 6.50× 10−3 1.20× 10−3 2.08× 10−5 4.94× 10−6
CQ4max CQ4min CQ5max CQ5min
1.59× 10−5 2.03× 10−6 3.04× 10−7 3.27× 10−7
The Qmax indicate the sum of the squared deviations of the exact δmax from their continuous least-squares polynomial approximations, and the
CQmax indicate those from their least-squares Chebyshev polynomial approximations. Similar results hold for the Qmin and the CQmin with the
exact δmin. The number after the Q indicates the degree of the least-squares approximation.
Defining the sum of the squared deviations of the exact δmax from the corresponding fifth degree least-squares
Chebyshev polynomial approximation as CQ5max, and those from the cubic polynomial continuous least-squares
approximation as Q3max, we observe that CQ5max is two orders smaller than Q3max. It appears that the fifth degree
least-squares Chebyshev polynomial is a better approximation for the exact δmax than the cubic polynomial continuous
least-squares approximation.
Similarly, defining the sum of the squared deviations of the exact δmin from the corresponding fifth degree least-
squares Chebyshev polynomial approximation as CQ5min and those from the cubic polynomial continuous least-
squares approximation as Q3min, we observe that CQ5min is one order smaller than Q3min. It appears that the fifth
degree least-squares Chebyshev polynomial is a better approximation for δmin than the cubic polynomial continuous
least-squares approximation. However, when comparing the respective graphs, there appears to be no visible difference
between the two approximations.
The respective linear and cubic polynomial continuous least squares approximations for the exact δmax and for
the exact δmin are comparable with their corresponding first and third degree least-squares Chebyshev polynomial
approximations.
The fourth degree least-squares Chebyshev polynomial approximation shows no advantage over the third degree
least-squares Chebyshev polynomial approximation.
Since Q2min < CQ2min, the quadratic continuous least-squares polynomial approximation for the exact δmin is
better than the quadratic least-squares Chebyshev polynomial approximation. The quadratic continuous least-squares
polynomial approximation for the exact δmax is comparable with the quadratic least-squares Chebyshev polynomial
approximation.
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6. Conclusions
The amount by which a prism deviates light has been considered for light incident from an arbitrary direction.
This allowed us to restrict the rays to a principal section of the prism. For a given index of refraction, the maximum
apical angle was calculated. These refracting angles were progressively decreased, and for each, a minimum angle of
incidence was determined for which rays would emerge from the prism. At this value, the deviation of the ray was
maximal.
Expressions for the least angle of incidence and the corresponding maximum angular deviation have been shown
to be characteristic of the apical angle and the refractive index. By eliminating the apical angle from the extrema of
angular deviation equations, we have shown that these extrema now only depend on the least angle of incidence.
From the graph in Fig. 3, we saw that when the refracting angle of a prism was small, the power of the prism was
constant over a large range of incident angles. Thus, in this case, light incident on a prism produced the same deviation
without special care being taken to fix the direction of the incident ray.
Also for each apical angle, a range of angles of incidence and their corresponding deviations were calculated. For
angles greater than the maximum at the apex, no light rays emerge.
Not all prisms have power: only those whose refracting angles are less than a prescribed value (determined by the
refractive index) allow the ray to emerge and power to exist. As the apical angle was allowed to vary, each apical angle
produced extrema of deviation whose equations are highly nonlinear. For larger apical angles, the deviation produced
by a prism is dependent on the angle of incidence.
Because of their ease of application and goodness of fit, continuous least-squares polynomials of varying degree
(one, two and three) were chosen to approximate these nonlinear extrema of angular deviation equations. Graphical
comparisons were made between these approximating polynomial least-squares equations and their corresponding
exact nonlinear extrema of angular deviation equations (see Figs. 4–6). The respective cubic polynomial continuous
least-squares approximation equations were a good representation of the corresponding exact nonlinear extrema of
angular deviation equations.
Least-squares polynomial approximations in terms of orthogonal Chebyshev polynomials Tk(x), k = 1, 2, . . . ,m
on the interval [−1, 1] with a nonnegative weight function w(x) = (1 − x2)−1/2 were considered. To obtain the
coefficients of the least-squares Chebyshev polynomial approximating equations, the resulting complicated integrals
were computed numerically using Matlab R© and Mathematica R©. To preserve the very useful orthogonality property
of Chebyshev polynomials as described in Eq. (19), a change of argument which converted the interval [−1, 1] into
[a, b] was implemented only after all the computations were completed. Comparisons between these approximations,
and the exact δmax and the exact δmin, were made.
The respective fifth degree least-squares Chebyshev polynomials gave the best approximations for the exact δmax
and the exact δmin respectively (see Fig. 7), and compared well with the corresponding cubic polynomial continuous
least-squares approximations (see Fig. 6), as well as with the third and fourth degree least-squares Chebyshev
polynomial approximations.
The graphs of the least-squares Chebyshev polynomial approximations for m = 1, 2, 3, 4 are not shown.
We can very confidently replace the cumbersome exact nonlinear extrema of angular deviation equations with either
their respective much simpler cubic polynomial continuous least-squares approximating equations, or with their least-
squares Chebyshev polynomial approximations of degree 3, 4 or 5. Any of these approximating equations can then
more readily be used in further computations.
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Appendix A
From Fig. 2, Snell’s law at the point of incidence is sinφ1 = n sin ρ1 and at the point of emergence n sin ρ2 =
sinφ2, so that sin ρ1 = (sinφ1)/n and sin ρ2 = (sinφ2)/n. However from Fig. 2 α = ρ1 + ρ2, so that
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sinφ2 = n sin(α − ρ1)
= n(sinα cos ρ1 − cosα sin ρ1)
= sinαn cos ρ1 − cosαn sin ρ1,
and, making use of the expressions for sin ρ1 and sin ρ2 above, it follows that
sinφ2 = sinα
√
n2 − sin2 φ1 − cosα sinφ1.
Appendix B
From Appendix A,
sinφ1 = n sin(α − ρ2)
= n(sinα cos ρ2 − cosα sin ρ2)
= sinαn cos ρ2 − cosαn sin ρ2,
and, making use of the expressions for sin ρ1 and sin ρ2 in Appendix A,
sinφ1 = sinα
√
n2 − sin2 φ2 − cosα sinφ2.
Since | sinφ2| ≤ 1, one obtains
sinφ1 ≥ sinα
√
n2 − 1− cosα. (3)
Appendix C
From Appendix A, Snell’s law at the point of emergence (i.e. the second surface) is n sin ρ2 = sinφ2. At minimum
deviation, φ1 = φ2 = φmin = φL , and hence ρ1 = ρ2. Thus from Eq. (1)
δmin = 2φL − α,
so that
φL = α + δmin2 .
Furthermore, since α = ρ1 + ρ2, it follows that ρ1 = ρ2 = α2 . Thus here
n sin
α
2
= sinφL ≥ 1.
(There are physical situations for which the greater-than-1 case exists. In refraction angle computations with Snell’s
law, a computed sine function value greater than 1 indicates that the ray undergoes total internal reflection.) However,
for deviation of light to be measured, that is for light to emerge from the prism, the above expression cannot exceed
1, and in the equal-to-one case, α = A. Thus,
n sin
A
2
= 1,
and
A = 2 arcsin(1/n), (6)
where A is the largest possible prism apical angle. Thus, in general,
φL = arcsin
(
n sin
α
2
)
, (8)
with the above restriction on the maximum prism apical angle α, and the prism material being homogeneous with
index of refraction n.
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Appendix D
From Appendix B, sinφ1 ≥ sinα
√
n2 − 1−cosα. At normal incidence, φ1 = 0, so that sinα
√
n2 − 1−cosα = 0.
Thus
sinα = 1/n. (9)
When φ1 = 0 (i.e. normal incidence), then from Eq. (1), δ = φ1 + φ2 − α becomes δnor = φ2 − α. Thus
φ2 = δnor + α. Now, since φ1 = 0, it follows from Fig. 2 and Snell’s law at the point of incidence that ρ1 = 0. Thus,
since α = ρ1 + ρ2, it follows that ρ2 = α. Now, Snell’s law at the point of emergence is
n sin ρ2 = n sinα = sinφ2 = sin(δnor + α),
so that
n = sin(α + δnor)
sinα
.
For small angles measured in radians, this becomes
n = (α + δnor)C
αC
,
where C is the conversion factor from degrees to radians. Thus
δnor = (n − 1)α. (10)
Appendix E
From Eq. (4),
δmax = φmin + pi/2− α.
From Eq. (5),
(sinφmin)/n = (sinα
√
n2 − 1− cosα)/n = sin(α − θ),
where
cos θ =
√
n2 − 1/n,
and
sin θ = 1/n.
Thus,
α − θ = arcsin((sinφmin)/n),
so that
α = θ + arcsin((sinφmin)/n).
Hence,
δmax = φmin + pi/2− arcsin(1/n)− arcsin((sinφmin)/n). (11)
From Appendix C, at minimum deviation,
φL = arcsin
(
n sin
α
2
)
.
Thus
α = 2 arcsin((sinφL)/n),
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so that Eq. (7) becomes
δmin = 2(φL − arcsin((sinφL)/n)). (12)
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