We consider a class of difference-of-convex (DC) optimization problems whose objective is levelbounded and is the sum of a smooth convex function with Lipschitz gradient, a proper closed convex function and a continuous concave function. While this kind of problems can be solved by the classical difference-of-convex algorithm (DCA) [26] , the difficulty of the subproblems of this algorithm depends heavily on the choice of DC decomposition. Simpler subproblems can be obtained by using a specific DC decomposition described in [27] . This decomposition has been proposed in numerous work such as [18] , and we refer to the resulting DCA as the proximal DCA. Although the subproblems are simpler, the proximal DCA is the same as the proximal gradient algorithm when the concave part of the objective is void, and hence is potentially slow in practice. In this paper, motivated by the extrapolation techniques for accelerating the proximal gradient algorithm in the convex settings, we consider a proximal difference-of-convex algorithm with extrapolation to possibly accelerate the proximal DCA. We show that any cluster point of the sequence generated by our algorithm is a stationary point of the DC optimization problem for a fairly general choice of extrapolation parameters: in particular, the parameters can be chosen as in FISTA with fixed restart [15] . In addition, by assuming the Kurdyka-Lojasiewicz property of the objective and the differentiability of the concave part, we establish global convergence of the sequence generated by our algorithm and analyze its convergence rate. Our numerical experiments on two difference-of-convex regularized least squares models show that our algorithm usually outperforms the proximal DCA and the general iterative shrinkage and thresholding algorithm proposed in [17] .
Introduction
Difference-of-convex (DC) optimization problems are problems whose objective can be written as the difference of a proper closed convex function and a continuous convex function. They arise in various applications such as digital communication system [2] , assignment and power allocation [29] and compressed sensing [35] ; we refer the readers to Sections 7.6 to 7.8 of the recent monograph [33] for more applications of DC optimization problems.
A classical algorithm for solving DC optimization problems is the so-called DC algorithm (DCA), which was proposed by Tao and An [26] ; see also [6, 18, 30, 31, 32] for more recent developments. 1 In each iteration, this algorithm replaces the concave part of the objective by a linear majorant and solves the resulting convex optimization problem. The difficulty of the subproblems involved relies heavily on the choice of DC decomposition of the objective function. When the objective can be written as the sum of a smooth convex function with Lipschitz gradient, a proper closed convex function and a continuous concave function, simpler subproblems can be obtained by using a specific DC decomposition described in [27, Eq. 16] . This idea appears in numerous work and is also recently adopted in [18] , where they proposed the so-called proximal DCA. 2 This algorithm not only majorizes the concave part in the objective by a linear majorant in each iteration, but also majorizes the smooth convex part by a quadratic majorant. When the proximal mapping of the proper closed convex function is easy to compute, the subproblems of the proximal DCA can be solved efficiently. However, this algorithm may take a lot of iterations: indeed, when the concave part of the objective is void, the proximal DCA reduces to the proximal gradient algorithm for convex optimization problems, which can be slow in practice [15, Section 5] .
It is then tempting to incorporate techniques to possibly accelerate the proximal DCA while not significantly increasing the computational cost per iteration. One such technique is to perform extrapolation. More precisely, this means adding momentum terms that involve previous iterates for updating the current iterate. Such technique has been adopted for convex optimization problems, dating back to Polyak's heavy ball method [25] . More recent examples of such techniques are Nesterov's extrapolation techniques [21, 22, 23, 24] which have been extensively used for accelerating the proximal gradient algorithm and its variants for convex optimization problems. One representative algorithm that incorporates these techniques is the fast iterative shrinkage-thresholding algorithm (FISTA) [7, 23] . It is known that the function values generated by FISTA converges at a rate of O(1/k 2 ), which is faster than the O(1/k) convergence rate of the proximal gradient algorithm. We refer the readers to [8, 15] for more examples of such algorithms.
In view of the success of extrapolation techniques in accelerating the proximal gradient algorithm for convex optimization problems, and noting that the proximal gradient algorithm and the proximal DCA are the same when applied to convex problems, in this paper, we incorporate extrapolation techniques to possibly accelerate the proximal DCA in the general DC settings. 3 We call our algorithm the proximal DCA with extrapolation (pDCA e ). We prove that, for a fairly general choice of extrapolation parameters, if the objective is level-bounded, then any cluster point of the sequence generated by our algorithm is a stationary point of the DC optimization problem. The choice of parameters is general enough to cover those used in FISTA with fixed restart [15] . Additionally, by assuming that the objective is a level-bounded Kurdyka-Lojasiewicz function (see, for example, [4] ) and the concave part is differentiable with a locally Lipschitz gradient, we establish global convergence of the whole sequence generated by our algorithm. We also analyze the convergence rate based on the Kurdyka-Lojasiewicz exponent. Finally, we perform numerical experiments on ℓ 1−2 [35] and logarithmic [12] regularized least squares problems. Our numerical experiments show that the pDCA e usually outperforms the proximal DCA and the general iterative shrinkage and thresholding algorithm (GIST) proposed in [17] .
The rest of this paper is organized as follows. In Section 2, we introduce notation and discuss some preliminary materials. In Section 3, we describe the DC optimization problem we study in this paper and present our algorithm pDCA e . The convergence of the sequence generated by the algorithm and the convergence rate are studied in Section 4. Finally, we present numerical experiments in Section 5.
Notation and preliminaries
In this paper, we use R n to denote the n-dimensional Euclidean space with inner product ·, · and Euclidean norm · , and use · 1 and · ∞ to denote the ℓ 1 norm and the ℓ ∞ norm, respectively. Given a matrix A ∈ R m×n , the transpose of A is denoted by A T . Moreover, for a symmetric matrix A ∈ R n×n , we use λ max (A) and λ min (A) to denote its largest and smallest eigenvalues, respectively. In addition, for a nonempty closed set C ⊆ R n , we denote the distance from a point x ∈ R n to C by dist(x, C) := inf y∈C x − y .
For an extended-real-valued function h : R n → [−∞, ∞], we denote its domain by dom h = {x ∈ R n : h(x) < ∞}. The function h is said to be proper if it never equals −∞ and dom h = ∅. Moreover, a proper function is closed if it is lower semicontinuous. A proper closed function h is said to be level-bounded if the lower level sets of h (i.e., {x ∈ R n : h(x) ≤ r} for any r ∈ R) are bounded. Given a proper closed function h : R n → R ∪ {∞}, the (limiting) subdifferential of h at x ∈ dom h is given by
where z h → x means z → x and h(z) → h(x). We also write dom ∂h := {x ∈ R n : ∂h(x) = ∅}. It is known that the above subdifferential reduces to the classical subdifferential in convex analysis when h is convex, i.e.,
see, for example, [28, Proposition 8.12] . In addition, if h is continuously differentiable, then the subdifferential (2.1) reduces to the gradient of h denoted by ∇h. We also use ∇ i h to denote the partial gradient of h with respect to x i , the i-th component of x.
We next recall the Kurdyka-Lojasiewicz (KL) property [3, 4, 5, 10] , which is satisfied by a wide variety of functions such as proper closed semialgebraic functions, and plays an important role in the convergence analysis of many first-order methods; see, for example, [4, 5] . Definition 2.1. (KL property) A proper closed function h is said to satisfy the KL property at x ∈ dom ∂h if there exist a ∈ (0, ∞], a neighborhood O ofx, and a continuous concave function φ : [0, a) → R + with φ(0) = 0 such that:
(ii) For any x ∈ O with h(x) < h(x) < h(x) + a, one has
A proper closed function h satisfying the KL property at all points in dom ∂h is called a KL function.
We also recall the following result proved in [11, Lemma 6] concerning the uniformized KL property. For notational simplicity, we use Ξ a to denote the set of all concave continuous functions φ : [0, a) → R + that are continuously differentiable on (0, a) with positive derivatives and satisfy φ(0) = 0. Lemma 2.1. (Uniformized KL property) Suppose that h is a proper closed function and let Γ be a compact set. If h is a constant on Γ and satisfies the KL property at each point of Γ, then there exist ǫ, a > 0 and φ ∈ Ξ a such that
for anyx ∈ Γ and any x satisfying dist(x, Γ) < ǫ and h(x) < h(x) < h(x) + a.
3 Problem formulation and the proximal difference-of-convex algorithm with extrapolation
In this section, we describe the optimization problem we study in this paper and present our proximal difference-of-convex algorithm with extrapolation (pDCA e ).
We focus on problems of the following form:
where f is a smooth convex function with a Lipschitz continuous gradient whose Lipschitz continuity modulus is L > 0, and
with P 1 being a proper closed convex function and P 2 being a continuous convex function. We assume in addition that F is level-bounded. This latter assumption implies that v > −∞ and that the set of global minimizers of (3.1) is nonempty. Problem (3.1) arises in applications such as compressed sensing, where f is typically the data fitting term such as the least squares loss function, and P is a nonsmooth regularizer for inducing desirable structures in the solution. We refer the readers to [1, 9, 16, 35, 36, 37] for concrete examples. It is clear that problem (3.1) is a DC optimization problem and can be solved by the renowned DCA. However, as noted in the introduction, the difficulty of the subproblems involved in the DCA depends on the DC decomposition used. Indeed, when decomposing F naturally as the difference of f + P 1 and P 2 , the subproblems of the corresponding DCA take the following form:
where ξ t ∈ ∂P 2 (x t ). Although these problems are convex, they do not necessarily have closed form/simple solutions. On the other hand, simpler subproblems can be obtained via a specific DC decomposition described in [27, Eq. 16] and many other related papers such as [18] , i.e.,
and we refer to the resulting DCA as the proximal DCA. When applied to solving (3.1), the subproblems of the proximal DCA take the following form:
where ξ t ∈ ∂P 2 (x t ), and x t+1 is uniquely defined because P 1 is proper closed convex. In contrast to (3.2), solving the subproblem (3.3) amounts to evaluating the so-called proximal operator of Despite having simple subproblems for many commonly used P 1 , the proximal DCA is potentially slow: this is because the proximal DCA is the same as the proximal gradient algorithm when P 2 = 0 and the proximal gradient algorithm can take a lot of iterations in practice [15, Section 5] . Fortunately, the proximal gradient algorithm for convex problems (i.e., when P 2 = 0) has been successfully accelerated by various extrapolation techniques [21, 22, 23, 24] . Thus, it is tempting to incorporate extrapolation techniques into the proximal DCA to possibly accelerate the algorithm. Specifically, we consider the following algorithm for solving the DC optimization problem (3.1):
Proximal difference-of-convex algorithm with extrapolation (pDCA e ):
Input:
for t = 0, 1, 2, · · · Take any ξ t ∈ ∂P 2 (x t ) and set
end for
In view of the algorithmic framework of pDCA e and the subproblem (3.3) in the proximal DCA, it is not hard to see that pDCA e reduces to the proximal DCA when β t ≡ 0. Hence, the proximal DCA is a special case of pDCA e . In addition, we would like to point out that the conditions on {β t } in pDCA e (i.e., {β t } ⊆ [0, 1) and sup t β t < 1) are general enough to cover many popular choices of extrapolation parameters including those used in FISTA with fixed restart or FISTA with both fixed and adaptive restart for solving (3.1) with P 2 = 0 [15] . In detail, in these schemes, one starts with θ −1 = θ 0 = 1, recursively defines for t ≥ 0 that 5) and resets θ t−1 = θ t = 1 for some t > 0 under suitable conditions: in the fixed restart scheme, one fixes a positive numberT and resets θ t−1 = θ t = 1 everyT iterations, while the adaptive restart scheme amounts to resetting θ t−1 = θ t = 1 whenever y t−1 − x t , x t − x t−1 > 0. From these definitions, one can readily show by induction that the {β t } chosen as in FISTA with fixed restart or FISTA with both fixed and adaptive restart satisfies {β t } ⊆ [0, 1) and sup t β t < 1. 4 The choice of {β t } as in FISTA with both fixed and adaptive restart will be used in our numerical experiments in Section 5.
Convergence analysis
In this section, we study the convergence behavior of pDCA e . We first establish the global subsequential convergence of pDCA e . Then, by making an additional differentiability assumption on P 2 and assuming that the Kurdyka-Lojasiewicz property holds for an auxiliary function, we prove the global convergence of the whole sequence generated by pDCA e and analyze the rate of convergence.
Convergence analysis I: Global subsequential convergence of pDCA e
We start with the following definition of stationary points; see, for example, [17, Remark 1] . It is routine to show that any local minimizer of F is a stationary point of F ; see [26, Theorem 2(i)].
Definition 4.1. Let F be given in (3.1). We say thatx is a stationary point of F if
The set of all stationary points of F is denoted by X .
We are now ready to prove a global subsequential convergence result for pDCA e applied to solving (3.1). Recall that F in (3.1) is level-bounded, and the extrapolation parameters {β t } in pDCA e satisfy sup t β t < 1 and {β t } ⊆ [0, 1).
Theorem 4.1. (Global subsequential convergence of pDCA e ) Let {x t } be a sequence generated by pDCA e for solving (3.1). Then the following statements hold.
(i) The sequence {x t } is bounded.
(ii) lim t→∞ x t+1 − x t = 0.
(iii) Any accumulation point of {x t } is a stationary point of F .
Proof. First we prove (i). We note from (3.4) that x t+1 is the global minimizer of a strongly convex function. Using this and comparing the objective values of this strongly convex function at x t+1 and x t , we see immediately that
On the other hand, using the fact that ∇f is Lipschitz continuous with a modulus of L > 0, we have
where the second inequality follows from the subgradient inequality and the fact that ξ t ∈ ∂P 2 (x t ), the third inequality follows from (4.1), while the last inequality follows from the convexity of f and the definition of P . Now, invoking the definition of y t , we obtain further from (4.2) that
Consequently, we have upon rearranging terms that
This together with the fact that
for all t ≥ 0, which shows that {x t } is bounded, thanks to the level-boundedness of f + P . This proves (i).
Next we prove (ii). Summing both sides of (4.3) from t = 0 to ∞, we obtain that
Since sup t β t < 1, we deduce immediately from the above relation that lim
Finally, letx be an accumulation point of {x t } and let {x ti } be a subsequence such that lim i→∞ x ti =x.
Then, from the first-order optimality condition of the subproblem (3.4), we have
Using this together with the fact that
In addition, note that the sequence {ξ ti } is bounded due to the continuity and convexity of P 2 and the boundedness of {x ti }. Thus, by passing to a further subsequence if necessary, we may assume without loss of generality that lim i→∞ ξ ti exists, which belongs to ∂P 2 (x) due to the closedness of ∂P 2 . Using this and invoking x ti+1 − x ti → 0 from (ii) together with the closedness of ∂P 1 and the continuity of ∇f , we have upon passing to the limit in (4.4) that
This completes the proof. ✷ We next study the behavior of {F (x t )} for a sequence {x t } generated by pDCA e . The result will subsequently be used in establishing global convergence of the whole sequence {x t } under additional assumptions in the next subsection.
Proposition 4.1. Let {x t } be a sequence generated by pDCA e for solving (3.1). Then the following statements hold.
where Ω is the set of accumulation points of {x t }.
Proof. Since {β t } ⊆ [0, 1), we see immediately from (4.3) that the sequence
In addition, this sequence is also bounded below by v. Furthermore, we recall from Theorem 4.1(ii) that x t+1 −x t → 0. The conclusion that ζ := lim t→∞ F (x t ) exists now follows immediately from the aforementioned facts. This proves (i). Now we prove (ii). We first note from Theorem 4.1(i) and (iii) that ∅ = Ω ⊆ X . Take anyx ∈ Ω. By the definition of accumulation point, there exists a convergent subsequence {x ti } such that lim i→∞ x ti =x.
Since x ti is the minimizer of the subproblem (3.4), we see that
Rearranging terms, we obtain further that
On the other hand, observe that
and that
where we made use of the fact that y ti−1 = x ti−1 + β ti−1 (x ti−1 − x ti−2 ) for the equality. Since x t+1 − x t → 0 from Theorem 4.1(ii) and lim i→∞ x ti =x, we have by passing to the limits in (4.6) and (4.7) that
In addition, notice that the sequence {ξ ti } is bounded, thanks to the convexity and continuity of P 2 and the fact that lim i→∞ x ti =x. Using this and (4.8), we obtain further that
where the inequality follows from (4.5) and the definition of P . Finally, since F is lower semicontinuous, we also have In this subsection, we consider the global convergence property of the whole sequence {x t } generated by pDCA e for solving (3.1) and establish the convergence rate of {x t } under suitable conditions. We start by introducing the following assumption. While Assumption 4.1 may look restrictive at first glance, it is satisfied by many DC regularizers P (x) that arise in applications. We present some concrete examples below.
Example 4.1. We consider the least squares problem with ℓ 1−2 regularization [35] , which takes the following form
where A ∈ R m×n , b ∈ R m and λ > 0. We also assume that A does not have zero columns so that F ℓ1−2 is level-bounded (see [35, We claim that if 2λ < A T b ∞ , then 0 is not a stationary point of F ℓ1−2 . Suppose to the contrary that 0 ∈ X , then we have from the definition of stationary point that A T b ∈ λ∂ 0 1 − λ∂ 0 , which is equivalent to
where B(0, 1) = {x ∈ R n : x ≤ 1}. From this, we see that
We consider the minmax concave penalty (MCP) regularization [36] , whose DC decomposition is given in [17] :
, where θ > 0 is a constant, λ > 0 is the regularization parameter and [x] + = max{0, x}. It is routine to show that P 2 is continuously differentiable and
Moreover, the gradient ∇P 2 is Lipschitz continuous with modulus 1 θ . Example 4.3. We consider the smoothly clipped absolute deviation (SCAD) regularization [16] , whose DC decomposition is given in [17] :
, where λ > 0 is the regularization parameter and θ > 2 is a constant. It is routine to show that P 2 is continuously differentiable with
Thus it is routine to show that 1 θ−1 is a Lipschitz continuity modulus of ∇P 2 . Example 4.4. We consider the transformed ℓ 1 regularization [37] , whose DC decomposition is given in [1] :
, where a > 0. It was shown in [1, Section 5.4] that P 2 (x) is continuously differentiable with a Lipschitz continuous gradient whose Lipschitz continuity modulus is 2(a+1) a 2 . Example 4.5. The last regularization function we consider is the logarithmic penalty function [12] , whose DC decomposition is given in [17] :
, where λ and ǫ are positive numbers. One can see that P 2 (x) is continuously differentiable with a Lipschitz continuous gradient whose Lipschitz continuity modulus is λ ǫ 2 .
We next present our global convergence analysis. We will show that the sequence {x t } generated by pDCA e is convergent to a stationary point of F under suitable assumptions. Our analysis follows a similar line of arguments to other convergence analysis based on KL property (see, for example, [3, 4, 5, 6] ), but has to make extensive use of the following auxiliary function: 
(ii) The sequence {E(x t , x t−1 )} is nonincreasing and lim t→∞ E(x t , x t−1 ) = ζ, where ζ is given in Proposition 4.1.
(iii) The set of accumulation points of {(x t , x t−1 )} is Υ := {(x, x) : x ∈ Ω} and E ≡ ζ on Υ, where Ω is the set of accumulation points of {x t }.
(iv) The sequence {x t } converges to a stationary point of F ; moreover,
Proof. From Theorem 4.1(i), we see that {x t } is bounded. This together with the definition of Ω implies that lim t→∞ dist(x t , Ω) = 0. Also recall from Theorem 4.1(iii) that Ω ⊆ X . Thus, for any ν > 0, there exists T 0 > 0 so that dist(x t , Ω) < ν and x t ∈ N 0 whenever t ≥ T 0 , where N 0 is the open set from Assumption 4.1. Moreover, since Ω is compact due to the boundedness of {x t }, by shrinking ν if necessary, we may assume without loss of generality that ∇P 2 is globally Lipschitz continuous on the bounded set N := {x ∈ N 0 : dist(x, Ω) < ν}.
Next, considering the subdifferential of the function E in (4.10) at the point (x t , x t−1 ) for t ≥ T 0 , we have
where we made use of the definition of P , the facts that P 2 is continuously differentiable in N and that x t ∈ N for t ≥ T 0 . On the other hand, using the first-order optimality condition of the subproblem (3.4) in pDCA e , we have for any t ≥ T 0 + 1 that
since P 2 is continuously differentiable in N and x t−1 ∈ N whenever t ≥ T 0 + 1. Using this relation, we see further that
Combining this with (4.11), we obtain
Using this, the definition of y t and the global Lipschitz continuity of ∇f and ∇P 2 on N , we see that there exists C > 0 such that
whenever t ≥ T 0 + 1. Since x t+1 − x t → 0 according to Theorem 4.1(ii), we conclude that
which proves (i). We now prove (ii) and (iii). Using the fact that sup t β t < 1, the definition of E and (4.3), we see that there exists a positive number D such that
for all t. In particular, the sequence {E(x t , x t−1 )} is nonincreasing. Since this sequence is also bounded below by v, it is convergent. Next, in view of Theorem 4.1(ii) which says that x t − x t−1 → 0, it is not hard to show that the set of accumulation points of {(x t , x t−1 )} t≥1 is Υ. Moreover,
thanks to Proposition 4.1(i). Furthermore, for any (x,x) ∈ Υ so thatx ∈ Ω, we have E(x,x) = F (x) = ζ, where the last equality follows from Proposition 4.1(ii). Sincex ∈ Ω is arbitrary, we conclude that E ≡ ζ on Υ. This proves (ii) and (iii). Finally, we prove (iv). In view of Theorem 4.1(iii), it suffices to show that {x t } is convergent. We first consider the case that there exists a t > 0 such that E(x t , x t−1 ) = ζ. Since {E(x t , x t−1 )} is nonincreasing and convergent to ζ due to (ii), we conclude that for anyt ≥ 0, E(x t+t , x t+t−1 ) = ζ. Hence, we have from (4.13) that x t = x t+t for anyt ≥ 0, meaning that {x t } converges finitely. We next consider the case that E(x t , x t−1 ) > ζ for all t. Since E is a KL function, Υ is a compact subset of dom ∂E and E ≡ ζ on Υ, by Lemma 2.1, there exist an ǫ > 0 and a continuous concave function φ ∈ Ξ a with a > 0 such that
for all (x, y) ∈ U , where
Since Υ is the set of accumulation points of {(x t , x t−1 )} t≥1 by (iii), and {x t } is bounded due to Theorem 4.1(i), we have lim
Hence, there exists T 1 > 0 such that dist((x t , x t−1 ), Υ) < ǫ whenever t ≥ T 1 . In addition, since the sequence {E(x t , x t−1 )} is nonincreasing and convergent to ζ by (ii), there exists T 2 > 0 such that ξ < E(x t , x t−1 ) < ξ +a for all t ≥ T 2 . TakingT = max{T 0 +1, T 1 , T 2 }, then the sequence {(x t , x t−1 )} t≥T belongs to U . Hence we deduce from (4.14) that
From the concavity of φ, we see further that for any t ≥T ,
Taking square root on both sides of (4.16) and using the AM-GM inequality, we have
which implies that
Summing the above relation from t =T to ∞, we have
which implies the convergence of {x t } as well as the summability of { x t+1 − x t } t≥0 . This completes the proof. ✷ Remark 4.1. If the objective is not level bounded but we still have v > −∞ (which can be true for least squares with regularizers in Examples 4.2, 4.3 and 4.4), we can still show that x t − x t−1 → 0 by following the same arguments as in the proof of Theorem 4.1(ii). Consequently, if the sequence {x t } also has an accumulation point, then using a similar proof as Theorem 4.1(iii), this accumulation point can be shown to be a stationary point of (3.1).
We next consider the convergence rate of the sequence {x t } under the assumption that the auxiliary function E is a KL function whose φ ∈ Ξ a (see Definition 2.1) takes the form φ(s) = cs 1−θ for some θ ∈ [0, 1). This kind of convergence rate analysis has also been performed for other optimization algorithms; see, for example, [3] . Our analysis is similar to theirs but makes use of the auxiliary function E in (4.10). Theorem 4.3. Suppose that Assumption 4.1 holds. Let {x t } be a sequence generated by pDCA e for solving (3.1) and suppose that {x t } converges to somex. Suppose further that E is a KL function with φ in the KL inequality (2.2) taking the form φ(s) = cs 1−θ for some θ ∈ [0, 1) and c > 0. Then the following statements hold.
(i) If θ = 0, then there exists t 0 > 0 so that x t is constant for t > t 0 ;
, then there exist c 2 > 0 and t 2 > 0 such that x t −x < c 2 t
Proof. First, we prove (i). If θ = 0, we claim that there must exist t 0 > 0 such that E(x t0 , x t0−1 ) = ζ. Suppose to the contrary that E(x t , x t−1 ) > ζ for all t > 0. Since lim t→∞ x t =x and the sequence {E(x t , x t−1 )} is nonincreasing and convergent to ζ by Theorem 4.2(ii), we have from φ(s) = cs and the KL inequality (4.15) that for all sufficiently large t,
which contradicts Theorem 4.2(i). Thus, there exists t 0 > 0 so that E(x t0 , x t0−1 ) = ζ. Since {E(x t , x t−1 )} is nonincreasing and convergent to ζ, it must then hold that E(x t0+t , x t0+t−1 ) = ζ for anyt ≥ 0. Thus, we conclude from (4.13) that x t0 = x t0+t for anyt ≥ 0. This proves (i).
We next turn to the case that θ ∈ (0, 1). If there exists t 0 > 0 such that E(x t0 , x t0−1 ) = ζ, then one can show that {x t } is finitely convergent as above, and the desired conclusions hold trivially. Hence, for θ ∈ (0, 1), we only need to consider the case when E(x t , x t−1 ) > ζ for all t > 0.
, where S t is well-defined due to Theorem 4.2(iv). Then, using (4.17), we have for any t ≥T (whereT is defined as in (4.15)) that
Using this and the fact that {S t } is nonincreasing, we obtain further that
for all t ≥T . On the other hand, since lim t→∞ x t =x and the sequence {E(x t , x t−1 )} is nonincreasing and convergent to ζ by Theorem 4.2(ii), we have from the KL inequality (4.15) with φ(s) = cs 1−θ that for all sufficiently large t,
In addition, using (4.12) and the definition of S t , we see that for all sufficiently large t,
Combining (4.19) and (4.20), we have for all sufficiently large t that
Raising to a power of 1−θ θ to both sides of the above inequality and scaling both sides by c, we obtain that c(
Combining this with (4.18) and recalling that φ(H t ) = c(H t ) 1−θ , we see that for all sufficiently large t,
where
, it holds that S t−2 − S t → 0. From these and (4.21), we conclude that there exists t 1 > 0 so that for all t ≥ t 1 , we have S t ≤ (C 1 + 1)(S t−2 − S t ), which implies that S t ≤ C1+1 C1+2 S t−2 . Hence,
for all t ≥ t 1 . This proves (ii).
Finally, we consider the case that θ ∈ ( 1 2 , 1). In this case, we have 1−θ θ < 1. Combining this with (4.21) and the fact that S t−2 − S t → 0, we see that there exists t 2 > 0 such that for all t ≥ t 2 , we have
Raising to a power of θ 1−θ to both sides of the above inequality, we see further that,
Proceeding as in the proof of [3, Theorem 2] starting from [3, Equation (13)], one can show similarly that for all sufficiently large t,
for some C 3 > 0; see the first equation on [3, Page 15] . This implies that for all sufficiently large t, we have
if t is even, 
Numerical experiments
In this section, we perform numerical experiments to illustrate the efficiency of our algorithm pDCA e for solving problem (3.1). All experiments are performed in Matlab 2015b on a 64-bit PC with an Intel(R) Core(TM) i7-4790 CPU (3.60GHz) and 32GB of RAM.
In our numerical tests, we focus on the following DC regularized least squares problem:
where A ∈ R m×n , b ∈ R m , P 1 is a proper closed convex function and P 2 is a continuous convex function. We consider two different classes of regularizers: the ℓ 1−2 regularizer discussed in Example 4.1 and the logarithmic regularizer presented in Example 4.5. We compare three algorithms for solving (5.1) with these regularizers: our algorithm pDCA e , the proximal DCA (pDCA) studied in various work such as [27] and [18] , and the GIST proposed in [17] . We discuss the implementation details of these algorithms below.
pDCA e . For this algorithm, we set L = λ max (A T A), 5 choose the extrapolation parameters {β t } as in (3.5) , and perform both the fixed restart (withT = 200) and the adaptive restart strategies as described in Section 3. We initialize the algorithm at the origin and terminate it when
pDCA. This is a special case of pDCA e with β t ≡ 0. We set L = λ max (A T A), initialize the algorithm at the origin and terminate it when
In our experiments below, this algorithm turns out to be very slow, and so we also terminate this algorithm when the iteration number hits 5000.
GIST. This algorithm was proposed in [17] , and is the same as the nonmonotone proximal gradient algorithm described in [34] (see also [13 
which has closed form solutions for the two regularizers used in our experiments below; see the appendices of [17] and [20] . We initialize this algorithm at the origin and terminate it when
In our numerical experiments below, we compare our algorithm pDCA e with pDCA and GIST for solving (5.1) on random instances generated as follows. We first generate an m × n matrix A with i.i.d. standard Gaussian entries, and then normalize this matrix so that the columns of A have unit norms. A subset T of size s is then chosen uniformly at random from {1, 2, 3, . . . , n} and an s-sparse vector y having i.i.d. standard Gaussian entries on T is generated. Finally, we set b = Ay + 0.01 ·n, wherê n ∈ R m is a random vector with i.i.d. standard Gaussian entries. We next present the DC models we use in our numerical tests and the numerical results.
Least squares problems with ℓ 1−2 regularizer
In this subsection, we consider the ℓ 1−2 regularized least squares problem:
where A ∈ R m×n , b ∈ R m , and λ > 0 is the regularization parameter. This problem takes the form of (5.1) with P 1 (x) = λ x 1 and P 2 (x) = λ x . We assume in addition that the A in (5.2) does not have zero columns. Using this assumption, Example 4.1, Theorem 4.2 and Remark 4.2, we see that F ℓ1−2 is level-bounded, and that if we choose λ < 1 2 A T b ∞ , then the sequence {x t } generated by pDCA e is globally convergent.
In our numerical experiments below, we consider (m, n, s) = (720i, 2560i, 80i) for i = 1, 2, . . . , 10. For each triple (m, n, s), we generate 30 instances randomly as described above. The computational results are presented in Tables 1 and 2 , which correspond to problem (5.2) with λ = 5 × 10 −4 and λ = 1 × 10
In our experiments below, we consider (m, n, s) = (720i, 2560i, 80i), i = 1, 2, . . . , 10. For each triple, we generate 30 instances randomly as described above. The computational results are presented in Tables 3 and 4 , which correspond to problem (5.3) with λ = 5 × 10 −4 and λ = 1 × 10 −3 respectively.
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In these tables, we report the time for computing λ max (A T A) (t λmax ), the number of iterations (iter),
10
CPU times in seconds (CPU time), 11 and the function values at termination (fval), averaged over the 30 random instances. We see from the tables that pDCA e always outperforms pDCA and GIST. 
Conclusion
In this paper, we propose a proximal difference-of-convex algorithm with extrapolation (pDCA e ) for solving (3.1), which reduces to the proximal DCA when β t ≡ 0. Our algorithmic framework allows a wide range of choices of the extrapolation parameters {β t }, including those used in FISTA with fixed restart [15] . We establish global subsequential convergence of the sequence generated by pDCA e . In addition, by assuming the Kurdyka-Lojasiewicz property of the objective and the locally Lipschitz differentiability of P 2 (x) in (3.1), we establish global convergence of the sequence generated by our algorithm and analyze its convergence rate. Our numerical experiments show that our algorithm usually outperforms the proximal DCA and GIST for two classes of DC regularized least squares problems.
