We tested whether linear structural models of the mechanisms underlying flicker sensitivity could reproduce the variance-covariance matrix of temporal contrast sensitivity data. Monocular sensitivities to frequencies between 2.5 and 45 Hz were measured for 124 subjects, ages 18-88 yr. Exploratory factor analyses revealed that both a two-mechanism and a three-mechanism model could adequately account for the data. Furthermore, confirmatory factor analyses and full structural equation models, using age as an explanatory variable, supported both models, with the three-factor model giving a somewhat better representation of the data. Parsimony favors the two-mechanism model. But patterns of loss associated with pre-exudative age-related maculopathy are more easily understood in terms of three underlying mechanisms.
INTRODUCTION
Threshold sensitivity to temporal contrast modulation is frequency dependent. The temporal modulation sensitivity function describing the variation with frequency is bandpass and is named after de Lange (1958a, b) , who first systematically described the function and its variation with several parameters.
Using various psychophysical paradigms, vision researchers have shown there are a small number of channels or filters underlying the de Lange function (Hess & Plant, 1985 , Hess & Snowden, 1992 Kelly & van Norren, 1977; Lehky, 1985; Mandler & Makous, 1984; Moulden, Renshaw & Mather, 1984; Pelli, 1981; Toi, Burkhardt & Grounauer, 1991; Tyler, 1975; Watson & Robson, 1981; Waugh & Hess, 1994) . However, there is uncertainty about the minimum number. All agree there are at least two. Many have identified a third mechanism (Hess & Plant, 1985; Hess & Snowden, 1992; Mandler & Makous, 1984; Pelli, 1981; Richards, 1979; Toi et al., 1991; Waugh & Hess, 1994) . And using a high-contrast masking paradigm, Lehky (1985) concluded that there were four.
Over the past several years our lab has gathered monocular temporal threshold modulation sensitivity functions from a large number of healthy humans ranging in age from 18 to 88 yr. All have had apparently healthy retinas, but some were at high risk for developing a degenerative retinal disease, exudative age-related maculopathy (ARM). We have found changes in foveal, cone-based, temporal modulation sensitivity with healthy aging (Kim & Mayer, 1994; Mayer, Kim, Svingos & Glucs, *Psychology Department, 435 Kerr Hall, University of California, Santa Cruz, CA 95064, U.S. A. 1988 ). There were more extensive changes associated with early, pre-exudative stages of exudative ARM (Mayer, Spiegler, Ward, Glucs & Kim, 1992c; Mayer, Ward, Klein, Talcott & Dougherty, 1994) . Examples of mean threshold modulation sensitivity functions for healthy-eyed 18-24 yr olds, for healthy-eyed 65-77 yr olds, and for pre-exudative ARM eyes are shown in Fig. 1 .
It occurred to us that the changes in sensitivity with age and with pre-exudative ARM could be brought to bear on the question of processes underlying the de Lange function. If there is more than one channel and if either aging or pre-exudative ARM affects the channels selectively, then the patterns of modulation sensitivity change resulting from these selective actions can reveal the underlying channels.
For example, assume there is a temporal frequency whose threshold modulation sensitivity is primarily a function of one of the channels. (The sensitivity of any other channels are lower, so their contribution to detection at threshold is less or none at all.) Loss in modulation sensitivity at that one temporal frequency should be correlated with losses at all frequencies whose threshold sensitivities are similarly primarily a function of the same channel. Analyzing the intercorrelations of losses could identify the number of channels affected. However, such an analysis would reveal only the minimum number of channels. For example, if aging and pre-exudative ARM are not selective in their effects, the analysis would yield only one channel even if actually there were more than one. Or if actually there were more than two channels, aging and pre-exudative ARM may selectively affect two of those similarly but spare the third. In that case the intercorrelations would reveal only two channels--one that reflects two combined channels, and a second that reflects what is actually a third channel. While the group means in Fig. 1 show spectrum-wide loss of sensitivity with pre-exudative ARM, our previous analyses of individual data suggested that the effects of pre-exudative ARM were more selective (Mayer, Spiegler, Ward, Glucs & Kim, 1992a, b, c; Mayer et al., 1994) . Therefore, we expected selective intercorrelations among the flicker frequencies. To test these predictions about the covariance structure of the flicker sensitivities, we used the structural equation modeling approach.
What is covariance structure analysis?
Covariance structure analysis provides a systematic and proven (though still evolving) method of assessing how well a given model fits the data. In our case, the model is of mechanisms underlying the temporal modulation sensitivity function, and the data are the measured threshold modulation sensitivities of many subjects at several flicker rates. Loosely speaking, covariance structure analysis uses the observed covariances among the measured sensitivities to infer the underlying mechanisms (latent constructs) and their interrelationships that best fit the data. In addition, we further refined the model by examining how age relates to these underlying mechanisms.
In more formal terms, covariance structure analysis is a statistical technique which involves minimizing the difference between a sample covariance matrix and a covariance matrix generated by a model. A discrepancy function F= F [S, S(0)], is considered to be a measure of the discrepancy between the sample covariance matrix, S, *In fact, these statistical techniques are all special cases of structural equation models (Bollen, 1989 Inter-relationships among the latent variables are also considered. The variances and covariances among the observed variables are decomposed in two steps. First, the observed variables are linked to latent variables (the measurement model). Then, the causal relationships among the latent variables (as well as between latent variables and observed variables, in some cases) are specified through a structural equation model. Equations describing the relationships are constructed, and the free parameters from these simultaneous equations (0 is a vector of these parameters) are iteratively adjusted to yield the best fit to the sample covariance matrix (S), as estimated by the particular discrepancy function chosen (F [S, L'(0)]). The hypothesis is that there exists a set of parameters that can account for the variances and covariances in the set of measured variables. That is, given estimates for the parameter values, the variance-covariance structure among the measured variables can be reproduced.
The concept of a latent construct is common in scientific theorizing and should be viewed as a formalization of what many theorists do informally. For example, an electron may be thought of as latent construct--not directly measured but inferred from a set of measured variables. Similarly, the mechanisms of flicker underlying the temporal contrast sensitivity function are inferred from various patterns of measured variables. Latent constructs are defined as being free from measurement error and are inferred from the regularities in several (error-laden) measured variables. If measurement error is uncorrelated across indicators, then it is represented in the model as unique variance--i.e, variance unrelated to any other variables in the model. The latent constructs are built from only the non-unique variance (covariance); hence they are free from any random measurement error. The analysis also assumes all subjects have the same number of flicker channels, and these are similarly tuned. Hence, individual differences with respect to the flicker channels will appear as unique variance. This means the model will extract only the commonalities across subjects.
Covariance structure modeling is a flexible and comprehensive approach that incorporates the strengths of multiple regression, factor analysis, and MANOVA* into a single model that can be evaluated statistically. Covariance structure analysis permits modeling both direct and indirect effects. Moreover, the structural equation modeling with latent variables approach, used in this paper, allows one to estimate with minimum bias the covariation between latent, theoretical constructs (flicker mechanisms) by removing measurement errors.
METHOD

Temporal contrast sensitivity measurements
Subjects. There were a total of 124 subjects who ranged in age from 18 to 88 yr. The age distribution of all subjects is shown in Table 1 . There were 86 healthy-eyed subjects. Thirty subjects had monocular exudative ARM; consequently their tested eyes were at risk for developing exudative ARM, but they did not do so through the follow-up period of up to 4 yr. There were eight subjects whose tested eye was in pre-exudative stages of ARM. That is, the eye was at risk for exudative ARM but did not have it at the time of testing; then later the tested eye developed exudative ARM. All subjects were in relatively good general health and underwent careful clinical evaluation. All were tested monocularly, and the tested eyes had no pigment epithelial detachment, no subretinal neovascularization, hemorrhage, or scarring, and no geographic atrophy at the time of testing. Snellen acuity was 20/30 or better and intraocular pressure was < 22 mmHg (Goldmann applanation). Ocular media were clear enough for a good fundus view. We excluded subjects with color vision deficits (assessed with D-15 color test), diabetes, myopia>5 D, a history of strabismus, intraocular surgery (other than for cataract), or ocular or optic nerve vasculopathy. All subjects consented to take part in the research after the procedures had been explained fully.
Apparatus and procedure. The flicker stimulus was a uniform, 2.8 deg circular red field formed from an array of 25 high-luminance light-emitting diodes set behind a circular diffusing screen. Peak wavelength of the diodes was 650 nm and dominant wavelength was 637 nm, with bandwidth at half-height of 20 nm. The long-wavelength light was used to minimize scatter and absorption from aging optical media or macular pigment (Norren & Vos, 1974) . The stimulus, which was on continuously, was mounted in the center of the surface of an equiluminant, white, concave hemisphere with a radius of 61 cm. Average luminance of stimulus and surround was 120 cd/m 2.
The observer viewed the stimulus monocularly from a forehead and chin rest placed at the center of the hemisphere (distance 61 cm). A mirror reflected an image of the observer's eyes to a video camera and recorder for measuring pupil size. Michelson contrast [(Lmax--Lmin)/ (Lmax+L~in)] thresholds (Michelson, 1927) for flicker detection were collected with a two-interval forced-choice (2IFC), modified three-up-one-down staircase procedure (Tyler, 1989) . Each 0.5-sec display interval was a cosine bell window whose beginning and end are designated by short beeps. The rate of sinusoidal flicker and its amplitude were controlled by a computer (Apple II+ with custom interface). Staircases for temporal frequencies between 2.5 and 45 Hz were interleaved as the program swept repeatedly from low to high frequencies. (Frequencies higher than 45 Hz were tested for most subjects, but accuracy of threshold estimation near CFF may have been limited by the testing algorithm. Therefore, we restricted this analysis to frequencies where threshold contrast was less than 100%.) Two complete de Lange or modulation sensitivity functions (MSFs) were measured for each subject and averaged. While retinal illuminance differences due to optical absorption were controlled by the long-wavelength stimulus, retinal illuminance may still vary due to pupil size differences and spectacle absorption (Mayer et al., 1988) . However, preliminary tests showed this source of variance to be too small to make a significant contribution to the model; therefore retinal illuminance differences due to pupil size and spectacle absorption were dropped as an explanatory variable.
A COVARIANCE STRUCTURE ANALYSIS OF FLICKER SENSITIVITY
Many popular estimation methods for structural equation models make multivariate distributional assumptions about the measured variables. For example, Maximum Likelihood and Generalized Least Squares assume a multivariate normal distribution. However, several methods have been developed which may relax or eliminate such assumptions. While the actual performance of these methods is still being assessed, recent Monte Carlo studies (Chou, Bentler & Satorra, 1991; Hu, Bentler & Kano, 1992) suggest that the Satorra-Bentler scaled test statistic (Bentler, 1992) performs quite well under various distributions and sample sizes. The following confirmatory factor analyses and full structural equation models utilize this test statistic as implemented in the EQS program [maximum likelihood minimization function (ML) and robust option]. Hence, while the univariate descriptive statistics suggest that our variables may not be multivariate normally distributed (see Table 2 ), the estimation method we have employed appears to perform well under such conditions.
Exploratory factor analysis
An exploratory factor analysis reveals patterns of intercorrelation in a data set, especially when the expected latent structure is unknown. We were interested to see whether the exploratory analysis would yield results consistent with our theoretical expectations for the latent Method. We performed a maximum-likelihood factor extraction with Oblimin rotation using SPSS (1990) . This oblique factor rotation method was selected because the factors were expected to be correlated with one another (Loehlin, 1992) . That is, we allowed for the possibility that subjects who were more sensitive in one flicker channel would tend to be more sensitive in the other flicker channels.
Results. Either two or three factors were good solutions. For the two-factor solution, lower and higher frequencies formed two clusters, with overlap in the mid-frequency range. The three-factor solution was conceptually similar, with low, medium and high frequencies forming overlapping clusters. These groupings of consecutive frequencies were not required by the analysis but emerged from the data themselves. The first two factors accounted for 63.6% of the common variance. Addition of a third factor brought variance accounted for to 70.1%. The eigen values (an estimate of how well the factors account for the variance) dropped off sharply after the first two factors, with a smaller discontinuity after the third factor. The eigen values for all factors were 5. 45, 2.26, 0.88, 0,48, 0.43, 0.33, 0.30, 0.26, 0.23, 0 .21 and 0.18 respectively. We continued testing both the two-factor and the three-factor models.
The factor loadings for the two-factor and three-factor solutions are listed in Tables 3 and 4 , respectively. For ease of interpretation, all loadings > 0.40 are marked with an asterisk. For the two-factor solution, the correlation between the two factors was 0.38. The three-factor intercorrelations were--factors 1 and 2 = 0.43; factors 2 and 3=0.23; factors 1 and 3=0.52. It is evident from these factor loadings that a low frequency factor could account for the intercorrelations between frequencies from 2.5 to about 14 or 20 Hz. For the higher frequencies, either one or two factors could account for the intercorrelations between all the remaining frequencies, with the two higher frequency factors overlapping at about 34 Hz.
Confirmatory factor analysis'
We used the exploratory factor analysis solutions as bases for a confirmatory factor analysis of each model. We tested the two measurement models (two-factor and three-factor) using the EQS program (Bentler, 1992) . Confirmatory factor analysis allowed more flexibility to adjust the model based on theoretical considerations. For example, low-magnitude path coefficients (a more general term for what we referred to as "factor loadings" above) could be set to zero, thus simplifying the model. In the exploratory analysis, the low magnitude path coefficients cannot be set to zero and do influence the model somewhat. Also, the confirmatory factor analysis allowed estimation of intercorrelations for certain specific factors, as opposed to the all-or-none estimation of intercorrelations required by the exploratory analysis.
The models tested are shown in Figs 2 and 3. Solutions for the standardized path coefficients between latent mechanisms and measured sensitivities and for the error variances (to the right of each measured frequency sensitivity box) are indicated by the numbers between 0.0 and 1.0. Note that the standardized error variance may be squared and subtracted from 1.0 to assess the proportion of variance accounted for by the factor(s) for any given measured variable, e.g., the sensitivity at a particular flicker rate. For example, the two-factor model accounted for 1 -(0.69)2= 0.52 or 52% of the variance in the 2.5 Hz flicker sensitivity scores.
The )~2 statistic tests the goodness of fit of the model. The Z 2 test represents a measure of the difference between the covariance matrix obtained from the model and the observed data. It tests the null hypothesis that there is no difference between the model being evaluated and the population. Therefore, Z 2 with P ~< 0.05 [or more strictly, P~<0.10 as suggested by some researchers (e.g. Bollen, 1989; Hayduk, 1987) ] indicates a statistically significant difference between the model and the data--a poor model fit. That is, with P ~< 0.05 (or P ~< 0.10) the model does not receive support as a good representation of the processes that generate the data in the population. Both models had a P<0.01 on the Satorra-Bentler scaled maximum likelihood Z 2 statistic, (Bentler, 1992; Hu et al., 1992) d.f. = 30 for the three-factor model. Thus neither model was supported by this statistic. However, there are other indices of fit which may be used to assess the models and are desirable for a number of reasons--(a) Z 2 can be very conservative; (b) the test statistic may not be distributed as Z 2 for small samples; and (c) Z 2 cannot be used to quantify the degree of fit. Therefore, indices of goodness of fit have been developed (Bentler, 1992; Bollen, 1989) as alternatives to the Z 2 test. The Comparative Fit Index (CFI) (Bentler, 1992 ) is one such alternative fit index, and it has been shown to be relatively robust (Hu & Bentler, 1995) . Like R 2 in multiple regression, CFI is meant to quantify something akin to variance accounted for, rather than to test the null hypothesis. For the flicker sensitivity data the two-factor model produced a CFI of 0.925, while the three-factor model produced a CFI of 0.952. As a rough guide, Bentler (1992) suggested that a CFI>0.9 implies an adequate model fit. By this criterion, both the two-and three-factor models were adequate. However, the CFI is not a test of significance. And more recently, a cutoff criterion > 0.9 was recommended for model selection (Hu & Bentler, 1995) . Accordingly, the three-factor model may be preferable.
Because the CFI values indicated that both measurement models seemed to fit relatively well, we performed further analyses to fit a structural equation model including a measured explanatory variable. Through multiple regression analyses and our previous research (Kim & Mayer, 1994; Mayer et al., 1988) , we knew age was highly associated with variance in flicker sensitivities. Thus, we added age as a measured explanatory variable to make explicit its influence on flicker sensitivity by way of the latent constructs or underlying mechanisms.
Adding age as an explanation variable: the full structural equation model. Table 5 lists the Satorra-Bentler scaled maximum likelihood Z 2 significance test and CFI for the two-and three-factor models when age is included as an explanatory variable. For comparison, the statistics for when age is excluded (the confirmatory factor analyses) are also shown in Table 5 .
The Z 2 value for the two-factor model with age was significant, suggesting that even with the explanatory variable of age included, the model fit was inadequate. On the other hand, the fit index for the two-factor model was marginally improved by addition of the age variable.
The three-factor model fit was good by both criteria. The Z 2 value was not significant. This suggests that the three-factor model represents the processes which generated the data quite well. The CFI also was high at 0.989.
For all parameter estimates of both models z-tests were significant at P ~< 0.01. The full structural equation models for two and three factors are shown in Figs 4 and 5 respectively. The largest path coefficients were at 7-10 and 34 Hz for the two-factor solution. For three-factors, the largest path coefficients were at 5-7, 28 and 40 Hz.
Neither Z 2 nor the CFI can be used to compare non-nested models statistically. Nested models may be loosely thought of as models which have the same latent [There are situations where this definition does not apply however (see Bollen, 1989) .] Hence, the two-and three-factor models are not nested, for they have different numbers of latent variables. However, different nested variations within the two-or three-factor themes are possible by changing the pattern of paths. These nested variations can be compared statistically. For both the two-and three-factor models, some changes in mechanism-to-sensitivity specifications were deemed appropriate. These can be seen by comparing paths and factor loadings in Figs 3 and 5. The major modifications involved the amount of channel overlap. For example, the initial three-channel model involved the "low" mechanism influencing 2.5-14 Hz flicker sensitivities. However, the Lagrange Multiplier test, which tests the likelihood that the model fit will be improved by adding any one path (Bentler, 1992; Bollen, 1989) , suggested that adding the path from the "low" mechanism to 20Hz in the model of Fig. 4 would significantly improve the model fit. Of the modifications suggested by the Lagrange test, only those modifications were made that were theoretically plausible and resulted in a significant Z 2 decrement. (That is, the X 2 for the new model with the added parameter had to be significantly different from the old model. A theoretically non-plausible modification would be, for example, a path from the "high" channel to a frequency such as 5 Hz.) One such significant and plausible path was added to the two-channel model and three to the three-channel model. No theoretically implausible modifications were suggested by the Lagrange Multiplier test once the significant, plausible modifications were made. To achieve convergence to a solution for the three-channel model, a further modification of our apriori model was necessary. We had anticipated non-zero covariances between all the latent factor disturbances. That is, we expected the mechanisms to be intercorrelated. But we found that the only significant covariance (Lagrange Multiplier test) was between the medium-and high-frequency channels. Setting the other two disturbance covariances to zero allowed the fitting function to converge on a solution. (It was possible that with those parameters free, the model was empirically unidentified. Non-convergence may also be due to bad starting values for the parameter estimates, but we tried many different starting values before resorting to modifying the model.)
DISCUSSION
Number of mechanisms
The exploratory factor analysis produced results remarkably consistent with theoretical expectations. First, frequencies clustered into coherent groups. Such groupings of nearby frequencies are not a requirement of the method--random between-subject variations in the modulation sensitivity function would not be expected to yield coherent clusters. Second, as previous research had 78
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FIGURE 5. The best-fitting, complete three-factor model. suggested, a minimum of either two or three mechanisms seemed to mediate threshold flicker sensitivity. Two factors had eigen values > 1.0, suggesting that a minimum of two mechanisms were differentially affected by variables that influence flicker modulation sensitivity. A third factor had an eigen value close to 1.0 and greater than the remaining eigen values, suggesting that a three-mechanism model was also plausible. We tested both the two-and three-factor models using the EQS program (Bentler, 1992) . The EQS fits included age as a measured explanatory variable. Both the two-and three-mechanism models produced good fits. The two-mechanism model (Fig. 4) had a respectable CFI--0.935, while that for the three-mechanism model (Fig. 5) was even higher--0.989 (with a maximum of 1.0). Though we would like to compare the two-factor and three-factor models directly, they are not nested. Hence, these analyses cannot decide between the two models on purely statistical grounds.
Parsimony would argue for the two-mechanism model. But the higher CFI for the three-mechanism model lends support for three underlying mechanisms, because addition of an inappropriate factor can actually lead to a worse fit. As discussed below, there may be psychophysical reasons to favor the three-mechanism model as well.
We have identified two patterns of frequency sensitivity losses associated with pre-exudative ARM. These are shown in Fig. 6 , where sensitivity is plotted relative to healthy, retinal-illuminance-matched younger eyes, represented by the horizontal line at 0.0 relative sensitivity. The curve plotted with solid circles shows mean relative sensitivity for healthy older eyes. The curves plotted with open symbols are mean relative sensitivities for pre-exudative ARM eyes, which have been sorted into two groups according to the pattern of their sensitivities across the spectrum. Subjects in group A had significant losses in the mid temporal frequencies compared with healthy older eyes, while those in group B did not. At the same time, group B subjects had greater than age-matched normal sensitivity at the highest frequencies. For both pre-exudative ARM patterns, sensitivities at 40, 45 and 50 Hz seemed dissociated from sensitivities at other frequencies. Qualitatively, only the three-mechanism model in which the highest frequencies are a function of a mechanism separate from that for the mid frequencies (cf. Figs 4 and 5) fits with the observed dissociation at the higher frequencies. We do not have enough subjects to directly test whether the three-mechanism model is quantitatively a better fit to the PE-ARM data. To test whether the three-factor solution was purely a result of the PE-ARM subject's data, we repeated the analyses removing these subjects. But the solutions were essentially unchanged. This suggests that sensitivity changes for healthy-eyed subjects were also reflecting the operation of a minimum of three underlying mechanisms.
Taken together these results suggest that the best solution for the minimum number of channels at threshold is three. This result agrees with estimates using masking (Hess & Snowden, 1985) , simultaneous detection and discrimination (Mandler & Makous, 1984) , detection in noise (PeUi, 1981) , mixing to match a sample (Richards, 1979) , and suprathreshold discrimination (Waugh & Hess, 1994) paradigms. [Though we find no support for a fourth mechanism, a minimum of three is not incompatible with there being four mechanisms, (Lehky, 1985) .] Waugh and Hess (1994) found that whereas threshold sensitivity (of healthy younger eyes) could be adequately modelled using only two channels, three channels were required to model near-threshold discriminability. They postulated that threshold studies may "miss" the third channel due to the broad bandwidths and proximity of the peaks of the two higher-frequency channels. Our results using older healthy eyes and patients with PE-ARM reveal the existence of a third channel even at threshold. And like Waugh and Hess, we find the second and third mechanisms of the three-mechanism solution emerge from the region of the high-temporal-frequency mechanism of the two-mechanism solution.* *In the three-factor model, the intercorrelation between the medium and high mechanisms (Fig. 5 ) suggests that these were not independent--variables which affected the medium mechanism also affected the high mechanism. It is possibly because of this intercorrelation, which is not testable in exploratory factor analysis, that the third mechanism in the exploratory analysis did not, on its own, seem to contribute much to explaining variance. In the three-factor model, the lack of significant intercorrelation between the low mechanism and the others suggests that it was influenced by variables other than those affecting the higher mechanisms. In the two-factor model (Fig. 4) , on the other hand, there is intercorrelation between the low and high mechanisms. One implication of correlation between the mechanisms is that much of the covariance in flicker sensitivity was not explained by the model. (The disturbance may be thought of as absorbing any unexplained variance, hence correlated disturbances absorb unexplained covariance.) We are currently investigating the inclusion of other measured variables---e.g, acuity, lOP, and a color test--and another latent variable---"visual system integrity"--to attempt to explain that covariance.
