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Abstract
We establish new error bounds for quasi-Monte Carlo integration for node sets with a special kind of
uniformity property. The methods of proving these error bounds work for arbitrary probability spaces. Only
the bounds in terms of the modulus of continuity of the integrand require also the structure of a metric space.
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1. Introduction
Let I s := [0; 1]s be the s-dimensional unit cube and s the probability measure on I s induced by
the s-dimensional Lebesgue measure, where s is an arbitrary positive integer. Numerical integration
by a quasi-Monte Carlo method is based on the equal-weight integration rule∫
I s
f ds ≈ 1N
N∑
n=1
f(xn); (1)
where f is a given integrand and x1; : : : ; xN are deterministic points in I s. In an intuitive sense,
the integration rule (1) should perform well if the nodes x1; : : : ; xN are scattered uniformly over
I s. This can be made precise in terms of classical convergence results from the theory of uniform
distribution of sequences (see [1, Section 1.1; 7, Chapter 1]). For general background on quasi-Monte
Carlo methods we refer to the monograph [9].
The classical error bound for the integration rule (1) is the Koksma–Hlawka inequality which
was proved in [6] for s = 1 and in [4] for the multidimensional case (see also the proofs in
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[7, Chapter 2, Section 5]). The Koksma–Hlawka inequality provides an error bound in terms of
the star discrepancy of the point set P= {x1; : : : ; xN} of nodes where, as usual in this theory, repe-
tition of nodes is allowed. First, for an arbitrary subset M of I s let 
M denote the characteristic (or
indicator) function of M and let
A(M ;P) :=
N∑
n=1

M (xN ) (2)
be the number of points of P falling into M . Then the star discrepancy of P is deFned by
D∗N (P) := sup
J
∣∣∣∣A(J ;P)N − s(J )
∣∣∣∣ ;
where the supremum is extended over all half-open subintervals J of I s anchored at the origin. Now
the Koksma–Hlawka inequality, in a slightly simpliFed form, says that∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
I s
f ds
∣∣∣∣∣6V (f)D∗N (P) (3)
for any function f having bounded variation V (f) on I s in the sense of Hardy and Krause, under
the slight restriction that the nodes belong to the half-open unit cube [0; 1)s. This restriction can
be dropped by continuity arguments if f is, in addition, continuous on I s. Many analogs of the
Koksma–Hlawka inequality have been found recently in [2,3] where a method based on reproducing
kernel Hilbert spaces was used.
Another type of error bound for quasi-Monte Carlo integration can be given in terms of the
star discrepancy of the nodes and the modulus of continuity for continuous integrands. For x =
(x1; : : : ; xs)∈Rs we put
‖x‖ := max
16i6s
|xi|
for the maximum norm of x. Then the modulus of continuity !(f; ·) of a continuous function f
on I s is given by
!(f; u) := sup
x;y∈I s
‖x−y‖6u
|f(x)− f(y)| for u¿ 0: (4)
It was shown in [8] for s= 1 and in [11] for the multidimensional case that∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
I s
f ds
∣∣∣∣∣6 cs!(f;D∗N (P)1=s) (5)
for any continuous function f on I s, where P= {x1; : : : ; xN} is again the point set of nodes, c1 = 1,
and cs = 4 for s¿ 2. A general error bound for Riemann-integrable functions on I s in terms of the
star discrepancy of the nodes was proved in [5]. For periodic integrands with period interval I s,
there are powerful methods of Fourier analysis which yield good error bounds for special node sets
(see [9, Chapter 5; 12]).
In the present paper, we establish quite diHerent types of error bounds for quasi-Monte Carlo
integration which hold for node sets enjoying a special kind of uniformity property (see DeFnition 1).
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Such node sets, which could informally be called “uniform point sets”, are used very often in the
practice of quasi-Monte Carlo methods (see Examples 1–3). The methods of proof are very general
and can be carried out in the abstract setting of arbitrary probability spaces. In Section 2, we describe
a technique of obtaining error bounds which is based on approximation of the integrand by linear
combinations of characteristic functions. In Section 3, we establish error bounds in terms of the
modulus of continuity of the integrand. Here the probability space has to be endowed also with a
suitable metric. Examples in this section show that we can obtain improvements on (5) for the node
sets under consideration.
The viewpoint in this paper is that the integrand f has a low degree of regularity, i.e., that it is
not smooth. This is the case in many typical applications of quasi-Monte Carlo methods. For smooth
integrands, the error bounds aHorded by lattice rules (see [9, Chapter 5; 12]) will usually be much
better than those established here.
2. Error bounds in an abstract setting
The method of bounding the integration error that we describe in this section works in the abstract
setting of arbitrary probability spaces. Let (X;B; ) be a probability space, i.e., X is an arbitrary
nonempty set, B a -algebra of subsets of X , and  a probability measure deFned on B. First
we introduce the type of point sets we are interested in. We use the obvious generalization of the
counting function in (2), namely, for M ⊆ X and a point set P= {x1; : : : ; xN} of elements of X we
write
A(M ;P) :=
N∑
n=1

M (xn);
where 
M is the characteristic function of M .
Denition 1. Let (X;B; ) be an arbitrary probability space and let M be a nonempty subset of B.
A point set P of N elements of X is called (M; )-uniform if
A(M ;P) = (M)N for all M ∈M:
In most cases of interest, M will be a Fnite nonempty subset of B with (M)¿ 0 for all M ∈M.
Obviously, an (M; )-uniform point set can exist only if the measures (M), M ∈M, are rationals
with the same denominator N .
The following examples of (M; )-uniform point sets refer to the classical case where X = I s,
 = s, and s¿ 1 is an arbitrary dimension. The point sets in these examples are used as standard
node sets in numerical integration.
Example 1. Let r¿ 2 be an integer and let M = Mr be the partition of I s that is obtained
by forming all possible s-fold Cartesian products of the intervals [0; 1=r); [1=r; 2=r); : : : ; [(r − 2)=r;
(r − 1)=r); [(r − 1)=r; 1]. Consider the point set P which is the s-fold Cartesian product of the
equidistant set {1=2r; 3=2r; : : : ; (2r − 1)=2r}. Clearly, P is an (M; s)-uniform point set with N = rs
points. Note that P is the node set of the s-fold Cartesian product of the midpoint rule.
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Example 2. Let P be a (t; m; s)-net in base b, where b¿ 2 and 06 t6m are integers (see
[9, Chapter 4; 10, Chapter 8]). Then, by the deFnition of such a net, P is an (M; s)-uniform
point set with N = bm points, where M=M(b; t; m) is the collection of all subintervals E of I s of
the form
E =
s∏
i=1
[aib−di ; (ai + 1)b−di)
with integers di¿ 0 and 06 ai ¡bdi for 16 i6 s and with s(E)=bt−m. We note that (t; m; s)-nets
are very popular node sets in the current practice of quasi-Monte Carlo integration.
Example 3. Let b1; : : : ; bs be pairwise coprime integers ¿ 2, let f1; : : : ; fs be nonnegative integers,
and put N=bf11 · · · bfss . Let the point set P consist of any N consecutive terms of the Halton sequence
in the bases b1; : : : ; bs (see [9, Section 3.1]). Let M =M(b1; : : : ; bs;f1; : : : ; fs) be the collection of
all subintervals E of I s of the form
E =
s∏
i=1
[aib
−fi
i ; (ai + 1)b
−fi
i )
with integers 06 ai ¡b
fi
i for 16 i6 s. Then it was shown in the proof of [9, Theorem 3.6] that
for any Fxed interval E of this form, exactly one of the points of P lies in E. Therefore, P is an
(M; s)-uniform point set.
Now let (X;B; ) again be an arbitrary probability space. Let B(X ) be the normed linear space
of bounded real-valued functions on X endowed with the supremum norm ‖ · ‖sup. For a given
nonempty subset M of B, let LM be the linear subspace of B(X ) spanned by the constant function
1 and all characteristic functions 
M , M ∈M. For any f∈B(X ) let D(f; LM) be the distance from
f to LM, that is,
D(f; LM) = inf
l∈LM
‖f − l‖sup:
Theorem 1. Let (X;B; ) be an arbitrary probability space, let M be a nonempty subset of B, and
let P = {x1; : : : ; xN} be an (M; )-uniform point set. Then for any bounded -integrable function
f on X we have∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
X
f d
∣∣∣∣∣6 2D(f; LM):
Proof. For any M ∈M we have
1
N
N∑
n=1

M (xn) =
A(M ;P)
N
= (M) =
∫
X

M d
by the deFnition of an (M; )-uniform point set. The above identity holds trivially for M = X . By
linearity, we get
1
N
N∑
n=1
l(xn) =
∫
X
l d
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for all l∈LM. For a given bounded -integrable function f on X , it follows that
1
N
N∑
n=1
f(xn)−
∫
X
f d
=
1
N
N∑
n=1
(f − l)(xn) + 1N
N∑
n=1
l(xn)−
∫
X
(f − l) d −
∫
X
l d
=
1
N
N∑
n=1
(f − l)(xn)−
∫
X
(f − l) d
for all l∈LM, and so∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
X
f d
∣∣∣∣∣6 2‖f − l‖sup:
This implies the desired result.
Let H = {H1; : : : ; Hk} be a Fnite collection of nonempty subsets of X with
⋃k
j=1 Hj = X . For
f∈B(X ) we put
Gj(f) := sup
t∈Hj
f(t); gj(f) := inf
t∈Hj
f(t) for 16 j6 k
and
SH(f) := max
16j6k
(Gj(f)− gj(f)): (6)
Let M = {M1; : : : ; Mk} be a Fnite nonempty subset of B such that M1; : : : ; Mk are disjoint. We
write H¿M if Mj ⊆ Hj for 16 j6 k and if the complement Mk+1 of
⋃k
j=1 Mj in X satisFes
Mk+1 ⊆ Hm for some m with 16m6 k.
Corollary 1. Let (X;B; ) be an arbitrary probability space and let M= {M1; : : : ; Mk} be a 5nite
nonempty subset of B such that M1; : : : ; Mk are disjoint. Furthermore, let P = {x1; : : : ; xN} be an
(M; )-uniform point set and let f be a bounded -integrable function on X. Then for any H¿M
we have∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
X
f d
∣∣∣∣∣6 SH(f):
Proof. Put
cj := 12(Gj(f) + gj(f)) for 16 j6 k; ck+1 :=
1
2 (Gm(f) + gm(f));
where m is as above, i.e., such that Mk+1 ⊆ Hm. Then let
l :=
k+1∑
j=1
cj
Mj :
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Since
k+1∑
j=1

Mj(t) = 1 for all t∈X;
we have l∈LM. Furthermore, if t∈X is arbitrary, then t∈Mj for a unique j with 16 j6 k + 1,
and so in particular
l(t) = cj:
If 16 j6 k, then t∈Hj, and so
gj(f)6f(t)6Gj(f):
It follows that
|f(t)− l(t)|= |f(t)− cj|6 12 (Gj(f)− gj(f)):
If j = k + 1, then t∈Hm, and so
gm(f)6f(t)6Gm(f):
Hence
|f(t)− l(t)|= |f(t)− ck+1|6 12 (Gm(f)− gm(f)):
Therefore
‖f − l‖sup6 12 SH(f);
and so
D(f; LM)6 12 SH(f):
The rest follows from Theorem 1.
Now let M= {M1; : : : ; Mk} be a partition of X . When we speak of a partition, we always assume
w.l.o.g. that the sets in the partition are nonempty. Then we can take H =M in Corollary 1.
Furthermore, we can write
Gj(f) = sup
t∈Mj
f(t); gj(f) = inf
t∈Mj
f(t) for 16 j6 k: (7)
However, in this situation we can get an improvement on the bound in Corollary 1 by a somewhat
diHerent argument.
Theorem 2. Let (X;B; ) be an arbitrary probability space and letM={M1; : : : ; Mk} be a partition
of X with Mj ∈B for 16 j6 k. Then for any (M; )-uniform point set P= {x1; : : : ; xN} and any
bounded -integrable function f on X we have∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
X
f d
∣∣∣∣∣6
k∑
j=1
(Mj)(Gj(f)− gj(f));
where Gj(f) and gj(f) are as in (7).
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Proof. Since M is a partition of X , we can write
1
N
N∑
n=1
f(xn)−
∫
X
f d=
1
N
k∑
j=1
N∑
n=1
xn∈Mj
f(xn)−
k∑
j=1
∫
Mj
f d
=
k∑
j=1


1
N
N∑
n=1
xn∈Mj
f(xn)−
∫
Mj
f d

:
For each j = 1; : : : ; k we have according to (7),
(Mj)gj(f)6
∫
Mj
f d6 (Mj)Gj(f):
Similarly, we get
A(Mj;P)gj(f)6
N∑
n=1
xn∈Mj
f(xn)6A(Mj;P)Gj(f):
This implies
(Mj)gj(f)6
1
N
N∑
n=1
xn∈Mj
f(xn)6 (Mj)Gj(f)
since P is an (M; )-uniform point set. Consequently, we obtain∣∣∣∣∣∣∣∣∣
1
N
N∑
n=1
xn∈Mj
f(xn)−
∫
Mj
f d
∣∣∣∣∣∣∣∣∣
6 (Mj)(Gj(f)− gj(f)) for 16 j6 k:
This yields the desired bound.
Remark 1. Let X = I s,  = s, and M = {M1; : : : ; Mk} be a partition of I s consisting of intervals.
Then the error bound
k∑
j=1
s(Mj)(Gj(f)− gj(f))
in Theorem 2 is the diHerence between an upper and a lower Riemann sum for the integral
∫
I s f ds.
Thus, if f is Riemann integrable on I s and M runs through a sequence of partitions of I s into
intervals such that the maximum edge length of the intervals in the partition tends to 0, then with
corresponding (M; )-uniform point sets the error bound tends to 0. This applies, in particular, to
the partitions Mr of I s in Example 1 as r →∞.
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Remark 2. Let X = [0; 1],  = 1, and Mr the partition of [0; 1] in Example 1 (with s = 1). Let
P= {x1; : : : ; xN} be an (Mr ; 1)-uniform point set. Then Theorem 2 yields∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫ 1
0
f d1
∣∣∣∣∣6
1
r
r∑
j=1
(Gj(f)− gj(f)) (8)
for any bounded Lebesgue-integrable function f on [0; 1]. If f has bounded variation V (f) on [0; 1],
then clearly
1
r
r∑
j=1
(Gj(f)− gj(f))6 1r V (f):
The bound in (8) is often better than that in (3).
3. An error bound in terms of the modulus of continuity
We now derive bounds for integration errors in terms of the modulus of continuity of the integrand.
For this purpose, (X;B; ) must not only be a probability space, but also a metric space with a
bounded metric d, so that the following deFnitions make sense. Usually, B will be the -algebra of
Borel sets in X , but this is not necessary.
Let (X;B; ) be as above and let f∈B(X ). Then we deFne the modulus of continuity !(f; ·) of
f by
!(f; u) := sup
x;y∈X
d(x;y)6u
|f(x)− f(y)| for u¿ 0: (9)
Note that this deFnition is meaningful even for discontinuous f. The diameter *(M) of a nonempty
subset M of X is given by
*(M) := sup
x;y∈M
d(x; y):
Theorem 3. Let (X;B; ) be a probability space and also a metric space with a bounded metric.
LetM={M1; : : : ; Mk} be a partition of X with Mj ∈B for 16 j6 k. Then for any (M; )-uniform
point set P= {x1; : : : ; xN} and any bounded -integrable function f on X we have∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
X
f d
∣∣∣∣∣6!(f; *(M));
where
*(M) := max
16j6k
*(Mj):
Proof. Choose +¿ 0. For j=1; : : : ; k let Gj(f) and gj(f) be as in (7). Then there exist uj; vj ∈Mj
such that
Gj(f)¡f(uj) + +; gj(f)¿f(vj)− +:
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It follows that
Gj(f)− gj(f)¡f(uj)− f(vj) + 2+6!(f; *(Mj)) + 2+;
and so
Gj(f)− gj(f)6!(f; *(M)) for 16 j6 k:
If SM(f) is given by (6), then
SM(f)6!(f; *(M)):
The rest follows from Corollary 1 with H=M.
Remark 3. Let the probability space (X;B; ) be also a compact metric space and let f be -
integrable and continuous on X . Then, by uniform continuity, the error bound in Theorem 3 tends
to 0 when M runs through a sequence M(1);M(2); : : : of partitions of X into sets from B such that
*(M(i))→ 0 as i →∞, with corresponding (M(i); )-uniform point sets.
Example 4. For any s¿ 1 let X = I s,  = s, and d the metric on I s induced by the maximum
norm. Then the modulus of continuity in (9) is the same as that in (4). Let Mr be the partition
of I s in Example 1. Construct a point set P= {x1; : : : ; xN} with N = rs points by choosing exactly
one point from each of the rs intervals making up the partition Mr . Then it is obvious that P is an
(Mr ; s)-uniform point set. Thus, Theorem 3 yields the error bound∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
I s
f ds
∣∣∣∣∣6!
(
f;
1
r
)
= !(f;N−1=s) (10)
for any bounded Lebesgue-integrable function f on I s. If s¿ 2, then even for continuous functions
f on I s this error bound is better than what can be achieved by (5) since for any point set Q of
N points in I s the star discrepancy D∗N (Q) has at least the order of magnitude N−1(logN )(s−1)=2
(see [7, Chapter 2, Theorem 2.1]). If P is chosen as in Example 1, then D∗N (P) has the order of
magnitude N−1=s, and so the error bound in (10) is signiFcantly better than that in (5).
Example 5. Let X , , and d be as in Example 4 and let M =M(b1; : : : ; bs;f1; : : : ; fs) be as in
Example 3. If we adopt the convention that for ai=b
fi
i −1 the half-open intervals [aib−fii ; (ai+1)b−fii )
are replaced by their closed counterparts, then M forms a partition of I s. As in Example 3, let the
point set P={x1; : : : ; xN} consist of any N =bf11 · · · bfss consecutive terms of the Halton sequence in
the bases b1; : : : ; bs. Then, as noted in Example 3, P is an (M; s)-uniform point set. Thus, Theorem
3 yields the error bound∣∣∣∣∣
1
N
N∑
n=1
f(xn)−
∫
I s
f ds
∣∣∣∣∣6!
(
f;
1
m
)
(11)
for any bounded Lebesgue-integrable function f on I s, where
m := min
16i6s
bfii :
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Note that
D∗N (P) = O(N
−1(logN )s)
by the classical bound for the star discrepancy of the Halton sequence (see [9, Theorem 3.6]). Thus,
in the interesting case where bf11 ; : : : ; b
fs
s have the same order of magnitude, the error bound in (11)
is better than that in (5).
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