Both of Vietoris' inequalities are special cases of a general problem for Jacobi polynomials, and a summary is given of known results on this problem.
1. Vietoris' theorems. In a little known paper [18] Vietoris proved the following theorems. For completeness we will give a proof of Theorem 2. Some of Vietoris' ideas will be used, but many of the difficulties of his proof have been replaced by easier
arguments. However the reader should be aware that greater elegance often means diminished power, and Vietoris' original arguments may turn out to be useful for the more complicated problems which are mentioned at the end of this paper. The applications include estimates for the zeros of certain trigonometric polynomials
and an improvement of a forty-year old result of Fejer on sums of ultraspherical polynomials.
For the proof we need three lemmas. Proof. Sum by parts and use the standard estimate \27]_0 el *| < l/sin(x/2).
We are now ready to prove Theorem 2.
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Proof. Consider a first. We may assume n > 2. Different arguments are needed for each of the intervals 0 < x < 77/72, n/n < x < tr -n/n and 77 -77/72 < x < 77.
For 0 < x < 27/72, all terms in the sum are nonnegative, and the first is strictly positive.
For 77 -27/72 < x < 27, set x = 27 -y, so that 0 < y < n/n. It n is even, say » = 2t72, we have 2j72 772 o~nix) = 2 (~ l)*_1^sin ky = £ [c2fe_j sin(2/e-l)y -c2k sin 2ky]
This last sum has positive terms, since /"sin t is decreasing in t on (O, 77] and 2ky < 2my = ny < tt. And if 72 is odd there is an extra term, c sin ny, which is positive for 0 < y < n/n.
If 72 > 3, we must still consider the interval 77/72 < x < n -n/n. There we have sin x > sin (77/72) > (27/72X1 -77/672 ). Now by Lemmas 2 and 3,
hence, for 27/72 < x < 77 -27/72, we have
Here, the term in square brackets is decreasing in n for n> 3, and c2m = c2m .
for 222 > 0. Hence, the right hand side of (1.6) is positive for n = 2tt2 -1, if it is positive for 72 = 2t7z. And for 77 = 2772 it follows from Lemma 1 that the right hand side of (1.6) is at least equal to
this is positive for 772 > 2. Therefore 0"n(x) > 0 for 77/72 < x < 77 -77/72. The theorem is now proven for a .
For t the proof is similar to that for a , but the details are slightly more involved. The result is obvious for 72 = 0 and 72 = 1, and an elementary computation shows that r^x) = cos2 x + cos x + Vi > 0. We may therefore assume « > 3.
Firstly, we observe that r (x) > 0 for 0 < x < 27/72, since Then Szegö [15] showed how one could obtain estimates for the location of the zeros of such polynomials; this is the problem which we now consider.
We require the following corollary of Theorem 1. 
Since (3.1) implies or is related to many other inequalities (see for example
[2], [8] and the references given there), the existence of an extension of (3.1) suggests that some of these other inequalities can also be extended. This is true to some extent, as we proceed to show. 
(this is the even part of (3-3) for v = 2), it is clear that (4.13) is a deeper result than (4.14). However (4.12) is not true for all id, ß). For instance, it fails for a < A, ß =-A, when re = 2.
Rather than leave the impression that all of these problems would be solved if only (4.12) held, we, should remark that Problem 1 can contain deeper results than (4.12). For example, when a = ß = A, (4.12) is just the Fejér-Jackson-Gronwall inequality, and Vietoris' inequality (1.2) is a deeper result. Inequality (4.12)
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The common source of these two problems seems to be the following problem about Bessel functions:
Problem 2. For which values of (a, ß) is <4-15) ¡xorßja(t)dt>o, x>o?
The condition ß < a + 1 is necessary for the convergence of (4.15) at zero, and will not always be mentioned below.
The connection between (4.12) and Problem 2 comes from P(a'^(cos(0/«)) = 2ar(a+l)0-a/a(0). The proof of (4.15) for -1 < a < -A will be complete if we show that /3(a) defined by (4.17) exists, -A< /3(a) < 0, and is unique. Let giß) = f0a,2rßjait)dt. By Cooke's theorem (see [13] ), g(0) > 0, and we will show that g(-1 -a) < 0. This gives the existence of /3(a) and the inequalities -A <-1 -a < /3(a) < 0, -1 < a < -A.
Recall the classical differentiation formula [6, 7.2.8 (50)] -Ua+1ja+llt)\=ta+1JaU). Let R be the set of (a, ß) for which (4.15) holds. When -1 < a < Vi the boundary of R is the set of points where (4.17) holds, and from Sonine's first integral R contains (a + p, ß + p), p> 0, when it contains (a, ß). See the argument in [8] . Anothet proof of Szegô" s theorem is given in [9] .
