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Introduction:
Client:
I was approached by a client from a former internship to take on this project. The client
was a real estate developer, Kemper Developments, which develops and oversees the Bellevue
Collection shopping mall in my hometown. Currently they are struggling with the fact that they
do not have any system in place to analyze parking statistics collected across their campus.
Due to the high volume of traffic they see go through their parking lots on a daily basis, there
could be potential benefits to Kemper Developments, such as when to add additional traffic
officers during peak traffic times.

Stakeholders:
The stakeholders of this project are those that would gain from the completion and
success of the forecasting model. The stakeholders include the client Kemper Development
Company, the customers that are used to continued to collect parking data, and the City of
Bellevue. Kemper Development Company would benefit by creating a better informed picture of
what parking tends actually are on for their shopping malls. As it currently stands, all inquiries
into parking trends are done by hand on past data. A model that can learn better than a human,
as well as actually give a future forecast, would help my clients make more informed policy
decisions concerning how they are able to manage traffic through their property. With this in
mind, I want to make sure that my project could be deployed by someone that does not have
deep knowledge of machine learning or coding in general. As a result I ended up separating out
my data sanitation from my actual forecasting model. The idea behind this move was to give my
client a number of simple systems to run, as opposed to a single more complex. Additionally by

building out the feature set formatting to a different file, it allows for the model to be easily
updated if my client chooses to change how they keep and collect records in the future.

Project Goals and Objectives:
From the first quarter I completed, I had set out for the some goals for what I hoped to
accomplish within this project. My major goal was for me to create a deep learning model that
would allow my clients identify and predict traffic patterns in customer parking information.
Additionally I had also set some further goals that I had initially had hoped to achieve. One of
these goals was to be able to tailor my model to inquire about each individual parking complex
on their campus. Another was to integrate the model into a build of my client’s map application
to give customers the best structure to park at based on a day of the week and hour. As this
quarter went on I realized that these goals would be a little out of my scope based on the
dataset I was provided and timeframe of the quarter.

Project Deliverables:
The deliverable for this project, was a trained machine learning model that would take a
feature set of date and timestamps, and a target output of the rate of hourly traffic. At the initial
stages of this project, there was also a plan to move the project from my local machine to
instead be deployed on AWS cloud. Also given my background working on the actual mapping
application that Kemper Development used for their site dynamic map, I had plans to integrate
the output of my forecast to give shoppers an estimated parking capacity at different locations.
Unfortunately, these aspects of my project were determined to be out of scope at the end of my
first quarter of work. Instead they would be included in future development and improvements.

Project Outcome:
The larger goal of my project was to provide my client with a tool, which would allow my
client to make more informed policy decisions based on broader traffic trends. More insightful
information into hourly and daily traffic patterns would allow my client to better appropriate and
deploy resources concerned with alleviating traffic congestion on their properties. For example,
my client relayed that they struggle with timing when traffic officers should help direct traffic
coming out of their parking garages and onto the surrounding streets. They can only guess the
best times or manually have an employee request an officer help the traffic congestion. If my
project can be integrated into this system, it would allow for Kemper Development to reliably
deploy traffic enforcement at peak times, based on data trends and not guessing. It could also
help cover times that would not seem intuitive, but appear in model predictions and an analysis
of the input data. As a result Kemper Development company would decrease the money they
have to spend on traffic directions by narrowing the time they are actually needed during peak
hours given by model predictions. Additionally customers would have an easier time getting out
of parking garages at the Bellevue Collections, decreasing the amount of time they are forced to
idle, decreasing the environmental impact of parking.
With my model successfully trained over a year and a half of hourly patterns I am able to
give my client a set of outcome predictions for future traffic data. With this completed I could
work with my client to give them recommendations as to how to implement parking policies
moving forward. If my model can act as a proof of concept, that analyzing past traffic trends can
be used to explore future trends the model could be tuned further to allow my client more
specific areas of insights.

Design:

A large portion of the initial effort was to sanitize my input data set and then build out a
schema for target and feature sets for my network input. The important information pertaining to
my particular problem was the timestamp that was created when a car entered or left one of the
parking lots. This timestamp contains the exact time that a car passes a sensor, and a date
given yyyy-mm-dd. The actual information for whether it was a entry or exit of a garage was
contained in the name column. So my task from this point was to resample the data into a time
series sequence of hourly net traffic changes. I built a script that reads the formatted csv data
and bins the all of the time events over the current hour and then calculates the overall “delta”,
or the net loss/gain of parking spaces represented as a negative or positive value respectively.
Each hour was added as a row to the data set that would become my input to a deep learning
model. I decided on a target of the data is the net gain/loss of cars, while the feature set would
consist of the month, day of the month, day of the week and hour. The thought process being
that during my initial analysis of the data showed patterns during certain hours and days of the
week.
The next portion of my work was actually preparing the data for learning and initializing a
model that would take the input and target data to forecast future hourly traffic patterns. I
choose to use a LSTM model that would take the previous hour and use the information to
predict the next hour. After running a train/test split on the data I was able to validate that the
model was able to fit the test input fairly close. I also ran a mean square error test over the test
and predicted information and the data skillfully gave me an RMES of around 200 cars. While
there are ways in which I would have like to continue to tweak the model I was happy to see that
the model was able to capture the patterns of traffic throughout the day. One way I would like to

try and increase the accuracy is that the model has trouble with the hour following the abrupt
change from positive delta values, in the morning, and shift to negative as people show up to
work. I believe that expanding the window of memory that the LSTM used to predict the next
value might help decrease overfitting at certain hours.
A lot of my struggle came with the proper way to scale the data that I was inputting to my
model. Mainly this challenge was separating the numerical data from categorical data and
choosing a suitable encoding method for categorical data. I was able to use the MinMaxScaler
within sklearn library to scale the strictly numeric data. For the categorical data I initially found
the labelEncoder function for categorical data. Testing the model with the labelEncoder gave me
between 280-320 RMSE number. Upon further reading of the documentation, I found that the
labelEncoder still thinks that the numeric labels have the relationship as if they are numeric
values. So encoded months 1-12, would skew the model because it believes 1 < 2 < 3….as
opposed to separate categories. I solved this by creating separate OneHotEncoders for the day
and the month. This change brought the RMSE down significantly to 200-210 after several runs
over the test/train. Final challenges was just my lack familiarity with deep learning, so I generally
found that I had to put more time into reading documentation and background at almost every
turn of the project.

Conclusion and Future Work:
Conclusion:
I set out on this project with the goal to provide my client insight into an area of their
business that was previously overlooked. By combining my clients database from their old
parking counters and modern methods of deep learning, I hoped to provide a path for my client
to build out a smarter parking infrastructure in the same way that data analysis and learning

have revolutionized countless aspects of our lives. The results of my project showed a strong
proof of concept, that a neural network deployed in Python is able to learn from a history of
traffic data and make a prediction of future trends. After an analysis of the parking data, it
appears that day of the week and time of day had the largest impact on the model being able to
learn from previous hours and make an accurate prediction on the next.
Examining the predicted sequence of hourly parking data made by the trained model,
compared to the actual collected numbers provided some valuable insight to potential areas of
improvement. As it stands, the LSTM implementation of a recurrent neural network learns from
the past hour to inform the next hour. This made the model work great during stretches of the
day during which the hourly traffic deltas moved increasingly positive or negative. However I
noticed that during certain hours of the day where the delta moved from either very negative or
positive, the model struggled to adjust given the last hour. This would cause the LSTM model to
over fit the data over a two hour stretch. For example in the morning hours, the target delta
would be increasingly positive as people who worked late or at business that support them left
the parking garage. Around six-o-clock however, people would start to show up for work and the
loss of capacity showed up as a sudden negative delta. The model would continue the positive
delta from the following hour and not learn about the negative change until the next hour.

Future Work:
In order to improve the accuracy of the model and fix the over fitting of the test set, I
have several future development changes that I would later want to implement. The first would
be to include more metrics tracked during the training and test. This would include some visuals
such as a line graph to track the individual RMSE at each hour of testing. I also would want to
expand the memory of the LSTM window to include three or more hours in the prediction of the

next hour. My thought process is that each day follows a similar pattern of positive and negative
delta trends, so increasing the hours in the memory of the model would help the model not over
fit during the morning and even shift in traffic patterns. Finally, as I increase the hours the model
looks back to make predictions, I also would like to build out a more robust set of input data. A
large part of the bottlenecks I faced during this project revolved around the limited amount of
past data I had access too. So in the future I would like to either include more than two years of
data gathered from my client’s parking sensors, or employ methods to artificially expand my
current input set. Once method I was exploring to accomplish inflating my data points was to
segment my data into windows of overlapping periods. The model could then look at the deltas
in each overlapping segment to have more data points to learn from.

Reflection:
When I was approached by my client to take on this project, I looked at it as an
opportunity to not only provide a useful tool for them, but also a chance to get hands on
experience in the field of machine learning. Essentially the entire project was a learning
process, as this was my first attempt at implementing a deep learning model to make forecasts.
So I got the chance to research and explore best practices in working with large datasets as
well as how to analyze a dataset to determine the proper deep learning models applicable to
different types of data. My larger learning points from this project were best practices when it
comes to preparing data for deep learning and how to properly shape data for test/train splits. I
also got some valuable experience using different Python libraries to process large sets of data
and visualize the said data.

Senior Project Analysis:
Summary of Functional Requirements:
The functional requirements for my project was that my model be able to take a history of past
parking events and in turn be able to forecast future traffic patterns of customer parking.

Primary Constraints:
The largest restraint that existed in my projects development was the relatively low number of
data points that currently exist for my forecast model to train over. I was supplied with two years
of past parking information that was supposed to range from January 13th 2017 to March 13th
2019. Unfortunately the data from January 13th to March 13th was missing from the data that I
was given. Even without those 3 months generally for a LSTM model I would like to have more
data points.

Economic:
Given that this was a software project, I did not have to buy additional components directly for
the development of this project. The original development time for this project was to be done
over two quarters. Due to the delay in getting the data from my client, the actual development
time took place over a four month period.

If Manufactured on a Commercial Basis:
This project would not really be something that would be manufactured on a commercial level. I
think that if it was developed for customers, then

Environmental:
Given that my project is concerned with the coming and going of cars, and the subsequent
pollution, my project could potentially have an environmental impact. If my model is face
towards the consumer to let them know how busy the parking lots of the malls are. So if my
model is not capturing accurate numbers, it may cause more people to show up and as a result
there is a greater effect on the environment.

Manufacturability:
Manufacturing an accurate model will require that the client has a backlog of data readily
available on hand.

Sustainability:
If this model was to be implemented and inform the mall on customer traffic patterns within its
property. So in order to keep the model up to date with current behavior of customers, the
business would have to retrain the model on a consistent time interval, which could be every
year after deployment. Future updates to this model would be to additionally generate
overlapping windows within the data to inflate the number of inputs to the training/testing sets.
As for the use of resources, the model could be used to help know when to utilize the police
resources to direct traffic during highly trafficked times.

Ethical:
The basis of this design is reliant on the data collected from customers entering and leaving the
parking garages around the mall. So in a way the model can be seen as a breach of customer

information and potentially be misused to create profiles of shoppers. Especially since it might
not be explicitly known by customers that the mall collects parking metrics.

Health and Safety:
If the model is misused or inaccurate it could lead to the mall implementing policies that could
affect how they handle traffic during certain times of the day. If the mall becomes more lenient
during certain hours they think are not busy could cause too many cars to show up and increase
the risk of accidents.

Social and Political:
My model deals with the traffic rates, and as a result influences local infrastructure around the
mall. Therefore it is a good chance that knowing the traffic information for particularly busy times
in high trafficked metro areas could better inform future city projects in the area.

Development:
In order to develop this project I first had to prepare the data from the given raw system data
given to me by my client. Thus I had to learn how to use Pandas Python library for resampling
the data and transforming it isolate the useful information. Additionally I used Pandas to
visualize the raw data to inform me of holistic trends that existed in the data. For the actual
model development I had to deploy Keras deep learning libraries as well as Tensorflow for the
back end of the model. I also had to familiarize myself with techniques to generate test/train sets
for my feature set as well as how recurrent neural networks are trained with the split sets.

