ABSTRACT In this paper, a power allocation (PA) scheme aiming at maximizing energy efficiency (EE) with minimum rate constraint is proposed for a distributed antenna system (DAS) in composite fading channels. The EE for DAS with dynamic circuit power consumption is first presented. Then, maximizing the EE under the maximum power constraint of each remote antenna (RA) and the minimum rate requirement of the system, an optimization problem is formulated. Based on this, two cases of the optimization problem are, respectively, analyzed. The first case is that the rate equals the given minimum value, and an effective algorithm is proposed to get the number of active antennas and the corresponding power allocation for this case. The second case is that the rate is greater than its given minimum value. For that case, we present an efficient algorithm, where the optimal number of active RAs is firstly derived, and then an optimal PA in closed form is achieved by using the Lambert function. By combining these two cases, an optimal PA scheme for the EE optimization problem is proposed, and it can include some existing optimal schemes as special cases. Simulation result shows that the proposed PA scheme is effective and applicable for different fading channels. Moreover, it can obtain the superior EE performance and meet the required constraints.
I. INTRODUCTION
Energy efficiency (EE) has attracted considerable attention recently as a result of exponentially rising energy consumption in wireless communication and network, and thus energy efficient wireless communication, also known as green communication, has become a mainstream for future wireless communication [1] , [2] . Meanwhile, distributed antenna system (DAS) is regarded as a key technology in green communication for expanding coverage and increasing energy efficiency [3] , [5] .
The energy-efficient power allocation schemes for DAS have been studied in many literatures. In [6] , the energy efficiency for the generalized DAS over the frequencyselective fading is analyzed, and an iterative power allocation (PA) algorithm is presented to get the analytical solutions. The authors in [7] study the tradeoff between EE and spectral efficiency in downlink multiuser DAS, and a PA algorithm is proposed to achieve maximum EE. In [8] , a mathematical framework called fractional programming and an algorithm called the Dinkelbach method are presented for a broad class of EE maximization problems. By using the methods in [8] , many literatures provide PA scheme designs for DAS. He et al. [9] develop an energy-efficient PA scheme for multiuser OFDM DAS downlink by exploiting the fractional programming. In [10] , three design criteria including minimizing the overall transmit power, maximizing throughput, and maximizing EE for DAS are discussed, and an iterative PA scheme is derived for the third criterion by utilizing the fractional programming theory. In [11] , using the Dinkelbach method, a resource allocation method is presented for an OFDMA-based DAS, in which the antenna scheduling, power allocation and subcarrier assignment are all considered. Based on the slowly-varying large-scale channel state information (CSI), the PA scheme is studied in [12] , and an iterative algorithm for achieving the global optimal solution is given by using the fractional programing and the random matrix theory. By means of the Karush-Kuhn-Tucker (KKT) conditions, the power allocation with closed form may be attained. In [13] , with the upper bound of the average EE, a suboptimal closed-form PA algorithm for EE maximization in DAS is provided. A PA method for maximizing the EE in DAS is proposed in [14] , and a closed-form expression for the optimal PA is derived by solving the KKT conditions. In [15] , a power allocation scheme, which maximizes EE of DAS with low complexity, is presented, and compared with the scheme in [14] , its computation complexity is greatly reduced, but there exists small errors in the theoretical derivation.
According to the analysis above, the existing PA schemes for EE maximization basically need iterative calculation, and thus their complexity will become high. Meanwhile, these schemes rarely take the dynamic circuit power consumption into account, and basically based on the simple Rayleigh fading channel. Additionally, the power allocation for DAS with minimum rate requirement is also studied less considering the complexity. For the reasons above, in this paper, the EE of DAS is investigated over composite fading channels, where large-scale shadowing, path loss and small-scale fading are all considered. The optimization problem is firstly formulated by maximizing EE under the constraints of minimum rate and maximum transmit power. By using the KKT conditions and Lambert function, two computational efficient PA algorithms, which correspond to the rate equal to and larger than the given minimum rate, are then proposed, respectively. Computer simulation indicates that our proposed scheme can satisfy the required constraints, and has the EE same as the existing optimal schemes but with lower complexity.
The main contributions of this paper are illustrated as follows. Firstly, we develop a power allocation scheme for the EE maximization in a DAS over composite fading channels. This scheme can provide an optimal solution for power allocation in the EE optimization problem, and be applicable for different fading channels (including Rayleigh, Rician, Nakagami-m fading, etc). Secondly, the optimal number of active remote antennas and the corresponding closed-form power allocations are derived, and the resultant no iterative calculations are required. Hence, the computational complexity of the proposed scheme will be smaller than that of the existing schemes. Thirdly, our scheme considers dynamic power consumption and the minimum rate constraint as well as different fading channels, and thus it has more generality and includes some existing optimal schemes as special cases.
II. SYSTEM MODEL
We study a single-cell DAS downlink with N t remote antennas (RAs) and one mobile station (MS). These RAs are scattered geographically within the cell and are connected to the central processing unit via dedicated links, and RA i denotes the i-th RA. The MS is equipped with N r receive antennas. At the receiver, the received signal from RA i is expressed as
where h n i is the fading coefficient of the channel between RA i and the n-th receive antenna of MS. P i denotes the power consumed by RA i , x i indicates the transmitted symbol with unit average power from RA i , and z is the complex Gaussian noise vector whose element has variance σ 2 z and zero-mean. In distributed antenna system, the channel coefficient h n i includes large-scale fading and small-scale fading, and is given by [16] 
where
denotes the large-scale fading between the MS and RA i , d i denotes the distance between the MS and RA i , and S i is a log-normal shadow fading variable and α i is the path loss exponent. g n i is the small-scale fading coefficient between the n-th receive antenna of MS and RA i , and it can be modeled as different fading channels, including Rayleigh, Rician, Nakagami channels, etc.
For Rayleigh channel, {g n i } are modeled as independent complex Gaussian random variables with zero-mean and unit-variance. For the Rician fading, g n i is expressed as
where K i (i = 1, . . . , N t ) is the Rician factor. When K i = 0, the channel becomes the Rayleigh fading.
is the channel mean representing the lineof-sight (LOS) component, g n i is the normalized channel mean [17] .
n is the fading component, and g n w,i is a complex Gaussian random variable with unitvariance and zero-mean.
For Nakagami-m channel, g n i = β n i exp(jϕ n i ), the amplitudes {β n i } are modeled as modeled as independent Nakagami random variables of unit power with fading parameter m ≥ 0.5. The phase ϕ n i is uniformly distributed over [0, 2π ] . For a DAS, the EE is defined as
z is the ratio of channel power to noise (CNR) for RA i . P c indicates the circuit power consumption in DAS and is a constant. ξ is the dynamic power factor, and when ξ = 0, (4) is reduced to the EE under static power consumption. VOLUME 6, 2018
III. ENERGY EFFICIENT POWER ALLOCATION FOR DAS
The optimization problem of PA for EE maximization in DAS can be formulated as
where P = [P 1 , P 2 , . . . , P N t ] T , P max,i denotes the maximum transmit power of RA i , and R min represents the minimum rate requirement.
In order to facilitate the analysis, the above-mentioned problem (5) can be transformed into
Because the dynamic power factor ξ is a constant, the original optimization problem (5) will be equivalent to
where θ = 2 R min − 1.
A. GENERAL FORM OF OPTIMAL PA COEFFICIENTS
Without loss of the generality, suppose that all CNRs γ i s differ from each other due to the property of DAS, and they are sorted in a descending order as follows:
It is obvious that the objective function of (7) is pseudoconcave, and the constraint functions of (7) are affine, so we can utilize the KKT conditions to solve this optimization problem [18] . If P * is the optimal solution and (7) satisfies some regularity conditions (see below), then there exist con-
where f i is the partial derivative of F in the direction P i at the point P *
Substituting (8) into (12), we have the following inequality:
Based on these KKT conditions, we can derive a general form of the optimal PA (see Corollary 1). Corollary 1: P * satisfies a general form as follow:
where 1 ≤ N a ≤ N t and 0 < P * N a ≤ P max,N a . Proof: Since γ i and f i are sorted in a descending order respectively, from (9), we have:
With (15), it can be derived that there may exist three cases of {λ i − µ i }, i.e., {λ i − µ i }s are all larger than 0, {λ i − µ i }s are all smaller than or equal to 0, the first few {λ i − µ i }s are smaller than or equal to 0 and the rest are larger than 0.
To begin with, the first case, where {λ i − µ i }s are all larger than 0, is invalid. Because in this case, {λ i }s will be all larger than 0, then from (10),
It is obvious that P * i should not be all equal to 0. Afterwards, we can use a mathematical expression to describe the later two cases, i.e., there exists an active antenna number N a (1 ≤ N a ≤ N t ), with this number,
Thus µ i > 0, and correspondingly,
With this general form (14) , the original objective function will be transformed into an equivalent function with two arguments: N a and P * N a . Thus, we need to determine the value of N a . It is known that N a is related to the sign of λ i − µ i . From (9), the sign of λ i − µ i is determined by f i + νγ i . For f i +νγ i , the only uncertain variable is ν, and ν is related to the value of N t i=1 γ i P * i in terms of (10) . If
Therefore, we can analyze the investigated problem from two cases:
B. OPTIMAL POWER ALLOCATION SCHEME
With the help of the analysis in the subsection above, the investigated optimization problem can be discussed in two cases. i.e., 1)
Firstly, we give a corollary (i.e., Corollary 2) to solve the first case: (16) where N a can also be expressed as a value that satisfies
Besides, it is obvious that N a can be found by calculating
With Corollary 2, an effective power allocation algorithm is presented for
and it is summarized in Algorithm 1.
Algorithm 1 Case 1:
For the second case:
It is impossible to derive closed-from expressions of N a and P * N a directly from the inequality above. Hence, we need to sort to another method.
Considering that N a is a positive integer, to obtain N a , we can simplify the objective function in (7) as a piecewise one, (17) where P j = {P max,1 , . . . , P max,j−1 , P j , 0, . . . , 0}, and
It is obvious that (17) is a continuous function with one argument P j , and the derivative of V j (P j ) with respect to P j is
Since B j (P j ) > 0, the sign of V j (P j ) will be the same as that of A j (P j ).
Taking the derivative of A j (P j ) with respect to P j yields A j (P j ) = −γ j ln(1 + ψ j ) < 0. It means that A j (P j ) is decreasing function in any segment. Moreover,
where (0) . Since A j (P j ) < 0, the A j (P j ) in different segments satisfies the following property, i.e.,
With (22), it has the intuitive interpretation that A j (P j ) is always greater than A j+1 (P j+1 ). Then, there are two cases of A j (P j ) we should consider as shown in Fig. 1 . We use the sign of A J (P max,J ) to distinguish those two cases, where
Given the Fig.1 , the sign of V j (P j ) can be analyzed, since the sign of V j (P j ) is the same as that of A j (P j ). For the case:
i > θ, three corollaries are presented to find the optimal N a (which is the number of active remote antennas) and based on this, two cases of the optimal PA P * N a will be discussed.
Corollary 3: Let J = max{j :
Proof: Since J = max{j : A j (0) > 0&j = 1, . . . , N t }, and from Fig. 1 , it is obvious that A j (P j ) > 0 for j < J and A j (P j ) < 0 for j > J . It is known that the sign of V j (P j ) is identical to that of A j (P j ), and thus V j (P j ) > 0 for j < J and V j (P j ) < 0 for j > J . This means that V j (P j ) increases for j < J and decreases for j > J , and thus N a = J . N a ) ≥ 0, which is just the first case in Fig. 1 , it can be inferred that A j (P j ) > 0 for j ≤ N a , and A j (P j ) < 0 for j > N a . Since the sign of V j (P j ) is the same as that of A j (P j ), V j (P j ) is increasing for j ≤ N a and V j (P j ) is decreasing for j > N a . Besides, V N a (P max,N a ) = V N a +1 (0). Hence, P * 
, and W (·) is the Lambert W function [20] . VOLUME 6, 2018 Proof: If A N a (P max,N a ) < 0, which corresponds to the second case in Fig. 1, then A N Using these the corollaries above, the optimal solution of PA can be attained. For this, we present an efficient algorithm, which is referred as Algorithm 2, to achieve the closed-form solution. The proposed algorithm is divided into two steps, the first step is to find N a , and the second step is to get P * N a . , 0, . . . , 0}.
Algorithm 2 Case 2:
In conclusion, the Algorithm 1 is used for the first case of rate:
and Algorithm 2 is used for the second case:
Thus, we need to check these two cases to determine which algorithm can be employed for achieving the optimal power allocation. Considering this, Algorithm 3 is presented to obtain the optimal PA by combining the Algorithm 1 and Algorithm 2. Specific algorithm procedure is referred as the following Algorithm 3.
Algorithm 3
The Optimal PA Algorithm
The transmission is suspended, P * = 0, go to 8. 3: end if 4: Employ the Algorithm 2 to obtain the PA P * , and compute the value of
The result of Algorithm 2 is invalid, use the Algorithm 1 to obtain the optimal P * . 7: end if 8: Return P * .
C. COMPARISON
When R min = 0 and ξ = 0, the optimization problem will become the one without minimum rate constraint and dynamic power consumption, and this case is also studied in [14] and [15] . The optimal PA scheme and its fast implementation are respectively proposed in [14] and [15] . Compared with the schemes in [14] and [15] , our proposed scheme can achieve the same EE performance with lower complexity.
The number of additions, multiplications, exponents and logarithms of the three schemes above are nearly identical, and the main calculation burden among them is from the calculation of Lambert function. Based on this, the computation complexity of the three schemes is illustrated in Table 1 , where the calculation number of Lambert function is compared.
From Table 1 , it is shown that the number of Lambert function calculation in the proposed scheme is smaller than 1, and may be equal to 0 in some cases. The reason for this is that, from Corollary 4, our scheme does not need to calculate the Lambert function under certain conditions. In Table 1 , the scheme in [14] exhibits higher complexity, and needs to compute N t Lambert function, while the scheme in [15] needs to compute one Lambert function. Therefore, the proposed scheme has lower complexity because the fewer numbers of the Lambert function calculation are required. Besides, the scheme in [15] has errors in the theoretical derivation so that the proposed algorithm may not always achieve the optimal power allocation every time. Specifically, there are errors in [15, eq. (9) ] and [15, eq. (11)]. In [15, eq. (9)], the V j (P j ) is provided as follows:
which is different from the correct expression of V i (P i ) in Eq. (19) . Furthermore, the closed-form solution of P * N a , i.e., [15, eq. (11) ] is not correct, which is given by.
where φ 1 , φ 2 and φ 3 are shown as [15, eq. (11)]. The correct P * N a is given by equation (23) in our paper and equation (14) in [14] . Due to these inaccurate expressions, the obtained power value in [15] may exceed the given maximum transmit power and the resultant PA is not accurate enough. Hence, our scheme has more accuracy and can satisfy the maximum power constraint. Moreover, our scheme takes the minimum rate constraint and the dynamic power consumption into accout, which is not considered in [14] and [15] . Thus, our scheme has more generality,
In addition, we notice that [7] , [8] also study the EE maximizing problem, and achieve the solution of optimal PA through the iterative calculation or exhaustive search. The scheme in [7] is based on exhaustive search method, and thus its computational complexity is high. In [7] , all possible minimum rate constraint C is enumerated for outer loop iteration. Then, with a given C, the power of each remote antenna is computed by using a bisection method, which is the inner loop iteration, to find the optimal water level. For the scheme in [7] , the complexity at each iteration of an inner loop includes O(N 2 t ) real multiplications, and the bisection search basically needs O(log 1 ) iteration, where is the error tolerance. Moreover, the outer loop also needs plenty of iterations. On the other hand, in the proposed scheme, the worst case complexity is O(N t ) real multiplications, and there are not much iterations. Therefore, our scheme has lower complexity. The scheme in [8] is based on the fractional programming theory, and employs the Dinkelbach method to solve the corresponding maximizing problem of EE and obtains the optimal solution iteratively. In this scheme, the objective function is firstly transformed to a weighted sum of rate and power, and an iterative method is then applied to address this transformed optimization problem. As shown in [8] , the calculation of the optimal PA with a given weight λ is required in each iteration, which leads to water-filling solutions for the simple time-invariant parallel subchannels considered in [8] . Correspondingly, the complexity will be high since the water-filling power needs to be computed in each iteration. Moreover, when the method in [8] is used for the DAS EE optimization problem after some modifications, the KKT conditions need to be solved additionally to calculate the optimal PA under a given weight λ in every iteration. Thus, the extra complexity will be cost [14] . In contrast, the proposed scheme provides a closed-form solution by solving the KKT conditions only once. Hence, our PA scheme can be attained more efficiently than the above two schemes without any iterative process. Considering that it is difficult to measure and compare the complexity of iterative algorithms directly, we give the simple complexity comparison between the proposed scheme and the schemes in [7] and [8] In Table 2 . As show in Table 2 , our scheme does have less run time than the schemes in [7] and [8] due to lower complexity. So our scheme is more suitable in practical implementation. 
IV. SIMULATION RESULTS
Through computer simulations, the validity of the proposed PA scheme is evaluated in this section. It is assumed that P max,i = P max , α i = α, σ i = σ and K i = K in the simulations. The polar coordinate of base station/RA 1 is (0,0), and the polar coordinates of other RAs are ( √ 3/7D, 2π (i − 1)/(N t −1)), i = 2, . . . , N t , where the cell radius D = 1000m. The mobile station is uniformly distributed throughout the cell, and the other parameters in simulation are shown as: N t = 7, σ 2 z = −104dBm, P c = 10W , and the standard deviation of the shadow fading σ = 8dB. The 2 × 10 4 channel implementations are considered in simulation, and the results are illustrated in Figs.2-8 . Besides, in Figs.6-8, scheme 1 stands for the PA scheme in [15] that does not consider the minimum rate constraint and dynamic power consumption, scheme 2 denotes the scheme in [7] , and scheme 3 indicates the PA scheme based on Dinkelbach method [8] . The computer we used for simulation is an AMD 2.2-GHz dual core with 3.25 GB of RAM, and the simulation software is MATLAB2012b. Fig.2 plots the EE of DAS over Rayleigh channel with different numbers of receive antenna N r , where R min = 15 bit/s/Hz, α = 3, N r = 1, 2, 3, and dynamic power factor ξ = 0.05. As illustrated in Fig.2 , the EE of the presented scheme increases at first and finally becomes a constant as P max increases. This is due to the fact that the P * N a becomes smaller than P max as P max increases and P * N a does not change any more. Fig.2 also shows that the EE of the system with larger N r is higher than that with smaller N r . Namely, the EE performance of the system with N r = 3 is superior to that with N r = 2, and the EE performance of the system with N r = 2 is superior to that with N r = 1. This is because more spatial diversity gain can be achieved for the systems with more receive antennas. The results indicate that the proposed scheme is valid, and the application of multiple receive antennas can improve the system EE obviously. In Fig.3 , we consider the Rician channel and evaluate the EE performance of DAS with different Rician factors K , where R min = 15 bit/s/Hz, N r = 2, α = 3 and ξ = 0.05. It is shown in Fig.2 that the EE performance of the system with larger Rician factor is superior to that with smaller Rician factor. Specifically, the system EE with K = 10 is higher than that with K = 3. The reason is that the fading severity decreases as the Rician factor K increases. Moreover, the system EE with K = 3 is higher than that with K = 0. This is due to the existence of LOS. As a result, the system over Rician fading channel (K > 0) outperforms that over Rayleigh fading channel (K = 0) and has higher EE, as expected. In Fig.4 , we consider the Nakagami channel and evaluate the EE performance of DAS with different Nakagami parameters m, where R min = 15 bit/s/Hz, N r = 2, α = 3 and ξ = 0.05. It is shown in Fig.3 that the EE performance of the system with larger m is superior to that with smaller m. Specifically, the system EE with m = 3 is higher than that with m = 2. The reason is that the fading severity decreases as the Nakagami parameter m increases. Moreover, the system EE with m = 2 is higher than that with m = 1. This means that the system over Nakagami fading channel (m > 1) outperforms that over Rayleigh fading channels (m = 1) and has higher EE than the latter, as expected. Fig.5 illustrates the EE of DAS over Nakagami-m fading channel with different minimum rate requirements, where N r = 2, α = 3, ξ = 0.05 and m = 2. From Fig.5 , we can observe that the EE decreases as the minimum rate R min increases from 15 bit/s/Hz to 17 bit/s/Hz. The reason for the EE decrease is that more power of each RA is required, when minimum rate R min increases, which leads to the decrease of EE. Moreover, due to smaller rate constraint, the EE starts to decrease slightly when R min increases from 0 to 15 bit/s/Hz. Besides, the EE of the scheme with R min constraint is lower than that without R min constraint at low P max because of the limitation of minimum rate, especially for larger R min . As P max increases, however, the former has the EE close to that of the latter. This is because the former can obtain higher data rate at large P max , and meet the R min requirement automatically. Thus, they have almost the same energy efficiency.
For comparison with the existing schemes, the EE performance of DAS in composite Rayleigh channel is assessed in Figs.6-8. Fig.6 gives the EE of DAS with different dynamic power factors ξ , where R min = 15 bit/s/Hz, α = 3, N r = 2. As shown in Fig.6 , the EE of DAS can obviously increase as the dynamic power factor ξ decreases. Namely, the EE of DAS with ξ = 0 is higher than that with ξ = 0.05 because of no dynamic power consumption. Besides, the EE of DAS with FIGURE 6. EE versus P max for DAS with different dynamic power factors. ξ = 0.05 is higher than that with ξ = 0.1. This is because the decrease of ξ means the decrease of dynamic power. As a result, the EE is improved. In the case of no dynamic power consumption, our scheme can obtain almost the same EE as the existing scheme in [14] (i.e., scheme 1) since our scheme has smaller R min constraint while the latter has no R min constraint. Whereas for no dynamic power consumption and R min constraints, the proposed scheme has the same EE as the scheme 1, as expected. To further comparison, Fig.7 shows the EE of DAS with the proposed scheme and scheme 2 for different path loss exponents, where N r = 2, ξ = 0, R min = 15 bit/s/Hz and α = 3.5, 3. In Fig.7 , the system EE increases as the path loss exponent decreases, that is, the energy efficiency of DAS with α = 3 is larger than that with α = 3.5. The reason for this is that the decrease of α means the decrease of path loss, which reduces the impact on the energy efficiency. Moreover, the proposed scheme exhibits the EE performance identical to the scheme 2 since they are both the optimal schemes. However, the proposed scheme needs less run time than the scheme 2. Specifically, the proposed scheme takes 679.3 seconds, while the scheme 2 takes 29664.5 seconds, which agrees with the previous complexity analysis. The results from Figs.6-7 show that the proposed scheme is effective for different dynamic power factors and path loss exponents.
In Fig 8 , the proposed scheme is compared with the scheme 1, scheme 2 and scheme 3 in DAS, where N r = 2, α = 3, no minimum rate constraint and dynamic power consumption are considered for fair comparison. It is shown in Fig.8 that the energy efficiency of our scheme is identical to that of scheme 1, scheme 2 and scheme 3, which indicates that our scheme is also valid for the system without minimum rate constraint and dynamic power consumption. Moreover, the proposed scheme needs less run time than the scheme 1, scheme 2 and scheme 3. Specifically, the proposed scheme takes 703.1 seconds, while the scheme 1 takes 1298.6 seconds, the scheme 2 takes 29612.3 seconds, and the scheme 3 takes 1374.8 seconds, which accords with the complexity analysis in section III-C. Besides, since scheme 2 is based on exhaustive search, examining all possible rates with a resolution of 0.01 from 0.01 bit/s/Hz to 30 bit/s/Hz in the simulation, the run time of scheme 2 is the longest among those of the above four schemes. The results above further illustrate the effectiveness of the proposed scheme, i.e., it has the same performance as the existing schemes with low complexity.
V. CONCLUSION
Based on the maximum power constraint per RA and minimum rate constraint, we have studied the energy efficiency of DAS over composite fading channel and developed the corresponding energy-efficient PA scheme, which considers dynamic power consumption, large-scale shadowing, path loss and different fading channels. Aiming at maximizing the EE under the power and rate constraints, the optimization problem is formulated. To solve this problem, we split the minimum rate constraint into two cases. The first one is that the rate equals its target value, and the second one is that the rate is greater than its target value. We derive two effective algorithms for these two cases, respectively, by means of KKT condition and the Lambert function. Through the combination of these two algorithms, an efficient algorithm is presented to obtain the optimal number of active RA and closed-form PA. Additionally, the developed scheme includes the ones with dynamic power consumption only and minimum rate constraint only as well as without dynamic power consumption and minimum rate constraint as special cases. Thus, it has more generality. Simulation results show that the proposed scheme is effective, and can provide superior EE performance while satisfying the required constraint conditions. Moreover, it can achieve the energy efficiency identical to the existing optimal schemes with lower complexity.
