ZVI GILULA, ROBERT E. MCCULLOCH, and PETER E. ROSSI* The generic data fusion problem is to make inferences about the joint distribution of two sets of variables without any direct observations of the joint distribution. Instead, information is available only for each set separately along with some other set of common variables. The standard approach to data fusion creates a fused data set with the variables of interest and the common variables. This article develops an approach that directly estimates the joint distribution of just the variables of interest. For the case of either discrete or continuous variables, the approach yields a solution that can be implemented with standard statistical models and software. In typical marketing applications, the common variables are psychographic or demographic variables, and the variables to be fused involve media viewing and product purchase. For this example, the approach directly estimates the joint distribution of media viewing and product purchase without including the common variables. This is the object required for marketing decisions. In marketing applications, fusion of discrete variables is required. The authors develop a method for relaxing the assumption of conditional independence for this case. They illustrate their approach with product-purchase and media-viewing data from a large survey of British consumers.
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Data fusion is the problem of how to make inferences about the joint distribution of two sets of random variables (hereinafter called the "target" variables) when only information on the marginal distribution of each set is available. For example, separate surveys of buying behavior and media-viewing behavior are conducted. Information is available on the marginal distribution of buying behavior and media viewing, but there is no direct observation of the joint distribution. In media-planning problems, inferences about the joint distribution of buying and viewing are desired. Therefore, the problem is to make inferences about the joint distribution of media viewing and buying without direct observation of these two sets of variables jointly.
The general problem of inferences about a joint distribution based on the marginals is not solvable. There are many possible joint distributions that are consistent with the same marginal distributions so that the joint distribution is not identified by knowledge of the marginals alone. Additional information must be brought to bear on the problem to solve it. Data fusion is made possible by some group of variables that is common to both sources of information on the marginals of the two sets of target variables. An example of this common information is demographic or psychographic variables. In the media-planning example, demographic information is available both in the survey of buying and in the survey of media viewership. Data fusion methods use this common information to make inferences about joint distribution. However, the presence of common variables alone is not sufficient to identify the joint distribution of the two sets of target variables. Given the common variables, additional assumptions must be made about the conditional distribution of the target variables to achieve identification.
The term "data fusion" was coined for this problem; it connotes the "merging" or fusion of two data sets. One data set has a set of target variables and the common variables, and another data set has the other target set of variables (and the same common variables). For example, the data set with the buying data must be fused with the data set with media-viewing habits through the information in the common set of demographic variables. If all dependence between buying and media viewing is through the common variables, it might be natural to view the data fusion problem as a matching problem of sorts (see Kadane 1978; Rodgers 1984) . A given record from the buying data must be matched with one or more records from the viewing data.
The basic idea behind matching is to form groups of observations that are "similar" as measured by their common variable values. The groups of observations can be used to impute the values of the target variables that are not observed or "missing" in a particular data set. As such, the problem of data fusion can be cast as a missing data problem, as Rubin (1986) emphasizes. The imputation groups can be formed by simple rules, such as having identical values of the demographic variables or "close" values as defined by a distance metric (Rassler 2002, pp. 19, 56, 68 ; see also Moriarity and Scheuren 2001) . Kamakura and Wedel (1997, 2000) generalize this notion by defining imputation groups implicitly in a finite mixture model.
In marketing problems, the data sets are often produced by surveys, and all variables are discrete. Moreover, many of the important variables are categorical in nature. The ultimate target variables whose joint distribution we wish to estimate are also discrete. Examples include media viewership and purchase, which are binary variables. Multiple imputation methods based on multivariate normal distributional assumptions (for a discussion, see Rassler 2002) are not applicable to many, if not most, marketing applications.
Our approach is to estimate the joint distribution of the target variables directly rather than to use a matching or concatenation approach. The joint distribution can then be used to solve the inference problems, as is desired for marketing decisions. Our approach works equally well with either discrete or continuous targets and with common variables. In particular, we do not require any explicit modeling of the distribution of the common variables and instead condition on these variables. This reduces the number of parameters estimated and the possible specification errors that might occur from postulating a joint distribution of the common variables.
Our focus is on marketing decisions, for which joint distribution is the ultimate goal of the analysis. Multiple imputation and other fusion approaches are designed for more generic situations in which the ultimate goal of the analysis is not known at the time of fusion. Our approach is also designed to exploit existing methods for modeling the conditional distribution of the target variables given the common variables rather than requiring specialized code. Standard methods (e.g., logit or regression models) can be used interchangeably with more flexible methods from the datamining or nonparametric literature. In our empirical example, we check our results based on logit models by fitting models based on the gradient boosting algorithm (Hastie, Tibshirani, and Friedman 2001, Ch. 10).
We organize the article as follows: In the next section, we outline a general framework for the data fusion problem and present our general approach. The assumption of conditional independence plays an important role in many approaches to data fusion. We discuss how other approaches are related to our general formulation of the problem and how these approaches either do or do not use conditional independence. Then, we develop a method for relaxing the assumption of conditional independence that is useful for the case in which some fused data or prior information is available. We illustrate the value of our approach by using buying and media-viewing data from a large survey of British consumers. We show that our approach achieves highly accurate fusion without the use of highly parameterized models or specialized code.
A FRAMEWORK FOR DATA FUSION
To develop a general framework for data fusion, we need to propose a precise definition of the data fusion problem. Much of the data fusion literature takes the view that the goal of data fusion is to combine or "fuse" two data sets into one complete data set. To establish a notation, let D b = (x b,i , b i ), i = 1, …, N b , denote a data set of observations on one target variable and the common variables x. In addition, D m = (x m,i , m i ), i = 1, …, N m , denotes the data set of observations on the other target variable (with associated common variables). We label the target variables "b" and "m" to suggest a media-buying situation in which b denotes product purchase or usage and m denotes media viewing. Typically, x is a high-dimensional vector of variables.
Although this notation conforms to our data application, the problem is more general. Our view is that the goal of data fusion is to form inferences about the joint distribution of (b, m) using the information in the data D = (D b , D m ). Estimates of the joint distribution of (b, m) can then be used to solve whatever decision problem is required by the marketing application. For example, in media planning, media choices that have a high proportion of viewers who purchase the advertised product are considered desirable. Therefore, the problem of media choice requires aspects of the joint distribution of b and m. Subsequently, we discuss the circumstances under which we require the joint probability of b and m or simply the conditional probability of b given m.
Our goal can then be succinctly stated as the computation of the predictive distribution of (b, m) given the data D = (D b , D m ). The predictive distribution is obtained by integrating out over the parameters of the joint distribution,
Because b and m are not observed jointly but only separately along with the common variables, we must provide a model for the conditional distribution of (b, m) given x. As we discuss in the section on identification, some further assumptions are required to identify this model. We begin with the assumption of conditional independence:
The idea here is that the source of commonality between b and m are the x variables and that after controlling for or conditioning on these variables, the dependence between b and m is eliminated. For situations with a rich array of x variables, this may be a reasonable approximation. What is important to emphasize is that some assumption about dependence must be made to solve the data fusion problem. We begin with the assumption of conditional independence for which we believe a reasonable argument can be made. However, without direct information on the joint distribution of b and m, this assumption cannot be tested. Parts of the literature on data fusion do not make explicit mention of the assumption of conditional independence, but such examples implicitly assume it. Other researchers, such as Rogers (1984) , explicitly make the assumption. In the identification section, we discuss the other approaches and the implicit and explicit assumptions made about conditional independence. We also develop a method for relaxing conditional independence that can apply to many marketing applications.
Under the assumption of conditional independence, the predictive distribution of b and m can be computed as follows:
where p(θ|D) is the posterior distribution of the parameters given the two data sets and p(x) is the marginal distribution of the common variables. In general, x may not be continuous. Therefore, it may be useful to view the preceding inner integral as the expectation of the conditional distribution of (b, m) given x and θ with respect to the marginal distribution of the x variables.
To compute the expectation with respect to the marginal distribution of x, it is not necessary to model the distribution of (b, x) and (m, x) or even just the marginal of x. We require only the ability to take the expectation with respect to this distribution. The x variables may exhibit many forms of dependence and mixtures of discrete and continuous distributions. Given that we require only the expectation and not the entire distribution, we can simply approximate this expectation by summing over the observations. This avoids arbitrary distribution assumptions or the very difficult nonparametric problem of approximating the high-dimensional distribution of x. In survey work, there are typically samples of several thousand or more, so this approximation is apt to be accurate.
Our approach to computing the predictive distribution of b and m is to form the expectation,
The summation is over all observations of x in both data sets. The outer expectation with respect to the posterior distribution of θ can be achieved easily by using draws from modern Markov chain Monte Carlo methods or by even less computationally demanding methods, such as importance sampling. As a practical matter, this means that we need to model only the conditional distribution of b given x and m given x to perform data fusion. In typical situations, each element b and m can be either binary variables, in which case simple logit models might suffice, or continuous variables, in which case standard regression models could be used. Diagnostics can be performed on these model fits to select among alternative specifications. Modeling the conditional distribution of b given x or m given x is considerably less demanding than modeling the joint distribution of (b, x) and/or (m, x). This reduces computational requirement and guards against model misspecification.
Joint or Conditional Probability
To determine which aspects of the joint distribution of b and m are required, we must examine the media-buying decision. Consider the problem of allocating a mediabuying budget over k possible media (in our case, over k possible television shows). We view the objective as maximizing the total exposure to consumers who have revealed an interest in the product through purchase (b). Thus, the media-buying decision could be formalized as follows: where E is the total media budget, cost k is the price per exposure for medium k, and Q k is the number of exposures purchased for medium k. Note that the total number of exposures is proportional to the probability of consumers viewing medium k and purchasing the product, which is simply the joint probability of b and m k . This takes into account both the total viewership of medium k and the proportion of viewers of medium k who have expressed an interest in the product category by making a purchase.
The solution to this problem is to purchase the medium with the highest ratio, Pr(b and m k )/cost k . This implies that the joint probability of b and m k is the object of interest for media planning. However, if the price of a medium is proportional to the size of the viewership, P k = cPr(m k = 1), this optimality condition becomes a choice of the medium with the highest conditional probability:
Situations in Which Only b|m Is Desired
As we discussed previously, there are some situations in which we do not require estimates of the entire joint distribution of (b, m) but only the conditional distribution of b|m. In these cases, some computational simplifications can be achieved over the approach we outlined previously. The goal now becomes the computation of the predictive distribution of the conditional distribution of b|m:
We now introduce the conditioning x variables into the expression:
Using the assumption of conditional independence, we obtain the following:
This expression means that we average the conditional distribution of b|x with respect to the conditional distribution of x|m.
We can approximate this conditional expectation by summing over the observations of x for the given value of m.
where N x|m is the number of x observations given m takes on a particular value. In the media-viewing case, this means that we sum over the empirical distribution of x for a specific medium. Thus, if we are interested only in the computation of b|m, we can simply model b|x and sum over the relevant values of the x variables. This avoids the effort and possible model misspecification errors that are associated with modeling m|x.
Identification and the Assumption of Conditional Independence
There is a fundamental identification issue in the data fusion problem (see also Rassler 2002 , p. 5) that stems from observing data only on the two marginal distributions of (b, x) and (m, x). The goal is to make inferences about the joint distribution of (b, m). In our data fusion method, we obtain the distribution of (b, m) from the conditional distribution by averaging over the marginal distribution of x, p(b, m) = ∫p(b, m|x)p(x)dx. To observe the identification problem, consider the alternative definition that the joint distribution of (b, m) is a marginal of the joint (b, m, x), p(b, m) = ∫p(b, m|x)dx. For any given marginal distributions of (b, x) and (m, x), there are many possible joint distributions (b, m, x). This means that the data fusion problem is fundamentally unidentified without some sort of restrictions on the joint distribution of (b, m, x) or, equivalently, on the conditional distribution of b, m|x. We begin with the restriction that (b, m) are independent and conditional on x. This is based on the view that if the x vector is "rich" enough, b and m can be approximately independent. If the x vector does not have sufficient explanatory power, the assumption of conditional independence can be violated. If a source of prior information (e.g., a sample of fused data) is available, we can incorporate deviations from conditional independence, as we illustrate in the next section.
In many situations, the assumption of conditional independence may be reasonable. However, it is clear that there may be some situations in which the content of the x vector is not sufficient to ensure conditional independence. For example, consider the case in which the x vector contains only demographic variables. To ensure conditional independence, there must be no common component between category purchase and media viewership conditional on x. If the media is narrowly focused on a specific interest, the assumption of conditional independence might be violated. For example, consider the category of photographic equipment. Interest in photography is related to demographics but is unlikely to be perfectly predicted by demographics alone. This means that there is likely to be a common component (interest in photography) that is present in both b (purchase of cameras) and m (readership of a photographic magazine). However, for more general media, such as television programs, radio shows, newspapers, and generalinterest magazines, this is less likely to be a problem. It is important to realize that some restriction is required and that without an additional source of data on (b, m), this assumption cannot be tested.
It is instructive to examine other approaches to data fusion to determine what identification assumptions are imposed either explicitly or implicitly. The oldest approaches to data fusion involve data matching of some sort. Equivalent groups of observations are identified by means of the x variables. For example, in the "hotdeck" approach, observations with the same values of the x vector are assumed to be equivalent or to be a random sample from the conditional distribution of (b, m) given x. Although it is not explicitly stated, the justification for these matching procedures is that conditional independence is approximately held (see also Rogers 1984) . Data-matching approaches that define a distance metric in the x space and use observations that are close in terms of their x values also use the assumption of conditional independence. Kamakura and Wedel (1997) do not assume conditional independence, and they use a finite mixture of independent multinomials to approximate the joint distribution (b, m, x). However, it is not clear whether their procedure gives rise to estimates of the joint distribution that display conditional independence.
RELAXING THE CONDITIONAL INDEPENDENCE
ASSUMPTION Our view is that conditional independence is a useful default or maintained model assumption. If the set of x variables is comprehensive and predictive of (b, m) behavior, conditional independence is likely to hold. Relaxing the assumption of conditional independence requires additional information beyond the sample information because the joint distribution of b and m is not identified. Supplemental information can come from a variety of sources. We consider the possibility of a subset of data for which the complete distribution of b, m, and x is observed.
There are many ways to incorporate conditional dependence by replacing Equation 1 with some model of the conditional joint distribution of (b, m)|x. For example, Rassler (2002) introduces a prior distribution that captures some view of dependence for the case of multivariate normal b, m, and x variables. The problem is that the results are sensitive to the choice of this prior, and assessment of the prior can be difficult. Our view is that this prior information must ultimately come from jointly observing data on comparable (b, m, x).
Models of conditional dependence depend on whether b and m are discrete or continuous and, even in the discrete case, the number of values that b and m can handle. The literature has focused on multivariate normal models, which are of questionable relevance in marketing applications. Here, we develop an approach to adding dependence for binary b and m variables, which is the most important case for many marketing applications. The table of the joint distribution is a four-dimensional multinomial distribution given x; the probabilities are as follows:
In general, our approach involves building models for b|x and m|x. We can provide for a departure from conditional independence by introducing a parameter λ For a positive λ, let For a negative λ, let As such, "a" can be used to perturb the P array to represent a new multinomial distribution with conditional dependence:
If
where I i,j, is an indicator function for each of the four possibilities represented in the multinomial distribution. Given a prior on λ, we can implement a conditional Bayesian analysis. We have prior information that whatever conditional dependence exists is likely to be small. A reasonable prior for this case would be Equation 6 is a symmetric prior centered on zero with one parameter that determines how informative it is.
Note that Equation 4 gives a joint model for (b, m)|x, θ b , θ m , λ. If we integrate out either b or m from the joint model, we obtain the same marginal model for b|x or m|x as the one we used to construct the joint. Thus, in the empirical application, we infer about λ conditional on the values of u b , u m obtained by fitting the models b|x, θ b and m|x, θ m . Although it is possible to estimate all model parameters jointly, we do not expect to lose much precision by our conditional approach, because the conditional approach has the benefit of a simple implementation.
AN EMPIRICAL APPLICATION
A common application of data fusion methods is the fusing of buying behavior and media exposure. There are general-purpose surveys of exposure to print and television media. Typically, these surveys collect demographic information as well. If a marketer is designing a marketing communication strategy for a product or group of products in a particular category, it is useful to know which media types are efficient for communication. This means that the marketer is interested in b|m for a specific set of m's whose coverage is observed in a media exposure survey. A set of demographic variables, available in a separate buying survey and common to both the b and m data sets, makes fusion feasible.
The British Market Research Bureau Data Set
Our data come from a survey of British consumers that the British Market Research Bureau (BMRB) conducted in 1998. This is a general-purpose survey of more than 20,000 consumers. The BMRB survey collects detailed information on viewership of the most popular British television shows along with extensive demographic information. Table 1 lists 19 demographics variables available in the data. The BMRB survey also collects information on purchases of a variety of different categories of products. Table 1 lists 15 such product categories. These product categories have penetration rates between 20% and 86%. We chose these 15 product categories from approximately 35 total categories available in the data, and we included only those categories for which there were no missing data. The BMRB survey is designed to obtain primarily purchase data and lifestyle information. This includes measuring media exposure. We confined attention to information on television viewing of 64 surveyed shows with no missing data. Table 1 provides a list of the shows. All of our B variables and M variables are binary, such that B = 1 indicates use of the product and M = 1 indicates "specifically chose to watch this program." The sample size is 24,497 observations. The BMRB data set provides fused data in the sense that both b and m variables are observed for the same survey respondent. This enables us to gauge the performance of our proposed methods.
Ultimately, the goal of data fusion is to estimate the joint distribution of b and m. Specifically, we estimate the conditional distribution, b|m, which we indicated would be used to make media selection decisions. In the BMRB data set, each of the b and m variables is a binary variable, and we have an extensive set of x variables. Our predictive approach requires estimation of the conditional distributions, b|x and, in the case of the "joint" approach (Equation 2), m|x as well. We begin with a logistic regression specification of both conditional distributions. The X variables are a mixture of ordinal, categorical, and discretized continuous variables (age and education). We specify a logit fit with all variables (except age) entered as dummy variables for all (except one) of their possible values. This logit specification guards against potential misspecifications of the form that the independent variables enter by additive, but possibly nonlinear, functions, but it does not defend against misspecification of the probability locus and the single-index assumption. We checked our assumption of the logit functional form with various graphical procedures and found no evidence of violation of the form. We also fit both the b|m and m|x model with the gradient-boosting algorithm of Friedman (Hastie, Tibshirani, and Friedman 2001) as implemented in the R package, gbm (Ridgeway 2004 ). We found no difference in performance, which can be viewed as a robustness check of our findings.
Given the fit logit models, we implement the joint method (Equation 2) in which we average the distribution of (b, m)|x over all possible values in the data. An alternative would be to fit only b|x and simply average over only x values for which m = 1 or 0 (Equation 3). We call the first method the "joint" method, and we call the second method the "direct" method. Note that it is not clear which method does a better job of estimating the conditional distribution of b|m. The joint method uses a large sample of x values (the entire data set) to average, but it incurs sampling and misspecification error associated with modeling m|x. The direct method avoids the cost of modeling m|x, but it averages over a smaller subset of x values. Because our data set is so large and because the logit models seem to be well specified, it is not surprising that the results based on the joint and direct methods agree closely.
Given that we have direct measurement of the joint distribution of b and m in our data, we can check our estimates against the value of b|m in the data:
where i is the index of the buying variable and j is the index of the media-viewing variable. We do not need to subset our data to test our method, because we do not use any aspect of the joint distribution of b and m in the computation of our estimator in Equation 3 . The triangles in Figure 1 Figure 1 is the 45-degree line. The dotted line is a least squares fitted line through the cloud of points. It is evident that there are two dimensions along which the direct and actual estimates differ. The first, and most evident, is that the bulk of the points lie below the 45-degree line, indicating that our estimates are a bit too low. This downward "bias" is slight but discernable. The second is that the point cloud is rotated slightly in the clockwise direction from the 45-degree line, as indicated by the difference between the 45-degree and least squares fitted lines. As we show subsequently, both of these discrepancies from perfect fit (up to sampling error) are the result of the assumption of conditional independence. The rotation is caused by a combination of both positive and negative association deviations from conditional independence. The downward bias is caused by the preponderance of positive association deviation relative to negative association deviation.
Comparison to Matching Procedures
The most common approach to data fusion is to use some sort of algorithm to "match" each observation in the (b, x) data set with a corresponding observation in the (m, x) data set on the basis of agreement in x values. The difficulty in a matching algorithm is to specify an appropriate criterion for matching. The x variables are often discrete, but they often take on a large number of values. To make a perfect matching procedure work, some collapsing is required of the discrete values for a particular variable. However, for truly , categorical x variables, it is impossible to collapse the values without essentially eliminating the variable. In the BMRB data, there is a mixture of categorical and ordinal variables. To maximize the chance of a perfect match, we combined categories for many of the x variables. On the basis of the set of recoded X variables, we can obtain perfect matches approximately 50% of the time. We fill in with the marginal value of b in the case of a nonperfect match.
To implement and evaluate a matching algorithm, we must partition the data set. If we attempt to match each observation in a data set such as the BMRB data, which has both b and m, we will always be able to find a perfect match. For this reason, we partitioned the sample of 24,497 into two nonoverlapping data sets. In one-half of the data, we consider the m values missing, and in the other half, we consider the b values missing. We then do a "directed" match in which we begin with the b half and then match against the m half to append imputed m values. We then reverse the match to impute b values to the m half. We concatenate these data sets to form the fused data set. Figure 1 overlays the results for a perfect match, or hotdeck procedure, on top of the results for our direct method using the "+" symbol. The hotdeck procedure performs rather poorly compared with our procedure with twice the MAD (.037 versus .018). Note that our procedure is virtually automatic in the sense that it did not require any inspection of the x variables to determine which values could be collapsed. However, it is possible to improve the performance of a matching algorithm by taking into account that some of the x variables are nearly continuous. To form a hybrid matching algorithm, we insisted on a perfect match on our five truly categorical variables and defined a distance metric for the others. 1 Our distance metric was simply the sum of absolute differences for the noncategorical variables rescaled to (0, 1) using the range. Note that it would be inappropriate to apply a Mahalanobis-style distance metric because the variables in the BMRB are far from elliptically distributed.
If i is an index of a categorical variable, δ(i) = ∞, or δ(i) = 1. 2 The modified matching procedure performs much better than the default hotdeck procedure, but it is still outperformed by the direct procedure, which does not require the formulation of a distance metric or the classification and collapsing of x variables. The MAD for the modified matching procedure is .0191.
Conditioning on
In the computations that appear in Figure 1 , we have conditioned on estimates of the logit parameters, u b , u m . Our approach does not require this, and it is straightforward to integrate out these parameters with importance sampling. Given the large sample size, there are only slight differences between the full Bayesian and a conditional approach. We confirmed this by computing the posterior distribution of the fitted probabilities. This distribution is extremely tight for this data set. The conditional approach is an approximate version of our procedure that can be imple-
, ,
Comparison with Multiple Imputation Approaches
Our approach to data fusion directly estimates the joint distribution for each (b, m) pair in the data set. This can be considered a form of imputation in which the fitted probability from the model of m|x is inserted for the missing values of m in the (b, x) file and the fitted probability from the model of b|x is inserted for the missing values of b in the (m, x) file. 3 We concatenate the two files to form a fused data set. We then construct the table of (b, m) probabilities by summing over the observations in the concatenated file. That is, we begin with the two data sets:
We then insert the fitted probabilities and concatenate as follows:
The joint method in Equation 2 forms the 2 × 2 table for each preceding row and then averages over rows, whereas the direct method in Equation 3 computes Pr(b = 1|x) and then averages over only those rows for which m = 1.
Multiple imputation proceeds by imputing or simulating multiple data sets with draws from a Bernoulli distribution with the appropriate fitted probabilities. This is illustrated for the case of two imputations or draws: To examine how multiple imputation introduces greater error into the fusion process, we randomly sampled two samples with 500 observations each from our file. For one sample, we discarded the observations on m, and for the other, we discarded the observations on b. We computed estimates of the probability of b|m using our joint method and multiple imputations with two and five imputations. We then computed a MAD between the "true" conditional probabilities observed in the entire 24,000+ data set and the estimated conditional probabilities using both the joint and the multiple imputation methods. We replicated this experiment 50 times and computed the distribution of MAD. Our joint method has a distribution of MAD lower than the estimates based on multiple imputations (the median MAD over the 50 samples for our joint method is 20% lower than the median MAD for multiple imputation with two imputations, and it is 10% lower than the MAD with five imputations). If we were to use a larger number of multiple imputations (much more than five), the multiple imputation method would approach the estimates we obtained with the joint method, but this would occur at the expense of unnecessary computations and the creation of larger data sets.
The simple multiple imputation approach we considered herein assumes conditional independence of b and m. An advantage of our approach is that we can relax the assumption of conditional independence. In the next two subsections, we investigate the presence of conditional dependence and demonstrate the improvement that is possible with limited information on the extent and nature of conditional dependence.
Investigating the Assumption of Conditional Independence
As we discussed in the section on identification, the assumption of conditional independence cannot be relaxed without bringing in external information, because the complete joint distribution is not identified. However, the BMRB data set provides complete information on the joint distribution, so we can investigate departures in the data from our maintained assumption of conditional independence. A simple way to assess conditional independence is to add m variables to the b|x model and observe whether this affects the fit probabilities. We take each of the 15 logit models built for the direct method and add the 64 m variables (one at a time) to construct a set of 960 logit fits. We then check differences between the fit probabilities of b|x and b|x, m. The bottom half of Figure 2 shows plots of fit probabilities for two pairs of b and m variables. In the lefthand panel, n fit probabilities for the first b variable given x are plotted against the fit probabilities from the first b variable given x and the first m variable. These fit probabilities are virtually identical, implying that the m provides no additional explanatory power or that b and m are conditionally independent for the (1, 1) pair. However, this is not always the case. The right-hand panel shows the same type of plot but for the (1, 7) pair (the first b and the seventh m). Here, there are two groups of points. The upper group of points corresponds to m 7 = 1, and the lower group of points corresponds to m 7 = 0. This means that when m 7 = 1, there is an increased chance of buying in the first product category. This difference is discernable, though small, implying that the assumption of condition independence is violated for this pair. Moreover, the data for this pair of (b, m) variables suggest that the true dependence is positive, so the deviation from conditional independence is in one direction.
To check the measured deviations from conditional independence for all possible pairs of b and m variables, we compute the maximum absolute differences over all n observations for each pair:
The top panel of Figure 2 shows the histogram of the maximum absolute differences for each (i, j) pair. The histogram shows that there are some departures from conditional independence. However, the clear majority of (i, j) pairs exhibit only very small departures, with maximum absolute differences of .05 or less. The sign of these differences is also important. There are 785 positive maximum differences and only 175 negative ones. Thus, the bulk of the departures from conditional independence involves positive dependence. This explains why our estimates in Figure 1 have a slight downward bias.
Beyond Conditional Independence
Our investigation has revealed a limited extent of conditional independence. However, it is not obvious how the degree of conditional dependence found affects the quality of fusion estimates of the probability of b|m. To investigate this, we implement our procedure for modeling conditional dependence. We use a random sample of 10% of the data to estimate lambda values for each of the (b, m) pairs. We assess an informative prior with α = 10. We compute estimates (posterior modes) of lambda for each of the 960 (b, m) pairs. Almost half of the posterior estimates are zero, which means that the most (b, m) pairs display conditional independence. Deviations from conditional independence occur primarily in the form of positive dependence.
Although our direct or joint methods provide excellent fusion results, we can use our analysis of conditional dependence to understand the source of the discrepancies between our method and the "actual" estimates that appear in Figure 1 . Figure 3 plots the direct versus actual estimates and uses a color scheme to indicate different lambda values. The points appear in shades of gray. As the shade of gray becomes lighter, the lambda values also increase. We show that the points below the 45-degree line are primarily b and m pairs with positive conditional dependence. This means that the bias in our estimates is due to the assumption of conditional independence, which appears to be violated in a systematic way by a minority of (b, m) pairs that exhibit positive conditional dependence.
Using the posterior modes of lambda from the 10% sample, we develop an estimate of Pr[b|m] using the parameterization in Equation 4 . This provides a new estimator that we can compare with our joint or direct estimates, which are based on conditional dependence. We should expect this
estimator to perform better because we are using more information from the joint distribution of (b, m)|x. Figure 4 plots our direct estimates against these new estimates, which use information on dependence. Here, the scatter of points is centered on the 45-degree line, removing the downward bias from the assumption of conditional independence. The MAD for the new estimates is .0131, a substantial improvement over the direct MAD of .176.
Sampling Experiments
The results shown so far are for our methods applied to the entire sample of more than 24,000 observations. To interpret the differences between methods properly and to gauge the performance of each method, we conducted a sampling experiment. We randomly partitioned the observations into two halves to form 100 samples to be fused. That is, we formed 100 pairs of (b, x) and (m, x) data sets. For each pair, we computed estimates of the conditional distribution of b|m for each of the 960 possible applications using five methods: hotdeck, improved hotdeck, joint, direct, and conditional dependent. For the conditionally dependent case, we need a subset of data for which all three types of variables (b, m, and x) are observed. We use a subset of 2000 observations drawn at random to calibrate estimates of lambda for each (b, m) pair. Figure 5 shows the distribution of MAD between the actual and estimated b|m probabilities over the 100 samples. Our joint and direct methods, which assume conditional independence, outperform both hotdeck approaches. The sampling variability of the direct method is greater than the joint method because the joint method sums over all x observations, whereas the direct method sums over only those observations for which m is viewed. If a small amount of fused data is available, the data are quite valuable, as is shown by the performance of our conditionally dependent method in the last box plot on the right-hand side of Figure 5 .
CONCLUSION
In this article, we tackle the generic fusion problem of making inferences about the joint distribution of two sets of variables when given information only on the marginal distribution of each set. Fusion is possible because a set of common variables, often taken to be geopsychodemographics, is observed in both data sets. A natural approach to this problem is to compute the predictive joint distribution of the fused data given the nonfused data and some prior assumptions about dependence conditional on the common variables. If no fused data are available to inform our prior beliefs, we use the assumption of conditional independence. However, if we have access to even a small set of fused data, we can use the data as the basis of a prior, which allows us to relax the assumption of conditional independence. Our approach does not require modeling of the distribution of the common variables, as does Kamakura and Wedel's (1997) approach, which simplifies the estimation problem considerably.
We implement two versions of our basic method with an extensive data set on purchase behavior and media-viewing habits. Here, the data fusion problem is to make inferences about buying behavior given television program viewing without a joint data set that records information on both buying and viewing. One version, which we term direct, uses only the conditional distribution of buying variables given the demographic variables and integrates out demographics by summing over the appropriate set. The other version, which we term joint, estimates the joint distribution of both buying and viewing using two conditional models of buying given the demographics and viewing given the demographics. Finally, we can relax the assumption of independence used in the direct and joint approaches if we have some observations of both buying and viewing. We use this sample to estimate the extent of conditional dependence and adjust our prediction of the joint distribution accordingly. Table 2 summarizes the performance of each of our three methods and industry standard matching methods in terms of MAD between the actual observed probability of buying given viewing a given television program and various estimates.
The top row of Table 2 shows the performance of a naive method, which is based on simply reporting the marginal probability of buying and ignoring the information in television program viewing. The row labeled "Hotdeck" shows the performance of the industry standard approach, which involves matching observations between data sets on the basis of the common demographic variables. "Hotdeck improved" refers to an improved version of hotdeck, which uses a "nearest neighbor" distance metric to match observations for which no exact match is possible. The table clearly shows the superiority of our methods, which result in large improvements in MAD. It is important to emphasize that our methods are "automatic" in the sense that they do not require modeling or in-depth analysis of the nature of the common demographics variables.
Our approach for relaxing the assumption of conditional independence requires some prior information on the level of this dependence. Our view is that this often comes from a sample of data for which all three variables (B, M, and X) are observed. Our current solution applies to the important case of binary B and M variables typically found in marketing applications. Deriving an approach for more general multinomial target variables would be a valuable extension to our work. .015
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