Artificial neural network (ANN) has the characteristics of wide information distribution, high fault tolerance and self-organizing ability. The error back-propagation algorithm (BP) can approximate any continuous function, has a strong nonlinear mapping ability, it is suitable for incomplete information or inference rules in uncertain environment. Mineral resources assets audit responsibility evaluation included some fuzzy feature data, in the evaluation process requires expert knowledge and experience, and BP neural network evaluation method can eliminate the influence of human subjective weight setting, which makes the evaluation results more scientific and objective. This paper constructs the mineral resources assets responsibility audit index system which includes 13 indexes, and designs the BP neural network evaluation model with 13 input nodes, 9 hidden layer nodes, and 1 output layer nodes .Through the network training, the results show that the correct recognition rate of the BP neural network improved algorithm can reach 75%.The research is helpful to the exploration of the resource audit evaluation method.
The Error Back Propagation
The network error signal is the difference between the actual output and desired output value, error signal output by the output terminal can forward step by step. In the process of the error back propagation, the network's weights mediate by error feedback. By modifying the weights of the network, the actual output is closer to the desired output.
Improved Algorithm of BP Neural Network
BP algorithm is multi-layer feed forward network of a one-way transmission. Input signals from the input layer nodes, and, in turn, pass through the hidden layer nodes, and then to the output layer nodes, the output of the nodes in each layer only influent next layer nodes. Network training goal is to minimize the error function E, E is defined as follows:
E -the network output error P -samples j -the output unit number jp t -unit expected output jp o -unit actual output E -the error between the actual output and expected output Essence of standard BP algorithm is a simple steepest decline in static optimization algorithm, steepest descent, when correcting weight or weight vector () wk , just according to the negative gradient form of k point, without considering the experience before, namely the previously gradient direction, which often leads to the oscillation in the learning process and convergence slow. Improved BP algorithm is as follows:
( 1)
() wk -weight vector, () Dk -the negative gradient of k moment  -vector for (α > 0)  -the momentum factor, 0≤η＜1. Added momentum item by this method is essentially equivalent damping, it reduces the vibration trend of learning process, thus improving the convergence.
Adaptive vector adjustment is helpful to shorten the learning time. Improved algorithm of adaptive adjustment vector can be represented as:
(
The improved BP neural network is based on Minimum error sum of squares between the actual value of the each sample   1, 2,3   i J i m and the expected value of  J as the rule of the neural network optimal algorithm. When the  
MSE
(  is a given small positive number), the neural network learning is over. the structure of the neural network at this time can be a trained neural network, the optimization of the structure can be used in the calculation, evaluation and forecast of the target object.
BP NEURAL NETWORK OF MINERAL RESOURCES ASSETS RESPONSIBILITY AUDIT EVALUATION MODEL

Construction of Evaluation Index System
Mineral resources assets audit responsibility involves the development and utilization of mineral resources, approval and transfer of mining right, the collection and management of mineral resources funds and environmental protection four aspects, and ultimately achieve responsibility audit objectives of economy, efficiency and effectiveness and environmental characteristics. Considering the importance, sufficiency, dynamic and data availability, the index system established in this paper includes 13 items, as follows (table 1) : 
Evaluation level and standard of mineral resources assets responsibility audit
Evaluation level of mineral resources assets responsibility audit was divided into five grades in this study: not qualified, qualified, medium, good, excellent, expressed as vector ) , , ,
are value of unqualified, qualified, medium, good and excellent level:
d -a small value in the sample, the number is min s . l d -a large value in the sample, the number is max l .
BP Neural Network Evaluation Model of Mineral Resources Assets Responsibility Audit
G. Cyhenvo proved that the neural network with a hidden layer can represent any continuous function with arbitrary precision. Therefore, the typical three layer neural network is used to establish the BP model. The BP neural network evaluation model of mineral resources assets responsibility audit contains the number of neurons in each layer, the choice of transfer function between each layer, the determination of the initial value of the weights and the optimization of the network weights. The model takes the index system as input variable, and the evaluation results of mineral resources assets responsibility audit are obtained by inputting the real data of each index.
The Number of Nodes in Each Layer
Through the selection of indicators and comprehensive evaluation analysis, the audit evaluation of mineral resources assets responsibility audit contains 13 indicators. According to the principle that the number of neurons in the input layer of the network is consistent with the number of evaluation indices, the number of input layer neuron of BP neural network is 13, set m=13.
The output node selection corresponds to the evaluation results, the expected output value is known in the neural network training, the final evaluation results of each evaluation object is only a kind of excellent, good, medium, qualified and unqualified, so the number of output layer neuron is 1. The network output values of the evaluation results are as follows: (1,0,0,0,0) (0,1,0,0,0) (0,0,1,0,0) (0,0,0,1,0) (0,0,0,0,1)
The choice of the number of hidden layer units has a variety of calculation formula, this paper based on empirical formula
,the number of nodes in the hidden layer is 9.
The choice of transfer function and the determination of weight initial value
Data in the transfer process is divided into two parts which are the positive transfer output and reverse transfer error. In the BP neural network commonly used functions include three kinds: Tansig, logsig and purelin, their function expressions are as follows:
Hidden layer activation function is generally selected Tansig, the output layer activation function is generally selected purelin, the initial weight is the random number (-1, 1).
Neural Network Data Normalization
Before the establishment of BP neural network, the data must be normalized into a dimensionless index on the closed interval, because this is not just to get rid of the effects of different dimension index, it is more important to better carry out the BP artificial neural network training, the transformation function in the hidden layer using BP neural network is a double tangent function, Sigmoid function is a nonlinear function, but also has automatic gain function, when the input signal is very small, the Sigmoid function in the high gain region, when the input signal amplitude increases, the gain decreases. If the input value is too large, it is possible to make the neurons in a saturated state, thereby losing the ability to learn.
BP Neural Network Evaluation Model
The BP neural network evaluation of mineral resource assets responsibility audit s the three layer BP neural network which contains a hidden layer, the structure of BP neural network is 13 9 1  
EMPIRICAL
Data Collection and the Evaluation Result of Mineral Resources Assets Responsibility Audit
In this paper, the sample of the mineral resource assets responsibility audit is 27 provinces (autonomous regions and municipalities directly under the central government) of China, including Hebei(HB), Shanxi(SX), Inner Mongolia(NMG), Liaoning(LN), Jilin(JL), Heilongjiang(HLJ), Jiangsu(JS), Zhejiang(ZJ), Anhui(AH), Fujian(FJ), Jiangxi(JX), Shandong(SD), Henan(HEN), Hubei(HB), Hunan(HUN), Guangdong(GD), Guangxi(GX), Hainan(HAN), Chongqing(CQ), Sichuan(SC), Guizhou(GZ), Yunnan(YN), Shaanxi(SAX); Gansu(GS), Qinghai(QH), Xinjiang(XJ) and Ningxia(NX). This paper collects data from different sources: "China Statistical Yearbook", "China Mining Statistical Yearbook", "China Environmental Statistics Yearbook" and "China audit Yearbook".
Reference to the above formula, the evaluation level according to the 27 samples is as follows: Using fuzzy comprehensive evaluation method, the evaluation results of mineral resources assets responsibility audit of 29 provinces (autonomous regions and municipalities directly under the central government) are as follows: Table 3 . The evaluation results of sample Evaluation result Sample V 1 (1,0,0,0,0) HLJ, ZJ, GD V 2 (0,1,0,0,0) HB, LN, JL, JS, FJ, HUN, HAN, CQ, SAX, NX, XJ V 3 (0,0,1,0,0) SX, NMG, AH, HEB, GX, GZ, YUN V 4 (0,0,0,1,0) JX, SD, HEN, GS, QH V 5 (0,0,0,0,1) SC
The Normalization of Training and Test Data
Data includes two parts: training data and test data. 23 provinces (autonomous regions and municipalities directly under the central government) training data include: Hebei, Shanxi, Inner Mongolia, Liaoning, Jilin, Heilongjiang, Jiangsu, Zhejiang, Anhui, Fujian, Jiangxi, Shandong, Henan, Hubei, Hunan, Guangdong, Guangxi, Hainan, Chongqing, Sichuan, Guizhou, Yunnan, Shanxi; Gansu, Qinghai, Xinjiang and Ningxia are the test data. The premnmx function provided by matlab toolbox is used to train the data . 
BP Neural Network Evaluation
The paper uses the R2010 MATLAB software to carry on the network training, MATLAB software contains neural network toolbox which may greatly facilitate the weight training, reduce the workload of training programs, and effectively improve the efficiency of work. Compare the training results of traincgf, traingdx, and trainlm functions, the paper uses traingdx to carry on the network training finally. According to the error of the test samples (Table 2) , the selection of the BP network has a high precision, and can be extended. BP neural network flow chart of mineral resources assets responsibility audit evaluation model is as follows: Through the network training, the recognition rate of the output samples of BP neural network is kept at 75% or more, the output of the test sample is as follows: In the table, the evaluation result of Gansu is medium, the actual situation of Gansu is good. The evaluation results of Qinghai, Ningxia and Xinjiang are in conformity with the actual situation.
CONCLUSIONS
Through repeated learning of the input data, the connection weights and thresholds of the network are automatically adjusted to achieve the required accuracy. BP neural network prediction model is established, this method is applied to the evaluation of mineral resources assets accountability audit of 27 provinces (autonomous regions and municipalities directly under the central government) in China. This research is helpful to perfect the audit theory system of government, it is helpful to objectively evaluate the completion of leading cadres entrusted responsibility in the development and utilization of mineral resources, capital management, mining rights management and environmental protection.
But in practical applications of BP network, on the one hand, due to the limited to collect enough data in model accuracy is not high. On the other hand, due to the parameter of BP neural network depend on the researchers' subjective experience, such as the number of neurons in hidden layer, the size of the learning rate, etc., so BP neural network without repeated training is difficult to achieve good results, it needs to adjust the parameters according to the size of the error, and ultimately determines the structure of the model. In BP network training, every BP network training need quite a long time, this paper chooses the best BP evaluation model from several training network structure. In the absence of training network, there may be a model with higher accuracy than the currently selected model.
