On suborbital graphs for some Hecke groups  by Keskin, Refik
Discrete Mathematics 234 (2001) 53–64
www.elsevier.com/locate/disc
On suborbital graphs for some Hecke groups
Re'k Keskin
Karadeniz Technical University, Department of Mathematics, 61080 Trabzon, Turkey
Received 12 March 1998; revised 8 December 1999; accepted 17 April 2000
Abstract
In this paper, we examine some properties of suborbital graphs for the Hecke groups ,
H (
√
2); and H (
√
3) on Qˆ;
√
2Qˆ; and
√
3Qˆ, respectively. In addition, we give necessary and
su3cient conditions for the suborbital graph G(∞; (u=n)√m) to be a forest. Finally, we com-
pletely 'nd the number of sides of all the circuits in the suborbital graphs. c© 2001 Elsevier
Science B.V. All rights reserved.
MSC: 46A40
Keywords: Hecke group; Suborbital graph; Circuit
1. Introduction
Hecke introduced an in'nite class of discrete groups H (	q) of linear fractional trans-
formation preserving the upper half-plane. H (	q) is the group generated by S(z)= z+
	q; T (z)=−1=z where 	q =2cos(=q); q is an integer, q¿3: When q=3 we have the
modular group : When q=4 or 6 the resulting groups are H (
√
2); and H (
√
3): These
two groups are of particular interest, since they are the only Hecke groups, aside from
the modular group, whose elements are completely known.
It is well known [6] that H (
√
m) consists of the functions of the following two
types:
(i) T (z) =
az + b
√
m
c
√
mz + d
; a; b; c; d ∈ Z; ad− bcm= 1;
(ii) T (z) =
a
√
mz + b
cz + d
√
m
; a; b; c; d ∈ Z; adm− bc = 1:
In [4], the authors investigated the circuits in the suborbital graphs for the modular
group  on Qˆ = Q ∪ {∞}: They gave a necessary and su3cient condition for a
suborbital graph to contain a triangle. Then they gave a conjecture. The conjecture is
as follows. G (∞; u=n) is a forest if and only if it contains no triangle where n¿ 1:
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In fact, Qˆ is the orbit of ∞ on : What happens if we replace  and Qˆ with H (√m)
and the orbit of ∞ on H (√m), respectively? Here, we 'nd the orbit of ∞ on H (√m)
and we investigated circuits in the suborbital graphs for H (
√
m) on the orbit of ∞ on
H (
√
m): As a result of our study, we see that the conjecture is true and that G (∞; u=n)
contains, at most, triangles where n¿ 1:
2. The action of H (
√
m) on
√
mQˆ
Lemma 1. H (
√
m) acts transitively on
√
mQˆ= {(r=s)√m: r=s ∈ Qˆ} ∪ {∞}: We rep-
resent ∞ as 10
√
m= −10
√
m:
Proof. Let (x=y)
√
m ∈ √mQˆ\{∞} with (x; y)=1: Then m |y or m-y: Since (x; y)=1;
we can 'nd a; b ∈ Z such that xa− yb= 1: If m |y; then we take
T (z) =
xz + b
√
m
(y=m)
√
mz + a
;
so, we have T (∞) = (x=y)√m:
Let m-y. In this case (mx; y) = 1, and thus there exist some integers a; b such that
mxa− yb= 1. If we take
S(z) =
x
√
mz + b
yz +
√
ma
;
then S(∞) = (x=y)√m. Since the orbit of ∞ on H (√m) is √mQˆ; the proof
follows.
Let n ∈ N: De'ne
Hm0 (n) = {T ∈ H (
√
m): c ≡ 0 (mod n)}:
Then Hm0 (n) is a subgroup of H (
√
m): It is also easy to prove the following lemma.
Lemma 2. If (m; n)= 1; then |H (√m) : Hm0 (n)|= n
∏
p | n (1+ 1=p); and if (m; n)=m;
then |H (√m) : Hm0 (n)|= 2n
∏
p | n (1 + 1=p) where p = m:
Denition 1. Let (G; X ) be a transitive permutation group, and suppose that R
is an equivalance relation on X: R is said to be G-invariant if (x; y) ∈ R implies
(g(x); g(y)) ∈ R for all g ∈ G: The equivalance classes of a G-invariant relation are
called blocks.
We now give a lemma from [2].
Lemma 3. Suppose that (G; X ) is a transitive permutation group; and H is a subgroup
of G such that; for some x ∈ X; Gx ⊂H: Then
R= {(g(x); gh(x)): g ∈ G; h ∈ H}
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is an equivalance relation. Furthermore; R= M; the diagonal of X × X ⇔ H = Gx;
and R= X × X ⇔ H = G:
Lemma 4. Let (G; X ) be a transitive permutation group; and ≈ the G-invariant equiv-
alance relation de8ned in Lemma 3; then g1() ≈ g2() if and only if g1 ∈ g2H:
Furthermore; the number of blocks is |G : H |:
Let G=H (
√
m) and X =
√
mQˆ . In this case G∞= 〈T 〉 where T (z)= z+
√
m: It is
clear that G∞⊂Hm0 (n)⊂G: Let ≈ be the relation de'ned in Lemma 3, and assume that
(r=s)
√
m, (x=y)
√
m ∈ √mQˆ: Then according to Lemma 1, there exist T; S ∈ H (√m)
such that T (∞) = (r=s)√m, S(∞) = (x=y)√m where
T (z) =
r
√
m+ ∗
sz + ∗ or T (z) =
rz + ∗
(s=m)
√
m+ ∗
and
S(z) =
x
√
m+ ∗
yz + ∗ or S(z) =
xz + ∗
(y=m)
√
m+ ∗ :
Therefore, (r=s)
√
m ≈ (x=y)√m if and only if T (∞) ≈ S(∞) if and only if TS−1 ∈
Hm0 (n): We then see that TS
−1 ∈ Hm0 (n) if and only if ry − sx ≡ 0 (mod n) or
(ry − sx)=m ≡ 0 (mod n): If (m; n)=1; then we see that (r=s)√m ≈ (x=y)√m if and only
if (ry−sx) ≡ 0 (mod n): The number of equivalance class under ≈ is |H (√m): Hm0 (n)|:
3. Suborbital graph for H (
√
m) on
√
mQˆ
Let (G; X ) be a transitive permutation group. Then G acts on X × X by
g(; ) = (g(); g()) (g ∈ G; ;  ∈ X ):
The orbits of this action are called suborbitals of G: The orbit containing (; ) is
denoted by O(; ): From O(; ) we can form a suborbital graph G(; ): its vertices
are the elements of X; and there is a directed edge from  to ! if ( ; !) ∈ O(; ): A
directed edge from  to ! is denoted by  → ! or !←  : If ( ; !) ∈ O(; ); then we
will say that there exists an edge  → ! in G(; ):
Clearly O(; ) is also a suborbital, and it is either equal to or disjoint from O(; ).
In the former case, G(; ) = G(; ) and the graph consists of pairs of oppositely
directed edges. It is convenient to replace each such pair by a single undirected edge,
so that we have an undirected graph which we call self-paired. In the later case,
G(; ) is just G(; ) with the arrows reversed, and we call G(; ) and G(; )
paired suborbital graphs.
The above ideas were 'rst introduced by Sims [7], and are also described in a paper
by Neuman [5] and in books by Tsuzuku [8] and by Biggs and White [2], the emphasis
being on applications to 'nite groups.
If = , then O(; ) is the diagonal of X ×X . The corresponding suborbital graph
G(; ); called the trivial suborbital graph, is self-paired: it consists of a loop based at
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each vertex x ∈ X: We will be mainly interested in the remaining non-trivial suborbital
graphs.
We now investigate the suborbital graphs for the action of H (
√
m) on
√
mQˆ. Since
H (
√
m) acts transitively on
√
mQˆ, each non-trivial suborbital graph contains a pair
(∞; (u=n)√m) for some (u=n)√m ∈ √mQˆ \ {∞}: Furthermore, it can be easily shown
that O(∞; (u=n)√m)=O(∞; (v=n)√m) if and only if u ≡ v (mod n): Therefore, we may
suppose that u6n where (u; n) = 1:
Theorem 1. Suppose (m; n) = 1: Then there exists an edge (r=s)
√
m → (x=y)√m in
G(∞; (u=n)√m) if and only if either
(i) m | s and ry − sx =∓n; and x ≡ ∓ur (mod n); y ≡ ∓us (mod n) or
(ii) m |y and ry − sx =∓n; and x ≡ ∓mur (mod n); y ≡ ∓mus (mod n):
Proof. Suppose that there exists an edge (r=s)
√
m → (x=y)√m in G(∞; (u=n)√m).
Then ((r=s)
√
m; (x=y)
√
m) ∈ O(∞; (u=n)√m); and therefore, there exists T ∈ H (√m)
such that T (∞) = (r=s)√m and T ((u=n)√m) = (x=y)√m: Suppose that
T (z) =
az + b
√
m
c
√
mz + d
; ad− bcm= 1:
Then we have a=mc=r=s and (au+ bn)=(mcu+ dn)=x=y: Since ad−bcm=1, (a; mc)=1:
Therefore, there exists i ∈ {0; 1} such that a=(−1)ir; mc=(−1)is: On the other hand,
since
a(muc + dn)− mc(au+ bn) = n
and
d(au+ bn)− b(muc + dn) = u;
we have (au+bn; muc+dn)=1: Thus, there exists j ∈ {0; 1} such that (−1) jx=au+
bn; (−1) jy = muc + dn: Hence, we obtain the matrix equation(
a b
mc d
)(
1 u
0 n
)
=
(
(−1)ir (−1) jx
(−1)is (−1) jy
)
: (1)
Taking determinants in (1) we see that n=(−1)i+j(ry−sx): Furthermore, we have x ≡
(−1)i+jur (mod n) and y ≡ (−1)i+jus (mod n): So, ry − sx = ∓n, and
x ≡ ∓ur (mod n); y ≡ ∓us (mod n): In addition, since mc = (−1)is; we have m | s:
If
T (z) =
a
√
mz + b
cz + d
√
m
; mad− bc = 1;
then we obtain a=c = r=s; and x=y = (mau+ bn)=(cu+ dn)m: Since (a; c) = (r; s) = 1;
there exists i ∈ {0; 1} such that a = (−1)ir; c = (−1)is: On the other hand, since
(m; n) = 1; and mad − bc = 1, (m;mau + bn) = 1: In a similar way as above, we see
that (cu+ dn; mau+ bn)= 1: Therefore, we have (m(cu+ dn); mau+ bn)= 1: So there
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exists j ∈ {0; 1} such that m(cu+ dn) = (−1) jy, mau+ bn= (−1) jx: Then we obtain
the matrix equation(
ma b
c d
)(
1 u
0 n
)
=
(
(−1)imr (−1) jx
(−1)is (−1) jy=m
)
: (2)
Taking determinants in (2) we obtain n = (−1)i+j(ry − sx): Also, we have x ≡
(−1)i+jmur (mod n); y ≡ (−1)i+jmus (mod n): In addition, since (−1) jy=m(cu+dn)
we have m |y: Thus, ry − sx =∓n; m |y; and x ≡ ∓mur (mod n); y ≡ ∓mus (mod n):
Now, suppose that m|y, %(ry − sx) = n, and x ≡ %mur (mod n); y ≡ %mus (mod n)
where % =∓1: Then, since m |y and (m; n) = 1; there are integers b; d such that %x =
mur+bn; %y=mus+mdn: By taking a=r; c=s; and using %x=mur+bn; %y=m=us+dn;
we obtain the matrix equation(
ma b
c d
)(
1 u
0 n
)
=
(
mr %x
s %y=m
)
: (3)
Taking determinants in (3) we see that mad− bc = 1: If we take
T (z) =
a
√
mz + b
cz + d
√
m
;
then we have T (∞)=(r=s)√m and T ((u=n)√m)=(mau+ bn)=(cu+ dn)√m=(x=y)√m:
So, we see that ((r=s)
√
m; (x=y)
√
m) ∈ O(∞; (u=n)√m): Therefore, there is an edge
(r=s)
√
m→ (x=y)√m in G(∞; (u=n)√m):
If m | s; ry − sx = ∓n; and x ≡ ∓ur (mod n), y ≡ ∓us (mod n); then the proof is
similar.
Theorem 2. Suppose (m; n) = m; then there exists an edge (r=s)
√
m → (x=y)√m in
G(∞; (u=n)√m) if and only if either
(i) m | s; ry − sx =∓n; and x ≡ ∓ur (mod n); y ≡ ∓us (mod n) or
(ii) ry − sx =∓n=m; and x ≡ ∓ur (mod n=m); y ≡ ∓us (mod n):
Proof. The proof is similar.
From now on we will assume that (m; n) = 1:
It can be easily seen from Theorem 1 that there exists an edge r=s
√
m→ x=y√m in
G(∞;√m) if and only if ry − sx = ∓1; and m | s or m |y: Especially, if k ∈ Z, then
there is an edge k
√
m→∞= 10
√
m in G(∞;√m).
Now, let us represent the edges of G(∞;√m) as hyperbolic geodesics in the up-
per half-plane U = {z ∈ C: Im z¿ 0}; that is, as euclidean semi-circles or half-lines
perpendicular to real line. Then we have
Lemma 5. No edges of G(∞;√m) cross in U:
Proof. Let (r1=s1)
√
m→ (r2=s2)
√
m be an edge in G(∞;√m): Then T (∞)=(r1=s1)
√
m
and T (
√
m) = (r2=s2)
√
m for some T ∈ H (√m): If we take S(z) = z + √m, then
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S ∈ H (√m) and we have TS(∞)=(r1=s1)
√
m; TS(0)=(r2=s2)
√
m: Since any element of
H (
√
m) preserves the geodesics, we may assume that the edges 0→∞ and (r=s)√m→
(x=y)
√
m cross in U: But this is impossible, since ry − sx =∓1:
In Section 2 we introduced for each integer n an H (
√
m)-invariant equivalance re-
lation ≈ on √mQˆ with (r=s)√m ≈ (x=y)√m if and only if ry − sx ≡ 0 (mod n):
If there is an edge (r=s)
√
m → (x=y)√m in G(∞; (u=n)√m); then Theorem 1 im-
plies that ry − sx =∓n: So, (r=s)√m ≈ (x=y)√m. Thus each connected component of
G(∞; (u=n)√m) lies in a single block for ≈ :
We represent the subgraph of G(∞; (u=n)√m) whose vertices form the block
[∞] = {(x=y)√m: y ≡ 0 (mod n)} by F(∞; (u=n)√m):
Since H (
√
m) acts transitively on
√
mQˆ; it permutes the blocks transitively. It can
be easily seen, that the subgraphs whose vertices form the blocks are all isomorphic.
Theorem 3. There is an edge (r=s)
√
m→ (x=y)√m in F(∞; (u=n)√m) if and only if
either
(i) m | s; ry − sx =∓n; and x ≡ ∓ur (mod n) or;
(ii) m |y; ry − sx =∓n; and x ≡ ∓mur (mod n):
Lemma 6. There is an isomorphism F(∞; (u=n)√m) → F(∞; ((n− u)=n)√m) given
by v→ √m− v:
Proof. It is clear that v → √m − v is one-to-one and onto. Suppose there is an edge
(r=s)
√
m→ (x=y)√m in F(∞; (u=n)√m): Then m | s; ry− sx= %n; and x ≡ %ur (mod n)
or m |y; ry − sx = %n; and x ≡ %mur (mod n) where % = ∓1: Since √m − (r=s)√m =
((s− r)=s)√m and √m − (x=y)√m = ((y − x)=y)√m; we have y(s − r) − s(y − x) =
−ry+sx=−%n: It is also easy to see that if m | s; then y−x ≡ −%(n−u)(s−r) (mod n);
and if m |y; then y − x ≡ −%m(n − u)(s − r) (mod n): So, by Theorem 3, there is an
edge ((s− r)=s)√m→ ((y − x)=y)√m in F(∞; ((n− u)=n)√m).
Let us represent the edges of F(∞; (u=n)√m) as hyperbolic geodesics in the upper
half-plane U= {z ∈ C: Im z¿ 0}: Then we have
Lemma 7. No edges of F(∞; (u=n)√m) cross in U:
Proof. Suppose that the edges (r=sn)
√
m→ (x=yn)√m and (r′=s′n)√m→ (x′=y′n)√m
cross in U: Then ry− sx=∓1; and m |yn or m | sn: Also, r′y′− s′x′=∓1; and m |y′n
or m | s′n: Since (m; n) = 1; m | s; or m |y; and m | s′; or m |y′: Therefore, the edges
(r=s)
√
m → (x=y)√m and (r′=s′)√m → (x′=y′)√m in G(∞;√m) cross in U: This is
impossible by Lemma 5.
Lemma 8. There does not exist any element of
√
mZ= {k√m: k ∈ Z} between two
adjacent vertices in F(∞; (u=n)√m).
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Proof. Suppose that there exists an edge (r=sn)
√
m → (x=yn)√m in F(∞; (u=n)√m)
and assume that k
√
m lies between them. Then kn
√
m lies between the adjacent vertices
(r=s)
√
m and (x=y)
√
m in G(∞;√m). There is also an edge kn√m→∞ in G(∞;√m).
But, this is impossible by Lemma 5.
4. Circuits in G (∞; (u=n)√m)
Let (G; X ) be a transitive permutation group and let G(; ) be a suborbital graph. If
v→ w or w → v in G(; ) we represent this as v w. By a circuit of length n we will
mean n vertices v1; v2; : : : ; vn such that vi = vj for i = j, and v1 → v2  · · · vn  v1
where n¿3. A circuit of length 3 is called a triangle. A graph which contains no circuit
is called a forest. If G has an element of 'nite order n, then it is easy to construct a
circuit of length n. Assume that T is of 'nite order n and  ∈ X for which T () = .
Then G(; ) is a non trivial suborbital graph where  = T (). We can construct a
circuit of length n as follows. It is obvious that there exists an edge →  in G(; ).
On the other hand, it is easy to see that there exists an edge T ()→ T () in G(; ).
Thus we obtain the circuit → T ()→ T 2()→ · · · → Tn−1()→  in G(; ).
It is easy to see that G(∞;√2) contains many circuits. For example, if n is odd,
then
∞→
√
2→ 1
2
√
2→ 1
3
√
2→ · · · → 1
n− 1
√
2→ 0→∞
is a circuit of length n in G(∞;√2). On the other hand,
∞→
√
3→ 23
√
3→ 12
√
3→ 13
√
3→ 0→∞
is a circuit of length 6 in G(∞;√3) and
∞→
√
3→ 23
√
3→ 12
√
3→ 13
√
3→ 14
√
3→ 29
√
3→ 15
√
3→ 16
√
3→ 0→∞
is a circuit of length 10 in G(∞;√3).
We may give some circuits in G(∞; (u=n)√m) where n¿ 1. We know that any el-
ement of 'nite order of PSL(2;C) is the elliptic element and that any elliptic element
of any discrete subgroup of PSL(2;R) is of 'nite order. To construct a circuit in
G(∞; (u=n)√m) we may consider elliptic elements of H (√m). Let T (z) = (2z −√
3)=(
√
3z − 1) and S(z) = (−3√2z + 5)=(−5z + 4√2). Then S and T are elliptic
elements. Moreover, T 3 = I and S4 = I . Thus, we have the circuits
∞→ T (∞)→ T 2(∞)→∞
and
∞→ S(∞)→ S2(∞)→ S3(∞)→∞:
That is,
∞→ 23
√
3→ 13
√
3→∞
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is a triangle in G(∞; 23
√
3) and
∞→ 35
√
2→ 710
√
2→ 45
√
2→∞
is a circuit of length 4 in G(∞; 35
√
2). Since H (
√
3) contains elements of order 6, we
can construct circuits of length 6.
We now give our main results related to circuits in G(∞; (u=n)√m). We will see
that there exist a relation between circuits in G(∞; (u=n)√m) and orders of elements
of H (
√
m).
Lemma 9. If n¿ 1; then there exists a circuit in G(∞; (u=n)√m) if and only if
mu2 ∓ mu+ 1 ≡ 0 (mod n).
Proof. Assume that G(∞; (u=n)√m) contains a circuit. Then this circuit must lie in
a subgraph whose vertices lie in a block. Since all the subgraphs whose vertices lie
in a block are isomorphic, it is su3cient to assume that F(∞; (u=n)√m) contains a
circuit. Let this circuit be in the form v1 → v2  v3  · · · vk  v1 where each vj is
diLerent from the other. Since (v1; v2) ∈ O(∞; (u=n)
√
m), there exist some T ∈ H (√m)
such that T (∞)= v1, and T ((u=n)
√
m)= v2. On the other hand, since v1; v2 ∈ [∞] it is
easy to see that T ∈ Hm0 (n). Therefore, T−1 ∈ Hm0 (n). Furthermore, it is clear that, if
v ∈ [∞], then T−1(v) ∈ [∞]. So, we may suppose that F(∞; (u=n)√m) has a circuit
in the form
∞→ u
n
√
m w3  · · · wk−1  wk ∞:
Since no edges of F(∞; (u=n)√m) cross in U, we have
u
n
√
m¡w3¡ · · ·¡wk−1¡wk
or
u
n
√
m¿w3¿ · · ·¿wk−1¿wk:
Now suppose that (u=n)
√
m¡w3¡ · · ·¡wk−1¡wk . It is easy to see that wk →∞.
On the contrary, assume that ∞→ wk = (r=sn)
√
m, i.e., 10
√
m→ (r=sn)√m. Then, we
have sn1− 0r = n, so s = 1. That is, wk = (r=n)
√
m. Since n1− 0n= n and m | 0, we
have r ≡ 0 (mod n). Since n¿ 1, there is an element of √mZ between (u=n)√m and
(r=n)
√
m. But this is impossible by Lemma 7. So wk →∞. In a similar way, one can
see that if wk → ∞, then wk = (c=n)
√
m. Since (c=n)
√
m → 10
√
m and c0 − n1 = −n,
we have 1 ≡ −muc (mod n), i.e., 1 + muc ≡ 0 (mod n).
Let c=u+k0; k0¿1. Then mu(u+k0)+1 ≡ 0 (mod n). We assert that k0=1. On the
contrary, assume that k0¿2. Then we have c=n¡ 1. For, if 1¡c=n, then we obtain
(u=n)
√
m¡
√
m¡ (c=n)
√
m. But this is impossible by Lemma 7. Since mu(u+k0)+1 ≡
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0 (mod n), the mapping
’(z) =
−u√mz + (mu(u+ k0) + 1)=n
−nz + (u+ k0)
√
m
is an element of Hm0 (n). In addition, ’(∞)= (u=n)
√
m, and ’((u + k0)=n
√
m) =∞.
We will show that any vertex of F(∞; (u=n)√m) adjacent to the vertex (u=n)√m is
less than or equal to the vertex ’((u=n)
√
m)= [(u+1=k0m)=n]
√
m. Then we will show
that any vertex of F(∞; (u=n)√m) adjacent to the vertex ’k((u=n)√m) is less than or
equal to the vertex ’k+1((u=n)
√
m) where k is any natural number. It is easy to see
that
’
(
u+ x=y
n
√
m
)
=
u+ y=m(k0y − x)
n
√
m:
Now, we 'nd the largest vertex (r=msn)
√
m of F(∞; (u=n)√m) satisfying the con-
dition (u=n)
√
m → (r=msn)√m and (u=n)√m¡ (r=msn)√m. Suppose that (u=n)√m →
(r=msn)
√
m and (u=n)
√
m¡ (r=msn)
√
m. Then we have msnu−nr=−n. Thus, we obtain
r ≡ −mu2 (mod n), i.e., mu(u+s)+1 ≡ 0 (mod n). On the other hand, mu(u+k0)+1 ≡
0 (mod n). Thus, we see that s ≡ k0 (mod n). Therefore, the largest vertex is, for
s = k0; [(u + 1=k0m)=n]
√
m. In a similar way, it is easy to see that the largest vertex
(r=msn)
√
m of F(∞; (u=n)√m) satisfying the condition (u=n)√m ← (r=msn)√m and
(u=n)
√
m¡ (r=msn)
√
m is [(u+1=mn)=n]
√
m. On the other hand, since (u+ k0)=n¡ 1,
we have k0¡n. So, we obtain [(u+ 1=mn)=n]
√
m¡ [(u+ 1=k0m)=n]
√
m.
Now, we de'ne the following sequences:
u1 =
u
n
√
m; un = ’n−1(u1) for n¿1
and
v1 =
u+ 1=mn
n
√
m; vn = ’n−1(v1) for n¿1:
We show that un ¡ [(u + 1=(k0 − 1))=n]
√
m for n¿1. We have u1¡ [(u + 1=
(k0 − 1))=n]
√
m. Suppose that un ¡ [(u+ 1=(k0 − 1))=n]
√
m. Since ’ is increasing and
un+1 = ’(un), we have
un+1¡’
(
u+ 1=(k0 − 1)
n
√
m
)
=
u+ 1=m(k0 − 1=(k0 − 1))
n
√
m
¡
u+ 1=(k0 − 1)
n
√
m:
Thus un ¡ [(u + 1=(k0 − 1))=n]
√
m for n¿1. Hence, we see that un ¡ [(u + 1)=n]
√
m
for n¿1. One can show by induction that un ¡vn¡un+1, un ← vn, and un → un+1.
It is also easy to show that un and vn are the largest vertices of F(∞; (u=n)
√
m)
satisfying these conditions, that is, if there exists any vertex w with un  w, and
un ¡w, then w6un+1. Finally, we see that wj6uj for all 36j6k. On the other hand,
wk = (c=n)
√
m= [(u+ k0)=n]
√
m¿[(u+ 2)=n]
√
m. So, we have [(u+ 2)=n]
√
m6wk6
uk ¡ [(u+1)=n]
√
m. But this is a contradiction. Thus k0 = 1. That is, mu2 +mu+1 ≡
0 (mod n).
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If (u=n)
√
m¿w3¿ · · ·¿wk−1¿wk , then there exists a circuit in
F(∞; [(n− u)=n]√m) in the form
∞→ n− u
n
√
m
√
m− w3  · · ·
√
m− wk →∞
with [(n−u)=n]√m¡√m−w3¡ · · ·¡
√
m−wk . In the same way as above, we obtain
m(n− u)2 + m(n− u) + 1 ≡ 0 (mod n); i:e:; mu2 − mu+ 1 ≡ 0 (mod n):
As a result, if G(∞; (u=n)√m) contains any circuit, then we have mu2 ∓ mu + 1 ≡
0 (mod n).
Now suppose that mu2 ∓ mu+ 1 ≡ 0 (mod n). If we take
T (z) =
−u√mz + (mu2 ∓ mu+ 1)=n
−nz + (u∓ 1)√m ;
then it is clear that T ∈ Hm0 (n), and T (∞)= (u=n)
√
m. Since T is elliptic, we see that
T is of 'nite order. Hence, we have the circuit
∞→ T (∞)→ T 2(∞)→ · · · → Tk−1(∞)→∞
in G(∞; (u=n)√m) where k is the order of T . It can be seen that the order of T is 3,
4, and 6 for m to be 1, 2, and 3, respectively. More generally, if m= 1, then
∞→ u
n
→ u∓ 1
n
→∞;
if m= 2, then
∞→ u
n
√
2→ 2u∓ 1
2n
√
2→ u∓ 1
n
√
2→∞
and if m= 3, then
∞→ u
n
√
3→ 3u∓ 1
3n
√
3→ 2u∓ 1
2n
√
3→ 3u∓ 2
3n
√
3→ u∓ 1
n
√
3→∞:
Theorem 4. Suppose that (m; n) = 1 and n¿ 1. Then G(∞; (u=n)√m) is a forest if
and only if n-(mu2 ∓ mu+ 1).
In view of the argument used in the proof of the above theorem, we can give the
following theorem.
Theorem 5. If the graph G(∞; (u=n)√m) is not a forest; then it contains circuits of
lengths 3, 4, and 6 for m to be 1; 2; and 3; respectively; where n¿ 1 and (m; n) = 1.
Theorem 6. If 2 | n; then G(∞; (u=n)√2) does not contain any circuit; and is therefore
a forest. If 3 | n; then G(∞; (u=n)√3) contains a triangle if and only if u2 ∓ u+ 1 ≡
0 (mod n) and G(∞; (u=n)√3) is a forest if and only if it contains no triangle.
Proof. The proof is similar and tedious. Therefore, we will not give the proof.
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Corollary 1. The graph G(∞; u=n) has; at most; circuits of length 3; and
G(∞; (u=n)√2) has; at most; circuits of length 4. Furthermore; G(∞; (u=n)√3) has;
at most; circuits of lengths 3; and 6 where n¿ 1.
We can state the situation in the following way. Any element of 'nite order of 
is of order 2 and 3. Also, any element of 'nite order of H (
√
2) is of order 2 and 4
and any element of 'nite order of H (
√
3) is of orders 2, 3, and 6. We see that the
lengths of the circuits in G(∞; (u=n)√m) are not larger than the orders of the elements
of 'nite order of H (
√
m) where n¿ 1. We do not know whether those facts can be
proved by using the properties of H (
√
m) in a diLerent way.
Let m be a positive prime number and G(
√
m) denote the group of transformations
of the form
(i) T (z) =
az + b
√
m
c
√
mz + d
; a; b; c; d ∈ Z; ad− bcm= 1,
(ii) T (z) =
a
√
mz + b
cz + d
√
m
; a; b; c; d ∈ Z; adm− bc = 1.
When m = 2 or 3, the resulting groups are the Hecke groups H (
√
2) and H (
√
3).
Also, the orbit of ∞ on G(√m) is √mQˆ. It is clear that G(√m) is a 'nitely generated
discrete subgroup of PSL(2;R). If we investigate suborbital graphs for G(
√
m) on√
mQˆ, it seems reasonable to conjecture that G(∞; (u=n)√m) contains, at most, triangle
where m¿ 3 and n¿ 1. On the other hand, G(
√
m) contains, at most, elements of order
2 and 3. At this point, it seems that
Conjecture 1. Let , be a 'nitely generated discrete subgroup of PSL(2;R) and let X
denote the orbit of ∞ on , and suppose that ∞ is a cusp of ,. Then the suborbital
graph G(∞; ) contains circuits of length n for many natural numbers n or the lengths
of circuits in G(∞; ) are not greater than the orders of the elements of 'nite order
of , where  =∞.
5. Uncited reference
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