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This paper describes the research of associative memory using neural networks. We realize the 
associative memory by means of the model of product of input as differential correlation model and 
memorize static pattern. However, the case memorizing static pattern, the storage capacity is limited. 
Therefore, we propose the new masking system for odd number pattern and inserting sequential 
masking patterns system for even number pattern. From the simulation, we considered the relation 
among the storage capacity and recalling. Moreover, we describe the new masking system and 
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1980 年代に Hopfield の相互結合型ネットワーク，
Rumelhaltらの誤差逆伝播法(バックプロパゲーション)，
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k は入力の個数でそのモデルの次元数を表している．  
inserting sequential masking patterns system increase the storage capacity. Further, it is shown that
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本研究では二次の積結合モデルを採用する(図 1参照)．
このモデルの時刻 t における内部ポテンシャル ui(t)は
式(1)で表される．ここで，xj， xkはニューロンに対
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メータは M は系列パターン数，N はニューロン数を
表す．Si μは μ 番目の無相関ランダムパターンの i 番
目の要素を表す． 
 
psi  }1Pr{   





る．一方 p≠0.5 なら系列パターンは互いに相関を持つ．  





















ニューロンに 1 画素を対応させ，2 次元の画像をネッ
トワークに記憶させる．系列パターン数 M=5，ニュー




表 1 無相関ランダムパターン間の類似度(M=5) 
 S1 S2 S3 S4 
S0 0.12 0.04 0.04 0.28 
S1  0.12 0.04 0.04 
S2   0.12 0.04 














る lμが 0.93 より大きい場合を想起成功とする[4],[8]． 
 
3.3 無相関パターンのシミュレーション結果  












な文字を，16×16 の二次元画像とし，一要素が 2 値
の白(-1)か黒(+1)を取るに変換し，固定系列パターンと
して定義する．パラメータとして，固定系列パターン
を Sμ，その数を M とし，入力パターンを x，ニュー







表 2 固定系列パターン間の類似度(M=5) 
 い う え お 
あ 0.33 0.47 0.53 0.43 
い  0.48 0.38 0.3 
う   0.55 0.45 
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手法を提案する．概要図を図 3 に示す． 
 
4.1 縦横マスキング 









表 3 系列パターン間の類似度（縦横マスキング） 
 い う え お 
あ 0.02 0.1 0.11 0 
い  0.07 0.02 0.05 
う   0.07 0.15 
え    0.02 
 
表 4 系列パターン間の類似度 
（ランダムマスキング） 
 い う え お 
あ 0.03 0.05 0.1 0.02 
い  0.03 0.06 0.02 
う   0.07 0.06 





































X0={(x0+x1)+( y0×y1) }/黒のビット数 (9)
 
 
図 4 特徴値の選択 
)1(1 nnn XXX    
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マスキング無し 0.74/0.43 0 
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