Let an n × n matrix A of floating-point numbers in some format be given. Denote the relative rounding error unit of the given format by eps. Assume A to be extremely ill-conditioned, that is cond(A) eps −1 . In about 1984 I developed an algorithm to calculate an approximate inverse of A solely using the given floating-point format. The key is a multiplicative correction rather than a Newton-type additive correction. I did not publish it because of lack of analysis. Recently, in [9] a modification of the algorithm was analyzed. The present paper has two purposes. The first is to present reasoning how and why the original algorithm works. The second is to discuss a quite unexpected feature of floating-point computations, namely, that an approximate inverse of an extraordinary ill-conditioned matrix still contains a lot of useful information. We will demonstrate this by inverting a matrix with condition number beyond 10 300 solely using double precision. This is a workout of the invited talk at the SCAN meeting 2006 in Duisburg.
Introduction and previous work
Consider a set of floating-point numbers F, for instance double precision floating-point numbers according to the IEEE 754 standard [3] . Let a matrix A ∈ F n×n be given. The only requirement for the following algorithm are floatingpoint operations in the given format. For convenience, assume this format to be double precision in the following.
First we will show how to compute the dot product x T y of two vectors x, y ∈ F in K-fold precision with storing the result in one or in K floating-point numbers. This algorithm to be described in Section 2 uses solely double precision floatingpoint arithmetic and is based on so-called error-free transformations [7, 13, 12] . The analysis will show that the result is of a quality "as if" computed in K-fold precision.
The relative rounding error unit in IEEE 754 double precision in rounding to nearest is eps = 2 −53 . Throughout the paper we assume that no over-or underflow occurs. Then every single floating-point operation produces a result with relative error not larger than eps. Practical experience verifies that for a general perturbation ΔA we can expect almost equality in (1.1). Now consider an extremely ill-conditioned matrix A ∈ F n×n . By that we mean a matrix A with cond(A) eps −1 . As an example taken from [10] consider (1.2) This innocent looking matrix is extremely ill-conditioned, namely cond(A 4 ) = 6.4 · 10
64 .
An approximate inverse R of extremely ill-conditioned matrices calculated by any standard algorithm such as Gaussian elimination is so severely corrupted by roundoff errors that we cannot expect a single correct digit in R. For our matrix A 4 we obtain information to serve eventually as a good preconditioner for A. The challenge will be to extract this information out of R. The key will be a multiplicative correction rather than a Newton-type additive correction. A Newton-type iteration converges only in a neighborhood of the true solution. But the ordinary approximate inverse R computed in double precision is far away from the true inverse, see the example above. Thus the additive correction is of the order of the approximation and causes only cancellation but no reasonable correction. The multiplicative correction, however, is capable to extract the information hidden in R.
Since our matrices are so extremely ill-conditioned that almost anything can happen, including R to be singular (which is, in fact, rare, but may happen), we may not expect a completely rigorous analysis. However, we give a reasoning how and why the algorithm works. A main observation to be explained in the following is that floating-point operations per se introduce a certain smoothing effect, similar to a regularization process applied to ill-posed problems.
As an answer to a question posed by Prof. Shin'ichi Oishi from Waseda University we mention that our algorithm may be applied to a sum A i of m matrices as well. This is can be viewed as a representation of the input matrix in m-fold precision and may be helpful to generate extremely ill-conditioned matrices. As we will see this does not influence the analysis. An example with m = 5 is presented in Table 4 .5.
The paper is organized as follows. In the following section we state some basic definitions, and we introduce and analyze a new algorithm producing a result "as if" computed in K-fold precision. In Section 3 we state and analyze the algorithm I developed in about 1984. The paper is concluded with computational results. Some proofs are moved to an appendix, where we also give the complete Matlab-code for our algorithms.
Basic facts
We denote by fl( · ) the result of a floating-point computation, where all operations within the parentheses are executed in working precision. If the order of execution is ambiguous and is crucial, we make it unique by using parentheses. An expression like fl p i implies inherently that summation may be performed in any order.
In mathematical terms, the fl-notation implies |fl(a • b) − a • b| ≤ eps|a • b| for the basic operations • ∈ {+, −, ·, /}. In the following we need as well the result of a dot product x T y for x, y ∈ F n "as if" calculated in K-fold precision, where the result is stored in 1 term res ∈ F or in K terms res 1 , . . . , res K ∈ F. We denote this by res := fl K,1 (x T y) or res := fl K,K (x T y), respectively. The subindices K, K indicate that the quality of the result is "as if" computed in K-fold precision, and the result is stored in K parts. For completeness we will as well mention an algorithm for fl K,L , i.e., storing the result in L terms, although we don't actually need it for this paper.
The mathematical assumption on fl K,K (x T y) is not very strict, we only require
for a reasonably small constant ϕ. Note that this implies the relative error of res i to x T y to be not much larger than eps K cond(x T y). More general, the result may be stored in L terms res 1···L . We then require
for reasonably small constants ϕ and ϕ . In other words, the result res is of a quality "as if" computed in K-fold precision and then rounded into L floating-point numbers.
The extra rounding imposes the extra term ϕ eps L in (2.2). For L = 1, the result of Algorithm 4.8 (SumK) in [7] satisfies (2.2), and for L = K the result of Algorithm SumL in [14] satisfies (2.1). In this paper we need only these two cases L = 1 and L = K. A value L > K does not make much sense since the precision is only K-fold.
It is not difficult and nice to see the rationale behind both approaches. Following we describe an algorithm to compute fl
We first note that using algorithms by Dekker and Veltkamp [1] two vectors x, y ∈ F n can be transformed into a vector z ∈ F 2n such that x T y = 2n i=1 z i , an error-free transformation. Thus we concentrate on computing a sum p i for p ∈ F n "as if" calculated in K-fold precision and rounded into L floating-point numbers. In [13, 12] an algorithm was given to compute a K-fold faithfully rounded result. Following we derive another algorithm to demonstrate that faithful rounding is not necessary to invert extremely ill-conditioned matrices.
All algorithms use extensively the following error-free transformation of the sum of two floating-point numbers. It was given by Knuth in 1969 [4] and can be depicted as in Fig. 2 
Knuth's algorithm transforms any pair of floating-point numbers (a, b) into a new pair (x, y) with Note that this is also true in the presence of underflow. First we repeat Algorithm 4.2 (VecSum) in [7] . For clarity, we state the algorithm without overwriting the input vector.
Algorithm 2.2. Error-free vector transformation.
the transformation is error-free. Moreover, Lemma 4.2 in [7] implies 5) where γ k := keps/(1 − keps) as usual [2] . Note that q 1 , . . . , q n−1 are the errors of the intermediate floating-point operations and q n is the result of ordinary recursive summation, respectively. Now we modify Algorithm 4.8 (SumK) in [7] according to the scheme as in Fig. 2 
Note that the vectors p (k) become shorter with increasing values of k, more precisely p (k) has n − k elements. In the output of the algorithm we use braces for the result {res} to indicate that it is a collection of floating-point numbers.
Regarding Fig. 2 .2 and successively applying (2.3) yields
In the same way we conclude
Applying this scheme to Algorithm 2.3 it follows
The error of the final floating-point summation to compute res K satisfies [2] 
Combining the results proves the following theorem. 
We note that the sum res k may be ill-conditioned. The terms res k need neither to be ordered by magnitude, nor must they be non-overlapping. However, this is not important: The only we need is that the final error is of the order eps K as seen in (2.6) .
To obtain a result stored in less than K results, for example L = 1 result, we might sort res i by magnitude and sum in decreasing order. A simple alternative is to apply the error-free vector transformation VecSum K −L times to the input vector p and then compute the final L results by the following Algorithm 2. 
We note that the results of Algorithm SumKL is much better than may be expected by Theorem 2.4. In fact, in general the estimations (2.1) and (2.2) are satisfied for factors ϕ and ϕ not too far from 1.
As has been noted before, we need Algorithm SumKL only for L = K and L = 1. For general L this is Algorithm 2.5, for L = K this is Algorithm 2.3, and for L = 1 this is Algorithm 4.8 (SumK) in [7] . For the reader's convenience we repeat this very simple algorithm. Algorithm 2.6. Summation "as if " computed in K-fold precision and rounded into one result res.
As has been mentioned, there is an error-free transformation of a dot product of two n-vectors x, y into the sum of a 2n-vector [7] . If this sum is calculated by SumKL, we will refer to the result of the dot product as fl K,L (x T y).
The algorithm and its analysis
First let us clarify the notation. For two matrices A, B ∈ F n×n the ordinary product in working precision is denoted by C = fl (A · B) .
If the product is executed in k-fold precision and stored in k-fold precision, we write {P } = fl k,k (A · B). We put braces around the result to indicate the P comprises of k matrices P ν ∈ F n×n . This operation is executed by firstly transforming the dot products into sums, which is error-free, and secondly by applying Algorithm 2.3 (SumKK) to the sums.
If the product is executed in k-fold precision and stored in working precision, we write
n×n . This operation is executed as fl k,k (A · B) but Algorithm 2.6 (SumK1) is used for the summation. The result is a matrix in working precision.
For both types of multiplication in k-fold precision, either one of the factors may be a collection of matrices, for example
n×n . In this case the result is the same as fl m,m k ν=1 P ν C , where the dot products are of lengths kn.
Note that we need to allow only one factor to be a collection of matrices except when the input matrix A itself is a collection of matrices.
In the following algorithms it will be clear from the context that a factor {P } is a collection of matrices. So for better readability we omit the braces and write fl m,m (P · C) or fl m,1 (P · C).
Finally we need an approximate inverse R of a matrix A ∈ F n×n calculated in working precision; this is denoted by R = inv fl (A). Think of this as the result of the Matlab command R = inv(A). The norm used in the following Algorithm 3.1 (InvIllCoPrel) to initialize R (0) is only for scaling; any moderate approximate value of some norm is fine.
Algorithm 3.1. Inversion of an extremely ill-conditioned matrix, preliminary version.
function
floating-point inversion in working precision
As can be seen, R (0) is just a scaled identity matrix, generally a very poor approximate inverse, and R (1) is, up to rounding errors, the approximate inverse computed in ordinary floating-point. In practice the algorithm may start with k = 1 and R (1) := inv fl (A). However, the case k = 0 gives some insight, so for didactical purposes the algorithm starts with k = 0.
For our analysis we will use the "∼"-notation to indicate that two quantities are of the same order of magnitude. So for e, f ∈ R, e ∼ f means |e| = ϕ|f | for a factor ϕ not too far from 1. The concept applies similarly to vectors and matrices.
Next we informally describe how the algorithm works. First, let A be an ill-conditioned, but not extremely ill-conditioned matrix, for example cond(A) ∼ eps −1 /10. Then cond(P (1) ) = cond(A), the stopping criterion is not satisfied, and basically R (1) ∼ inv fl (A) and R (1) ∈ F n×n . We will investigate the second iteration k = 2. For better readability we omit the superindices and abbreviate R := R (1) and R := R (2) , then
For A not too ill-conditioned, we can expect R to be a good enough precondition matrix for A, so that RA is not too far from the identity matrix. This means cond(P ) ≈ 1. Yet, due to the condition of A, we expect I − RA to be less than, but not much less than 1. Thus we can expect X to be an approximate inverse of RA of reasonable quality. The final step R ≈ X · R needs special attention. The aim is to produce a preconditioner R of A so that I −R A is very small, at best of the order eps. But the i-th column of R A is an approximate solution of the linear systems Ax = e i , were e i denotes the i-th column of the identity matrix. Thus the relative error of that approximate solution is expected to be cond(A) · eps, which is 1/10 in our example. This means, for R ∈ F n×n the entries of I − R A will be at least of order 0.1, and I − R A can't be much less than 1.
This argument is true as long R is a matrix with floating-point entries, i.e., with precision eps. Therefore it is mandatory to store R = R (2) in two matrices, as indicated by
). A key observation in this example is that cond(RA) ≈ eps · cond(A). We claim that this observation is generally true, also for extremely ill-conditioned matrices. More precisely, for cond(A) eps −1 and R := inv fl (A) we claim cond(RA) ≈ eps · cond(A). To develop arguments for this will be a main task in the following. To illustrate this behavior, consider again the extremely ill-conditioned 4 × 4 matrix A 4 in (1.2). Recall cond(A 4 ) = 7.5 · 10 64 . In the following Table 3 .1 we display for k ≥ 2 the condition numbers cond(R (k−1) ), cond(R (k−1) A) and cond(P (k) ) as well as I − R (k) A . The numbers confirm that in each iteration cond(R (k−1) ) increases by a factor eps −1 starting at cond(R (1) ) = 1, and that cond(R (k−1) A) decreases by a factor eps starting at cond(R (1) A) = cond(A) = 6.4 · 10 64 . Note that
A denotes the exact product of R (k−1) and A, whereas P (k) is this product calculated in k-fold precision and rounded into working precision. As we will see, rounding into working precision has a smoothing effect, similar to regularization, which is important for our algorithm. This is why cond(P (k) ) is constantly about eps −1 until the last iteration, and also I − R (k) A is about 1 until the last step. We claim and will see that this behavior is typical.
The matrices P (k) and R (k) are calculated in k-fold precision, where the first is stored in working precision in order to apply a subsequent floating-point inversion, and the latter stored in k-fold precision. It is interesting to monitor what happens when using another precision to calculate P (k) and R (k) . This was a question by one of the referees.
First, suppose we invest more and compute both P (k) and R (k) in 8-fold precision for all k, much more than necessary for the matrix A 4 in (1.2). More precisely, we replace the inner loop in Algorithm 3.1 (InvIllCoPrel) by
% computed in prec-fold and stored in working precision
% floating-point inversion in working precision
% computed in prec-fold and stored in prec-fold precision (3.1) with fixed prec = 8 for all k. Note that 8-fold precision corresponds to a relative rounding error unit of eps 8 = 2.3 · 10 −128 . If matrix inversion would be performed in that precision, the approximate inverse of the matrix A 4 would be correct to the last bit.
The results are displayed in the following Table 3 .2. As can be seen there is not much difference to the data in Table 3 .1, the quality of the results does not increase. Computational experience and our analysis suggest that this behavior is typical, so that it does not make sense to increase the intermediate computational precision. The reason is that everything depends on the approximate inverses X (k) which is computed in working precision, so that there is no more information to squeeze out.
Second, one may try to reduce the computational effort and compute both P (k) and R (k) in 4-fold precision for all k. For k < 4 this is more than in Algorithm 3.1 (InvIllCoPrel), for k > 4 it is less. That means we replace the inner loop in Algorithm 3.1 for the matrix A 4 by (3.1) with prec = 4. The results are displayed in the following Table 3 .3. As expected by the previous example, there is not much difference to the data in Table 3 .1 for k ≤ 4, the quality of the results does not increase. The interesting part comes for k > 4. Now the precision is not sufficient to store R (k) for k ≥ 5, as explained before for R (2) , so that the grid for
That suggests the computational precision in Algorithm 3.1 is just sufficient in each loop. In [9] our Algorithm 3.1 (InvIllCoPrel) was modified in the way that the matrix P (k) was artificially afflicted with a random perturbation of size √ eps |P (k) |. This simplifies the analysis; however, the modified algorithm also needs about twice as many iterations to compute an approximate inverse of similar quality. We will come to that again in the result section (cf. Only the matrix R in Algorithm 3.1 (InvIllCoPrel) is represented by a sum of matrices. As mentioned before, the input matrix A may be represented by a sum A i as well. In this case the initial R (0) can be taken as an approximate inverse of the floating-point sum of the A i . Otherwise only the computation of P is affected.
For the preliminary version we use the condition number of P (k) in the stopping criterion. Since X (k) is an approximate inverse of P (k) we have cond(
. The analysis will show that this can be used in the final version We call a vector "generic" if its entries are pseudo-random values uniformly distributed in some interval. Correspondingly, a matrix A ∈ R n×n is said to be "generic" if its columns are generic. Similarly a vector is called generic on the unit ball if it is chosen randomly on the unit ball with uniform density. We first show that the distance of a generic vector x ∈ R n to its rounded image fl(x) can be expected to be nearly as large as possible. The proof is given in the appendix.
Lemma 3.2. Let a nonnegative vector
d = (d 1 , . . . , d n ) ∈ R n be given. Sup- pose x i , 1 ≤ i ≤ n are independent variables uniformly distributed in [−d i , d i ].
Then the expected Euclidean length of
For an equidistant grid, i.e.,
Note that the maximum Euclidean length of x is d 2 . In other words, this repeats the well-known fact that most of the "volume" of an n-dimensional rectangle resides near the vertices. The same is true for matrices, the distance fl(A) − A can be expected to be nearly as large as possible. 
If the entries of A are of similar magnitude, then
for a factor β not far from 1.
Proof. For generic A we can expectã ij = fl(a ij ) not to be a power of 2. Then
Regarding A as an element in R n 2 and applying Lemma 3.2 proves the result.
We cannot expect a totally rigorous analysis of Algorithm 3.1 (InvIllCoPrel) since, for example, the inversion of P (k) in working precision may fail (we discuss a cure of even this later). Thus we collect a number of arguments to understand the principle of the algorithm. The main point will be the observation that even an approximate inverse of an arbitrarily ill-conditioned matrix does, in general, contain useful information. This is due to a kind of regularization by rounding into working precision. In fact, Corollary 3.3 shows that the rounded image of a real matrix A in floatingpoint can be expected to be far away from A itself. This is in particular helpful if A is extremely ill-conditioned: the rounded image has, in general, a much better condition number. More precisely, we can expect the condition number of a generic floating-point matrix to be limited to not much more than eps −1 . In the appendix we will show the following. 
where eps denotes the relative rounding error unit. If the entries of A are of similar magnitude, then
The arguments for Observation 3.4 are based on the following fact which states that the expected angle between two generic vectors is approaching π/2 with increasing dimension. This is surely known. However, we did not find a proper reference so we state the result and prove it in the appendix. 
Using this we first estimate the magnitude of the elements of an approximate inverse R := inv fl (A) of A ∈ F n×n and, more interesting, the magnitude of I − RA . We know that for not extremely ill-conditioned matrices the latter is about eps · cond(A). Next we will see that we can expect it to be not much larger than 1 even for extremely ill-conditioned matrices. In any case 
for an approximate inverse R computed via LU-decomposition. Note that this estimation is independent of cond(A) and is valid with or without pivoting. In fact, the estimation is used as an argument for the necessity of pivoting in order to diminish |U |. Furthermore,
where n denotes the growth factor. Recall the growth factor for an L, Udecomposition is defined by (A) :
ij denote all intermediate values during the elimination process.
With pivoting we can expect n to be small, so |L| · |U | ∼ A , and (3.6) follows. For extremely ill-conditioned A we have C ∼ eps −1 and I − RA ∼ 1, and therefore (3.7). Otherwise, R is of reasonable quality, so that RA ∼ I and also (3.7).
Let A ∈ F n×n be extremely ill-conditioned, and let R := inv fl (A) be an approximate inverse calculated in working precision. The main point in Algorithm 3.1 is that even for an extremely ill-conditioned matrix A its floating-point inverse R contains enough information to decrease the condition number by about a factor eps, i.e., cond(RA) ∼ eps · cond(A). To see this we need a lower bound for the norm of a matrix.
Lemma 3.7. Let a matrix A ∈ R
n×n and a vector x ∈ R n be given which are not correlated. Then
for · 2 and · F .
Proof. With the singular value decomposition of A = UΣ V T we have
where v 1 denotes the first column of V . Since x is generic, Theorem 3.5 proves the result.
Geometrically this means that representing the vector x by the base of right singular vectors v i , the coefficient of v 1 corresponding to A is not too small in magnitude. This observation is also useful in numerical analysis. It offers a simple way to approximate the spectral norm of a matrix with small computational cost. Next we are ready for the anticipated result.
Observation 3.8. Let A ∈ F n×n and 1 ≤ k ∈ N be given, and let {R} be a collection of matrices R ν ∈ F n×n , 1 ≤ ν ≤ k. Define
C := min(eps −1 , cond(P )). Remark 2. Furthermore note that RA ∈ R n×n in (3.11) is the exact product of R and A. However, we will estimate the effect of rounding when computing this product in finite precision.
Remark 3. Finally note that R denotes a collection of matrices. We omit the braces for better readability.
Argument. First note that (3.10) and the computation of P in k-fold precision imply
where the extra summand eps RA stems from the rounding of the product into a single floating-point matrix. Therefore with (3.11)
Hence Observation 3.6 yields
and with the assumption (3.10) it follows
Therefore, the computation of R in k-fold precision gives
Putting things together, (3.9), (3.17), (3.16) and (3.19) imply
The definition of C implies I − R A 1, so that (3.14) follows. To see (3.15) suppose first that P is not extremely ill-conditioned, so that in view of (3.9) and (3.16) we have C ∼ cond(RA) < eps −1 . Then R A is not far from the identity matrix by (3.20) , which means cond(R A) ∼ 1 ∼ C −1 cond(RA) ∼ C −1 eps k−1 cond(A) using (3.12). Second, suppose P is extremely ill-conditioned, so that C = eps −1 . For that case we give two arguments for (3.15). In that case (3.13) and (3.14) imply
and therefore cond(A) eps −k . Denote the ν-th column of R by r (ν) . Then
where e ν denotes the ν-th column of the identity matrix. We have cond(P ) ∼ eps
by Observation 3.4, so that the entries of X differ from those of P −1 in the first digit. This introduces enough randomness into the coefficients of R = fl k,k (RA), so that Lemma 3.7 is applicable. Using R ∼ r (ν) , (3.18) and C = eps −1 we can expect
Thus, (3.14) implies (3.15). The second argument uses the fact that by (3.14) R is a preconditioner of A. This means that the singular values of R annihilate those of A, so that accurately we would have σ ν (R ) ∼ 1/σ n+1−ν (A). However, the accuracy is limited by the precision eps 
and again using (3.14) finishes the argument.
Observation 3.9. Algorithm 3.1 ( InvIllCoPrel) will stop for nonsingular A ∈ F n×n after some k ∼ 2 + log 10 cond(A) − log 10 eps
steps. For the computed approximate inverse R we can expect
If an additional iteration is performed, then I − RA ∼ eps.
Remark 4. Basically, the condition number of RA improves by a factor eps in each iteration. For example, for cond(A) ∼ 10 100 and computing in IEEE 754 double precision with eps = 2 −53 ∼ 10 −16 , the algorithm should finish after some 6 or 7 iterations.
Argument. The assumptions (3.10), (3.11) and (3.12) of Observation 3.8 are obviously satisfied for k = 0. The results follow by an induction argument and a straightforward computation.
For the final version of our Algorithm 3.1 (InvIllCoPrel) we introduce two improvements. First, as has been mentioned before, the floating-point inversion of P (k) may fail in floating-point. Although this is very rare, we can cure it by a afflicting P (k) with a random relative perturbation of size eps|P (k) |. Since P (k) must be extremely ill-conditioned if the inversion fails, it is clear that such a perturbation does not change the analysis.
Second, a suitable approximation of the condition number of P (k) is already at hand with the approximate inverse X (k) , namely cond(
. Hence the stopping criterion contains only computed quantities.
For the final Algorithm 3.10 (InvIllCo) the analysis as in Observation 3.9 is obviously valid as well. In the final version we also overwrite variables. Moreover we perform a final iteration after the stopping criterion P · X < eps −1 /100 is satisfied to ensure I − RA ∼ eps. Finally, we start with a scalar for R to cover the case that the floating-point inversion of A fails.
Algorithm 3.10. Inversion of an extremely ill-conditioned matrix, final version.
% floating-point inversion in working precision while "inversion failed"
% floating-point inversion in working precision end while
We mention that in Algorithm AccInv3 in [8] the stopping criterion P − I < 10 −3 was used. Moreover, in that algorithm all matrix products were calculated with faithful rounding using our algorithms in [13, 12] . The same stopping criterion can be used in Algorithm 3.10, however, our criterion avoids one extra multiplication P = fl k,1 (R · A). If the algorithm is used to prove nonsingularity of the matrix A by I − RA < 1, then the error in the computation of P − I has to be estimated. It seems preferable to use Algorithm 3.10 with computations in k-fold precision and prove I − RA < 1 by computing I − RA with faithful rounding. In that case only one matrix product has to be computed with faithful rounding. However, the advantage is marginal since our algorithms to compute a matrix product with faithful rounding are almost as fast as computation in k-fold precision, sometimes even faster.
Computational results
All computational results are performed in Matlab [5] using IEEE 754 [3] double precision as working precision. Note that this is the only precision used.
The classical example of an ill-conditioned matrix is the Hilbert matrix, the ij-th component being 1/(i + j − 1). However, due to rounding errors the floatingpoint Hilbert matrix is not as ill-conditioned as the original one, in accordance to Observation 3.4. This can nicely be seen in Fig. 4.1 , where the condition number of the rounded Hilbert matrices are limited to about eps −1 . Therefore we use the Hilbert matrix scaled by the least common multiple of the denominators, i.e.,
The largest dimension for which this matrix is exactly representable in double precision floating-point is n = 21 with cond(H 21 ) = 8.4 · 10 29 . The results of Algorithm 3.10 are shown in Table 4 .1. All results displayed in the following tables are computed in infinite precision using the symbolic toolbox of Matlab. The meaning of the displayed results is as follows. After the iteration counter k we display in the second and third column the condition number of R and of RA, respectively, before entering the k-th loop. So in Table 4 .1 the first result cond(R) = 21.0 is the Frobenius norm condition number of the scaled identity matrix, which is √ n · √ n = n. In the following fourth column "cond mult (R · A)" we display the product condition number of the matrix product R times A (not of the result of the product). The condition number of a dot product x T y is well-known to be cond(x T y) = 2|x T | |y|/|x T y|, where the absolute value is taken componentwise. Therefore we display
with the median taken over all n 2 components. It follows the condition number of P , and similarly cond mult (X · R) denotes the condition number of the matrix product X times R. Finally, the last column shows I − RA as an indicator of the quality of the preconditioner R.
We mention again that all quantities in the tables are computed with the symbolic toolbox of Matlab in infinite precision. For larger matrices this requires quite some computing time.
For better understanding we display the results of a much more ill-conditioned matrices. The first example is the following matrix A 6 with cond(A 6 ) = 6.2 · 10 93 , also taken from [10] . 
= 2.4 · 10
77 for the true inverse of A 6 . So the approximate inverse and the true inverse differ by about 76 orders of magnitude. Nevertheless there is enough information hidden in the approximate inverse to serve as a reasonable preconditioner so that cond(RA) is about eps times cond(A).
The computational results of Algorithm 3.10 (InvIllCo) for the matrix A 6 are displayed in Table 4 .2. Let us interpret them. As expected (see (3.13) ) the condition number of R increases in every step by about a factor eps −1 up to about the final condition number of the input matrix A 6 . According to (3.12) the condition number of RA decreases in each step by a factor eps down to about 1 in the last iteration. The quality of R as a preconditioner becomes better and better, and thus the product condition number of the matrix product R · A must increase. This also shows why it is mandatory to calculate this product in k-fold precision.
The result of the product R · A computed in k-fold precision is rounded into working precision, into the matrix P . The smoothing effect of rounding as explained in Observation 3.4 limits the condition number of P to about eps −1 , as is seen in the fifth column of Table 4 .2. The product condition number of the matrix product X · R stays close to 1, but nevertheless it is mandatory to compute the product R = fl k,k (X · R) with increasing number of results to achieve the intended quality of the preconditioner R.
We note that for k = 2 and for k = 3 the floating-point inversion failed so that P had to be slightly perturbed. Obviously this is not visible in Table 4 .2. Finally we observe the quality of R as a preconditioner. In all iterations but the last one the norm of I − RA is about 1 in agreement with (3.14) . In the final iteration, I − RA becomes about eps, which is best possible.
The results for the Hilbert 21 × 21-matrix as displayed in Table 4 .1 are very similar. For comparison we display the behavior of the modified algorithm as considered in [9] for H 21 . The artificial, relative perturbation of size √ eps of P reduces the improvement of R as a preconditioner to a factor √ eps rather than eps. This can be nicely observed in Table 4 .3. For clarity we display in Table 4 .3 the results for the following iterations after I − RA is already of the order √ eps. As can be seen cond(R) does not increase for k > 5 because R is already very close to the true inverse of A. Nevertheless the off-diagonal elements of RA are better and better approximations of zero, so that the condition number cond mult (R · A) of the product R times A still increases with k. Note that due to the artificial perturbation of P the norm of the residual I − RA does not decrease below √ eps.
Finally we will show some results for a truly extremely ill-conditioned matrix. It is not that easy to construct such matrices which are exactly representable in floating-point. In [10] an algorithm is presented to construct such matrices in an arbitrary floating-point format.
1 The matrix A 4 in (1.2) and A 6 are produced by this algorithm. It is included as Algorithm "randmat.m" in INTLAB [11] , the Matlab toolbox for reliable computing. Using Algorithm "randmat.m" we generated a 50 × 50 matrix with condition number cond(A) = 7.4 · 10 305 . The results of Algorithm 3.10 (InvIllCo) for this matrix are displayed in Table 4 .4. Our algorithm easily allows much larger dimensions, however, the symbolic computation of the results in Table 4 .4 took about a day on a Laptop. We can nicely observe how the condition number of R as well as cond mult (R·A) increase in each step by a factor eps −1 , and eventually I − RA becomes less than 1 after some 22 iterations. Note that we expect this to happen after about 305/16 + 1 = 21 iterations. The condition number cond(A) = 7.4 · 10 305 of the matrix is close to the overflow range, the largest floating-point number in double precision is 1.8 · 10
308 . Note in particular that for k = 2 we have the exceptional value cond(P ) = 1.39 · 10 291 ≈ cond(RA). This may happen accidentally, but obviously it does not influence the general behavior of the iteration.
In the last iteration cond mult (R · A) causes already overflow. In this particular example the artificial relative perturbation of P in Algorithm 3.10 (InvIllCo) by about eps was not necessary.
Finally we note a question posed by Prof. Kunio Tanabe from Waseda University about the distribution of singular values of the generated, extremely illconditioned matrices and the possible effect on the performance of our algorithm. Indeed it is likely that for matrices generated by the method in [10] the singular values σ 1 to σ n−1 are close to A , whereas σ n is extremely small. However, our analysis showed no relevance of this to our algorithm. Fortunately we may enter a sum of matrices A i into Algorithm 3.10 (InvIllCo) to check on this. We choose the original Hilbert matrix with h ij := 1/(i + j − 1) and approximate the individual entries by several floating-point numbers. As is well known, the singular values of the Hilbert matrix cover the interval [σ n , σ 1 ] linearly on a logarithmic scale.
As an example we show the result of the Hilbert 50 × 50 matrix stored as a sum of 5 matrices. As can be seen in Table 4 .5 the computational behavior of Algorithm 3.10 (InvIllCo) is quite similar to the previous examples. Appendix.
In the following we present auxiliary results, proofs and arguments for some results of the previous section.
Proof of Lemma 3.2. We have
and therefore the left inequality in (3.2). Moreover,
The proof is finished.
The surface S(n) of the n-dimensional unit sphere satisfies S(n) = 2π n/2 / Γ (n/2). Recall the Gamma function defined by Γ (x) = ∞ 0 t x−1 e −t dt interpolates the factorial by (n − 1)! = Γ (n). To prove Theorem 3.5 we need to estimate the surface of a cap of the sphere. For this we need the following lemma.
Lemma A.1. For x > 1 we have
Proof. The function Γ (x − 1/2)/Γ (x) is monotonically decreasing for x > 0.5, so it follows
Proof of Theorem 3.5. Denote by O n (Φ) the surface of the cap of the n-dimensional unit sphere with opening angle Φ, see Now
We will identify such angles Φ 1 and Φ 2 to obtain bounds forΦ. Define 
Hence (A.6) and Lemma A.1 give
so that with (A.1), (A.8) and (A.5) we have
Thus (A.4) yields
The theorem is proved.
Next we come to the Observation 3.4. We give two different arguments. Let A ∈ R n×n be generic on the variety S of singular n × n-matrices. Then the normal vector N to S in A is well-defined. The situation is as in Fig. A since · F is unitarily invariant. Accepting thatÃ is generic to S we use Theorem 3.5 to see 0.61 Assuming E and v are general to each other, Lemma 3.7 gives
For simplicity we assume the entries of A to be of similar magnitude. Then we can expect E ∼ eps A F by Corollary 3.3. Assuming Ev is general to u we may apply Theorem 3.5 to see
Since σ n (A) = 0, σ n (A + E) ≈ |u T Ev| is the distance δ = Ã −1 −1 2 of A + E to the nearest singular matrix in the spectral norm. Hence
The following is executable Matlab-code for Algorithm 3.10 (InvIllCo). The routines TwoSum, VecSum, Split and TwoProduct are listed in [7] . The code for ProdKL is straightforward transforming dot products into sums and applying SumKL. All routines are included in INTLAB [11] , the Matlab toolbox for reliable computing.
