Abstract. The multiplicity of the lowest eigenvalue E of the so-called non-commutative harmonic oscillator Q(α, β) is studied. It is shown that E is simple for α and β in some region.
Definition and main results
Recently a special attention is payed to studying the spectrum of self-adjoint operators with non-commutative coefficients. It is considered not only as mathematics but also physics experiments. A historically important model is the Dirac operator, and the Rabi model and the Jaynes-Cumming model are prevalent in cavity QED. See [HH12] and references therein. The non-commutative harmonic oscillator is a quantum system defined by the Hamiltonian:
where A = α 0 0 β , J = 0 −1 1 0 , and α, β > 0 parameters with αβ > 1. Operator Q defines a positive self-adjoint operator acting in the Hilbert space H = C 2 ⊗ L 2 (R). The non-commutative harmonic oscillator Q has been introduced by Parmeggiani and Wakayama [PW01, PW02a, PW02b, PW03] , and the spectral property of Q is considered in [Par04, Par06, Par08a] from the pseudo-differential-calculus point of view. It can be seen that Q has purely discrete spectrum λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ · · · ↑ ∞, where the eigenvalues are counted with multiplicity. One can define the so-called spectral zeta function associated with Q as
When α = β, Q is unitarily equivalent to the direct some of harmonic oscillators, and
Furthermore it is also known that the set of odd eigenvectors of non-commutative harmonic oscillator is deeply related to the set of some solutions of the Heun differential equation [IW05b, Och01, Och04] :
where n ∈ N ∪ {0}, a ∈ C with |a| < 1 and q ∈ C.
In this paper we concentrate on the study of the lowest eigenvalue λ 1 of Q. We set
and p = −id/dx. In particular we are interested in determining the dimension of Ker(Q − E). The eigenvector associated with the lowest eigenvalue is called the ground state. In the case of α = β, as is mentioned above, Q can be diagonalized as
where ∼ = denotes the unitary equivalence. Then all the eigenvalues of Q(α, α) are twofold degenerate. In particular, its lowest eigenvalue
is two-fold degenerate. In the general case, α = β, the so-called Ichinose-Wakayama bound is established in [IW07] :
for j ∈ N. By this inequality we see that the multiplicity of E is at most two if β < 3α or α < 3β. Furthermore beyond above results one may expect that E is simple for α = β. In [NNW02] it can be numerically shown that E is simple for α = β and, in [Par04] the simplicity is proven but only for sufficiently large αβ. It is then mentioned in [Par08b, 8.3 Notes] that the determining the multiplicity of the lowest eigenvalue should be explored.
In this paper we show that (a): E is at most twofold degenerate for (α, β) ∈ (2, ∞) × (2, ∞), (b): E is simple for some region of α and β.
In order to prove (a), we apply the method in [Hir05] , where the so-called pull-through formula [GJ68] is a key. The second result (b) consists of two estimates. The first is for large |β − α| and the second for small |β − α| but α = β. The first case is proven in a similar manner to (a) and the second by the regular perturbation theory of discrete spectrum. Let G = Ker(Q − E) be the set of ground states. Let L + ⊂ L 2 (R) (resp. L − ) be the set of even functions (resp.odd functions). We define H ± = C 2 ⊗ L ± . Since Q conserves the parity, Q is reduced by H ± . Set Q⌈ H ± = Q ± and then Q = Q + ⊕ Q − . Theorem 1.1. Suppose that (α, β) ∈ (2, ∞) × (2, ∞). Then dimG ≤ 2 and G ⊂ H + . I.e., the multiplicity of E is at most two and ground states are even functions.
We can furthermore show that E is simple. Theorem 1.2. Suppose β > α > 2 and
Then E is simple.
Condition (1.6) includes the implicit value E. Let
where
Combining this with (1.6) we have the corollary:
Theorem 1.2 does not valid for (α, β) in a neighborhood of the diagonal line on α − β plane. See Figure 1 . We can also however show that E is simple for α and β in a neighborhood of the diagonal line. We define g 1 , ..., g 4 by
(1.9)
(1.13)
(1.14) In particular when εκ(ε) < g 4 , E is simple.
Note that we know the bound λ 2 ≤ β 2
by the Ichinose-Wakayama bound. Then, the region of α, β satisfying εκ(ε) < g 4 , includes a wedge-shaped region illustrated in Figure 1 , where we also drew the case of α > β.
Proofs of theorems
2.1. Proof of Theorem 1.1. In the following we omit the symbol ⊗ for the notational simplicity, and we can suppose that α < β without loss of generality. Let
The spectrum of N is σ(N) = {0} ∪ N and the multiplicity of each eigenvalues. Let 
Taking the norm on both sides above, we have
Since aϕ g 2 = ϕ g , Nϕ g and a * Ω = ϕ g , Nϕ g + ϕ g 2 , we see that
Let P Ω be the projection onto ker N = ker a. Note that N + P Ω ≥ 1. Let G = G + ⊕ G − , where G ± = G ∩ H ± . Let P ± be the projection onto G ± . Then, by (2.4), we have
Taking the trace of both sides, we have
Thus we have the bound
Then the right hand side above is less than three for α > 2. Then dimG + ≤ 2. Similarly but replacing P + with P − , we can also see that
Note that P − P Ω P − = 0, since P Ω is the projection to the set of even functions. Then we have
In particular for α > √ 2, the dimension of G − equal to zero. Then the theorem follows.
2.2. Proof of Theorem 1.2. In this subsection we show that the lowest eigenvalue is simple. The strategy is parallel with that of previous subsection but P + is replaced by a projection R with the dimension of RanR = 1. Let σ 1 , σ 2 , σ 3 be the 2 × 2 Pauli matrices given by
Proof of Theorem 1.2: The Hamiltonian Q can be written in the form:
(1 − σ 3 ) = 0 0 0 1 and R = M ⊥ P Ω . Then we have
The commutator [Q, M ⊥ ] can be computed as
Thus we have
14)
where we used the fact that aP Ω = 0. Hence we have
On the other hand R(Q − E)R = 1 2 β − E R 2 . Then (2.4) and a * Rϕ g = Rϕ g yield that
Since M + M ⊥ = 1, it holds that P Ω M + R + N ≥ 1. Then, by using (2.4) we have
where P = P + + P − is the orthogonal projection onto G . Taking the trace of both sides above, we have
TrP, and the theorem follows.
2.3. Proof of Theorem 1.4. Recall that ε = β − α. In this section, we fix an arbitrary α > 1 and set Lemma 2.1. For all Φ ∈ D(Q 0 ), it follows that
Since σ 2 2 = 1, we have
and hence
2 )Φ we have the bound (2.17).
By (1.5) or the sandwich estimate Q(α, α) ≤ Q(α, β) ≤ Q(β, β) we see bounds:
exactly two eigenvalues in the interval
with the radius
in the complex plane:
Thus Q has exactly two eigenvalues, λ 1 and λ 2 , inside of C.
Proof. By Lemma 2.1, we have
Since the eigenvalues of Q 0 are {(
. Then the lemma follows.
The two-dimensional subspace spanned by eigenvectors associated with eigenvalues λ 1 and λ 2 is denoted by F . The orthogonal projection onto F is then given by
We expand P (ε) with respect to ε up to the second order:
where P 0 is the orthogonal projection onto the ground states of Q 0 and
Lemma 2.3. We have R ≤ g 2 and V P 1 ≤ E 0 g 2 1 .
Proof. By Lemma 2.2, we have
Similarly one can prove the second bound.
Let v 0 ∈ L 2 (R) be the normalized ground state of h = 1 2
Let S a be the dilation defined by S a f (x) = 1 √ a f (ax) for a > 0. We define the unitary operator U on H by
Then UQ 0 U * = h 0 0 h and vectors u 1 = U * v 0 0 and u 2 = U * 0 v 0 are two fold ground states of Q(α, α). Since P is a projection onto F , each of the ground state and the first excited state can be expresses as a linear combination of P u 1 and P u 2 as long as both P u 1 and P u 2 are linearly independent, which is proven in the lemma below:
Lemma 2.4. Assume that ε 2 g 2 < 1. Then P u 1 and P u 2 are non-zero vectors. Moreover, if ε 2 g 2 < 1/2, then P u 1 and P u 2 are linearly independent.
Proof. By (2.22) we have
The second term on the right hand side above is zero, since
(2.29)
Hence P u 1 2 ≥ 1 − ε 2 g 2 2 > 0 holds by Lemma 2.3 and the assumption. Thus P u i (i = 1, 2) are non-zero vectors. Next we assume that ε 2 g 2 < 1/2. Then we have
which implies that P u 1 and P u 2 are linearly independent.
Lemma 2.5. Let g 3 and g 4 be given in (1.10) and (1.11), respectively. Then it follows that where we used the bound
Proof. (2.31) follows from
The proofs of (2.32) and (2.33) are given in Appendix. Proof of Theorem 1.4: Suppose that ε 2 g 2 < 1/2. We define
Then, by Lemma 2.4, Φ 1 and Φ 2 are orthogonal vectors in F . Let V = L.H.{Φ 1 , Φ 2 } be the two dimensional vector space and Q : V → V can be regarded as a linear operator and its matrix representation is given by
Thus the eigenvalues λ 1 and λ 2 of Q are also the eigenvalue of m. Therefore, the difference of λ 1 and λ 2 can be computed by
which implies that
We estimate | Φ 1 , QΦ 2 | from below. Inserting the definition of Φ j into Φ i , QΦ j we have Φ 1 , QΦ 2 = P u 1 , Q( P u 1 2 P u 2 − (P u 1 , P u 2 )P u 1 ) P u 1 3 P u 2 − (P u 1 , P u 2 )P u 1 / P u 1 2 .
(2.39)
Notice that P u i , QP u j = (P u i , Qu j ) = E 0 δ ij + ε V ij + ε 2 (E 0 R ij + P 1 V ij ) + ε 3 RV ij ,
where K ij = (u i , Ku j ). We see that the denominator of (2.39) is expanded as P u 1 P u 1 2 P u 2 − (P u 1 , P u 2 )P u 1 = (1 + ε 2 R 11 ) (1 + ε 2 R 11 )(1 + ε 2 R 22 ) − ε 4 | R 12 | 2 .
By the bound R ≤ g 2 we have the lower bound P u 1 P u 1 2 P u 2 − (P u 1 , P u 2 )P u 1 ≥ (1 − ε 2 g 2 ) 1 − 2ε 2 g 2 2 .
(2.40)
The numerator of (2.39) can be also expanded as (P u 1 , Q( P u 1 2 P u 2 − (P u 1 , P u 2 )P u 1 )) = ε V 12 + ε 2 P 1 V 12 + ε 3 RV 12 + V 12 R 11 − R 12 V 11 + ε 4 P 1 V 12 R 11 − R 12 P 1 V 11 + ε 5 R 11 RV 12 − R 12 RV 12 .
By using Lemmas 2.3 and 2.5, each term can be evaluated as ε 2 | P 1 V 12 | ≤ ε 2 E 0 g 2 1 ε 3 | RV 12 + V 12 R 11 − R 12 V 11 | ≤ ε 3 (E 0 g 1 g 2 + g 2 g 4 + g 2 g 3 ) ε 4 | P 1 V 12 R 11 − R 12 P 1 V 11 | ≤ ε 4 2E 0 g By combining all the estimates stated above, we have
where ℓ(ε) = (1 − ε 2 g 2 ) 1 − 2ε 2 g 2 2 . Hence the theorem follows.
Since v 0 , x 2 e ix 2 v 0 = (ω/π) 1/2 R x 2 e −(ω−i)x 2 dx = 1 2 ω 1/2 (ω −i) −3/2 , we have the lemma.
