Integrable Geometric Flows for Curves in the Pseudoconformal 3-Sphere by Calini, Annalisa & Ivey, Thomas
ar
X
iv
:1
90
8.
02
72
2v
1 
 [m
ath
.D
G]
  7
 A
ug
 20
19
INTEGRABLE GEOMETRIC FLOWS FOR
CURVES IN PSEUDOCONFORMAL S3
ANNALISA CALINI & THOMAS IVEY
Department of Mathematics, College of Charleston, Charleston, SC, USA
Abstract. We consider evolution equations for curves in the 3-dimensional sphere S3 that
are invariant under the group SU(2, 1) of pseudoconformal transformations, which preserves
the standard contact structure on the sphere. In particular, we investigate how invariant
evolutions of Legendrian and transverse curves induce well-known integrable systems and
hierarchies at the level of their geometric invariants.
1. Introduction
In this article we are motivated by our interest in evolution equations for parametrized
curves in homogeneous spaces, and more specifically evolution equations that are invariant
under the Lie group G of congruences of the space in question. This article will focus on the
specific case of the non-compact Lie group SU(2, 1) acting on the 3-dimensional sphere.
In general, we refer to geometric evolution equations for curves as ‘flows’, and they will in
turn induce systems of evolution equations for the set of differential invariants of the curves
in that geometry. We are interested in identifying flows such that the induced evolution
equations for the invariants form a completely integrable system of partial differential equa-
tions; we will refer to these evolution equations for curves as integrable flows. Somewhat
surprisingly, the most well-studied examples of such flows do not involve the KdV equation.
Example 1.1. The vortex filament flow is an evolution equation for parametrized curves in
Euclidean space R3 introduced by Da Rios [11] as a model of the self-induced motion of a
thin vortex filament in an incompressible fluid. It takes the form
∂γ
∂t
=
∂γ
∂x
×
∂2γ
∂x2
,
where × is the Euclidean cross product and x is the parameter along the curve. Since
the speed |∂γ/∂x| is preserved pointwise under this flow, one usually assumes that x is a
unit-speed parameter, whereupon the flow becomes
∂γ
∂t
= κB, (1)
where B is the binormal vector (part of the classical Frenet moving frame) and κ is the
curvature of γ. The other fundamental differential invariant of the curve is the torsion τ ,
E-mail address: calinia@cofc.edu, iveyt@cofc.edu.
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and if one packages the curvature and torsion into one complex-valued function
q(x, t) = κe
∫
τ dx, (2)
known as the Hasimoto transformation [13], then q satisfies1 qt = i(qxx+
1
2
|q|2q), the focusing
cubic nonlinear Schro¨dinger equation (NLS). The integrable structure of this PDE can be
exploited to study geometric and topological properties [2, 3] as well as stability [4, 7] of the
corresponding solutions of (1).
Example 1.2. The vortex filament flow is part of an infinite sequence of flows for arclength-
parametrized curves in Euclidean space, each of which corresponds, under the Hasimoto
transformation (2), to a member of NLS hierarchy. For example, the next flow after (1) in
the sequence is
γ
t =
1
2
κ2T + κxN + κτB, (3)
(where again T,N,B are the members of the Frenet frame and x is arclength), and this
corresponds to
qt = qxxx +
3
2
|q|2qx.
It is not hard to show that, if a curve is planar (i.e., with τ = 0 identically) then this
feature is preserved by the flow (3), and then q equals the real-valued curvature κ, which
thus satisfies the mKdV equation. In fact, every second flow in the VFE hierarchy restricts
to planar curves, and these induce the mKdV hierarchy at the level of curvature [15].
It has long been known that the KdV equation and its integrable generalizations are
associated to the special linear groups SL(n,R) [12], and in fact one of the first geometric
realizations of the KdV equation arose from a flow in R2, invariant under SL(2,R) acting in
the standard way, for curves satisfying a genericity assumption:
Example 1.3. A parametrized regular curve γ : I → R2 is called star-shaped if det(γ, γx) is
non-vanishing for all x ∈ I ⊆ R. Normalizing the parametrization so that det(γ, γx) = 1 and
differentiating, we get γxx = −p(x)γ for a curvature function p. The flow γt =
1
2
pxγ − pγx
was shown by Pinkall [21] to be Hamiltonian for the total curvature (with respect to a natural
symplectic structure), and to induce the KdV equation for the curvature p. Similarly, there
are flows for star-shaped curves that induce each evolution equation in the KdV hierarchy
[6].
Example 1.4. In the higher-dimensional generalization of the previous example, the space
Rn is acted on by SL(n,R) via the standard linear representation, and is known as cen-
troaffine space. We can consider invariant flows for generic parametrized curves in this space
and the induced evolutions of their differential invariants (known as Wilczynski invariants).
For example, mappings γ : I → R3 are called starlike if det(γ, γ′, γ′′) is nonvanishing,
and we when normalize the parameter so that this is identically equal to one, setting γ′′′ =
p0γ + p1γ
′ yields two scalar differential invariants. In [5] we show that there are flows for
curves in centroaffine R3 that induce, at the level of the invariants, every PDE system in the
Boussinesq hierarchy. We also show that, within this sequence of flows there is a subsequence
that preserves the condition p0 =
1
2
p′1, indicating that the image of γ lies on a fixed cone
in R3, and these flows induce the Kaup-Kuperschmidt hierarchy for the curvature p1. (We
think of this as roughly analogous to the realization, in Example 1.2, of the mKdV hierarchy
by planarity-preserving flows within the VFE hierarchy.)
1In order to obtain the NLS evolution for q, the antiderivative in the exponent in (2) must be chosen so
that the constant of integration evolves in a particular way; see [14] for details.
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The pseudoconformal 3-sphere. In this article, we investigate geometric flows for curves
in another 3-dimensional geometry defined by the action of an 8-dimensional matrix group,
in this case the action of SU(2, 1) on the 3-dimensional sphere S3. To see how this action is
defined, on C3 fix an indefinite Hermitian form
〈z,w〉 = −z0w0 + z1w1 + z2w2. (4)
Taking SL(3,C) to act on C3 in the standard way, we define SU(2, 1) as the subgroup that
preserves this form. Explicitly, if we let J = diag(−1, 1, 1), so that 〈z,w〉 = ztJw, then
SU(2, 1) = {G ∈ SL(3,C) |GTJG = J}.
The set of nonzero null vectors for (4) is a cone N ⊂ C3, which is preserved by multipli-
cation by complex scalars.
Lemma 1. The image of N under complex projectivization π : C3\{0} → CP 2 is diffeomor-
phic to the unit sphere S3 ⊂ C2.
Proof. Since any nonzero vector 〈z, z〉 = 0 must have component z0 6= 0, the image π(N)
lies entirely within the domain of affine coordinates Z1 = z1/z0, Z2 = z2/z0. Dividing the
defining equation |z1|
2 + |z2|
2 = |z0|
2 by |z0|
2 shows that the image is the set of points in C2
satisfying |Z1|
2 + |Z2|
2 = 1. 
From now on we will identify S3 with the projectivization of N without further comment.
The induced action of SU(2, 1) on S3 is what we will call the group of pseudoconformal
transformations of the sphere; explicitly, G · π(z) := π(Gz).
Our work on curves in this geometry was inspired by a paper by Musso [17], where it
is noted that the pseudoconformal group preserves a contact structure on S3 (which will
be defined below). Focusing on Legendrian curves, Musso constructed an adapted moving
frame, defined a pseudoconformally-invariant arclength and curvature, and obtained geodesic
and elastic Legendrian curves.
In this paper we concentrate both on Legendrian curves and curves that are everywhere
transverse to the contact distribution. Our results for Legendrian parametrized curves echo
our previous work mentioned in Example 1.4, in that we define a sequence of flows which
realize the Boussinesq hierarchy, and identify a subsequence which preserve a geometrically
natural condition (arclength parametrization) and induce the Kaup-Kuperschmidt hierarchy
(see Theorems 5 and 9 below). For transverse curves we define a similar set of differential
invariants, and identify several flows inducing integrable evolution equations for these in-
variants (see Example 4.3), as well as some flows that induce evolution equations for the
curvatures for which there is evidence of integrability, but not definitive proof at present (see
Examples 4.1 and 4.2).
Outline. In more detail, we now summarize how the rest of the paper is laid out. In §2
we define the SU(2, 1)-invariant contact structure on S3 and introduce moving frames and
invariant arclength for regular parametrized Legendrian curves. In §3 we determine the
geometric flows that preserve the Legendrian condition and how the differential invariants
evolve. In §4 we turn to transverse curves, developing moving frames and differential invari-
ants, geometric flows and the induced evolutions for the invariants; we also detail several
specializations that lead to known integrable evolutions for these invariants. In the final
section we briefly discuss some open questions.
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2. Pseudoconformal Geometry of Curves in S3
Definition. Given a parametrized curve γ : I → S3, γ is Legendrian if it has a lift Γ : I → N
satisfying
〈Γx,Γ〉 = 0. (5)
Note that this constitutes a single real condition, since it follows automatically from Γ taking
value in the null cone N that Re〈Γx,Γ〉 = 0.
We remark that the pseudoconformal group preserves this condition, and that the set
of tangent directions to Legendrian curves forms a well-defined contact distribution on the
sphere. Furthermore this contact structure is equivalent to the ‘standard’ contact structure
on S3, when we realize the latter as the unit sphere in C2 (as explained above).
We will refer to regular parametrized Legendrian curves as L-curves. In what follows, we
will construct pseudoconformally-invariant adapted moving frames for L-curves.
Definition. Given linearly independent vectors e0, e1, e2 in C
3, we will call (e0, e1, e2) a null
frame for C3 if
〈e0, e0〉 = 〈e0, e1〉 = 〈e2, e1〉 = 〈e2, e2〉 = 0,
〈e2, e0〉 = i, 〈e0, e2〉 = −i, 〈e1, e1〉 = 1,
(6)
along with
det(e0, e1, e2) = 1. (7)
The set of null frames is acted on freely and transitively by SU(2, 1). In fact, this set is
isomorphic to SU(2, 1), since a 3 × 3 matrix G lies in SU(2, 1) if and only if its columns
e0, e1, e2 satisfy the above conditions.
A framing for γ : I → S3 is a null frame field such that π ◦ e0 = γ, i.e., for each x the
first null vector e0(x) of the frame field always points along the complex line in the null cone
spanned by γ(x).
We begin by showing that adapting the frame field allows us to define a trio of real-valued
relative invariants. The following choice of framing essentially corresponds to the third-order
reduction of the frame bundle defined by Musso [17].
Proposition 2. Any L-curve γ(x) has a framing (Γ, T, N) that satisfies:
Γx = νT, Tx = iνN + kΓ, Nx = ℓΓ− ikT (8)
for real-valued functions ν, k, ℓ, with ν positive.
We will refer to this an adapted framing for an L-curve. Note that the components of the
framing may be expressed in terms of the lift Γ and its first two derivatives.
Proof. Let (e0, e1, e2) be any framing of γ, and let
e′0 = ae0 + be1 (9)
for some complex-valued functions a, b of x. (Note that the prime here denotes differentiation
with respect to x, and Legendrian condition 〈e′0, e0〉 = 0 implies that e
′
0 has no e2-component.)
By regularity, b is nonvanishing.
GEOMETRIC FLOWS FOR CURVES IN S
3
5
The permissible changes of frame that keep π(e0) unchanged are
e˜0 = λe0
e˜1 =
λ
λ
(e1 + µe0)
e˜2 = λ
−1 (
e2 − iµe1 + (α−
1
2
i|µ|2
)
e0),
(10)
where λ, µ are complex, with λ 6= 0, and α is real. By using µ = a/b, λ = 1 and α = 0, we can
define a new frame such that e˜′0 has no e˜0-component. Changing to this frame (and dropping
the tildes), we now differentiate the relations 〈e1, e0〉 = 0, 〈e2, e0〉 = i and 〈e2, e1〉 = 0 to find
that our current frame satisfies differential equations of the form
e′0 = be1, e
′
1 = ibe2 + ke0, e
′
2 = ℓe0 − ike1
for some functions k, ℓ of x. Furthermore, by differentiating 〈e2, e2〉 = 0 we see that ℓ is
real-valued, but the function k is in general complex-valued.
We are still allowed to make changes of the form (10) with µ = 0. If we also set α = 0,
then under these changes the coefficient b is multiplied by λ2/λ. Thus, we arrange that b is
positive. Finally, by adding a real multiple of e0 to e2 we may arrange that k is real-valued.
Now we let Γ = e0, T = e1 and N = e2 for our final choice of frame. 
We remark that the framing in Proposition 2 is unique up to scaling Γ 7→ λΓ, N 7→ λ−1N
for λ ∈ R, and multiplication of each vector by a cube root of unity. It follows that the
integral
∫
(ν2ℓ)1/3dx is well-defined. Moreover, there is a well-defined normal indicatrix
which is the parametrized curve in S3 given by π ◦N . Following Musso, we say that γ(x0) is
a sextactic point of γ if π ◦N is tangent to the contact plane at x = x0, i.e., ℓ(x0) = 0. For
curves that are free of sextactic points,
∫
(ν2ℓ)1/3dx is interpreted as the pseudoconformal
arclength of the L-curve. Note that if Γ is an adapted lift as in Proposition 2, then
det(Γx,Γxx,Γxxx)
det(Γ,Γx,Γxx)
= kxν − kνx + iν
2ℓ.
Thus the arclength integrand can be expressed in terms of a ratio of determinants, and is
therefore invariant under the action of the larger group GL(3,C). (Differential invariants of
curves with respect to this group were worked out in [18].)
Corollary 1. Any L-curve has an adapted framing for which ν = 1 identically, and this is
unique up to simultaneously multiplying each frame vector by a cube root of unity. We will
refer to this as a normalized framing.
Proof. As in the proof of Prop. 2, suppose that an initial framing satisfies (9). Then we
change to a framing satisfying e˜′0 = e˜1 by making a change (10) such that λ/λ
2 = b and
bµ − a = λ′/λ. We can further adjust the frame only by using the scale factor λ, and this
must satisfy λ2/λ = 1 in order to preserve b = 1, so λ3 = 1. 
3. Deformations of L-curves
In this section we study deformations for lifted L-curves that lead to integrable evolution
equations for the geometric invariants k and ℓ. We first consider deformations that preserve
the contact condition (5) and the normalization ν = 1.
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Proposition 3. Let γ(x, t) be a smooth variation of L-curves, and let (Γ, T, N) be a
smoothly-varying adapted framing. If we write
Γt = fΓ + gT + hN (11)
then necessarily h is real-valued and hx = 2ν Im g. If furthermore (Γ, T, N) is a normalized
framing for all t then
f = −Re(gx) +
1
3
i(kh− 1
2
hxx). (12)
Proof. Because Γ takes value in the null cone then differentiating 〈Γ,Γ〉 = 0 gives
0 = Re〈Γt,Γ〉 = Re〈hN,Γ〉 = Re(ih). (13)
Differentiating (5) with respect to t gives
0 = 〈Γtx,Γ〉+ 〈Γx,Γt〉 = ihx + ν(g − g).
For the second assertion, we will compute the evolution of the frame vectors, regarded as
columns in an SU(2, 1)-valued matrix F (x, t). For example, the Frenet-type equations of
Proposition 2 with the normalization ν = 1 may be expressed as
∂F
∂x
= FU for U =

0 k ℓ1 0 −ik
0 i 0

 . (14)
We also have
∂F
∂t
= FV where V takes value in the Lie algebra su(2, 1):
V =

f z jg f − f −iz
h ig −f

 ,
with h and j real-valued. The compatibility condition of the two equations is H = 0 where
H := Ut − Vx − [U, V ].
For example, the bottom left entry is −hx + i(g − g), which we already deduced was zero
from the contact condition. Setting the (2, 1)-entry of H equal to zero and solving for f
gives (12).

Proposition 4. Let γ(x, t) be a smooth variation of L-curves and let (Γ, T, N) be a smoothly-
varying normalized framing satisfying (11). Let a = Re g, so that
Γt =
(
−ax +
1
3
i(kh− 1
2
hxx)
)
Γ + (a+ 1
2
ihx)T + hN (15)
by Prop. 3. Then the geometric invariants k, ℓ evolve by
kt = akx + 2kax + hℓx +
3
2
ℓhx − axxx, (16a)
ℓt = aℓx + 3axℓ+
1
3
hkxxx +
3
2
hxkxx +
5
2
hxxkx −
8
3
hkkx −
8
3
hxk
2 + 5
3
hxxxk −
1
6
h(5) (16b)
where the superscript (5) indicates the fifth derivative with respect to x.
Proof. We continue the calculation from the proof of Proposition 3. Setting the (1, 1)-entry
of H equal to zero lets us solve for
z = ak + hℓ− axx +
1
6
i (2hkx + 5khx − hxxx) .
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Substituting this into the superdiagonal of H and gives
j = aℓ− 1
6
h(4) + 4
3
khxx +
7
6
hxkx + h(
1
3
kxx − k
2).
and the evolution (16a) for k. Finally, the evolution for ℓ is obtained by substituting the
expressions for j and z into the (1, 3)-entry of H . 
By choosing a and h be local functions of the invariants k and ℓ (i.e., expressed in terms of
k, ℓ and finitely many of their derivatives) we obtain geometric flows for L-curves. In what
follows we will focus on flows that induce integrable evolution equations for invariants k and
ℓ. We present a few examples.
Example 3.1 (Translation Flow). By choosing h = 0 and a to be a constant we obtain
kt = akx, ℓt = aℓx.
Example 3.2 (Boussinesq System). Choosing a = 0 and h = −1, we get
kt = −ℓx,
ℓt =
1
3
(−kxxx + 8kkx),
(17)
which is equivalent to the Boussinesq system. (For instance, to match Example 7.28 in [19],
set u = −k and v = ℓ.)
Example 3.3 (KdV Reduction). Choosing h = 0 and a = −k, we obtain
kt = kxxx − 3kkx,
ℓt = −kℓx − 3kxℓ.
Thus, k evolves by the KdV equation while ℓ satisfies a linear homogeneous equation. In
particular, this flow preserves sextactic curves (i.e., those for which ℓ is identically zero). We
will discuss this special case below.
Example 3.4 (Kaup-Kuperschmidt Reduction). Choosing h to be a constant λ and a =
4k2 − kxx, we obtain
kt = k
(5) − 10kkxxx − 25kxkxx + 20k
2kx + λℓx,
ℓt = aℓx + 3
(
ℓ−
λ
9
)
ax,
which clearly preserve the condition ℓ = λ/9. In that case we obtain the reduction
kt = k
(5) − 10kkxxx − 25kxkxx + 20k
2kx, (18)
which is equivalent to the Kaup-Kuperschmidt (KK) equation after the change of variable
u = −2k (see Example 2.20 in [23]).
We now observe that there are geometric flows of the form (15) such that the invariant
evolutions (16) realize any equation in the Boussinesq hierarchy. Recall that this is a double
hierarchy which is defined recursively as follows [23]:[
u
v
]
t
= Fn[u, v], where Fn+2 = RFn,
where the ‘seeds’ of the hierarchy are given by
F0 =
[
ux
vx
]
, F1 =
[
vx
1
3
uxxx +
8
3
uux
]
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and the recursion operator2 is R = PQ−1 for Q = ( 0 DD 0 ), with D = d/dx, and
P =
(
D3 + 2uD + ux 3vD + 2vx
3vD + vx
1
3
D5 + 5
3
(uD3 +D3 ◦ u)− (uxxD +D ◦ uxx) +
16
3
uD ◦ u
)
.
The hierarchy may be equivalently defined by writing Fn = PGn and defining the double
sequence of ‘cosymmetries’ Gn by
Gn+2 = Q
−1PGn, where G0 =
[
1
0
]
, G1 =
[
0
1
2
]
.
Theorem 5. With the change of variables u = −k and v = ℓ, choosing [a,−1
2
h]T = Gn
makes system (16) agree with the nth flow of the Boussinesq hierarchy.
Proof. We rewrite (16) in the form[
k
ℓ
]
t
=
(
kx + 2kD −D
3 −3ℓD − 2ℓx
3ℓD + ℓx B
)[
a
−1
2
h
]
where
B = 1
3
D5 − 10
3
kD3 − 5kxD
2 − (3kxx −
16
3
k2)D − 2
3
kxxx +
16
3
kkx.
This is a skew-adjoint operator, as can readily be seen when it is rewritten in the form
B = 1
3
D5 − 5
3
(kD3 +D3 ◦ k) + kxxD +D ◦ kxx +
16
3
kD ◦ k,
This clearly agrees with the bottom right entry in P under the change u = −k. 
3.1. Sextactic L-curves and the KdV hierarchy. If an L-curve is sextactic, i.e. ℓ
vanishes for all x, then the flow for the lift in Example 3.3 takes the particularly simple form
Γt = kxΓ− kΓx. (19)
More generally, whenever h = 0 the flow for Γ preserves the condition ℓ = 0 and takes the
form
Γt = −axΓ + aΓx. (20)
In terms of affine coordinates γj = Γj/Γ0 for j = 1, 2, this corresponds to
∂γj
∂t
= a
∂γj
∂x
(21)
which of course preserves the condition that image of γ lies on S3, i.e. |γ1|
2 + |γ2|
2 = 1.
When Γ is sextactic, by a rigid motion in SU(2, 1) we may assume that γ1, γ2 are both
real (see Prop. 2.4 in [17]), so that the image of γ lies on a great circle in S3. Moreover,
since a is real the evolution (21) also preserves this condition.
We will take advantage of this special form to compute the pseudoconformal curvature of
γ. After constructing a sequence geometric flows for sextactic curves that realize the KdV
hierarchy, we will relate these to the flows for maps into centroaffine R2 which also realize
this hierarchy.
2In what follows, when symbols denoting differential operators are adjacent the product should be un-
derstood as composition. An exception occurs when an operator O occurs next to the symbol f denoting
a function or vector of functions; then Of denotes the application of O to f , while O ◦ f denotes the
composition of O with the operator that multiplies by f .
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Using the procedure described in the proof of Proposition 2, we first introduce a null
framing e0 = ω(−1, cosφ, sinφ), e1 = ω(0,− sinφ, cosφ), e2 =
1
2
iω(−1, cosφ, sinφ), where φ
is a real function of x and ω = eipi/6. We modify this to obtain a normalized framing
Γ =
1
φx
e0, T = e1 −
φxx
(φx)2
e0, N = φxe2 + i
φxx
φx
e1 −
i
2
(φxx)
2
(φx)3
e0.
This frame satisfies (8) with ν = 1, ℓ = 0, and the curvature is given by k = −
[
S(φ) + 1
2
(φx)
2
]
where
S(φ) :=
φxxx
φx
−
3φ2xx
2φ2x
denotes the Schwarzian derivative.
Theorem 6. Let E = D3x − (kDx + Dxk) be the second symplectic operator of the KdV
equation, and Fj+1[k] = E ◦D
−1
x Fj [k], F0 = kx be the recursive scheme for the KdV hierarchy
of vector fields. Then, equation (20) with a = −D−1x Fj[k] is the geometric realization of the
j-th KdV flow as an evolution on sextactic Legendrian curves.
Proof. We rewrite (16a) with ℓ = 0 in the form kt = −Ea. Letting a = −D
−1
x Fj [k] with
F0[k] = kx produces the KdV hierarchy. 
We also obtain an interesting evolution equation for the angle φ; the resulting flow may
be thought of as the evolution of a mapping into RP 1 obtained by composition of γ with
projectivization.
Proposition 7. Equation (19) induces the following evolution for φ:
φt =
[
S(φ) + 1
2
(φx)
2
]
φx. (22)
Proof. Letting γ1 = cos φ and γ2 = sinφ in (21), we compute φt = aφx. The claim follows
from setting a = −k = S(φ) + 1
2
(φx)
2. 
Remark 1. The expression S(φ) + 1
2
(φx)
2 is a modified Schwarzian derivative, originally
introduced for diffeomorphisms of the circle, and it is invariant under the action of PSL(2,R)
(see, e.g. [22, 20]). Remarkably, one can directly verify that, if φt = [S(φ) + λ(φx)
2]φx for
an arbitrary constant λ, the quantity
u = −
[
S(φ) + λ(φx)
2
]
is a solution of the KdV equation.
Remark 2. Equation (19) is related to Pinkall’s flow for curves in the centroaffine plane [21],
described above in Example 1.3. Let Ω : I → R2 be a star-shaped curve satisfying
det(Ω,Ωx) = 1. Suppose we represent the curve in polar coordinates, by setting Ω =
α(cos θ, sin θ) for functions α > 0 and θ of x. (Note that the latter must be an increasing
function.) Computing det(Ω,Ωx) = α
2θx shows α = θ
−1/2
x , and it follows that
Ωxx =
[
αxxα
−1 − (θx)
2
]
Ω = −
[
1
2
S(θ) + (θx)
2
]
Ω,
giving p = 1
2
S(θ) + (θx)
2 for the curvature. If we write Pinkall’s flow as Ωτ =
1
2
pxΩ − pΩx
for time variable τ , then it follows that θ evolves by
θτ =
[
1
2
S(θ) + (θx)
2
]
θx. (23)
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This in turn transforms to (22) via the variable changes φ = 2θ and t = 1
2
τ . Thus, we
can interpret φ = 2θ as a defining a double cover that connects the geometric realization of
the KdV hierarchy for sextactic L-curves to that for star-shaped curves in the centro-affine
plane.
3.2. Normal indicatrix of a sextactic L-curve. For sextactic L-curves, the normal in-
dicatrix (traced out by frame vector N) is also an L-curve since, from (8) with ℓ = 0, we
have 〈N,N〉 = 〈N,Nx〉 = 0. To compute its curvature, we construct a normalized framing
by setting e0 = cN , for c a real-valued function, and computing
e1 = e
′
0 = cxN − ickT.
(Once more, for sake of readability, we use a prime when differentiating frame vectors with
respect to x.) By requiring that 〈e1, e1〉 = 1 we obtain c = k
−1, giving e0 = k
−1N and
e1 = −k
−2kxN − iT . Since e
′
1 = ie2 + kNe0 (where kN denotes the curvature of the normal
indicatrix), we use the normalization conditions (6) for the frame vectors to compute
kN = −
1
2
〈e′1, e
′
1〉 = k −
kxx
k
+
3
2
(
kx
k
)2
. (24)
Note that (24) can be written as kN = k −S(θ), by letting θx := k.
Proposition 8. The normal indicatrix of a sextactic L-curve is also sextactic.
Proof. Differentiating both sides of e1 = −k
−2kxN − iT and comparing with e
′
1 = ie2+ kNe0
where kN is as in (24), we find that e2 = k
−1kxT −
1
2
ik−3(kx)
2N − kΓ. Note that the frame
vectors computed so far satisfy det(e0, e1, e2) = −i, so to satisfy the determinant condition
(7) we should multiply each vector ei by e
ipi/6; however, this will not change the coefficients
of the frame vectors in the expressions for the derivatives e′i. In particular, expressing e
′
2 in
terms of e0 and e1 gives e
′
2 = −ikNe1, showing that ℓN = 0. 
When a sextactic L-curve evolves by a geometric flow, it is of interest to compute the
induced evolution of its normal indicatrix. For example, the evolution of e0 induced by (20)
is
de0
dt
= −
(
a− k−1axx
)
x
e0 +
(
a− k−1axx
)
e1. (25)
which in the case of Pinkall’s flow (where a = −k) specializes to
de0
dt
=
(
k − k−1kxx
)
x
e0 −
(
k − k−1kxx
)
e1
It does not seem possible, in general, to express the evolution of the curvature kN induced
by (25) purely in terms of kN and its derivatives. We leave open the question of whether the
indicatrix transformation can lead to a relation between integrable PDEs for specific choices
of a.
3.3. Arclength-parametrized L-curves and the Kaup-Kuperschmidt hierarchy.
Definition. An L-curve is generic if it is free of sextactic points (i.e., ℓ is nonvanishing for
any choice of framing satisfying the equations of Prop. 2). A generic parameterized L-curve
can always be reparametrized so that it has a normalized lift for which ℓ = 1 identically.
We refer to such L-curves as pseudoconformal arclength-parametrized or simply arclength-
parametrized.
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It follows from Example 3.4 above that choosing a = 4k2−kxx and h = 9 yields a flow that
preserves the set of arclength-parametrized L-curves and induces the Kaup-Kuperschmidt
(KK) evolution for the curvature k. Note that, in general, in order for a flow to preserve the
condition ℓ = 1, equation (16b) implies that the functions a and h defining the flow must
satisfy the identity
18ax = D
(
h(4) − 10khxx − 5kxhx − 2(kxx − 4k
2)h
)
− 2(kxx − 4k
2)hx. (26)
We will show below that functions a, h can be chosen so as to satisfy this identity, and to
generate the entire KK hierarchy for the evolution of curvature. (In what follows, we base
our formulation of the hierarchy on §2.20 in [23].) Recall that the KK hierarchy take the form
ut = Kj[u], where Kj is a polynomial in u and its x-derivatives, generated by successively
applying a recursion operator R to one of two ‘seeds’:
K0[u] = ux, K1[u] = u
′′′′ + 5uu′′′ + 25
2
u′u′′ + 5u2u′.
Note that the KK equation ut = K1[u] agrees with the evolution for k in Example 3.4 under
the change of variable u = −2k. Under this change of variable, the compatibility condition
(26) for a and h becomes
18ax = (uxx + 2u
2)hx +D
(
(D4 + 5uD2 + 5
2
uxD + uxx + 2u
2)h
)
. (27)
The ‘even’ flows arise by applying R to K0, the ‘odd’ flows by applying it to K1, and R
is given by
R = D6 + 6uD4 + 18u′D3 + (9u2 + 49
2
u′′)D2 + (30u′u+ 35
2
u′′′)D
+ 13
2
u′′′′ + 41
2
u′′u+ 69
4
(u′)2 + 4u3 +K1[u]D
−1 + 1
2
u′D−1 ◦ (u′′ + 2u2),
where D again denotes the total derivative with respect to x. Because the recursion operator
must be applicable to all Kj, the presence of antiderivative operators in the last two terms
of R means that, for every j ≥ 0 there must be local functions Lj [u] and Mj [u] such that
Kj = DLj, (u
′′ + 2u2)Kj = DMj .
In particular, (27) is satisfied by h = Lj and
a = 1
18
[
Mj +
(
D4 + 5uD2 + 5
2
uxD + uxx + 2u
2
)
Lj
]
. (28)
Hence, the components of the KK hierarchy allows us to construct an infinite (double)
sequence of geometric flows that preserve arclength. While Examples 3.1 and 3.4 show how
to choose a and h so as to induce the lowest levels of the KK hierarchy, the following result
shows how to induce higher-level members of this hierarchy.
Theorem 9. Let the normalized lift of an arclength-parametrized L-curve evolve according
to
Γt =
(
a′ − i(2
3
uh′ + 1
6
h′′)
)
Γ + (a+ 1
2
ih′)T + hN,
with h = Lj[u] and a given by (28) for j ≥ 0, where u = −2k. Then u satisfies
ut =
1
9
Kj+2[u]− 3Kj[u]. (29)
Proof. When we substitute k = −1
2
u and ℓ = 1 into (16a) the general form for the evolution
of u is
ut = au
′ + 2a′u+ 2a′′′ − 3h′.
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Next we substitute in for a from (28), and substitute for any derivatives of Mj using DMj =
(u′′ + 2u2)h′, D2Mj = D((u
′′ + 2u2)h′) and so on. The result is
ut =
1
9
h(7) + 2
3
uh(5) + 2u′h′′′′ + (u2 + 49
18
u′′)h′′′ + (10
3
uu′ + 35
18
u′′′)h′′
+ (4
9
u3 + 41
18
uu′′ + 13
18
u′′′′ + 23
12
(u′)2)h′ + (1
9
u(5) + 5
9
uu′′′ + 25
18
u′u′′ + 5
9
u′u2)h + 1
18
u′Mj − 3h
′.
Then one checks that this is exactly the same as what results from applying R to 1
9
h′, except
for the term −3h′ on the end. Since h′ = Kj [u] we obtain (29). 
Of course, it is well known that the KK hierarchy arises as specialization of the Boussinesq
hierarchy. This is discussed in detail in the context of curve flows in centroaffine R3 in [5].
The argument described in Section 5.3 of that paper can be adapted to obtain a similar
realization of the KK hierarchy for arclength-parametrized L-curves as a special case of the
Boussinesq flows constructed in Theorem 5. We leave further details to the interested reader.
4. Transverse Curves and their Deformations
In this section we consider regular parametrized curves γ : I → S3 whose tangents are
everywhere transverse to the pseudoconformal contact planes; we will refer to these as trans-
verse curves or T-curves. Parallel to Prop. 2, we begin with constructing an adapted moving
frame:
Proposition 10. Any T-curve γ : I → S3 has a framing (Γ, B, V ) such that
dΓ
dx
= ikΓ + νV,
dB
dx
= ℓΓ− 2ikB,
dV
dx
= mΓ− iℓB + ikV (30)
for real-valued functions k, ℓ,m and ν 6= 0.
Proof. Let (e0, e1, e2) be any framing for γ, and suppose e
′
0 = ae0+ be1+ ce2. Differentiating
〈e0, e0〉 = 0 shows that c is real and the transverse condition implies that c is non-vanishing.
By making a change of frame (10) with −iµ = b/c we can absorb the e1 term in e
′
0, so that we
may assume b = 0. Now it follows from differentiating 〈e0, e1〉 = 0, 〈e2, e0〉 = i, 〈e2, e2〉 = 0
and det(e0, e1, e2) = 1 that the new frame vectors satisfy
e′0 = ae0 + ce2,
e′1 = ℓe0 + (a− a)e1,
e′2 = me0 − iℓe1 − ae2
for some functions m, ℓ with m real-valued. By adding Re(a/c)e0 to e2 we absorb the real
part of a, so that we now have
e′0 = ike0 + ce2,
e′1 = ℓe0 − 2ike1,
e′2 = me0 − iℓe1 + ike2
for some real-valued function k. Finally, by using the scaling e0 → λe0, e1 → (λ/λ)e1,
e2 → (1/λ)e2 we may arrange that ℓ is real and non-negative. Now re-label the frame
vectors (e0, e1, e2) as (Γ, B, V ) and let c = ν. 
GEOMETRIC FLOWS FOR CURVES IN S
3
13
Note that the remaining freedom to adjust the frame is scaling Γ→ λΓ, V → λ−1V for λ
real and simultaneously multiplying all frame vectors by a cube root of unity. Consequently,
points where ℓ vanishes are geometrically meaningful for the curve γ in S3. In fact, it is easy
to see that these are the points where the curve has second-order contact with its complex
tangent line (i.e., the projection into S3 of the plane spanned by Γ and Γx), so it makes sense
to call these inflection points.
The sign of ν in (30) is also unchanged under scaling, and is determined by whether the
velocity of γ is positively or negatively oriented with respect to the contact planes. By
reversing the sign of x if necessary, we will assume from now on that γ′ is positively oriented,
and use the scaling to arrange that ν = 1, i.e., the framing satisfies
dΓ
dx
= ikΓ + V,
dB
dx
= ℓΓ− 2ikB,
dV
dx
= mΓ− iℓB + ikV. (31)
As with L-curves, we will refer to this as a normalized framing for γ.
Proposition 11. Let γ(x, t) be a smooth variation of T-curves, and let (Γ, B, V ) a smoothly-
varying choice of normalized framing. If we write
Γt = fΓ + gB + hV (32)
then h is real-valued, g = a + ib and f = iv − 1
2
hx for some real-valued functions a, b, v
satisfying
a′′ + 3k′b+ 6kb′ + 3ℓ(v − kh)− (m+ 9k2)a = 0, (33)
where prime denotes ∂/∂x. Furthermore, the invariants k, ℓ,m evolve by the equations
kt = bℓ+ v
′, (34a)
ℓt = 3ak
′ + 6ka′ + hℓ′ + 3
2
ℓh′ − b′′ + b(m+ 9k2), (34b)
mt = aℓ
′ + 3a′ℓ+ hm′ + 2h′m+ 6bkℓ− 1
2
h′′′. (34c)
Proof. As in (13), the reality of h is necessary for Γ to remain on the null cone. Since ν = 1,
we have 〈Γx,Γ〉 = i, and differentiating this with respect to t gives f + f = −hx. We obtain
the relation (33) and the evolutions for invariants k, ℓ,m by a calculation that is parallel to
that in the proof of Proposition 4. 
We wish to find choices of a, b, h and v that are local functions of the invariants k, ℓ,m and
their derivatives which give an integrable evolution equations for these invariants, while also
satisfying the constraint (33). We can easily satisfy the latter equation if ℓ 6= 0, for then it
can be solved for v. For the sake of simplicity, we will mostly concentrate on flows for curves
that have ℓ identically equal to a nonzero constant λ. (If we think of the middle equation
of (31) as giving the evolution of the ‘binormal’ vector B, this condition is analogous to
constant torsion for curves in Euclidean R3.) The relation (33) can then be rewritten as
Ma+ 3Sb+ 3λ(v − kh) = 0, (35)
where, for the sake of convenience, we define the linear differential operators
M = D2 − (m+ 9k2), S = kD +D ◦ k.
However, setting ℓ = λ in (34b) introduces an additional condition
3Sa−Mb+ 3
2
λhx = 0. (36)
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The evolution equations for the remaining invariants are now
kt = λb+ v
′,
mt = λ(3a
′ + 6kb) + hm′ + 2h′m− 1
2
h′′′.
Example 4.1. Setting b = 0 and a = 1 gives 3
2
λhx = −3kx in (36), so we may take h = −
2
λ
k.
Then solving (35) gives v = 1
3λ
(m+ 3k2), and the invariants evolve by
kt =
1
3λ
(m+ 3k2)x,
mt =
1
λ
(k′′′ − 2km′ − 4k′m).
(Since it can be absorbed by rescaling time, we may assume that λ = 1.) By the change
of variables u = k and v = 1
3
m + k2 and further re-scalings, this system is equivalent to
equation (65) in [16]. In that paper, it is asserted that this system is known to be integrable,
with a Lax pair to be found in [1].
Example 4.2. Recall from Theorem 6 above that commuting flows of the KdV hierarchy
are recursively generated by Fj+1 = ED
−1Fj with F0 = kx. Thus, there are local functions
Lj = D
−1Fj of k and its derivatives such that
Lj+1 = D
−1ELj = (D
2 −D−1S)Lj .
Thus, choosing b = 0 and a to be a constant multiple of Lj ensures that we can satisfy
the second constraint (36), which requires h = − 2
λ
D−1Sa. In this way we produce an
infinite sequence of local evolution equations preserving ℓ = λ 6= 0. For example, setting
a = −L0 = −k and b = 0 leads to
kt =
1
3λ
(k′′ − km)
′
, mt = −3λk
′ + 3
λ
(
4mkk′ + k2m′ − kk′′′ − 3k′k′′
)
.
This system appears to have an infinite sequence of conserved densities, beginning with
ρ1 = k
2 − 1
9
m, ρ2 = k
2m+ (k′)2,
ρ3 = k
6+5
3
k4m− 5
27
k2m2− 1
729
m3+5
3
k2(k′)2−5
9
m(k′)2−1
3
(k′′)2−20
27
kk′m′− 1
243
(m′)2−2
3
λ2kρ1, . . .
Densities ρi have been calculated up to i = 5, and each is the unique conserved density (up
to multiple) that is polynomial in k,m and their derivatives and is homogeneous of weight 2i.
(Here, we assign k,m and λ2 weights 1, 2 and 3 respectively, and each x-derivative increases
weight by one.) We do not know if these densities can be recursively generated, nor if the
evolution equation systems produced by setting a = −Lj for j > 0 have similar sequences of
conserved densities.
Example 4.3. We may also satisfy the constraint (33) by setting v = kh and a = b = 0,
giving the following evolution equations for the invariants:
kt = (kh)
′,
ℓt = hℓ
′ + 3
2
ℓh′,
mt = hm
′ + 2mh′ − 1
2
h′′′.
(37)
Since the last equation has the same form as equations in the KdV hierarchy (with k replaced
by m, and with an appropriate scaling of the variables), it is clear that there is a sequence
of choices for h, as a function of m and its derivatives, that induce evolution equations in
the KdV hierarchy for m (we leave the details to the interested reader), while k and ℓ evolve
by homogeneous linear equations whose coefficients depending on m.
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In particular, such curve evolutions would preserve the condition ℓ = 0, and we wish to
dwell briefly on the geometric interpretation of that condition.
Lemma 12. A T-curve with ℓ = 0 identically is pseudoconformally congruent to a mapping
into S3 whose image lies along a fiber of the Hopf fibration, when one uses affine coordinates
to identify S3 with the unit sphere in C2 as in Lemma 1.
Proof. If ℓ = 0 identically in x then the lift Γ of the curve remains in a fixed complex plane
through the origin in C3 (e.g., this plane is the orthogonal complement of the vector B, which
by (31) is fixed up to multiple). This plane contains the linearly independent null vectors
Γ and V , so the Hermitian form 〈 , 〉 restricts to be nondegenerate with mixed signature
on this plane. Hence the intersection of the null cone N with this complex plane has real
dimension three, and its image under projectivization is a circle. This circle contains the
image of γ : I → S3, since the latter lies in the plane intersection of S3 with a complex line
in C2. Although the pseudoconformal action does not preserve the Hopf fibration, we can
use the group to arrange that the circle is a fiber of the Hopf fibration.
To see this, suppose that B is a multiple of the vector (0, 0, 1). Then Γ must be of the
form (reiφ, reiθ, 0) for some functions r, φ, θ of x with r > 0. In terms of affine coordinates,
the projection into C2 has components γ1 = Γ1/Γ0 = e
i(θ−φ) and γ2 = 0, and it follows that
the C2-valued vector γ satisfies γx = i(θx − φx)γ. Since this is an imaginary multiple of γ
itself, it is tangent to the Hopf fiber, and the image of γ remains on a single fiber for all
x. 
Since these curves are congruent to maps into the circle formed by intersecting S3 with the
projectivization of the z2 = 0 plane, and the subgroup of SU(2, 1) preserving this plane is
SU(1, 1) ∼= SL(2,R), it is reasonable to expect that the remaining pseudoconformal invariant
m can be identified with the centroaffine invariants of Example 1.3.
Proposition 13. Let the unit-speed lift of a curve γ with ℓ = 0 evolve by (32) with g = 0
and f = −1
2
hx+ikh. Then there is a unit-modulus function µ(x, t) such that Γ˜ = µΓ remains
in a real two-dimensional plane inside C2, satisfies det(Γ˜, Γ˜x) = 1 as a vector in this plane,
and evolves by
Γ˜t = −
1
2
hxΓ˜ + hΓ˜x. (38)
In particular, when h is chosen so that m evolves by the KdV equation, then Γ˜ evolves by
Pinkall’s flow from Example 1.3.
Proof. By the previous lemma we may assume that Γ takes value in C2 = (0, 0, 1)⊥ at t = 0.
With g = 0 we have Bt = −ℓh− 2ikhB, so since ℓ = 0 is preserved by (37) we see that B is
fixed up to a unit-modulus multiple. Hence Γ remains in C2 for all t.
From (37) the curvature k evolves by kt = (kh)x, and so the linear differential equations
µx = −ikµ, µt = −ikhµ
are compatible and have a unit-modulus solution defined for all x, t. Then the equations
(31) with ℓ = 0 imply that
Γ˜x = µV, (µV )x = mΓ˜. (39)
Thus, det(Γ˜, Γ˜x) is constant in x, and we may choose the initial value for µ to ensure that
this determinant equals one. From (32) we compute that
Γ˜t = µ((−
1
2
hx + ikh)Γ + hV ) + µtΓ = −
1
2
hxΓ˜ + hΓ˜x.
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In particular, the real plane spanned by Γ˜ and Γ˜x remains fixed for all x and t.
It remains to identify m with the curvature of Γ˜ as a map into the centroaffine plane. Let
Γ˜ = (reiφ, reiθ, 0), and note that the conditions that Γ˜ is a null vector and the inner product
with its x-derivative equals i together imply that φx = −θx and 2r
2θx = 1. It follows that
Γ˜xx = (r
−1rxx − θ
2
x)Γ˜, and thus comparing with (39) shows that m = −
1
2
S(θ) − θ2x. This
is the same, up to an overall minus sign, as the centroaffine curvature of Γ˜ as computed in
Remark 2 above. 
5. Discussion and Open Questions
Geometric realizations of integrable systems and hierarchies are not just interesting in
their own right, but can also lead to new insights into the integrable structure of these
PDE. For example, in the proof of Theorem 5 we saw that the symplectic operator P for the
Boussinesq hierarchy arises naturally when we compute how the free velocity components of a
flow for L-curves determine the evolution of the invariants of those curves. So, it would be of
interest to look for further connections between pseudoconformal geometry and integrability,
including in the following areas:
AKNS-type Systems. For curve flows that induce an integrable system for the invariants,
taking x- and t- derivatives of the framing yields a linear system of total differential equations
whose compatibility condition is the underlying nonlinear PDE system. For example, if we
group the members Γ, T, N of the normalized framing of an L-curve as columns in a matrix
F (as we did in the proof of Proposition 3) then, when the curve flow realizes the Boussinesq
system in the way described in Example 3.2, we have Fx = FU and Ft = FV for U as in
(14) and
V =

−13 ik −ℓ− 13 ikx k2 − 13kxx0 2
3
ik 1
3
kx + iℓ
−1 0 −1
3
ik

 .
Conversely, the Frenet equations Fx = FU and Ft = FV are compatible only if k and ℓ
satisfy the Boussinesq system (17).
Of course, the Boussinesq system also arises as the compatibility condition for its Lax
pair (see, e.g., §4.4 in [5]), so it is natural to ask if there is a relation between the solutions
of these two linear systems. In particular, can we interpolate a spectral parameter into
the Frenet system? One motivation here is the analogous identification between the Frenet
system associated the vortex filament flow (for so-called natural frames) and AKNS system
for the NLS equation, which can be exploited to, for example, give a closure condition
for the filament in terms of spectral data for the AKNS. We note that various approaches
to introducing a spectral parameter for geometric flows have been proposed, and that the
connections among the various approaches have generally not been explored. For example,
the spectral parameter has been introduced through the normalization of an associated
moving frame [9], by extending the linear equation satisfied by the components of the curve
to an eigenvalue problem [5], or by identifying the spectral parameter with the reciprocal of
the constant sectional curvature of the ambient space when the latter is a space form [8].
Transformations. Another common feature of integrable systems are Ba¨cklund and Miura
transformations, taking solutions of one equation to a one-parameter family of solutions to
the same or another equation. Some of these transformations have their origins in geometry
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as, for example, the Ba¨cklund transformation for the sine-Gordon equation, which arises
through the study of line congruences relating pairs of pseudospherical surfaces. In the case
of curves in the pseudoconformal 3-sphere, each framing we construct leads to a secondary
curve in the 3-sphere: the normal indicatrix for L-curves, or the tangent indicatrix traced out
by projectivization the frame vector V for T-curves. It is natural to ask how the invariants
of these indicatrices are related those of the primary curve, and furthermore whether, when
the primary curve evolves by an integrable geometric flow, the invariants of the indicatrix
evolve by a related integrable system.
In seeking geometric transformations, it is also worth mentioning that the pseudoconformal
3-sphere forms the boundary of the complex hyperbolic plane CH2, a complex manifold
of constant negative holomorphic sectional curvature on which the same group SU(2, 1)
acts as isometries. One connection between curves in the boundary and objects in the
interior is given by a ‘superposition formula’ that associates a Hopf hypersurface in CH2 to
a generic pair of L-curves on the boundary [10]. Specifically, a Hopf hypersurface is one where
applying the complex structure J to the hypersurface normal produces a principal direction
on the hypersurface, and the two L-curves are traced out by the endpoints at infinity for
the corresponding principal curves. One might ask if this relationship could be exploited to
produce a transformation between integrable flows for L-curves.
Further Examples. Comparing Section 4 of this paper with previous sections will indicate
that we have found relatively few examples of genuinely integrable flows for transverse curves,
as compared to Legendrian curves. (An exception is in the special case of curves which lie in
a fiber of the Hopf fibration, but in that case Proposition 13 shows that the integrable flows
there are essentially the same as the KdV flows in centroaffine geometry.) Since transverse
curves have a larger set of invariants, and multi-component integrable systems are rarer and
less well-understood, it is thus important to identify further examples of integrable flows for
this class of curves.
We hope to address some of the above questions in future work.
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