The DEVS (Discrete Event Systems Specification) formalism has been applied to continuous and discrete phenomena. The use of discrete events, rather than time steps, as a basis for simulation has been shown to reduce computation time by orders of magnitude in many applications. However, the application of DEVS to partial differential equation (pde) simulation has only recently been investigated. Here, in an application to a shockwave problem, we show that the time to solution is significantly reduced when a discrete event integration scheme is employed compared to a representative conventional approach. Recent theory suggests that speed advantages are to be expected for pdes that are characterized by heterogeneity in their time and space behavior. The implications for use of DEVS as a basis for adaptive control of large scale distributed simulations are discussed.
Introduction
The Discrete Event System Specification (DEVS) formalism provides a means of specifying a mathematical object called a system [7] . Basically, a system has a time base, inputs, states, and outputs, and functions for determining next states and outputs given current states and inputs. Discrete event systems represent certain constellations of such parameters just as continuous systems do. For example, the inputs in discrete event systems occur at arbitrarily spaced moments, while those in continuous systems are piecewise continuous functions of time. The insight provided by the DEVS formalism is in the simple way that it characterizes how discrete event simulation languages specify discrete event system parameters. Having this abstraction, it is possible to design new simulation languages with sound semantics that easier are to understand. The DEVJAVA environment [3, 8] is an implementation of the DEVS formalism in Java that enables the modeler to specify models directly in its terms. In this paper, we employ the adevs implementation in C++ [1] . A brief review of the DEVS concepts and formalism is provided in the Appendix.
The DEVS formalism has been applied to a number of continuous as well as discrete phenomena (e.g., see [2] , [5] ). The use of discrete events, rather than time steps, as a basis for simulation has been shown to reduce computation time by orders of magnitude in many applications. However, the application of DEVS to partial differential equation (pde) simulation has only recently been investigated. In pdes, there is an interaction between time and space that is more intimate (through for example, the Courant condition) than in lumped parameter continuous models. Our research has been investigating DEVS solutions to relatively simple pdes while at the same time seeking indicators and supporting theory to predict where significant advantages may be gained.
Formulation of the DEVS Model
This paper describes a discrete event solution to a one dimensional gas dynamics problem. The goal is to solve a conservation law with state variable u in one spatial dimension x whose form is
A solution can be approximated by dividing the space x into discrete cells (grid points) and determining the flux of each state variable across a cell boundary (through a grid point). The motion of the solution is then computed by integrating over the net flux through a cell. To find the flux requires solving the Riemann problem with a particular solution being dependent on the physics of the model. To set up the discrete event approach we started with a conventional discrete time solution to the conservation law and the associated exact, iterative Riemann solver provided by Andrei A .C hernousov( source code available from http://www.geocities.com/andrei_chernousov). As in the latter approach, our discrete event approach employs Chernousov's Riemann solver. However, the essential difference between the two lies in the encompassing integration technique. Figure 1 shows the structure of the space-discretized form of the conservation law.
This system can be modeled by a coupled DEVS [7] that consists of three basic models. The first basic model computes the integral at each cell. It is based on the quantized integrator presented in [4] , extended to integrate an N dimensional vector using a volume in N-space as the quantum description. The second basic model receives the outputs of the neighboring quantized integrators and computes the flux at a cell boundary using the exact, iterative Riemann solver. The third is a simple adder that computes the flux across a cell. Figure 2 depicts such an integrator operating in a two-dimensional state space. An output is produced only when u(t) reaches a boundary of the box. When this occurs, a new box is drawn around the point u(t) and the time advance is set to the time required to reach the boundary of this new box. The time advance is used to schedule the boundary crossing. A boundary crossing is represented by an internal event. It is important to note that no computation internal to cell occurs until the internal event is executed -unless an external event is received. An external event occurs when the output of a neighboring cell is received. The time advance after an external event takes into account the updated state as well as the remaining quantum to be consumed.
The discrete event model for this integrator can be formally described with the DEVS formalism as follows:
The state variables for the DEVS model are q , the current value of the state variables, q l , the value of the state variables at the last boundary crossing, q , the first derivatives of the elements of q, σ, the time until the next boundary is crossed.
The model is parameterized by the size of the state vector, denoted by N, and the vector D whose elements are the dimensions of the box. The input and output for the integrator are vectors of length N. Before describing the dynamics of the integrator, we need the function T(x,y,z,d) that computes the time to the next internal event in any one of the state dimensions. It is defined by:
When x = y = 0, the situation prevailing after a just completed internal event, T returns the predicted time to reach the next box limit using derivative z. Following an external event, the arguments x and y represent the updated current state and the last boundary crossing, respectively. Thus, d -|x -y| is the quantum remaining to be consumed, and T returns the predicted time to consume this remaining quantity.
We also define a function Γ(x,y,z,d) which returns the smallest time to the next event over all state dimensions. Γ(x,y,z,d) = min { T(x i , y i , z i , d i ) } where x, y, z, and d are vectors with N elements and the index i ranges over N. With these definitions we have:
The time advance function is given by ta(q, q l , q , σ) = σ. The state transition function is described by δ int (q, q l , q , σ) = (q + σ q , q + σq , q , Γ(0,0, q ,D)), δ ext ((q, q l , q , σ),e,x) = (q +e q , q l , x, Γ(q +e q ,q l ,x,D)), and δ con ((q, q l , q , σ), x) = (q +σ q , q +σq , x, Γ(0,0,x,D)). Finally, the output function is given by λ(q, q l , q , σ) = q + σ q .
The boundary flux model has two state variables q left and q right that are the estimates of the state variables in the left and right cells, relative to the boundary.
When the boundary flux model receives an input, it updates these values, computes the flux across the boundary, and then immediately outputs the new flux. The summers operate similarly by remembering two values (in this case the left and right fluxes) and responding to input by updating the two state variables and outputting the sum. Figure 3 depicts the coupled model that realizes the discrete event approximation based on the spatial discretization shown in Figure 1 . The symbol ‡denotes the quantized integrator, ƒis the summer, and φ is the Riemann boundary flux solver. 
Implementation and Experimentation
The discrete event model and corresponding discrete time model were implemented in C++ and executed on a desktop computer with a 500 MHz AMD processor and 198M RAM running the Linux operating system. The discrete time model uses explicit Euler to integrate through time (see [4] for a comparison of explicit Euler and the first order explicit quantized integrator). As indicated, the same iterative Riemann solver was used for both implementations.
An initial value problem was solved using both techniques with identical discretizations in space and a fixed quantum size for the discrete event problem. The step size for the discrete time problem was taken to be the smallest value of the time advance function computed as a result of an internal or confluent event. This gives similar error bounds for both solution techniques. Figure 4 shows the initial conditions for the test problem. The simulation was run for 0.2 units of time. The solution generated by both techniques for a discretization in space using 1000 cells is shown in figure 5 .
The allocation of computational effort for the discrete time and discrete event solution for the same 1000 cell run is shown in figure 6 . It can be seen that the discrete event solution dynamically focuses computational effort on the highly active portions of the solution as the shockwave moves outward (left figure) . When all computations are accumulated, each active cell receives similar attention but this number is orders of magnitude less than it receives in the discrete time approach (right figure) . Note that at the edges are cells to which activity has not propagated and which have therefore not been updated at all. Table 1 shows the parameters used for each choice of discretization in space and the resulting time to solution. It can be seen that the speed advantage of the DEVS solution, relative to the discrete time solution, increases as the number of cells grows from 200 to 1600. At 1600 cells, the speedup appears to level off at a value of about 34. The combination of focused computational effort and significantly reduced number of computations per cell has produced more than an order of magnitude improvement in the time to solution. 
Conclusions
We are developin h g a t eory that suggests that the potential s d dv pee a antages with DEVS are to be expected for d p es that are characterized b h y eterogeneity in their time and space behavior In such cases as exem lified b p y the exam l p e discussed above, . , discrete events are a natural wa f y to ocus attention on the tio por ns of the solution that are exhibitin hi h i g g activ t l y evels at the moment In fact theory suggests a way to . , characterize the activity of solutions over time and qu red y a un orm allocation of co atio mput nal resources across both space and time To realize these potential gains . , the choice of data structures used to im l th p ement e discrete event simulation en i g ne is of critical importance A ke f y eature of the discrete event simulator is the use of data . structures whose relevant operations have a time com l p exity of at most O(log N) 2 , where N is the total number of models currently in the simuation (e.g cells and ., Riemann boundar fl y ux solvers in the above exam l p e). The work re DE ported here and research in progress suggests that VS can offer , , si l gnificant f per ormance advantages for simu ation of continuous h p enomena
The inter tio preta n of these elements is illustrated in figure 7 At an time h y t e . system is in some state, s If no external event occurs the s m will yste sta i y n state s for . time that ta(s) could be a real number and it can also take on the values 0 and ∞ In the first case the sta i y n state s is so short that no external events can . , intervene -we sa h y t at s is a transitory state In the second case the s ill ystem w stay . , in s forever unless an external event interrupts its slumber. We say that s is a passive state in this case. When the resting time expires, i.e., when the elapsed time, e = ta ), the system outputs the value, If an external event x ∈ X b occurs before this expiration time, i.e., when the system is in total state (s, e) with e ≤ ta(s), the system changes to state δ ext (s,e,x) . Thus the internal transition function dictates the system's new state when no events have occurred since the last transition. While the external transition function dictates the system's new state when an external event occurs -this state is determined by the input, x, the current state, s, and how long the system has been in this state, e, when the external event occurred. In both cases, the system is then is some new state s′ with some new resting time, ta(s′) and the same story continues. Note that an external event x ∈X b is a bag of elements of X. This means that one or more elements can appear on input ports at the same time. This capability is needed since DEVS allows many components to generate output and send these to input ports all at the same instant of time.
Basic models may be coupled to form a coupled model. A coupled model tells how to couple (connect) several component models together to form a new model. This latter model can itself be employed as a component in a larger coupled model, thus giving rise to hierarchical construction. .
