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INTRODUCTION AND NOTATION 
Suppose M is a subset of a metric space (X, d). A function s( ) 
which carries X onto M is said to be a selection for the metric projection 
onto M if for each x in X we have that Q(x), x) < d(m, x) for 
every m in M. Our purpose in this work is study the existence of 
continuous selections for metric projections onto subspaces of 
particular Banach spaces. For example the following results are 
proved. 
THEOREM 1.4. Let (X, S, v) be a nonatomic measure space. If M 
is a jinite-dimensional subspace of L,(X, S, v), then there does not 
exist a continuous selection for the metric projection onto M. 
COROLLARY 2.5. Let X be a compact, connected Hausffl space. 
Let M be a finite-dimensional subspace of C(X) containing the constants 
and such that 0 is the only member of M which vanishes on an open 
subset of X. Then there is a continuous selection for the metric projection 
onto M ;f and only if M U a Chebysev set. 
THEOREM 3.4. Let M be a Chebysev subspace of jinite codimension 
in A(X)-the space of all real afine, continuous functions on an in$nite 
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dimensional Choquet simplex X. If the metric projection onto M is 
continuous then M is an hyperplane. 
COROLLARY 3.10. Let M be a Chebysev subspace of (c). If the 
metric projection onto M is continuous then M is either an hyperplane 
or M is finite dimensional. 
If B is a uniformly convex Banach space (for example any L, 
space 1 < p < CD) then it is well known that if M is any closed 
convex subset of B, the metrix projection onto M is continuous. 
Also if M is a finite dimensional subspace of a Banach space, 
such that the metric projection onto M is lower semicontinuous 
then it follows from a theorem due to E. A. Michael [II] that there 
exists a continuous selection for the metric projection. Hence it is 
of interest to us to characterize those finite dimensional subspaces 
which admit lower semicontinuous metric projections. Subspaces of 
L, with this property are characterized in the following section. 
Such subspaces of C(X) were characterized in [I]. 
Finally we note that J. Lindenstrauss has shown that the existence 
of a continuous selection for the metric projection onto a eo*-closed 
subspace of a dual space is closely related to the existence of a con- 
tinuous norm preserving extension map for linear functionals, which 
in turn is closely related to a problem concerning extensions of compact 
operators (for a precise statement see ([9], Lemma 7.4). 
We use the remainder of this section to introduce some notation. 
Let M be a subset of a metric space (X, d). The metric projection 
associated with M is the set valued map T, defined by 
TM(x) = {m in M : d(m, x) = in& d(y, x)}. 
When no confusion seems likely to arise, we will often simply write 
“T” for the metric projection. 
If for every x in X, TM(x) is a singleton, then M is a Chebysev set, 
A linear subspace of a Banach space which is a Chebysev set will 
also be called a Chebysev subspace. 
The metric projection T associated with a set M is lower-semi- 
continuous if {x in X : T(x) n U # 4) is open whenever U is open. 
Similarly T is upper semicontinuous if {x in X : T(x) n K # 4) is 
closed whenever K is a closed set. 
The dual of a Banach space B will be denoted by B*. If M is a linear 
subspace of a Banach space B then 
Ml = {L in B* : L(m) = 0 for all m in M}. 
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Let f be a real valued function defined on a set X then we define 
supp(f ) = {x in X : f(x) f 0) and Z(f) = {x in X : f(x) = O}. 
If P is a collection of functions on X, Z(P) = n (Z(p) : p in P}. If f 
is a bounded function on X, then 
One of our major interests is studying spaces of measurable functions 
defined on a measure space. In this context the sets supp(f), Z(f) 
and S(f) should be interpreted to be modulo sets of zero measure. 
If F is a subset of a topological space, then bd(F) will denote the 
boundary of F, and card(F) will represent the cardinality of F. 
If f and g are two functions for which the range of g is contained 
in the domain off, we will write fog for the composite off with g. 
I. FINITE DIMENSIONAL SUBSPACES OF L,. 
The proofs in this section utilize several results and ideas introduced 
by R. R. Phelps ([13], [14l). 
For a o-finite measure space (X, S, V) we identify the dual space 
L,(X, S, v)* of L,(X, S, V) with L,(X, S, v). 
1.1 THEOREM. Let (X, S, v) be a o-Jinite measure space, and let M 
be an n-dimensional subspace ofL,(X, S, v), n$nite. The metric projection 
T is lower semicontinuous if and only if there does not exist an f 
in MJ-, f + 0 and a g in M for which i. S(f) is purely atomic, and 
contains at most n - 1 atoms, ii. Z(g) contains S( f ) and iii. Supp(g) 
is not the union of a finite family of atoms. 
Proof. Since the measure space is u-finite, X contains only 
countably many atoms, say sr , s2 , sQ ,... Let vi = v(sJ. 
Suppose there does exist an f in M-L and a g in M which satisfy 
the conditions specified in the statement of the theorem. Denote by N 
the subspace of M consisting of all functions in M which vanish on 
S(f) (If S( f ) is empty than N = M). Clearly g is in N. We intend 
to show that T is not lower semicontinuous. We begin by showing 
that there exists an h in L,(X, S, v) for which Th is a bounded, closed 
convex body in N which contains 0 in its interior (relative to N). Let 
g, , g, P-.*9 g, be a basis for M. Let h be the summable function which 
is equal to f CT!=, 1 gi 1 on X - S( f ) and equal to 0 on S( f ). For any 
scalars cr , c2 ,..., c, we have the following: 
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2 I! x-s@) -fl ’ gj ’ dv - i& s,,,, fg5 dw I 
It follows from these inequalities both that 0 is a best approximation 
to h and that Th is contained in N. On the other hand if I c5 1 < 1 
(j = I), 2,..., n) and & cigi is in N, then we may replace the 
inequality signs by equality signs in the above chainof relations. We 
conclude that Th is a bounded, closed, convex body in N containing 0 
as an interior point. 
We now will construct a sequence {h,J&, of functions in&(X, S, w) 
with the following three properties: (i) limit,,, h, = h, (ii) Th, is 
contained in N, and (iii) the open ray from 0 and passing through 
g(or -g) has empty intersection with Th, . By our assumptions on 
Supp(g) we can choose a sequence Em of subsets from S such that 
Em is contained in Supp(g), o(E,) # 0,fg has constant sign on 
E&n = l), 2, 3,...) and II hX,, 11 + 0. Here XEm denotes the charac- 
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teristic function of Em . Replacing g by -g and passing to a sub- 
sequence if necessary, we may assume thatfg is greater than 0 on Em . 
Put h, = h - hX,, , and let c be a positive number. We have the 
following: 
2 II x-[E,“S(f)] g ’ gj ’dv - c L-IE “S(f)] fg dw I+ c SE fg dv 111 In 
= I X--[E “sb), g 1 gi 1 dv + 2c j fg dv m 3 1 % 
> 
i X-[E m US(r)] $ Ig’ ’ dw 3 1 
This proves that if cg is in Th, then c = 0. An argument, similar 
to that used for h, can be applied to show that Th, is contained in N. 
We are now in a position to demonstrate that T cannot be lower 
semicontinuous. Let c be a scalar for which cg is in the relative interior 
of Th with respect to N. Choose points x1, x2 ,..., xD in Th such that 
their convex hull has nonempty interior relative to N, and cg is 
contained in this relative interior. If T were lower semicontinuous 
then for sufficiently large m one could find points xyna, xZm,..., 5” 
in Th,, sufficiently close to x1 , x2 ,..., xp respectively, that cg would 
be contained in their convex hull. However this contradicts the 
properties of the functions h, . This completes the proof of the first 
part of the theorem. 
To prove the sufficiency portion of the theorem let us assume that 
there do not exist functions f and g satisfying the conditions specified 
in the statement of the theorem. We will show that TM is lower 
semicontinuous. First we observe that since M is finite dimensional 
it is boundedly compact. Hence T is upper semicontinuous. This 
fact will be needed later. 
Let P denote the subspace of M consisting of all elements whose 
supports are purely atomic and contain only a finite number of atoms. 
Let R be a complement of P in M. We denote the linear projection 
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of M onto P (R respectively) along R (P respectively) by 7J (V respec- 
tively). 
We begin by showing that for each h in L,(X, S, U) the set V(Th) 
contains only one point. If Th contains only one point the conclusion 
is obvious. Suppose that g and p are in Th. Then 0 and g - p are in 
T(h - p). By the proof of ([14], Theorem 1) there exists an f in MJ-, 
f # 0, such that S(f) is contained in Z(g - p), S(f) is purely 
atomic and contains at most n - 1 atoms. Hence g - p is in P, 
and V(g) = V(p). 
The single valued map Y o T (which carries L,(X, S, V) onto R) 
is continuous since V is continuous and T is upper semicontinuous. 
Now U(Th) = Th - V(Th) = T(h - V(Th)) since the range of V 
is contained in M. Hence U( Th) is the metric projection of h - V( Th) 
onto P. Since the union of the supports of the members of P is finite, 
the metric projection onto P (and a fortiori V o T) is lower semi- 
continuous [2]. 
Finally since Th = V(Th) + U(Th) for any h in L,(X, S, ZJ), T 
is lower semicontinuous. This completes the proof of the theorem. 
1.2 COROLLARY. Let (X, S, v) be a a-jinite measure space, and let 
M be a finite dimensional, non-Chebysev subspace of L,(X, S, v). If no 
nonxero member of M has a purely atomic support consisting of a jinite 
number of atoms, then TIK can not be lower semicontinuous. 
Proof. Since M is non-Chebysev, there is an f in M-L, f # 0, and a 
g in M, g # 0, for which Z(g) contains S( f ), S(f) is purely atomic and 
contains at most n - 1 atoms ([4] Lemma 1). Here n is the dimension 
of M. Since Supp(g) is not the union of a finite collection of atoms, 
the theorem applies, and the proof is complete. 
The hypothesis that (X, S, v) is a-finite is not essential in the 
above theorem and corollary. One can reduce the problem to that 
of considering the union of the supports of the elements in M. Since M 
is finite dimensional, this set is u-finite. 
If a metric projection is lower semicontinuous, then in view of 
Michael’s Selection Theorem ([11], Theorem 3.2) there must exist 
a continuous selection for the metric projection. The converse is not 
true. For example if M is the one-dimensional subspace of I1 spanned 
by (Q, 5, + ,... ), th en M is not a Chebysev set ([13] Theorem 1). 
By the previous corollary TIM is not lower semicontinuous. However, 
T, does admit a continuous selection [5]. If (X, S, V) contains no 
atoms, and M is a finite dimensional subspace of L,(X, S, v), then 
TM is not lower semicontinuous. This follows from the above corollary 
and ([13] Theorem 2.5). We will prove that in this setting T, has 
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no continuous selection. We need the following measure theoretic 
lemma. 
1.3 LEMMA. Let (X, S, v) be a nonatomic measure space. Let M 
be a jinite dimensional subspace of L,(X, S, v). For any r greater than 
zero, there is a B in S for which 0 < v(B) < r and if g is a member 
of M such that g = 0 a.e. on B then g = 0 a.e. on X. 
Proof. We proceed by induction on the dimension of M. If the 
dimension of M is one the lemma is obvious true. Assume the validity 
of the lemma for n - 1 dimensional subspace, and M be an n-dimen- 
sional subspace. Let g, , g, ,..., g, be a base for M. By the induction 
hypothesis there is a K in S, 0 < v(K) <r such that CT:: cigi = 0 
a.e. on K implies ci = 0 for i = 1, 2 ,..., n - 1. If g, , g, ,..., g, are 
linearly independent on K (modulo sets of measure zero) then we 
put B = K. Otherwise there exist b, , b, ,..., b, not all of them 
zero such that h = Cy=I b,g, = 0 a.e. on K. Now Z(h) is in S, 
v(K - Z(h)) = 0 and v(X - Z(h)) is positive. Choose K’ to be a 
measurable subset of X - Z(h) such that v(K u K’) < r, and 
v(K’) is positive. Let B = K u K’. Now if CTz1 cigi = 0 a.e. on B, 
then there is a k such that ci = kb, i = 1, 2,..., n. Since Cr=r b,g, # 0 
on K it follows that K = 0, and this completes the proof. 
1.4 THEOREM. Let (X, S, v) be a nonatomic measure space, and 
let M be a$nite dimensional subspace of L,(X, S, v). The metric projection 
T admits no continuous selection. 
Proof. The method of the proof is to construct two sequences 
{h&L and {&}i”=, in L,(X, S, v) with the following properties: i. the 
sequences have a common limit, ii. the functions of each sequence 
have a common unique best approximation, and iii. Th, # Tk, . 
This construction will, of course, prove the theorem. 
Let {Ei}& be a decreasing sequence of sets from S such that each 
Ei is a set satisfying the conclusion of the previous lemma for the 
subspace M and for r = lji. Let g, , g, ,..., g, be a basis for M. We 
shall produce a real measurable function f such that 1 f 1 = 1 a.e. and 
s 
xfg, dv = 0 = 1 fgi dv, i = 1, 2 ,..., n, i = 1, 2, 3 ,.... 
Ej 
The function f will be defined piecewise. Using an argument intro- 
duced in [13] one can show that for any E in S there is a measurable 
function fE defined on E such that j fE 1 = 1 and SE fEgi dv = 0, 
for i = 1, 2,..., n. Indeed put gi = gi+ - gi- where g,+ (gi- respec- 
tively) is the usual lattice join of gi and 0 (-g, and 0 respectively). 
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Define 
v,+(F) = j-p+ dv and q-(F) = s F gi- dv 
for F in S and F contained in E. By Liapunov’s convexity theorem 
[S] (a short elegant proof of this theorem has also been presented by 
J. Lindenstrauss [IO]) applied to the vector measure (vr+, err-,..., 
vn+, v~-) defined on (F: F contained in E, and F in 5’1 there is an F 
in S contained in E such that v,+(F) = q+(E)/2 and v,-(F) = vi-(E)/2. 
Takingf,= lonFandf,= -lonE-FwehaveSEfEgidv=O 
for i = 1, 2,..., 
on Ej - Ej+, 
n. Now define f = fx+ on X - El , f = fE,-4+1 
and f = 1 on n& Ej . One easily verifies that f has 
the desired properties. Now put 
h, = on X-E, 
on Ei 
f&l on X -Ej 
i=l 
kj = 
on Ej 
The sequences {&> and {IQ} both converge to f C%, 1 g, 1. We will 
show that Thj = 0 and Tk, = &gr for each j. Let c1 , c2 ,..., c, 
be real numbers not all zero. We have 
) i I gi I - 5 cifgi j dv + lE, / ,c: cigi 1 dv 
i=l i=l 
This proves our assertion about Th, , 
CONTINUOUS SELECTIONS FOR METRIC PROJECTIONS 201 
Now suppose c1 , cs ,..., c, are real numbers at least one of which 
is not equal 1. Then 
I/ h - f CA’< (1 =/,I i I g< I - 2 CdiT, 1 dv + 1,. 1 2 (1 - ci) gi 1 dv i=l 3 i-l i=l J i-l 
> I,, il I gi I dv - 2 Q I,, fg3 dv 
i=l j 
on the other hand 
- i gi j dv 
i=l 
= /x-E f (f f I gi I - i gi) dv = sxvE, $ I gi I dv. 
f i-l i=l 
The second equality follows from the easily established equality 
a.e. of the integrands. We have established our assertion about Tk, . 
The proof of the theorem is completed. 
II. FINITE DIMENSIONAL SUBSPACES OF C(X). 
Let M be a subspace of C(X). We will say that M is a Z-space 
if zero is the only member of M that vanishes on an open set in X. 
Furthermore we will say that the points in M change sign if for each 
p in M which assumes both positive and negative values, there is an 
x in X such that p assumes both a positive and a negative value on 
every neighborhood of x. For example if X is connected and M is 
a Z-space the points in M change sign. 
The proof of the following theorem requires a series of construc- 
tions. To shorten the length of the proof we will draw freely upon 
the ideas used in [I]. 
We introduce another notation which will be used in this and the 
following section. Let M be a subspace of a Banach space B. Let TM 
be the metric projection onto M. We define, 
MO ={finB:Oisin TM(f)). 
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The following is the main result of this section. 
2.1 THEOREM. Let M be an n-dimensional Z-space contained in 
C(X). Let M contain a strictly positive function, and let the points of M 
change sign. If there exists a continuous selection s( ) for the metric 
projection onto M, then M is a Chebysev set. 
To prove this theorem we will use the two following lemmas. 
For the lemmas let M denote an arbitrary n-dimensional subspace 
of C(X); and let T, the metric projection onto M; and s( ), a selection 
for T. 
2.2 LEMMA. If s is continuous and k is in MO, then there exists 
a p in Tk such that 
(1) for every w in bd Z( Tk) n k-I( 1) and every q in Tk, there is 
a neighborhood W of w for which p > q on W, and 
(2) for every w in bd Z( Tk) n k-l( 1) and every q in Tk there is 
a neighborhood W of w on which p < q. 
2.3 LEMMA. If s is continuous and p is in M, then card bd Z(p) < 
2n2 + 2n. 
Proof of Lemma 2.2. First let us assume that s(k) = 0. We will 
show that p = 0 is the desired function of the lemma. For if it were 
not, we may assume there exist a point w in bd Z(Tk) n k-r(l), and 
a function q in Tk such that q achieves a strictly positive value on 
every neighborhood of w (the other case is completely analagous). 
Since Tk is a finite dimensional an induction argument ([I], 
Lemma 3) shows that there is a function in Tk, which we will assume 
is already q, and an Y > 0 such that if t is any function in Tk for 
which t > q on every point of some neighborhood of w, then 11 t !I > Y. 
For each positive integer i let a$ be a continuous function such that 
‘dx) = I 
1 if / q(x)1 < l/i and k(x) > (i - 1)/i 
0 if j q(x)1 > 2/i or /z(x) < (i - 2)/i 
and 0 < ai < 1 for all x. 
Let 
qi = ai(l + q) V k + K A 0. 
Now for i > 2 any function in Tqi must be greater than or equal 
to q on some neighborhood of w ([I], Lemma 6). Moreover any 
function in Tqi of norm less than & is also in Tk ([I], Lemma 8). 
Finally we observed that Qi converges to k ([I], Lemma 7). 
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The above facts however contradict the continuity of s. For clearly 
if s(qJ converges to s(q) = 0, then eventually s(q,) has norm less 
than both i and r. But if I[ s(qJll < g we have shown that s(qi) is 
in 3% and s(q,) exceeds q on every point in some neighborhood of w. 
This in turn implies that // s(q,)ll > r. 
We have shown that if s(k) = 0 then q = 0 is the function whose 
existence is stated in the Lemma. 
Now let k be any function in M O. Since s is assumed continuous, 
the mapping 
m(f)=@-?)+P 
carries the compact convex set Tk continuously onto itself. Therefore 
this mapping has a fixed point, say q. Hence s(k - q) = 0. 
Appealing to the first part of the proof we have that if w is in 
bd ZT(k - q) n (k - 4)-r(l) and p is in T(k - q) then there is 
a neighborhood of w on which p is nonpositive. But T(k - q) = 
Tk - {q}. Hence bd Z(T(k - q)) = bd Z(Tk), and 
bd Z(T(K - q)) n (k - q)-l(F) 
bd Z( Tk) n k-l(F). 
contains 
Thus if w is in bd Z( Tk) n k-l(l), and p’ is in Tk (thus p’ - q is in 
T(k - d)P’ - q is nonpositive on some neighborhood of w. Thus, 
of course, p’ exceeds q on this neighborhood. 
The second part of the Lemma follows in an analogous fashion, 
and the lemma is proved. 
Proof of Lemma 2.3. We again present a proof by contradiction. 
Suppose p is a function in M for which Zp has 2n2 + 2n boundary 
points. We may assume that {xi : i = 1, 2,..., n2 + n} are boundary 
points of Z(p) for which p achieves a positive value on each of their 
neighborhoods. For i = 0, l,..., 1z let A, be the set of n + 1 integers 
1 
j-1 i-l 
Ai = i, n + i, 2n + i - l,..., jn + i - c I ,...) in +i + 1 - c I, in + i 
Z=l I=1 
i-l i-l 
+ 2 - C 1, in + i + 3 - 1 I,..., 
1=1 kl 
ifz+i+n+l-i--‘gl/ 
Z=l 
where j < i. 
Hence 
A, = (1, 2,..., n + I} 
A, = {I, n + 2, n + 3 )..., 2n + I} 
A, = (2,~ + 2,2n + 2,2n + 3 ,..., 312) 
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These sets are constructed so that the intersection of any two sets 
is non-empty, and each set contains a point which is in no other set. 
Now let fi be a function in C(X) such that for each j in Ai there 
is a neighborhood of xj on which fi is nonpositive and fi achieves 
a positive value on every neighborhood of xr for 1 not in Ai . By our 
construction of the sets {Ai : i = O,..., n}, the functions (fi : i = 0, 
l,... n> form a linearly independent set. It follows that for some i 
there is no function q in P such that q is nonpositive on a neighborhood 
of xi for each j in Ai and q achieves a positive value on each neigh- 
borhood of xr for 1 not in Ai . 
Now let v be a measure on X such that the support of a is contained 
in the boundary of Z’, I[ v /I = 1, xi is in the support of vu- if j is in 
Ai , x1 is in the support of v+ if 0 < 1 < n2 + n and 1 is not in A, , 
and v is in P-L. Such a measure exists since P is n-dimensional. 
Using Tietze’s lemma we can construct a function f for which 
f(Xj) = &-1 for Xj in the support of v*, 11 f 11 = 1 and II f - $J 11 = 1. 
It follows that f is in MO [3], and p is in Tf. Now if q is in Tf then q 
must vanish on the support of v (see for example [I], Lemma 1). 
Hence {xi : i = 1, 2,..., n2 + n} is contained in the boundary of 
Z(Tf). By the previous lemma, if s is continuous there must exist 
a function in Tf which is nonpositive on a neighborhood of every 
point in bd Z( Tf ) n f -I( - 1) (and in particular on a neighborhood 
of every point xi , j in Ai), and which attains a positive value on 
every neighborhood of every point in bd Z(Tf ) n f-‘(l) (and in 
particular on every neighborhood of xj ; 1 < j < n2 + n but j not 
in A,). However we have shown that there is no function in M with 
this property. This contradiction proves that there is no function p 
in M such that card bd Zp >, 2n2 + 2n. The proof is completed. 
Proof of Theorem 2.1. We know that for any f in MO, ZTf is not 
empty (for example see [I], Lemma 1). If Tf + 0 then since M is 
a Z-space we know that every member of Z(Tf ) is a boundary point. 
Therefore the method of proof is to show that bd Z( Tf) is empty 
for all f. 
From Lemma 2.3 we know that max{card Z(Tf) : f in MO} is 
finite. Let m denote this maximum and let f be a function in MO for 
which card Z(Tf ) = m. We assume m > 1. 
Our first step is to reduce the problem to the case in which the 
dimension of Tf is one. We may assume that if x is in Z( Tf) then 
either f(x) = 1 or .f(x) = - 1. F or if this were not the case we could 
construct a function f’ such that 1 f ‘(x)1 = 1 for all x in Z(Tf), 
there is a nonzero function p in Tf which is also in Tf ‘, f’ is in MO, 
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and Tf’ is contained in a multiple of Tf. The last statement implies 
Z( Tf) is contained in Z( Tf’). However since card Z( Tf) = m and p 
is in Tf’, the two zero sets must in fact be equal. The construction 
off’ is analogous to the construction of h’ in ([I], Lemma 4), the 
fact that Tf’ is contained in a multiple of Tf follows from a proof 
analogous to ([I], Lemma 5). Hence we assume that f already has 
the property that 1 f(x)1 = 1 for x in Z( Tf ). 
Now since s( ) is continuous there is a nonzero function, say p, in 
Tf which is nonnegative on a neighborhood of every point in 
Z(Tf) nf -l(l) and nonpositive on a neighborhood of every point 
in Z(Tf) n f -l(- 1). Another construction similar to ([I], Lemma 4 
and 5) produces a function f ‘, with the following properties. 
WY’) = -w-f), f’ is in MO 
p is in Tf I, and f’ is constantly 1 on a neighborhood of each point in 
Z(Tf) nf -l(l) an d constantly - 1 on a neighborhood of each point 
in Z(Tf) nf-‘(-1). W e a g ain assume that f is already this function. 
Now if the dimension of Tf is greater than one there is a q in Tf 
which has a zero, say x* which is not a zero of p. (Here p again 
denotes the function mentioned in the last paragraph whose existence 
was established by Lemma 2.2). 
We once again construct a new function f’ with the following 
properties: f’ agrees with f except on a neighborhood of x disjoint 
with Z(Tf), f’(x) = -sign(p(x)),f’ is in MO, q is in Tf ‘, Tf’ is 
contained in a multiple of Tf, and hence Z(Tf) = Z( Tf ‘). Now if 
t is in Tf’ then t must be nonnegative on a neighborhood of each 
point in ZTfnf -l(l), nonpositive on a neighborhood of each point 
in Z(Tf) nf-l(-1), and t(x) f ‘(x) > 0. In particular no nontrivial 
multiple of p is in Tf ‘. Since the linear span of the convex set Tf’ 
is contained in the linear span of Tf, but does not contain p we con- 
clude that the dimension of Tf’ is strictly less than the dimension 
of Tf. Now if the dimension of Tf’ were one we would have a con- 
tradiction since then Tf’ would be spanned by q which we know to 
have more than m zeroes. Otherwise by induction on the dimension 
of Tf we can again eventually reduce the argument to this same 
contradiction. We conclude that dimension Tf = 1. 
We have so far shown that if M is a Z-space and s( ) is continuous 
then if M is not a Chebysev set, there is an f such that Tf is spanned 
by a single function q, and 1 f(x)1 = 1 for all x in Zq. 
Let w be a measure of norm 1 such that Jf dw = 1, and ZI is in Ml. 
The support of ZI is contained in Z(q). ([I], Lemma 1). If f(x) is 
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constant on Z(Z”“) = Z(q) th en r~ must be strictly positive (or strictly 
negative). However this is not possible because M is assumed to 
contain a stricly positive function, and z, is in MJ-. Otherwisef(x) = 1 
andf(y) = -1 f or some x and y in 24. By Lemma 2.2, q itself must 
change sign. Therefore by our hypothesis there is a w in Zg such 
that q achieves both a positive and a negative value on every neigh- 
borhood of w. But this implies that there does not exist a function t 
in Tf such that both t > q and t > 0 on some neighborhood of w 
(similarly for t < q and t < 0). But this contradicts Lemma 2.2. 
We therefore conclude that m = 0, and the theorem is proved. 
2.4 COROLLARY. Let M be a finite dimensional subspace of C[O, I] 
spanned by polynomials and containing the constants. If s( ) is continuous 
then M is a Chebysev set. 
2.5 COROLLARY. Let X be connected, and let M be a jinite dimen- 
sional subspace of C(X) containing a strictly positive function then M 
is a Chebysev set if and only if M is a Z-space which has a continuous 
selection for its metric projection. 
In the following we present a characterization of one dimensional 
subspaces of C(X) which admit continuous selections for their metric 
projections. There seems to be no hope of extending this argument 
to even two dimensional spaces. One purpose for presenting this 
result is to show that one can not simply drop the assumption of 
the theorem that M contains a strictly positive function. It also 
destroys a conjecture that the existence of a continuous selection 
for the metric projection is completely determined by properties of 
the zero sets of elements of M. 
Let X be a compact HausdorfI space; let p be a function of norm 
one in C(X); and let M be the space spanned by p. 
2.6 PROPOSITION. There is a continuous selection for the metric 
projection onto M if and only ;f (i) card(bd Z(p)) < 1 and (ii) w in 
bd Z(p) implies th ere is a neighborhood of w on which p is either non- 
positive or nonnegative. 
Proof. We first prove the necessity. Suppose z and y are both 
in bd Z(p). Suppose x and y are both contained in the closure of 
(3 in X : p(x) > O}. (The other cases will follow analogously). Let 
Nr and N2 be disjoint neighborhoods of x and y respectively. Let f be 
a continuous function of norm one for which (i) f(z) = 1, f(y) = - 1, 
(ii)O<f<(l+p)AlonN,,(iii)(-l+p)v(-l)<f<Oon 
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Na , and (iv) f is zero outside N1 u Na . It follows that both p and 0 
are in Tf. By Lemma 2.2 there can not exist a continuous selection 
for the metric projection. 
The assumption that p does not satisfy property (ii) of the theorem, 
similarly enables us to demonstrate that the conclusion of Lemma 2.2 
is not valid, and hence there does not exist a continuous selection for 
the metric projection. 
We now prove the sufficiency part of the theorem. If bd Z(p) is 
empty then the metric projection associated with M is lower semi- 
continuous ([I], Th eorem 2), and hence it admits a continuous 
selection. We will assume therefore-without loss of generality- 
that 1% in X : p(x) < 0} is closed and the closure of {x in X : p(x) > O> 
contains precisely one point, z, which is not in (z in X : p(x) > 01. 
Furthermore we may assume that {z} = Z(p). For suppose the 
theorem has been proved in this case. Let Y = (X - Z(p)) u {z}. 
Then there is a continuous selection s’ for the metric projection 
from C(Y) onto the restriction of M to Y. For f in C(X) let fy be 
the restriction off to Y, and let, 
s’(f~)(r) for Y in Y 
s(f) = I() otherwise. 
One easily establishes that s( ) is a continuous selection for the 
metric projection onto M. 
We therefore assume that Z(p) = {z}. We now distinguish three 
cases concerning f in C(X): (a) f(z) = 0, (b) f(z) > 0 and (c)f(z) < 0. 
In case (a) Tf is a singleton ([13], Theorem 3.6). Hence s(f) must 
be this unique element. 
We need only define s(f) for cases (b) and (c). We define 
in case (b), where 
b = sup{r : rp is in Tf > 
in case (c), where 
a = inf{r : rp is in Tf}. 
Clearly s( ) is a selection for the metric projection. We must prove 
it is continuous. Since T is upper semicontinuous s is automatically 
continuous at any f for which Tf is a single point. Therefore we 
need only consider cases (b) and (c). Moreover since T( -f) = - T( f ) 
for all f in C(X), we need only prove that s is continuous for f in 
case (b). Hence suppose f is in C(X) and f(z) > 0. By our construction 
of s it follows that s( f - s( f )) = 0. Hence, replacing f by f - s(f) 
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if necessary, we assume that s( f ) = 0. We also assume that ]I f /I = 1. 
To avoid triviality we also assume that Tf contains more than one 
point. Now since f is in MO, f(z) = 1 ([I], Lemma 1). Let U denote 
the open set 
{xinX:p(x) >O}n{xinX:f(x) >O}. 
Let t = inf(] p(x)]: xnotin U}>O. LetO<d<l,anddefine 
I = dt/4 < l/4. Since T is upper semicontinuous we can find an 
yf. > 0 such that IIf - h I] < r1 implies Th is contained in Tf + 
{cp : 1 c 1 < d). Let g be in C(X) with llg -f II < min(r, r’}. We 
shall prove that this implies 11 s(g)j] < d. This will of course complete 
the proof. Clearly g(x) > 1 - r. Hence [g + (d/2)p](x) > 1 - Y. 
We wish to prove that ]]g + dp ]I > IIg + (d/2)p 11. To do this it 
suffices to find either an x for which bothp(x) > 0 and [g + (d/2)p](x) = 
II g + (d/W IL or to find an x such that both p(x) < 0 and 
[g + (d/2)p](x) = -11 g + (d/2)p ]I. To do this it suffices to show 
that the following set is empty: 
{x in X : [g + (42)pI(x) = *II g + (4%~ II> f-3 [ix in X: 
P(x) > 0 > k + WlPl(4) U G in X : k + W9PlC4 < 0 < PWI 
Since Ilg + (Wp II > 1 - r and r < l/4, it suffices to show that 
k + GwPl(4 3 r - 1 for all x such that p(x) > 0 and g(x) < 0; 
and [g + (dP)pl(x) < 1 - r for all x such that p(x) < 0 and 
g(x) > 0. Now if p(x) > 0 and g(x) < 0, then [g + (d/2)p](x) >, 
-1 - r + (d/2)t = - 1 - I + 2r = - 1 + r. Similarly if p(x) < 0 
and g(x) > 0, then (g + (d/2)p)(x) < 1 + r - (dt/2) = 1 - Y. We 
have shown that /[g + dp [I > II g + (d/2)p Il. This implies that 
Tg n {cp : c > -d) is not empty. This follows from the assumption 
that M is one dimensional, and hence the negation of the assertion 
would imply that II g + cp 11 would be a strictly increasing function 
of c for c > -d. Now since II g -f/l < yl, we have that /I s(g)11 < d. 
This completes the proof. 
III. CHEBYSEV SUBSPACES 
In [I21 the following result was proved. 
THEOREM. Let X be an infinite, compact, Hausdorf space. Let M 
be a Chebysev subspace of finite codimension in C(X). The metric 
projection’onto M is continuous if and only if M is an hyperplane. 
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The purpose of this section is extend the above theorem. We first 
show that C(X) can be replaced by any infinite dimensional space 
of the type A(K) (i.e. the space of all real, affine, continuous functions, 
on a Choquet simplex K, provided with the supremum norm). It is 
known that every C(X) is a space of type A(K) [15]. 
Throughout this section let K represent a Choquet simplex [15], 
and let A = A(K). W e assume throughout this section that A is 
infinite dimensional. We denote by exK the set of extreme points 
of K, and by ‘ZK the closure of exK. It is clear that the map m which 
carries A into C(ZK) defined by m( f )(e)-forf in A and e in ZZK-is 
an isometric isomorphism of A into C@K). We denote by A’ the 
range of m. We begin with the following. 
3.1 LEMMA. Let B be a subset of ZK such that the characteristic 
function of B, X, , dejined on EK is in A’. Then X,h’ is in A’ for each 
h’ in A’. 
Proof. Let f in A be such that its restriction to ZK is X, . Then 
O<f<l andF={kinK:f(K)=l}, G={kinK:f(K)=O} 
are closed extremal subsets of K. Moreover, since F contains B and G 
contains ZK - B, we have K is the convex hull of F v G. Since K 
is a simplex for each x in K the representation x = rxl + (1 - r)x2 , 
xi in F, xg in G is unique. Let h be in A; it is easy to check that the 
function h-defined by h(x) = rh(x) for x in K and xi and r as 
above-is affine and continuous. Since I;’ = X,h’ the proof is com- 
plete. 
3.2 LEMMA. Let f' be an element in A’ satisfying the following 
(i) f' > 0 and (ii) U = {x in exK : f ‘(x) > 0} is in.nite. Then the 
set (g’ in A’ : 0 < g’ <f ‘} = [0, f ‘1 is inJinite dimensional. 
Proof. Let n be a natural number. Since U is open in ZK and 
infinite, we can find n distinct points in U intersect exK, say xi , x2 ,..., 
X Their convex envelope is a closed extremal subset of K. By 
antheorem of D. A. Edwards [4] there are fi in A, 1 < i < n such 
that fi(xi) = liij f (xi) and 0 < fi < f. Here m(f) = f ‘. Clearly 
m(fi) is in [0, f ‘1 and the set {m( fJ}?==, is linearly independent. 
As a final lemma we need the following general result due to 
R. B. Holmes [.5]. 
3.3 LEMMA. Let M be a Chebysev subspace of a Banach space B. 
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Let T be the metric projection onto M, and let Q be the quotient map of B 
onto B/M, then 
(1) The restriction of Q to MO is one-to-one and onto B/M. 
It is a homeomorphism if and only if T is continuous. 
(2) The restriction of Q to MO is norm preserving. 
3.4 THEOREM. Let M be a Chebysev subspace of Jinite codimension 
greater than 1 in A. Then the metric projection T onto M is not con- 
tinuous. 
Proof. Let x0 be a nonisolated point of EK. Such a point exists 
since A is finite dimensional, and &K is compact. We want to show 
that if h is in (h in MO : Ij h I/ = l}, then 1 h(x,)I = 1. Suppose-to 
the contrary-that such an h exists with 1 h(x,)j < 1. We may assume 
that 0 < h(x,) < 1. Since h is in MO, there is an x* in M’- with 
Ijx*II=lsuchthatx*(h)=l,( see for example [18] or [3]). Now the set 
{finA: x*(f) = 1 = ijfll} is a non-empty, closed, convex, extremal 
subset of the unit cell in A. Moreover it is finite-dimensional by 
a result of R. R. Phelps [13]. S ince in particular it is compact, it 
contains an extreme point, e, of the unit cell of A. Now since A 
satisfies the finite binary intersection property we have that / y*(e)/ = 1 
whenever y* is an extreme point of the unit cell of A* ([9], 
Theorem 4.7). On the other hand it is evident that the map from K 
into A* defined by x --+ e, (where e, is the point evaluation functional 
of x) is an affine homeomorphism onto an extremal subset of the unit 
cell of A*. It follows that if x is in exK, then / e(x)] = 1. Since exK 
is dense in GK we have that 1 e’ 1 = 1 where e’ is the restriction of e 
to ZK. Thus there exist disjoint closed subsets B, and B, of ZK 
such that B, v B, = GK and such that e = XB1 - XB2 . Now let 
f’ = xB,(e’ - h’) - xe,(e’ - h’) - e’(e’ - h’) = 1 - e’h’. 
Here h’ denotes the restriction of h to ZGK. Thus f’ is in A’ by 
Lemma 3.1. We also have that f’ > 0 and f ‘(x0) > 0. Hence 
V = {x in ZGK :f’(x) > 0} 
being a neighborhood of x0, is infinite now by Lemma 3.2 [0, f ‘1 
is infinite dimensional. Therefore the following is also infinite 
dimensional 
I = (3 : g’ in [O,f’]}, where 
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*, g = XBlg’ - x, g’ = eg’ for every g’ in [O,f’]. We intend to prove 
that h’ + I is coktained in {g’ in A’ : x*(g’) = 1 = 11 g’ II}. This will 
contradict the earlier stated result of R. R. Phelps. 
First define xi* in A*, i = 1, 2 by xF(g’) = x*(XBig’) for all g’ 
in A’. Observe that x* = xf + x$. Also 
(x,* - x:)(l) = x*(x,,) - x*(x,,) = x*(e) = 1. 
Hence jj x: - x2 I/ = 1 and x1 * - x2* is a positive functional. Moreover 
if g’ is in A’, g’ > 0 then 
x,*(g’> = x”(x,,d) = (x,* - $xX,,&9 a 0. 
Hence xr > 0. Similarly -x$ > 0. Now let g’ be in [O,f’] then 
x*&Y’> = (x,” + q,w> = q(d) - $Yg’> 
< q-U’> - $lf’> 
= x:(e’ - h’) + x,*(.2’ - h’) 
= x*(e’ - h’) = 0. 
On the other hand xT(g’) > 0 and -x$(g’) > 0, SO x*(6’) = 
xT(g’) - xa(g’) > 0. Hence x*(6’) = 0. Thus x*(h’ + g’) = 1. We 
can now compute I]$ + h’ 11. Let x be in B, . Then 
-1 < h’(x) < K(x) + b’(x) = h’(x) + g’(x) 
< h’(x) +f’(x) = h’(x) + 1 -h’(x) = 1. 
If x is in B, then 
h’(x) + f(x) = h’(x) -g’(x) < h’(x) < 1. 
But we also have that 
g’(x) <f’(x) = -(-1 - h’(x)) 
so 
and 
-g’(x) 3 -1 - h’(x); 
h’(x) + Z(x) = h’(x) -g’(x) > -1. 
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Therefore 11 h’ + 2’ I[ < 1. But since x*(h’ + J’) = 1, we have that 
I] h’ + f 11 = 1. We thus have arrived at a contradiction and we 
conclude that j h(x,,)I = 1 for all h in MO with II h /I = 1. 
We can now easily complete the proof. Let 
Cl = {h in MO : h(x,) = 11, 
C, = {h in MO : h(x,) = -1). 
Then C, and C, are closed, disjoint subsets of {h in MO : Ij h II = l}. 
Also neither C, nor C, is empty since C, = -C, . Since {h in 
MO : 11 h 11 = l} = C, U C, , {h in MO : /I h II = l} is not connected. 
On the other hand Q({h in MO : II h II = 1)) is the surface of the unit 
ball in&M and it is connected since the dimension of A/M exceeds 
one. Hence Q is not a homemorphism; and by the preceeding lemma, 
T is not continuous. This completes the proof. 
In the remainder of this section we study a class of Banach spaces 
which have the property of the last theorem. 
Let B be a real Banach space, and let X be a compact HausdorfI 
space. We will say that B has property S with respect to X if the 
following conditions are satisfied: 
(i) there is an isometric isomorphism, I, of B into C(X), and 
(ii) there is a nonisolated point x in X such that for every 
neighborhood U of x there exists a nontrivial element b 
in B for which supp I(b) is contained in U. 
When the particular compact Hausdorff space is unimportant, we 
will simply say B has property S. 
It is clear that a space with property S is necessarily infinite 
dimensional. It is also clear that every infinite dimensional C(X) has 
property S. 
3.5 THEOREM. Let B be a Banach space with property S. Let M 
be a Chebysev subspace of B with finite codimension greater than one. 
The metric projection T onto M is discontinuous. 
Proof. Suppose B has property S with respect to the compact 
Hausdorff space X. Let x be a nonisolated point of X satisfying the 
property of the definition. The idea of the proof is to show that if f 
is in MO then / f(x)1 = 1. Then as in the proof of the last theorem 
this will prove that {h in MO : II h I/ = l} is not connected, and that T 
is not continuous. Assume to the contrary that f is in {h in MO : 11 h (( = 1) 
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but If(x)1 < 1. Let V = (y in X : If(y)1 < 9(1 + If(x)I Let W 
be a closed neighborhood of x contained in V. Let m = max{l f( y)] : y 
in W) < 1. Let B’ = {g in B : supp g is contained in w>. Since B’ 
is an infinite dimensional subspace of B, and M has finite codimension, 
there is a nonzero element, say q, contained in the intersection of M 
and B’. We may assume that the norm of g is less than 1 - m. Now 
since f is in MO we have 
Ilf-gll = 1 = llfll = Ilf- ml. 
Since g is a nonzero element this of course contradicts the assumption 
that M is a Chebysev set. This completes the proof. 
A space A(K) does not necessarily have the Property S. Let K be, 
for example, the simplex constructed by Poulsen [.26]. This simplex 
which is a subset of Z2 has the remarkable peculiarity that ZK = K. 
First we will show that A = A(K) does not have Property 5’ with 
respect to K. Combining this with the next proposition will show 
that A does not have property S with respect to any compact Hausdorff 
space. Let k be in K and choose an open ball U in la about k such 
that K - clU is not empty. Suppose that f in A has its support 
contained in U. If k’ is in exK n U and k” is in K - clU, then f 
has at least two zeroes on the segment [k’, k”]. Hence f(k’) = 0. 
This implies that f vanishes on U n K. Consequently f is identically 
zero and A cannot have Property S with respect to ZK. 
3.6 PROPOSITION. The space A = A(K) has Property S if and only 
if it has Property S with respect to GK. 
Proof. Let I and X be as in the definition of Property 5’. Let B 
denote I(A). We may assume that B separates the points of X(other- 
wise one passes to a quotient space). Let X’ be the set of all points 
of X such that the evaluation functional restricted to B is an extreme 
point of the unit ball of B *. Clearly B has Property S with respect 
to clx’. 
Let f = I( 1). Then / f(x)1 = 1 for each x in cZX’. For every g 
in B define g’ by 
iff(x) = 1 
g’(x) = jf$)(~) iff(x) = -1. 
Now g’ is in C(xZX’) and the map which carries g onto g’ is an isometry 
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of B onto a subspace B’ of C(cZX) which has Property S with respect 
to clx’. Let 
M = {F in B’* : F(1) = IIF Ij = I}. 
Let M have the weak topology induced by B’. The evaluation map 
carries clX’ homeomorphically into M and the image of X’ is exM. 
Hence the image of clX’ is GM. Hence B’, considered as a subspace 
of C(GM) has Property S with respect to EM. 
Now by a theorem of 2. Semadeni [17] M is a simplex and B’ is 
isometrically isomorphic to A(M). A generalization of the Banach- 
Stone theorem given in [7] implies that M and K are affinely home- 
omorphic. The proof is completed. 
3.7 THEOREM. Let X be an infinite compact, Hadorff space. If B 
is a subspace of finite codimension in C(X), then B has Property S with 
respect to X. 
Proof. Let x be any nonisolated point in X. Let V be an arbitrary 
neighborhood of x. The theorem follows immediately from the 
observation that B has nontrivial intersection with {fin C(X) : supp f 
is contained in V}. 
3.8 COROLLARY. Let X be an infkzite, compact, HausdorfJ space. 
Let M be a Chebysev subspace of finite codimension in C(X). If B is 
a subspace of C(X) f or which the dimension of B/M > 1, then B contains 
a point of discontinuity for the metric projection onto M. In particular 
if the codimension of M exceeds 2, every hyperplane containing M 
contains such a point of discontinuity. 
Let (c) denote, as usual, the space of real convergent sequences 
with the supremum norm. We, of course, have that (c) = C(N,) 
where N, denotes the l-point compactification of the integers N. 
3.9 THEOREM. Every closed in.nite dimensional subspace of (c) 
has Property S with respect to N, . 
Proof. Let B be an infinite dimensional subspace of (c). Let w 
denote the point at infinity in N, . Let V be a neighborhood of w. 
Then V = N, - Fe where F is a finite subset of N. The theorem 
follows from the fact that B has a nontrivial intersection with {f in 
(c) : f vanishes on F}. 
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3.10 COROLLARY. If M is a Chebysev subspace of (c) which has 
a continuous metric projection, then either M is jinite dimensional or M 
is an hyperplane. 
Apropos the last corollary, we note that it seems to be unknown 
whether there exists, in any space of the type C(X), a Chebysev 
subspace of infinite dimension and infinite codimension. 
Note added in proof. It is known now [ZO] that such subspaces do exist. 
3.11 THEOREM. If B is a Banach space with Property S, then B is 
not strictly convex. 
Proof. Suppose B has Property S with respect to X, and let x be 
the nonisolated point with the properties specified in the definition. 
We regard B as a subspace of C(X). To prove that there exists 
a function in B of norm 1 which is not an extreme point of the unit 
ball of B, it suffices to find a function f in B with norm 1 for which 
j f(x)/ # 1. Here x denotes the nonisolated point in the definition 
of property S. Since the dimension of B exceeds 1, there is in fact 
a function f in B of norm 1 for which f(x) = 0. 
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