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Abstrakt
Testování vícevláknových programů je náročný proces kvůli velkému množství možných in-
terakcí mezi vlákny, které je třeba otestovat. Technika vkládání šumu umožňuje zvýšit počet
otestovaných proložení (interakcí) konkurenčních vláken generováním šumu. Tato práce op-
timalizuje techniky prohledávání prostoru v oblasti testování vícevláknových programů, a
to s využitím deterministických heuristik použitých při aplikací genetických algoritmů na
prostor míst v běhu programu, do kterých je možné umístit šum. V práci je navrženo několik
nových heuristik vkládání šumu, které jsou deterministické, narozdíl od většiny současných
heuristik pracujících s generátorem náhodných čísel. Motivací odstranění náhodnosti je
informovanější prohledávání a získávání optimálnějších výsledků pomoci zvýšení stability
výsledku poskytovaných novými heuristikami. Součástí práce je i základní sada testovacích
programů, která bude použita k vyhodnocení výsledků nových heuristik vkládání šumu.
Abstract
Testing of multi-threaded programs is a demanding work due to the many possible thread
interleavings one should examine. The noise injection technique helps to increase the num-
ber of tested thread interleavings by noise injection to suitable program locations. This
work optimizes meta-heuristics search techniques in the testing of concurrent programs by
utilizing deterministic heuristic in the application of genetic algorithms in a space of legal
program locations suitable for the noise injection. In this work, several novel deterministic
noise injection heuristics without dependency on the random number generator are propo-
sed in contrary to the most of currently used heuristic. The elimination of the randomness
should make the search process more informed and provide better, more optimal, solutions
thanks to increased stability in the results provided by novel heuristics. Finally, a benchmark
of programs, used for the evaluation of novel noise injection heuristics is presented.
Klíčová slova
testovaní, optimalizace testování, algoritmy prohledávání prostoru, metaheuristiky, vklá-
daní šumu, vícevláknové programy, genetické algoritmy, metriky pokrytí
Keywords
testing, test optimization, search-based algorithms, metaheuristics, noise injection, multi-
threaded software, genetic algorithms, coverage metrics
Citace
Michal Starigazda: Optimalizace testování pomocí algoritmů prohledávání prostoru, diplo-
mová práce, Brno, FIT VUT v Brně, 2015
Optimalizace testování pomocí algoritmů prohledá-
vání prostoru
Prohlášení
Prohlašuji, že jsem tento semestrální projekt vypracoval samostatně pod vedením Ing. Zdeňka
Letka, Ph.D. .
Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
. . . . . . . . . . . . . . . . . . . . . . .
Michal Starigazda
27. května 2015
Poděkování
Děkuji vedoucímu mé práce Ing. Zdeňkovi Letkovi, Ph.D., za poskytnutou pomoc, trpělivost,
připomínky a návrhy při tvorbě této diplomové práce.
c© Michal Starigazda, 2015.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Testovanie viacvláknových programov 5
2.1 Prehľad existujúcich techník . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Metriky pokrytia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3 Techniky vkladania šumu v prostredí Java 9
3.1 Java . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.1 Model pamäte v prostredí Java . . . . . . . . . . . . . . . . . . . . . 9
3.1.2 Viacvláknové programy a súbežne spracovanie dát . . . . . . . . . . 10
3.2 Testovanie súbežneho chovania programov pomocou vkladania šumu . . . . 11
3.3 Heuristiky vkladania šumu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.1 Heuristiky spôsobu generovania šumu . . . . . . . . . . . . . . . . . 14
3.3.2 Heuristiky umiestnenia šumu . . . . . . . . . . . . . . . . . . . . . . 14
4 Testovanie viacvláknových programov s využitím algoritmov prehľadáva-
nia priestoru 16
4.1 TNCS problém . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Metaheuristiky riešenia TNCS problému . . . . . . . . . . . . . . . . . . . . 17
4.2.1 Hill climbing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2.2 Simulované žíhanie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2.3 Genetické algoritmy . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3 Nástroje pre prácu s algoritmami prehľadávania stavového priestoru . . . . 19
4.3.1 SearchBestie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3.2 Knižnica ECJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5 Analýza testovania pomocou techník vkladania šumu 23
5.1 Testovania súbežného chovania programov s využitím genetických algoritmov 23
5.2 Generátor náhodných čísel v heuristikách vkladania šumu . . . . . . . . . . 24
5.3 Zhrnutie a špecifikácia cieľov nových heuristík vkladania šumu . . . . . . . 25
6 Návrh nových heuristík vkladania šumu 28
6.1 Spoločné vlastnosti nových heuristík vkladania šumu . . . . . . . . . . . . . 28
6.1.1 Konfigurácia heuristík spôsobu generovania šumu . . . . . . . . . . . 28
6.1.2 Deterministická rozhodovacia procedúra . . . . . . . . . . . . . . . . 29
6.2 Heuristika modulo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.2.1 Varianta simpleModulo . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.2.2 Varianta multiModulo . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1
6.3 Heuristika locations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.4 Heuristika optypes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7 Implementácia 35
7.1 Mechanizmus predávania konfiguračných parametrov . . . . . . . . . . . . . 35
7.2 Implementácia nových heuristík vkladania šumu . . . . . . . . . . . . . . . 36
7.2.1 Architektúra zásuvných modulov nových heuristík . . . . . . . . . . 37
7.2.2 Špecifiká implementácie jednotlivých heuristík . . . . . . . . . . . . 38
7.2.3 Implementácia pomocných konfiguračných skriptov . . . . . . . . . . 40
7.3 Konfigurácia nástroja ConTest a registrácia zásuvných modulov . . . . . . . 42
8 Experimenty 44
8.1 Popis testovacích príkladov . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
8.2 Experiment – stabilita nových heuristík vkladania šumu . . . . . . . . . . . 46
8.2.1 Priebeh experimentu . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
8.2.2 Popis aplikovaných heuristík vkladania šumu . . . . . . . . . . . . . 46
8.2.3 Postup vyhodnotenia výsledkov experimentu . . . . . . . . . . . . . 47
8.2.4 Výsledky experimentu . . . . . . . . . . . . . . . . . . . . . . . . . . 48
8.2.5 Zhrnutie a analýza výsledkov experimentu . . . . . . . . . . . . . . . 49
9 Záver 50
9.1 Zhrnutie a vyhodnotenie dosiahnutých cieľov . . . . . . . . . . . . . . . . . 50
9.2 Ďalší postup a možné rozšírenia práce . . . . . . . . . . . . . . . . . . . . . 51
Literatura 52
A Obsah CD 55
2
Kapitola 1
Úvod
Popularita viacjadrových procesorov v dnešných počítačoch motivuje vývoj viacvlákno-
vých programov s cieľom maximalizácie využitia hardvérových zdrojov. Vo viacvláknových
programoch beží vedľa seba niekoľko vlákien, ktoré medzi sebou môžu komunikovať a spo-
lupracovať. V ďalšom texte, v súvislosti s touto vlastnosťou viacvláknových programov,
budeme hovoriť o súbežnom chovaní programu.
Vlákna existujú v rámci procesu, kde zdieľajú zdroje (napr. pamäť procesu), čo na prvý
pohľad vyzerá ako jednoduchý spôsob komunikácie, ale je potrebné nezabúdať na chyby,
ktoré môžu takto vznikať. Chyby v súbežnom chovaní [8], ako napríklad časovo závislá
chyba nad dátami (data race), uviaznutie (deadlock) a porušenie atomičnosti (atomicity
violation), sa môžu vo viacvláknovom programe vyskytnúť pomerne ľahko, ale o to ťažšie je
takéto chyby nájsť a opraviť. Jedným z dôvodov, prečo je odhalenie chýb súbežnosti kompli-
kované, je veľké množstvo preložení vlákien, resp. inštrukcií vlákien. Iba niektoré z týchto
preložení produkujú chybu, čím sa znižuje pravdepodobnosť manifestácie takejto chyby
za behu programu. Druhý problém je reprodukcia preložení, v ktorých bola zaznamenaná
chyba. Už vytvorenie rôznych preložení vlákien je čiastočne komplikované, pretože pláno-
vač je deterministický, tj. pri opakovanom spustení dôjde zvyčajne k vytvoreniu rovnakého
preloženia. Tento jav, ktorý sa nám vlastne hodí pri reprodukcií, sa stráca pri testovaní
viacvláknových aplikácií. Dôvodom je rozsiahlosť a komplexnosť testov pre odhalenie chýb
v súbežnom chovaní a ich dlhý beh (často v odlišných podmienkach). Takéto testy sa ťažko
opakujú a pri výskyte chyby je potrebná nemalá snaha k vytvoreniu rovnakých podmienok,
pri ktorých sa chyba prejavila.
Táto situácia na poli testovania súbežného chovania programov podporuje snahy výskum-
níkov o vytvorenie rôznych metód detekcie chýb, resp. metód k dokázaniu neprítomnosti
takýchto chýb v programe, ktoré zahŕňajú testovanie, dynamickú a statickú analýzu, a rôzne
prístupy formálnej verifikácie. Najbežnejším prístupom je testovanie kombinované s analý-
zou pokrytia (angl. coverage analysis) testovaného programu. Analýza pokrytia je proces
zberu, kontroly a analýzy metrík pokrytia (angl. coverage metrics), ktoré umožňujú merať
rozsah sledovaného javu v testovanom programe.
Napriek intenzívnemu výskumu na poli deterministického testovania, statickej a dyna-
mickej analýzy, a ďalších metód pre overenie správnosti testovaných viacvláknových progra-
mov, ostávajú tieto prístupy pomerne náročne na zdroje a ich použitie je problematické pri
testovaní rozsiahlych a komplexných programov. V takýchto prípadoch, kde nie je možné
testovať všetky dostupné možnosti (je ich príliš mnoho), môžme použiť k testovaniu sľub-
ných riešení metaheuristiky (optimalizácie prehľadávania stavového priestoru), ktoré pri
procese hľadania riešenia pracujú s istou úrovňou náhodnosti.
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V tejto práci si najprv stručne predstavíme súčasný stav techník testovania viacvlákno-
vých programov a používaných metrík pokrytia (kapitola 2). V kapitole 3 sa následne za-
meriame na techniku vkladania šumu v prostredí programovacieho jazyka Java. Následne
si predstavíme nástroj IBM Java Concurrency Tool, ktorý umožňuje vkladanie šumu do
programov napísaných v jazyku Java prostredníctvom inštrumentácie.
Problém vkladania šumu je možné definovať aj ako problém prehľadávania priestoru,
tzv. TNCS problém (kapitola 4). Pre prehľadávanie stavového priestoru riešení TNCS pro-
blému je možné využiť metaheuristiky. Súčasťou kapitoly je prehľad najznámejších meta-
heuristických techník (horolezecký algoritmus, simulované žíhane, genetické algoritmy) a
následne ukážka existujúcich infraštruktúr pre aplikáciu metaheuristík v testovaní súbež-
ného chovania programov.
V kapitole 5 sa venujeme analýze existujúcich heuristík vkladania šumu z pohľadu zá-
vislosti na generátore náhodných čísel. Vzhľadom na výsledok analýzy obsahuje následujúci
text špecifikáciu požiadavkov na nové deterministické heuristiky vkladania šumu. Motivácia
je vytvorenie priestoru riešení TNCS problému, ktorý bude možné prehľadávať informova-
nejšie a efektívnejšie, a naviac získavať optimálnejšie (stabilnejšie) výsledky.
Kapitole 6 je venovaná návrhu nových heuristík vkladania šumu (heuristiky modulo,
locations, optypes), ktoré nevyužívajú generátor náhodných čísel, tak aby odpovedali pred-
chádzajúcej špecifikácií. Implementácia nových heuristík v rámci dostupnej infraštruk-
túry pre testovanie viacvláknových programov pomocou algoritmov prehľadávania priestoru
(SearchBestie, pozri sekcia 4.3.1) je popísaná v kapitole 7.
Predposlednú časť práce, kapitolu 8, tvorí popis sady viacvláknových programov použi-
tých pri vyhodnocovaní nových heuristík umiestnenia šumu, a porovnaní týchto výsledkov
s heuristikami založenými na náhodnosti. Súčasťou kapitoly je zároveň popis experimentov
a zhodnotenie výsledkov.
Záver práce (kapitola 9) predstavuje stručné zhrnutie dosiahnutých cieľov a popis mož-
ných vylepšení.
Výsledky predchádzajúcej práce (semestrálny projekt) bol prevzaté a rozšírené v ka-
pitolách 2 (úvod do problematiky), 3 (vkladanie šumu v prostredí jazyka Java), 6 (návrh
nových heuristík) a 8 (popis sady testovacích príkladov).
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Kapitola 2
Testovanie viacvláknových
programov
Táto kapitola obsahuje stručný prehľad v súčasnosti používaných techník testovania viac-
vláknových programov [7]. Predstavené sú metódy záťažového testovania (angl. stress tes-
ting) a vkladania šumu (anlg. noise injection), následované popisom metód využívajúcich
deterministické plánovanie pre úplnú kontrolu nad preložením akcií (inštrukcií) v jednotli-
vých vláknach. Nakoniec sú stručne predstavené techniky dynamickej analýzy.
2.1 Prehľad existujúcich techník
Záťažové testovanie sa zameriava na odhalenie chýb vo viacvláknových aplikáciach pro-
stredníctvom opakovaného spúšťania veľkého množstva súbežne pracujúcich vlákien, ktoré
zároveň súperia o zdieľané zdroje. Týmto prístupom sa mierne zvýši pravdepodobnosť od-
halenia chýb, ale zvyčajne iba tých, ktoré sa prejavujú často. To môže, u vývojárov, viesť
k mylnému presvedčeniu, že je program dostatočne otestovaný.
Vkladanie šumu funguje na princípe vytvárania nových preložení vlákien behom vy-
konávania programu. K tomu je použitý šum, ktorý sa vkladá do vybraných vlákien tak,
aby vzniklo nové, zatiaľ nevidené, a teda aj netestované preloženie. Vhodne zvolený postup
pri vkladaní šumu umožňuje otestovať väčší počet preložení vlákien (preloženie v miestach
programu citlivých na synchronizáciu) v kratšom čase vďaka nižšiemu zaťaženiu systému
(ovplyvňujú sa iba niektoré, heuristikou zvolené, body preloženia). Tento princíp umožňuje
aj testovanie preložení akcií vlákien, ktoré sú ďaleko od seba (v zmysle času vykonáva-
nia). Toho sa dosiahne vložením dostatočne silného šumu do vybraných vlákien. Technika
vkladania šumu je dostatočne vyvinutá na testovanie reálneho softvéru, a je podporovaná
v priemyselných nástrojoch, ako IBM Java Concurrency Tool (ďalej ConTest) [4] alebo
Microsoft Driver Verifier [1]. Nástroj ConTest je podrobnejšie popísaný ďalej v texte (sek-
cia 3.2).
Deterministické testovanie je technika využívajúca deterministickú kontrolu na pláno-
vaním behu vlákien. Deterministický plánovač môže byť implementovaný s využitím inten-
zívneho vkladania šumu. Cieľom je blokovanie všetkých vlákien okrem jedného, ktoré po-
kračuje vo svojom behu. Často sa povoľuje aj beh vlákien bez synchronizačných akcií, alebo
vlákien, ktoré nepristupujú do zdieľanej pamäte. Deterministické testovanie systematický
testuje čo najväčší počet možných preložení. Pred každým volaním inštrukcie zaujímavej
z hľadiska detekcie chyby (množina takýchto inštrukcií závisí na implementácií použitej
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techniky, môže sa jednať napríklad o inštrukcie prístupu do zdieľanej pamäte alebo syn-
chronizačné inštrukcie) sa vypočítajú všetky možné rozhodnutia plánovača. Každé takéto
rozhodnutie predstavuje stav v stavovom priestore testovaného systému. Všetky preskú-
mané rozhodnutia sa zaznamenávajú. Pri ďalšom spustení programu je následne možné
vynútiť rovnaké rozhodnutie plánovača ako v predchádzajúcom zázname, alebo vynútiť iné
rozhodnutie s cieľom preskúmania nového scenára preloženia vlákien.
Počet možných rozhodnutí plánovača u komplexných programov je v praxi taký veľký, že
niektoré nástroje pre deterministické testovanie využívajú rôzne optimalizácie a heuristiky
pre redukciu stavového priestoru všetkých rozhodnutí. Takýmto nástrojom je napríklad
CHESS tool [24], ktorý obmedzuje počet zmien kontextu za behu programu, kde vychádza
z predpokladu, že k odhaleniu chyby stačí malý počet preempcií, tzv. hypotéza lokality [24]
(angl. locality hypothesis). Ďalší nástroj, Maple tool [29], rovnako obmedzuje počet zmien
kontextu a zároveň sa riadi predpokladom, kde odhalenie chyby súbežnosti nezávisí na
hodnote dát. Tento nástroj ignoruje preloženia, kde sú dve súvisiace akcie vykonávané
v odlišných vlákna príliš ďaleko od seba.
Napriek spomínaným redukciám ostáva stavový priestor preložení vlákien príliš veľký
pre testovanie komplexných programov v praxi. Hlavný prínos tohto prístupu sa prejavuje
pri testovaní jednotlivých komponent programu(angl. unit testing). Tento prístup umožňuje
jednoduchú reprodukciu behu, v ktorom bola detekovaná chyba, ale problémom ostáva spra-
covávanie a vysporiadanie sa s externými zdrojmi nedeterminismu (napr. vstupné udalosti
z klávesnice).
Je zrejmé, že deterministické testovanie poskytuje oproti technike vkladania šumu vý-
hodu systematického skúmania rôznych preložení a schopnosť reprodukcie zaujímavých be-
hov. Problémov ostáva spracovanie externých zdrojov nedeterminismu a limitovaná možnosť
využitia už získaných informácií u programov s nepretržitým behom. V týchto prípadoch
môže byť použitie vkladanie šumu, ktoré má navyše významne menší dopad na degradáciu
výkonnosti systému, výhodnejšie.
Dynamická analýza môže pomôcť vylepšiť výsledky tradičného testovania viacvlákno-
vých programov využitím informácií nazbieraných za behu programu. Takto sa môžu nájsť
chyby, ktoré sú prítomné v programe, ale nemuseli sa dosiaľ prejaviť. Avšak väčšina prístu-
pov (problémovo špecifické dynamické analýzy) je nepresná (napr. výskyt falošných po-
plachov) alebo nemusí vôbec odhaliť existujúcu chybu. Efektivita dynamickej analýzy sa
dá zvýšiť skúmaním vždy novej vykonávacej cesty pri ďalšom spustení behu programu.
Potom môže v kombinácií s technikou vkladania šumu alebo deterministického testovania
dosahovať ešte lepšie výsledky. Nevýhodou ostáva šum (dodatočná synchronizácia medzi
vláknami) vznikajúci pri monitorovaní programu algoritmom dynamickej analýzy.
2.2 Metriky pokrytia
Pri testovaní je nutné vedieť posúdiť kvalitu testovania, teda rozhodnúť či je program dosta-
točne otestovaný alebo sú potrebné ďalšie testy. Pre posúdenie tejto vlastnosti sa používajú
metriky pokrytia (angl. coverage metrics). Metriky pokrytia sledujú zaujímave vlastnosti
v správaní programu (zaujímavé z hľadiska testovania). Typicky používané metriky pokry-
tia sa zameriavajú priamo na vlastnosti kódu. Pri metrikách pokrytia kódu sa sleduje aká
časť kódu bola skontrolovaná behom testovania, tj. ktorá časť kódu bola vykonaná. Kde
týmto vykonaným kódom behom testovania môžme rozumieť počet riadkov kódu, počet vy-
konaných príkazov, počet pokrytých vetiev podmienok, atď. Nutnou podmienkou kvalitnej
verifikácie programu je vysoké pokrytie kódu. Pri sekvenčných programoch nemá význam
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opakovane spúšťať rovnaké testovacie prípady, resp. scenáre (angl. test case), pretože pokiaľ
nedošlo k odhaleniu chyby pri prvom behu testu, tak jeho opakovanie nepovedie k inému
výsledku. To nemusí platiť u viacvláknových programov. V takýchto prípadoch môže opa-
kované spustenie testu viesť k odhaleniu chyby súbežného chovania medzi vláknami. Tento
typ chýb sa prejavuje s nižšou pravdepodobnosťou a to iba pri niektorých preloženiach
vlákien.
Metriky pokrytia používané pri testovaní sekvenčných programov (pokrytie príkazov,
pokrytie podmienok, atď.) sa nehodia k testovaniu viacvláknových programov. Dôvodom
je to, že nedokážu sledovať a reflektovať stav súbežného chovania programu. Pre metriky
pokrytia súbežného chovania je dôležité, aby pokrývali charakteristické vlastnosti takýchto
programov tak, aby pri zvyšovaní úrovne pokrytia narastala aj pravdepodobnosť odhalenia
chýb.
Spoločným cieľom pre všetky metriky a samotný proces testovania je dosiahnutie úpl-
ného pokrytia. Dosiahnutie tohoto cieľa u komplexného softvéru a netriviálnych metrík je
zložité a drahé. Napriek tomu nachádzajú tieto metriky (bez úplného pokrytia) uplatne-
nie pri: porovnávaní testovacích techník a testov, kontrole ukončenia testovacieho procesu
(napr. u saturačného testovania, angl. saturation-based testing) alebo pri testovaní s vyu-
žitím algoritmov prehľadávania stavového priestoru (angl. search-based testing).
S cieľom merania aspektov vykonávania kódu, súvisiacich so súbežným behom viace-
rých vlákien, bolo navrhnutých niekoľko metrík (ConcurrPairs, DUPairs, Sync., a iné)[2]
rozširujúcich sekvenčné metriky pokrytia. Tieto nové metriky rozširujú staré o sledovanie
preloženia vlákien alebo sledovanie synchronizácie (zachytávanie synchronizačných akcií).
Iné metriky pokrytia súbežného chovania [18] využívajú odlišný prístup. Pracujú s infor-
máciami o programe, ktoré im poskytujú rôzne dynamické analýzy (Eraser, GoldiLocks,
AVIO, GoodLock). Tieto metriky pokrytia sa špecializujú na sledovanie podozrivého sprá-
vania, ktoré je považované za dôležité pri hľadaní špecifických typov synchronizačných chýb
z pohľadu rôznych dynamických analyzátorov.
Popis obecných metrík pokrytia súbežného chovania programu
Vzhľadom na ďalší kontext tejto práce, s využitím nástroja ConTest, nasleduje popis nie-
koľkých obecných metrík pokrytia. ConTest priamo v sebe implementuje hneď niekoľko
takýchto metrík (mimo metrík pokrytia metód a základných blokov) [2]:
• Metrika pokrytia zdieľaných premenných (angl. shared variable coverage) sle-
duje ako kritérium pokrytia premenné, ktoré môžu byť zdieľané. Jednotka pokrytia
v tejto metrike, tzv. úloha pokrytia (angl. coverage task), je považovaná pri behu
programu za pokrytú, pokiaľ k inštancii sledovanej zdieľanej premennej pristúpili dve
alebo viac vlákien počas behu programu. Táto metrika má informatívny význam pre
návrhárov systému, ale poskytuje málo informácií o tom ako dobre sme program otes-
tovali.
• Metrika pokrytia synchronizácie (angl. synchronization coverage) sa sústreďuje
na použité synchronizačné primitíva, konkrétne na to, či robia niečo zaujímavé. Jed-
notky pokrytia tohto modelu popisujú všetky zaujímavé chovania vybraných synchro-
nizačných primitív. V prípade synchronizovaného bloku (v jazyku Java definovaný
kľúčovým slovom synchronized) môžu súvisiace úlohy pokrytia vyzerať takto: syn-
chronization visited, synchronization blocking a synchronization blocked. Prvá mož-
nosť, synchronization visited, predstavuje vlastne iba pokrytie kódu. Ďalšie dve úlohy
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sa zaznamenajú ako pokryté iba v prípade, keď reálne dôjde k sporu medzi synchro-
nizačnými blokmi, tj. pokiaľ vlákno t1 dosiahne synchronizačný blok A a zastaví,
pretože iné vlákno t2 je v bloku B, ktorý je synchronizovaný rovnakým zámkom.
V takom prípade je blok A označený ako blokovaný (blocked) a blok B ako blokujúci
(blocking), a zároveň sú oba bloky označené ako navštívené (visited).
• Metrika pokrytia súbežných párov udalostí (angl. coverage of concurent pairs
of events, ďalej ConcurPairs) pozostáva z úloh pokrytia, ktoré sú definované ako pár
programových lokalít, ktoré môžu byť behom vykonávania programu navštívené hneď
po sebe. Tretia položka úlohy pokrytia je príznak, ktorý nadobúda hodnoty true alebo
false. Hodnota false znamená, že pár dvoch miest v programe bol navštívený rovnakým
vláknom. Hondnota true zase znamená, že medzi dvomi lokalitami v programe došlo
k zmene kontextu. Tento model pokrytia nám poskytuje dve dôležité informácie:
1. Úloha s hodnotou príznaku false nám poskytuje informáciu o pokrytí kódu.
2. Úloha s hodnotou príznaku true nám poskytuje informáciu o pokrytí súbežného
chovania, o zmenách kontextu a miestach, kde k tomu došlo.
Za nedostatok tejto metriky sa považuje fakt, že ju tvorí priveľa úloh pokrytia,
z ktorých väčšina ani nie je dôležitá. Ďalším problémom metriky ConcurPairs je
problém určenia, či sa naozaj dajú pokryť všetky požadované úlohy pokrytia, to zna-
mená, že nikdy nevieme povedať či sme dosiahli stopercentné pokrytie.
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Kapitola 3
Techniky vkladania šumu
v prostredí Java
Efektivita techník založených na vkladaní šumu závisí na efektivite heuristík použitých pre
riešenie problémov umiestnenia šumu (angl. noise placement) a výberu typu vkladaného
šumu (angl. noise seeding), za cieľom dosiahnutia čo najuspokojujúcejších výsledkov [7].
Problém umiestnenia šumu rieši otázku výberu správnych miest v programe, programo-
vých lokalít (angl. program locations) a výber vhodného času pre vloženie šumu, tj. pri
ktorom vykonávaní daného miesta v programe je vhodné vložiť šum. Problém výberu vhod-
ného typu šumu rieši zase otázku, ako vytvoriť šum, teda výber správneho mechanizmu pre
vytvorenie šumu a silu šumu (ako dlho má šum trvať). Tieto problémy nie sú nezávislé
a správna kombinácia heuristík ich riešenia (výber správnych hodnôt parametrov) je pro-
blémom, na ktorý sa ešte stále hľadá najvhodnejšie riešenie. Popis a prehľad už existujúcich
heuristík, ktoré sa pokúšajú riešiť tieto problémy je súčasťou tejto kapitoly.
Ďalej si v tejto kapitole, mimo spomínaného prehľadu heuristík vkladania a výberu
typu šumu, predstavíme stručný úvod do viacvláknového programovania v jazyku Java.
Dôvodom zamerania na jazyk Java je využitie infraštruktúry poskytovanej nástrojom IBM
ConTest, ktorý umožňuje inštrumentáciu na úrovni bytekódu. Samozrejme existujú aj ná-
stroje umožňujúce inštrumentáciu na binárnej úrovni, napr. pre jazyk C/C++ je to nástroj
ANaConDA [9]. Následne si predstavíme už spomínaný nástroj ConTest.
3.1 Java
Java je moderný objektovo orientovaný jazyk [20, 25, 21]. Hlavnou výhodou jazyka Java je
prenositeľnosť medzi rôznymi platformami vďaka princípu virtuálneho stroja (tzv. Java Vir-
tual Machine, skrátene JVM). Jedná sa o softvérovú vrstvu, ktorá tvorí rozhranie pre rôzne
platformy, na ktorých tento stroj beží. V následujúcom stručnom prehľade za zameriame
na aspekty jazyka Java zaujímave z pohľadu programovania viacvláknových aplikácií [19]
a využitia a správy pamäte (model pamäte) v týchto aplikáciach.
3.1.1 Model pamäte v prostredí Java
Programovací jazyk Java a JVM pracujú s dvoma typmi dát [20] – primitívne typy (angl.
primitve types) a referenčné typy (angl. reference types). Obdobne existujú dve typy hod-
nôt, ktoré môžu byť uložené v premenných, použité ako argumenty, vrátené ako návratová
hodnota metódy, alebo nad ktorými sa vykonávajú operácie JVM – primitívne hodnoty
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(angl. primitive values) a referenčné hodnoty (angl. reference values). Referenčné pre-
menné môžme chápať ako množinu premenných – členov (angl. fields) [19], kde člen môže
byť opäť primitívnou alebo referenčnou premennou. Takýmto spôsobom je možné vytvárať
komplexné dátové štruktúry. JVM pracuje s tromi hlavnými pamäťovými priestormi pre
ukladanie premenných: halda (angl. heap), zásobník (angl. stack) a priestor metód (angl.
method area).
Halda je pamäťový priestor zdieľaný medzi všetkými vláknami JVM [20]. Je to pa-
mäťový priestor prístupný za behu, v ktorom je alokovaná pamäť pre všetky inštancie tried
a polí. Motiváciu k využitiu haldy je zamedzenie zbytočnému kopírovaniu obsahu pamäte
pri každom predávaní referenčnej premennej (môže byť komplexná a pamäťovo náročná)
metóde. Namiesto toho sa predáva iba adresa pamäte tejto referenčnej premennej (inštancia
triedy, pole, rozhranie) na halde. K jednému objektu na halde môže existovať viacero refe-
rencií, čo môže viesť ku konfliktu medzi vláknami, ktoré sa k nemu pokúšajú pristupovať.
Zásobník, resp. zásobník vlákna, vzniká v rovnakom čase ako vlákno. Každé vlákno má
vlastný, súkromný (privátny) zásobník. Zásobník je rozdelený do rámcov (angl. frames),
ktoré predstavujú pamäťové priestory metód. JVM nikdy nemanipuluje s rámcami priamo,
využívajú sa iba operácie nad zásobníkom (pop a push). Preto môžu byť rámce alokované
na halde. Každý rámec je priamo prístupný iba vlastnému vláknu a metóda môže pristupo-
vať k rámcu inej metódy iba prostredníctvom predávania argumentov. Lokálne premenné
metódy sú uložené v rámci danej metódy na zásobníku a sú neprístupné pre iné vlákna.
Priestor metód je zdieľaný medzi všetkými vláknami. Je to priestor pre uloženie static-
kých premenných a kódu metód a konštruktorov. Statické premenné existujú v JVM iba
v jednej kópií. To predstavuje možný zdroj konfliktu. Rôzne vlákna pristupujúce k nejakej
statickej premennej vlastne pristupujú k rovnakej oblasti v pamäti, v ktorej je uložená.
Prístup k statickej premennej je zároveň možný z ľubovoľného miesta v programe.
3.1.2 Viacvláknové programy a súbežne spracovanie dát
Programovací jazyk Java podporuje tvorbu viacvláknových programov [19, 20, 21, 25].
Typickou vlastnosťou viacvláknových programov je konkurencia medzi súčasne bežiacimi
(súbežnými) vláknami, pri prístupe k zdieľaným zdrojom. V jazyku Java existuje niekoľko
mechanizmov a konštrukcií pre riadenie, správu a synchronizáciu súbežnosti vo viacvlákno-
vých programoch.
Vlákno (angl. thread) je základným prvkom umožňujúcim dosiahnutie súbežného cho-
vania v jazyku Java. Vlákna existujú v JVM, ktorý ich zároveň spravuje. Podľa prostredia,
v ktorom beží, a implementácií virtuálneho stroja môžu vlákna bežať ako vlákna sys-
tému, odľahčené procesy, alebo procesy. Pokiaľ je vlákno namapované do systémových
zdrojov, tak je spravované plánovačom systému namiesto plánovača implementovaného
v JVM. Jazyk Java poskytuje metódy pre správu vlákien: create() (incializácia a vy-
tvorenie vlákna), join() (čakanie na ukončenie iného vlákna), sleep() (čakanie po defi-
novanú dobu), interrupt() (prerušenie vlákna). Použitie ďalších metódy, ako suspend(),
resume() a stop(), je odporúčané nahradiť iným synchronizačným mechanizmom.
Zamykanie objektov (angl. Object locking) je mechanizmu kontroly súbežného chovania
vlákien založený na princípe vzájomného vylúčenia. Jazyk Java poskytuje podporu vzájom-
ného vylúčenia s využitím mechanizmu monitorov. Každý objekt má vlastný monitor pre
tento účel. Získanie zámku pre daný objekt je možné niekoľkými spôsobmi. Jedným z nich je
použitie konštruktu synchronized(){}, kedy vlákno získa zámok objektu v zložených zá-
tvorkách. Ďalším je deklarácia metódy ako synchronized. V takomto prípade je k synchro-
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nizácií použitý monitor objektu, ktorý zapúzdruje danú metódu a vlákno sa musí pokúsiť
získať tento zámok pred každým vykonaním metódy. Implicitné zamykanie (angl. implicit
locking) vyžaduje aby bol uzamknutý blok kódu napísaný sekvenčne – zámok nemôže byť
získaný v jednej metóde a následne uvoľnený v druhej, čo môže byť niekedy problematické.
Toto sa dá riešiť explicitným zamykaním (angl. explicit locking), ktoré poskytuje balíček
java.util.concurrent.locks (Java 5). Jedná sa pokročilé mechanizmy zamykania, ktoré
môžu byť naviac rozšírené s využitím dedičnosti.
Notifikácia vlákien je mechanizmu synchronizácie vlákien pomocou zasielania notifi-
kačných správ medzi sebou. Toto chovanie je možné dosiahnuť použitím metód wait()
a notify(). Vlákno volajúce metódu wait() je pozastavené a čaká až nad ním iné vlákno
zavolá metódu notify(). Pre kontrolu a správu notifikačného mechanizmu je potrebná ešte
jedna zdieľaná premenná, pomocou ktorej sa zamedzí spornému úniku vlákna zo stavu čaka-
nia pri zachytení prerušenia tohoto vlákna. Princíp notifikácie využívajú aj iné, pokročilejšie
metódy, ako napríklad bariéry a synchronizačné fronty.
Volatilné objekty (angl. volatile objects) je koncept v jazyku Java, ktorý sa využíva
pri riešení problémov so súbežným chovaním programu. Premenná označená ako volatilná
(kľúčové slovo volatile) je interne pozbavená možnosti ukladania sa do medzi-pamäte. To
znamená, že všetky prístupy k tejto premennej sa dejú priamo na halde (v hlavnej pamäti).
Takto môže každé vlákno sledovať aktuálny stav premennej, čo je možné použiť k zdieľaniu
stavu medzi vláknami.
Nemenné objekty (angl. immutable objects) sú tvorené stavovými premennými. Každá
takáto premenná je definovaná ako finálna, kľúčovým slovom final. Hodnoty týchto pre-
menných nie je možné zmeniť, čo znamená, že stav objektu tvoreného iba finálnymi pre-
mennými je rovnako nemenný. Takýto objekt neohrozuje bezpečné vykonávanie viacerých
súbežných vlákien (angl. thread safety), takže môže byť zdieľaný medzi vláknami bez syn-
chronizácie.
Napriek všetkým mechanizmom pre synchronizáciu a správu vlákien môže dôjsť k chy-
bám, ktoré spôsobia pád (zlyhanie) alebo zaseknutie programu. K takýmto chybám dochá-
dza často nesprávnym použitím týchto mechanizmov.
3.2 Testovanie súbežneho chovania programov pomocou vkla-
dania šumu
K testovaniu súbežného chovania vo viacvláknových programoch pomocou vkladania šumu
je možné použiť automatizovaný nástroj IBM Concurrency Tool (ConTest) [19, 15, 4, 5].
Cieľom nástroja je odhalenie chýb súbežnosti, resp. navodenie preložení súbežných vlákien
za behu aplikácie tak, aby došlo manifestácií chyby pri minimálnom dopade na výkon-
nosť softvéru. Infraštruktúra nástroja ConTest poskytuje niekoľko základných služieb pre
testovanie programov v Jave – inštrumentáciu, použitie heuristík pre vkladanie šumu a ar-
chitektúru registrovaných odberateľov (listeners architecture).
Inštrumentácia sa vykonáva na úrovni bytekódu, kam inštrumentátor pridáva inštruk-
cie pre volanie metód ConTestu. To umožňuje volanie metód implementovaných v Con-
Teste pri vykonávaní inštrumentovaného softvéru, čím ConTest získava schopnosť pozorovať
a ovplyvňovať správanie testovného softvéru. Výber miest v inštrumentovanom programe,
z ktorých sa volajú metódy ConTestu závisí na ich význame z hľadiska schopnosti sledova-
nia a ovplyvňovania vykonávania kódu a účasti na súbežnom chovaní programu. Hovoríme
o tzv. inštrumentačných bodoch. Nasleduje stručný prehľad týchto bodov.
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• Medzi inštrumentačné body patrí prístup k zdieľaným premenným, tj. premenným,
ktoré nie sú lokálne vzhľadom na metódu. Potenciálne zdieľané premenné sú statické
premenné a členy.
• Prístup k prvkom poľa je ďalší inštrumentačný bod. Polia v jazyku Java sú spra-
vované odlišným spôsobom ako ostatné objekty. Problémom je odlíšenie potenciálne
zdieľaných prvkov poľa od lokálnych prvkov poľa vzhľadom k metóde. Preto sa inštru-
mentujú všetky prístupy k prvkom poľa.
• Vstupné body metód a blokov kódu. Vstupným bodom metódy je prvé programové
miesto (anlg. program location) v metóde. Blok kódu je množina inštrukcií, v ktorej
nedochádza k vetveniu.
• Výstupné body metódy sú miesta, kde dochádza k ukončeniu vykonávania kódu me-
tódy dokončením poslednej inštrukcie, vykonaním návratovej inštrukcie (return)
alebo vyhodením nespracovanej výnimky.
• Vstupné a výstupné body monitoru sú miesta kde dochádza k získaniu, resp. uvoľneniu
implicitného zámku objektu.
• Akcie konceptu čakania a notifikácie (angl. wait and notify), ktoré sa používajú pri
synchronizácií vlákien prostredníctvom zasielania správ.
• Nakoniec existujú inštrumentačné body reprezentujúce významne udalosti v životnom
cykle vlákna (vznik, zánik, prerušenie, pozri sekcia 3.1.2) – metódy create(), join(),
interrupt(), atď.
• Niektoré inštrumentačné body súvisia priamo s inštrukciami v bytekóde, napr. vstupný
bod monitoru je závisly na prítomnosti inštrukcie monitorenter. Pri detekcii tejto
inštrukcie v bytekóde je vložené volanie metód ConTestu pred a za túto inštrukciu.
Výstupom inštrumentácie je súbor all.tasks, ktorý obsahuje zoznam všetkých inštru-
mentovaných miest v programe. Každá položka obsahuje následujúce informácie:
1. Zdrojový adresár.
2. Meno zdrojového súboru.
3. Názov metódy (vrátane zoznamu argumentov, tj. minimálnu informáciu pre odlíšenie
preťažených metód).
4. Typ operácie (dvoj- až troj- znakový kód operácie).
5. Číslo riadku.
6. Sériove číslo (pre rozlíšenie miest v programe, ktoré majú rovnaké hodnoty v pred-
chádzajúcich bodoch, mimo typu operácie).
Ako konkrétne môže vyzerať časť obsahu súboru all.tasks po inštrumentácií si ukážeme
na jednoduchej metóde, ktorá je súčasťou inštrumentovaného programu:
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35: ...
36: public void updateIntVar(int a) {
37: synchronized (this) {
38: if ( a == 0 ) i++; else i--;
39: }
40: }
41: ...
V metóde updateIntVar(int a), sa pre zjednodušenie pozrieme na riadok 38, kde je
premenná i zdieľaná. Sekvencii príkazov z tohto riadku odpovedajú následujúce položky
v zozname inštrumentovaných miest programu:
/home/dip/demo Demo.java updateIntVar(int) br 38 1
/home/dip/demo Demo.java updateIntVar(int) ar 38 1
/home/dip/demo Demo.java updateIntVar(int) bw 38 1
/home/dip/demo Demo.java updateIntVar(int) aw 38 1
/home/dip/demo Demo.java updateIntVar(int) br 38 2
/home/dip/demo Demo.java updateIntVar(int) ar 38 2
/home/dip/demo Demo.java updateIntVar(int) bw 38 2
/home/dip/demo Demo.java updateIntVar(int) aw 38 2
Kde výrazu i++ odpovedajú (vzhľadom na predchádzajúci výčet dostupných informá-
cií) prvé štyri riadky (sériové číslo 1) a výrazu i-- (sériové číslo 2) odpovedajú zvyšné
položky. Prístup k lokálnej premennej a nie je z pohľadu inštrumentácie zaujímavý (pozri
predchádzajúci popis inštrumentačných bodov). Typ operácie poskytuje informáciu o tom,
že udalosť odpovedajúca danému inštrumentačnému bod leží pred alebo za (po) čítaním
zo zdieľanej premennej (v kontexte nášho príkladu, obecne existujú rôzne typy operácií).
Tomu odpovedajú skratky br (before read) a ar (after read). Analogicky odpovedajú typy
operácie bw (before write) a aw (after write) udalosti pred/po zápise do zdieľanej premennej.
Riadku 37, v metóde updateIntVar(int), kde dochádza k zamykaniu objektu (použitie
monitoru) by odpovedali dve položky v zozname s typom operácie bme (before monitor
enter) a ame (after monitor enter). Koncu synchronizovaného bloku (číslo riadku metódy
39) by opäť odpovedali dve položky reprezentujúce udalosť pre/po opustení monitoru (bmx,
amx).
Vkladania šumu pomocou nástroja ConTest
Vkladanie šumu je technika, ktorá vynucuje odlišné preloženie vlákien pri behu testo-
vaného softvéru. Cieľom je kontrola správnosti vzhľadom na odlišné chovanie plánovača.
Pokiaľ dôjde k volaniu ConTestu behom vykonávanie inštrumentovaného softvéru, imple-
mentované heuristiky vkladania šumu rozhodnú o tom, či bude na danom mieste vložený
šum. Rozhoduje sa náhodne alebo cielene vzhľadom na konkrétnu techniku hľadania chýb
v súbežnom chovaní programu. Je zrejmé, že šum môže byť vložený iba v inštrumentačných
bodoch. Všetky preloženia vlákien, ktoré môžu vzniknúť po vložení šumu nástrojom Con-
Test sú legálne, z hľadiska pravidiel JVM, takže nedochádza k falošným poplachom (angl.
false alarms).
ConTest implementuje architektúru odberateľov [15], ktorá poskytuje jednoduché roz-
hranie pre prístup k inštrumentovanému softvéru a infranštruktúre ConTestu. Hovoríme
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o zásuvných moduloch (angl. plug-ins), ktoré sa registrujú ako odberatelia (v Jave tzv. lis-
teners) špecifických udalosti. Táto architektúra poskytuje aplikačné rozhranie pre spustenie
kódu zásuvného modulu, pokiaľ dôjde k udalosti, ku ktorej je tento modul registrovaný ako
odberateľ. Udalosti odpovedajú inštrumentačným bodom a môžme ich zobecniť na udalosti
pred a po (angl. before a after). Udalosti typu pred umožňujú vykonanie kódu odberateľa
pred vykonaním špecifickej udalosti a analogicky fungujú udalosti typu po. Pre niektoré
inštrumentačné body nie sú dostupné obe varianty (vytvorenie a ukončenie vlákna, vstup
do metódy alebo bloku). Každý zásuvný modul definuje špecifický typ udalostí, ktoré sle-
duje a súčasne môže behom vykonávania testu bežať v ConTeste niekoľko rôznych zásuvných
modulov.
3.3 Heuristiky vkladania šumu
Heuristiky vkladania šumu sa zameriavajú na tri rôzne aspekty [17].
1. Prvým aspektom je spôsob vytvárania šumu (výber mechanizmu generovania šumu).
2. Druhým aspektom je otázka umiestnenia (vloženia) šumu behom vykonávania testo-
vaného programu, teda výber miesta v programe, kam bude vložený šum a kedy (pri
ktorom vykonávaní programu, pokiaľ je spúšťaný opakovane).
3. Tretím aspektom je minimalizácia potrebného množstva šumu potrebného k zopako-
vaniu už odhalenej chyby behom ladenia.
V rámci tohto dokumentu nás zaujímajú hlavne prvé dva aspekty (viď. analýzu v kapi-
tole 5).
3.3.1 Heuristiky spôsobu generovania šumu
V jazyku Java je možné ovplyvniť rozhodnutie plánovača, pre dosiahnutie nového prelože-
nia súbežných vlákien, niekoľkými rôznymi spôsobmi [17]. Generátor šumu môže použiť
volania metódy yield() – heuristika yield – za účelom zmeny kontextu, alebo volania
sleep() a wait() ako prostriedok blokovania vlákna – heuristiky sleep a wait. Paramet-
rom týchto metód je čas určujúci dĺžku trvania šumu (ako dlho bude vlákno blokované).
Nástroj ConTest najviac poskytuje niekoľko ďalších techník: heuristika synchYield (kombi-
nácia heuristiky yield so vstupom do monitoru, ktorý je zdieľaný medzi všetkými vláknami),
heuristika busyWait (aktívne čakanie v cykle po danú dobu), heuristika haltOneThread (ná-
hodne pozastavenie jedného vlákna do doby, až kým žiadne iné vlákno nemôže pokračovať)
a heuristika timeoutTampering (náhodná redukcia dĺžky trvania volaní metódy sleep()
použitých v testovanom programe). V inej práci [7] bola predstavená heuristika inverse-
Noise, ktorá je opakom heuristiky haltOneThread (zastaví všetky vlákna okrem jedného,
ktorému dovolí pokračovať tak dlho ako je možné).
3.3.2 Heuristiky umiestnenia šumu
Problém umiestnenia šumu môžme rozdeliť na dve časti – výber vhodných miest v programe
(program locations) pre vloženie šumu a výber miesta, ktoré bude ovplyvnené šumom pri
opakovanom výskyte behom testovania programu. Možnosti nástroja ConTest v tejto oblasti
sú popísané v sekcii 3.2.
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Najjednoduchšou heuristikou umiestnenia šumu je heuristika random založená na gene-
rátore náhodných čísel [7]. Šum sa vkladá do všetkých miest programu s rovnakou pravde-
podobnosťou. Pokiaľ uvažujeme všetky miesta programu, budeme túto heuristiku označovať
ako random-all, aby sme ju odlíšili od ďalších modifikácií (obmedzenie programových miest)
heuristiky random. Výsledkom modifikácie heuristiku random-all sú heuristiky sharedVar-
all (uvažujú sa iba prístupy k zdieľaným premenným) a sharedVar-one (berú sa do úvahy
iba prístupy k jednej, náhodne vybranej, zdieľanej premennej).
Heuristika založená na princípe pokrytia (pozri kapitola 2.2) – coverage – za zameriava
na prístup k zdieľaným premenným a na využitie synchronizačných primitív v programe.
To umožňuje odhalenie hladovania, alebo dátovo závislých chýb súbežnosti spôsobených ne-
správnym použitím zámkov. Heuristika považuje sa významné, z hľadiska vkladania šumu,
iba programové miesta, ktoré sa vyskytujú pred udalosťami súvisiacimi so konkurenciou
medzi vláknami.
Ďalšou heuristikou je tzv. read/write heuristika [7], ktorá používa rôzne nastavenie
vloženého šumu pre zápis do zdieľanej premennej a čítanie zo zdieľanej premennej. Rozdie-
lom v nastavení šumu pre odlišné typy prístup (zápis alebo čítanie) je frekvencia vkladania
šumu u daného typu, alebo použitý mechanizmu generovania šumu.
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Kapitola 4
Testovanie viacvláknových
programov s využitím algoritmov
prehľadávania priestoru
Medzi existujúcimi heuristikami vkladania šumu neexistuje žiadna, ktorá by predstavo-
vala jednoznačne najlepšiu voľbu [7, 17]. Rozličné heuristiky vkladania šumu poskytujú
rôzne výsledky pri testovaní rôznych programov, preložených rôznymi prekladačmi a bežia-
cimi v rôznych prostrediach. Niektoré konfigurácie použitých heuristík môžu dokonca viesť
k zníženiu pravdepodobnosti odhalenia chyby.
Počet dostupných konfigurácií šumu je typicky príliš veľký a je problematické nájsť
vhodné nastavenie šumu pre testovaný program, jeho prostredie, cieľ detekcie, reproduk-
ciu, alebo potlačenie vybraných chýb. Ďalším problémom je množstvo rôznych konfigurácií
vkladania šumu a nastavení vlastného testu. Veľkosť tohoto priestoru konfigurácií a čas
potrebný k vyhodnoteniu jednej konfigurácie testu a šumu si vyžaduje použitie špeciálnych
metód prehľadávania, aby bol nejaký výsledok dostupný v rozumnom čase. Tu nám môžu
pomôcť metaheuristiky prehľadávania priestoru [27].
Za účelom aplikácie metaheuristík v oblasti testovania softvéru musíme zohľadniť niekoľko
bodov [17]:
1. Rozhodnutie či je problém vhodný pre použitie techník prehľadávania priestoru.
2. Formulácia problému ako problému prehľadávania, resp. optimalizácie, a definícia
reprezentácie riešenia.
3. Definícia funkcie vhodnosti, tzv. fitness funkcie (angl. fitness function).
4. Inicializačné pokusy s použitím jednoduchého algoritmu Hill-climbing a posúdenie
výsledkov. Pokiaľ sú výsledky povzbudzujúce (lepšie ako náhodné prehľadávanie) je
možné uvažovať o použití iného prístupu k prehľadávaniu.
5. Výber vhodnej metaheuristiky a príslušných parametrov a operátorov.
V následujúcej časti si uvedieme definíciu testovania viacvláknových programov pomo-
cou techník vkladania šumu ako problému vhodného pre aplikáciu techník prehľadávania
priestoru a stručný úvod do algoritmov prehľadávania priestoru.
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4.1 TNCS problém
Väčšinu heuristík vkladaniu šumu je možné nakonfigurovať prostredníctvom niekoľkých
parametrov (napr. sila šumu u heuristík spôsobu generovania šumu). Cieľom je zvýšenie
efektivity heuristiky. Rovnako je možné behom jedného spustenia testu použiť kombináciu
viacerých heuristík (ako pre umiestnenie tak generovanie šumu). Zároveň väčšinou existuje
niekoľko rôznych testovacích prípadov programu, ktoré môžu byť tiež parametrizovateľné.
Vzhľadom na tieto tvrdenia bol definovaný problém hľadania konfigurácie testu a šumu
(angl. test and noise configuration search problem), skrátene TNCS problém [17]. Jedná
sa o problém výberu testovacích prípadov a ich parametrov spoločne s výberom vhodných
parametrov heuristík vkladania šumu.
Formálne, nech je TypeP množina heuristík umiestnenia šumu, kde je každá z nich
parametrizovateľných vektorom parametrom. Nech je ParamP množina všetkých možných
vektorov parametrov. Potom je P ⊆ TypeP×ParamP množina všetkých povolených kombi-
nácií heuristík umiestnenia šumu a ich parametrov. Podobne sú definované množiny TypeS ,
ParamS a S pre heuristiky spôsobu generovania šumu. Potom C ⊆ 2P×S obsahuje všetky
množiny heuristík umiestnenia a spôsobu generovania šumu, pre ktoré platí, že môžu byť
súčasne v jednom teste. Prvky C nazývame konfiguráciami šumu (angl. noise configu-
rations). Analogicky definujeme množinu TypeT všetkých testovacích prípadov, množinu
ParamT vektorov ich parametrov a T ⊆ TypeT × ParamT ako množinu všetkých povole-
ných kombinácii testovacích prípadov a ich parametrov. Potom je TC = T × C množinou
testovacích konfigurácií (angl. test configurations).
Takto definovaný TNCS problém môžme vyjadriť ako hľadanie testovacej konfigurácie
v TC, vzhľadom na sledované kritérium. Pri obecnejšom pojatím TNCS problému môžme
hovoriť aj o hľadaní množiny testovacích konfigurácií, tj. prvku z množiny 2TC .
Algoritmy metaheuristík používajú k ohodnoteniu vhodnosti kandidátneho riešenia fit-
ness funkciu. Vhodnosť testovacej konfigurácie tc ∈ T ×C sa vypočíta opakovaným spuste-
ním testu zakódovaného v tc (obsahuje parametre testu aj šumu). Dôvodom opakovaného
spúšťania testu je nedeterminizmus prítomný pri každom behu (zdrojom je plánovač). Ohod-
notenie jednotlivých testov je dané buďto priemerom z jednotlivých behov daného testu,
alebo sa vypočíta kumulatívne.
4.2 Metaheuristiky riešenia TNCS problému
V tejto sekcií sa nachádza prehľad niektorých metaheuristických techník používaných v softvé-
rovom inžinierstve [22]. Typické využitie týchto techník je v oblasti problémov súvisiacich
prehľadávania priestoru (tzv. search-based software engineering). Konkrétne si predstavíme
techniky Hill climbing (tzv. ”horolezecký”algoritmus), simulované žíhanie (angl. simulated
annealing) a genetické algoritmy.
4.2.1 Hill climbing
Hill climbing je lokálny algoritmus prehľadávania stavového priestoru, ktorý iteratívne vyle-
pšuje počiatočné riešenie (náhodne vybrané z prehľadávaného priestoru ako štartovací bod).
Po preskúmaní okolia aktuálneho riešenia je toto riešenie nahradené lepším a následne je
použité ako stred novej prehľadávanej oblasti. Postupné vylepšovanie riešenia sa podobá
lezeniu na vrchol hory, kde pomyselný vrchol predstavuje najlepšie riešenie (lokálne opti-
málne). Pri šplhaní je možné použiť rôzne techniky, napríklad výber riešenia z okolia podľa
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úrovne zlepšenia alebo náhodný výber (aktuálne riešenie je nahradené prvým lepším).
Hill climbing je charakteristicky jednoduchosťou a rýchlosťou nájdenia riešenia. Nevý-
hodou je fakt, že nájdené riešenie je často optimálne iba lokálne a nie globálne. To znamená,
že sa algoritmus zasekol na vrchole, ktorý reprezentuje lokálny extrém a v okolí neexistuje
lepšie riešenie, ktoré by mu umožnilo pokračovať v prehľadávaní priestoru. Z princípu al-
goritmu je zrejmá závislosť medzi predchádzajúcim a novým riešením a potreba výberu
vhodného štartovacieho riešenia v netriviálnych priestoroch (s množstvo lokálnych extré-
mov). Častým rozšírením algoritmu je doplnenie reštartov, ktoré zahŕňajú rôzne počiatočné
riešenia – cieľom je pokrytie väčšej časti prehľadávaného priestoru a redukcia spomínaného
problému. V súčastnosti existuje niekoľko variant algoritmu, napríklad zakázané hľadanie
(angl. Tabu search), ktoré poskytuje mechanizmus (história nedávnych riešení a rozhodnutí)
pre únik z lokálneho optima [27].
4.2.2 Simulované žíhanie
Simulované žíhanie (angl. simulated annealing), ďalej SA, je technika principiálne po-
dobná algoritmu Hill climbing, avšak menej závislá na voľbe štartovacieho riešenia. SA
umožňuje voľnejší pohyb v prehľadávanom priestore vďaka prijímaniu slabších riešení s prav-
depodobnosťou danou tzv. funkciou pravdepodobnosti prijatia (angl. acceptance probability
function) [27]. Hodnota tejto funkcie, teda pravdepodobnosti prijatia riešenia, ktoré nie
je lepšie ako aktuálne, sa mení vzhľadom na postup prehľadávania – závisí na rozdiely
medzi vhodnosťou aktuálneho riešenia a sledovaného susedného riešenia a na hodnote tep-
loty (angl. temperature). Teplota je kontrolný parameter SA, ktorého hodnota v každom
kroku algoritmu závisí na pláne chladenia (angl. cooling schedule) [27]. Na začiatku je tep-
lota zámerne vysoká, aby bola umožnená čo najväčšia voľnosť pohybu v prehľadávanom
priestore čím sa redukuje závislosť na voľbe štartovacieho riešenia. Ako algoritmus postu-
puje, tak teplota klesá stále viac. Prirýchle ochladzovanie redukuje priestor, ktorý sa podarí
prehľadať a zvyšuje šancu uviaznutia v lokálnom optime.
SA je založený na princípoch známych z fyziky, konkrétne chemickom procese žíha-
nia – ochladzovania materiálu v horúcom kúpeli. Pevný materiál ohriaty za bod tavenia
a následne ochladený späť do pevného stavu, získava štrukturálne vlastnosti odpovedajúce
použitej miere chladenia [22]. Algoritmus, ktorý simuluje zmenu energie systému behom
chladiaceho procesu (algoritmus Metropolis) a jeho využitie v mechanizmoch prehľadáva-
nia priestoru boli predstavené v [23] a [14].
4.2.3 Genetické algoritmy
Genetické algoritmy, ďalej GA, sú populárnym druhom evolučných algoritmov [27]. Tra-
dične sa GA spájajú s použitím binárnej reprezentácie kandidátnych riešení daného pro-
blému prehľadávania priestoru. Dnes sa už používajú aj GA pracujúce s inými reprezentá-
ciami (napr. vektor reálnych čísel,. . .). Narozdiel od predchádzajúcich algoritmov pracujú
GA s populáciou riešení namiesto jedného aktuálneho riešenia. Prehľadávanie priestoru za-
čína vo viacerých štartovacích bodoch a poskytuje lepšiu šancu k pokrytiu prehľadávaného
priestoru ako lokálne hľadanie. Populácia sa iteratívne rekombinuje a mutuje (mutácia je
zdrojom nových informácií s potenciálne fatálnym dopadom na výsledok hľadania) za úče-
lom vytvorenie následujúcich populácií, tzv. generácií [22]. Základná myšlienka GA spočíva
v zakódovaní informácie tak, aby slabšia generácia bola v ďalšom kroku algoritmu nahra-
dená silnejšou.
Návrh GA sa skladá z niekoľkých etáp, resp. komponent [27]:
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• Reprezentácia problému – zakódovanie možného riešenia (v kontexte GA sa zvykne
používať pojem genóm a súvisiace pojmy – gén, alela, locus,. . .).
• Počiatočná populácia – predstavuje problém inicializácie počiatočných riešení. Po-
pulácia sa často inicializuje náhodne, ale existujú aj sofistikovanejšie techniky, napr.
využite heuristík.
• Evaluácia individuí – určenie vhodnosti (angl. fitness) jednotlivých kandidátnych
riešení (návrh fitness funkcie).
• Stratégie selekcie – postup výberu rodičov budúcej generácie. Najbežnejšia je pro-
porcionálna selekcia (roulette wheel selection), ďalšie stratégie sú: výber na základe
lineárneho usporiadania (ranking), výber na základe exponenciálneho usporiadania
a turnajová selekcia (vyberá sa najvhodnejší víťaz z náhodnej skupiny riešení, ktorý
sa zaradí do novej populácie, zvyšné riešenia sa vrátia naspäť a to sa opakuje pokiaľ
nemá nová populácia požadovanú veľkosť).
• Stratégia reprodukcie – výber operátorov mutácie (napr. operátor inverzie) a kríženia
(jednobodové, viacbodové, uniformné kríženie) za účelom generovania nových riešení
(potomkov).
• Obnova populácie – potomkovia súperia so starými jednotlivcami (riešeniami) o miesto
v ďalšej generácií (prežitie najvhodnejšieho). Pri tejto náhrade sa používajú rôzne
techniky: výber podľa kvality pri zachovaní veľkosti populácie, turnaj, elitárstvo, fak-
tor premnoženia, handicap. . . Iný prístup je úplná náhrada starej populácie.
• Zastavovacie kritérium – rieši problém zastavenie algoritmu. V zásade môžme rozlíšiť
dva typy: statické ( koniec hľadania je známy a priory, napr. počet generácií, počet
vyhodnotení fitness funkcie, limitácia zdrojov CPU,. . .) a dynamické (napr. počet
generácií bez zlepšenia,. . .).
V kontexte optimalizačných úloh využívajúcich GA môžme rozlišovať úlohy s jedným,
alebo viacerými kritériami, tzv. multikriteriálne. Bežným prístupom k riešeniu multikrité-
rialneho problému pomocou klasickej jednokriteriálnej optimalizácie je zahrnutie všetkých
samostatných kritérií v jednej skalárnej fitness funkcii ako váženú sumu kritérií. Efektivita
tohto prístupu závisí na voľbe váh, čo je často netriviálny problém.
Multikriteriálna optimalizácia pristupuje k jednotlivým kritériám samostatne a kandi-
dátne riešenia porovnáva s využitím relácie Pareto dominancie [27]. Multikriteriálny GA
(angl. multi-objective GA) vyhľadáva nedominované individuá, tzv. Pareto optimálne rieše-
nia. Zvyčajne existuje množina takýchto riešení, ktorá tvorí Paretovú frontu. Riešenia na
tejto fronte sú najlepšie v jednom alebo viacerých kritériách, alebo reprezentujú najlepší
kompromis medzi sledovanými kritériami. Existuje niekoľko rôznych algoritmov multikri-
teriálnej optimalizácie využívajúcich rôzne prístupy vyhodnocovania individuí, ale všetky
pracujú s usporiadaním nedominovaných riešení.
4.3 Nástroje pre prácu s algoritmami prehľadávania stavo-
vého priestoru
V súčastnosti existuje niekoľko nástrojov, resp. knižníc, pre prácu a algoritmami pre prehľa-
dávanie stavového priestoru. V kontexte tejto práce si predstavíme vybrané nástroje, a to
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knižnicu ECJ [28] a nástroj SearchBestie. Z ďalších podobných nástrojov môžme spomenúť
napríklad systém pre generovanie unit testov vytvorený v rámci projektu EvoSuite [10].
4.3.1 SearchBestie
SearchBestie (Search-Based Testing Environment), ďalej SBestie, je generická infraštrukt-
úra, ktorá poskytuje prostredie pre experimentovanie s technikami prehľadávania priestoru
v oblasti testovania softwaru. SBestie poskytuje prostriedky (angl. engines) pre prehľadá-
vanie a analýzu stavového priestoru, kde si stav môžeme predstaviť ako n-dimenzionálnu
kombináciu parametrov rôznych typov, ktoré sa podieľajú na riadení vybraného testu a jeho
parametrov (pozri definíciu TNCS problému v sekcii 4.1). SBestie umožňuje vyhľadávanie
najlepšej kombinácie (resp. množiny najlepších kombinácií) parametrov vhodným spôsobom
prehľadávania priestor tak, aby výsledok odpovedal požiadavkám (kritériám) definovaných
nejakou fitness funkciou.
Riadiaci modul
Externý
zásuvný 
modul
Externý
zásuvný 
modul
Prehľadávací
modul
Vykonávací
modul
Zásuvný modul
kontroléru
prehľadávania
Úložný 
modul
Obrázok 4.1: Náhľad na architektúru SBestie.
SBestia pozostáva z niekoľkých modulov, ktoré medzi sebou spolupracujú. Náhľad na
štruktúru a fungovanie architektúry SBestie je na obrázku 4.1. SBestie pozostáva z týchto
modulov:
• Manger (riadiaci modul) kontroluje proces prehľadávania stavového priestoru a po-
skytuje dodatočnú funkcionalitu (napr. logovací podsystém).
• Search (prehľadávací modul) má na starosti výber stavu (kombinácia parametrov a
testu), ktorý bude preskúmaný v ďalšom kroku prehľadávacieho procesu.
• Executor (vykonávací modul) spúšťa test s danými parametrami a zároveň sa stará
o zber výsledkov.
• State Space Storage (úložný modul) ukladá výsledky vykonaných testov.
Riadeniu samotného (riadiacim modulom) cyklu prehľadávania predchádza načítanie
konfigurácie z konfiguračného súboru a inicializácia ostatných modulov. Riadiaci modul si
20
následne vyžiada stav z prehľadávaného stavového priestoru od prehľadávacieho modulu.
Tento stav sa poskytne vykonávaciemu modulu, ktorý spusti test s príslušnými parame-
trami. Zozbierané výsledky sa uložia do objektu reprezentujúceho výsledok a zašlú sa späť
do vyhľadávacieho modulu. Následne sa výsledok uloží v úložišti preskúmaných stavov.
Pred zahájením ďalšej iterácie prehľadávacieho cyklu sa skontroluje splnenie preddefino-
vanej podmienky ukončenia (napr. dosiahnutie požadovanej hodnoty fitness, dosiahnutie
daného počtu iterácií,. . .). Pokiaľ je podmienka splnená, tak prehľadávanie končí a riadiaci
modul môže analyzovať výsledky alebo ich exportovať.
Prehľadávací modul SBestie (Search) poskytuje niekoľko rôznych algoritmov prehľadá-
vania stavového priestoru, napr. sekvenčné prehľadávanie (prehľadávanie celého stavového
priestoru sekvenčným prechodom stavu za stavom), náhodné prehľadávanie (náhodný výber
stavov, ktoré ešte neboli preskúmané) a lokálne prehľadávanie stavového priestoru algorit-
mom Hill-climbing v dvoch variantách (buďto sa berú do úvahy iba susedné stavy v rámci
niekoľkých zvolených dimenzií stavu, alebo sa berie do úvahy susedstvo stavov nad všet-
kými dimenziami). Ďalšou možnosťou je prehľadávanie a analýza konkrétne špecifikovaných
stavov (tzv. no search), čo je možné využiť napríklad pri podrobnejšie analýze už nájdenej
množiny najlepších kombinácií parametrov (napr. výsledná populácia GA).
Cieľom návrhu architektúry je vytvorenie generického systému, ktorého chovanie je
možné špecifikovať použitým zásuvným modulom (prípadne viacerými modulmi). Všetky
základne moduly SBestie poskytujú dve rozhrania – jedno pre komunikáciu so zvyškom in-
fraštruktúry a druhé pre zásuvný modul poskytujúci funkcionalitu (angl. pluggable engine).
Kde takýto zásuvný modul môže implementovať funkcionalitu (napr. algoritmus prehľadá-
vania stavového priestoru), alebo poskytnúť rozhranie pre komunikáciu s externým nástro-
jom alebo knižnicou.
Testovanie súbežného chovania programov
Cieľom algoritmov aplikovaných pri testovaní založenom na prehľadávaní stavového pries-
toru je generovanie testovacích dát, ktoré poskytujú najlepšie výsledky vzhľadom k sledo-
vanej metrike (viď. sekciu 2.2). Vygenerované testovacie dáta obsahujú nastavenie testu
(rôzne parametre testu) a niekedy aj vstupné dáta testovaného programu.
SBestie aplikuje túto myšlienku aj pri testovaní súbežného chovania viacvláknových
programov. Toho sa dosiahlo rozšírením testovacích dát, generovaných algoritmom prehľa-
dávania stavového priestoru, o konfiguračné parametere infraštruktúry ConTest. Vďaka
prepojeniu SBestie s nástrojom ConTest dochádza k zlepšenie vlastnosti systému vzhľadom
na testovanie súbežného chovania programov. Pri zameraní pozornosti procesu testovania
na súbežne chovanie sledujeme vhodnosť testovacích dát pomocou fitness funkcie, ktorá
vo výsledku zohľadňuje dosiahnuté úspechy súvisiace so súbežným chovaním v testovanom
programe. Takto je možné nasmerovať algoritmus prehľadávania stavového priestoru na
testovacie dáta (teda aj konfigurácie nastroja ConTest), ktoré testujú súbežné chovanie
v programe čo najlepšie.
4.3.2 Knižnica ECJ
ECJ (Evolutionary Computation Journal) [28] je výskumný systém vytvorený v jazyku
Java. Systém je navrhnutý tak, aby bol čo najflexibilnejší, tj. takmer všetky triedy (a
všetky nastavenia tried) sa určujú dynamicky za behu programu (angl. runtime) podľa
konfiguračného súboru (tzv. parameter file) definovaného užívateľom, ktorý obsahuje ria-
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diace parametere behu. Všetky štruktúry v systému sú usporiadané za účelom jednoduchej
modifikácie. Zároveň jej systém navrhnutý s s dôrazom na efektivitu.
Samotný názov systému napovedá, že z oblasti algoritmov prehľadávania priestoru sa
zameriava na evolučné prístupy, čomu odpovedá množstvo implementovaných vlastností
(hierarchické usporiadanie súborov s parametrami, viacvláknový beh programu, Mersene
Twister generátor náhodných čísel, abstrakcia pre implementáciu rôznych foriem evolu-
čných výpočtov,. . .). Z nášho pohľadu (vzhľadom na predchádzajúci text, sekcia 4.2) sú
najzaujímavejšie vlastnosti súvisiace s genetickými algoritmami:
• prostriedky generačnej evolúcie s/bez elitárstva,
• flexibilná architektúra reprodukcie (angl. breeding),
• množstvo selekčných operátorov,
• načítanie populácií zo súboru,
• koevolúcia jedno a multikriteriálnych populácií,
• multikriteriálna optimalizácia (algoritmy NSGA-II a SPEA2 [13, 3]), a ďalšie.
V kontexte testovania súbežnosti vo viacvláknových programov spočíva význam knižnice
ECJ v možnosti prepojenia s infraštruktúrou SBestie. Kde môže ECJ figurovať v dvoch
variantách:
1. ECJ funguje ako externý zásuvný modul poskytujúci funkcionalitu prehľadávania sta-
vového priestoru.
2. ECJ funguje ako riadiaci modul prehľadávania, ktorý využíva základne moduly im-
plementované v infraštruktúre SBestie, ktoré zároveň implementujú rozhranie špeci-
fikované systémom ECJ.
Keďže sa jedna o prepojenie dvoch relatívne komplexných infraštruktúre dochádza
v istom bode k transformácií dát z reprezentácie jedného systému do formy zrozumiteľ-
nej druhému systému. V tomto ohľade funguje jednoduchšie druhá varianta zapojenia, kde
vlastne SBestie implementuje triedy s rozhraním pochopiteľným systému ECJ. Implemen-
tované triedy špecifikujú vlastnosti genetického algoritmu – reprodukciu, formu evolučných
stavov, reprezentáciu jednotlivcov, apod. . Zároveň dochádza zo strany ECJ k volaniu inicia-
lizačnej triedy, v rámci ktorej dochádza k inicializácii samotného systému SBestie a následne
sa každý jednotlivec zo skúmanej populácie vyhodnocuje v tomto prostredí štandardným
spôsob. Pred samotným vyhodnotením dochádza k transformácií genómu jednotlivca do
reprezentácie zrozumiteľnej SBestie, tak aby odpovedal dimenziám testu špecifikovaným
v konfiguračnom súbore. Na jednej strane môže proces transformácie predstavovať medzi-
krok zvyšujúci réžiu prehľadávania stavového priestoru (treba si však uvedomiť, že podobnej
forme transformácie dimenzií na genóm by sme sa nevyhli ani v prípade zapojenia kde ECJ
figuruje ako externý prehľadávací modul), avšak na druhú stranu umožňuje tento proces
možnosť zakódovania kombinácie parametrov testu, dimenzií, do reprezentácie vhodnejšej
pre potreby použitého genetického algoritmu a jeho operátorov.
Prepojením infraštruktúry testovacieho prostredia SBestie, ktoré naviac už využíva in-
fraštruktúru ConTestu, so systémom ECJ získavame silný nástroj umožňujúci testovanie a
analýzu súbežného chovania viacvláknových programov, ktorý zároveň využíva k prehľadá-
vaniu stavového priestoru testovacích dát (vrátane konfigurácií ConTest) silu genetických
algoritmov.
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Kapitola 5
Analýza testovania pomocou
techník vkladania šumu
Táto kapitola popisuje súčasný stav v testovaní súbežného chovania viacvláknových progra-
mov pomocou techník vkladania šumu v kombinácií s algoritmami prehľadávania stavového
priestoru. V prvej časti textu si predstavíme a analyzujeme existujúce riešenia využitia me-
taheuristík v kontexte riešenia TNCS problému. Vzhľadom na povzbudivé výsledky s využi-
tím genetických algoritmov, dosiahnuté v predchádzajúcich prácach [12, 13], sa sústredíme
práve na túto oblasť a na možnosti optimalizácie testovania.
Ďalej sa v kapitole venujeme analýze existujúcich heuristík vkladania šumu z hľadiska
využitia generátoru náhodných čísel, ktorý môže predstavovať zdroj nedeterministického
chovania. Prítomnosť nedeterminizmu zavádza do testovania problém reprodukcie konkrét-
neho preloženia vlákien (resp. inštrukcií), ku ktorému došlo pri použití konfigurácie šumu
získanej pomocou metaheuristiky. Je možné, že pri použití tejto konfigurácie došlo k prejavu
nejakej chyby, ale opätovným spustením testu s rovnakou testovacou konfiguráciou (napr.
za účelom ladenia programu) nemusíme dosiahnuť rovnaký výsledok (rovnaké preloženie
inštrukcií). Použitie generátora náhodných čísel zvyšuje úroveň nedeterminizmu, ktorý už
do testovania viacvláknových programov zavádza systémový plánovač.
V poslednej časti kapitoly špecifikujeme požiadavky na nové heuristiky vkladania šumu,
ktoré nebudú závisieť na generátore náhodných čísel, na základe predchádzajúcich analýz
genetického prístupu riešenia TNCS problému a existujúcich zdrojov náhodnosti v použí-
vaných heuristikách.
5.1 Testovania súbežného chovania programov s využitím
genetických algoritmov
V kapitole 4.2 sme poukázali na možnosť aplikácie metaheuristík na riešenie TNCS pro-
blému. Na základe predchádzajúceho prehľadu najpopulárnejších algoritmov prehľadávania
stavového priestoru sme ako pomerne sľubnú možnosť identifikovali genetické algoritmy, čo
nám potvrdzujú aj úspechy dosiahnuté v predchádzajúcich prácach [12, 13].
Riešenie TNCS problému pomocou genetického algoritmu (ďalej GA) sa ukázalo efek-
tívnejšie ako metaheuristiky založené na jednoduchom lokálnom prehľadávaní – Hill clim-
bing. Nutno však podotknúť, že počiatočne experimenty s horolezeckým algoritmom [16]
poskytli povzbudivé výsledky, ktoré viedli k ďalším pokusom s inými algoritmami metaheu-
ristík (vrátane GA). Dosiahnuté výsledky boli lepšie ako pri použití náhodného prístupu, ale
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horolezecký algoritmus sa často zasekával v lokálnom optime. Po analýze prehľadávaného
priestoru riešení TNCS problému sa ukázalo, že obsahuje príliš mnoho lokálnych optím [17],
čo sa ukázalo ako príliš veľká prekážke pre použitie algoritmu Hill climbing.
Pri riešení TNCS problému pomocou GA považujeme množinu konfigurácií šumu za
populáciu riešení, kde jednotlivé testovacie konfigurácie zastupujú rolu jednotlivcov v po-
pulácií. V predchádzajúcich prácach [13, 12, 17] sa pre zakódovanie testovacích konfigurácií
do genómu jednotlivcov použil vektor celých čísiel. Pri popise reprezentácie sa neberú do
úvahy parametre testu, teda testovacia konfigurácia (celočíselný vektor) zahŕňa iba na-
stavenia vkladania šumu. O nastavenie parametrov testu môže byť konfigurácia rozšírená
jednoduchým pridaním ďalších potrebných hodnôt do vektoru. Takto sa môžeme sústre-
diť iba na konfigurácie šumu, ktoré formujú vektory v rozsahu napríklad (0, 0, 0, 0, 0,
0)–(1000, 5, 3, 6, 2, 2) [17]. Prvý parameter kontroluje frekvenciu vkladania šumu (po-
rovnáva sa s náhodne vygenerovaným číslom). Ďalšie dva parametre kontrolujú heuristiky
umiestnenia šumu (napr. zameranie na zdieľané premenné, apod.). Posledné tri parame-
tre kontrolujú nastavenie základných a pokročilých heuristík spôsobu generovania šumu.
Jedná sa o konfiguračné parametre heuristík vkladania šumu (viď. sekciu 3.3), ktoré budú
spomenuté v následujúcej analýze využitia generátoru náhodných čísel.
V naväzujúcej sekcii pokračujeme rozborom významu opakovaného spúšťania testov pri
testovaní súbežného chovania programov.
Opakované spúšťanie testov pri testovaní súbežnosti
Testovanie funguje zvyčajne na princípe porovnávania výsledkov spusteného testu s očaká-
vanými výsledkami. Pokiaľ porovnávaný výsledok testu odpovedá očakávanej hodnote, tak
bol test úspešný, v opačnom prípade končí test neúspechom. Súbežné chovanie viacvlákno-
vých programov zavádza do spúšťania testov nedeterminizmus. Vzniká potreba overiť, že
program produkuje rovnaký výsledok pre rôzne vstupy bez ohľadu na to, aké preloženie
inštrukcií bolo použité v behu programu (typicky existuje veľké množstvo rôznych pre-
ložení). Testovanie súbežného chovania programov sa takto komplikuje, pretože nastáva
reálna možnosť, že test, ktorý bol spustený už mnohokrát s pozitívnym výsledkom môže
skončiť neúspechom. Stačí aby došlo k použitiu preloženia inštrukcií, ktoré je odlišné od
všetkých predchádzajúcich behov testu.
Nástroje pre testovanie súbežného chovanie programov, vrátane spomínaných metód
využívajúcich genetických prístup k riešeniu TNCS problému, skúmajú rôzne preloženia
inštrukcií, ku ktorým dochádza behom opakovaného spúšťania testov. Cieľom je odhale-
nie takej postupnosti inštrukcií, pri ktorej výsledok testu neodpovedá očakávania a test
končí neúspechom. Môžme teda skonštatovať, že opakované spúšťanie testov pri testovaní
súbežného chovania má zmysel.
Otázkou ostáva určenie počtu opakovaní. Na základe experimentov [16] sa zistilo, že
počet dosiaľ nepreskúmaných preložení inštrukcií klesá s počtom spustení testu. To platí aj
pri použití heuristík vkladania šumu za účelom vytvorenie zatiaľ nepreskúmaných preložení,
vrátane heuristík implementovaných v nástroji ConTest (popísaných v kapitole 3.3).
5.2 Generátor náhodných čísel v heuristikách vkladania šumu
V predchádzajúcej podkapitole sme zistili, že heuristiky vkladania šumu implementované
v nástroji ConTest vynucujú pri opakovanom spustení testu (s rovnakou testovacou kon-
figuráciou) odlišné preloženia inštrukcií. Z toho vyplýva, že použité heuristiky pracujú so
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zdrojom nedeterminizmu (generátorom náhodných čísel). To neplatí pre všetky. Pozrime
sa na heuristiky vkladania šumu, popísané v kapitole 3.2, z pohľadu využitia generátoru
náhodných čísel:
• Heuristiky yield, sleep, wait, synchYield, busyWait – nepoužívajú generátor
náhodných čísel, určujú iba spôsob akým sa bude generovať šum. ConTest však im-
plementuje aj variantu mixed, ktorá v každom bode programu určenom k vloženiu
šumu náhodne vyberá jednu z predchádzajúcich piatich techník vloženia šumu.
• Heuristika haltOneThread - príležitostne pozastaví jedno vybrané vlákno až do
doby pokiaľ žiadne iné nemôže ďalej pokračovať vo vykonávaní inštrukcií. Zároveň
je heuristika závislá na nastavení parametru vkladania frekvencie vkladania šumu
(frequency), ktorý musí mať nenulovú hodnotu.
• Heuristika timeoutTampering - náhodne redukuje hodnotu parametru určuj-
úceho dĺžku čakania (timeout) vo volaniach metód Thread.sleep, Thread.join a
Object.wait. Cieľom je odhalenie chýb, vyplývajúcich z chybného použitia volania
metódy sleep() ako synchronizačného prostriedku.
• Heuristika random – vkladá šum do všetkých miest (určených k vloženiu šumu)
s rovnakou pravdepodobnosťou, čo znamená, že pracuje s generátorom náhodných
čísel.
• Heuristiky sharedVar-all a sharedVar-one – pracujú na rovnakom princípe ako
heuristika random, kde naviac sharedVar-one vyberá náhodne iba jednu zdieľanú
premennú, na ktorú sa bude sústreďovať vkladanie šumu.
Z tejto stručnej analýzy vyplýva, že z heuristík implementovaných v ConTeste, nepra-
cujú s generátorom náhodných čísel iba základne heuristiky spôsobu generovania šumu
yield, sleep, wait, synchYield, busyWait.
5.3 Zhrnutie a špecifikácia cieľov nových heuristík vkladania
šumu
Definujme si, pred samotným zhrnutím, pojem stabilita v kontexte testovania súbežného
chovania programov, resp. vyhodnocovania skúmaných konfigurácií testov. Nech stabilita
konfigurácie testu (resp. konfigurácie šumu skúmaného riešenia TNCS problému) popisuje
schopnosť danej konfigurácie poskytovať rovnaké výsledky, vzhľadom na nejakú sledovanú
metriku, v čo najväčšom počte opakovaných spustení, a to aj napriek faktu, že sa behom
každého spustenia testu musí potýkať s nedeterminizmom vznikajúcim v rámci plánovača,
prípadne nedeterminizmom zavádzaným heuristikami vkladania šumu, ktoré využívajú ge-
nerátor náhodných čísel. Takáto požiadavka na vlastnosti testu a testovacieho prostredia
(teda aj procesu generovania šumu) môže byť užitočná napríklad pri regresívnom testo-
vaní [26].
Pozrime sa na testovanie súbežného chovania programov s využitím genetického prístupu
z pohľadu stability. Tento prístup riešenia TNCS problému [13], sa pri hľadaní vhodných
konfigurácií vkladania šumu snaží zohľadniť aj efektivitu (čo najväčšie pokrytie aspektov
súbežného chovania programu pri čo najmenších nárokoch na čas a zdroje) a stabilitu
skúmanej konfigurácie šumu. To znamená, že sa snaží nájsť také testy, parametre testov,
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heuristiky vkladania šumu, a parametre týchto heuristík, tak aby preskúmali program čo
najefektívnejšie a poskytovali rovnako dobré výsledky konštantne pri opakovanom spustení.
V našej analýze sme došli k záveru, že pri opakovanom spúšťaní testov klesá počet ne-
preskúmaných preložení inštrukcií, tj. dochádza k nejakej zmene, k použitiu iného preloženia
inštrukcií, ktoré môže viesť k inému výsledku vzhľadom k sledovanej metrike pokrytia súbež-
ného chovania. Teda nemôžem brať výsledok jedného spustenie testu ako reprezentatívnu
hodnotu, pretože je nestabilný. Pri vyhodnocovaní vybranej konfigurácie (určenie hodnoty
fitness funkcie podľa sledovaných kritérií) je preto potrebné pre zohľadnenie stability vybrať
nejakú reprezentatívnu hodnotu z množiny opakovane spustených testov danej konfigurá-
cie. Existuje niekoľko možností výpočtu tejto reprezentatívnej hodnoty (medián, modus,
kumulatívna hodnota), z ktorých najlepší priemerný výsledok poskytoval medián [13].
V ďalšej časti sme identifikovali základné heuristiky nástroja ConTest, ktoré pracujú
s generátorom náhodných čísel. Čo znamená, že majú ako zdroj nedeterminizmu, podiel na
nestabilite pri opakovanom spúšťaní testov.
Špecifikácia cieľov a vlastností nových heuristík
Na základe tejto analýzy, sme navrhli ako možnosť optimalizácie procesu testovania súbež-
ného chovanie, resp. hľadania čo najlepšej konfigurácie šumu (tj. TNCS problému) vytvore-
nie nových heuristík vkladania šumu, ktoré nepracujú s generátorom náhodných čísel. Ciele
tejto optimalizácie (tada požadované vlastnosti nových heuristík) sú:
1. Odstránenie zdroja náhodnosti (nedeterminizmu) z procesu vkladania šumu, tj. eli-
minácia závislosti na generátore náhodných čísel.
2. Nové heuristiky vkladania šumu sa budú riadiť deterministickou rozhodovacou pro-
cedúrou.
3. Výber konfiguračných parametrov deterministických heuristík vkladania šumu bude
možné reprezentovať ako problém vhodný pre algoritmy prehľadávania priestoru.
4. Vyhodnocovanie konfigurácie testu pri použití nových heuristík vkladania šumu bude
poskytovať stabilnejšie výsledky, vzhľadom na vybranú metriku pokrytia súbežného
chovania, ako aktuálne implementované heuristiky v nástroji ConTest pracujúce s ge-
nerátorom náhodných čísel.
5. Stabilita výsledkov pri použití nových heuristík vkladania šumu by sa mala blížiť
hodnotám dosahovaných pri spustení inštrumentovaného programu bez šumu. Tu sme
vzali do úvahy, že hocijaký vložený kód (volanie vlákna ConTestu) ovplyvňuje výkon-
nosť a plánovanie behu vlákien.
Pri splnení požiadavkov na nové deterministické heuristiky vkladania šumu dosiahneme
optimalizáciu riešenia TNCS problému, tým že zredukujeme počet potrebných opakovaných
spustení sledovanej konfigurácie testu. Túto redukciu nám umožní zlepšenie stability testo-
vanej konfigurácie použitím deterministických techník vkladania šumu. Tým zároveň zredu-
kujeme zdroje nedeterminizmu iba na plánovač systému a zároveň predstavíme nový stavový
priestor konfigurácií nových heuristík. Zavedením stavového priestoru možných konfigurácií
deterministických heuristík vkladania šumu by sme zároveň dosiahli informovanejšie prehľa-
dávanie daného stavového priestoru, keďže každá konfigurácia šumu by mal vzhľadom na
sledovanú metriku pokrytia poskytovať stabilné výsledky, narozdiel od predchádzajúceho
náhodného prístupu.
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Analýza vhodných metrík pokrytia pre určenie stability testu
V kapitole 2.2 sme sa zoznámili so súčasným stavom metrík pokrytia viacvláknových progra-
mov, v ktorých sa zohľadňujú vybrané aspekty súbežného chovania programu. Pri určovaní
stability nových heuristík vkladania šumu v porovnaní s náhodným prístupom sa budeme
orientovať podľa vhodne zvolenej metriky zo spomínaného zoznamu.
Tu si musíme ujasniť čo, resp. ktorý aspekt súbežného chovanie, chceme v programe
pri určovaní stability sledovať. Konkrétne v tejto oblasti optimalizácie testovania nie je
naším primárnym cieľom hľadanie takej konfigurácie šumu, pri ktorej by sa pri spustení
testu prejavil nejaký typ chyby súbežnosti, čím môžeme vylúčiť metriky pokrytia založené
na princípe dynamickej analýzy (Eraser, Avio, GoldiLocks,. . .). Tieto typy metrík majú
nepopierateľný význam v oblasti detekcie chýb súbežnosti, ale v rámci našej optimalizá-
cie stability sa zaoberáme inou oblasťou pokrytia viacvláknových programov. To nemení
fakt, že pri potvrdení našich očakávaní s deterministickými heuristikami vkladania šumu,
si dané metriky udržia dôležitú pozíciu v nastavovaní kritérií fitness funkcie použitej pri
vyhodnocovaní jednotlivcov genetického algoritmu.
Ďalšou možnosťou je sledovanie iba jednoduchých kritérií, ktoré sledujú trvanie testu
(čas), výskyt výnimiek (manifestácia nejakej chyby) alebo výskyt prerušení (pokiaľ test pre-
siahne určenú maximálnu dobu trvania, tak je prerušený) z dôvodu uviaznutia (deadlock).
Tieto kritéria opäť nie sú vhodné, a to nie len z dôvodu, že vôbec nezohľadňujú aspekty
súbežného chovania, ale sú nezaujímavé z pohľadu primárneho vyhodnocovania stability
konfigurácie testu. Sledovanie týchto kritériu, obzvlášť manifestácie chýb, môže byť zaují-
mavé v ďalšej fáze vyhodnocovania nových heuristík vkladania šumu. Môžme totiž vysloviť
tvrdenie, že pokiaľ nájdeme konfiguráciu šumu deterministickej heuristiky, pri ktorej sa
prejaví chyba, tak bude manifestácia tejto chyby pri opakovanom spustení testu častejšia
ako u podobnej konfigurácie šumu heuristiky pracujúcej s generátorom náhodných čísel. To
je ďalší prínos zvýšenia stability testovania.
Dostávame sa k záveru, že najvhodnejšou alternatívou pri experimentoch so stabilitou
nových heuristík bude použitie jednej z obecných heuristík pokrytia súbežného chovania
programu. Nástroj ConTest priamo v sebe implementuje hneď niekoľko takýchto metrík,
ktoré sme podrobnejšie popísali (vrátane výhod a nevýhod) v kapitole 2.2:
• pokrytie zdieľaných premenných (shared variable coverage),
• pokrytie synchronizácie (synchronization coverage),
• pokrytie súbežných párov udalostí (coverage of concurent pairs of events, ďalej Con-
curPairs).
Pre naše zámery sa ako najvhodnejšia varianta javí obecná metrika pokrytia Concur-
Pairs. Dôvodom je to, že nám poskytuje dostatočné množstvo rozdielnych hodnôt u opa-
kovaného spúšťania testov, vďaka čomu môžeme sledovať smerodajnú odchýlku stability
u konfigurácií šumu v našich nových heuristikách. Zároveň nás v tomto ohľade netrápia
problémy, s ktorými sa metrika potýka, pretože nekolidujú s našimi zámermi – nesnažíme
sa pokryť všetky možné kombinácie súbežných párov lokalít a pri sledovaní stability neroz-
lišujeme dôležité a nedôležité úlohy pokrytia. V rámci tohto problému sa zameriavame iba
na zmenu pokrytia pri opakovanom spúšťaní testu.
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Kapitola 6
Návrh nových heuristík vkladania
šumu
Táto kapitola popisuje návrh nových heuristík vkladania šumu, ktoré nevyužívajú generátor
náhodných čísel. Samotný návrh heuristík vychádza z predchádzajúcej analýzy, vrátane
špecifikovaných požiadavkov na heuristiky, a zároveň zohľadňuje možnosti nástroja ConTest
popísané v kapitole 3.2.
Prvá časť kapitoly popisuje spoločné vlastnosti heuristík. V ďalšej časti sa venujeme
popisu jednotlivých heuristík. Samotný popis heuristiky je tvorený stručným úvodom (po-
pis myšlienky heuristiky), popisom rozhodovacej procedúry pre vloženie šumu a následne
definíciou kontrolných parametrov heuristiky. K popisu parametrov heuristík je použitá
reprezentácia odpovedajúca testovacej infraštruktúre SBestie (tj. parametre predstavujú
dimenzie stavového priestoru, viď. kapitola 4.3.1), o ktorej zároveň vieme povedať, že je
prevediteľná do reprezentácia použiteľnej v aplikácií GA na prehľadávanie stavového pries-
toru knižnicou ECJ (sekcia 4.3.2). Popis dimenzie v takejto reprezentácií pozostáva z názvu
dimenzie, typu (integer, boolean, a enum pre výčet) a rozsahu (výčtu) hodnôt.
V návrhu nových heuristík vkladania šumu budeme pod pojmom programová lokalita
chápať miesto v programe vhodné k vloženiu šumu (inštrumentačný bod definovaný v ka-
pitole 3.2).
6.1 Spoločné vlastnosti nových heuristík vkladania šumu
Každá z navrhovaných heuristík predstavuje samostatný zdroj šumu. Riadenie vkladania
šumu do behu testovaného programu je konfigurovateľné pomocou špecifických parametrov
konkrétnej heuristiky. Mimo tieto špecifické nastavenia heuristík, existujú ďalšie možnosti
parametrizácie, ktoré síce nesúvisia priamo s konfiguráciou nových heuristík, ale sú bez-
prostredne spojené s procesom vkladania šumu. V našom prípade sa jedná o parametre
definujúce konfiguráciu techník generovania šumu.
6.1.1 Konfigurácia heuristík spôsobu generovania šumu
Všetky nové heuristiky vkladania šumu zdieľajú možnosť nastavenia typu generovaného
šumu prostredníctvom príslušného konfiguračného parametru. Je zrejmé že sa jedná o kon-
figuráciu heuristík spôsobu generovania šumu (noise seeding), zatiaľ čo samotné nové heuris-
tiky vkladania šumu sa zameriavajú hlavne na umiestnenie šumu (noise placement) v pro-
grame (pozri klasifikáciu heuristík vkladania šumu v kapitole 3.3). Dôvod, prečo spomíname
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tieto heuristiky spôsobu generovania šumu je ten, že ich konfigurácia súvisí s ďalším návr-
hom nových deterministických heuristík.
Na základe analýzy v predchádzajúcej kapitole sme zistili, že medzi heuristikami spô-
sobu generovania šumu existujú aj také, ktoré používajú generátor náhodných čísel pre
náhodný výber rôznych typov generovaného šumu v jednom behu programu, tzv. heuris-
tika mixed. Túto heuristiku musíme vzhľadom na špecifikované ciele tejto práce odstrániť
z listu dostupných heuristík, čo znamená, že naše nové heuristiky umiestnenia šumu budú
vkladať jednotný typ šumu generovaný jednou z dostupných techník generovania šumu –
yield, sleep, wait, synchYield, busyWait.
Tabuľka 6.1 popisuje možné hodnoty konfigurácie heuristík spôsobu generovania šumu
vo forme dimenzie stavového priestoru (dimenzia noiseType). Konfiguračný parameter na-
dobúda vždy jednu hodnotu z definovaného rozsahu, ktorá ja zároveň zrozumiteľná aj pre
nástroj ConTest (použitý pri implementácií).
Dimenzia Typ Rozsah
noiseType enum yield, sleep, wait, synchYield, busyWait
strength integer < −1, 10 >
Tabuľka 6.1: Popis parametrov heuristík spôsobu generovania šumu.
Ďalším konfiguračný parametrom generovania šume je sila (strength). Sila vkladaného
šumu môže znamenať, napr. pri kombinácií s technikou generovania yield, počet vložených
inštrukcií, alebo v prípade techniky sleep dĺžku doby uspania (v milisekundách). Obecne
môže parameter nadobúdať tri rôzne hodnoty. Pri použití hodnoty -1 sa vkladá šum s neja-
kou východzou hodnotou sily, ktorú pozná interne iba ConTest. Použitie hodnoty 0 zna-
mená, že sa žiadny explicitný šum nevkladá, ale treba si uvedomiť, že zašumenie vzniká
už samotnou réžiou pri spracovaní danej udalostí (vhodnej k vloženiu šumu) ConTestom.
Nakoniec môže parameter nadobúdať hodnoty z intervalu 1 až 10 (hornú hranicu sme si
zvolili s ohľadom na fakt, že nepoznáme maximum definované ConTestom).
Pri vkladaní šumu pomocou deterministických heuristík si treba uvedomiť, že množstvo
vloženého šumu môže byť podstatné menšie oproti heuristikám s náhodným prístupom.
Toto tvrdenie nemusí platiť vždy. Podstatne menej šumu by sme vkladali v prípade, že
konkrétne špecifikujeme niekoľko miest v programe, do ktorých vložíme šum. Zatiaľ čo
náhodný prístup vkladá šum do všetkých lokalít s rovnakou pravdepodobnosťou. Dosť záleží
na voľbe frekvencie vkladania šumu u náhodného prístupu a voľbe programových lokalít
u deterministických heuristík. Aj deterministické heuristiky môžu generovať veľké množstvo
šumu, pokiaľ sa vyberie programová lokalita v cykle programu s veľkým počtom iterácií.
6.1.2 Deterministická rozhodovacia procedúra
Ďalšou spoločnou charakteristikou všetkých nových heuristík umiestnenia šumu je použitie
deterministickej rozhodovacej procedúry v procese vkladania šumu. V každom volaní roz-
hodovacej procedúry môžme k rozhodnutiu o tom, či šum vložíme alebo nie, použiť tieto
informácie, ktoré máme dostupné v každom bode vhodnom k vloženiu šumu:
1. Identifikátor aktuálne bežiaceho vlákna (tid).
2. Identifikátor programovej lokality, do ktorej sa chystáme vložiť šum (ploc).
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3. Typ programovej lokality (viď. kapitolu 3.2) z pohľadu inštrumentácie (operation).
4. Heuristiku vkladania šumu (resp. príslušný zásuvný modul), ktorá aktuálne rozhoduje
o vložení šumu (plug-in).
Každá z následujúcich heuristík pristupuje k návrhu rozhodovacej procedúry mierne
odlišne a využíva k rozhodovaniu inú podmnožinu dostupných informácií. Zároveň sú na-
vrhnuté rozhodovacie procedúry čo najjednoduchšie, aby sme zredukovali šum vkladaný
to behu programu, ktorý vzniká už samotnou réžiou a výpočtami v rámci logiky nových
heuristík.
6.2 Heuristika modulo
Heuristika modulo (resp. jej varianty) sú založené na jednoduchom princípe počítania
prístupov jednotlivých vlákien testovaného programu k sledovaným programovým lokali-
tám. Pre každé vlákno ti existuje príslušné počítadlo takýchto prístupov countti . Následne
sa rozhoduje o vložení šumu do aktuálnej programovej lokality podľa toho, či počet prístu-
pov k programovým lokalitám odpovedá násobku kontrolného parametru heuristiky. Vytvo-
rili sme takto deterministickú obdobu heuristiky vkladania šumu podľa zvolenej frekvencie
(do všetkých programových lokalít sa šum vkladá s rovnakou pravdepodobnosťou), ktorá
už je implementovaná v nástroji ConTest. Navrhli sme dve rôzne varianty tejto heuristiky.
6.2.1 Varianta simpleModulo
Táto varianta sa riadi iba jediným kontrolným parametrom, nazývaným simpleModulo.
K vloženiu šumu do behu vlákna ti dochádza pokiaľ zvyšok operácie modulo nad hodnotou
počítadla prístupov vlákna ti – countti (viď. spoločný popis variant heuristiky modulo) a
hodnotou parametru simpleModulo je nula. Rozhodovacej procedúre odpovedá pseudokód:
if ( countti mod simpleModulo == 0 ){
. . . /* vloženie šumu */ . . .
}
Táto najjednoduchšia heuristika pracuje pri rozhodovaní (vzhľadom na dostupné in-
formácie rozhodovacej procedúry) iba s identifikátorom vlákna (použitom pri identifikácií
príslušného počítadla). Nerozlišuje konkrétne programové lokality ani typy týchto lokalít.
Popis možných konfigurácií heuristiky (dimenzia odpovedá parametru simpleModulo) je
v tabuľke 6.2.
Dimenzia Typ Rozsah
simpleModulo integer < 0, 1000 >
Tabuľka 6.2: Popis parametrov heuristiky simpleModulo.
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6.2.2 Varianta multiModulo
Druhá varianta heuristiky modulo sa narozdiel od predchádzajúcej riadi hneď niekoľkými
parametrami, ktorou svojou funkciu odpovedajú parametru simpleModulo v prvej variante.
To znamená, že k vloženiu šumu do behu aktuálneho vlákna ti dochádza v prípade, keď je
hodnota v počítadle prístupov k programovým lokalitám daného vlákna (countti) násob-
kom aspoň jednej z kontrolných hodnôt. Keby sme teda uvažovali rozšírenie konfigurácie
heuristiky na N riadiacich parameterov (obecne ich môže byť rôzny počet) a parametre si
pomenovali ako modulo0, modulo1, . . ., moduloN−1, tak by pseudokód rozhodovacej pro-
cedúry vyzeral následovne:
if ( countti mod modulo0 == 0 || countti mod modulo1 == 0 || . . . ||
countti mod moduloN−2 == 0 || countti mod moduloN−1 == 0 ){
. . . /* vloženie šumu */ . . .
}
Motiváciou k tomuto rozšíreniu, je snaha o zvýšenie dostupného množstva unikátnych
preložení inštrukcií. To je založené na predpoklade, že pokiaľ bude prístup heuristiky modulo
dostatočne stabilný, tak môžme pridaním ďalších konfiguračných parametrov nasmerovať
použitý prehľadávací algoritmus do oblastí stavového priestoru preložení inštrukcií, ktoré
sme ešte nevideli a nepreskúmali.
Popis stavového priestoru konfigurácií tejto varianty je v tabuľke 6.3. Popis možných
parametrov je podobný ako u varianty simpleModulo (tabuľka 6.2) s tým rozdielom, že počet
dimenzií odpovedá počtu použitých parametrov (obecne N ). Konfiguračné parametre sa
označujú ako modulok a navzájom sú odlíšené hodnotou indexu k, ktorý nadobúda hodnoty
z rozsahu < 0, N).
Varianta multiModulo, podobne ako varianta simpleModulo, nerozlišuje konkrétne pro-
gramové lokality ani ich typy. Rozhodovacia procedúra využíva iba identifikátor aktuálneho
vlákna (určenie príslušného počítadla použitého v rozhodovacej podmienke).
Dimenzia Typ Rozsah
modulo0
integer < 0, 1000 >...
moduloN−1
Tabuľka 6.3: Popis parametrov heuristiky multiModulo.
Pre ďalší postup práce (implementácia) budeme napriek tomu, že môžeme použiť obecne
rôzny počet ďalších konfiguračných parametrov, uvažovať iba tri (modulo1, modulo2, mo-
dulo3 ) pre overenie, či tento koncept naplnil naše očakávania.
6.3 Heuristika locations
Heuristika locations sa pri umiestňovaní šumu zameriava na konkrétne programové lokality.
Zoznam všetkých dostupných programových lokalít nám poskytuje nástroj ConTest ako
výstup procesu inštrumentácie (súbor all.tasks, viď. kapitola 3.2). Pokiaľ poznáme všetky
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dostupné inštrumentačné body, tak z nich môžeme vybrať iba nejakú podmnožinou, na
ktorú sústredíme vkladanie šumu. Problém je, že pri počet všetkých týchto bodov môže byť
vysoký, v závislosti na veľkosti a charaktere inštrumentovaného programu.
Pre overenie tvrdenia, že má z hľadiska stability význam sledovať iba niektoré konkrétne
programové lokality, nemusíme sledovať všetky dostupné body v programe. Stačí sa zame-
rať iba na vybranú podmnožinu a posúdiť vplyv šumu v tejto časti programu vzhľadom
k stabilite použitej konfigurácie šumu.
Keďže poznáme všetky programové lokality, tak by sme konfiguráciu heuristiky mohli
teoreticky formulovať ako binárny vektor s dĺžkou odpovedajúcou počtu programových
lokalít. Hodnota vektoru na danej pozícií by nám potom hovorila, či budeme do programovej
lokality na odpovedajúcej pozícií, v súbore obsahujúcom zoznam všetkých lokalít, vkladať
šum. Takto by sme získali relatívne veľký počet dimenzií stavového priestoru konfigurácií
šumu, čo by nemuselo byť úplne ideálne.
Na potvrdenie konceptu, ako sme naznačili vyššie, nám stačí sústrediť pozornosť iba na
niekoľko lokalít. Z toho dôvodu je heuristika riadená celočíselným vektorom parametrov.
Nech je veľkosť vektoru N prvkov (tj. konfigurácia heuristiky má N dimenzií). Každý z N
parametrov heuristiky (označme ich ako ploc0, ploc1,, . . . , plocN−1) predstavuje kód progra-
movej lokality zo zoznamu dostupných lokalít, kde kód odpovedá pozícií tejto programovej
lokality v zozname. To znamená, že rozhodovacia procedúra sa pri vkladaní šumu rozhoduje
podľa toho, či je sledovaná programová lokalita (ploc) v zozname lokalít určených k vloženiu
šumu (locationsList – položky v zozname korešpondujú s konfiguračným vektorom), alebo
nie. Rozhodovací proces odpovedá pseudokódu:
if ( ploc in locationsList )
{
. . . /* vloženie šumu */ . . .
}
Tabuľka 6.4 popisuje stavový priestoru konfigurácií heuristiky locations. Každá dimenzia
(konfiguračný parameter) je označená ako plock, kde index k nadobúda hodnoty z rozsahu 0
až N . Pričom platí, že N < plocNum, kde N určuje počet sledovaných programových lokalít
a hodnota premennej plocNum odpovedá počtu všetkých programových lokalít v zozname
vygenerovanom pri inštrumentácií. Je zrejmé, že sa obecne môže počet dimenzií, teda počet
vybraných programových lokalít líšiť.
Dimenzia Typ Rozsah
ploc0
integer < 0, plocNum)...
plocN−1
Tabuľka 6.4: Popis parametrov heuristiky locations.
Z pohľadu dostupných informácií pri každom volaní rozhodovacej procedúry, využíva
táto heuristika iba informáciu o konkrétnej programovej lokalite (nezohľadňuje sa identifi-
kátor vlákna ani typ operácie). Charakteristickou vlastnosťou tejto heuristiky je schopnosť
vkladania šumu do konkrétnych programových lokalít, čo môže byť zaujímavé aj z hľadiska
32
hľadania chýb v súbežnosti. Obzvlášť pokiaľ výberu týchto konkrétnych programových loka-
lít bude predchádzať statická analýza programu, čím by sme prehľadávací algoritmus mohli
nasmerovať priamo do podozrivej časti stavového priestoru.
6.4 Heuristika optypes
Heuristika optypes je založená na princípe vkladania šumu iba do programových lokalít,
ktoré sú označené vybraným typom operácie (angl. operation type). Táto informácie, je
podobne ako u predchádzajúcej heuristiky locations, obsiahnutá v zozname všetkých pro-
gramových lokalít, ktorý vzniká pri inštrumentácií programu (kapitola 3.2).
To znamená, že pri každom mieste programu zo zoznamu existuje informácie popi-
sujúca typ operácie súvisiaci s daným inštrumentačným bodom. Napríklad typ operácie
amx označuje v danom mieste udalosť, v ktorej došlo k opusteniu monitoru (skratka pre
after monitor exist). Na daný typ udalosti môžme reagovať pokiaľ sa prihlásime k od-
beru tohto typu udalostí, a tým, že implementujeme vhodné rozhranie (v tomto prípade
AfterMonitorExitListener), ktoré nám v nástroji ConTest poskytuje architektúra odbe-
rateľov (pozri sekcia 3.2).
Typicky nemusí každý inštrumentovaný programov obsahovať všetky existujúce typy
operácií. Heuristika preto pracuje iba s množinou typov operácií prítomných v existuj-
úcom zozname programových lokalít. Keďže je počet dostupných typov operácií nezane-
dbateľne menší ako celkový počet programových lokalít v zozname, môžme na riadenia
heuristiky použiť binárny vektor konfiguračných parametrov. Veľkosť vektoru odpovedá
veľkosti množine typov operácií v danom inštrumentovanom programe. Každá pozícia vo
vektore korešponduje s jedným typom operácie. Hodnota na danej pozícii nám potom určuje
či do programových lokalít daného typu budeme vkladať šum alebo nie.
Pre zachovanie konzistencie s predchádzajúcimi heuristikami, rozšírime tento binárny
vektor na vektor celých čísel, kde parametre budú nadobúdať hodnoty z rozsahu < 0, 1 >,
kde k vloženiu šumu dôjde pokiaľ je hodnota nastavená na 1.
Rozhodovaciu procedúru heuristiky môžme popísať následujúcim pseudokódom:
if ( ploc.getOpType() in operationsList )
{
. . . /* vloženie šumu */ . . .
}
Kde ploc označuje aktuálne spracovávanú programovú lokalitu a metóda getOpType()
umožňuje získanie typu operácie (udalosti) v danom bode. Zoznam aktívnych typov operácií,
teda takých, do ktorých budeme vkladať šum vybudujeme na základe externého zoznamu.
Tento pomocný zoznam odpovedá množine dostupných typov operácií v testovanom (inštru-
mentovanom) programe, z ktorých sa do zoznamu aktívnych typov operácií vyberú iba niek-
toré v závislosti na obsahu konfiguračného vektoru heuristiky. V zozname sa objaví každý
typ, ktorého príslušný konfiguračný parameter vektore nadobúda hodnotu 1.
Reprezentáciu konfigurácie heuristiky, kde každý konfiguračný parameter (prvok konfi-
guračného vektoru) predstavuje jednu dimenziu, môžme vidieť v tabuľke 6.5. Každý kon-
figuračný parameter je označený ako optypek (každý kontroluje iný typ operácie), kde sa
jednotlivé parametre odlišujú hodnotou indexu k, ktorý nadobúda hodnoty z rozsahu 0
až opNum− 1. Hodnota premennej opNum odpovedá veľkosti množiny dostupných typov
operácií (spomínaný pomocný zoznam).
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Dimenzia Typ Rozsah
optype0
boolean < 0, 1 >...
optypeopNum-1
Tabuľka 6.5: Popis parametrov heuristiky optypes.
V návrhu heuristiky optypes je vidieť, že v rozhodovacom procese, predchádzajúcom
vloženiu šumu, sa pracuje iba s typom operácie práve spracovávanej udalosti v aktuálnom
bode programu.
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Kapitola 7
Implementácia
Táto kapitola popisuje implementáciu heuristík vkladania šumu navrhnutých v predchádza-
júcej kapitole. Následujúci text sa postupne venuje popisu bázovej triedy nových heuristík
vkladania šumu a implementácií rozhrania poskytovaného touto triedou v jednotlivých heu-
ristikách, vrátane ďalších implementačných detailov súvisiacich s konkrétnymi heuristikami.
Pred samotnou implementáciou sme rozšírili, resp. spresnili, už existujúce požiadavky
na heuristiky (sekcia 5.3) v niekoľkých bodoch. Pri spresnení týchto požiadavkov sme vy-
chádzali z vlastností nástrojov (infraštruktúr) použitých pri samotnej implementácií:
1. Vzhľadom na to, že k implementácií použijeme nástroj IBM ConTest, tak budú heu-
ristiky vytvorené formou zásuvných modulov ConTestu, a to s využitím dostupnej
architektúry odberateľov (listeners architekture, pozri sekcia 3.2).
2. Konfigurácia heuristík vkladania šumu bude riadená pomocou špecifických paramet-
rov, ktoré sa budú predávať zásuvnému modulu prostredníctvom globálneho konfigu-
račného súboru ConTestu – KingProperties.
3. Pri implementácií vnútornej logiky heuristík sa budeme snažiť obmedziť generovanie
nepriamého šumu, ktorý vzniká už samotnou réžiou pri predaní riadenia z testovaného
programu do vlákna ConTestu.
4. Pri implementácií sa bude brať ohľad aj na ďalšiu rozšíriteľnosť, a to využitím vy-
tvoreného rozhrania pre implementáciu úplne nových heuristík v budúcnosti alebo
k vytvoreniu zásuvného modulu, ktorý kombinuje chovanie už existujúcich heuristík.
Pred samotným popisom implementácie zásuvných modulov, reprezentujúcich heuris-
tiky vkladania šumu, si v stručnosti predstavíme mechanizmu predávania parametrov do
nástroja ConTest, integrovaného v infraštruktúre SearchBestie.
7.1 Mechanizmus predávania konfiguračných parametrov
Spoločnou vlastnosťou implementovaných heuristík je metóda konfigurácie. Riadiace pa-
rametre sa heuristike predávajú prostredníctvom štandardného globálneho konfiguračného
súboru ConTestu (KingProperties).
Tento súbor sa v našom prípade vytvára v rámci infraštruktúry SBestie, ktorá do seba
integruje nástroj ConTest. Prvotným zdrojom konfigurácie heuristiky je teda konfiguračný
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.xml súbor SBestie, v ktorom sa nachádza popis dimenzií stavového priestoru konfigurácií
šumu (kombinácie parametrov) práve používanej heuristiky.
Ďalej sa v obsahu konfiguračného súboru špecifikujú vlastnosti základných modulov
SBestie (kapitola 4.3.1) a parametre testu, tj. mimo konfigurácie šumu sú prítomné aj pa-
rametre testovaného programu, cesty k potrebným knižniciam apod. Súčasťou konfigurácie
testu v konfiguračnom .xml súbore sú aj parametre nástoja ConTest – spoločnou cha-
rakteristikou týchto parametrov je prefix CT. Z parametrov začínajúcich daným prefixom
(napr. CTnoiseType) sa pri skúmaní každej novej konfigurácie šumu generuje konfiguračný
súbor KingProperties z príslušnými hodnotami parametrov. Typicky sa v novo vygenero-
vanom súbore menia iba hodnoty, ktoré odpovedajú konfiguračným parametrom použitých
heuristík vkladania šumu.
Mimo konfiguračného súboru ConTestu sa pri skúmaní danej konfigurácie šumu (resp.
pri spustení testu) generuje aj súbor listeners.xml, ktorého obsah opäť odpovedá pa-
rametrom definovaných v konfiguračnom súbore SBestie. Jedná sa o zoznam zásuvných
modulov ConTestu, ktoré pri spustení testu ConTest zaregistruje a prostredníctvom archi-
tektúry odberateľov s nimi bude komunikovať behom testovania programu.
Prepojenie SBestie s knižnicou ECJ
Predchádzajúci text je založený na predpoklade, že prvotný zdroj konfigurácie šumu je SBes-
tie. V prípade prepojenia infraštruktúry SBestie s knižnicou ECJ, kde má ECJ na starosti
riadenie prehľadávania priestoru, je prvotným zdrojom konfigurácie heuristík konfiguračný
súbor ECJ (ecj.params), ktorý obsahuje genóm riešeného TNCS problému. V takomto
zapojení dochádza následne k transformácií do reprezentácie SBestie, ktorá generuje konfi-
guračný súbor ConTestu platný pre danú konfiguráciu šumu.
Pri transformácií z genómu knižnice ECJ do reprezentácie SBestie je dôležité, aby defi-
nícia genómu (jednotlivých génov) odpovedala dimenziám stavového priestoru definovaných
v konfiguračnom súbore SBestie. V rámci tejto práce sme implementovali v SBestie rozší-
renie transformačnej metódy tak, aby odpovedala aj novým heuristikám vkladania šumu.
Vzhľadom na predchádzajúci návrh heuristík (kapitola 6) sa jednalo o pomerne priamočiare
riešenie, keďže reprezentácia konfiguračných parametrov v prostredí SBestie je navrhnutá
takým spôsobom, aby odpovedala rovnakej konfigurácií zakódovanej do genómu genetického
algoritmu ECJ (vzťah parametrov medzi reprezentáciami je 1:1). To znamená, že v prípade
nových heuristík, sa do genómu nekódujú informácie tak, aby jeden gén odpovedala niekoľ-
kým dimenziám (to sa uplatňuje napríklad pri redukcii stavového priestor. kde sa zakódujú
iba legálne kombinácie viacerých parametrov šumu).
7.2 Implementácia nových heuristík vkladania šumu
Popis implementovanej architektúry heuristík vkladania šumu je zachytený v diagrame tried
na obrázku 7.1. V snahe o redukciu nepriameho šumu (snaha o zníženie degradácie výkonu
skúmaného programu), ktorý by sme do behu testovaného programu zanášali komplikova-
nými výpočtami, sme implementovali čo najjednoduchšie riešenie, ktoré zároveň umožňuje
ďalšie rozšírenia formou implementácie ďalších heuristík vkladania šumu. Stačí aby pri pou-
žití implementovali rozhranie definované abstraktnou triedou ANoiseInjection.
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7.2.1 Architektúra zásuvných modulov nových heuristík
Základnou triedou našej implementácie je abstraktná trieda ANoiseInjection (bázová
trieda), ktorá ma tri základné úlohy:
1. Implementuje rozhranie odberateľov (listeners) poskytované nástrojom ConTest (ka-
pitola 3.2). Trieda implementuje všetky dostupné rozhrania, kde volanie každej me-
tódy (odpovedajúce nejakej udalosti v danom inštrumentačnom bode) deleguje na vo-
lanie abstraktnej metódy noiseInjection(String programLocation). Parametrom
tejto metódy je reťazec reprezentujúci aktuálne spracovávanú programovú lokalitu.
Táto metóda predstavuje rozhodovaciu procedúru vkladania šumu, ktorú implemen-
tuje každá heuristika, derivácia triedy ANoiseInjection, iným spôsobom.
2. Trieda implementuje základnú funkcionalitu spoločnú pre všetky heuristiky vklada-
nia šumu. V podstate sa jedná o získanie objektu typu PropertiesReader, ktorý
zapuzdruje prístup ku konfiguračnému súboru ConTestu (KingProperties). Ten ob-
sahuje konfiguračné parametre nových heuristík vkladania šumu.
3. Poskytuje rozhranie pre inicializáciu heuristiky – deklaráciou inicializačnej abstrakt-
nej metódy loadSettings(). K volaniu tejto metódy dochádza v konštruktore triedy,
ktorá implementuje heuristiku vkladania šumu. V tejto metóde dochádza k inicializá-
cií heuristiky podľa hodnôt konfiguračných parametrov dostupných v konfiguračnom
súbore. Inicializácia predstavuje prípravu a naplnenie potrebných dátových štruktúr
jednotlivých heuristík, tak aby pri procese testovania a vkladania šumu, dochádzalo
k čo najmenšej réžií mimo výpočtov v rozhodovacej procedúre (napr. vyhľadávanie
v lineárnom zozname).
V diagrame tried (obrázok 7.1) je znázornené, že abstraktná trieda heuristík vklada-
nia šumu ANoiseInjection implementuje rozhrania architektúry odberateľov, ktoré sme
pre zjednodušenie1 zobecnili do dvoch rozhraní: BeforeXxxListener a AfterXxxListener.
V skutočnosti existuje 30 takýchto rozhraní, ktoré definujú inštrumentačné body v pro-
grame, do ktorých môže odberateľ zasahovať. Všetky názvy rozhraní sa končia sufixom
”Listener”.
Trieda ANoiseInjection implementuje všetky rozhrania, v ktorých dokáže reagovať
vždy na konkrétnu programovú lokalitu, tj. jedným z parametrom každej implementovanej
metódy konkrétneho je reťazec (typ String) programLocation (pozri sekciu 3.2 pre in-
formácie dostupné z tohto reťazca). Napríklad v rozhraní BeforeVarReadListener, ktoré
deklaruje jedinú metódu (sledujúcu načítanie z nelokálnych premenných, kde môže reagovať
na udalosť pred samotným prístupom k premennej), vyzerá signatúra tejto metódy takto:
void beforeVarReadEvent(java.lang.String programLocation,
java.lang.String varName,
java.lang.Object instance,
java.lang.String varType)
Zvyšné parameter sa môžu pre jednotlivé metódy (v rôznych rozhraniach) líšiť, a pre
implementáciu nových heuristík vkladania šumu (logiky rozhodovacej procedúry) nie sú
podstatné.
1Zobecnenie sa týka iba vysvetlenia v rámci tohto textu.
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Obrázok 7.1: Diagram tried implemnetovaných heuristík vkladania šumu.
7.2.2 Špecifiká implementácie jednotlivých heuristík
Táto sekcia sa venuje stručnému popisu implementácie jednotlivých heuristík ako derivácie
abstraktnej triedy ANoiseInjection, vrátane ďalších zaujímavých implementačných de-
tailov. Triedy implementujúce jednotlivé heuristiky predstavujú zásuvné moduly nástroja
ConTest.
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Triedy reprezentujúce varianty heuristiky modulo
Implementácia inicializačnej metódy loadSettings() v triedach reprezentujúcich varianty
heuristiky modulo – SimpleModuloHeuristic a MultiModuloHeuristic – spočíva v jed-
noduchom načítaní konfiguračných parametrov zo súboru KingProperties.
Z hľadiska implementácie týchto tried stojí za zmienku počítadlo prístupov jednotli-
vých vlákien k sledovaným udalostiam v zaujímavých bodoch testovaného programu. Pre
každé vlákno je vytvorené samostatné počítadlo. K vytvoreniu tejto premennej, do ktorej
má prístup načítania a zápisu iba vlákno, ktoré ju vytvorilo, sa vytvára použitím triedy
java.lang.ThreadLocal<Integer>. Vďaka čomu vzniká bezpečná asociácia medzi stavom
počítadla a vláknom.
V návrhu varianty multiModulo (kapitola 6), uvádzame, že môže obecne pracovať s rôz-
nym počtom konfiguračných parametrov. To platí aj pre triedu MultiModuloHeuristic.
V experimentoch budeme však uvažovať iba tri konfiguračné parametre. O počte použitých
konfiguračných parametrov rozhoduje užívateľ tak, že ich definuje priamo v KingProperties,
alebo v konfiguračnom súbore SBestie (resp. ECJ, viď. úvod kapitoly a mechanizmy predá-
vania parametrov).
Trieda reprezentujúca heuristiku locations
Trieda reprezentujúca heuristiku locations potrebujú k inicializácií ďalšie súbory. V prípade
triedy LocationsHeuristic je to iba súbor all.tasks obsahujúci zoznam programových
lokalít, v ktorom sa vyhľadajú konkrétne programové lokality (podľa parametrov špecifiko-
vaných v konfiguračnom súbore) určené k vkladaniu šumu.
Konfiguračný súbor môže špecifikovať rôzny počet programových lokalít. Každý konfigu-
račný parameter obsahuje hodnotu, ktorá odpovedá indexu danej lokality (určenej k vlože-
niu šumu) v súbore all.tasks. Pri inicializácií sa tento zoznam lokalít hľadá na štandard-
nom mieste (východzia pozícia výstupu inštrumentácie je adresár com ibm contest), alebo
je možné cestu špecifikovať konfiguračným parametrom locationsAllTasksPath.
Nájdene programové lokality sa pre potreby rozhodovacej procedúry a rýchle vyhľadáva-
nie ukladajú behom inicializácie zásuvného modulu v dátovej štruktúre java.util.HashSet
ako reťazce typu String.
Opäť, hoci môžme obecne pracovať s rôznym počtom parametrov (programových loka-
lít), budeme pri experimentoch, pre overenie konceptu, uvažovať iba desať miest v programe
(desať parametrov). Rovnako ako v pri heuristike multiModulo platí, že – počte použitých
konfiguračných parametrov rozhoduje užívateľ (ich definíciou v konfiguračnom súbore).
Trieda reprezentujúca heuristiku optypes
Na podobnom princípe, ako v predchádzajúcom prípade, funguje inicializácia zásuvného
modulu OperationTypesHeuristic, ktorá k budovaniu množiny (java.util.HashSet) ty-
pov operácií určených k vkladaniu šumu vychádza z obsahu súboru operationTypes.list.
Tento súbor obsahuje detekované typy udalosti v súbore all.tasks a vytvára sa manuálne,
spustením pomocných skriptov pred samotným spustením testovania nástrojom ConTest
(resp. SBestie).
Konfiguračné parametre heuristiky musia počtom odpovedať počtu položiek v súbore
operationTypes.list. Do množiny typov operácií, určených k vkladaniu šumu, sa vloží
daný typ pokiaľ príslušný konfiguračný parameter nadobúda hodnotu 1 (tzv. príznak akti-
vity).
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V rozhodovacej procedúre sa typ operácie práve spracovávanej programovej lokality určí
z reťazca popisujúceho lokalitu, ktorý obsahuje hľadanú informáciu (pozri sekciu 3.2).
Rozhodovacia procedúra a generovanie šumu
Implementácia rozhodovacej procedúry noiseInjection() je pomerne priamočará a odpo-
vedá návrhu heuristík z predchádzajúcej kapitoly. Vo všetkých prípadoch (heuristikách) sa
šum generuje volaním metódy ConTestu makeNoise(), ktorá vkladá šum odpovedajúci uží-
vateľom definovaným parametrom v konfiguračnom súbore. Typ generovaného šumu určuje
parameter noiseType a silu určuje parameter strength. Jedná sa o statickú metódu triedy
com.ibm.contest.utils.Noise, viď. diagram tried na obrázku 7.1.
7.2.3 Implementácia pomocných konfiguračných skriptov
Pre heuristiky locations a optypes sme implementovali niekoľko pomocných skriptov v ja-
zyku Python:
• Skript initPlocHeuristic.py – predstavuje počiatočný krok k inicializácií testo-
vacej infraštruktúry. Na základe analýzy súboru all.tasks generuje dimenzie od-
povedajúce konfigurácií heuristiky locations. Výstupy je vo formáte XML (súbor
plocHeuristic.params) a vyžaduje manuálne vloženie do konfiguračného súboru
testovacej infraštruktúry SBestie.
• Skript initOperationTypesHeuristic.py – po analýze súboru all.tasks generuje
(podobne ako v predchádzajúcom prípade) zoznam dimenzií odpovedajúcich konfi-
gurácií heuristiky optypes (súbor opTypesHeuristic.params), ktoré je opäť potrené
vložiť do konfiguračného súbore SBestie. Naviac generuje list unikátnych typov operá-
cií – operationTypes.list, potrebný k inicializácií triedy OperationTypesHeuristic.
Proces volania týchto skriptov je znázornený na obrázku 7.2. Na rovnakom obrázku
je vidieť, že skripty negenerujú iba súbory potrebné pre samotnú inicializáciu zásuvných
modulov heuristík, ale aj dimenzie konfigurácie šumu (.params súbory), ktoré je potrebné
doplniť do konfiguračného súboru SBestie. Tieto dimenzie, resp. ich atribúty, sa líšia pre
rôzne testovacie príklady. U heuristiky locations sa odlišujú v rozsahu hodnôt (rôzne prí-
klady majú rôzny počet programových lokalít vhodných k vkladaniu šumu) a môžu aj
v počte dimenzií. Pri heuristike optypes sa líšia práve v počte dimenzií (počet rôznych
typov operácií v príslušnom súbore all.tasks).
Následný postup zahŕňa prípravu konfiguračného súboru (šablonu) SBestie pre daný
testovací príklad (tj. obsahuje parametre testu), ale neobsahuje definíciu dimenzií (konfi-
guráciu šumu), ktorú tam treba doplniť. Rovnako obsahujú .params súbory aj parametre
testu (tiež XML formát), ktoré sa odkazujú na dimenzie vygenerované v rovnakom súbore.
Tieto parametre treba tiež zaniesť do konfigurácie SBestie (medzi parametre testu) – ty-
picky sa tieto parametre objavia aj vo vygenerovanom KingProperties súbore, tzn. že sa
jedná o parametre ConTestu.
Možnosti rozšírenia
Možnosti rozšírenia inicializačných skriptov spočívajú v doplnení procedúr pre generovanie
ďalších súborov, resp. súboru, ktorý by analogicky k dimenziám SBestie generoval genóm
zrozumiteľný knižnici ECJ.
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Obrázok 7.2: Proces prípravy dát potrebných k inicializácií heuristík locations (vľavo) a
optypes (vpravo), a konfiguračných súborov testovacieho prostredia.
To by sa uplatnilo pri zapojení infraštruktúry, kde SBestie kooperuje s ECJ (pozri
sekciu 7.1), resp. genetickým algoritmom, ktorý knižnica poskytuje. Takto by sa priamo
zaistila požadovaná kompatibilita medzi dvomi rôznymi reprezentáciami konfigurácie šumu.
Alternatívny postup (s rozšírením funkcionality skriptu) prípravy konfiguračných súborov
a súborov potrebných pre inicializáciu heuristík (locations) je znázornený na obrázku 7.3.
Pre heuristiku optypes by bol princíp rozšírenia skriptu rovnaký.
Obrázok 7.3: Proces prípravy dát potrebných k inicializácií heuristiky locations a konfigu-
račných súborov testovacieho prostredia prepojeného s knižnicou ECJ.
41
7.3 Konfigurácia nástroja ConTest a registrácia zásuvných
modulov
Nové heuristiky sú implementované s využitím architektúry zásuvných modulov dostupnej
v nástroji ConTest. Aby sa zaručila správna funkcionalita nových zásuvných modulov, je
potrebné eliminovať možné viacnásobné vkladaniu šumu. To by mohli spôsobiť už imple-
mentované heuristiky vkladania šumu priamo v ConTeste. Preto si stručne zhrnieme vý-
znamne parametre konfiguračného súboru KingProperties, hlavne z hľadiska konfigurácie
šumu, ale spomenieme aj ďalšie dôležité nastavenia.
Konfigurácia pôvodných parametrov ConTestu
V konfiguračnom súbore nástroje ConTest, existuje niekoľko parametrov, ktorých konfigu-
rácia stojí za zmienku:
1. Parameter noiseFrequency umožňuje kontrolu nad vkladaním šumu. Hodnota určuje
pravdepodobnosť s akou sa bude vkladať šum do udalostí programu súvisiacich so
súbežným chovaním. Tento parametre nastavíme na noiseFrequency=0, čo znamená,
že sa nikdy nebude vkladať šum.
2. Parameter random náhodne vyberá a používa rôzne heuristiky hľadania chýb a vkla-
dania šumu. Aby sme ho odstránili zo súboru, tak ho nastavíme na false.
3. Parameter haltOneThread, timeoutTampering, sharedVarNoise aktivujú odpove-
dajúce heuristiky, o ktorých viem, že pracujú s generátorom náhodných čísel – zablo-
kujeme ich nastavením na hondoty false.
4. Parameter concurrentEventPairsCoverage nesúvisí s konfiguráciou šumu, ale akti-
vuje zber informácií potrebných pre metriku pokrytia ConcurPairs, ktorá nás v rámci
ďalšej práce (experimentov) bude zaujímať – nastavíme na true (obecne môžme bez-
pečne aktivovať aj ďalšie dostupné metriky pokrytia).
5. Parameter writeAllTasks tiež nesúvisí s konfiguráciou šumu, ale je dôležitý pri
inštrumentácií. Aby výstup inštrumentácie odpovedal obrázku 7.4, je potrebné nasta-
viť hodnotu parametru na true. Pri takomto nastavení dôjde k vytvoreniu zoznamu
programových lokalít (all.tasks), s ktorým pracujú nové heuristiky vkladania šumu.
Obrázok 7.4: Proces inštrumentácie.
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Proces inštrumentácie na obrázku 7.4 je zjednodušený. V skutočnosti sú súčasťou vý-
stupu aj ďalšie súbory, tzv. trace files, súvisiace s aktívnymi metrikami pokrytia. Na-
viac môže vznikať zoznam zdieľaných premenných. Čo je všetko je výstupom záleží na
obsahu KingProperties, prípadne ne použitom zásuvnom module behom inštrumentácie
(listeners.xml).
Registrácia zásuvných modulov
Zásuvné moduly vytvorené nad architektúrou odberateľov, tj. i naše nové heuristiky vklada-
nia šumu, oznamujú svoju existenciu ConTestu prostredníctvom XML súboru. Tento XML
súbor (listeners.xml) sa nachádza v adresári listeners, ktorý je v rovnakom adresári ako
súbor KingProperties. V XML súbore môže byť zaregistrovaných hneď niekoľko odbera-
teľov zároveň. Nasleduje ukážka obsahu súboru listeners.xml, v ktorom je zaregistrovaný
zásuvný modul heuristiky locations:
<?xml version="1.0" encoding="UTF-8"?>
<listeners>
<extension class="cz.vutbr.fit.heuristics.LocationsHeuristic" />
</listeners>
Typicky je možné registračný súbor upravovať manuálne (nechať to v réžií užívateľa).
Ďalšia varianta, pre vývojárov zásuvných modulov, je poskytnutie registračného súboru
priamo s .jar archívom obsahujúcim zásuvný modul (užívateľ si súbor pravdepodobne aj
tak upraví, pokiaľ používa ďalšie zásuvné moduly).
Pri použití infraštruktúry SBestie je možné definovať zásuvný modul ako parmeter testu
(ConTestu), čím dôjde pred spustením samotného testu k vygenerovaniu požadovaného re-
gistračného súboru. Ukážka parametru definujúceho zásuvný modul ConTestu v konfigura-
čnom súbore SBestie:
<parameter key="CTlistenExtension"
value="cz.vutbr.fit.heuristics.LocationsHeuristic" />
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Kapitola 8
Experimenty
Experimenty prebiehali v prostredí linuxovej distribúcie Debian 64-bit (3.12.6-2) na stroji
s procesorom Intel(R) Xeon(R) CPU E3-1240 (3.40GHz). Pri všetkých experimentoch sme
ku prekladu zdrojových kódov a spusteniu testov použili Javu vo verzii 6 (1.6.0 18). K tes-
tovaniu a analýze nových heuristík vkladania šumu sme použili testovaciu infraštruktúru,
ktorá pozostáva z prepojenia SearchBestie (verzia 0.8.1 Beta, ktorá v tejto verzii podporuje
rozšírenie knižnicou ECJ vo verzii 20) a ConTestu vo verzii 3.5.6.16. Popis tohto zapojenia
infraštruktúry sme už spomínali v kapitole 4.3.1. SBestie funguje v zapojení ako riadiaci
element, ktorý umožňuje opakované spúšťanie testov a zber dát. Nástroj ConTest poskytuje
techniky k testovaniu súbežného chovania programov, vrátane metriky pokrytia Concur-
Pairs, ktorú budem v našich experimentoch sledovať.
8.1 Popis testovacích príkladov
Táto sekcia popisuje sadu testovacích programov (benchmark) použiteľných pri testovaní
viacvláknových programov v jazyku Java. Účelom benchmarku je podpora tvorby a vy-
hodnocovania nástrojov pre testovanie viacvláknových programov. Túto sadu testovacích
príkladov použijeme k vyhodnoteniu výsledkov nových heuristík vkladania šumu (vzhľa-
dom na stabilitu) a porovnaniu získaných dát s výsledkami, ktoré sme dosiahli aplikáciou
náhodného prístupu.
Benchmark tvoria viacvláknové programy, vrátane potrebných dát k spusteniu (zdro-
jové kódy), a v niektorých prípadoch je dostupný aj popis existujúcej chyby. V súčasnosti
obsahuje benchmark 15 viacvláknových programov napísaných v jazyku Java. Prehľad tes-
tovacej sady je dostupný v tabuľke 8.1. Súčasťou popisu jednotlivých programov je ich
veľkosť, počet programových lokalít vhodných k vkladaniu šumu (plocNum) a počet rôz-
nych typov operácií (opTypesNum) v týchto miestach (hodnoty poznáme z výstupu procesu
inštrumentácie nástrojom ConTest). Uvádzame ich preto, lebo súvisia s novými heuristi-
kami vkladania šumu, ktoré ich využívajú vo svojich rozhodovacích procedúrach.
Známe chyby (časovo závislá chyba nad dátami – data race, uviaznutie – deadlock,
a porušenie atomicity – atomicty violation) sú znázornené v tabuľke 8.2 (iba z informač-
ných dôvodov, v experimente so stabilitou nových heuristík nie je manifestácia chýb naším
primárnym cieľom).
V súčasnosti existuje niekoľko ďalších benchmarkov pre rôzne programovacie jazyky.
Z týchto existujúcich benchmarkov stojí za zmienku, vzhľadom k charakteru tejto práce,
databáza programov v Jave spravovaná IBM Haita Research Lab (HRL) [6] (40 programov
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č. Názov programu Veľkosť plocNum opNum
1. Airlines 0.3 kLOC, 8 tried 124 15
2. Bubblesort 362 LOC, 4 triedy 312 16
3. Cache4j 1.7 kLOC, 66 tried 847 17
4. Concurrency 150 LOC, 3 triedy 127 16
5. Crawler 1.2 kLOC, 19 tried 573 20
6. DinningPhils 0.1 kLOC, 6 tried 132 18
7. Elevator 1.2 kLOC, 12 tried 1214 18
8. JTSAN 2.0 kLOC, 9 tried 1633 19
9. Lottery 150 LOC, 2 triedy 268 15
10. Moldyn 0.8 kLOC, 14 tried 2248 17
11. Montecarlo 1.4 kLOC, 22 tried 1757 17
12. ProdConTest 75 LOC, 4 triedy 74 14
13. Raytracer 1.0 kLOC, 22 tried 1376 17
14. Rover 5.4 kLOC, 82 tried 4004 14
15. Shop 272 LOC, 3 triedy 224 16
Tabuľka 8.1: Popis sady testovacích programov: názov, veľkosť – počet riadkov kódu (LOC)
a počet tried, počet programových lokalít (plocNum) a typov operácií (opNum).
č. Názov programu Typ chyby
1. Airlines Atomicity violation
2. Bubblesort Data race
3. Cache4j Žiadna známa chyba.
4. Concurrency Data race
5. Crawler Atomicity violation
6. DinningPhils Deadlock
7. Elevator Data race, atomicity violation
8. JTSAN Žiadna známa chyba.
9. Lottery Atomicity violation
10. Moldyn Žiadna známa chyba.
11. Montecarlo Žiadna známa chyba.
12. ProdConTest Atomicity violation
13. Raytracer Žiadna známa chyba.
14. Rover Atomicity violation, deadlock
15. Shop Data race, atomicity violation
Tabuľka 8.2: Popis známych chýb v testovacíh príkladoch.
v jazyku Java, vrátane dokumentácie existujúcich chýb súbežného chovania) a benchmark
SF100 [11] (100 programov s otvoreným zdrojovým kódom, avšak nezdokumentovaných
z hľadiska súbežného chovania) predstavený v rámci projektu EvoSuite [10].
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8.2 Experiment – stabilita nových heuristík vkladania šumu
Nad sadou testovacích príkladov sme experimentovali v prostredí SBestie. Následujúci text
obsahuje popis experimentu, postup vyhodnotenia a výčet heuristík, s ktorými sme experi-
mentovali.
8.2.1 Priebeh experimentu
Proces experimentov nad jednotlivými testovacími príkladmi je znázornený na obrázku 8.1.
Postupovali sme následujúcim spôsobom (budeme sa odkazovať na kroky v obrázku 8.1):
1. Použitý testovací príklad sme inicializovali (kompilácia a inštrumentácia). Pokiaľ to
bolo potrebné, tak sme pripravili aj potrebné inicializačné súbory pre použitú heuris-
tiku vkladania šumu (pokiaľ závisela na výstupe inštrumentácie - locations, optypes),
vrátane konfiguračného súboru SBestie (aby stavový priestor konfigurácií šumu od-
povedal danej heuristike vkladania šumu). To odpovedá v diagrame krokom 1. a 2. .
2. Pre každý testovací príklad (už v prostredí SBestie), a použitú heuristiku šumu sme
v cykle postupne náhodne zvolili 10 rôznych konfigurácií testu. Náhodný výber sme
ponechali na prehľadávaciom module SBestie (engine RandomSearch) – krok 4. . Je
zrejmé, že ukončovacia podmienka (krok 7.) je v našom prípade dosiahnutie očaká-
vaného počtu iterácií (ďalšou možnou variantou ukončenia testovanie je napr. dosi-
ahnutie špecifikovanej hodnoty definovanej fitness funkcie).
3. Každú konfiguráciu testu sme opakovane spustili 100-krát (krok 5.) a zaznamenali
sme výsledky pre každé spustenie samostatne (krok 6.). Opakované spustenie testu
umožňuje v testovacom prostredí definícia testu ako repeatedtest a stanovením
maximálneho počtu opakovaní.
4. Výstupom sú štatistické výsledky vo vhodnom formáte pre spracovanie v tabuľkovom
editore.
5. Tento proces sme opakovali pre každú sledovanú heuristiku (viď. ďalej).
8.2.2 Popis aplikovaných heuristík vkladania šumu
V rámci experimentu sme sledovali niekoľko rôznych heuristík vkladania šumu. Medzi nimi
boli heuristiky pracujúce s generátorom náhodných čísel a nové deterministické heuristiky
vkladania šumu. Popis aplikovaných heuristík vkladania šumu:
• Nové heuristiky: simpleModulo, multiModulo, locations, optypes sú popísané v pred-
chádzajúcich kapitolách 6 a 7.
• Heuristika noNoise pracuje s inštrumentovaným programom, ale nevkladá žiadny
šum.
• Heuristika rand pracuje s generátorom náhodných čísel. Používa heuristiky imple-
mentované v ConTeste, ale výber konfigurácie šumu je v réžií SBestie. To znamená,
že hodnota parametru random v konfigurácií ConTestu je nastavená na false. Teda
pri opakovanom spustení testu sa použije vždy rovnaká konfigurácia testu (teda aj
šumu).
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Obrázok 8.1: Znázornenie procesu experimentu nad testovacím príkladom.
• Heuristika randCT funguje podobne, akurát hodnota parametru random v konfigurácií
ConTestu je nastavená na true. To znamená, že pri každom opakovanom spustení testu
zvolí ConTest konfiguráciu šumu náhodne (nemení sa iba konfigurácia parametrov
testu).
8.2.3 Postup vyhodnotenia výsledkov experimentu
Vyhodnotenie výsledkov prebiehalo následujúcim spôsobom:
1. Pre každú z 10 rôznych konfigurácií šumu sme zo stovky príslušných opakovaných
spustení určili variačný koeficient. Hodnota koeficientu sme vypočítali z hodnôt sle-
dovanej metriky pokrytia – ConcurPairs.
2. Pre určenie hodnoty stability (priemernú stabilitu) heuristiky sme použili priemernú
hodnotu variačných koeficientov z týchto 10 konfigurácií šumu.
3. Kroky 1. a 2. sme opakovali pre všetky porovnávané heuristiky, tj. určili sme priemernú
stabilitu jednotlivých heuristík pre jeden testovací príklad.
4. Kroky 1., 2. a 3. sme opakovali nad výsledkami všetkých testovacích príkladov. Získali
sme hodnoty priemernej stability sledovaných heuristík u jednotlivých testovacích
príkladov.
5. Výsledné hodnoty stability sme porovnávali oproti heuristike noNoise, ktorá do tes-
tovaného programu nevkladala žiadny explicitný šum. To znamená, že jediný zdroj
šumu spočívali vo volaní metód ConTestu z inštrumentovaného kódu.
Pri vyhodnocovaní stability nových heuristík, sme mimo zhoršenia oproti heuristike
noNoise tiež sledovali zlepšenie oproti náhodným prístupom (heuristik rand, randCT ).
Očakávané výsledky by nám mali potvrdiť, že nové heuristiky poskytujú lepšiu stabilitu
oproti náhodnému prístupu a blížia sa k stabilite heuristiky bez vkladania šumu.
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8.2.4 Výsledky experimentu
Tabuľka 8.3 sumarizuje výsledky experimentu. Skratky mMod, sMod v hlavičke tabuľky
odpovedajú heuristikám multiModulo a singleModulo. Hodnoty v tabuľke predstavujú zle-
pšenie, resp. zhoršenie, stability výsledkov pokrytia súbežného chovania programu oproti
prístupu bez vkladania šumu noNoise.
Príklad: Hodnota 0.603 u heuristiky optypes pre testovací príklad Concurrency znamená,
že stabilita výsledkov (hodnota priemerného variačného koeficienty pre rôzne konfigurácie)
bola o 40% lepšia ako u heuristiky noNoise. Analogicky nám hodnota väčšia ako 1 hovorí,
že stabilita danej heuristiky v príslušnom testovacom prípade bola horšia ako u prístupu
bez vkladania šumu.
Názov locations mMod noNoise optypes rand randCT sMod
Airlines 1.896 1.466 1.000 2.104 1.558 2.447 1.017
Bubblesort 0.837 1.803 1.000 0.470 1.296 2.009 0.439
Cache4j 43.245 21.594 1.000 15.159 28.290 259.935 71.989
Concurrency 0.923 1.102 1.000 0.603 1.777 1.292 0.955
Crawler 3.252 3.862 1.000 2.690 9.660 14.263 2.216
DinningPhils 2.473 3.241 1.000 1.474 2.810 3.756 2.934
Elevator 1.178 1.095 1.000 1.104 1.614 1.779 1.307
JTSAN 2.823 2.280 1.000 1.541 1.039 1.461 1.688
Lottery 2.660 1.864 1.000 0.469 1.305 2.535 0.949
Moldyn 1.207 1.093 1.000 0.982 1.497 3.741 1.541
Montecarlo 0.927 3.965 1.000 0.835 19.727 6.901 1.711
ProdConTest 0.924 1.929 1.000 0.912 1.105 2.579 2.744
Raytracer 1.513 5.726 1.000 10.485 13.431 36.267 7.733
Rover 1.583 0.991 1.000 1.164 0.512 1.071 1.668
Shop 2.007 3.084 1.000 0.749 1.152 2.889 3.229
Priemer 4.496 3.673 1.000 2.716 5.785 22.862 6.808
Tabuľka 8.3: Porovnanie pomeru stability nových heuristík vkladania šumu a náhodného
prístupu oproti heuristike noNoise(menšia hodnota je lepšia).
Z tabuľky 8.3 môžme vyvodiť tieto závery:
1. Z priemernej stability pre všetky testovacie prípady vyplýva, že heuristiky vklada-
nia šumu, ktoré nesúvisia z generátorom náhodných čísel, poskytujú lepšiu stabilitu
ako náhodné prístupy vkladania šumu. Tri zo štyroch nových heuristík (multiModulo,
locations, optypes) predčili oba varianty náhodného generovania šumu a jedna heuris-
tika (simpleModulo) mierne zaostala za náhodným vkladaním šumu, u ktorého bola
konfigurácia v réžií SBestie (rand).
2. Najnižšie priemerné zhoršenie stability dosiahla heuristika optypes. Táto heuristika
dosahoval v polovici testovacích príkladov dokonca lepšiu stabilitu ako noNoise.
3. Medzi novými heuristikami vkladania šumu sa javia ako najlepšie heuristiky locations
a optypes. Čo je očakávaný výsledok, keďže pracujú pri vkladaní šumu sofistikova-
nejším spôsobom ako varianty heuristiky modulo, tzn. že sa skutočne deterministický
zameriavajú na konkrétne programové lokality.
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8.2.5 Zhrnutie a analýza výsledkov experimentu
Z výsledkov vyplýva, že nové heuristiky vkladania šumu poskytujú lepšiu stabilitu ako
heuristiky s náhodným prístupom.
Ďalším poznatkom je fakt, že v niektorých prípadoch poskytujú deterministické heuris-
tiky vkladania šumu lepšie výsledky ako heuristika noNoise. Toto chovanie sa najčastejšie
objavovalo u heuristík locations a optypes. Preto by bolo vhodné podrobnejšie analyzo-
vať konkrétne testovacie príklady a použité konfigurácie šumu, aby sme zistili zdroj tohto
chovania, a prečo k nemu dochádza iba v niektorých prípadoch. Táto analýza by sa mala
zamerať na:
• Analýzu konkrétnych programových lokalít (u heuristiky locations), do ktorých bol
vkladaný šum, v jednotlivých testovacích prípadoch. Následne by sa malo overiť či
pri výbere vhodnejších programových lokalít nedôjde k zlepšeniu stability oproti heu-
ristike noNoise aj u programov, kde tomu tak teraz nebolo. Tu sa ponúka možnosť
aplikácie genetického prístupu.
• Analýza aktívnych typov operácií udalosti (u heuristiky optypes), do ktorých sa vkla-
dal šum. Výsledkom by malo byť zhodnotenie, ktoré by s vyjadrilo k závislosti stabi-
lity na vybranom type operácie, do ktorej sa vkladá šum, resp. na kombinácií typov
s najlepšími výsledkami.
Neočakávaným výsledkom je hodnota priemernej stability heuristiky multiModulo oproti
heuristike simpleModulo. Tu som očakával opačný stav, keďže heuristika multiModulo bola
navrhnutá, s tým, že sa očakávalo mierne zhoršenie stability výsledkov na úkor vytvorenia
nových unikátnych preložení inštrukcií, ktoré sme ešte nevideli (či k tomu naozaj došlo
môžme overiť v rámci rozšírenia práce v budúcnosti).
Tu sa môžeme maximálne zamyslieť čo k tomu viedlo, pretože sa nám neponúka mož-
nosť analýzy konkrétnych miest v programe, do ktorých bol vkladaný šum. Možnosťou je
tiež analýza samotného programu a odhadnutie príčiny na základe jeho charakteristických
vlastností (vkladanie šumu v cykloch, apod.).
Týmto sa dostávame do oblasti analýzy konkrétnych testovacích príkladov. V tabu-
ľke 8.3 je vidieť, že hodnoty priemernej stability heuristík dosahujú nezvyčajne vysokých
hodnôt v príklade Cache4j. Čo je dôvodom, si opäť vyžaduje podrobnejšiu analýzu. Ale
pokiaľ tento príklad vyradíme z výpočtu celkového priemeru stability heuristík (tabuľka
8.4), pretože dosahuje relatívne extrémne hodnoty oproti celkovému priemeru zisťujeme,
že priemerná hodnota (zo všetkých testovacích príkladov, mimo Cache4j) všetkých nových
heuristík vkladania šumu dosahuje lepšiu stabilitu ako náhodný prístup (predtým to nepla-
tilo pre simpleModulo), a zároveň, už očakávane dosahuje stabilita heuristiky simpleModulo
(skratka sMod v hlavičke tabuľky) lepší výsledok ako multiModulo (skratka mMod v hla-
vičke tabuľky).
Názov locations mMod noNoise optypes rand randCT sMod
Priemer 1.729 2.393 1.000 1.827 4.177 5.928 2.152
Tabuľka 8.4: Porovnanie priemerného pomeru stability nových heuristík vkladania šumu a
náhodného prístupu oproti heuristike noNoise bez príkladu Cache4j.
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Kapitola 9
Záver
Kapitola obsahuje zhrnutie obsahu práce, zhodnotenie dosiahnutých výsledkov a popis ďa-
lšieho postupu.
9.1 Zhrnutie a vyhodnotenie dosiahnutých cieľov
V tejto práci sme si predstavili súčasný stav na poli testovania viacvláknových programov,
kde sme sa zamerali na testovanie súbežného chovania pomocou techník vkladania šumu.
Vzhľadom na techniky vkladania šumu sme si predstavili dostupné nástroje pre inštru-
mentáciu programov v jazyku Java (ConTest) a ďalšie existujúce infraštruktúry testovania
programov, ktoré tento nástroj využívajú (Search Bestie). Predstavili sme si formálnu defi-
níciu TNCS problému (problém hľadania konfigurácie šumu a testu) vo formáte vhodnom
k aplikácií algoritmov prehľadávania priestoru. Zoznámili sme sa s existujúcimi algoritmami
prehľadávania stavového priestoru a s ich úspechmi pri riešení TNCS problému (použitím
genetického prístupu [12, 13].)
V ďalšej časti práce sme analyzovali súčasný stav testovania súbežného chovania v pro-
gramoch. Zamerali sme sa existujúce heuristiky vkladania šumu, ktoré sme preskúmali
z hľadiska závislosti na generátore náhodných čísel. Ná základe analýzy sme navrhli niekoľko
nových heuristík vkladania šumu, ktoré predstavujú optimalizáciu testovania z pohľadu eli-
minácie závislosti na generátore náhodných čísel. V závere analýzy sme na špecifikovali
požiadavky na nové heuristiky, ktoré sme splnili:
1. Nové heuristiky vkladania šumu nezávisia na generátore náhodných čísel.
2. Vkladanie šumu v týchto heuristikách sa riadi deterministickou rozhodovacou proced-
úrou.
3. Deterministické heuristiky vkladania šumu sú navrhnuté tak, aby bolo možné konfi-
guráciu parametrov vkladania šumu reprezentovať vo formáte vhodnom pre algoritmy
prehľadávania stavového priestoru.
4. Na základe experimentov s novými heuristikami sme potvrdili očakávanie, že nové
heuristiky vkladania šumu poskytujú stabilnejšie výsledky ako heuristiky založené na
náhodnom prístupe, pri použití pomerne menšieho množstva šumu (u nových heuristík
sme maximálnu silu šumu zredukovali na desatinu oproti sile používanej v náhodných
prístupoch). Zároveň sme ukázali, že niektoré z nových heuristík dokážu poskytovať
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aj stabilnejšie výsledky ako prístup, kde nedochádzalo k žiadnemu vkladaniu šumu a
jediný zdroj nedeterminizmu predstavoval plánovač systému.
5. Ukázalo sa, že nie je jednoduché určiť, ktorá z nových heuristík je najstabilnejšia,
pretože vhodnosť použitia vybranej heuristiky môže závisieť na vlastnostiach a charak-
tere testovaného programu. Ako najúspešnejšou z nových heuristík sa ukázal prístup,
ktorý zameriaval vkladanie šumu do programových lokalít s vybraným typom operá-
cie.
Prínosom našej optimalizácie stability heuristík vkladania šumu je možnosť redukcie
počtu opakovaných spustení testov pri hľadaní vhodných konfigurácií šumu pomocou algo-
ritmov prehľadávania stavového priestoru. Zároveň môžme vzhľadom na priaznivé výsledky
s deterministickými heuristikami vkladania šumu (heuristika locations) uvažovať o kom-
binácií so statickou analýzou, ktorá by nás pri hľadaní konfigurácie šumu, u ktorej dôjde
k manifestácií chyby súbežnosti, mohla nasmerovať do vhodnejšej časti stavového priestoru.
V obidvoch prípadoch môžme predpokladať nárast efektivity prehľadávania stavového pries-
toru.
9.2 Ďalší postup a možné rozšírenia práce
Existuje niekoľko ďalší možnosti rozšírenia a ďalšieho postupu práce:
• Aplikácia deterministických heuristík v genetických algoritmoch a porovnanie výsled-
kov (efektivity, stability, pokrytia, odhalenia chýb) s predchádzajúcimi prístupmi.
• Prepojenie deterministických heuristík vkladania šumu (napríklad heuristiky locations
alebo jej modifikácie) s genetickým prístupom a statickou analýzou.
• Analýza pravdepodobnosti manifestácie odhalených chýb u deterministických techník
vkladania šumu.
• Podrobná analýza použitej testovacej sady v experimente so stabilitou nových heuris-
tík vkladania šumu a identifikácia aspektov programu, ktorá by napomáhali k zvoleniu
vhodnej deterministickej heuristiky vkladania šumu.
• Vytvorenie ďalších deterministických heuristík – deterministické vkladania šumu iba
do miest programu súvisiacich s vybranou zdieľanou premennou, obmedzenie heuristík
vkladania šumu iba do behu jedného vybraného vlákna,. . .
• Ďalšie možnosti analýzy a vylepšenia nových deterministických heuristík vkladania
šumu sme tiež spomínali pri analýze dosiahnutých výsledkov experimentov (sekcia
8.2.5).
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Příloha A
Obsah CD
• Text práce vo formáte PDF a zdrojové súbory tejto práce.
• Poster prezentujúci výsledky práce vo formáte PDF a zdrojové súbory tohto posteru.
• Zdrojové súbory implementovaných zásuvných modulov a skriptov.
• Sada testovacích príkladov (benchmark).
• Výsledky experimentov.
Upozornenie Priložené CD neobsahuje nástroj IBM Concurrency testing tool (ConTest),
pretože to nedovoľujú licenčné podmienky.
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