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The goal of this study is to compare data generated from two sequencing studies aimed at determining genetic causes 
of oral-facial clefts (OFCs) to assess whether the data are of similar quality and information content, and therefore 
could be combined to increase power for tests of genetic association. The purpose of this study is to find a reasonable 
approach to combine the two data sets to gain more statistical power for further studies. The first data set is a from a 
previously published targeted sequencing (TS) study, which focused on 13 candidate genetic regions previously linked 
to or associated with risk to OFCs and included 1,409 case-parent trios of different population backgrounds, including 
374 European trios, who we focus on here. The recently generated whole-genome sequencing (WGS) data was 
collected as part of the Gabriella Miller Kids First initiative, and contains 1,136 individuals (in approximately 378 
case-parent trios) of European ancestry. We started by performing data cleaning of the WGS data based on the same 
quality control (QC) steps from the TS study, producing a clean data set of 981 individuals (in 327 trios). We then 
compared variant sets, and assessed concordance of genotype calls in individuals who were duplicated across the TS 
and WGS data sets (n=402 in 134 trios). We then generated results from the genotypic transmission-disequilibrium 
test (gTDT) at common variants (i.e. those with minor allele frequency (MAF) ≥ 0.01), along with visualizations of 
patterns of linkage disequilibrium (LD) in these two data sets, with a focus on the region 8q24, which has previously 
been strongly associated with OFC among Europeans. Overall, good concordance and high similarity were observed 
in the sequence variants found in both data sets. We found combining the TS data and the WGS data provides increased 
power to detect association in the 8q24 region. Future work will be undertaken to use this combined data set and to 
perform more detailed comparative analysis across populations in this region. 
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1 Introduction  
              Congenital anomalies are one of the most common causes of infant and childhood mortality worldwide; 
among these birth defects, orofacial clefts (OFCs), including cleft lip (CL), cleft palate (CP) as well as cleft lip and 
palate (CLP), are the most common group of craniofacial malformations with a birth prevalence rate of around 0.17% 
(TOLAROVA 2018). Children born with orofacial clefts also have an increased risk of developing mental problems and 
cancers (LESLIE AND MARAZITA 2013). Considering the public health burden caused by OFCs, study and research into 
this field should be valuable in improving population health.  
Orofacial clefts can be further classified into syndromic oral clefts which occur with other etiologically or 
pathogenically related malformations and non-syndromic OFCs (MOSSEY AND CASTILLA 2001). The primary focus of 
this study and previous studies by our group has been on isolated, non-syndromic OFCs to examine potential genetic 
variants that may be associated with this common birth defect. Based on previous GWAS (genome-wide association 
study) results, the 8q24 region, ranging from 129,778,467 to 130,181,350 on chromosome 8, has yielded significant 
evidence of association with CL/P (BIRNBAUM et al. 2009; GRANT et al. 2009), and this statistical significance is 
stronger in European populations compared to Asians (BEATY et al. 2010). An additional study using case-parent trio 
data from 13 selected genetic regions has further confirmed these population-specific genetic patterns (LESLIE et al. 
2015), which may in part be explained by differences in SNP heterozygosity between European and Asian trios 
(MURRAY et al. 2012).  
Despite the strong statistical evidence for association between genetic variation in the 8q24 region and 
development of an OFC, this region is a gene desert and contains very few recognized genes, so predicting functional 
variants is difficult (HUPPI et al. 2012). Cross-population differences in association signal provide one avenue for 
narrowing down the potential functional region; one hypothesis is that truly causal variants should maintain functional 
roles across populations even when association signal differs due to differences in correlation or linkage disequilibrium 
(LD) patterns across different populations. We have recently collected new whole-genome sequencing (WGS) data 
on a set of 1,136 European ancestry individuals (in approximately 378 case-parent trios) as part of the Gabriella Miller 
Kids First Pediatric Research Program, a trans-NIH effort currently focused on gene discovery for pediatric cancers 
and structural birth defects (https://commonfund.nih.gov/KidsFirst). In addition, we have existing targeted sequencing 
(TS) data of this 8q24 region on 374 European case-parent trios (of which 134 are duplicated in the WGS data) and 




The goal of our current analysis is to build on this prior work by leveraging the increased sample size provided 
by the new WGS data in the hope of further refining the association signal in this region, and thereby potentially 
illuminating functional mechanisms that may lead to the development of OFCs.  However, prior to combining these 
data sets, which were generated at different time points using different technologies, we first need to test for systematic 
differences in quality and variant calls between the TS and WGS data sets. This comparison will be performed by 
assessing coverage of rare and common variants in the independent case-parent trios across the TS and WGS data sets, 
and examining concordant and mismatched genotype calls for a sub-set of 402 individuals who were sequenced in 
both the TS and WGS studies, in terms of their call quality and read depth. Once this assessment has been performed, 
we will compare evidence of linkage and association obtained from these case-parent trios, comparing results from 
the TS data, the WGS data and a combined data set incorporating both sample sets. Specifically, the statistical signals 
from the genotypic transmission-disequilibrium test (gTDT) and measures of haplotype diversity will be compared 
between the TS and WGS data to check for consistency of called variants in this 8q24 region. This combined analysis 
provides a resource for further understanding the functional genetics of the 8q24 region, with future work planned to 
assess cross-population differences with this larger harmonized data set. The ultimate purpose of this study was to 
combine targeted and WGS data to gain more statistical power and accuracy for future studies, not only in the 8q24 
region, but throughout the genome. 
2 Approach  
2.1 Sample characteristics of the TS and WGS data 
Samples for the TS data set were collected from individuals of Asian or European ancestry from Europe, the 
United States, China, and the Philippines recruited due to the presence of a child affected with cleft lip (CL) or cleft 
lip with cleft palate (CLP), collectively referred to as CL/P. Individuals with other congenital anomalies, recognized 
malformation syndromes involving CL/P, or developmental delays were excluded from the study. For our work here, 
we are focusing only on those families of European ancestry. Samples for the WGS data set were drawn from 
individuals who were part of the same studies, but who are exclusively of European origin. A total of 402 individuals 
(in 134 case-parent trios) from the WGS study were also included in the TS study. These overlapping trios create a 
unique opportunity for direct comparison of variants identified by both sequencing methods, so we compared the 
called variants in this sub-set for call rates and consistency.  However, these overlapping samples were only retained 





Table 1. Sample size in number of individuals and trios for the TS and WGS 
data. (The TS data had already been cleaned and processed as part of another 
study, so no further individual-level cleaning was done here. Variant-level 
cleaning was performed similarly across the two data sets.) 
Data # of individuals (trios) 
before data cleaning 
# of individuals 
(trios) after data 
cleaning 
TS Data  NA 1122 (374) 
TS Data (w/o duplicates) NA 402 (134) 
WGS Data 1136 (~379) 981(327) 
 
2.2 Data generation and variant calling 
Sample preparation and sequencing for both the TS and WGS data sets was performed at the McDonnell 
Genome Institute (MGI) of Washington University. For the TS study, thirteen high priority regions were selected for 
sequencing, representing 6.3Mb. In brief, NimbleGen (Roche NimbleGen, Madison, WI) custom target probes were 
designed to query the 6.6Mb target region, and hybrid capture on pools of 96 indexed samples per capture was 
performed. Each capture pool was then sequenced on two lanes of Illumina HiSeq per manufacturer’s 
recommendations (Illumina Inc, San Diego, CA) for an average of ~40Gb per lane or ~835Mb per sample. For the 
WGS study, data generated were 2x150bp paired end reads with a target of ~30X coverage. In both cases, MGI applied 
state of the art alignment and variant calling routines, including variant/sample QC (flagged for per-sample call rate, 
per-marker call rate and adherence to Hardy-Weinberg equilibrium among parents) and pedigree-aware genotype 
refinement using Polymutt (LI et al. 2012). Here, we focus on the 8q24 region (hg19 genome coordinates 129,778,467 
to 130,181,350) which was previously shown through GWAS to be associated with risk of CL/P, and which was 
replicated in the original TS main publication (LESLIE et al. 2015).  
2.3 Data cleaning  
Prior to the comparative analysis, the WGS data were cleaned to maximize consistency for this study. First, 
individuals from incomplete trios (i.e., those missing one or both parents) were excluded and only complete trios were 
used for our analysis. Second, multi-allelic SNPs were removed and genotype calls were filtered based on read depth 




incomplete calls with a missing value for one allele and a non-missing value for the other were set to missing as well 
(these “half-calls”, e.g., ./1 in the VCF file). Since this study is focused on the association signal from the 8q24 region, 
this specific region was subset from chromosome 8 and tests for Mendelian consistency were conducted to check for 
inheritance errors within each trio. Additionally, the results from this Mendelian error check in chromosome 8 were 
compared with the results for all variants identified on chromosome 22 to confirm their validity. Families that were 
outliers in their count of Mendelian errors compared to the distribution of all other families were deleted.  
2.4 Comparative analysis  
2.4.1 Comparison of variants sets 
To examine the overlap of variants called in the TS and WGS data sets, variants were divided into classes 
according to their within-data set minor allele frequency (MAF), calculated in parents only: singletons (variants only 
seen in one individual in the data set), rare variants (MAF < 0.01) or common variants (MAF ≥ 0.01). Venn Diagrams 
were generated to directly visualize the overlap among these classes of variants between the TS and WGS data sets. 
As the goal was to examine the overlap rate as a measure of technical reproducibility, the 402 duplicated individuals 
were removed from the TS data. These Venn Diagrams were graphed separately for common and rare variants and for 
each data set, e.g., rare variants from the WGS data were plotted with all variants from TS data set to see how many 
of these rare variants were also present in the TS data set at any frequency. For non-overlapping rare variants, the total 
number of singleton variants was calculated to assess the impact of singletons on whether a variant failed to appear in 
both data sets, since singleton variants are perhaps the least likely to overlap between data sets. 
2.4.2 Concordance of genotype calls 
For the 402 individuals duplicated between the TS and WGS data sets, we examined the consistency of 
genotype calls (GT) for all overlapping positions. Only variants at positions present in both data sets were kept. Then, 
counts of mismatches in genotype calls were calculated and plotted separately by individual and by position; in other 
words, mismatches were obtained based on both rows (position) and columns (individual). To examine if patterns of 
read depth (DP) and call quality (GQ) were associated with mismatches in genotype calls, the average read depth and 
call quality were calculated for each individual based on the mismatch tag (either this call has a mismatch between 






2.4.3 Genotypic TDT 
The Transmission-Disequilibrium Test (TDT) aims to test the composite null hypothesis of no linkage or no 
LD between an observed marker and an unobserved causal locus to detect over-transmission of a particular marker 
allele from the expected probability of ½ that any given allele is transmitted from a heterozygous parent to an affected 
offspring at meiosis (SPIELMAN AND EWENS 1996). In contrast to the allelic TDT, which uses McNemar’s chi-squared 
test to assess the transmission of alleles, the genotypic TDT utilizes conditional logistic regression to examine the 
transmission of genotype to the affected child (LAIRD AND LANGE 2006). This allows for more flexible modeling of 
the genetic effect at the unobserved causal locus (i.e., additive, dominant or recessive models of inheritance) and 
produces estimated odds ratios and confidence intervals for each genotype as a default. Specifically, the genotypic 
TDT considers the observed genotype in the case from each trio, plus three unobserved “pseudo-controls” which 
represent all possible genotypes of children from the parental mating, as a cluster, and models a case-control test of 
association within each cluster in a conditional logistic regression framework. Since there are four possible 
combinations of genotypes for the child based on parents’ mating type, the genotype of the affected offspring becomes 
a case while the other three possible genotypes are treated as pseudo-controls. The null hypothesis in this setting states 
that there is no association between observed genotype and disease and the marker is not linked to the causal locus. If 
the probability for the observed genotype is significantly larger than expected due to rules of Mendelian inheritance, 
the composite null hypothesis is rejected, and there is evidence of linkage and association between the observed marker 
and some unobserved gene controlling the  disease of interest (LAIRD AND LANGE 2006). In our analysis, only common 
variants with MAF larger than or equal to 1% are considered for the genotypic TDT, as the statistical power of drawing 
inference using rare variants is limited. 
Despite the QC steps mentioned in the data cleaning section, additional filtering steps were conducted for the 
calculation of the gTDT and further plotting. First, the duplicated individuals (in 134 case-parent trios) were removed 
from the TS data set, so we were comparing signals among two mutually-exclusive groups. Then, the TS and WGS 
data sets, which were in vcf format, were converted into matrices in genotype format by combining the information 
from the pedigree files; note that variants with MAF of less than 1% were filtered out so we only focused on analyzing 
signals from common variants. Additionally, SNPs with more than 5% missing calls and those showing significant 
deviation from Hardy-Weinberg equilibrium (at p-value less than 0.05) were filtered out as well. Finally, the gTDT 




gTDT plots were first generated based on all markers in the 8q24 region to observe the overall patterns among all 
positions, and then a subset of regions containing the strongest signals were selected for further analysis.  
To further examine the consistency and reproducibility in signals of linkage and association, the TS and WGS 
data sets were merged based to all variants seen in the two data sets. This combined data set was processed following 
the same filtering procedures as mentioned above, and a gTDT plot was generated based on all positions in 8q24 first 
to visualize the overall pattern in signals of linkage and association, and then subset to the region with the strongest 
signals. 
2.4.4 Linkage disequilibrium (LD) 
Linkage disequilibrium (LD) is a measure of correlation between alleles at different genetic markers or SNPs. 
It is typically higher for variants that are physically close to one another on a chromosome. Patterns of LD can vary 
between genomic regions and between populations. LD is a measure of whether alleles at different SNPs can be 
combined based on the Hardy-Weinberg expectations within a population. Specifically, assume allele A1 and allele 
A2 at a SNP A occur at frequencies of p1 and p2, respectively, and p1 + p2 = 1. When mating is  random with respect to 





respectively. Similarly, assume allele B1 and allele B2 at a SNP B occur at frequencies of q1 and q2, respectively, where 
q1 + q2 = 1, with random mating. The two SNPs are said to be in linkage equilibrium if the frequencies for the four 
possible gametes A1B1, A1B2, A2B1, A2B2 are p1q1, p1q2, p2q1 and p2q2, respectively. On the contrary, the two SNPs 
are said to be in linkage disequilibrium if these same combinations of alleles at two loci (i.e. these four haplotypes) 
cannot be predicted from their respective allele frequencies  (HARTL AND CLARK 1997).  
       Such LD can be measured by the correlation coefficient between alleles at two different SNPs which is 
calculated as follows (ULEBERG AND MEUWISSEN 2011): 
1. Let p1 denote the frequency of allele A1 at SNP A and q1 denote the frequency of allele B1 at SNP B.  
2. Let  p denote the observed frequency of the A1B1 haplotype. 
3. The deviation between the expected haplotype frequency is therefore defined as: DA1B1 = p - p1q1 




5. Obtain the coefficient of determination by taking the square of the correlation coefficient: r
2
 
As mentioned in Section 2.4.3, we calculated LD (r
2
) for variants in the filtered data sets from the TS, WGS and the 
combined data. Heat maps were generated based on these r
2













identify potentially causal variants. 
4 Summary 
               Briefly speaking, the purpose of this study was to compare the TS data obtained from a previous study and 
the WGS data generated recently and to propose a reasonable approach to combine these two data sets thereby gaining 
more statistical power and accuracy for future analysis. In terms of detailed approaches, Venn Diagrams were 
generated based on common (MAF ≥ 0.01) and rare variants (MAF < 0.01) in each data set to further examine and 
visualize the overlap rate of variants called in the two data sets; the number of singletons (variants only seen in one 
individual in the data set) was calculated for the non-overlapping rare variants in each data set to monitor the impact 
of singletons on the overlap rate for rare variants. The consistency of genotype calls was examined based on the 402 
duplicated individuals appearing in both data sets and overlapping positions regardless of MAF; in addition, 
histograms were generated for average read depth (DP) and call quality (GQ) based on the mismatched tag (whether 
the variant calls were different for the same individual and same position among the two data sets or not) to monitor 
any different patterns occurring due to mismatched calls. Lastly, genotypic TDT plots and LD heat maps were 
generated for the TS, WGS and the combined data sets to examine if the signals of linkage and association were 
consistent and reproducible. 
After the general data cleaning step, we had 981 individuals (in 327 case-parents trios) left for the WGS study 
and 1,122 individuals (in 374 case-parents trios) left for the TS study; among these 1,122 individuals for the TS study, 
402 individuals (in 134 case-parents trios) were present in both data sets. For the analysis of comparing variants sets, 
only parents’ data were kept for calculating minor allele frequency and all duplicated individuals were removed from 
the TS study. Thus, we had 654 individuals left for the WGS study and 480 individuals left for the TS study. Based 
on the results from the Venn Diagrams, almost all common variants (99.8%) from the TS study were present in the 
WGS study and the majority of common variants (75.5%) from the WGS study were also present in the TS study. In 
other words, the techniques used by the WGS study captured more common variants compared to that of the TS study. 
This may be due, for example, to capture inefficiency in the TS data generation process, or differences in coverage 
due to batch effects. Overall, combining these two data sets based on overlap in common variants is a reasonable 
approach for further study as the patterns are largely concordant. 
In terms of the overlap rate for rare variants, only 23.9% of the rare variants from TS study were present in 




this are potentially more complex. Since a MAF of 1% corresponds to fewer than 7 individuals in the WGS data or 5 
individuals in the TS data, these differences may be due to random sampling. They may also be due to technical 
challenges with calling rare variants. To explain these observed differences, we examined the number of non-
overlapping variants that were singletons, i.e., that only appeared in one individual. Generally, rare variants were 
singletons in one data set may not be present at all in the other data set because the variant was too rare to be detected 
in another sample. Moreover, for each additional person in a data set, the number of singletons will likely increase, 
which may explain the higher rate of singletons in the larger WGS data set: A significant portion (37.9%) of the non-
overlapping rare variants in the WGS data set were singletons; however, the impact of singletons in the TS data set 
(15.7% of non-overlapping variants) was not as strong. For rare variants, it is quite possible that some of the rare 
variants and possibly a large fraction of the singleton variants actually represents artifacts, so it might be expected that 
direct merging of the two data sets based on rare variants may not be an informative approach.  On the other hand, 
since our goal is to eventually determine functional, deleterious mutations in this region that could contribute to disease 
etiology, and since rare variants may be particularly likely candidates for this role, increasing the number of rare 
variants in our data set may greatly increase our power to detect this functional signal. 
The findings from Section 3.2.2 further elucidate the concordance in genotype calls among the same 
individuals from these two data sets. As mentioned previously, only duplicated individuals and overlapped positions 
regardless of MAF were kept for this part of analysis; we ended up having 402 duplicated individuals (in 134 trios) 
and 7,183 overlapped positions for each data set. Based on Figure 6 and Table 2, which present a histogram and 
detailed breakdown for comparison of genotype calls by each position across 402 duplicated pairs of individuals, there 
were 7,156 positions out of a total number of 7,183 positions having a mismatch count of 10 or less across all 402 
duplicated pairs of individuals; in other words, 99.6% of positions have a mismatch rate of 2.5% or less. There were 
9 positions having a mismatch count of 51 or higher, that is over 12.7% in terms of mismatch rate. Based on the 
distribution and breakdowns seen in Figure 6 and Table 2, positions with over 10% mismatch rate, that is having a 
mismatch count of 40 or larger across all 402 duplicated pairs of individuals, were considered as outliers and thus 
should be removed from further analysis. In terms of comparison of genotype calls by each duplicated pair of 
individuals across all 7,183 positions, Figure 7 and Table 3 both show no significant outliers were detected; all of the 
duplicate pairs of individuals had mismatch counts of 141 or less across all 7,183 positions, that is less than 1.96% in 




5 were generated to further examine the patterns of read depth (DP) and call quality (GQ) based on mismatch type for 
genotype calls in the WGS data; recall DP is a measure of coverage that quantifies the number of unique reads 
containing a specified nucleotide, and GQ is a measure providing a numeric value representing how certain the caller 
was about the call being made. Our initial assumption was that mismatches in genotype calls would occur due to lower 
DP or GQ, however, the findings from Figures 8-9 and Tables 4-5 were not consistent with this assumption. Figure 
8 and Table 4 show the mismatched group had lower mean and median in DP compared to that of the matched group 
(mean: 23.9 vs. 24.9; median: 23.8 vs. 25.4), but these differences were not remarkable. On the contrary, Figure 9 
and Table 5 illustrate the mismatched group actually had larger mean and median in GQ compared to the matched 
group (mean: 70.1 vs. 61.0; median: 71.6 vs. 63.6) and these differences were larger compared to the differences 
observed in the DP comparison. Overall, for both DP and GQ comparisons, the mismatched group had larger 
variabilities compared to the matched group. Therefore, our assumption was not supported by the findings based on 
Figures 8-9 and Tables 4-5, and we conclude that mismatches in genotype calls between pairs were not a reflection 
of data quality in our dataset. Since we do not know which of the mismatching calls is the “true” genotype of the 
individual, the goal of this analysis was not to filter out any particular variant calls, but rather to look for systematic 
patterns in measurable variables, such as DP and GQ, that would help identify problematic positions, in the absence 
of duplicate samples. Based on our analysis, there is no systematic pattern to identify specific positions that should be 
filtered out in downstream analysis. However, the 9 positions that were considered as outliers in terms of mismatch 
rate can be removed from further analysis as mismatches in genotype calls even though they did not seem to have an 
association with poor data quality.  
 According to the above statements, combining the common variants from the TS and the WGS data, keeping 
all duplicate individuals in the WGS data and removing positions with extreme mismatch rates in genotype calls are 
reasonable approaches for further analysis. The findings from Section 3.2.3 further illustrate the consistency and 
reproducibility of the combined data set. For this section of analysis, duplicated individuals were removed from the 
TS study to detect and compare the signals of linkage and association seen from two mutually exclusive groups. 
Additional filtering steps, as detailed in Table 7, were conducted at a variant level to maintain the consistency and 
accuracy of this study. After filtering, we ended up with having 720 individuals (in 240 trios) with 215 common 
variants for the TS study, and 981 individuals (in 327 trios) with 276 common variants for the WGS study. The 




performed. After filtering, there were 1,701 individuals (in 567 trios) and 210 common variants. Signals seen in the 
genotypic TDT for the combined data set (Figure 12) were consistent with those seen in the TS and the WGS data 
(Figures 10 and 11), but were much stronger in terms of the scale of p-values. Similarly, the patterns in the LD heat 
map and recombination site showed good agreement among the TS, WGS and the combined data sets; two unequal-
sized triangle blocks were detected with the boundary position as a genetic recombination site. Additionally, for 
Figures 10-12, there was a small “sub-block” within the large block that shows increased r
2 
values and the scale r
2
 
was slightly stronger for the combined data set compared to the TS and WGS data sets. Briefly speaking, the general 
patterns of linkage and association were consistent among the TS, WGS and the combined data sets but the scales of 
signals were stronger in the combined data sets, likely due to larger sample size and concordance of genetic signal 
across these samples with a similar population background. 
 In summary, the approaches of combining the common variants in the TS data and the WGS data by keeping 
all duplicated individuals in the WGS data and removing positions with extreme mismatch rates in genotype calls not 
only showed reproducible findings consistent with previous studies, but also increased the statistical power by 
improving the signal intensity in genotypic TDT and LD to strengthen new findings. The work done here paves the 
way for using this combined data set to refine the signal in the 8q24 region. This refined signal can be used to further 
explore cross-population patterns to better understand the differences in signal that have been observed to date using 
samples from European compared to Asian populations. By narrowing down the window of genetic signal from trios 
of European ancestry, a more targeted approach can be taken to samples of Asian ancestry, with the goal of identifying 
cross-population shared genetic signal and thereby illuminate the functional role of variants in the 8q24 region on 
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