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Abstract
Using the results of Smith, Solmon, and Wagner [K. Smith, D. Solomon, S. Wagner, Practical and
mathematical aspects of the problem of reconstructing objects from radiographs, Bull. Amer. Math.
Soc. 83 (1977) 1227–1270] and Nelson and Neumann [S. Nelson, M. Neumann, Generalizations
of the projection method with application to SOR theory for Hermitian positive semidefinite linear
systems, Numer. Math. 51 (1987) 123–141] we derive new estimates for the speed of the alternat-
ing projection method and its relaxed version in Rm. These estimates can be computed in at most
O(m3) arithmetic operations unlike the estimates in papers mentioned above that require spectral
information. The new and old estimates are equivalent in many practical cases. In cases when the
new estimates are weaker, the numerical testing indicates that they approximate the original bounds
in papers mentioned above quite well.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a Hilbert space and G ⊂ H a closed subspace. The orthogonal projection
of H onto G will be denoted by PG. The null and range spaces of an operator A will
be denoted by N (A) and R(A), respectively. The alternating projection method is a
very general approximation algorithm that has many forms and applications [9,13]. LetE-mail address: matgal@gold.uni-miskolc.hu.
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A. Galántai / J. Math. Anal. Appl. 310 (2005) 30–44 31M1,M2, . . . ,Mk be closed subspaces of the real Hilbert space H , M = ⋂ki=1 Mi , and
Pi = PMi (i = 1, . . . , k). The orthogonal projection PM is called the intersection projec-
tion. We seek for PMx, the best approximation in the intersection M to any x ∈ H , by
projecting a point cyclically through the individual subspaces. Thus the method of alter-
nating projection is defined by
x0 = x,
xj+1 = Pixj
(
i ≡ j (mod k) + 1). (1)
Halperin [14] proved the following convergence theorem, which is a generalization of von
Neumann’s result [22], who proved the case k = 2.
Theorem 1 (Halperin). Let M1,M2, . . . ,Mk be closed subspaces of the real Hilbert
space H , M =⋂ki=1 Mi , and Pi = PMi (i = 1, . . . , k). For each x ∈ H ,
lim
n→∞(PkPk−1 . . . P1)
nx = PMx. (2)
For other convergence theorems we refer to [9,13]. Estimates for the convergence speed
are given in [2,8,11,12,18,24]. The estimates use the following concepts of the angle be-
tween subspaces.
Definition 2 (Friedrichs). The angle between the subspaces M and N of a Hilbert space
H is the angle α(M,N) in [0,π/2] whose cosine is given by
c(M,N) = sup{∣∣〈x, y〉∣∣ | x ∈ M ∩ (M ∩ N)⊥, ‖x‖ 1,
y ∈ N ∩ (M ∩ N)⊥, ‖y‖ 1}. (3)
Definition 3 (Dixmier). The minimal angle between the subspaces M and N is the angle
α0(M,N) in [0,π/2] whose cosine is defined by
c0(M,N) = sup
{∣∣〈x, y〉∣∣ | x ∈ M, ‖x‖ 1, y ∈ N, ‖y‖ 1}. (4)
The two definitions are different except for the case M ∩ N = {0} when they clearly
agree. For the properties of these angle concepts we refer to Deutsch [10].
We recall the estimate of Smith et al. [24], which was developed for use in image re-
construction.
Theorem 4 (Smith, Solmon, Wagner). For j = 1, . . . , k, let Pj be the orthogonal projec-
tion on Mj , where Mj is a closed subspace of H . Define M =⋂ki=1 Mi and let PM be the
orthogonal projection on M . If θj = α(Mj ,⋂ki=j+1 Mi), then for any x ∈ H , and integer
n 1,∥∥(Pk . . . P2P1)nx − PMx∥∥ cnSSW‖x − PMx‖ (5)∏
holds with error constant cSSW = (1 − k−1j=1 sin2 θj )1/2.
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Solmon [15], Kayalar and Weinert [18] and Deutsch and Hundal [11].
In finite-dimensional cases the computation of the subspace angles θj require eigenvalue
computations for k − 1 matrices. Using the theory of linear iterative methods (see, e.g.,
Dax [7]) one can also investigate the convergence speed through the related stationary
iteration
xnk = (Pk . . . P2P1)x(n−1)k (n = 1, . . .) (6)
with iteration matrix Q = Pk . . .P2P1. This approach however also requires spectral infor-
mation on matrix Q.
Here we develop an estimate of cSSW, which avoids the computation of subspace angles
and requires at most O(m3) arithmetic operations in the m-dimensional space. The new
estimate is then extended to a relaxed version of the alternating projection method using
a result of Neumann and Nelson [21]. Section 5 deals with the Meany inequality, while
Section 6 contains numerical experiments. Appendix A contains a Gram–Hadamard type
result used in the main result.
2. The special case of the alternating projection method
The new estimates are based on the null space representation of projections. The idea
comes from the analysis of iterative projection methods for linear algebraic systems of the
form
Ax = b (A ∈ Rm×m, det(A) = 0), (7)
where the exact solution is denoted by ω = A−1b. We present the idea with the block Kacz-
marz method [17,25], although the argument is similar for many other iterative projection
methods (see, e.g., [13,16]). Let
Im = [E1, . . . ,Ek] (Ei ∈ Rm×mi , i = 1, . . . , k). (8)
The block Kaczmarz algorithm starts from an arbitrary point x0 ∈ Rm and has the form
xj+1 = xj − AT Ei
(
ETi AA
T Ei
)−1
ETi r(xj )
(
i ≡ j (mod k) + 1), (9)
where r(x) = Ax − b. For m = k, the method coincides with the original Kaczmarz algo-
rithm. It is easy to see that
xj+1 − ω =
(
I − AT Ei
(
ETi AA
T Ei
)−1
ETi A
)
(xj − ω) = (I − PR(AT Ei))(xj − ω)
and for n 1,
xnk − ω = Q(x(n−1)k − ω) = Qn(x0 − ω), (10)
where
Q = (I − PR(AT Ek)) . . . (I − PR(AT E1)) (11)
is a product of orthogonal projections. It is clear that Mi = R⊥(AT Ei) (i = 1, . . . , k),⋂
PMi = PR⊥(AT Ei) = I − PR(AT Ei), M = ki=1R⊥(AT Ei) =R⊥(AT ), Q = PR⊥(AT Ek)
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PM = 0. Hence Qn → 0 and xj → ω follow from the von Neumann–Halperin theorem.
Here projections PMi are represented by their null spaces M⊥i =R(AT Ei), which is al-
ways possible for orthogonal projections. We can also assume that the null space bases are
orthonormal. Particularly, for the Kaczmarz method let ETi AAT Ei = LLT be the Cholesky
decomposition. Then Xi = AT EiL−T satisfiesR(AT Ei) =R(Xi) and XTi Xi = I . Hence
we can write PMi = I − XiXTi .
For the rest of paper we assume that H = Rm and the projections are given in null space
form, that is
Pj = I − XjXTj , Mj =R⊥(Xj ), Xj ∈ Rm×mj , XTj Xj = I (12)
hold for j = 1, . . . , k. Then
Q = Pk . . .P2P1 =
(
I − XkXTk
)
. . .
(
I − X1XT1
)
,
M =
k⋂
j=1
R⊥(Xj ) =R⊥
([X1, . . . ,Xk])=R⊥(X),
and PM = PR⊥(X) = I − PR(X). The Smith–Solmon–Wagner theorem now has the form∥∥[(I − XkXTk ) . . . (I − X1XT1 )]ny − PR⊥(X)y∥∥ cnSSW‖PR(X)y‖
(y ∈ Rm) (13)
with cSSW = (1 −∏k−1j=1 sin2 θj )1/2 and
θj = α
(
Mj,
k⋂
i=j+1
Mi
)
= α(R⊥(Xj ),R⊥([Xj+1, . . . ,Xk])). (14)
In the next section we derive an upper estimate for cSSW, which coincides with cSSW in
several important practical cases.
3. A new estimate for the convergence speed
We shall determine the angle
θj = α
(
Mj,
k⋂
i=j+1
Mi
)
= α(R⊥(Xj ),R⊥([Xj+1, . . . ,Xk])).
Note that
Mj ∩
(
k⋂
i=j+1
Mi
)
=R⊥([Xj ,Xj+1, . . . ,Xk]) = {0},
if R([Xj ,Xj+1, . . . ,Xk]) = Rm. Using Theorem 16 of Deutsch [10], which says that( ( ) ( ))
c(M,N) = c(M⊥,N⊥) cos θ(M,N) = cos θ(M⊥,N⊥) ,
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θj = α
(R(Xj ),R([Xj+1, . . . ,Xk])).
If R(Xj ) ∩R([Xj+1, . . . ,Xk]) = {0} holds for all j = 1, . . . , k − 1, then the two angle
concepts coincide and
θj = α0
(R(Xj ),R([Xj+1, . . . ,Xk])) (j = 1, . . . , k − 1),
where α0 is the minimal angle (the first principal angle betweenR(Xj ) andR([Xj+1, . . . ,
Xk])). This happens if and only if the matrix X = [X1, . . . ,Xk] is of maximum column
rank.
The principal angles between two subspaces can be determined by computing a singular
value decomposition (see Björck and Golub [5]) or by the following result of Zassenhaus
[26] and Ben-Israel [4].
Theorem 5 (Zassenhaus, Ben-Israel). Let M,N ⊂ Rm be subspaces with dim(M) = p
and dim(N) = q . Let the columns of U ∈ Rm×p and V ∈ Rm×q form a basis of M and N ,
respectively. For p  q the eigenvalues of V T U(UT U)−1UT V (V T V )−1 ∈ Rq×q are the
squares of the cosines of the principal angles between M and N . If p < q , then the first p
eigenvalues of V T U(UT U)−1UT V (V T V )−1 ∈ Rq×q are the squares of the cosines of the
principal angles between M and N provided that the eigenvalues are given in descending
order.
In either way the error constant cSSW requires the calculation of the maximal eigen-
values (singular values) of k − 1 matrices. Using Theorem 5 we can prove however the
following result.
Lemma 6. Let X = [X1, . . . ,Xk] be of maximum column rank. Then
det(XT X)
k−1∏
j=1
sin2 θj . (15)
There is equality if mj = 1 holds for every j = 1, . . . , k.
Proof. Let
U = [Xj+1, . . . ,Xk] = Xk−j | ∈ Rm×
∑k
i=j+1 mi , V = Xj .
Then
V T U(UT U)−1UT V (V T V )−1 = XTj PR(Xk−j |)Xj
is a positive semidefinite matrix of the size mj ×mj . Let us denote by λ(j)i (i = 1, . . . ,mj )
and ϑ(j)i (i = 1, . . . , m˜j , m˜j = min{mj ,
∑k
i=j+1 mi}) the eigenvalues (in decreasing order)
and the corresponding principal angles, respectively. Theorem 5 implies that( )
cos2 ϑ
(j)
i = λ(j)i (i = 1, . . . , m˜j ), λ(j)i = 0 (m˜j + 1 i mj).
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XTj PR(Xk−j |)Xj = Qdiag
(
λ
(j)
1 , . . . , λ
(j)
mj
)
QT
holds with a suitable orthogonal matrix Q ∈ Rmj×mj , we have
det
(
I − XTj PR(Xk−j |)Xj
)= mj∏
i=1
(
1 − λ(j)i
)= m˜j∏
i=1
sin2 ϑ(j)i  sin
2 θj . (16)
Equality holds if m˜j = 1 or sinϑ(j)i = 1 (i  2, m˜j  2). If mj = 1, then m˜j = 1. Theo-
rem A.1 of Appendix A yields the recursion
det
(
(Xk−j+1|)T Xk−j+1|
)= det(XTj (I − PR(Xk−j |))Xj )det((Xk−j |)T Xk−j |)
and the expression
det(XT X) =
[
k−1∏
j=1
det
(
XTj (I − PR(Xk−j |))Xj
)]
det
(
(X1|)T X1|
)
.
Since det((X1|)T X1|) = det(XTk Xk) = 1, we obtain that
det(XT X) =
k−1∏
j=1
det
(
XTj (I − PR(Xk−j |))Xj
) (17)
from which our lemma follows. 
Let σi denote the ith singular value of X (i = 1, . . . , mˆ, mˆ = ∑kj=1 mj ). Then
det(XT X) = σ 21 . . . σ 2mˆ. If equality holds in Lemma 6, then we have the relation
σ 21 . . . σ
2
mˆ
= sin2 θ1 . . . sin2 θk−1.
One of the referees asked if there is any connection between the singular values of X and
the angles θj . Since, in general,
det(XT X) =
k−1∏
j=1
[
(sin2 θj )
m˜j∏
i=2
sin2 ϑ(j)i
]

k−1∏
j=1
sin2 θj (18)
and the principal angles ϑ(j)i can be “anything,” this problem seems to be quite difficult.
We now define the error constant cGM = (1 − det(XT X))1/2 and first observe, using
Lemma 6, that the inequality
c2GM  1 −
k−1∏
j=1
sin2(θj ) = c2SSW (19)
holds. There is equality, if mj = 1 holds for every j = 1, . . . , k.
We can summarize our findings as follows.
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is of maximum column rank. Then for any n 1,
∥∥[(I − XkXTk ) . . . (I − X1XT1 )]ny − PR⊥(X)y∥∥ cnGM‖PR(X)y‖
(y ∈ Rm), (20)
where the error constant cGM = (1 − det(XT X))1/2, cGM  cSSW and cGM = cSSW if
mj = 1 for j = 1, . . . , k.
Relation (18) implies
k−1∏
j=1
sin2 θj = det(X
T X)∏k−1
j=1
∏m˜j
i=2 sin
2 ϑ
(j)
i
.
For a fixed value of det(XT X), the left side
∏k−1
j=1 sin2 θj is smallest if
k−1∏
j=1
m˜j∏
i=2
sin2 ϑ(j)i = 1
(case cSSW = cGM). Hence the error constant cSSW has its maximum if and only if cSSW =
cGM. In the latter case the Smith–Solmon–Wagner estimate is independent of the subspace
angles θj . This situation occurs if the principal angles ϑ(j)i are π/2 for i = 2, . . . , m˜j ,
j = 1, . . . , k − 1. If any of these principal angles is less than π/2, then cSSW < cGM. In
general, the value of cSSW and the convergence rate of the alternating projection method
depends on all principal angles between the subspaces R(Xj ) and R([Xj+1, . . . ,Xk])
(j = 1, . . . , k − 1).
The new estimate cGM replaces the computation of k − 1 subspace angles by the com-
putation of one Gram determinant. It is known [6], that for the Gram matrix XT X ∈ Rl×l
(X = [x1, . . . , xl] ∈ Rm×l) the inequality
0 det(XT X) ‖x1‖2‖x2‖2 . . .‖xl‖2 (21)
holds. The lower extreme occurs if and only if the vectors xi are dependent. The upper
extreme occurs if and only if the vectors are orthogonal. Since X has maximum column
rank and all vectors are normalized, we have 0 < det(XT X) 1 and
0 cGM < 1. (22)
The estimate cGM is increasing with the column dimension of X. The estimate cGM is near
zero if the columns of X are near orthogonal. If the columns of X are nearly dependent,
then cGM is near to 1.
The computational cost of our estimate, i.e. the Gram determinant, is O(mˆ3) arithmetic
operations (mˆ  m), if Gaussian elimination is used. For other techniques to calculate
determinants we refer to Pan et al. [23].
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For motivation we recall the relaxed block Kaczmarz algorithm
xj+1 = xj − µiAT Ei
(
ETi AA
T Ei
)−1
ETi r(xj )
(
i ≡ j (mod k) + 1), (23)
where 0 < µi < 2 (i = 1, . . . , k),
xnk − ω = Q(x(n−1)k − ω) = Qn(x0 − ω), (24)
and
Q = (I − µkPR(AT Ek)) . . . (I − µ1PR(AT E1)). (25)
If P is an orthogonal projection, then I − µP is not a projection for µ = 0,1. Hence we
need an extension of the von Neumann–Halperin theorem and the convergence estimates.
Such extensions are given for contractive or nonexpansive mappings of Hilbert spaces
(see, e.g., [3] or [13]). Here we quote the result of Nelson and Neumann [21], which is an
extension of the Smith et al. estimate [24] for the contractive case.
For A ∈ Cm×m let
γ (A) = max{|λ| | λ ∈ {0} ∪ σ(A) \ {1}}. (26)
Definition 8. A matrix B ∈ Cm×m is called paracontracting, if the spectral norm of B is
bounded by unity and if
0 = x ∈N⊥(I − B) ⇒ ‖Bx‖2 < ‖x‖2.
If a matrix B is paracontracting, then the contraction constant
c(B) = inf{c ∈ [0,∞) | ∀x ∈N⊥(I − B), ‖Bx‖2  c‖x‖2} (27)
satisfies 0  c(B) < 1. If B is Hermitian, then c(B) = γ (B). For any orthogonal projec-
tion P , c(P ) = 0. If B = I − µP , 0 < µ < 2 and P = 0 is orthogonal projection, then
c(B) = |1 − µ|.
Theorem 9 (Nelson, Neumann). Let B = Bk . . .B1 be the product of k paracontracting
matrices Bi ∈ Cm×m. Then B is paracontracting,
γ (B) c(B) < 1 (28)
and
‖Bnx − PN (I−B)x‖2  cn(B)‖x − PN (I−B)x‖2 (29)
hold. Furthermore
N (I − B) =
k⋂
i=1
N (I − Bi) (30)
and
c(B)
{
1 −
k∏[
1 − c2(Bi)
] k−1∏
sin2 θi
}1/2
, (31)i=1 i=1
38 A. Galántai / J. Math. Anal. Appl. 310 (2005) 30–44where θi denotes the angle between the subspaces
N (I − Bi) and
k⋂
i=j+1
N (I − Bi). (32)
In particular, if γ (Bi) = c(Bi) for i = 1, . . . , k then
γ (B)
{
1 −
k∏
i=1
[
1 − γ 2(Bi)
] k−1∏
i=1
sin2 θi
}1/2
. (33)
Let us define the error constant
cNN =
{
1 −
k∏
i=1
[
1 − c2(Bi)
] k−1∏
i=1
sin2 θi
}1/2
.
If Bi = I −µiPi , Pi is orthogonal projection and 0 < µi < 2 for i = 1, . . . , k, then I −Bi =
µiPi , N (I − B) =⋂ki=1N (Pi) and θi = α(N (Pi),⋂kj=i+1N (Pj )). Hence∥∥[(I − µkPk) . . . (I − µ1P1)]nx − P⋂k
i=1N (Pi )x
∥∥
2  c
n(B)
∥∥x − P⋂k
i=1N (Pi )x
∥∥
2
holds with
c(B) cNN =
{
1 −
k∏
i=1
[
1 − (1 − µi)2
] k−1∏
i=1
sin2 θi
}1/2
.
Since in our special case Pi = XiXTi (XTi Xi = I ) and N (Pi) = R⊥(Xi) for i =
1, . . . , k, we have
⋂k
i=1N (Pi) =
⋂k
i=1R⊥(Xi) =R⊥(X) and
∏k−1
i=1 sin2 θi  det(XT X).
In the latter inequality we have equality if mj = 1 for all j = 1, . . . ,m. Thus we have the
following extension of Theorem 7.
Theorem 10. Assume that Xj ∈ Rm×mj , XTj Xj = I , 0 < µj < 2 for j = 1, . . . , k and
X = [X1, . . . ,Xk] is of maximum column rank. Then for any n 1 and y ∈ Rm,∥∥[(I − µkXkXTk ) . . . (I − µ1X1XT1 )]ny − PR⊥(X)y∥∥ cnAGM‖PR(X)y‖, (34)
where the error constant cAGM = (1 −∏ki=1[1 − (1 − µi)2]det(XT X))1/2, cAGM  cNN
and cAGM = cNN if mj = 1 for j = 1, . . . , k.
Thus we obtained an easily computable bound for the convergence speed of the re-
laxed alternating projection method. We can observe that cAGM  cGM and cAGM = cGM,
if µi = 1 for i = 1, . . . , k. This is in contrast with the expectation that relaxation methods
are faster, which is not always the case (see, e.g., [13]). Since relaxation improves the rate
of convergence in many proven cases (see, e.g., [13]), we may conclude that neither our
estimate nor the Nelson–Neumann estimate is sharp enough. We point out however that
case cAGM = cNN corresponds to the nonblock iterative projection methods (see, e.g., [13])
and a successful application of Theorem 9 to SOR theory is given in Nelson and Neumann
[21].
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We show that a special case of Theorem 7 is equivalent with Meany’s inequality [19],
which inspired us to develop our results. Meany’s inequality has the form
‖Qy‖2 
(
1 − det(XT X))1/2‖y‖2 (y ∈R(X)), (35)
where X = [x1, . . . , xk], xi ∈ Rm, ‖xi‖2 = 1 (i = 1, . . . , k) and
Q = (I − xkxTk ) . . . (I − x1xT1 ). (36)
In the above case Theorem 7 gives the bound
‖Qnz − PR⊥(X)z‖2  cnGM‖PR(X)z‖2 (z ∈ Rm) (37)
with cGM = (1 − det(XT X))1/2. We can prove the following result.
Theorem 11. The Meany inequality and the inequality
‖Qnz − PR⊥(X)z‖2  cnGM‖PR(X)z‖2 (z ∈ Rm), (38)
are equivalent.
Proof. Assume first that Meany’s inequality holds. Let z = z1 + z2, where z1 ∈R(X) and
z2 ∈R⊥(X). Then ‖z1‖2,‖z2‖ ‖z‖2. By definition
Qnz − PR⊥(X)z = Qnz1 + Qnz2 − z2.
Since z2 ⊥xi for all i and (I − xixTi )z2 = z2, we have Qnz2 = z2. Hence
Qnz − PR⊥(X)z = Qnz1.
We prove now that Qnz1 ∈ R(X). Let y ∈ R(X). Then (I − xixTi )y = y − xi(xTi y) ∈
R(X) for any i. Hence Qy ∈R(X). Thus if z1 ∈R(X), then for any n, Qnz1 ∈R(X) also
holds. Hence by repeated use of the Meany inequality we obtain that
‖Qnz1‖2 =
∥∥Q(Qn−1z1)∥∥2  cGM‖Qn−1z1‖2  cnGM‖z1‖2.
Conversely, let y ∈R(X). Then (38) becomes
‖Qny‖2 = ‖Qny − PR⊥(X)y‖2  cnGM‖y‖2,
which gives just the Meany inequality for n = 1. 
We note that Meany used an elementary geometrical reasoning, which can not be ex-
tended to general cases. Meany’s inequality can be used directly to prove the convergence
of several classical iterative projection methods (see [13]).
6. A simple computational experiment
The constant cGM of the estimate (20) is largest, when X has rank m. ThenR(X) = Rm
and the estimates (5) and (20) become essentially the norm estimates∥( ) ( )∥∥ I − XkXTk . . . I − X1XT1 ∥ cSSW  cGM. (39)
40 A. Galántai / J. Math. Anal. Appl. 310 (2005) 30–44Fig. 1. Estimates for rand(10) matrices.
In Matlab we calculated the true norm ‖(I − XkXTk ) . . . (I − X1XT1 )‖ (solid line with
circles), the error constant cSSW = (1 − ∏k−1j=1 sin2 θj )1/2 (solid line with triangles) and
the error constant cGM = (1 − det(XT X))1/2 (solid line with stars) for various matrices.
Given a nonsingular matrix A = [A1, . . . ,Ak] ∈ Rm×m (Ai ∈ Rm×mi , i = 1, . . . , k) we
orthogonalized the columns of submatrices Ai into the matrices Xi ∈ Rm×mi such that
R(Ai) =R(Xi) and XTi Xi = I hold (i = 1, . . . , k). We used the Björck–Golub algorithm
[5] to calculate cos θj for j = 1, . . . , k. The Björck–Golub algorithm also requires ortho-
normal bases for the subspaces occurring in the computation. For calculating cGM we used
Matlab’s built in det(·) function.
Figure 1 shows the computed results for 25 random 10 × 10 matrices with uniformly
distributed entries in (0,1) (rand(·) matrices, k = 4, m1 = 1, m2 = m3 = m4 = 3, m = 10).
Figure 2 shows the computed results for 25 Gauss matrices (randn(·) matrices, k = 4,
m1 = 1, m2 = m3 = m4 = 3, m = 10). The corresponding relative errors are also given in
the bottom half of Figs. 1 and 2.
We can see that for the first case the two estimates are almost overlapping. For the
second case, there are very small observable differences in the relative errors. For 26 test
matrices of the Matlab/gallery collection we obtained similar result (see Fig. 3, where
k = 5, mi = 2 and m = 10).
7. Remarks
We derived easily computable estimates for the convergence rate of the alternating pro-
jection method using the results of [24] and [21]. The estimates are independent of the
subspace angles (spectral information) and require at most O(m3) operations. Although
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Fig. 3. Estimates for various Matlab test matrices.
the new estimates coincide with the original ones in many practical cases (mi = 1 for
all i), they are generally weaker than [24] and [21]. The computer testing indicates how-
ever that the new estimates are close to the original ones in most cases. Hence the new
estimates can be used instead of [24] and [21]. The experimental results also indicate that
42 A. Galántai / J. Math. Anal. Appl. 310 (2005) 30–44cSSW can significantly overestimate the true convergence rate in some cases. The reason
for this is not yet clear in spite of the fact that Kayalar and Weinert [18] and Deutsch and
Hundal [11] gave theoretical improvements of the Smith–Solmon–Wagner estimate.
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Appendix A
We prove the following Gram–Hadamard type result.
Theorem A.1. Let X ∈ Rm×p and Y ∈ Rm×q (p + q m). Then
det
([X,Y ]T [X,Y ])= det(XT X)det(YT (I − PR(X))Y ). (A.1)
Proof. We decompose Y in the form Y = YS + YN , where R(YS) ⊂R(X) and R(YN) ⊂
R⊥(X). It is easy to see that YS = PR(X)Y and YN = (I − PR(X))Y . Hence YTS YN = 0,
XT YN = 0 and
[X,Y ]T [X,Y ] =
[
XT X XT Y
YT X YT Y
]
=
[
XT X XT YS
YTS X Y
T
S YS + YTN YN
]
.
Since YS = XC for some C ∈ Rp×q we can write
[X,Y ]T [X,Y ] =
[
Ip 0
CT Iq
][
XT X 0
0 YTN YN
][
Ip C
0 Iq
]
.
Hence
det
([X,Y ]T [X,Y ])= det(XT X)det(YTN YN ),
which clearly gives the requested result. 
Corollary A.2. The equality
det
([X,Y ]T [X,Y ])= det(Y T Y )det(XT (I − PR(Y ))X) (A.2)
also holds.
Proof. The statement follows from the identity
det
([X,Y ]T [X,Y ])= det([Y,X]T [Y,X]). 
Corollary A.3. If det(XT X) > 0, then(
T
) (
T
)
Tdet YN YN = det Y (I − PR(X))Y  det(Y Y ).
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det
([X,Y ]T [X,Y ]) det(XT X)det(Y T Y )
(see, e.g., [6,20]). 
Achieser and Glasmann [1] include the following result. Let X = [x1, . . . , xk], xi ∈ Rm
(i = 1, . . . , k). Then
det(XT X) = det((Xk−1|)T Xk−1|)∥∥x1 − PR(Xk−1|)x1∥∥22,
which can be written in the form
det(XT X) = det((Xk−1|)T Xk−1|)xT1 (I − PR(Xk−1|))x1
= det((Xk−1|)T Xk−1|)det(xT1 (I − PR(Xk−1|))x1).
Hence Theorem A.1 is a generalization of this result.
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