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Abstract We show that the crossed modules and bicovariant different calculi on two
Hopf algebras related by a cocycle twist are in 1-1 correspondence. In particular,
for quantum groups which are cocycle deformation-quantisations of classical groups
the calculi are obtained as deformation-quantisation of the classical ones. As an
application, we classify all bicovariant differential calculi on the Planck scale Hopf
algebra C[x]◮⊳~,GC[p]. This is a quantum group which has an ~ → 0 limit as the
functions on a classical but non-Abelian group and a G → 0 limit as flat space
quantum mechanics. We further study the noncommutative differential geometry
and Fourier theory for this Hopf algebra as a toy model for Planck scale physics.
The Fourier theory implements a T-duality like self-duality. The noncommutative
geometry turns out to be singular when G → 0 and is therefore not visible in flat
space quantum mechanics alone.
Keywords: exterior algebra, bicrossproduct, Radford-Drinfeld-Yetter module, quan-
tum double, quantum gravity, Moyal product, Born reciprocity, T-duality, deforma-
tion quantisation.
1 Introduction
Recent years have seen considerable advances in the noncommutative geometry related to quan-
tum groups, including a more or less complete theory of quantum bundles and connections
with quantum group structure, quantum homogeneous spaces, etc. Particularly important for
all these constructions is the differential calculus or bimodule Ω1 of 1-forms on the ‘quantum
space’. Recently, the translation-bicovariant calculi on the quantum group itself have been clas-
sified for the class of ‘factorisable’ quantum groups [1]. Using different methods, one also has
a classification of the calculi on bicrossproduct Hopf algebras C(M)◮⊳CG associated to finite
group factorisations [2].
In this paper we present a third and novel ‘deformation theoretic’ approach to the con-
struction of differential calculi which works for quantum groups which are cocycle deformation-
quantisations [3] of classical groups. We show that the calculi on the quantum group are in
correspondence with the calculi on the classical group and we provide the explicit deformation-
quantisation of the latter to obtain the former. This includes the large class of quantum groups
related to triangular solutions of the Yang-Baxter equation [3], not covered by the previous
approaches.
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The paper consists of a general functorial result (in Section 3) concerning how the construc-
tion of quantum differential calculi on a quantum group responds under a certain ‘cotwisting’
or ‘gauge equivalence’ [4][5] operation in the category of quantum groups. The main idea of
this cotwisting is to start with an initial Hopf algebra H, e.g. a commutative one (the coordi-
nate ring of a classical group) and modify its product by a cocycle χ to a new quantum group
Hχ. We show that the exterior algebra of the quantum differential calculus likewise twists as a
super-Hopf algebra. This is the main result of Section 2.
The main technical result is the construction of a nontrivial monoidal functor relating the
bicovariant bimodules over the twisted and untwisted Hopf algebras. Moreover, bicovariant bi-
modules over a Hopf algebra H are equivalent to the representations of the quantum double
D(H) or, equivalently, to the crossed modules (Drinfeld-Radford-Yetter modules) HHM˙ associ-
ated to H. Therefore a corollary, also in Section 2, is the construction of a nontrivial monoidal
functor
Fχ : HHM˙ →
Hχ
HχM˙
or equivalently (by Tannaka-Krein reconstruction) of an isomorphism
D(Hχ)∼=D(H)χ˜
(for twisting of the coproduct by a certain other cocycle χ˜ in D(H)).
Finally, in Section 3, we add the consideration of the exterior differential to complete the gen-
eral theory. As a further nontrivial corollary related to the particular crossed modules needed for
quantum differential calculi, we obtain an identification (via the above functor) of the quantum
adjoint action under the twisted and untwisted Hopf algebras, extending a result in [6].
The second half of the paper consists of the application of these general results to a par-
ticular Hopf algebra C[x]◮⊳~,GC[p] which was introduced 10 years ago as a new ‘Hopf algebra
approach’ to Planck scale physics [7]. It appears to be the first serious attempt to develop
gravitationally-modified quantum mechanics as ‘noncommutative geometry’ by quantum group
methods, namely by modifying the usual [x, p] = ı~ commutation relations in such a way as to
allow a coproduct. Thus, the Planck scale Hopf algebra has two parameters ~,G and the Hopf
algebra structure
[x, p] = ı~(1 − e−
x
G ), ∆x = x⊗ 1 + 1⊗x, ∆p = p⊗ e−
x
G + 1⊗ p.
In the limit ~ → 0 one obtains the classical ring C(B+) of functions on a group B+ = R⊲<GR
(a non-Abelian but classical group as the classical phase space) and in another limit G → 0
one obtains the usual flat space Heisenberg algebra when restricted to x > 0 (the coalgebra is
singular in this limit). Here ~ and G are arbitrary constants, but the latter plays a role similar
to (a dimensionful multiple of) the gravitational Newton coupling constant when one compares
free particle motion with the motion of a particle falling into a black hole [7][5]. More precisely,
G plays the role of GNewtonM/c
2 where M is the mass of the black hole and c is the speed of
light. Thus we can also consider G more physically as playing the role of the gravitational mass
or radius of curvature of the background geometry.
A main feature of this Planck scale Hopf algebra is its self-duality, i.e. the linear functionals
on this quantum system (containing the states) can be convolved and as such form an isomorphic
Hopf algebra which can be viewed as the observables of a dual quantum system (the original
algebra of observables containing the states of this). It seems likely that more recent construc-
tions of T -duality in string theory can be viewed as generalisations to string theory of such a
duality. On the other hand, the noncommutative differential geometry of the Planck scale Hopf
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algebra could not be explored 10 years ago; we are able to do this now. While we recover the
known differential calculi on B+ as ~→ 0, the differential calculi are equally valid for general ~
and thereby extend our geometrical notions to the quantum system. As well as the the classical
and flat space quantum mechanical limits there is a third limit where ıκ = G/~ is held fixed as
~,G → ∞, and the Planck scale Hopf algebra tends to the enveloping algebra U(b−) (b− the
opposite of the Lie algebra b+ of B+). Such an algebra has been proposed as a noncommutative
model of spacetime (here in 2 dimensions) covariant under the κ-Poincare´ quantum group [8];
its noncommutative geometry can therefore be obtained as a special case.
It is known that the Planck scale Hopf algebra is a cocycle twist of U(b+). In view of its
self-duality this implies that it is also a cotwist deformation quantisation of C(B+), where B+
is the group above. We begin this part of the paper in Section 4 by obtaining the cotwisting
cocycle χ~ explicitly. In this way we have explicitly the deformation-quantisation which undoes
the ~→ 0 limit above as a switching on of the cocycle χ~. The cocycle χ~ has in fact a similar
form to the operation in the Moyal product [9], i.e. this is a variant of the Moyal product or
∗-product quantisation, the variation being that we do not start from R2 but from a non-Abelian
(i.e. in some sense ‘curved’) classical group manifold B+. On the other hand, the first order
differential calculi on C(B+) have been completely classified recently in [10] and hence our
general construction in Section 3 provides, in Section 4, a functorial ‘deformation-quantisation’
of these to calculi on the Planck scale Hopf algebra.
We then compute the entire quantum exterior algebra in the case of the quantisation of the
standard classical 2-dimensional differential calculus on B+. We also provide some elements of
quantum Poisson theory in this case, including quantum-geometric Hamilton equations of mo-
tion. Remarkably, the exterior algebra and this quantum-geometrical picture is highly singular
when G → 0, i.e. is not visible in flat space quantum mechanics alone. As in [7], we conclude
that the presence of even a small amount of ‘gravity’ makes quantum mechanics better behaved
and restores its geometry.
The remaining Section 5 completes the noncommutative picture with formulae for the left
and right invariant integrals, exponentials and the Fourier transform on the Planck scale Hopf
algebra. In fact the quantum Fourier transform is a linear isomorphism
T : C[x]◮⊳~,GC[p]→ C[p¯]⊲◭ 1
~
,G
~
C[x¯],
which interchanges the roles of x, p (a version of Born reciprocity) and at the same time requires
inversion of ~. Thus we see that it explicitly implements the T-duality-like feature of our toy
model of Planck scale physics in [7]. This self-duality isomorphism is singular when ~→ 0, i.e.
only visible due to the presence of quantisation. When ~→ 0, one obtains instead a non-Abelian
Fourier isomorphism between two completely different objects, namely
T : C(B+)→ U(b+).
The right hand side here is also a version of κ-Minkowski space, with ıκ = G, so Fourier theory
on this is recovered in the classical limit.
Preliminaries
The general results in Sections 2,3 work over a general field k. The application results in
Sections 4,5 are over k = C. We use the usual notations for a Hopf algebra (H,∆, S, ǫ) where H
is a unital algebra, ∆ : H → H ⊗H and ǫ : H → k the counital coalgebra and S : H → H the
antipode or generalised ‘inversion’. For convenience we require that S is invertible. We use the
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Sweedler notation ∆h = h(1)⊗h(2) for h ∈ H and similarly for a coaction β : V → H ⊗V we
use the notation β(v) = v(1)⊗ v(∞). Here coproducts and coactions obey axioms like products
and actions, but with arrows reversed, see [5] for an introduction.
Given a Hopf algebra H and invertible χ ∈ H ⊗H a cocycle in the sense
χ23(id⊗∆χ) = χ12(∆⊗ id)χ, (ǫ⊗ id)χ = 1, (1)
one has a new Hopf algebra Hχ with the same algebra structure and counit as H and the new
coproduct and antipode
∆χ = χ∆( )χ
−1, Sχ = US( )U
−1, U = χ(1)(Sχ(2)). (2)
This is the twist of H, see [4][6]. Dually, given a Hopf algebra H and χ : H ⊗H → k convolution
invertible, a cocycle in the sense
χ(g(1)⊗ f (1))χ(h⊗ g(2)f (2)) = χ(h(1)⊗ g(1))χ(h(2)g(2)⊗ f), χ(1⊗ h) = ǫ(h) (3)
one has a new Hopf algebra Hχ with the same coalgebra and unit as H and the new product
and antipode
h • g = χ(h(1)⊗ g(1))h(2)g(2)χ
−1(h(3)⊗ g(3)), S
χh = U(h(1))Sh(2)U
−1(h(3)), U(h) = χ(h(1)⊗Sh(2)).
(4)
See [5].
Next, given a Hopf algebra (with invertible antipode), one has a braided category HHM˙ of
crossed modules [11][12][13]. Objects are vector spaces V which are both H-modules and H-
comodules. The two structures obey a compatibility condition. This and the braiding ΨV,W :
V ⊗W →W ⊗V are
h(1)v(1)⊗h(2)⊲v(∞) = (h(1)⊲v)(1)h(2)⊗(h(1)⊲v)(∞), ΨV,W (v⊗w) = v(1)⊲w⊗ v(∞), (5)
where ⊲ denotes the action. This is a slight reformulation (in a completely standard manner) of
the braided category of modules over the Drinfeld quantum doubleD(H) (hereD(H) = H∗op⊲⊳H
generated when H is finite-dimensional by H and H∗op as sub-Hopf algebras and an H∗op-
module structure is equivalent to a H-comodule structure; the latter formulation then avoids
finite-dimensionality). The cross relations in D(H) are
hφ = φ(2)h(2)〈Sh(1), φ(1)〉〈h(3), φ(3)〉, ∀h ∈ H, φ ∈ H
∗. (6)
H is a crossed module over itself with action by left-multiplication and the adjoint coaction
β(h) = h(1)Sh(3)⊗h(2).
Here, ker ǫ is a sub-crossed module.
A differential calculus over any algebra H means a specification of an H-bimodule of differ-
ential 1-forms Ω1 and a map d : H → Ω1 obeying the Leibniz rule
d(hg) = (dh)g + hdg (7)
and surjective in the sense Ω1 = span{hdg| h, g ∈ H}. Such 1-forms can then be extended to
an entire exterior algebra with d2 = 0, although not necessarily uniquely. When H is a Hopf
algebra it is natural to require that Ω1 is covariant under left and right coactions of H [14].
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Thus we require Ω1 to be both a bimodule and a bicomodule, with the coactions bimodule maps
and mutually commuting, i.e. Ω1 ∈ HHM
H
H , the category of bicovariant bimodules over H. It is
known that bicovariant bimodules are equivalent to crossed modules under the correspondence
Ω1 = V ⊗H for some V ∈ HHM˙. The bimodule structure on Ω
1 is
h · (v⊗ g) = h(1)⊲v⊗h(2)g, (v⊗ g) · h = v⊗ gh. (8)
The left and right coactions are likewise induced from V and H using the given coaction on V
and the coproduct of H. The remaining axioms of a differential calculus then reduce to V a
quotient of ker ǫ ∈ HHM˙. The corresponding d is
dh = (π⊗ id)(h(1)⊗h(2) − 1⊗ h), (9)
where π is the projection from ker ǫ to V . The space V is the space of right-invariant differential
forms.
Moreover, given Ω1 there is its maximal prolongation differential graded algebra Ω˜· = ⊕nΩ
n
where Ω0 = H, Ω1 = Ω1 and Ωn is a certain quotient of Ω1⊗H · · · ⊗H Ω
1 (n-fold). The product
is given by ⊗H or with degree 0 by the bimodule structure. The differential structure is d
extended by d2 = 0 and the graded Leibniz rule. The quotienting in Ω˜· is the minimum required
for the extension of d. There is also a Woronowicz prolongation differential graded algebra Ω̂·
which is likewise a quotient of the tensor algebra, this time using the braiding induced from
H
HM˙ to ‘skew-symmetrise’. It is a quotient of the maximal prolongation, and for q-deformed
examples is typically a q-deformation of the classical exterior algebra.
Finally, dual to the vector space V corresponding to a bicovariant calculus on H is a subspace
L ⊆ ker ǫ ⊂ U of a Hopf algebra U dual to H. We have a self-contained notion of ‘space of right-
invariant vector fields’ L ⊆ ker ǫ ∈ UUM˙, where ker ǫ ⊂ U is a crossed module by the coproduct
and the quantum adjoint action. The latter restricts to a map L⊗L → L with the result that
L is sometimes called a ‘quantum Lie algebra’.
Moreover, any x ∈ L acts on H by x˜(h) = 〈x, h(1)〉h(2), say. One may view both H (as above)
and L = V ∗ in the braided category HHM˙, where L is in this category by
h⊲x = 〈Sh, x(1)〉x(2), 〈φ, x(1)〉x(∞) = (S
−1φ(2))xφ(1) (10)
for h ∈ H and φ ∈ U (the coregular action and coadjoint coaction). Then one has the braided-
Leibniz rule
x˜(hg) = (x˜(h))g + hi x˜i(g) (11)
where Ψ−1(x⊗ h) ≡ hi⊗x
i (sum over the index) is the inverse of the braiding between L,H, cf.
[1] in different conventions. Thus the elements of L indeed act as braided derivations or ‘vector
fields’. To work with them we will employ the following convenient notation: if {v,w, · · · } is a
given basis of V with dual basis {v∗, w∗, · · · } say, we denote the braided vector field v˜∗ by ∂v,
etc. One has dh = v∂v(h) + w∂w(h) + · · · (sum over the basis).
2 Twisting of bicovariant bimodules and crossed modules
In this section we study the response of the category of bicovariant bimodules and the category
of crossed modules of a Hopf algebra H under twisting. We will later apply this (in Section 3) to
obtain the response under twisting of a quantum differential calculus Ω1 and its exterior algebra.
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2.1 Bicovariant bimodules and tensor algebras
Let H be a Hopf algebra. We recall from the Preliminaries that a bicovariant bimodule Ω means
an H-bimodule and H-bicomodule where the coactions are each bimodule maps. We denote the
coactions by
βL(α) = α(1)⊗α(∞), βR(α) = α(0)⊗α(1).
Since these coactions commute, we write
α(1)⊗α(∞)(0)⊗α(∞)(1) = α(0)(1)⊗α(0)(∞)⊗α(0) = α(1)⊗α(2)⊗α(3)
when both are applied. Here the underline marking the component living in Ω is an alternative
(but unconventional) notation for coactions which allows renumberings in the same manner as
for coproducts.
It is known (Brzezinski’s theorem) that the Woronowicz exterior algebra is a super-Hopf
algebra [15]. This is also known (the case given in detail in [15]) for a similar exterior algebra
where the quotient is generated in degree 2. We begin with an analogous result for the tensor
algebra on Ω in a slightly more general form as a braided group. The proof is analogous to these
known results and hence we give it here only in outline form. We also recall that the category
of Z-graded spaces is braided with braiding
Ψ(α⊗β) = q|α||β|β⊗α
for any invertible q. It can be identified as the the category of comodules under a quantum
group Zq [5]. We denote by Ω
⊗H n the n-fold tensor product Ω⊗H · · · ⊗H Ω.
Proposition 2.1 cf. [15] Let Ω be an H-bicovariant bimodule. The tensor algebra TqΩ =
⊕nΩ
⊗H n is a braided group in the category of Zq-comodules. The coproduct and antipode are
∆ = βL + βR, Sα = −(Sα(1)) · α(2) · (Sα(3))
on degree 1 and extended to TqΩ as a braided group.
Proof The proof is by induction. First note that ∆ as stated is a bimodule map since βL, βR
are. We extend it by
∆(α⊗
H
β) = q|α(2)||β(1)|α(1)⊗
H
β(1)⊗α(2)⊗
H
β(2)
which is well-defined since ∆ on α, β is a bimodule map. Moreover, for the same reason ∆
remains a bimodule map. Coassociativity on degree 1 follows from that of H and the bicomodule
properties of Ω (this step is the same as in [15]), and likewise extends to all degrees by induction.
By construction, ∆ is an algebra map with the braided tensor product in the category of Zq-
comodules. Hence we have a bialgebra in the category of Zq-comodules.
Similarly, it is easy to see from βL, βR bimodule maps that S(h · α) = (Sα) · Sh and S(α ·
h) = (Sh) · Sα (S a skew-bimodule map). We extend S to higher products by S(α⊗H β) =
q|α||β|(Sβ)⊗H(Sα) which is therefore well defined and remains a skew-bimodule map. That the
antipode axiom is fulfilled then only has to be verified on degree 1, and extends by induction to
all degrees. This is easily verified and is the same as in [15]. ⊔⊓
The structure of TqΩ as a bicovariant bimodule can be recovered from the bialgebra structure
in the following way: The module structure is given by the multiplication with one factor in H.
The comodule structure is given by the coproduct with subsequent projection of the respective
component to H (the degree zero part).
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Lemma 2.2 Let χ ∈ H⊗H be a counital 2-cocycle for H. Then χ extends to a graded counital
2-cocycle χ ∈ TqΩ⊗TqΩ by inclusion. The twisting of the coproduct yields (TqΩ)χ as a bicovariant
bimodule over Hχ and a Zq-braided group (a Hopf algebra in the category of Zq-comodules). In
particular, the degree 0 part of (TqΩ)χ is Hχ.
Proof The cocycle is embedded in degree 0 and the braiding with degree 0 in the category
of Zq-comodules is the trivial one (independent of q). Hence for this special type of cocycle the
requirements to make TqΩ a Zq-braided group have the same form as for bosonic Hopf algebras.
This cocycle condition then reduces on χ to the usual cocycle condition for the construction of
Hχ. Also, the twisting preserves degree, and is thus a functor in the category of Zq-comodules.
As for TqΩ, we recover the bicovariant bimodule structure of the twisted objects by using the
product and the coproduct with subsequent projection. ⊔⊓
The restriction of this Lemma to Ω ⊂ TqΩ provides the desired twist of bicovariant bimodules.
That this gives rise to an isomorphism of categories is the following theorem.
Theorem 2.3 Let H be a Hopf algebra, χ ∈ H ⊗ H a counital 2-cocycle. There is an iso-
morphism of braided categories Gχ :
H
HM
H
H →
Hχ
Hχ
M
Hχ
Hχ
. Gχ leaves the actions unchanged and
transforms the coactions according to
(βL)χ = χβLχ
−1, (βR)χ = χβRχ
−1.
The monoidal structure is provided by the (identity) natural transformation
cχ : Gχ(V )⊗Hχ Gχ(W )→ Gχ(V ⊗H W ), v ⊗Hχ w 7→ v ⊗H w
for all V,W ∈ HHM
H
H .
Proof In view of the proposition above, we write actions as multiplications av ≡ a · v,
a • v ≡ a ·χ v (and similarly for the right actions). By restricting Lemma 2.2 to degree 1 we
already know that Gχ maps bicovariant bimodules to bicovariant bimodules. To see that Gχ is
indeed a functor we have to show that it maps morphisms to morphisms. Let f : V → W be a
morphism in HHM
H
H . Since Gχ leaves the actions invariant, we just have to check that f remains
a comodule map. For the left coaction,
(βL)χ ◦ f = χ(βL ◦ f)χ
−1 = χ((id⊗ f) ◦ βL)χ
−1 = (id⊗ f) ◦ (χβLχ
−1) = (id⊗ f) ◦ (βL)χ.
Accordingly for the right coaction.
Next, we show that Gχ is monoidal. The only non-trivial part is to check that cχ is a
morphism in
Hχ
Hχ
M
Hχ
Hχ
. We only do the proof for the left action and left coaction; the right
handed cases follow by symmetry. For the left action this is the commutativity of the diagram
H ⊗ Gχ(V )⊗Hχ Gχ(W )
·
−−−→ Gχ(V )⊗Hχ Gχ(W )
id⊗cχ
y ycχ
H ⊗ Gχ(V ⊗H W )
·
−−−→ Gχ(V ⊗H W )
which is evident since
cχ(h(v ⊗Hχ w)) = cχ(hv ⊗Hχ w) = hv ⊗H w = h(v ⊗H w) = hcχ(v ⊗Hχ w).
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For the left coaction the diagram is
Gχ(V )⊗Hχ G
χ(W )
(βL)χ
−−−→ H ⊗ Gχ(V )⊗Hχ Gχ(W )
cχ
y yid⊗cχ
Gχ(V ⊗H W )
(βL)χ
−−−→ H ⊗ Gχ(V ⊗H W )
We write the twisted coaction as (βL)χ(v) = v<1>⊗ v<2> for clarity, and we denote a second
copy of χ by χ′. Then,
(βL)χ ◦ cχ(v ⊗Hχ w) = (βL)χ(v ⊗H w) = χβL(v ⊗H w)χ
−1
= χ(1)v(1)w(1)χ
−(1) ⊗ χ(2)(v(2) ⊗H w(2))χ
−(2)
= χ(1)v(1)w(1)χ
−(1) ⊗ χ(2)v(2) ⊗H w(2)χ
−(2)
= χ(1)v(1)χ
′−(1)χ′(1)w(1)χ
−(1) ⊗ χ(2)v(2)χ
′−(2)χ′(2) ⊗H w(2)χ
−(2)
= χ(1)v(1)χ
′−(1)χ′(1)w(1)χ
−(1) ⊗ χ(2)v(2)χ
′−(2) ⊗H χ
′(2)w(2)χ
−(2)
= v<1>w<1> ⊗ v<2> ⊗H w<2>
= (id⊗ cχ)(v<1>w<1> ⊗ v<2> ⊗Hχ w<2>)
= (id⊗ cχ) ◦ (βL)χ(v ⊗Hχ w).
For the braiding we have to show that the following digram commutes
Gχ(V )⊗Hχ Gχ(W )
Ψχ
−−−→ Gχ(W )⊗Hχ χGχ(V )
cχ
y ycχ
Gχ(V ⊗H W )
Ψ
−−−→ Gχ(W ⊗H V )
Since cχ is the identity transformation, this means that the braiding in the untwisted and twisted
category should be the same. This is,
cχ ◦Ψχ(v ⊗Hχ w)
= v<1>w<1>Sχw<2> ⊗H Sχv<2>v<3>w<3>
= v<1>w<1>Sχ(v<2>w<2>)⊗H v<3>w<3>
= χ(1)v(1)w(1)χ
−(1)Sχ(χ
(2)v(2)w(2)χ
−(2))⊗H χ
(3)v(3)w(3)χ
−(3)
= χ(1)v(1)w(1)χ
−(1)χ′(1)Sχ′(2)S(χ(2)v(2)w(2)χ
−(2))Sχ′
′−(1)χ′
′−(2) ⊗H χ
(3)v(3)w(3)χ
−(3)
= χ(1)v(1)w(1)χ
−(1)χ′(1)S(χ−(2)χ′(2))S(v(2)w(2))⊗H S(χ
′′−(1)χ(2))χ′
′−(2)χ(3)v(3)w(3)χ
−(3)
= χ(1)v(1)w(1)χ
−(1)
(1)S(χ
−(1)
(2))S(v(2)w(2))⊗H S(χ
(2)
(1))χ
(2)
(2)v(3)w(3)χ
−(2)
= v(1)w(1)S(v(2)w(2))⊗H v(3)w(3)
= v(1)w(1)Sw(2) ⊗H Sv(2)v(3)w(3)
= Ψ ◦ cχ(v ⊗Hχ w).
We wrote χ′′ for a third copy of χ and used the notation
χ(1) ⊗ χ(2) ⊗ χ(3) = (1⊗ χ) · (id⊗∆)χ,
χ−(1) ⊗ χ−(2) ⊗ χ−(3) = (∆⊗id)χ−1 · (χ−1 ⊗ 1).
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For the invertibility, it is clear from the formulae that twisting by χ−1 after twisting by χ gives
the original objects and morphisms. ⊔⊓
Next we give a different set of results where the product rather than the coproduct of H is
twisted. Note that the category of bicovariant bimodules over H does not depend symmetrically
on the product and coproduct of H (for example, the tensor product in the category is ⊗H).
Hence the following theorem is not in any simple way the dual of the one above. We start with
the corresponding lemma.
Lemma 2.4 Let χ : H ⊗H → k be a unital 2-cocycle on H. Then χ extends to a graded unital
2-cocycle χ : TqΩ ⊗ TqΩ → k by defining χ to be zero on elements of degree ≥ 1. Moreover,
the twisted product yields (TqΩ)
χ as a bicovariant bimodule over Hχ and a Zq-braided group. In
particular, the degree 0 part of (TqΩ)
χ is Hχ.
Proof We observe that the counit vanishes on elements of degree ≥ 1. The conditions for χ
to be a graded unital 2-cocycle on TqΩ thus reduce to the the conditions for χ to be a unital
2-cocycle on H. ⊔⊓
Theorem 2.5 Let H be a Hopf algebra, χ : H ⊗ H → k a unital 2-cocycle. There is an
isomorphism of braided categories Gχ : HHM
H
H →
Hχ
HχM
Hχ
Hχ . G
χ leaves the coactions unchanged
and transforms the actions according to
h • v = χ(h(1) ⊗ v(1))h(2)v(2) χ
−1(h(3) ⊗ v(3)),
v • h = χ(v(1) ⊗ h(1)) v(2)h(2) χ
−1(v(3) ⊗ h(3)).
The monoidal structure is provided by the natural transformation
cχ : Gχ(V )⊗Hχ G
χ(W )→ Gχ(V ⊗H W )
v ⊗Hχ w 7→ χ(v(1) ⊗w(1)) v(2) ⊗H w(2) χ
−1(v(3) ⊗ w(3))
for all V,W ∈ HHM
H
H .
Proof By restricting Lemma 2.4 to degree 1 we already know that Gχ maps bicovariant
bimodules to bicovariant bimodules. To see that Gχ is indeed a functor we have to show that it
maps morphisms to morphisms. Let f : V → W be a morphism in HHM
H
H . Since G
χ leaves the
coactions invariant, we just have to check that f remains a module map. For all h ∈ H, v ∈ V ,
f(h • v) = χ(h(1) ⊗ v(1)) f(h(2)v(2))χ(h(3) ⊗ v(3))
= χ(h(1) ⊗ v(1))h(2)f(v(2))χ(h(3) ⊗ v(3))
= χ(h(1) ⊗ (f(v))(1))h(2)(f(v))(2) χ(h(3) ⊗ (f(v))(3))
= h • f(v).
Similarly for the right action.
Next, we show that Gχ is monoidal. The associativity property of cχ and invertibility follow
from χ an invertible cocycle. We verify that cχ is a morphism in H
χ
HχM
Hχ
Hχ . As before, we only
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do the proof for the left action and left coaction; the right handed versions follow by symmetry.
For the left coaction this is the commutativity of the diagram
Gχ(V )⊗Hχ G
χ(W )
(βL)
χ
−−−→ H ⊗ Gχ(V )⊗Hχ G
χ(W )
cχ
y yid⊗cχ
Gχ(V ⊗H W )
(βL)
χ
−−−→ H ⊗ Gχ(V ⊗H W )
Explicitly,
(βL)
χ ◦ cχ(v ⊗Hχ w) = (βL)
χ
(
χ(v(1) ⊗ w(1)) v(2) ⊗H w(2) χ
−1(v(3) ⊗w(3))
)
= χ(v(1) ⊗ w(1)) v(2)w(2) ⊗ v(3) ⊗H w(3) χ
−1(v(4) ⊗w(4))
= χ(v(1) ⊗ w(1)) v(2)w(2) χ
−1(v(3) ⊗ w(3))
⊗ χ(v(4) ⊗ w(4)) v(5) ⊗H w(5) χ
−1(v(6) ⊗ w(6))
= (id⊗ cχ)(v(1) • w(1) ⊗ v(2) ⊗Hχ w(2))
= (id⊗ cχ) ◦ (βL)
χ(v ⊗Hχ w).
For the left action we require the commutativity of the diagram
H ⊗ Gχ(V )⊗Hχ G
χ(W )
•
−−−→ Gχ(V )⊗Hχ G
χ(W )
id⊗cχ
y ycχ
H ⊗ Gχ(V ⊗H W )
•
−−−→ Gχ(V ⊗H W )
This is,
cχ(h • (v ⊗Hχ w)) = c
χ(h • v ⊗Hχ w)
= χ(h(1) ⊗ v(1)) c
χ(h(2)v(2) ⊗Hχ w)χ
−1(h(3) ⊗ v(3))
= χ(h(1) ⊗ v(1))χ(h(2)v(2) ⊗ w(1))h(3)v(3) ⊗H w(2)
χ−1(h(4)v(4) ⊗ w(3))χ
−1(h(5) ⊗ v(5))
= χ(h(1) ⊗ v(1))χ
−1(h(2)(1) ⊗ v(2)(1))
χ(v(2)(2) ⊗ w(1)(1))χ(h(2)(2) ⊗ v(2)(3)w(1)(2))h(3)v(3) ⊗H w(2)
χ−1(h(4)v(4) ⊗ w(3))χ
−1(h(5) ⊗ v(5))
= χ(v(1) ⊗ w(1))χ(h(1) ⊗ v(2)w(2))h(2)v(3) ⊗H w(3)
χ−1(h(3)v(4) ⊗ w(4))χ
−1(h(4) ⊗ v(5))
= χ(v(1) ⊗ w(1))χ(h(1) ⊗ v(2)w(2))h(2)v(3) ⊗H w(3)
χ−1(h(3)(1) ⊗ v(4)(1)w(4)(1))χ
−1(v(4)(2) ⊗ w(4)(2))
χ(h(3)(2) ⊗ v(4)(3))χ
−1(h(4) ⊗ v(5))
= χ(v(1) ⊗ w(1))χ(h(1) ⊗ v(2)w(2))h(2)v(3) ⊗H w(3)
χ−1(h(3) ⊗ v(4)w(4))χ
−1(v(5) ⊗w(5))
= χ(v(1) ⊗ w(1))χ (h(1) ⊗ (v(2) ⊗H w(2))(1)) h(2)(v(2) ⊗H w(2))(2)
χ−1 (h(3) ⊗ (v(2) ⊗H w(2))(3)) χ
−1(v(3) ⊗ w(3))
= h •
(
χ(v(1) ⊗ w(1)) v(2) ⊗H w(2) χ
−1(v(3) ⊗ w(3))
)
= h • cχ(v ⊗Hχ w).
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Next we show that Gχ preserves the braiding. This is the commutativity of the diagram
Gχ(V )⊗Hχ G
χ(W )
Ψχ
−−−→ Gχ(W )⊗Hχ χG
χ(V )
cχ
y ycχ
Gχ(V ⊗H W )
Ψ
−−−→ Gχ(W ⊗H V )
The braiding is Ψ(hv ⊗H wg) = hw⊗H vg with h, g ∈ H, v ∈ V left-invariant and w ∈ W
right-invariant (similarly over Hχ). Thus we have,
cχ ◦Ψχ(h • v ⊗Hχ w • g) = c
χ(h • w ⊗Hχ v • g)
= cχ
(
χ(h(1) ⊗w(1))h(2)w(2) ⊗Hχ v(1)g(1) χ
−1(v(2) ⊗ g(2))
)
= χ(h(1) ⊗ w(1))χ(h(2)w(2) ⊗ g(1))h(3)w(3) ⊗H v(1)g(2)
χ−1(h(4) ⊗ v(2)g(3))χ
−1(v(3) ⊗ g(4))
= Ψ(χ(h(1) ⊗ w(1))χ(h(2)w(2) ⊗ g(1))h(3)v(1) ⊗H w(3)g(2)
χ−1(h(4) ⊗ v(2)g(3))χ
−1(v(3) ⊗ g(4)))
= Ψ(χ(w(1) ⊗ g(1))χ(h(1) ⊗w(2)g(2))h(2)v(1) ⊗H w(3)g(3)
χ−1(h(3) ⊗ v(2)g(4))χ
−1(v(3) ⊗ g(5)))
= Ψ(χ(w(1) ⊗ g(1))χ(h(1) ⊗w(2)g(2))h(2)v(1) ⊗H w(3)g(3)
χ−1(h(3)v(2) ⊗ g(4))χ
−1(h(4) ⊗ v(3)))
= Ψ ◦ cχ(χ(w(1) ⊗ g(1))h(1)v(1) ⊗Hχ w(2)g(2) χ
−1(h(2) ⊗ v(2)))
= Ψ ◦ cχ(h • v ⊗Hχ w • g).
Only the invertibility remains to be shown. The inverse operation to twisting by χ is twisting
by χ−1. Since both, the twisting of the actions and the natural transformation cχ look formally
exactly like the twisting of the product in H, we see that applying χ−1 after χ will give the
original object in the same way as for the product in H. ⊔⊓
From these results we obtain in particular the twisting of the bicovariant bimodule Ω itself
to Ωχ and Ω
χ in the two cases. Finally, we are able to identify the braided groups in the above
lemmas,
Corollary 2.6 (TqΩ)χ = Tq(Ωχ) and (TqΩ)
χ∼=Tq(Ω
χ) in the settings of Theorem 2.3 and 2.5
respectively.
Proof Given a bicovariant bimodule Ω over a Hopf algebra H we can identify (TqΩ)χ with
(TqΩχ) using the natural transformation cχ in Theorem 2.3 extended to multiple tensor products.
Similarly for ()χ using Theorem 2.5. Since c preserves degree, this identification is graded (a
morphism in the category of Zq-comodules). ⊔⊓
2.2 Twisting of crossed modules
In this section we restrict the above results to the right-invariant part of the bicovariant bimodule
Ω. This is a crossed module V and Ω = V ⊗H as explained in the preliminaries. In this way
we obtain, as corollaries of the preceeding subsection, results about the response of crossed
modules under twisting. This is relevant to the our treatment of differential calculi but it is
also of independent interest in several other algebraic settings where crossed modules play an
important role. For this reason some more direct proofs are provided in the appendix.
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Theorem 2.7 Let H be a Hopf algebra, χ : H ⊗ H → k a unital 2-cocycle. There is an
isomorphism of braided categories Fχ : HHM˙ →
Hχ
HχM˙ given by the identity on the underlying
vector spaces and coactions, and transforming the action ⊲ to
h ⊲χ v = χ(h(1) ⊗ v(1))(h(2) ⊲ v(∞))(∞)χ
−1((h(2) ⊲ v(∞))(1) ⊗ h(3)).
The monoidal structure is given by the natural transformation
cχ : Fχ(V )⊗Fχ(W )→ Fχ(V ⊗W ), v ⊗ w 7→ χ(v(1) ⊗ w(1))v(∞) ⊗ w(∞).
Proof We deduce this from Theorem 2.5 using the equivalence of categories HHM
H
H
∼= HHM˙.
As explained in the Preliminaries, a bicovariant bimodule has the canonical form Ω = V ⊗ H
with V a crossed module. Conversely, V may be recovered as the space of right-invariant forms
of Ω with the action ⊲ recovered from the bimodule structure on Ω (denoted ·) by
h ⊲ v = h(1) · v · Sh(2).
Since the twisting in HHM
H
H preserves the coactions, it preserves the decomposition Ω = V ⊗H
and thus induces a twisting HHM˙ →
Hχ
HχM˙ by restriction to the right-invariant forms V . The
coaction of the crossed module remains unchanged, while the twisted action in H
χ
HχM˙ becomes
(we denote the twisted actions by ⊲χ and • respectively):
h ⊲χ v = h(1) • v • S
χh(2)
= h(1) • v • Sh(3)U(h(2))U
−1(h(4))
= χ(h(1) ⊗ v(1))h(2) · v(2) • Sh(4) U(h(3))U
−1(h(5))
= χ(h(1) ⊗ v(1))χ(h(2)v(2) ⊗ Sh(8))h(3) · v(3) · Sh(7)χ
−1(h(4) ⊗ Sh(6))U(h(5))U
−1(h(9))
= χ(h(1) ⊗ v(1))χ(h(2)v(2) ⊗ Sh(5))h(3) · v(3) · Sh(4) U
−1(h(6))
= χ(h(1) ⊗ v(1))χ(h(2)v(2) ⊗ Sh(4))h(3) ⊲ v(3) U
−1(h(5))
= χ(h(1) ⊗ v(1))χ((h(2) ⊲ v(2))(1)h(3) ⊗ Sh(4)) (h(2) ⊲ v(2))(2) U
−1(h(5))
= χ(h(1) ⊗ v(1)) (h(2) ⊲ v(2))(2) χ
−1((h(2) ⊲ v(2))(1) ⊗ h(3)).
We used the identity χ(ah(1)⊗Sh(2))U
−1(h(3)) = χ
−1(a⊗h) and convert to a more conventional
comodule notation as stated. Finally, for the monoidal structure, restricting cχ given in Theo-
rem 2.5 to the right-invariant component leads to the stated form. The fact that Fχ preserves
the braiding just follows from the fact that the braiding in HHM˙ is induced by the braiding in
H
HM
H
H . The isomorphism property follows from the categorial equivalence
H
HM
H
H
∼= HHM˙. ⊔⊓
We proceed to give the dual version of this theorem. Note that it can not be derived from
Theorem 2.3 in a way analogous to the above proof. The reason is essentially that Theorems
2.5 and 2.3 are not strictly dual to each other. This is because the tensor product ⊗H is not
self-dual in our sense. Dualisation instead converts this tensor product to the corresponding
cotensor product. Since we do not want to concern ourselves with that here, we give a proof
by dualisation of Theorem 2.7. In the crossed module setting this presents no further problem
since the tensor product in HHM˙ is the usual one and thus self-dual in our sense.
Theorem 2.8 Let H be a Hopf algebra, χ ∈ H ⊗ H a counital 2-cocycle for H. There is an
isomorphism of braided categories Fχ :
H
HM˙ →
Hχ
Hχ
M˙ given by the identity on the underlying
vector spaces and actions, and transforming the coaction β(v) = v(1)⊗ v(∞) to
βχ(v) = χ
(1)(χ−(1) ⊲ v)(1)χ
−(2) ⊗ χ(2) ⊲ (χ−(1) ⊲ v)(∞).
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The monoidal structure is given by the natural transformation
cχ : Fχ(V )⊗Fχ(W )→ Fχ(V ⊗W ), v ⊗ w 7→ χ
−(1) ⊲ v ⊗ χ−(2) ⊲ w.
Proof This Theorem is strictly dual to Theorem 2.7 and therefore equivalent: We can write
the action of Theorem 2.7 as
⊲χ = (χ−1 ⊗ id) ◦ (id⊗ τ) ◦ (β ⊗ id) ◦ (⊲⊗ id) ◦ (id⊗ τ)
◦ (∆⊗id) ◦ (χ⊗ id⊗ id) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗β)
with χ : H⊗H → k and τ the flip map. Dualising means reversing the order of the composition,
exchanging product with coproduct, action with coaction and switching to χ : k → H ⊗H:
βχ = (· ⊗ ⊲) ◦ (id⊗ τ ⊗ id) ◦ (χ⊗ id⊗ id) ◦ (· ⊗ id)
◦ (id⊗ τ) ◦ (β ⊗ id) ◦ (⊲⊗ id) ◦ (id⊗ τ) ◦ (χ−1 ⊗ id).
This is just the coaction stated. For the monoidal structure, we have to take into account that
c flips its direction under dualisation. So the dual of
cχ = (χ⊗ id⊗ id) ◦ (id ⊗ τ ⊗ id) ◦ (β ⊗ β)
in Theorem 2.7 is
(cχ)
−1 = (⊲⊗ ⊲) ◦ (id ⊗ τ ⊗ id) ◦ (χ⊗ id⊗ id).
Inverting replaces χ−1 with χ, leading to the formula stated. ⊔⊓
Corollary 2.9 Let H be finite-dimensional and D(H) its quantum double. Then there is a
Hopf algebra isomorphism θ : D(Hχ)∼=D(H)χ˜ where χ˜ = χ
−1 viewed in D(H)⊗D(H), and the
twisting is that of the coproduct of D(H). Here,
θ(φ⊗h) = χ−(2)(1)⊗χ
′−(1)φ⊗h(2)〈h(1), USχ
−(1)〉〈h(3), χ
−(2)
(2)χ
′−(2)〉, ∀φ ∈ H∗, h ∈ H.
Proof This follows by Tannaka-Krein arguments [5]. Thus, there is a uniquely determined
algebra isomorphism θ such that Fχ is pull-back along θ, and this is a bialgebra map up to
a conjugation corresponding to the nontrivial isomorphism of tensor products of objects in
the image of Fχ in Theorem 2.7. We build D(H) explicitly on H∗⊗H as explained in the
Preliminaries. Then,
θ(φ⊗h)⊲v = (φ⊗h)⊲χv
= φ((h(2)⊲v(∞))(∞)(1))(h(2)⊲v(∞))(∞)(∞)χ(h(1)⊗ v(1))χ
−1((h(2)⊲v(∞))(1)⊗h(3)))
= φ((h(2)⊲v(∞))(1)(2))(h(2)⊲v(∞))(∞)χ(h(1)⊗ v(1))χ
−1((h(2)⊲v(∞))(1)⊗h(3)))
= φ · χ−(1)⊲(h(2)⊲v(∞))〈χ
−(2), h(3)〉χ(h(1)⊗ v(1))
= φ · χ−(1) · h(2) · χ
(2)⊲v〈χ−(2), h(3)〉〈χ
(1), h(1)〉
= φ · χ−(1) · χ(2)(2) · h(2)(2)⊲v〈χ
−(2), h(3)〉〈χ
(1), h(1)〉〈Sχ
(2)
(1), h(2)(1)〉〈χ
(2)
(3), h(2)(3)〉
= φ · χ−(1) · χ(2)(2) · h(2)⊲v〈h(1), χ
(1)Sχ(2)(1)〉〈h(3), χ
(2)
(3)χ
−(2)〉
13
using the definition of ⊲χ, the definition of the action of D(H) on v ∈ V (namely φ acts by
evaluation against the coaction), then using the cross relations of D(H) and the duality pairing
axioms. Here · denotes the product in D(H). From this and from the cocycle identity
χ(1)Sχ(2)(1)⊗χ
(2)
(2) = χ
(1)(Sχ(2))Sχ−(1)⊗χ−(2)
(which follows from id⊗S and the product applied to (id⊗ id)χ = χ−123 χ12(∆⊗ id)χ), we find
that
θ(φ⊗h) = χ(2)(2)χ
−(1)φ⊗ h(2)⊲v〈h(1), χ
(1)Sχ(2)(1)〉〈h(3), χ
(2)
(3)χ
−(2)〉
(where the products are in H∗ and H) has the form stated. Next, we note that if two Hopf
algebras have their coproducts related by twisting by χ then the induced monoidal functor has
the same form as for Fχ on tensor products [5]. From this, we conclude that θ is an isomorphism
to D(H)χ˜ where χ˜ = χ
−1 ∈ H∗⊗H∗ is viewed in D(H)⊗D(H). Since H∗op ⊆ D(H) as a
subalgebra, conjugation by χ using the product of H∗ is actually conjugation by χ−1 in D(H).
That θ is then an isomorphism of bialgebras can also be checked explicitly. ⊔⊓
Clearly, the dual of the double D(H)∗ changes to D(H)∗χ˜ similarly. For completeness, let
us mention also the dual version of Corollary 2.9. Let χ ∈ H ⊗H be a cocycle and Hχ the Hopf
algebra with twisted coproduct. Since the double D(H) involves both H and H∗op equally,
D(Hχ) is likewise a twisting.
3 Twisting of differential calculi and exterior algebras
In this section we apply the technical results of Section 2 to obtain our main result, which is a
twisting theory for first order and exterior differential calculi. We fix a Hopf algebra H and a
first order differential calculus (Ω1,d). We begin with a more explicit discussion of the maximal
prolongation exterior algebra that we have found elsewhere, and the analogue of Brzezinski’s
theorem [15] for it. We will then study how it, and the more well-known Woronowicz exterior
algebra, respond under twisting.
Proposition 3.1 The maximal prolongation Ω˜· = ⊕nΩ
n is a quotient of T−1Ω
1 by the ideal
generated by
I = {dai⊗ dbi| aidbi = 0} ⊆ Ω
1⊗
H
Ω1.
Here d extends to d : Ω˜· → Ω˜· by d2 = 0 and the graded Leibniz rule
d(α⊗
H
β) = dα⊗
H
β + (−1)|α|α⊗
H
dβ
for α of degree |α|. Moreover, Ω˜· remains a super-Hopf algebra and d commutes with its coproduct
and antipode.
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Proof We first observe that I is itself a bicovariant bimodule. For the coactions this follows
from the fact that d is a bicomodule map. For the actions suppose aidbi = 0. Then
cdai⊗
H
dbi = d(cai)⊗
H
dbi − dc⊗
H
aidbi = d(cai)⊗
H
dbi ∈ I
for all c ∈ H, since caidbi = 0. On the other side
dai⊗
H
(dbi)c = dai⊗
H
d(bic)− dai⊗
H
bidc = dai⊗
H
d(bic)− d(aibi)⊗
H
dc+ aidbi⊗
H
dc ∈ I
since aid(bic)− aibidc = ai(dbi)c = 0. We then define d : Ω
1 → Ω1⊗H Ω
1/I = Ω2 by d(adb) =
da⊗H db. This is well-defined in virtue of the definition of I and d
2 = 0, and also obeys
the Leibniz rule d(aα) = da⊗H α + adα (and similarly with a on the other side). We then
extend to products of degree 1 forms by the braided-Leibniz rule as stated. It is well-defined
on α⊗H β in view of the above Leibniz rule with a ∈ H and moreover itself obeys this Leibniz
rule with α now of higher degree. It maps to Ω3 = Ω2⊗H Ω
1 + Ω1⊗H Ω
2. In this way one
constructs Ωn and d by induction. In all higher degrees Ωn is the quotient of Ω1⊗H · · · ⊗H Ω
1
by
∑
Ω1⊗H · · · ⊗H I ⊗H · · · ⊗H Ω
1 as stated. It is then straightforward to verify by induction
that d2 = 0 to all orders. Next, we check that Ω˜· remains a super-Hopf algebra as a quotient
of T−1Ω
1. There are general arguments for this, however in our case it is enough to verify that
∆ I ⊆ I ⊗H +H ⊗ I in T−1Ω
1. Thus,
∆(dai ⊗H dbi) = (∆dai)⊗H (∆dbi)
= (d∆ ai)⊗H (d∆ bi)
= (dai(1) ⊗ ai(2) + ai(1) ⊗ dai(2))⊗H (dbi(1) ⊗ bi(2) + bi(1) ⊗ dbi(2))
= dai(1) ⊗H dbi(1) ⊗ ai(2)bi(2) + (dai(1))bi(1) ⊗ ai(2)dbi(2)
− ai(1)dbi(1) ⊗ (dai(2))bi(2) + ai(1)bi(1) ⊗ dai(2) ⊗H dbi(2)
= dai(1) ⊗H dbi(1) ⊗ ai(2)bi(2) + d(ai(1)bi(1))⊗ ai(2)dbi(2)
− ai(1)dbi(1) ⊗ d(ai(2)bi(2)) + ai(1)bi(1) ⊗ dai(2) ⊗H dbi(2)
= (dai ⊗H dbi)(0) ⊗ (dai ⊗H dbi)(1) + d(aidbi)(1) ⊗ (aidbi)(∞)
− (aidbi)(0) ⊗ d(aidbi)(1) + (dai ⊗H dbi)(1) ⊗ (dai ⊗H dbi)(∞).
While the second and third term are obviously zero, the first and the fourth term fulfil the
condition since I is a bicomodule. Similarly, one checks that SI ⊆ I. Finally, it is clear by
induction that d commutes with ∆ and S in view of the first order d a bicomodule map. This
step is the same as in [15] for the Woronowicz-type exterior algebras. ⊔⊓
The maximal prolongation here is a quadratic algebra (over H) with relations I in degree 2.
It is possible to generalise the construction to general Ω˜·q similarly as a quotient of TqΩ
1, but it
will no longer be quadratic. For example if q is a primitive n-th root of unity. Thus, for n = 3
one must specify
d : H → Ω1, d2 : H → Ω1⊗
H
Ω1,
where d obeys the Leibniz rule (a given first order calculus) and d2 obeys the higher Leibniz
rule
d2(ab) = (d2a)b+ [2]qda⊗
H
db+ ad2b
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with [2]q = 1 + q. We then define d(adb) = da⊗H db+ ad
2b with a modified definition
I = {dai⊗
H
dbi + aid
2bi| aidbi = 0}
in degree 2. Similarly, we define d on degree 2 and higher by the graded-Leibnitz rule with q| |
in place of (−1)| | but must now quotient further in degree 3 for this to be well-defined (a cubic
relation). By construction, d2 = d ◦ d and d3 = 0. In this way one may build up a generalised
complex in the spirit of [16].
One may similarly define a general exterior algebra Ω· associated to a first order bicovariant
calculus Ω1 as any super-Hopf algebra quotient of T−1Ω
1 in Proposition 2.1 with H,Ω1 in degrees
0,1 and such that d extends as a differential graded algebra and commutes with ∆, S.
Proposition 3.2 Let H be a Hopf algebra, χ : H ⊗ H → k a unital 2-cocycle. Then first
order bicovariant differential calculi and exterior (super-Hopf) algebras over H and Hχ are in
one-to-one correspondence by the functor Gχ. Gχ is trivial on d.
Proof The degree 1 part as a bicovariant bimodule twists by the functor Gχ, as does the
entire tensor super-Hopf algebra T−1Ω
1 in Corollary 2.6. By the same arguments (Lemma 2.4
and Theorem 2.5) this descends to any super-Hopf algebra quotient Ω· of T−1Ω
1 and yields (Ω·)χ
as a super-Hopf algebra of the desired form. To see that this is compatible with the same d
requires us to check the Leibnitz rule. This is,
d(α • β) = χ(α(1) ⊗ β(1)) d(α(2)β(2))χ
−1(α(3) ⊗ β(3))
= χ(α(1) ⊗ β(1)) ((dα(2))β(2) + (−1)
|α(2)|α(2)dβ(2))χ
−1(α(3) ⊗ β(3))
= χ((dα)(1) ⊗ β(1)) (dα)(2)β(2) χ
−1((dα)(3) ⊗ β(3))
+ (−1)|α|χ(α(1) ⊗ (dβ)(1))α(2)(dβ)(2) χ
−1(α(3) ⊗ (dβ)(3))
= (dα) • β + (−1)|α|α • dβ.
Since the bicomodule and coproduct structure is unaffected by the twist, d continues to be
a bicomodule map and commute with the coaction (so in particular, (Ω1χ,d) is a first order
calculus in Hχ). Finally, the commutation of the antipode with d is
Sχdα = U((dα)(1))S((dα)(2))U
−1((dα)(3))
= U(α(1))S(dα(2))U
−1(α(3))
= U(α(1))dS(α(2))U
−1(α(3))
= dSχα.
⊔⊓
This tells us that given an exterior algebra Ω· on H, its twist by χ is some other exterior
algebra Ω·χ on Hχ.
Corollary 3.3 The maximal prolongation is stable under twisting, i.e.
(
Ω˜·
)χ
is isomorphic via
cχ to the maximal prolongation of Ω1χ.
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Proof By Proposition 3.2, (Ω˜·)χ is an exterior algebra. Since Ω˜· is a quotient of T−1Ω
1, we
just have to ensure that cχ, which identifies (T−1Ω
1)χ with T−1(Ω
1χ) according to Corollary 2.6
identifies the corresponding ideal I of Proposition 3.1 with its twisted counterpart. This is
Iχ = {dai ⊗Hχ dbi|ai • dbi = 0}
= {dai ⊗Hχ dbi|χ(ai(1) ⊗ bi(1)) ai(2)dbi(2) χ
−1(ai(3) ⊗ bi(3)) = 0}
= {χ−1(ai(1) ⊗ bi(1)) dai(2) ⊗Hχ dbi(2) χ(ai(3) ⊗ bi(3))|aidbi = 0}
= cχ ({dai ⊗H dbi|aidbi = 0}) = c
χ(I).
The third equality here is by substitution of χ−1(ai(1)⊗ bi(1)) ai(2)⊗ bi(2) χ(ai(3)⊗ bi(3)) for ai⊗ bi.
⊔⊓
We also have a similar result for the Woronowicz exterior algebra Ω̂·. As explained in the
Preliminaries this is also a quotient of T−1Ω
1 but this time by skew-braid relations.
Corollary 3.4 The Woronowicz exterior algebra is stable under twisting, i.e.
(
Ω̂·
)χ
is isomor-
phic via cχ to the Woronowicz construction based on Ω1χ.
Proof By Proposition 3.2, (Ω̂·)χ is an exterior algebra. Similarly to the preceding case, we
view Ω̂· as a quotient of T−1Ω
1 and have to ensure that cχ is an intertwiner for the Woronowicz
ideal by which we quotient. But this ideal is given as the kernel of a linear combination of
identities and (bicovariant bimodule) braidings (see Preliminaries) and c is an intertwiner for
the braiding, so this is satisfied. ⊔⊓
Finally, we have explained in the Preliminaries that bicovariant calculi are of the form Ω1 =
V ⊗H where V is a quotient of ker ǫ ∈ HHM˙. Here ker ǫ and H itself are crossed modules by left
multiplication and the left adjoint coaction. To complete our picture,
Proposition 3.5 We denote by π : ker ǫ → V the projection corresponding to Ω1 on H. Then
the calculus Ω1χ on Hχ corresponds to the projection πχ = π ◦ α−1, where
α : Fχ(H)→ Hχ, α(h) = χ−1(h(1) ⊗ Sh(5))χ(h(3) ⊗ Sh(4))h(2)
is an isomorphism in H
χ
HχM˙ with inverse
α−1(h) = χ−1(h(1)Sh(3) ⊗ h(4))h(2)
and restricts to an isomorphism Fχ(ker ǫ)∼=ker ǫ.
Proof We deduce this from our theory of twisting of first order differential calculi. Using
Proposition 3.2, we know that (V ⊗ H)χ = Gχ(V ⊗ H) is a differential calculus over Hχ and
hence of the form V χ⊗Hχ for some V χ a quotient of ker ǫ ⊂ Hχ. This V χ is the right-invariant
subspace of the corresponding differential calculus. On the other hand, the projection for the
subspace V can be obtained explicitly from its associated calculus by π(a) = da(1) · Sa(2), and
similarly for πχ using the Hopf algebra Hχ. Thus, from Proposition 3.2, we find,
πχ(a) = da(1) • S
χa(2)
= da(1) • Sa(3) U(a(2))U
−1(a(4))
= χ(a(1) ⊗ Sa(7)) da(2) · Sa(6) χ
−1(a(3) ⊗ Sa(5))U(a(4))U
−1(a(8))
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= χ(a(1) ⊗ Sa(4)) da(2) · Sa(3) U
−1(a(5))
= χ−1(a(1)Sa(4) ⊗ a(5)) da(2) · Sa(3)
= π(χ−1(a(1)Sa(3) ⊗ a(4)) a(2))
as stated. In particular, we apply these arguments to the universal differential calculus, which
corresponds to V = ker ǫ ⊂ H and hence obtain α−1 as a linear isomorphism on ker ǫ. By
construction it must in fact identify Fχ(ker ǫ) as a crossed module in H
χ
HχM˙ with ker ǫ ⊂ H
χ.
Finally, it is trivial to check that it extends to the whole of H = ker ǫ⊕k1 with α(1) = 1 by the
same formula. ⊔⊓
This tells us also that if V = ker ǫ/M by some Ad-stable idealM then the corresponding ideal
for V χ is Mχ = α ◦ Fχ(M). Note that the isomorphism of crossed modules α : F(H) → Hχ
is somewhat nontrivial to obtain by normal Hopf algebraic methods; the intertwining of the
adjoint coactions alone is a first step introduced (in a dual form) in [6], which was in fact the
starting point behind the present paper.
We turn now to some general applications of our twisting theory, beyond the Planck scale
Hopf algebra to be studied in the next section. In fact, many interesting quantum groups are
related by twisting and our theory allows the construction of their quantum differential calculi
one from the other. We give two important general constructions where the quantum group is a
twisting of a tensor product quantum group. But for tensor product Hopf algebras it is easy to
obtain calculi given calculi on the pieces. Indeed, if (H1,Ω
·
1) and (H2,Ω
·
2) are two Hopf algebras
equipped with calculi and associated exterior super-Hopf algebras, it is clear that Ω· ≡ Ω·1⊗Ω
·
2
(the super tensor product) is an exterior super-Hopf algebra over H := H1 ⊗H2. d : Ω
· → Ω·
is given by the Leibnitz rule. Restriction to degree 1 yields the corresponding construction for
first order bicovariant calculi Ω1, i.e. Ω1 = Ω11 ⊗H2 ⊕H1 ⊗Ω
1
2 given Ω
1
i , with d defined via the
Leibnitz rule.
Proposition 3.6 Given first order calculi d : H → Ω1 on a finite-dimensional Hopf algebra H
and d : H∗op → Ω1∗op on H
∗op, we obtain a calculus on the quantum double D(H) by
Ω1D(H) = Ω
1 ⊗H∗op ⊕H ⊗ Ω1∗op
and the additional bimodule structure
hdφ = 〈Sh(1), φ(1)〉(dφ(2))h(2)〈h(3), φ(3)〉, φdh = 〈h(1), φ(1)〉(dh(2))φ(2)〈Sh(3), φ(3)〉
for all h ∈ H and φ ∈ H∗. Here d restricts to the given one on H,H∗op ⊆ D(H).
Proof It is known that the quantum double D(H) = H⊲⊳H∗op is a cotwist of H ⊗H∗op by
the cocycle
χ((h⊗ φ)⊗(g⊗ψ)) = ǫ(h)〈φ, Sg〉ǫ(ψ).
See [5]. We then apply Proposition 3.2, i.e. the functor Gχ. The vector space, coactions and d
are not changed from the tensor product calculus under the functor, but the bimodule structures
are, as shown. These are easily computed from the form of the cocycle. ⊔⊓
This is a different and rather more geometrical approach to the construction of the differential
calculi on D(H) than the one in [1] based on its representation theory. In a similar spirit we
may consider the general double cross product Hopf algebra H⊲⊳RH associated to any dual-
quasitriangular Hopf algebra H [5].
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Proposition 3.7 Let H be dual-quasitriangular. Given two calculi d : H → Ω1L and d : H →
Ω1R we obtain a calculus on H⊲⊳RH by
Ω1 = Ω1L⊗H ⊕H ⊗Ω
1
R
and the additional bimodule structure
hda = R−1(h(1), a(1))(da(2))h(2)R(h(3), a(3)), adh = R(h(1), a(1))(dh(2))a(2)R
−1(h(3), a(3))
for all h in the first copy of H and a in the second. Here d restricted to each copy of H is the
given one.
Proof We proceed in the same fashion as above. The cocycle is given by
χ((h⊗ a)⊗(g⊗ b)) = ǫ(h)R−1(a⊗ g)ǫ(b), ∀h, g, a, b ∈ H
and allows us to write H⊲⊳RH = (H ⊗H)
χ. See [5]. Here the two copies of H remain sub-Hopf
algebras as for the quantum double case above, and the remaining computation is similar. ⊔⊓
In particular, a standard formulation of the q-Lorentz group is as SUq(2)⊲⊳RSUq(2), a twist
of the q-Euclidean rotation group as SUq(2)⊗SUq(2). Usually the calculi on these are obtained
and studied separately, but the above proposition constructs one from the other. This extends
the ‘quantum Wick rotation’ in [17] to the construction of bicovariant differential calculi. In
both the above constructions the factors appear as sub(Hopf) algebras and in this case there is
a well-defined notion of a calculus being decomposable or built up from calculi on the factors;
the above results fully classify such decomposable calculi.
4 Planck scale Hopf algebra as a cotwist and its differential
geometry
The remainder of the paper applies the preceding results to one particular Hopf algebra, namely
the bicrossproduct Hopf algebra C[x]◮⊳~,GC[p] introduced in [7]. For the purposes of the present
section we work algebraically with g = e−
x
G and g−1 instead of x. Then the explicit formulae
(as stated in the introduction) are
[p, g] = ıA(1− g)g,
∆ p = p⊗ g + 1⊗ p, ∆ g = g ⊗ g,
Sp = −pg−1, ǫ p = 0, Sg = g−1, ǫ g = 1,
where A = ~
G
. Also, as ~ → 0 (corresponding to A → 0), we obtain C(B+) (in an algebraic
form) where
B+ = R⊲<GR, (x, p)(x
′, p′) = (x+ x′, pe−
x′
G + p′)
as explained in [7]. We consider B+ to be the classical phase space underlying the quantum
system described by the Plank-scale Hopf algebra. In terms of the exponentiated coordinate in
place of x, the group law of B+ is that of a matrix group(
g 0
p 1
)(
g′ 0
p′ 1
)
=
(
gg′ 0
pg′ + p′ 1
)
.
The notation C[x]◮⊳~,GC[p] reflects the construction of this Hopf algebra as a bicrossproduct,
i.e. a semidirect product as an algebra and a semidirect coproduct as a coalgebra by certain
actions and coactions arising from a Lie group factorisation [18][19][7]. This aspect will be used
extensively in Section 5.
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4.1 The cocycle and differential calculi
Our starting points are the known facts that the Hopf algebra C[x]◮⊳~,GC[p] is of a self-dual form
and at the same time a twisting (of the coproduct) of U(b+) where b+ is the Borel subalgebra of
sl2. Combining these observations, one may expect that it is also a product twist by a cocycle.
This turns out to be the case.
Proposition 4.1 χ defined by
χ = (ǫ⊗ ǫ) ◦ exp(ıA
∂
∂p
⊗
∂
∂g−1
), χ−1 = (ǫ⊗ ǫ) ◦ exp(ıA
∂
∂p
⊗
∂
∂g
)
is a unital 2-cocycle on C(B+), and C[x]◮⊳~,GC[p] = C(B+)
χ.
Proof In order to show that χ is a unital 2-cocycle we have to show its invertibility, the
cocycle condition and the unitality (see Preliminaries). It will be useful to have the explicit
expressions of χ and χ−1 on a basis {pngr|n ∈ N0, r ∈ Z} of C(B+):
χ(pngr ⊗ pmgs) = δm,0(ıA)
n
n−1∏
k=0
(−s− k), χ−1(pngr ⊗ pmgs) = δm,0(ıA)
n
n−1∏
k=0
(s− k).
For the invertibility we require
χ(a(1) ⊗ b(1))χ
−1(a(2) ⊗ b(2)) = ǫ(a) ǫ(b), χ
−1(a(1) ⊗ b(1))χ(a(2) ⊗ b(2)) = ǫ(a) ǫ(b).
To see this we take a = pngr and b = pmgs and the first expression becomes∑
k,l
(
n
k
)(
m
l
)
χ(pkgr ⊗ plgs)χ−1(pn−kgk+r ⊗ pm−lgl+s)
=
∑
k,l
(
n
k
)(
m
l
)
δl,0 δm,l(ıA)
n
k−1∏
i=0
(−s− i)
n−k∏
j=0
(l + s− j)
= δm,0(ıA)
n
∑
k
(
n
k
) k−1∏
i=0
(−s− i)
n−k∏
j=0
(s − j)
= δm,0 δn,0 = ǫ(p
ngr) ǫ(pmgs).
We have used
n∑
k=0
(
n
k
) k−1∏
i=0
(−s− i)
n−k∏
j=0
(s− j) = δn,0, ∀s ∈ Z ∀n ∈ N0.
While this is obvious for s = 0 it follows easily by induction for s 6= 0. Note that the exchange of
χ and χ−1 in the above calculation is equivalent to replacing s by −s. Thus follows the second
equation as well. Next, for the cocycle condition we take pngr, pmgs, plgt for h, g, f in (3). The
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left hand side evaluates to∑
j,k
(
m
j
)(
l
k
)
χ(pjgs ⊗ pkgt)χ(pngr ⊗ pm−j+l−kgj+s+k+t)
=
∑
j,k
(
m
j
)(
l
k
)
δk,0δm−j+l−k,0(ıA)
j+n
j−1∏
i=0
(−t− i)
n−1∏
h=0
(−j − s− k − t− h)
=
∑
j
(
m
j
)
δm−j+l,0(ıA)
j+n
j−1∏
i=0
(−t− i)
n−1∏
h=0
(−j − s− t− h)
= δl,0(ıA)
n+m
m−1∏
i=0
(−t− i)
n−1∏
h=0
(−m− s− t− h).
The right hand side is∑
j,k
(
n
j
)(
m
k
)
χ(pjgr ⊗ pkgs)χ(pn−j+m−kgj+r+k+s ⊗ plgt)
=
∑
j,k
(
n
j
)(
m
k
)
δk,0δl,0(ıA)
n+m−k
j−1∏
i=0
(−s− i)
n−j+m−k−1∏
h=0
(−t− h)
= δl,0(ıA)
n+m
∑
j
(
n
j
) j−1∏
i=0
(−s− i)
n−j+m−1∏
h=0
(−t− h)
= δl,0(ıA)
n+m
m−1∏
i=0
(−t− i)
n−1∏
h=0
(−m− s− t− h).
The last equality can be easily checked by induction in n. Finally, the unitality in (3) follows
easily from the explicit formula for χ. It remains to check that the twist of C(B+) defined by χ
is indeed C[x]◮⊳~,GC[p]. For that, it is sufficient to check the commutator between p and g. For
clarity, we distinguish the twisted product from the untwisted one by denoting the former with
a •.
g • g = χ(g ⊗ g) gg χ−1(g ⊗ g) = gg
p • g = χ(p ⊗ g) gg χ−1(g ⊗ g) + χ(1⊗ g) pg χ−1(g ⊗ g) + χ(1⊗ g) g χ−1(p⊗ g)
= −ıAgg + pg + ıAg
g • p = χ(g ⊗ p) gg χ−1(g ⊗ g) + χ(g ⊗ 1) gp χ−1(g ⊗ g) + χ(g ⊗ 1) g χ−1(g ⊗ p) = gp
In particular we obtain
p • g − g • p = ıA(1− g)g = ıA(1 − g) • g,
which is the correct relation in C[x]◮⊳~,GC[p]. ⊔⊓
Let us now turn to the differential calculi on C[x]◮⊳~,GC[p]. We first repeat a result from
[10] about the untwisted Hopf algebra C(B+).
Proposition 4.2 [10] (a) Finite dimensional differential calculi Ω1 on C(B+) are in one-to-one
correspondence to non-empty finite sets I ⊂ N and have dimension (
∑
n∈I n)− 1.
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(b) The differential calculus of dimension n ≥ 2 corresponding to {n, 1} has a right invariant
basis η0, . . . ηn−1 so that
dg = gη0, dg = gη1,
[g, ηk] = 0, [p, ηk] =
{
0 if k = 0 or k = n− 1
gηk+1 if 0 < k < n− 1
βL(ηk) =
{
g−k ⊗ ηk if k 6= 1
g−1 ⊗ η1 + g
−1p⊗ η0 if k = 1
(c) The differential calculus of dimension n− 1 ≥ 1 corresponding to {n} is the same as (b)
except that η0 = 0.
Proof We refer to [10, Prop. 3.5]. Note however, that in [10] different generators were used
for C(B+), so that the coproduct appeared in a different form. In our conventions the crossed
submoduleM ⊂ ker ǫ corresponding to {n, 1} is generated by (g−1)(g−1), p(g−1), . . . , pn as a
crossed module. Denoting the equivalence classes of g−1, p, . . . , pn−1 in ker ǫ /M by η0, . . . , ηn−1,
we obtain the derivative and commutation relations as stated. For the left coaction note that
the left adjoint action on C(B+) takes the form
AdL(f(g)p
k) =
k∑
t=0
(
k
t
)
g−kpk−t ⊗ f(g)(g − 1)k−tpt.
β is then obtained by composition with the projection to ker ǫ /M . ⊔⊓
We can now apply our twisting theory in Sections 2,3 to solve the classification problem for
calculi on the Planck scale Hopf algebra,
Proposition 4.3 (a) Finite dimensional differential calculi Ω1 on C[x]◮⊳~,GC[p] are in one-to-
one correspondence to non-empty finite subsets I ⊂ N with dimensions as in Proposition 4.2.
(b) The differential calculus of dimension n ≥ 2 corresponding to {n, 1} has a right invariant
basis η0, . . . ηn−1 so that
dg = gη0, dp = gη1,
[g, ηk] =
{
0 if k 6= 1
ıAgη0 if k = 1
[p, ηk] = ıAkgηk +
{
0 if k = 0 or k = n− 1
gηk+1 if 0 < k < n− 1
and β of the same form as in Proposition 4.2.
(c) The differential calculus of dimension n− 1 ≥ 1 corresponding to {n} is the same as (b)
except that η0 = 0.
Proof We apply Proposition 3.2 to Proposition 4.2. Part (a) remains unchanged. For part
(b) we calculate the twisted actions in terms of the untwisted ones (using a • to denote the
twisted ones).
g • ηk = χ(g ⊗ g
−k) gηk + δk,1χ(g ⊗ g
−1p) gη0 = gηk
ηk • g = χ(g
−k ⊗ g) ηkg + δk,1χ(g
−1p⊗ g) η0g = ηkg − ıAδk,1η0g
p • ηk = χ(p⊗ g
−k) gηk + χ(1⊗ g
−k) pηk + δk,1(χ(p ⊗ g
−1p) gη0 + χ(1⊗ g
−1p) pη0)
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= ıAkgηk + pηk
ηk • p = χ(g
−k ⊗ p) ηkg + χ(g
−k ⊗ 1) ηkp+ δk,1(χ(g
−1p⊗ p) η0g + χ(g
−1p⊗ 1) η0p) = ηkp
This gives the new commutators and the expressions for the differentials. For the coaction we
observe that g−1 • p = g−1p so that its form does not change. Part (c) remains unchanged. ⊔⊓
For the remainder of the section we concentrate on the calculus {2, 1} which is the quanti-
sation of the standard classical calculus on B+. We can use the twisting theory to quantise in
fact the entire exterior algebra in this case.
Proposition 4.4 The exterior algebra Ω· of C[x]◮⊳~,GC[p] corresponding via twisting to the
classical one of C(B+) has the following properties. The first order calculus has a basis {ξ, η}
of right-invariant 1-forms with
dg = gξ, dp = gη, [a, ξ] = 0, [a, η] = ıAda, ∀a ∈ C[x]◮⊳~,GC[p],
βL(ξ) = 1⊗ ξ, βL(η) = g
−1 ⊗ η + g−1p⊗ ξ.
The 2-forms have relations
ξ ∧ ξ = 0, η ∧ ξ = −ξ ∧ η, η ∧ η = ıAξ ∧ η,
dξ = 0, dη = η ∧ ξ.
As a Z2-graded Hopf algebra Ω
· has the structure
∆ ξ = ξ ⊗ 1 + 1⊗ ξ, ∆ η = g−1 ⊗ η + g−1p⊗ ξ − η ⊗ 1,
ǫ(ξ) = ǫ(η) = 0, Sξ = −ξ, Sη = −gη + pξ.
Proof For the first order calculus we define ξ ≡ η0 and η ≡ η1. The commutation relations
in the n = 2 case (b) of Proposition 4.3 become as stated. Next, the classical space of 2-forms
on C(B+) is spanned by ξ ∧ η = −η ∧ ξ. Denoting the wedge product on C[x]◮⊳~,GC[p] by ∧•
we have
η ∧• η = χ(g
−1 ⊗ g−1) η ∧ η + χ(g−1p⊗ g−1) ξ ∧ η
+ χ(g−1 ⊗ g−1p) η ∧ ξ + χ(g−1p⊗ g−1p) ξ ∧ ξ
= ıAξ ∧ η.
The other wedge products involving ξ and η are identical to the classical ones due to the bi-
invariance of ξ. This leads to the relations stated. Finally, for the differentials of the 1-forms
observe (the twisted and untwisted wedge products are the same here)
dξ = d(g−1dg) = dg−1 ∧ dg = −g−1ξ ∧ gξ = 0,
dη = d(g−1dp) = dg−1 ∧ dp = −g−1ξ ∧ gη = η ∧ ξ.
The coproduct and antipode are readily obtained using Proposition 2.1. The exterior algebra
here coincides with the Woronowicz prolongation of the first order part. ⊔⊓
In terms of generators x and p the exterior algebra is generated by dx,dp with the relations
adx = (dx)a, adp = (dp)a+
ı~
G
da,
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dx ∧ dx = 0, dx ∧ dp = −dp ∧ dx, dp ∧ dp = 0.
From this we see explicitly that in the classical limit ~→ 0 we obtain the usual exterior algebra
on B+. By contrast, the other limit G→ 0 is highly singular with these generators, so that the
exterior algebra is not even defined in this case. In other words, the presence of ‘gravity’ in the
form of G restores the geometrical picture not visible in flat space quantum mechanics.
We also know from the Preliminaries that associated to a first order calculus is a quantum
tangent space. The right-invariant derivatives are generated by elements of L dual to V and
obey a braided Leibniz rule.
Proposition 4.5 Let {ξ∗, η∗} be the basis of L dual to the basis {ξ, η} above. Then,
∂ξ(: f(g, p) :) =: g
∂
∂g
f(g, p+ ıA) + g(f(g, p + ıA)− f(g, p)) :,
∂η(: f(g, p) :) =: g
f(g, p + ıA)− f(g, p)
ıA
: .
Proof We observe that dgn = (dg)ngn−1 and dpn = (dp) (p+ıA)
n−pn
ıA
(this can be easily checked
by induction), so that
d(gnpm) = (dgn)pm + gndpm
= (dgn)pm + gn(dp)
(p+ ıA)m − pm
ıA
= (dgn)pm + (dp)gn
(p+ ıA)m − pm
ıA
+ ıA(dgn)
(p+ ıA)m − pm
ıA
= (dgn)(p + ıA)m + (dp)gn
(p+ ıA)m − pm
ıA
= ξ ngn(p + ıA)m + (η g + ıA ξ g)gn
(p+ ıA)m − pm
ıA
= ξ
(
ngn(p+ ıA)m + gn+1 ((p+ ıA)m − pm)
)
+ η gn+1
(p+ ıA)m − pm
ıA
,
which we compare with the property df = ξ ∂ξ(f) + η ∂η(f) of the partial derivatives. ⊔⊓
In terms of coordinates x, p we can similarly write the action of the basis of L dual to {dx, η}
as
∂x(: f(x, p) :) =:
∂
∂x
f(x, p+
ı~
G
)−
e−
x
G
G
(f(x, p+
ı~
G
)− f(x, p)) :, (12)
∂η(: f(x, p) :) =
G
ı~
: e−
x
G (f(x, p+
ı~
G
)− f(x, p)) : (13)
(here ∂x denotes the action of the basis element dual to dx by a slight abuse of notation).
Finally, for completeness we note that all these formulae are for right-invariant differential
forms. There is an equally good theory based on L, V ∈ M˙HH and left-invariant partial deriva-
tives. We take a left-invariant basis of the 1-forms to be {ξ = g−1dg, η¯ = dp − pg−1dg}. The
relations of the the calculus become
[a, ξ] = 0, [a, η¯] = ıAda, ∀a ∈ C[x]◮⊳~,GC[p],
βR(ξ) = ξ ⊗ 1, βR(η¯) = η¯ ⊗ g − ξ ⊗ p,
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ξ ∧ ξ = 0, η¯ ∧ ξ = −ξ ∧ η¯, η¯ ∧ η¯ = ıAη¯ ∧ ξ.
Moreover, the differential in Ω· is generated by (graded) commutation with the element θ =
−12(η + η¯) as
[θ, α] = ıAdα, ∀α ∈ Ω·. (14)
This is a step towards a Connes spectral triple description of this calculus, to be considered
elsewhere. The generator 1
ıA
θ is singular in the limit A → 0 (~ → 0) so that the presence of ~
allows for nicer properties of the differential calculus than visible classically. This is a typical
feature of q-deformation known for calculi on standard quantum groups.
We likewise bar the braided derivations in the left-invariant version of the theory to avoid
confusion with the above right-invariant ones. The left-invariant derivations corresponding to
{dx, η¯} in the sense df = (∂¯xf)dx+ (∂¯ηf)η¯ are
∂¯x(: f(x, p) :) =:
∂
∂x
f(x, p) +
p
ı~
(f(x, p−
ı~
G
)− f(x, p)) :, (15)
∂¯η(: f(x, p) :) = −
G
~
: (f(x, p−
~
G
)− f(x, p)) : . (16)
4.2 Quantum Poisson bracket
We conclude this section with some elements of ‘quantum Poisson geometry’. We recall first
of all the classical situation. In fact, for any twisting of a commutative Hopf algebra H by a
cocycle χ admitting a reasonable expansion in a parameter ~ (so that the deformation is flat)
one knows on general grounds that the commutative Hopf algebra is (an algebraic version of) a
Poisson-Lie group. As for any flat deformation, the Poisson bracket is provided by the ~ → 0
part of ı
~
[ , ] (the leading part of the commutator). When H = C[G] is an algebraic group of Lie
type one can say rather more. We let g be the Lie algebra of G. If the cocycle χ~ has the form
χ~(a⊗ b) = a(e)b(e) +
~
ı
〈σ˜,da⊗ db〉(e) +O(~2)
where σ ∈ g⊗ g and σ˜ denotes the extension as a left-invariant bivector field. Then it is known
from Drinfeld’s theory [3] that
r = σ − τ(σ)
(τ the flip map) is a triangular solution of the Classical Yang-Baxter equation. Moreover,
{a, b} = 〈r˜ − r˜R,da⊗ db〉
is the Poisson bracket of which Hχ is the quantisation, and which makes G a Poisson-Lie group.
[3] proves in fact the converse to this (the formal existence of χ~) but the above is also covered.
In our case of the Planck scale Hopf algebra, G = B+ with Lie algebra b+ spanned by x0, x1
with relations [x0, x1] =
ı
G
x1 becomes a triangular Lie bialgebra with
r = x0⊗x1 − x1⊗x0.
The resulting Lie bialgebra has the Lie bicross sum form ◮⊳ of which the bicrossproduct Hopf
algebras are quantisations, see [20]. Note that the corresponding Poisson bracket, as with all
(quasi)triangular Poisson-Lie groups, cannot be symplectic since it must vanish at least at the
group identity.
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Proposition 4.6 The Poisson bracket on C(B+), for which the cocycle χ of Proposition 4.1
provides the quantisation, is
{a, b} = (e−
x
G − 1)
(
∂a
∂x
∂b
∂p
−
∂b
∂x
∂a
∂p
)
.
Proof Expanding χ of Proposition 4.1 in ~ and expressing everything in terms of the coordi-
nates x, p yields
a • b = ab+ ı~ ǫ
(
∂
∂p
a(1)
)
ǫ
(
e−
x
G
∂
∂x
b(1)
)
a(2)b(2)
− ı~a(1)b(1) ǫ
(
∂
∂p
a(2)
)
ǫ
(
e
x
G
∂
∂x
b(2)
)
+O
(
~
2
)
= ab+ ı~
(
e−
x
G
∂a
∂p
∂b
∂x
−
∂a
∂p
∂b
∂x
)
+O
(
~
2
)
= ab+ ı~
(
e−
x
G − 1
)(∂a
∂p
∂b
∂x
)
+O
(
~
2
)
a • b− b • a =
~
ı
(
e−
x
G − 1
)(∂a
∂x
∂b
∂p
−
∂b
∂x
∂a
∂p
)
+O
(
~
2
)
.
⊔⊓
For the general quantum group formulation, we work over a general field k. Since L, V ∈ HHM˙
we can take their arbitrary tensor powers to define tensor fields of arbitrary mixed rank using
the same correspondence with bicovariant bimodules. Thus Ω−1 = L⊗H and Ω−1⊗H Ω
−1 =
L⊗L⊗H etc. We have a super-Hopf algebra T−1(Ω
−1) and a theory of twisting of of quantum
vector fields using the same theory of Section 2. Also, since morphisms in HHM˙ induce morphisms
between bicovariant bimodules, the evaluation map 〈 , 〉 : L⊗V → k induces the pairing between
vector fields and 1-forms. Thus
Ω−1⊗
H
Ω1 → H, 〈x⊗ h, v⊗ g〉 = 〈x, h(1)⊲v〉h(2)g, (17)
Ω−1⊗
H
Ω−1⊗
H
Ω1 → Ω−1, 〈x⊗ y⊗h, v⊗ g〉 = x⊗〈y, h(1)⊲v〉h(2)g, (18)
Ω−1⊗
H
Ω−1⊗
H
Ω1⊗
H
Ω1, 〈x⊗ y⊗h, v⊗w⊗ g〉 = 〈y, h(1)⊲v〉〈x, h(2)⊲w〉h(3)g, (19)
etc. The pairing L⊗L⊗V ⊗V → k in (19) is the natural one in a braided category, namely
to evaluate the inner L⊗V first and then the outer. The resulting pairing is also the same
as applying (18) to the first factor of Ω1⊗H Ω
1 to obtain an element of Ω−1⊗H Ω
1 and then
applying (17).
This is not the only way to formulate vector fields (for example a more left-right symmetric
way is to consider L ∈ M˙HH and Ω
−1 = H ⊗L, extending the pairing by 〈h⊗ x, v⊗ g〉 = h〈x, v〉g)
but it is the one natural in the context of the Woronowicz exterior algebra (which can be viewed
as based on a fixed identification of bicovariant bimodules with HHM˙ (say)). Taking now Ω
n
defined by quotients of V ⊗n in the exterior algebra in this approach, the natural definition of
antisymmetric vector fields is as corresponding to the appropriate subspace of L⊗n dual to this
quotient. In particular, the Poisson bivector field should be an element
Π ∈ Ω−2 = {x⊗ y −ΨL,L(x⊗ y)| x, y ∈ L}⊗H
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since V ⊗V is quotiented by ker(id−ΨV,V ) in degree 2.
In general, we also need to impose a ‘Jacobi identity’ on Π, which can be done as follows at
least in the nice case where the quantum Poisson bracket is non-degenerate: we can consider Π by
the above as a map Ω1 → Ω−1 and demand that it is invertible, and that the inverse corresponds
to evaluation against some ω ∈ Ω2 which we can demand to be closed. Alternatively, one may
attempt to develop a theory of ‘quantum-Lie algebras’ and use the ‘quantum-Lie bracket’ on L,
thereby avoiding the invertibility assumption. This will not be attempted here, however; for our
present purposes we note that in 2 dimensions with the classical differential calculus the Jacobi
identity is redundant (similarly, every 2-form is closed). For our particular exterior algebras the
dimensions are the classical ones (so that every 2-form is closed) and one may similarly consider
any antisymmetric bivector field as a Poisson structure. Keeping the general form of the above
classical Poisson bracket in mind, we now give the explicit form of the quantum Poisson bracket
for a natural class of bivector fields in our example.
Proposition 4.7 For the Planck scale Hopf algebra with the standard quantum differential cal-
culus as above, we consider Π of the form
Π = (η∗⊗ ξ∗ −ΨL,L(η
∗⊗ ξ∗))⊗π(g)
for an arbitrary function π(g). Then the corresponding quantum Poisson bracket is
{a, b} = π(g)
(
aξbη − aηbξ + ıA(aηbη + (aξ)ηbη − (aη)ξbη) + (ıA)
2(aη)ηbη
)
where aξ = ∂ξa, etc. In particular, π(g) =
1
G
(g−1 − 1) gives a deformation of the classical
Poisson structure in Proposition 4.6.
Proof We first of all use da = ξ∂ξa+ η∂ηa and the relations of the exterior algebra to obtain
da ∧ db = ξ ∧ ηf, f = aξbη − aηbξ + ıA(aηbη + (aξ)ηbη − (aη)ξbη) + (ıA)
2(aη)ηbη.
Now the pairing can be computed as
{a, b} = 〈Π,da ∧ db〉 = 〈(η∗⊗ ξ∗ −Ψ(η∗⊗ ξ∗))π(g), ξ ∧ ηf〉
= 〈η∗⊗ ξ∗ −Ψ(η∗⊗ ξ∗), ξ⊗π(g)(1)⊲η〉π(g)(2)f
= 〈η∗⊗ ξ∗, ξ⊗π(g)(1)⊲η −ΨV,V (ξ⊗π(g)(1)⊲η)〉π(g)(2)f
= 〈η∗⊗ ξ∗, ξ⊗π(g)(1)⊲η − π(g)(1)⊲η⊗ ξ〉π(g)(2)f = 〈η
∗⊗ ξ∗, ξ⊗ η〉π(g)f,
where we used functoriality of the braiding under the evaluation morphism to deduce
〈ΨL,L(η
∗⊗ ξ∗), v⊗w)〉 = 〈η∗⊗ ξ∗,ΨV,V (v⊗w)〉
for any v,w ∈ V , and then ΨV,V (ξ⊗w) = w(1)⊲ξ⊗w(∞) = w⊗ ξ since ξ is an invariant element
of the crossed module. In the last line we used g⊲η = η + ıAξ to see that, although η is not
invariant, the evaluation 〈Y, gn⊲η〉 = 〈Y, η〉 behaves as if it is. In terms of functions a(g, p),
b(g, p) we obtain
{: a(g, p) :, : b(g, p) :}
= π(g) :
(
g(g − 2)a(g, p) + g(
∂
∂g
− 2g + 3)a(g, p + ıA) + g(g − 1)a(g, p + 2ıA)
)
:
• : g
b(g, p + ıA)− b(g, p)
ıA
:
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− π(g) : g
a(g, p + ıA)− a(g, p)
ıA
: • :
(
g
∂
∂g
b(g, p + ıA) + g(b(g, p + ıA)− b(g, p))
)
: .
The classical limit A→ 0 is
{a(g, p), b(g, p)} = π(g)g2
(
∂a
∂g
∂b
∂p
−
∂a
∂p
∂b
∂g
)
.
Thus, to get the correct Poisson structure, we need π(g) = 1
G
(g−1− 1) (note that −G ∂
∂x
= g ∂
∂g
).
⊔⊓
Also, if : h :∈ C[x]◮⊳~,GC[p] is a choice of Hamiltonian then
x˙ = {x, : h :} =
G
ı~
: (e−
x
G − 1)(h(x, p +
ı~
G
)− h(x, p)) :, (20)
p˙ = {p, : h :} =: −(e−
x
G − 1)
∂
∂x
h(x, p + ıA)) : (21)
are the corresponding quantum Hamilton equations of motion. For a simple concrete example,
choosing the Hamiltonian h(x, p) = p
2
2m +V (x) for a free particle of mass m in a potential V (x),
we obtain
x˙ =
1
2m
(e−
x
G − 1)(2p −
ı~
G
), p˙ = (e−
x
G − 1)
∂
∂x
V (x). (22)
Standard quantum mechanics (i.e. using the commutator with h) leads by contrast to
x˙ =
ı
~
[x, h] =
1
2m
(e−
x
G − 1)(2p −
ı~
G
e−
x
G ), p˙ =
ı
~
[p, h] = (e−
x
G − 1)
∂
∂x
V (x).
Thus the quantum Hamiltonian equations of motion reduce to the classical ones when ~→ 0 as
they should, but also approximate to the conventional quantum mechanical equations of motion
in the Planckian strongly gravitational region where x << G. (We recall that the quantum
mechanical evolution in this model approximates flat space when x >> G.) On the other
hand, the quantum Hamiltonian equations retain a full (quantum) geometrical interpretation
which is lost in conventional quantum mechanics. This suggests a geometrical modification of
conventional quantum mechanics.
5 Fourier theory on the Planck scale Hopf algebra
In this concluding section we make some remarks about the noncommutative Fourier theory
which is known to exist on any Hopf algebra equipped with a suitable translation-invariant
integral and a suitable exponential element. We recall first the general formulation, which
works basically when the Hopf algebra H is finite-dimensional, and in conventions suitable for
our particular example. Thus, we require
∫
: H → k such that (
∫
h(1))h(2) = (
∫
h)1 for all h ∈ H
(a right-integral) and
∫ ∗
: H∗ → k such that φ(1)
∫ ∗
φ(2) = 1
∫
φ for all φ ∈ H∗ (a left-integral),
and we let exp =
∑
ea⊗ f
a ∈ H ⊗H∗ denote the canonical coevaluation element (here {ea} is
a basis of H and {fa} a dual basis). Then the Fourier transform in these conventions is
T (h) =
(∫
eah
)
fa, T ∗(φ) = ea
∫ ∗
faφ (23)
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and obeys
T T ∗(φ) = S−1φ
∫
ea
∫ ∗
fa, T (h(1)〈φ, h(2)〉) = T (h)S
−1φ, T ∗(〈φ(1), h〉φ(2)) = ShT
∗(φ).
(24)
These elementary facts are easily proven once one notes that (
∫
g(1)h)g(2) = (
∫
gh(1))Sh(2) for all
h, g ∈ H and a similar identity on H∗. See also [5],[21] for more discussion (and the extension
to braided groups).
In our case the Planck scale Hopf algebra C[x]◮⊳~,GC[p] is not finite-dimensional and there
is, moreover, no purely algebraic integral. For a full treatment one needs to introduce a Hopf-
von Neumann algebra setting along the lines in [18] and work with the integral as a weight, or
one has to work with a C∗ algebra setting extended to include unbounded operators. Both of
these are nontrivial and beyond our scope here. However, the bicrossproduct form of the Hopf
algebra allows one to identify elements as normal ordered versions of ordinary functions f(x, p)
and thereby to reduce integration to ordinary integration of ordinary functions, for any class of
functions and any topological setting to which the normal ordering extends. Therefore in this
section we will initially work formally with x, p as generators (unlike the algebraic setting in
the preceeding sections) and proceed to consider formal power series in them; however, what we
arrive at in this way is a well-defined deformed Fourier theory on functions on R2 of suitably
rapid decay, motivated by the Hopf algebra C[x]◮⊳~,GC[p] and consistent with any operator
algebra setting to which normal ordering extends. This is what we shall outline in this section.
First of all, the bicrossproduct form of the Hopf algebra implies that∫
: f(x, p) :=
∫ ∞
−∞
∫ ∞
−∞
dxdp f(x, p)
is a left-integral on C[x]◮⊳~,GC[p]. This is also evident from the explicit form of the right-
invariant derivatives (12)-(13), from which we see that the integrals of ∂x : f : and ∂η : f :
vanish for suitably decaying f . On the other hand the right-integral desired in our preferred
conventions for the Fourier theory can be similarly obtained using the left-invariant partial
differentials (15)-(16) stated at the end of Section 4.1 one finds∫
: f(x, p) :=
∫ ∞
−∞
∫ ∞
−∞
dxdp e
x
G f(x, p), (25)
which is the right-integral that we shall use. (Although apparently more complicated, the
resulting Fourier theory turns out to be more computable in these conventions.)
Next, we recall from [7][5] that the Planck scale Hopf algebra is essentially self-dual. More
precisely, if we let x¯, p¯ be dual to the p, x generators in the sense 〈x¯, xnpm〉 = ı δn,0δm,1 and
〈p¯, xnpm〉 = ı δn,1δm,0, we have an algebraic model of the dual of C[x]◮⊳~,GC[p] as
C[p¯]⊲◭ 1
~
,G
~
C[x¯] ⊆ (C[x]◮⊳~,GC[p])
∗,
where
[p¯, x¯] =
ı
~
(1− e−x¯
~
G ), ∆x¯ = x¯⊗ 1 + 1⊗ x¯, ∆p¯ = p¯⊗ 1 + e−x¯
~
G ⊗ p¯.
This is has the same form as C[x]◮⊳~,GC[p] but with different parameter values and with the
opposite product and opposite coproduct. On this Hopf algebra we define normal ordering as
putting all the x¯ to the right and the corresponding left-integral is∫ ∗
: f(p¯, x¯) :=
∫ ∞
−∞
∫ ∞
−∞
dp¯ dx¯ ex¯
~
G f(p¯, x¯). (26)
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Also from the bicrossproduct form, the canonical element is [5]
exp =
∑
n,m
1
n!m! ın+m
xnpm⊗ p¯nx¯m. (27)
Finally, we will need explicitly the actions [5]
p⊲f(x) = ı~(e−
x
G − 1)
∂
∂x
f, f(x¯)⊳p¯ =
ı
~
(e−
~
G
x¯ − 1)
∂
∂x¯
f (28)
in the bicrossproduct construction and its dual.
Proposition 5.1 The quantum Fourier transform on the Planck scale Hopf algebra is
T (: f(x, p) :) =
∫ ∞
−∞
∫ ∞
−∞
dxdp e−ı(p¯+
ı
G
)·xe−ıx¯·(p+p⊲)f(x, p)
and its dual is
T ∗(: f(p¯, x¯) :) =
∫ ∞
−∞
∫ ∞
−∞
dp¯dx¯ e−ıp¯·xe−ıx¯·pf(⊳p¯+ p¯, x¯)e
~
G
x¯,
where p⊲ acts only on the functions in x to the right in the integral (⊳p¯ acts only on functions
in x¯ to the left).
Proof We use the reordering equality
: f(p) :: h(x) :=: ep⊲·
∂
∂ph(x)f(p) :=: f(p+ p⊲)h(x) :
in C[x]◮⊳~,GC[p] for functions f, h (p⊲ only acts on functions of x). This follows from the relation
[p, f(x)] = p ⊲ f(x) for functions f(x), which is the semidirect product form of the algebra in
the bicrossproduct. Hence,
T (: f(x, p) :) =
∑
n,m
1
n!m! ın+m
p¯nx¯m
∫
xnpm : f(x, p) :
=
∑
n,m
1
n!m! ın+m
p¯nx¯m
∫
: xn(p+ p⊲)mf(x, p) :
=
∑
n,m
1
n!m! ın+m
p¯nx¯m
∫
dxdp e
x
Gxn(p+ p⊲)mf(x, p)
=
∫
dxdp e−ı(p¯+
ı
G
)·xe−ıx¯·(p+p⊲)f(x, p),
where p⊲ only acts in the powers of x to its right. In C[p¯]◮⊳ 1
~
,G
~
C[x¯] we have similarly
: f(x¯) :: h(p¯) :=: f(x¯)e⊳p¯·
∂
∂p¯h(p¯) :=: f(x¯)h(⊳p¯ + p) : .
Hence,
T ∗(: f(p¯, x¯) :) =
∑
n,m
1
n!m! ın+m
xnpm
∫ ∗
p¯nx¯m : f(p¯, x¯) :
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=
∑
n,m
1
n!m! ın+m
xnpm
∫ ∗
: p¯nx¯mf(⊳p¯+ p¯, x¯) :
=
∑
n,m
1
n!m! ın+m
xnpm
∫
dp¯dx¯ p¯nx¯mf(⊳p¯+ p¯, x¯)e
~
G
x¯
=
∫
dp¯dx¯ e−ıp¯·xe−ıx¯·pf(⊳p¯+ p¯, x¯)e
~
G
x¯.
⊔⊓
From the properties of the Fourier transform, we see in particular that it turns the (left-
invariant) derivatives ∂¯x and ∂¯η in (15)–(16) into multiplication by the corresponding element of
the dual. Also, these derivatives become right-handed derivatives ∂x¯ and ∂η¯ on C[p¯]◮⊳ 1
~
,G
~
C[x¯]
by identifying it with the opposite algebra and coalgebra to C[x]⊲◭ 1
~
,G
~
C[p] and making the
corresponding notational and parameter changes.
Proposition 5.2
T (∂¯xa) = T (a)ıp¯e
~
G
x¯ T (∂¯ηa) = T (a)
ıG
~
(e
~
G
x¯ − 1)
T ∗(∂x¯φ) = ıpe
x
GT ∗(φ) T ∗(∂η¯φ) = ıG(e
x
G − 1)T ∗(φ)
T T ∗(φ) = (2π)2S−1φ
Proof This is a short computation to identify the partial derivatives as ∂¯x(a) = a(1)〈−ıp¯, a(2)〉
and ∂¯η(a) = a(1)〈
ıG
~
(e−
~
G
x¯ − 1), a(2)〉, i.e. to identify the corresponding elements of L. Similarly,
∂x¯ corresponds to −ıp and ∂η¯ corresponds to ıG(e
−x
G − 1) via the right coregular action. One
can then verify the analogue of (24) directly in our setting for functions of suitably rapid decay.
⊔⊓
Note that when we take the limit ~→ 0 the Hopf algebra C[p¯]◮⊳ 1
~
,G
~
C[x¯] becomes U(b+) or
κ-Minkowski space [8] with the relations
[p¯, x¯] =
ı
G
x¯
(i.e. κ = G
ı
) regarded as a noncommutative space. Thus,
Corollary 5.3 In the classical limit ~→ 0 the Fourier transform becomes
T : C(B+)→ U(b+), T (: f(x, p) :) =
∫ ∞
−∞
∫ ∞
−∞
dxdp e−ı(p¯+
1
κ
)·xe−ıx¯·pf(x, p),
T ∗ : U(b+)→ C(B+), T
∗(: f(p¯, x¯) :) =
∫ ∞
−∞
∫ ∞
−∞
dp¯dx¯ e−ıp¯·xe−ıx¯·pf(⊳p¯+ p¯, x¯)
with f(x¯) ⊳ p¯ = − x¯
κ
∂
∂x¯
f . Moreover,
T (∂¯xa) = T (a)ıp¯, T (∂¯ηa) = T (a)ıx¯,
∂¯x(: f(x, p) :) =:
∂
∂x
f(x, p) +
ıp
κ
∂
∂p
f(x, p) :, ∂¯η(: f(x, p) :) =:
∂
∂p
f(x, p) : .
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The intertwiner properties of T ∗ in this limit are read from Proposition 5.2 while required
right-derivatives simplify to
∂x¯(: f(p¯, x¯) :) =:
∂
∂x¯
f(p¯, x¯) :, ∂η¯(: f(p¯, x¯) :) =: −κ(f(p¯−
1
κ
, x¯)− f(p¯, x¯)) : . (29)
We also have a dual limit ~,G → ∞ with G
ı~
= κ constant, where C[x]◮⊳~,GC[p] becomes
U(b−) (the opposite Lie algebra to b+) and C[p¯]◮⊳ 1
~
,G
~
C[x¯] becomes C(B−). We regard the
former as another version of κ-Minkowski space (with opposite commutation relations).
Corollary 5.4 In the limit ~,G→∞ with G
ı~
= κ the Fourier transform becomes
T : U(b−)→ C(B−), T (: f(x, p) :) =
∫ ∞
−∞
∫ ∞
−∞
dxdp e−ıp¯·xe−ıx¯·(p+p⊲)f(x, p),
T ∗ : C(B−)→ U(b−), T
∗(: f(p¯, x¯) :) =
∫ ∞
−∞
∫ ∞
−∞
dp¯ dx¯ e−ıp¯·(x+
1
κ
)e−ıx¯·pf(p¯, x¯)
with p ⊲ f(x) = − 1
κ
∂
∂x
f . Moreover,
T ∗(∂x¯φ) = ıpT
∗(φ), T ∗(∂η¯φ) = ıxT
∗(φ),
∂x¯(: f(x¯, p¯) :) =:
∂
∂x¯
f(x¯, p¯) +
ıp
κ
∂
∂p¯
f(x¯, p¯) :, ∂η¯(: f(x¯, p¯) :) =:
∂
∂p¯
f(x¯, p¯) : .
In this limit the intertwiner properties of T do not simplify (we refer to Proposition 5.2),
but the corresponding derivatives become
∂¯x(: f(x, p) :) =:
∂
∂x
f(x, p) :, ∂¯η(: f(x, p) :) =: −κ(f(x, p−
1
κ
)− f(x, p)) : . (30)
Therefore we obtain in fact two versions of Fourier theory on κ-Minkowski space as two
limits of Fourier theory on the Planck scale Hopf algebra. This Hopf algebra, being of self-dual
form, has the power to become both a classical but curved phase space (the classical limit) and
its dual (the second limit), in addition to the flat space quantum mechanics limit.
There are many further possible developments of the geometry and Fourier theory on the
noncommutative phase space in this toy model of Planck scale physics, among them quantum
field theory (second quantisation) in a first-order formalism. There is also a physical interpre-
tation of the self-duality as an observable-state duality [7][20] which should be related to the
noncommutative geometric picture above. Finally, we note that there are higher dimensional
models of the bicrossproduct form [19][18] which could be investigated from a similar point of
view. These are some directions for further work.
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A Direct proofs for crossed modules
Theorem 2.8 and Proposition 3.5 were deduced somewhat indirectly from our twisting results on
bicovariant bimodules and exterior algebras. On the other hand crossed modules HHM˙ have been
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used in a variety of other contexts not related to differential calculi and full direct proofs using
conventional Hopf algebra methods may also be useful. For completeness, we provide these here.
Proof of Theorem 2.8 First, we show that Fχ is a functor, then we verify that it is monoidal.
We proceed to check the braiding and finally show that Fχ is an isomorphism.
(a) βχ is a coaction of Hχ:
(ǫ⊗id) ◦ βχ(v) = ǫ(χ
(1)(χ−(1) ⊲ v)(1)χ
−(2))χ(2) ⊲ (χ−(1) ⊲ v)(∞)
= ǫ((χ−(1) ⊲ v)(1)χ
−(2))(χ−(1) ⊲ v)(∞)
= ǫ(v(1))v(∞) = v
We used the counitality of χ and χ−1.
(∆χ⊗id) ◦ βχ(v)
= ∆χ(χ
(1)(χ−(1) ⊲ v)(1)χ
−(2))⊗ χ(2) ⊲ (χ−(1) ⊲ v)(∞)
= χ′(1)χ(1)(1)(χ
−(1) ⊲ v)(1)(1)χ
−(2)
(1)χ
′−(1)
⊗ χ′(2)χ(1)(2)(χ
−(1) ⊲ v)(1)(2)χ
−(2)
(2)χ
′−(2) ⊗ χ(2) ⊲ (χ−(1) ⊲ v)(∞)
= χ′(1)χ(1)(1)(χ
−(1) ⊲ v)(1)χ
−(2)
(1)χ
′−(1)
⊗ χ′(2)χ(1)(2)(χ
−(1) ⊲ v)(∞)(1)χ
−(2)
(2)χ
′−(2) ⊗ χ(2) ⊲ (χ−(1) ⊲ v)(∞)(∞)
= χ′(1)χ(1)(1)(χ
−(1)
(1)χ
′−(1) ⊲ v)(1)χ
−(1)
(2)χ
′−(2)
⊗ χ′(2)χ(1)(2)(χ
−(1)
(1)χ
′−(1) ⊲ v)(∞)(1)χ
−(2) ⊗ χ(2) ⊲ (χ−(1)(1)χ
′−(1) ⊲ v)(∞)(∞)
= χ′(1)χ(1)(1)χ
−(1)
(1)(χ
′−(1) ⊲ v)(1)χ
′−(2)
⊗ χ′(2)χ(1)(2)(χ
−(1)
(2) ⊲ (χ
′−(1) ⊲ v)(∞))(1)χ
−(2) ⊗ χ(2) ⊲ (χ−(1)(2) ⊲ (χ
′−(1) ⊲ v)(∞))(∞)
= χ(1)χ−(1)(1)(χ
′−(1) ⊲ v)(1)χ
′−(2)
⊗ χ′(1)χ(2)(1)(χ
−(1)
(2) ⊲ (χ
′−(1) ⊲ v)(∞))(1)χ
−(2) ⊗ χ′(2)χ(2)(2) ⊲ (χ
−(1)
(2) ⊲ (χ
′−(1) ⊲ v)(∞))(∞)
= χ(1)χ−(1)(1)(χ
′−(1) ⊲ v)(1)χ
′−(2)
⊗ χ′(1)(χ(2)(1)χ
−(1)
(2) ⊲ (χ
′−(1) ⊲ v)(∞))(1)χ
(2)
(2)χ
−(2) ⊗ χ′(2) ⊲ (χ(2)(2)χ
−(1)
(2) ⊲ (χ
′−(1) ⊲ v)(∞))(∞)
= χ(1)(χ′−(1) ⊲ v)(1)χ
′−(2)
⊗ χ′(1)(χ−(1)χ(2) ⊲ (χ′−(1) ⊲ v)(∞))(1)χ
−(2) ⊗ χ′(2) ⊲ (χ−(1)χ(2) ⊲ (χ′−(1) ⊲ v)(∞))(∞)
= χ(1)(χ′−(1) ⊲ v)(1)χ
′−(2) ⊗ χ′(1)(χ−(1) ⊲ χ(2) ⊲ (χ′−(1) ⊲ v)(∞))(1)χ
−(2)
⊗ χ′(2) ⊲ (χ−(1) ⊲ χ(2) ⊲ (χ′−(1) ⊲ v)(∞))(∞)
= χ(1)(χ′−(1) ⊲ v)(1)χ
′−(2) ⊗ βχ(χ
(2) ⊲ (χ′−(1) ⊲ v)(∞))
= (id⊗ βχ) ◦ βχ(v)
We used the crossed module property (5) and the cocycle identity (1). χ′ denotes a second copy
of χ.
(b) βχ together with the action obeys the crossed module property in the twisted category:
h<1>v<1> ⊗ h<2> ⊲ v<∞>
= h<1>χ
(1)(χ−(1) ⊲ v)(1)χ
−(2) ⊗ h<2>χ
(2) ⊲ (χ−(1) ⊲ v)(∞)
= χ′(1)h(1)χ
′−(1)χ(1)(χ−(1) ⊲ v)(1)χ
−(2) ⊗ χ′(2)h(2)χ
′−(2)χ(2) ⊲ (χ−(1) ⊲ v)(∞)
= χ′(1)h(1)(χ
−(1) ⊲ v)(1)χ
−(2) ⊗ χ′(2)h(2) ⊲ (χ
−(1) ⊲ v)(∞)
= χ′(1)(h(1) ⊲ (χ
−(1) ⊲ v))(1)h(2)χ
−(2) ⊗ χ′(2) ⊲ (h(1) ⊲ (χ
−(1) ⊲ v))(∞)
= χ′(1)(h(1)χ
−(1) ⊲ v)(1)h(2)χ
−(2) ⊗ χ′(2) ⊲ (h(1)χ
−(1) ⊲ v)(∞)
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= χ′(1)(χ′−(1)χ(1)h(1)χ
−(1) ⊲ v)(1)χ
′−(2)χ(2)h(2)χ
−(2) ⊗ χ′(2) ⊲ (χ′−(1)χ(1)h(1)χ
−(1) ⊲ v)(∞)
= χ′(1)(χ′−(1) ⊲ (h<1> ⊲ v))(1)χ
′−(2)h<2> ⊗ χ
′(2) ⊲ (χ′−(1) ⊲ (h<1> ⊲ v))(∞)
= (h<1> ⊲ v)<1>h<2> ⊗ (h<1> ⊲ v)<∞>
We used the crossed module property in the untwisted category and subscripts <1> etc., for the
twisted coproduct and twisted coaction.
(c) To conclude that Fχ is a functor, we have to show that it maps morphisms to morphisms.
Morphisms are module-comodule maps. It is clear that Fχ maps module maps to module maps
since it does not alter the action. It is also easy to see that it maps module-comodule maps to
comodule maps. Say f : V →W is a morphism in HHM˙. Then
βχ(f(v)) = χ
(1)(χ−(1) ⊲ f(v))(1)χ
−(2) ⊗ χ(2) ⊲ (χ−(1) ⊲ f(v))(∞)
= χ(1)(f(χ−(1) ⊲ v))(1)χ
−(2) ⊗ χ(2) ⊲ (f(χ−(1) ⊲ v))(∞)
= χ(1)(χ−(1) ⊲ v)(1)χ
−(2) ⊗ χ(2) ⊲ f((χ−(1) ⊲ v)(∞))
= χ(1)(χ−(1) ⊲ v)(1)χ
−(2) ⊗ f(χ(2) ⊲ (χ−(1) ⊲ v)(∞))
= (id⊗ f) ◦ βχ(v),
as required.
(d) We proceed to show that Fχ is monoidal. The associativity property of cχ clearly reduces
to χ a cocycle, and invertibility reduces to χ invertible. Naturality of cχ is also immediate from
its stated form. It remains to verify that cχ : Fχ(V ) ⊙χ Fχ(W ) → Fχ(V ⊙ W ) is indeed a
morphism in
Hχ
Hχ
M˙. For clarity we denote the tensor product in HHM˙ by ⊙ and that in
Hχ
Hχ
M˙ by
⊙χ. For the action of Hχ (which coincides with that of H) we have
h ⊲ cχ(v ⊙χ w) = h ⊲ (χ
−(1) ⊲ v ⊙ χ−(2) ⊲ w)
= h(1)χ
−(1) ⊲ v ⊙ h(2)χ
−(2) ⊲ w
= cχ(χ
(1)h(1)χ
−(1) ⊲ v ⊙χ χ
(2)h(2)χ
−(2) ⊲ w)
= cχ(h<1> ⊲ v ⊙χ h<2> ⊲ w)
= cχ(h ⊲ (v ⊙χ w)).
For the coaction, we have
βχ ◦ cχ(v ⊙χ w)
= βχ(χ
′−(1) ⊲ v ⊙ χ′−(2) ⊲ w)
= χ(1)(χ−(1) ⊲ (χ′−(1) ⊲ v ⊙ χ′−(2) ⊲ w))(1)χ
−(2)
⊗ χ(2) ⊲ (χ−(1) ⊲ (χ′−(1) ⊲ v ⊙ χ′−(2) ⊲ w))(∞)
= χ(1)(χ−(1)(1)χ
′−(1) ⊲ v ⊙ χ−(1)(2)χ
′−(2) ⊲ w)(1)χ
−(2)
⊗ χ(2) ⊲ (χ−(1)(1)χ
′−(1) ⊲ v ⊙ χ−(1)(2)χ
′−(2) ⊲ w)(∞)
= χ(1)(χ−(1)(1)χ
′−(1) ⊲ v)(1)(χ
−(1)
(2)χ
′−(2) ⊲ w)(1)χ
−(2)
⊗ χ(2) ⊲ ((χ−(1)(1)χ
′−(1) ⊲ v)(∞) ⊙ (χ
−(1)
(2)χ
′−(2) ⊲ w)(∞))
= χ(1)(χ−(1)(1)χ
′−(1) ⊲ v)(1)(χ
−(1)
(2)χ
′−(2) ⊲ w)(1)χ
−(2)
⊗ χ(2)(1) ⊲ (χ
−(1)
(1)χ
′−(1) ⊲ v)(∞) ⊙ χ
(2)
(2) ⊲ (χ
−(1)
(2)χ
′−(2) ⊲ w)(∞)
= χ(1)(χ−(1) ⊲ v)(1)(χ
−(2)
(1)χ
′−(1) ⊲ w)(1)χ
−(2)
(2)χ
′−(2)
⊗ χ(2)(1) ⊲ (χ
−(1) ⊲ v)(∞) ⊙ χ
(2)
(2) ⊲ (χ
−(2)
(1)χ
′−(1) ⊲ w)(∞)
= χ(1)(χ−(1) ⊲ v)(1)χ
−(2)
(1)(χ
′−(1) ⊲ w)(1)χ
′−(2)
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⊗ χ(2)(1) ⊲ (χ
−(1) ⊲ v)(∞) ⊙ χ
(2)
(2)χ
−(2)
(2) ⊲ (χ
′−(1) ⊲ w)(∞)
= χ(1)(χ−(1) ⊲ v)(1)χ
−(2)
(1)χ
′′−(1)χ′(1)(χ′−(1) ⊲ w)(1)χ
′−(2)
⊗ χ(2)(1) ⊲ (χ
−(1) ⊲ v)(∞) ⊙ χ
(2)
(2)χ
−(2)
(2)χ
′′−(2)χ′(2) ⊲ (χ′−(1) ⊲ w)(∞)
= χ(1)(χ−(1)(1)χ
′′−(1) ⊲ v)(1)χ
−(1)
(2)χ
′′−(2)χ′(1)(χ′−(1) ⊲ w)(1)χ
′−(2)
⊗ χ(2)(1) ⊲ (χ
−(1)
(1)χ
′′−(1) ⊲ v)(∞) ⊙ χ
(2)
(2)χ
−(2)χ′(2) ⊲ (χ′−(1) ⊲ w)(∞)
= χ(1)χ−(1)(1)(χ
′′−(1) ⊲ v)(1)χ
′′−(2)χ′(1)(χ′−(1) ⊲ w)(1)χ
′−(2)
⊗ χ(2)(1)χ
−(1)
(2) ⊲ (χ
′′−(1) ⊲ v)(∞) ⊙ χ
(2)
(2)χ
−(2)χ′(2) ⊲ (χ′−(1) ⊲ w)(∞)
= χ(1)(χ′
′−(1) ⊲ v)(1)χ
′′−(2)χ′(1)(χ′−(1) ⊲ w)(1)χ
′−(2)
⊗ χ−(1)χ(2) ⊲ (χ′
′−(1) ⊲ v)(∞) ⊙ χ
−(2)χ′(2) ⊲ (χ′−(1) ⊲ w)(∞)
= (id⊗ cχ)(χ
(1)(χ′
′−(1) ⊲ v)(1)χ
′′−(2)χ′(1)(χ′−(1) ⊲ w)(1)χ
′−(2)
⊗ χ(2) ⊲ (χ′
′−(1) ⊲ v)(∞) ⊙χ χ
′(2) ⊲ (χ′−(1) ⊲ w)(∞))
= (id⊗ cχ)(v<1>w<1> ⊗ v<∞> ⊙χ w<∞>)
= (id⊗ cχ) ◦ βχ(v ⊙χ w).
We used the crossed module property and the cocycle identities as before, and χ′′ denotes a
third copy of χ.
(e) We next show that Fχ preserves the braiding. Thus,
cχ ◦Ψχ(v ⊙χ w) = cχ(v<1> ⊲ w ⊙χ v<∞>)
= cχ(χ
(1)(χ−(1) ⊲ v)(1)χ
−(2) ⊲ w ⊙χ χ
(2) ⊲ (χ−(1) ⊲ v)(∞))
= (χ−(1) ⊲ v)(1)χ
−(2) ⊲ w ⊙ (χ−(1) ⊲ v)(∞)
= Ψ(χ−(1) ⊲ v ⊙ χ−(2) ⊲ w)
= Ψ ◦ cχ(v ⊙χ w).
(f) It remains to be shown that Fχ is an isomorphism. The inverse operation to the twisting
by χ is twisting by χ−1; we verify that the coaction twisted by χ and then twisted by χ−1 is the
original coaction. Thus,
(βχ)χ−1(v) = χ
−(1)(χ(1) ⊲ v)<1>χ
(2) ⊗ χ−(2) ⊲ (χ(1) ⊲ v)<∞>
= χ−(1)χ′(1)(χ′−(1)χ(1) ⊲ v)(1)χ
′−(2)χ(2) ⊗ χ−(2)χ′(2) ⊲ (χ′−(1)χ(1) ⊲ v)(∞)
= v(1) ⊗ v(∞) = β(v).
For the monoidal structure, one sees immediately that cχ−1 ◦ cχ is the identity transformation.
Theorem 2.7 can likewise be proven directly or else be obtained by dualisation of Theorem 2.8
using conventional methods.
Proof of the intertwiner property of α in Proposition 3.5 in Hχ setting We give the
result here in the same coproduct twist setting as Theorem 2.8 proven above (the version in
Proposition 3.5 is the dual of this and can be obtained by the same methods or by dualisation of
the proof.) Thus, for a Hopf algebra H viewed in HHM˙ by the coproduct (the regular coaction)
and adjoint action, and a cocycle χ ∈ H ⊗H we show that
α : Fχ(H)→ Hχ, α(h) = (χ
−(1)⊲h)χ−(2) (31)
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is an isomorphism of crossed modules, where Hχ is viewed in
Hχ
Hχ
M˙ by its coproduct ∆χ and its
adjoint action. In fact, that the actions are intertwined is known from [6] (in another context)
so we need only to show that the coactions are intertwined.
On the one hand, writing βχ for the coaction induced by Theorem 2.8 on Fχ(H) by trans-
forming the regular coaction, we have
(id⊗α)βχ(h) = χ
(1)(χ−(1)⊲h)(1)χ
−(2)⊗(χ′−(1)χ(2)⊲(χ−(1)⊲h)(2))χ
′−(2).
We require this to coincide with
∆χα(h) = χ
(1)(χ−(1)⊲h)(1)χ
−(2)
(1)χ
′−(1)⊗χ(2)(χ−(1)⊲h)(2)χ
−(2)
(2)χ
′−(2)
= χ(1)(χ−(1)(1)χ
′−(1)⊲h)(1)χ
−(1)
(2)χ
′−(2)⊗χ(2)(χ−(1)(1)χ
′−(1)⊲h)(2)χ
−(2)
= χ(1)χ−(1)(1)(χ
′−(1)⊲h)(1)χ
′−(2)⊗χ(2)(χ−(1)(2)⊲(χ
′−(1)⊲h)(2))χ
−(2).
using the cocycle axiom for χ and then the crossed module axiom. Comparing these expressions
and substituting the quantum group adjoint action of H for ⊲ we see that these expression
coincide in view of the identity
χ(1)⊗χ−(1)(1)χ
(2)
(1)⊗(Sχ
(2)
(2))(Sχ
−(1)
(2))χ
−(2) = χ(1)χ−(1)(1)⊗χ
(2)χ−(1)(2)⊗(Sχ
−(1)
(3))χ
−(2).
This is equivalent (by using the cocycle condition (1) on the left hand side repeatedly) to
χ(1)(1)⊗χ
(1)
(2)⊗(S(χ
′−(1)χ(2)))χ′−(2) = χ−(1)(1)⊗χ
−(1)
(2)⊗(Sχ
−(1)
(3))χ
−(2)
which reduces to
χ(1)⊗(S(χ′−(1)χ(2)))χ′−(2) = χ−(1)⊗(Sχ−(1)(3))χ
−(2).
This identity is readily proven from the properties of U−1 = (Sχ−(1))χ−(2) in [5] using the cocycle
condition. The inverse of the map α is also readily supplied by similar means, so it forms an
isomorphism of crossed modules.
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