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Abstract 
Stochastic programs with recourse are equivalent to a special extremum problems in function spaces. For the 
approximate solution of a problem in an infinite dimensional space some projection method is usually suggested. 
Differences between projection and modern discretization approaches in the approximate solution of linear and 
nonlinear stochastic programs are presented. 
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Several optimization problems, e.g., stochastic programs with recourse, optimal control and 
continuous programming problems, lead to a minimization of a functional subject to operator 
constraints. Since we deal with infinite-dimensional problems, some approximation method for 
their solution is needed. Usually the problem is discretized by some projection method. If 
ortho-projectors are used, the method is Galerkin, in case of interpolation operators, the method is 
called a collocation method. 
In the projection setting, elements are connected with projectors so that the norm convergence of 
projected elements holds. In more detail, let X be a Banach space, {X,1, y1 E N = { 1,2, . . . , }, be 
a sequence of subspaces, X, c X,+ 1 c ... c X, and let {P,,} be a sequence of projectors 
P, : X + X, such that 
IIP,x-XII-to, n-t cc VXEX. (1) 
The condition (1) guarantees that 
inf JJy-xxJJ+O, n+ co Y~EX, 
XEX” 
and makes it possible to approximate X by a sequence of subspaces {X,}. 
In the 1960-1970s mainly in the works of Aubin, Stummel and Vainikko (see, e.g., [3,24,26]), 
a more general approach in which only the consistency of norms between initial and approximate 
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(not necessarily sub-) spaces was needed, was suggested. Let X, X,Z, M E FV, be Banach spaces and 
9’ = (h,, > be a system of (linear) connection operators between these spaces, /& :X --) X,, such that 
Ilj4I4ln-fII4I~ n-+ m VXEX> (2) 
where (1. (I,, denotes the norm in X,. The consistency property (2) guarantees the nondegeneracy of 
norms of discretized in X, elements of X and, thus, the uniqueness of the limit process. Note that 
the convergence (2) is weaker than the convergence (1). To illustrate the latter statement remember 
the Randon-Riesz property, which holds, for example, in reflexive LP-spaces, 1 < p < x : if 
IIx,II--,IIxIIandx,-,xweakly,thenI)x,-xJI-,O,n-t co. 
Is the difference between the two convergences (1) and (2) essential? 
As an example consider a two-stage stochastic program formulated by Rockafellar and Wets in 
the space C(S) of continuous functions [20]: Minimize, over continuous x(s), x(s) = (xr(sr), 
xZ(sl, sz)), the integral functional 
subject to constraints 
where the functions fj, j = 0, 1, . . . , ~1, are continuous in (s, x), the support S is compact and the 
measures (rl, cr2 are laminary [20] (e.g., have densities). 
Since everything is continuous, discretize the problem starting from a convergent quadrature 
process 
i h(sin)min * S hi, n-t cc (3) 
i=l s 
for any continuous function h(s) on S. 
The convergent quadrature process defines (is equivalent to) a partition (&,), JZ?‘,, =
{A In, ... , A,,J), M E N, of S with the properties [25]: 
(A.11 S = u Ai,; 
i=l 
64.2) Ai,nAj, = 8, i fj; 
(A.3) o(int Ai,) = a(Ai,) = a(Cl Ai,); 
(A.4) max diam Ai, + 0, n + 30; 
IsiGn 
(A.51 Sin E Ain ; 
(A.6) o(Ain) > 0; 
(A-7) max nli,/‘C(Ai,) + 1, n---t 00, 
l<i<n 
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where diamA = sups,tEA 1 s - t 1 and int A and cl A denote the topological interior and closure of 
a set A, respectively. Using the partition {AzZ~}, define the projectors P, in the following way 
(pnx)(s) = i: X(Sin)X,4,,(SL 
i= 1 
where 
x.4(s) = 
1, SEA, 
0, s4A, 
and define the connection operators &, n E N, in the simpliest way 
(+hnX)ipj = X(SiJ, i = 1, . . . , PI. 
In both cases the discretized problem reads as follows: 
Minimize, over the vector x,, x, = (xln, xZn), the sum 
i: fO(S1in, s2in2 Xlin2 XZin)min 
i=l 
subject to constraints 
fj(Slin,SZinrXlin,XZin) < 0, i = 1, ,.. , ?I, j = 1, . . , ?TZ. 
(4) 
(5) 
The only difference between these two approaches lies in the treatment of the two convergences: In 
case of projection methods this means 
sup x(s) - i %&4,,(s) -+ 0, n-+ 00, 
SES i=l 
whereas in case of the discretization this means 
max IX(Sin) - Xinl +O, y1+ 3.3. 
l<i<n 
Obviously, if we guaranteed the convergence of both approximations, the rates of convergences 
would be the same. Consequently, the difference between projection and discretization methods is 
quite formal in the space of continuous functions. The same is valid for the difference of the two 
approaches in the space of Riemann-integrable functions. 
The multistage stochastic programming with recourse as a mathematical programming problem 
in Lp-spaces was first formulated in [17], and a linear problem was discretized in [16], where the 
integration domain was partitioned by using disjoint sets from the initial sigma-algebra C and the 
projectors/restoration operators p,,/r, guaranteed the convergence 
llrnP,x -XII, n -+ cc, 
in the LP-metric. 
(6) 
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Let bk be a partition of s, bk = {Sik, . . . , Skk} such that SjkEC,j= l,..., k, k= 1,2 ,... , 
61) 
SiknSjk = 8, i #j; 
(s-2) fi sjk = s; 
j=l 
(S.3) maXdiamSjk+O, k-t @Jo. 
Then the projectors xk : Lp t Lt, where Lf is the space of k-valued C-measurable functions, should 
be defined as follows 
(nkx)(s) = i O(sjk)-l s x(t)g(dt)Xsjk(s). (7) j=l s 
Remark 1. Note that projectors r& are, in fact, conditional expectations with respect to “ik and c. 
The convergence of optimal values and the weak convergence of a subsequence of approximate 
solutions is guaranteed [ 161. The verification of the convergence relies on the fact that in Lp-spaces, 
1 < p < og , we can approximate discontinuous functions by continuous ones. The latter, in turn, 
reduces to Uryshon’s theorem, which says that we can approximate a simple function by a continu- 
ous function. Thus, Olsen’s approach relies on the Lebesgue integral theory which, in distinction to 
the definition of the Riemann integral, is not constructive. 
In general, it is reasonable to understand by an approximation that calculation is replaced by 
something simpler, e.g., instead of the partition { dk} only sets from the sigma-algebra C, whose 
boundaries have o-measure zero, are used. In the latter approach, having not “very” discontinuous 
problem data, we can use instead of the conditional expectations [16] only samples of a random 
vector in the discretization [13], even when looking for a solution in Lp-spaces. 
If a stochastic program with recourse is linear, there are no significant differences between the 
spaces C, Lp or L” - the choice of the space depends on the problem data. If the matrices and 
vectors depend continuously on the random vector s, and the probability measure has a density, 
then it makes sense to look for a solution in C [20]-in case the problem data are discontinuous 
then in Lp-spaces, 1 < p d co [7,17]. 
There are at least two reasons due to which some trouble may arise in considering stochastic 
programs in Lp-spaces. 
(1) Nonlinearity. As a rule, we deal with superposition operators. In Lp-spaces they should 
satisfy certain growth conditions. For example, let a superposition operator+‘,/(x) =f(s, x(s)) map 
an element from L2 to L2. Then the functionf(s, x) of two variables (s, x) should have a linear 
growth, see, e.g., [l]: 
If( G 4s) + ~1x1, UEL2, c( > 0. 
Moreover, weak convergence, which is inevitable in the convergence analysis of approximations, 
implies the linearity off(s,x) in x, see [23]. 
(2) The Slater condition. In order to guarantee the equality maxmin = minmax in the Lagran- 
gian, it is sufficient that the constraint set has an interior point. However, in Lp-spaces, 1 < p < CO, 
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sets of the type 
{x(s)lf(s,x(s)) d 0 for almost all (a.a.) s E S} 
have no interior points. 
Recently, in [9] a Mangasarian-Fromowitz constraint qualification was used for stochastic 
programs in reflexive Lp-spaces, 1 < p < E, where the results obtained do not rely on results in 
functional spaces, but are valid for each realization in finite-dimensional space. However, as was 
pointed out in [lo], “ . . . the infinite-dimensional Fritz John result was incorrect and in general 
such a result would only be valid if the ordering cone had nonempty interior”. Therefore, the 
question of the existence or nonexistence of optimal Lagrange multipliers for stochastic programs 
with recourse in reflexive LP-spaces remains still open. 
We can avoid these two inconveniences by using the Lm-space instead of Lp - s, 1 d p < a. 
This raises the question how a projector in the space of essentially bounded functions has to be 
defined. The problem is not new. In [27] Wendland suggested P, in which the sets Ai, are replaced 
by spheres of radii converging to zero. Such projectors work well in Lp-spaces, but, as shown in [a], 
there exist L”-functions for which that limit does not exist. 
The authors of [2, p. 1751, say “we are unaware of any explicit constructions of an extended point 
evaluation functional that are satisfactory for the whole of L,(D)“. Using the Hahn-Banach 
theorem they extend the evaluation functional from the space of almost everywhere continuous 
(Riemann integrable) functions to the whole of L”(D). However, the HahnBanach theorem is not 
constructive, i.e., there is no algorithmic way how to realize this prolongation, i.e., the extension, 
suggested in [2], is quite formal. 
In general, the problem of constructing a system of “nice” base functions in L” is open, and the 
difficulty results from the fact that in distinction to Lp-spaces, 1 < p < cc, the space C of 
continuous functions is not dense in L”. 
Fortunately, the norm consistency property (2) is valid in L” for the partition I&,,} of S with 
properties (A.l)-(A.7), see, [14]. The following convex stochastic program with complete recourse 
was approximated in [ 151: 
Minimize over x E Ci the sum 
fi(x)+ EQ(s,x) 
satisfying the constraints 
glj(X)dO, j= 1,...,11, 
where 
(8) 
(9) 
The problem (8),(9) is equivalent to the following convex optimization problem in the product 
space [w’ x L”(S): 
Minimize, over (x, y(s)), where x E Cr, and y(s) E CZ almost surely, the sum 
.fi(x) + fi(s,x>y(s))4ds), s S (10) 
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satisfying the constraints 
glj(X) < 03 j = 1, f..) 11, 
and almost surely 
(11) 
L72jW,Y(S)) G 0, j = 1, ... , b. (12) 
Equivalence of the two statements (8), (9) and (lo)-(12) means that x minimizes (8), (9) if and only if 
the pair (x, y(s)) minimizes (lo)-(12) and the optimal values of both problems are equal [lS]. 
Consequently, difficulties arising in the numerical solution of stochastic programs with recourse 
are twofold: 
(1) difficulties in the numerical calculation of multiple integrals and 
(2) difficulties in the approximate solution of infinite-dimensional extremum problems. 
From these difficulties it follows that one can treat the approximation scheme, which will be 
suggested below, as a certain stability analysis of stochastic programs with recourse. 
Let C,, be the collection of all sets from C with property (A.3): 
Co = {A,AEC, g(intA)=g(A)=o(clA)}. (13) 
The collection of sets Co constitutes an algebra Cc, c C. If S = [0, l] and G is the Lebesgue 
measure on [O, l] then integrability with respect to ~~~~ means simply Riemann integrability. 
Suppose that 
(1) the functionsf,, glj, j = 1, . . . , 11, are convex and differentiable; 
(2) the functionsf,(s,x, y), g2j(s,x,Y),j = 1, . . . , 12, are bounded and ,X,-measurable in s for all 
(x, y); convex and differentiable in (x, y) for a.a. s E S; there corresponds a bounded and Co- 
measurable function c(: S -+ R and a constant fl E K! to each bounded set B c (w’ x (w” such that 
I.L(s,.~y)l <a(s) for all(x,y)EB, Ig~j(s,x,~)l GPfor all (x,y)~B,j= L...,L; 
(3) the gradients off2 and g2j in x and y are continuous in (x, y) and Co-measurable in s; there 
correspond bounded and Co-measurable functions rj: S -+ R, 6j: S -+ R, j = 0, 1, . . . , 12. to each 
bounded set B c R' x R" such that 
I&(s,x,Y)~ d IJO( ISijx(S,x,.Y)l G yj(s), j = 1, . . . ,h for all (x,Y) E 4 
I.&(s,x,Y)~ G 60(s), Ihj,(S,x,y)l d aj(s), j = 1, . . . ,l2 for all (x,Y) E B. 
Take discretization points sin and discrete measures min, i = 1, . . . , n, n E N, from the convergent 
quadrature process (3). Then under the Co-measurability assumptions off2, g2j, j = 1, . . . , 12, the 
discretized problem (lo)-(12) (or, equivalently, (8), (9)) reads as follows: Minimize, over the vector 
(X,YI, ... ,Y,),xEC~,Y~EC~,~=~ ,..., n,thesum 
fitx) + i: f2tSin, x, Yi)Wn, (14) 
i=l 
satisfying the constraints 
Slj(X) < 0, j = 1, ... , 11, (15) 
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and 
,CJ2j(SinrX,yi) GO, j= 1,...,/2, i= l,...,n. 
Denote the optimal value of the problem (lo)-(12) by f* and that of (14)- 
The following theorem is valid [15]. 
(16) 
-(16) byfi. 
relatively complete Theorem. Let the assumptions (l)-(3) b e satisjed, the program (8), (9) have 
recourse, and let the quadrature process (3) converge. Then 
and a subsequence {x,,} , n E N’ c N, of thefirst-stage solutions of approximate problems converges to 
the first-stage solution of the initial problem, and the corresponding second-stage solutions { y,}, 
n = N’, converge weakly* discretely to the second-stage solution of the initial problem (lo)-(12). 
Remark 2. The weak* discrete convergence in L” means that 
i (Zin, yinhn + s (Z(ShY(S))ddS) > ~1 E N 2 i= 1 s 
for any sequence of vectors (z,}, z, E R’“, discretely converging to the function z(s), z E L’(S). 
The problem of strong (norm) convergence of second-stage solutions is more complex. Note that 
the superposition operator g(y) = g( s, x, y(s)) is never completely continuous, that is, it never 
transforms a weakly convergent sequence into a strongly convergent one (like some integral 
operators do). Hence, one possibility to guarantee the strong convergence of second-stage solutions 
is to suppose the strong convexity in y of the function fi(s, x, y), i.e. 
f2(S,X,Yl) Gf2(S,&Yd + (f;,(s,-%Yd, Yl - Y2) - ElYl - Y212, a > 0. 
Let (x,y(s)) and (xnr y,,) be solutions of the problems (lo)-(12) and (14)-(16) respectively. Then 
IYin - (jbY)in12 6 x-l CfZtSin3Xin,Yin) -fi(Sin3 x9(&Yhn) + (f;y(Sin,X,(~inY)in),(~nY)in - Yin)], 
and clearly, 
since fz + f *, n E N, and subsequence { y,}, n E N’, of second-stage solutions converges weakly* 
discretely to y(s) and the sequence of gradients { f;y(sin,x,(bny)in)}, n E IW, converges discretely to 
the derivative f&(s, x, y(s)). 
Strong convexity in y guarantees, of course, that the whole sequence (y,> of second-stage 
solutions of approximate problems g-converges to y. 
The discrete approximation approach is applicable only in the relatively complete recourse case 
[19], when optimal Lagrange multipliers belong to L’(S) - the space of integrable functions. 
In the incomplete recourse case we are not able to exclude singular multipliers from the 
Lagrangian, which is not acceptable in practical situations. 
62 R. LepplJournal qfComputationa1 and Applied Mathematics 56 (1994) 55-64 
The only chance to solve stochastic programs with incomplete recourse approximately is, as it 
seems, to use, in the partition of S all sets from the initial sigma-algebra C with properties (see, e.g., 
[5> 111) 
03.1) SiknSjk = 8, i #j; 
(B.3) max g(Sjk) +O, k + CO; 
1 <jSk 
(B-4) ~kc~k+l 
(the latter inclusion means that every set from yk, except for sets with o-measure zero, can be 
presented as a sum of sets from Yk+ 1). 
Then, in some cases an approximate first-stage solution can be attained. 
In [S], using the partition (B.l)-(B.4), the authors guarantee the epi-convergence of approximate 
cost functions to the cost function (8) and, thus, together with the closedness and the boundedness 
of the set of first-stage decisions the convergence of a subsequence of the first-stage solutions. 
Remark 3. The epi-convergence of functions to be minimized implies the convergence of a sub- 
sequence of solutions either when the constraint set is bounded or when the functions are uniformly 
coercive. 
Indeed, consider the minimization problems 
minf(x) = f* and minf,(x) =fz, 
XEG XEG 
where the sequence of functions {f”(x)> epi-converges to the functionf(x), f,fn : iFir + R’ and G is 
a closed and bounded set in CR*. Since for any subsequence {x,}, x, + x, n E N’ c N, it holds 
f(x) d liminff,(x,), y1 E N’, then the inequality holds also for a subsequence of solutions {X”>, i.e., 
f* d f(x) d liminff,(%,) = liminff* for X, + x, M. E N’ (the constraint set G was closed and 
bounded). 
On the other hand, for a solution j&f* = f(Z) = inf { f( x ) 1 x E G}, there exists a sequence {y,}, 
y, + X, such that limsupf,(y,) <f(x), yt E N. Thus, 
fn(%l) -f(T) ~.MYn) -f(x) G E, 
for a small E > 0 and for n sufficiently large. 
In [l l] the data of a stochastic linear program with complete fixed recourse are approximated by 
a sequence of integrable simple functions which should converge pointwise to the initial data. Then 
one can approximate the second-stage recourse function 
Q(x) = E{mjn gT(s)y 1 A(s)x + Wy = b(s)} 
pointwise, too. The approach presented also provides the quantitative estimation to the recourse 
function Q(x), How large the sampling should be taken depends mainly on the variance of the 
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recourse function [12]. The sampling requires the evaluation of conditional probabilities and 
expectations. 
In [4] an algorithm is presented, which gives sublinear upper bound that requires operations 
that only grow polynomially. In [6] the simple recourse functions are used to approximate the 
recourse function Q(x) by sublinear one and the latter approximation is solved by using its dual. 
The stability of a convex multistage stochastic program with linear constraints as an optimiza- 
tion problem in reflexive Lp-space is also investigated in [S], where random data are subjected to 
small perturbations. Under weak assumptions (e.g., the integration domain need not to be bounded 
as in [13]) the optimal sets are upper semicontinuous, and the optimal values are Lipschitz 
continuous if the original random data are perturbed. The results obtained rely on the general 
stability analysis of parametric optimization problems in Banach spaces. 
In [21,22] the stability analysis of stochastic programs with recourse and of chance constrained 
programs with respect to perturbations of the initial probability distribution is provided. Using the 
bounded Lipschitz metric [21] and the LP-Wasserstein metric [22], the authors present the 
quantitative stability results for linear and quadratic recourse problems and for the chance 
constrained problems. It seems that these results are also applicable when we approximate the 
initial probability measure by discrete ones. 
Concluding remarks are as follows. 
(1) Projection/discretization methods in stochastic programming with recourse are essential in 
case we are interested in the approximate solution of the second-stage correction function. 
(2) In the linear case there are no significant differences between Lp-spaces, 1 < p < x , and the 
space L” of essentially bounded functions. The difference appears only if the cost and constraint 
functions are nonlinear. 
(3) Projection/discretization methods do not work in the incomplete recourse case since we are 
not yet able to approximate the singular part of Lagrange multipliers in (L”(S))*. 
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