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Abstract
The aim of the present paper is twofold. Firstly, the paper surveys the literature concerning a speciﬁc topic in asymptotic integration
theory of ordinary differential equations: the class of second order equations with Bihari-like nonlinearity. Secondly, some general
existence results are established with regard to a condition that has been found recently to be of signiﬁcant use in the theory of
elliptic partial differential equations.
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1. History and further developments
In 1941, Caligo [16] published a paper in which it was established that, given a continuous real-valued function A(t)
deﬁned in the positive half axis, the solutions of the linear equation
y′′(t) + A(t)y(t) = 0, t > 0, (1)
satisfy the condition
lim
t→+∞ y
′(t) = lim
t→+∞
y(t)
t
∈ R (2)
provided that
|A(t)|< l
t2+
for all large t , (3)
where l, > 0 are given. Furthermore, if > 1, the solutions can be represented asymptotically as
y(t) = c1t + c2 + o(1) when t → +∞, c1,2 ∈ R. (4)
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The case when  ∈ (0, 1] has been answered in the negative with regard to the development (4) via an example. The
results of Caligo extended previous theorems by Dini, Kneser, Sansone commented in his paper.
The proofs in [16] rely on establishing the solution of a system of integral equations by means of an iterative process
[16, p. 290] as well as on a special estimate [16, p. 294] of the type
|y(t)|
t
<m + 1
2
sup
s∈[t0,T ]
[ |y(s)|
s
]
for t ∈ [t0, T ], m> 0. (5)
The case of (3) when > 1 was also discussed by Bitterlich–Willmann [12] in 1941 with similar conclusions, namely
the existence of
lim
t→+∞ y
′(t), lim
t→+∞ [y(t) − ty
′(t)].
A thorough investigation and extension of these results has been done by Haupt [40].
Caligo’s work raised a lot of interest. In their paper from 1942, Boas et al. [13] extended the conclusions of [16]
about (2) to the larger class of linear equations
y′′(t) + A(t)y(t) = B(t), t > 0, (6)
where A(t) and B(t) are continuous and real-valued and∫ +∞
0
t |A(t)| dt < + ∞,
∫ +∞
0
B(t) dt exists,
by means of estimate (5) (see [13, Lemma, p. 847]). Introducing the functions A1,2(t),
A1(t) = 12 [|A(t)| + A(t)] = max[A(t), 0],
A2(t) = 12 [|A(t)| − A(t)] = −min[A(t), 0],
the conclusion (2) holds for the solutions of (6) even if only ([13, p. 849])
lim sup
t→+∞
t
∫ +∞
t
A1(s) ds < 1,
∫ +∞
0
tA2(t) dt < + ∞.
Moreover, if∫ +∞
0
tA1(t) dt = +∞
then limt→+∞ y′(t) = 0 for every solution y(t) of (6). Also, following [86, p. 366], when∫ +∞
0
A2(t) dt < + ∞,
all the solutions y(t) of (1) satisfy
y′(t) = O(t−1/2) as t → +∞
(this reads as A(t) belongs to the class 12 in Wintner’s terminology) if and only if A1(t) is in the same class. For more
details about the preceding conditions on A(x) in the case of (1), see the 1955 paper of Hartman and Wintner [36].
The results ofCaligo,Boas,Boas Jr., Levinsonwere extended tonth order inhomogeneous linear differential equations
by Wilkins Jr. [85] and Haupt [41]. Other signiﬁcant results in this direction are due to Ghizzetti [29] and Hartman [38]
(see also their references pointing out papers by Dunkel and Faedo).
In 1947, Bellman published a memoir [8] on the asymptotic behavior of solutions of linear differential equations
where Haupt’s result [41, p. 290] was addressed by means of integral inequalities. Precisely, the proof of [8, Theorem
7] relies on an application of the well-known Gronwall–Bellman integral inequality [32,7] to get a global estimate of
|y′(t)| and |y(t)|
t
, t > 0,
for the solutions y(t) of (1) (see [8, Eq. (8.11)]).
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The simplicity of Bellman’s technique had a great impact on the development of asymptotic integration theory for
ordinary differential equations. In 1957, following Bellman’s line of investigation, Bihari [11, p. 277] analyzed the
second order nonlinear differential equation
y′′(t) + a(t)(y(t)) = 0, t t01, (7)
where a : [t0,+∞) → R,  : R → R are continuous functions,∫ +∞
t0
t |a(t)| dt < + ∞,
and there exists a nondecreasing, continuous function  : [0,+∞) → [0,+∞) such that (0) = 0, (u)> 0 for all
u> 0 and
|(u)| t
( |u|
t
)
, u ∈ R, t t0,
∫ +∞
0
dx
(x)
= +∞. (8)
According to [11, p. 275, footnote 15], “the degree of non-linearity is so great that a discussion by matrices [the study
of asymptotic behavior of the solutions of (7) by reducing the equation to a ﬁrst order system, our note] is impossible”.
The direct approach in this matter, based on the Bihari integral inequality [10, pp. 83–84] that strongly generalizes the
Gronwall–Bellman inequality, established that all the solutions y(t) of (7) exist in the future and satisfy (2). A similar
investigation with regard to stability problems was, nevertheless, accomplished for perturbations of linear differential
systems by Golomb [30]. Golomb’s inequality is probably the ﬁrst generalization of the Bihari integral inequality
known in the literature. The literature of integral inequalities is immense. We mention only the results of Pachpatte
[64] as sharp direct extensions of Bihari’s inequality and the general comparison theorems of Opial [61], Viswanatham
[81] and Headley [42] (see also [37, Corollary 4.4, p. 29]). In 1964, Waltman [83] employedViswanatham’s inequality
to prove the existence of a solution y(t) with the asymptotic behavior (2) of Eq. (7) in the case of an Emden–Fowler-
like nonlinearity (u) = u, where > 0 (see also [87] for a slight generalization). An application of general integral
inequalities to establishing certain oscillation results of Atkinson–Waltman–Butler type can be read in [48]. Further
developments of the above considerations can be found in thework of Dannan [24] and Rogovchenko andRogovchenko
[70].
The existence of solutions y(t) to (7) such that either (2) or (4) holds has been investigated in depth by Naito [59]
(see also the references therein) by means of an integral Riccati equation [59, Theorem 2.2] similar to [48, Theorem
1]. At its origins a product of Hille and Wintner, this technique can be found in a famous paper from 1952 of Hartman
[35]. A comprehensive presentation of such developments can be read in [51].
In 1963, Hale, Hartman and Onuchic [33,39] established several general existence results for nonlinear ordinary
differential equations of nth order. In the paper [33] the existence of solutions y(t) to the second order differential
equation
y′′(t) + f (t, y(t), y′(t)) = 0, t t0 > 0, (9)
where f (t, y, y′) is continuous and real-valued, that can be expressed asymptotically by
y(t) = c + o(1), c ∈ R, y′(t) = o(t−1) as t → +∞
was proved by assuming that
|f (t, y, y′)|h(t)F (|y|, |y′|), (10)∫ +∞
t0
h(t)F (, t−1) dt < + ∞ for all > 0, (11)
with continuous, nonnegative h(t) and F(|y|, |y′|) (see [33, Theorem 2]). The existence of solutions y(t) of (9) such
that
y(t0) = a, lim
t→+∞ y
′(t) = c, a, c ∈ R,
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was demonstrated in the case when
|f (t, a + 1(t)(t − t0), 2(t))|h(t),
∫ +∞
t0
h(t) dtM ,
where h(t), 1,2(t) are continuous and nonnegative and
1,2(t) ∈ [|c| − M, |c| + M]
for all t t0 (cf. [33, Theorem 4]). The proofs in [33] rely on the transformation of every problem attached to (9) into
an integro-differential system. As opposed to this approach, the paper [39] focuses on the transformation of (9) into a
perturbed linear differential system of an appropriate form by means of a (usually) complicated change of variables.
For instance, according to [39, Section 3], Eq. (9) has a solution y(t) such that
y(t) = c1t + c2 + o(1), y′(t) = c1 + o(1) as t → +∞, c1,2 ∈ R, (12)
provided that there exist > 0 and a continuous, nonnegative function (t) with
|f (t, c1t + c2 + u, c1 + v)|(t) for u, v ∈ R with |u|, |v|
and ∫ +∞
t0
t(t) dt < + ∞.
The so-called -condition (11) gained enormous popularity in the literature in connection with the asymptotic inte-
gration formulas (2), (4). We mention in this regard the signiﬁcant results of Wong and Coffman [88,17]. More recent
developments are due to Trench, Kusano, Naito and Usami [46,47,45,80]. Several comprehensive studies for the case
of functional differential equations are due to Grammatikopoulos and Philos [31,65]. For an application of such results
to the theory of partial differential equations of elliptic type (in the spirit of Noussair and Swanson’s work), the reader
can consult the papers by Zhao [90] and Constantin [22].
By using the -condition together with a comparison system (as in Conti’s theories), Brauer, Trench and Wong
[15,78,79] obtained general asymptotic expansions for the solutions of nonlinear differential equations of nth order.
General results, both classical and modern, in the asymptotic integration theory of ordinary differential equations of
arbitrary order can be read in the monographs by Bellman, Coppel, Brauer, Eastham, Kiguradze, Chanturia, Agarwal,
Grace and O’Regan [9,23,14,25,44,4,1].
2. Bihari type results for Eq. (9)
Let us consider the second order nonlinear ordinary differential equation
u′′ + f (t, u, u′) = 0, t t0, (13)
where the function f (t, u, v) is assumed to be continuous in the domain D = {(t, u, v) : t ∈ [t0,+∞), u, v ∈ R}.
Here, we take t01 instead of t00 to simplify the computations, as suggested in [39, p. 1203].
We suppose also that there exist the continuous functions h1,2,3 : [t0,+∞) → [0,+∞) and g1,2 : [0,+∞) →
(0,+∞) such that
|f (t, u, v)|h1(t)g1
( |u|
t
)
+ h2(t)g2(|v|) + h3(t) (14)
for all (t, u, v) ∈ D. Furthermore, the functions g1,2(	) are assumed to be nondecreasing for all 	 ∈ [0,+∞).
The case when f (t, u, v)= f (t, u) and h3 ≡ 0 is a slight generalization of the situation investigated by Bihari [11].
It has been studied by Tong and Meng [77,50] with help from Bihari’s integral inequality. A certain error in Tong’s
proof was corrected by Meng [50] and later by Constantin [18]. See the comprehensive discussion in Rogovchenko
and Rogovchenko [70].
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The case of f (t, u, v) when either g2(	) = 	 or g1(	) = 	 for all 	m> 0 has been developed by Constantin [18]
by means of a certain comparison result of Conti type (see the details in [19]). Generalizations of Constantin’s results
have been given by Rogovchenko, Rogovchenko and Mustafa [71,70,54,56].
The case when f (t, u, v) = f (t, u) has been studied very recently by Lipovan [49] and improved and generalized
by Philos, Purnaras, Tsamatos and Mustafa [66,67,53]. The work of Lipovan was about establishing the existence of
solutions u(t) to (13) which can be expanded asymptotically as
u(t) = at + b + o(1) when t → +∞, a, b ∈ R. (15)
It is customary to refer to such solutions as asymptotically linear. Lipovan’s conditions [49, p. 180] were given in the
spirit of Constantin’s hypotheses [18], namely∫ +∞
t0
sh1,3(s) ds < + ∞.
Lipovan’s proof relies on the fact that all solutions of (13) exist in the future and have the asymptotic development
(called property (L) in [70])
u(t) = at + o(t) when t → +∞. (16)
This is, obviously, exactly the estimate of asymptotic behavior of the solution u(t) given by (2). Such a feature of
Eq. (13) follows from a more general result of Rogovchenko and Rogovchenko [69] (see also [68]). The solutions u(t)
of (13) exhibiting (16) are referred to nowadays as linear-like.
Improving a previous result [53, Corollary 9], Mustafa and Rogovchenko gave the complete characterization of
Weyl’s problem [84,60] in asymptotic integration theory with Lipovan’s comparison functions for (13).
Theorem 1 (cf. (Mustafa and Rogovchenko [57])). Let a, b ∈ R and c ∈ [0, 1] be ﬁxed. Assume that∫ +∞
t0
sch1,3(s) ds < + ∞.
Then, Eq. (13) has a solution u(t) deﬁned in a neighborhood of +∞ such that
(i) u(t) = at + o(t), u′(t) = a + o(1) when t → +∞ for c = 0;
(ii) u(t) = at + b + o(1), u′(t) = a + o(t−1) when t → +∞ for c = 1;
(iii) u(t) = at + o(t1−c), u′(t) = a + o(t−c) when t → +∞ for c ∈ (0, 1).
The proof of Theorem 1 relies on the change of variables
u(t) = [a + b(1 − sgn c)]t + ct
∫ +∞
t
v(
)


d
 − (1 − c)
∫ t
T
v(
) d
.
Here, v(t) is a solution of the integral equation below
v(t) = t−c
[
b −
∫ +∞
t

cf (
, u(
)) d

]
, tT  t0.
In the general case, that is, when (14) holds true and∫ +∞
t0
h1,2,3(s) ds < + ∞ and
∫ +∞
0
dx
g1(x) + g2(x) = +∞, (17)
it has been established in [70,Theorems 3, 6] that all continuable solutions to (13) are linear-likewhereas in [54,Theorem
3] it was shown that every initial value problem attached to (13) has at least one linear-like solution. According to [56,
Lemma 3.6], if (13) has a solution blowing up in ﬁnite time then∫ +∞
0
dx
g1(x) + g2(x) < + ∞.
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This means that all the solutions of (13) are continuable to +∞ (exist in the future). A similar reasoning can be found
in [69]. If (17)2 is valid and∫ +∞
t0
sh1,2,3(s) ds < + ∞ (18)
then, in view of [54, Theorem 5], every initial value problem attached to (13) has at least one asymptotically linear
solution. A multiplicity result for asymptotically linear solutions of (13) can be read in [52].
We shall address now an important situation in the case of (13) when f (t, u, v) = f (t, u) and h3 ≡ 0.
Claim 1. If we assume that g1(	) is bounded then all the solutions of (13) are linear-like provided that (17)1 still holds
for h1(t).
To establish the validity of our claim, let us state a comparison result of Brauer–Trench–Wong type for Eq. (13).
Lemma 1 (cf. (Mustafa and Rogovchenko [56, Corollary 3.1])). Suppose that there exist the continuous and nonneg-
ative functions H1,2(t, 	) deﬁned for all t t0, 	0, nondecreasing with respect to 	, such that
|f (t, u, v)|H1
(
t,
|u|
t
)
+ H2(t, |v|), (t, u, v) ∈ D. (19)
Assume further that for some z01 the maximal solution of the initial value problem{
z′(t) = H1(t, z(t)) + H2(t, z(t)), t t0,
z(t0) = z0
is bounded in [t0,+∞). Then, all the solutions u(t) of (13) with
|u(t0)| + |u′(t0)|z0 − 1
are linear-like.
In our case, sinceH1(t, 	)=Gh1(t) for all t t0, 	0, whereG=sup
0[g1(
)], andH2 ≡ 0, the maximal solution
z(t) reads as
z(t) = z0 + G
∫ t
t0
h1(s) dsz0 + G
∫ +∞
t0
h1(
) d
< + ∞.
Its boundedness ensures, via Lemma 1, that all solutions of (13) are linear-like.
Example 1. All the solutions of the differential equation
u′′ = 1
u2 + t2 , t1,
are linear-like. In fact, we notice that
1
u2 + t2 =
1
t2
· 1
(|u|/t)2 + 1 = h1(t)g1
( |u|
t
)
h1(t), t1,
and so Lemma 1 can be applied successfully.
Remark 1. Since 0<g1(	)G, where 	0, condition (17)2 holds true and the validity of Claim 1 can be established
as well from the results in [70,54].
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A result similar to Claim 1 holds for the asymptotically linear solutions of (13).
Lemma 2. If we assume that g1(	) is bounded then all the solutions of (13) are asymptotically linear provided that
h1(t) veriﬁes (18).
Example 2. All the solutions of the differential equation
u′′ = 1
t3
, t1, (20)
are asymptotically linear. Indeed, the general solution of (20) reads as
u(t) = c1t + c2 + 12t , c1,2 ∈ R,
and its asymptotic behavior is in accordance with the conclusion of Lemma 2.
Let us close this section bymotivating the presence ofH1,2 in (19). Four lemmas are needed tomakeour argumentation
self-contained.
Lemma 3. Let a0 be given and the function f : R → R be continuous. Then the function g : [0, a] → R introduced
by the formula
g(s) = sup
|t | s
|f (t)|
is continuous and nondecreasing.
Proof. Set > 0. Since the function f (t) restricted to [−a, a] is uniformly continuous there exists ()> 0 such that
|f (t2) − f (t1)|
for all t1,2 ∈ [−a, a] with |t1 − t2|(). Now, for every s1,2 ∈ [0, a] such that s1s2s1 + () we have that
g(s2) − g(s1) max
{
sup
t∈[s1,s2]
|f (t)| − |f (s1)|, sup
t∈[−s2,−s1]
|f (t)| − |f (−s1)|
}
.
This concludes the proof. 
Lemma 4. Let a0 and bc be given and the function f : R2 → R be continuous. Then the function g : [0, a] ×
[b, c] → R with the formula
g(s, y) = sup
|x| s
|f (x, y)|
is continuous and nondecreasing in the ﬁrst argument.
Proof. Fix > 0. Since the function f (x, y) restricted to [−a, a]× [b, c] is uniformly continuous there exists ()> 0
such that
|f (x2, y2) − f (x1, y1)|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for all x1,2 ∈ [−a, a] with |x1 − x2|() and all y1,2 ∈ [b, c] with |y1 − y2|(). Now, for every s1,2 ∈ [0, a] such
that s1s2s1 + () and y1,2 ∈ [b, c] such that |y1 − y2|() we have that
|g(s2, y2) − g(s1, y1)|
 |g(s2, y2) − g(s2, y1)| + |g(s2, y1) − g(s1, y1)|
 sup
|x|a
|f (x, y2) − f (x, y1)| + sup
y∈[b,c]
{
max
[
sup
x∈[s1,s2]
|f (x, y)| − |f (s1, y)|,
sup
x∈[−s2,−s1]
|f (x, y)| − |f (−s1, y)|
]}
2.
The proof is complete. 
The other lemmas can be established similarly and are left to the reader.
Lemma 5. Let a, b0 be given and the function f : R2 → R be continuous. Then the function g : [0, a]×[0, b] → R
having the formula
g(s, l) = sup
|x| s
sup
|y| l
|f (x, y)|
is continuous, symmetric (i.e., g(s, l) = g(l, s)) and nondecreasing in every argument.
Lemma 6. Let ab and c, d0 be given and the function f : R3 → R be continuous. Then the function g :
[a, b] × [0, c] × [0, d] → R with
g(t, s, l) = sup
|x| s
sup
|y| l
|f (t, x, y)|
is continuous and symmetric and nondecreasing in the last two arguments.
Consider now f (t, u, v) a continuous nonlinearity in (13). Then, according to Lemmas 3–6, we have that
|f (t, u, v)| sup
|x| |u|
sup
|y| |v|
|f (t, x, y)| = f1(t, |u|, |v|),
where the function f1(t, s1, s2) is continuous, takes on only nonnegative values and is nondecreasing in the last two
arguments.
Going further,
f1(t, |u|, |v|) = f1
(
t, t
|u|
t
, |v|
)
= F
(
t,
|u|
t
, |v|
)
,
where the function F(t, s1, s2) is continuous, takes on only nonnegative values and is nondecreasing in the last two
arguments.
By using the inequality
F(t, s1, s2)F(t, s1, s1) + F(t, s2, s2),
we deduce that
|f (t, u, v)|H1
(
t,
|u|
t
)
+ H2(t, |v|),
where the functions H1(t, s), H2(t, s) are continuous, take on only nonnegative values and are nondecreasing in the
last argument.
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3. A result with the -condition for Eq. (9)
The discussion in this section is related to a problem from the theory of partial differential equations. The equation
below
u + f (x, u) + g(|x|)x · ∇u = 0, |x|>A> 0,
constituted the subject of numerous investigations in the last years [20,21,63,82,89,26,27] with regard to the existence
of positive solutions that will vanish as |x| → +∞.
Typically, the approach for such a study is to make use of certain (radially symmetric) sub- and super solutions and
of the strong maximum principle.
The comparison equation for the supersolutions has the form
u′′(t) + k1(t)h
( |u(t)|
t
)
+ k2(t)
(
u′(t) − u(t)
t
)
= 0, tA, (21)
where the functions h : [0,+∞) → [0,+∞), k1 : [A,+∞) → [0,+∞) and k2 : [A,+∞) → R are continuous and
satisfy the hypothesis [21, p. 336]∫ +∞
A
t[k1(t) + |k2(t)|] dt < + ∞. (22)
Very recently, it has been noticed [26,27] that the integrability of k2(t) is no longer needed if k2(t) takes on only
nonnegative values. In the latter circumstance one can remove k2(t) from the formula of the comparison equation (21)
provided that the remainder of (21) has a solution u(t) that exists in the future and satisﬁes the conditions
max(u′(t), 0)< u(t)
t
m< + ∞ when t → +∞. (23)
As a collateral implication, let us observe that any increasing solution u(t)which validates (23) has anL2-logarithmic
derivative u′(t)/u(t) (see the discussion for the linear case in [35, Theorem (A), p. 391]). Condition (23) is not
automatically veriﬁed by the asymptotically linear/linear-like solutions of (13). In fact, if (15) holds for b 	= 0 then,
since u′(t) = a + o(t−1) for all large t, the asymptotically linear solution u(t) satisﬁes (23) if and only if a0 and
b> 0.
The case of homogenous linear differential equations of second order is extremely elucidative in this respect. In fact,
assume that y(t) is a linear-like solution of (1) such that
lim
t→+∞ y
′(t) = lim
t→+∞
y(t)
t
= a > 0. (24)
The function w(t) given by
w(t) = y(t)
∫ +∞
t
ds
[y(s)]2 > 0, tT > 0,
is an asymptotically linear solution of (1). More precisely,
lim
t→+∞ w(t) =
1
a
.
Taking into account (24) and
w′(t) − w(t)
t
=
[
y′(t) − y(t)
t
] ∫ +∞
t
ds
[y(s)]2 −
1
y(t)
, tT ,
we obtain that
t
[
w′(t) − w(t)
t
]
∼ − t
y(t)
∼ −1
a
< 0 as t → +∞,
in perfect agreement with the inferences of [26].
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The next result is a -condition type criterion for the existence of solutions u(t) of (13) that verify (23).
Theorem 2. Assume that (19) holds for all (t, u, v) ∈ D. Let c > 0 be ﬁxed.
(i) Suppose further that∫ +∞
t0
[H1(t, c) + H2(t, c)] dt < + ∞. (25)
Then, for all  ∈ (0, 1) and u0,1 ∈ R such that |u0| + |u1|<c there exist T  t0 and a solution u(t) of (13), deﬁned
in [T ,+∞), with u(T ) = u0, u′(T ) = u1 and u(t) = at + o(t), u′(t) = a + o(1) as t → +∞, where a = a(u) ∈ R.
Furthermore, if u1 	= 0, |a − u1|< |u1|.
(ii) In the hypotheses (i), suppose that∫ +∞
T
sf (s, (s), (s)) ds = +∞
for all continuous functions ,  : [T ,+∞) → R such that
|(t) − u1|< c, |(t) − u0 − u1(t − T )|< c(t − T ), tT .
Then, the solution u(t) from (i) satisﬁes also the condition
lim
t→+∞[u(t) − tu
′(t)] = +∞.
(iii) Suppose now that∫ +∞
t0
t[H1(t, c) + H2(t, c)] dt < + ∞. (26)
Then, for all  ∈ (0, 1) and u0,1 ∈ R such that |u0| + |u1|<c there exist T  t0 and a solution u(t) of (13), deﬁned in
[T ,+∞),withu(T )=u0,u′(T )=u1 andu(t)=at+b+o(1),u′(t)=a+o(t−1) as t → +∞,where a=a(u), b=b(u) ∈
R. Furthermore, if u1 	= 0, |a − u1|<(/T )|u1| and |b − u0 + u1T |< |u1|.
Proof. Fix u0,1 and introduce  ∈ (0, ) such that |u0| + |u1|<(1 − )c. We consider also T  t0 such that∫ +∞
T
[H1(t, c) + H2(t, c)] dt <  · (c, |u1|), (27)
where
(c, |u1|) = |u1| for u1 	= 0 and (c, |u1|) = c for u1 = 0.
Following [56, pp. 313–315], we deduce that
max
[
|u′(t)|, |u(t)|
t
]
<c, tT ,
for any solution u(t) of (13) with u(T ) = u0, u′(T ) = u1.
Conclusion (i) follows from a = u1 −
∫ +∞
T
f (s, u(s), u′(s)) ds and the estimate
|a − u1|
∫ +∞
T
[H1(t, c) + H2(t, c)] dt < |u1|< |u1|.
Conclusion (ii) relies on the formula
u(t) − tu′(t) = C +
∫ t
T
sf (s, u(s), u′(s)) ds,
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where C = u0 − u1T , together with the estimates
|u′(t) − u1|
∫ +∞
T
[H1(t, c) + H2(t, c)] dt < c
and
|u(t) − u0 − u1(t − T )|
∫ t
T
(t − s)[H1(s, c) + H2(s, c)] ds
(t − T )
∫ +∞
T
[H1(s, c) + H2(s, c)] ds
c(t − T )
for tT .
Conclusion (iii) follows from
|a − u1|
∫ +∞
T
[H1(t, c) + H2(t, c)] dt
 1
T
∫ +∞
T
t[H1(t, c) + H2(t, c)] dt < 
T
|u1|
and
|b − u0 + u1T |
∫ +∞
T
t[H1(t, c) + H2(t, c)] dt < |u1|.
The proof is complete. 
Remark 2. Theorem 2 establishes, as a by-product, the existence of asymptotically linear/linear-like solutions with
lim sup
t→+∞
[u(t) − tu′(t)]> 0,
that are eventually positive. Suppose, for instance, that (26) holds, set  ∈ (0,min( 14 , )) and take T  t01 such that∫ +∞
T
t[H1(t, c) + H2(t, c)] dt <  · c12 . (28)
Let us also set
u0 ∈
( c
3
,
c
2
)
and u1 = c4T .
We have now that u0 + u1 < 3c/4<(1 − )c and
u(t) − tu′(t)u0 − u1T −
∫ +∞
T
s|f (s, u(s), u′(s))| ds
>
c
12
−
∫ +∞
T
s[H1(s, c) + H2(s, c)] ds
>
c
16
> 0
for all tT . Further, since (28) implies that
u1 −
∫ +∞
T
|f (s, u(s), u′(s))| ds = 1
T
[
c
4
− T
∫ +∞
T
|f (s, u(s), u′(s))| ds
]
 1
T
[
c
4
−
∫ +∞
T
s|f (s, u(s), u′(s))| ds
]
 11c
48T
> 0,
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we deduce that
u′(t)u1 −
∫ +∞
T
|f (s, u(s), u′(s))| ds > 11c
48T
> 0,
u(t)u0 +
(
u1 −
∫ +∞
T
|f (s, u(s), u′(s))| ds
)
(t − T )
u0 + 11c48T (t − T )> 0,
u(t) − tu′(t)u0 − u1T −
∫ +∞
T
s|f (s, u(s), u′(s))| ds > c
16
> 0
for all tT . So, u(t) veriﬁes condition (23).
Remark 3. We notice that, in fact, there is no need for f (t, u, v) to verify (19) throughout the entire domain D. To
reformulate Theorem 2 for a larger class of functions f (t, u, v), maybe with singularities, consider > 0, T  t0 and
u0,1 ∈ R such that∫ +∞
T
|f (t, (t), (t))|<  (29)
for all continuous functions ,  : [T ,+∞) → R with
|(t) − u0 − u1(t − T )|< (t − T ), |(t) − u1|< , (30)
where tT . Now, if (29) replaces (25) then the conclusions of Theorem 2 remain valid in the new circumstances.
Example 3. Consider the differential equation
u′′ = 1
u2
, t1. (31)
By putting  = T = u0 = 1, u1 = 2 in (29), (30) and taking into account that
t < (t)< 3t − 2, f (t, (t)) = 1[(t)]2 , t1,
we deduce the existence of a linear-like solution u(t) of (31) with
1 u(t)
t
3 − 2
t
, t1, lim
t→+∞ [u(t) − tu
′(t)] = +∞.
Ordinary differential equations having singularities of this typewere studied recently byAgarwal andO’Regan [3,5,62].
Investigations about the existence of asymptotically linear/linear-like solutions of nonlinear differential equations in
the autonomous case were done by Seifert, Rogovchenko and Villari [73,72].
4. The functional analysis of integrating equation (9). Further applications
We shall review informally in this section, while dealing with some general results in the asymptotic integration
theory related to Eqs. (9), (13), the two most encountered manners of establishing that a nonlinear ordinary differential
equation possesses solutions with predeﬁned behavior at +∞.
Let us assume that the nonlinearity in Eq. (13) satisﬁes the inequality below
|f (t, u, v)|h(t)
[
p1
( |u|
t
)
+ p2(|v|)
]
, (t, u, v) ∈ D, (32)
where the function h : [t0,+∞) → [0,+∞) is continuous and the functions p1,2 : [0,+∞) → (0,+∞) are
continuous and nondecreasing. For the connection between conditions (32), (14), see the discussion in [54, pp. 346–347].
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The next result extends [54, Theorem 3]. It is concerned with the existence of linear-like solutions of Eq. (13).
Theorem 3. Suppose that the following conditions hold true:
(i) The function h satisﬁes
0<
∫ +∞
t0
h(s) ds = H < + ∞. (33)
(ii) There exist  ∈ (0, 1), r0 > 0, where (1 − )r0 |u0|/t0 + |u1|, such that
p1(r0) + p2(r0) · r0
H
. (34)
Then, the initial value problem
{
u′′ + f (t, u, u′) = 0, t t01,
u(t0) = u0, u′(t0) = u1,
has a solution u(t) deﬁned in [t0,+∞) with the asymptotic representation u(t) = at + o(t) as t → +∞. Here,
a = a(u) ∈ R.
The proof of Theorem 3, similarly to numerous situations in asymptotic integration theory, relies on application of
the Schauder–Tikhonov ﬁxed point theorem to a certain integral operator in a Banach function space.
The space, denoted V (t0) in accordance to [54, p. 348], is built upon the set of all real-valued, continuously differ-
entiable functions u(t) deﬁned on [t0,+∞) and having their ﬁrst derivative u′(t) with ﬁnite limit, denoted au, at +∞.
The operations in V (t0) are the usual operations with numerical functions whereas the formula of the norm, taking into
account L’Hospital’s rule, is
‖u‖ = max
[
sup
t t0
|u(t)|
t
, sup
t t0
|u′(t)|
]
, u ∈ V (t0).
A relative compactness criterion for the subsets of V (t0) is needed in order to apply the ﬁxed point theorem.We shall
adapt it here following [54, Proposition 13, Lemma 15].
Lemma 7. Assume that the subset M ⊂ V (t0) has the following properties:
(i) There exists a constant L> 0 such that
|u′(t)|L and |u(t)|
t
L
for all t t0 and all u ∈ M .
(ii) For every > 0 there exists ()> 0 such that
|u′(t1) − u′(t2)|<  and
∣∣∣∣u(t1)t1 −
u(t2)
t2
∣∣∣∣< 
for all t1,2 t0 satisfying |t1 − t2|< () and for all u ∈ M .
(iii) For every > 0 there exists Q() t0 such that
|u′(t) − au|< 
for all tQ() and all u ∈ M .
Then, the subset M is relatively compact in V (t0).
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Proof (of Theorem 3). Consider the set C = {u ∈ V (t0) : ‖u‖r0} and introduce the operator T : C → C by the
formula
T (u)(t) = u0 + u1(t − t0) −
∫ t
t0
(t − s)f (s, u(s), u′(s)) ds, t t0, (35)
where u ∈ C. Our investigation amounts now to searching ﬁxed points of operator T in C.
Step 1: T is well-deﬁned.
Indeed, for u ∈ C, we have that
|(T (u))′(t)| |u1| +
∫ t
t0
|f (s, u(s), u′(s))| ds
 |u1| +
∫ t
t0
h(s)
[
p1
( |u(s)|
s
)
+ p2(|u′(s)|)
]
ds
 |u1| +
∫ t
t0
h(s)[p1(‖u‖) + p2(‖u‖)] ds
 |u1| + [p1(r0) + p2(r0)] ·
∫ t
t0
h(s) ds
 |u1| + H [p1(r0) + p2(r0)]r0.
We also have by condition (34) that
|T (u)(t)|
t
 |u0|
t0
+ |u1| +
∫ t
t0
|f (s, u(s), u′(s))| ds
 |u0|
t0
+ |u1| + H [p1(r0) + p2(r0)]r0.
Therefore, ‖T (u)‖r0, which implies that T is well-deﬁned.
Step 2: T is uniformly continuous.
Set > 0. Then there exists t> t0 such that∫ +∞
t
h(s) ds <

4[p1(r0) + p2(r0)] .
The function f : [t0, t] × [−tr0, tr0] × [−r0, r0] → R being uniformly continuous, there exists > 0 such that
|f (t, u1, v1) − f (t, u2, v2)|< 2t
for all t ∈ [t0, t], all u1,2 ∈ [−tr0, tr0] satisfying |u1 − u2|< , and all v1,2 ∈ [−r0, r0] with |v1 − v2|< . Now, a
direct computation yields that for all u, v ∈ C, with ‖u − v‖< /t, and all t t0 we have
|(T (u))′(t) − (T (v))′(t)|
∫ t
t0
|f (s, u(s), u′(s)) − f (s, v(s), v′(s))| ds

∫ +∞
t0
|f (s, u(s), u′(s)) − f (s, v(s), v′(s))| ds

∫ t
t0
|f (s, u(s), u′(s)) − f (s, v(s), v′(s))| ds
+
∫ +∞
t
|f (s, u, u′)| ds +
∫ +∞
t
|f (s, v, v′)| ds
 
2t
(t − t0) + 2[p1(r0) + p2(r0)]
∫ +∞
t
h(s) ds
< 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and
|T (u)(t) − T (v)(t)|
t

∫ t
t0
|f (s, u(s), u′(s)) − f (s, v(s), v′(s))| ds

∫ +∞
t0
|f (s, u(s), u′(s)) − f (s, v(s), v′(s))| ds
.
Recalling the deﬁnition of the norm in V (t0), we conclude that ‖T u − T v‖ for all u, v ∈ C satisfying ‖u −
v‖< () = /t. Therefore, the continuity of operator T is established.
Step 3: T is compact.
In order to show that T (C) is relatively compact, we have to prove that T (C) satisﬁes the hypotheses of Lemma 7.
Hypothesis (i) of Lemma 7: since T (C) ⊂ C, we have
|(T (u))′(t)|r0 and |T (u)(t)|
t
r0
for all t t0 and u ∈ C.
Hypothesis (ii) of Lemma 7: for any t2 t1 t0 and any u ∈ C, a straightforward computation yields the following
estimates
|(T (u))′(t2) − (T (u))′(t1)|
∫ t2
t1
|f (s, u(s), u′(s))| ds

∫ t2
t1
h(s)[p1(‖u‖) + p2(‖u‖)] ds
[p1(r0) + p2(r0)]
∫ t2
t1
h(s) ds → 0
when t2 → t1, uniformly with respect to u ∈ C. Also, to establish the second part of (ii), let us notice that, for any
u ∈ C, we have∣∣∣∣
(
T (u)(t)
t
)′∣∣∣∣  |(T (u))′(t)| + |T (u)(t)|t 2r0.
This estimate implies that∣∣∣∣T (u)(t2)t2 −
T (u)(t1)
t1
∣∣∣∣ 2r0|t2 − t1| → 0
when, again, t2 → t1.
Hypothesis (iii) of Lemma 7: we ﬁrst observe that
aT (u) = lim
t→+∞ (T (u))
′(t) = u1 −
∫ +∞
t0
f (s, u(s), u′(s)) ds.
Thus,
|(T (u))′(t) − aT (u)| =
∣∣∣∣(T (u))′(t) − u1 +
∫ +∞
t0
f (s, u(s), u′(s)) ds
∣∣∣∣
=
∣∣∣∣
∫ +∞
t0
f (s, u(s), u′(s)) ds −
∫ t
t0
f (s, u(s), u′(s)) ds
∣∣∣∣

∫ +∞
t
|f (s, u(s), u′(s))| ds
[p1(r0) + p2(r0)]
∫ +∞
t
h(s) ds → 0
when t → +∞, uniformly with respect to u ∈ C.
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Therefore, all the assumptions of Lemma 7 are veriﬁed and we conclude that the set T (C) is relatively compact.
Consequently, by the Schauder–Tikhonov ﬁxed point theorem, the operator T has a ﬁxed point u in C. This is the
solution u(t) of Eq. (13) which we are looking for. 
Remark 4. An inspection of the proof of Theorem 3 shows that there is no need for f (t, u, v) to verify (32) throughout
the entire domain D. In fact, it is enough that (32) holds on E ⊂ D, where E = [t1,+∞)×K , t1 t0 and K ⊂ R2 is a
compact set with non-void interior. Standard extension theorems [28, Theorem 1, p. 13] allow us to prolong the function
(h(t), p1(|u|/t), p2(v)) from E to D keeping the continuity and partial monotonicity. The typical case is provided by
E = [t1,+∞) × [−r0, r0]2.
The next result, in the spirit of [66,67], regards the existence of asymptotically linear solutions of Eq. (13).
Theorem 4. Let f (t, u, v) = f (t, u) and assume that this nonlinearity veriﬁes a condition similar to (32), namely
|f (t, u)|h(t)p
( |u|
t
)
, t t0, u ∈ R,
where the function h : [t0,+∞) → [0,+∞) is continuous and the function p : [0,+∞) → (0,+∞) is continuous
and nondecreasing. Suppose that the following conditions hold true:
(i) The function h satisﬁes
0<
∫ +∞
t0
(s − t0)h(s) ds = H ∗ < + ∞.
(ii) There exist a, b ∈ R and r0 > 0 such that
p
(
r0 + |a|t0 + |b|
t0
)
 r0
H ∗
.
Then, the differential equation
u′′ + f (t, u) = 0, t t01, (36)
has a solution u(t) deﬁned in [t0,+∞) with the asymptotic representation u(t) = at + b + o(1) as t → +∞.
Proof. The substitution v(t) = u(t) − at − b, inspired by [39, p. 1199] where it is invoked in connection with the
admissibility theory of Massera, Schäffer and Corduneanu (see also the permissive change of variables from [49, p.
180]), transforms the differential equation (13) into
v′′(t) + f (t, v(t) + at + b) = 0, t t01. (37)
To reach the conclusion, it is enough to prove that Eq. (37) has a solution v(t), deﬁned on the interval [t0,+∞), with
limt→+∞ v(t) = 0.
Let us introduce, following [54, Section 3], the Banach space A(t0) of all real-valued, continuous functions deﬁned
in [t0,+∞) with a ﬁnite limit lu at +∞. The vector operations are, as before, the usual operations with functions
whereas the norm is the typical Chebyshev norm
‖v‖ = sup
t t0
|v(t)|, v ∈ A(t0).
The relative compactness criterion for the subsets of A(t0) is the Avramescu theorem [6, Lemma 1] asking from any
subset M ⊂ A(t0) to be uniformly bounded (norm-boundedness of M), equicontinuous (uniform continuity of the
functions m ∈ M in [t0,+∞) in an uniform manner with respect to M) and equiconvergent (convergence of m(t) to
lm as t → +∞ for all m ∈ M uniformly with respect to M) in order to be relatively compact.
Allow us to introduce the set
C = {v ∈ A(t0) : ‖v‖r0}
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and the operator T : C → C deﬁned by the formula
T (v)(t) =
∫ +∞
t
(t − s)f (s, v(s) + as + b) ds, t t0, v ∈ C.
As before, certain details are to be checked in several steps.
Step 1: T is well-deﬁned.
We deduce that T (C) ⊂ C directly from hypothesis (ii). Indeed, let v ∈ C. Then, as |v(t)|r0 for all t t0, we can
estimate that
|T (v)(t)|
∫ +∞
t
(s − t)h(s)p
( |v(s) + as + b|
s
)
ds
p
(
r0 + |a|t0 + |b|
t0
)∫ +∞
t
(s − t)h(s) ds
p
(
r0 + |a|t0 + |b|
t0
)
H ∗,
since the application s → (r0 + |a|s + |b|)/s is nonincreasing.
Step 2: T is compact.
Let us denote f (t, v(t) + at + b) by q(t, v(t)), where t t0 and v ∈ C, to simplify the computations. We outline
that
|q(t, v)|h(t)p
( |v| + |b|
t0
+ |a|
)
= h(t)P (|v|) , t t0, v ∈ R, (38)
where the function P : [0,+∞) → (0,+∞) is continuous and nondecreasing. Hypothesis (ii) now reads as
H ∗ r0
P(r0)
.
• T (C) is uniformly bounded: this follows, as previously, from T (C) ⊂ C.
• T (C) is equicontinuous: given v ∈ C, we have
|(T (v)(t))′|
∫ +∞
t
|q(s, v(s))| ds
∫ +∞
t
h(s)P (|v(s)|) ds
H ∗P(r0)r0, t t0,
which yields, via an integration, that
|T (v)(t2) − T (v)(t1)|r0|t2 − t1| → 0 when t2 → t1
for any t1,2 t0 and any v ∈ C.
• T (C) is equiconvergent: this follows, by taking into account that lT (v) = 0, from
|T (v)(t)|P(r0)
∫ +∞
t
(s − t)h(s) ds, t t0, v ∈ C.
Step 3: T is continuous.
Besides the Montel-type technique of splitting integrals devised in the proof of Theorem 3, another widely spread
method for establishing the continuity of an operator in a linear space with given metrical-type topology (in order
to reduce any analysis by means of nets in the Moore–Smith terminology [43, Chapter 2] to one relying on usual
sequences) consists in an application of Lebesgue’s dominated convergence theorem. We shall give in the sequel the
relevant details in order to have at hand an useful panorama of approaches in this matter.
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Set v ∈ C and let (vn)n be a sequence in C strongly converging to v. That is, ‖vn − v‖ → 0 as n → +∞. For all
t t0, we obtain, by taking into account (38), that
|q(t, vn(t))|P(r0)h(t), n1.
An application of Lebesgue’s dominated convergence theorem, as the mapping t → th(t) is in L1((t0,+∞),R), leads
to
lim
n→+∞
∫ +∞
t
(t − s)q(s, vn(s)) ds =
∫ +∞
t
(t − s)q(s, v(s)) ds for all t t0.
We have thus established that limn→+∞ T (vn) = T (v) pointwisely. Since T (C) is relatively compact, however, there
exists a subsequence (T (vl))l of (T (vk))k converging strongly to a certain w ∈ A(t0). As the strong (uniform) con-
vergence implies the pointwise convergence keeping the limit function, we have w = T (v). Now, T (vn) converges
strongly to T (v) as n → +∞ and so the operator T is continuous.
The conclusion will be reached via the Schauder–Tikhonov ﬁxed point theorem. 
The following result is of Hale–Onuchic type and regards the existence of solutions that verify condition (23).
Theorem 5. Let t01 and c, d > 0 be ﬁxed. Let C be given by
C = {u ∈ C([t0,+∞),R) : ctu(t)(c + d)t, t t0}
and
D = {(t, ut ) ∈ R2 : t t0, ut ∈ [ct, (c + d)t]}
be an angle-like domain of R2.
Assume that f : D → (0,+∞) is continuous and such that∫ +∞
t0
f (s, u(s)) dsd for all u ∈ C.
Then, the differential equation (36) has a solution u(t), deﬁned in [t0,+∞), such that
lim
t→+∞ u
′(t) = lim
t→+∞
u(t)
t
= c (39)
and
u′(t0) = u(t0)
t0
and u′(t) − u(t)
t
< 0, t > t0. (40)
Proof. Consider the sets
E = {v ∈ C([t0,+∞),R) : tv(t) = u(t), t t0, u ∈ C}
and F =E ∩A(t0). Notice that F is convex, bounded and closed with respect to the norm of A(t0) and respectively its
topology.
We introduce the operator T : F → F by the formula
T (v)(t) = c +
∫ +∞
t
1
s2
∫ s
t0

f (
, 
v(
)) d
 ds, t t0,
where v ∈ F .
Though we shall not get into details regarding the steps toward application of the Schauder–Tikhonov ﬁxed point
theorem to operator T, let us establish that T is well-deﬁned.
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Suppose, to this end, that k : [t0,+∞) → (0,+∞) is continuously differentiable and such that
|k′(t)|
∫ +∞
t
d

k(
)
m< + ∞, t t0.
Then, given any f ∈ C([t0,+∞),R) ∩ L1((t0,+∞),R), we have, through an integration by parts, that∫ t
t0
1
k(s)
∫ s
t0
k′(
)f (
) d
 ds =
∫ t
t0
[
k′(s)
∫ t
s
d

k(
)
]
f (s) ds,
which yields the convergence of the integral∫ +∞
t0
1
k(t)
∫ t
t0
|k′(s)f (s)| ds dt . (41)
Let us establish, for further use, that
lim
t→+∞
1
t
∫ t
t0
sf (s) ds = 0. (42)
In fact, another integration by parts leads to
1
t
∫ t
t0
sf (s) ds =
∫ t
t0
f (s) ds − 1
t
∫ t
t0
∫ s
t0
f (
) d
 ds (43)
and the conclusion follows by application of L’Hospital’s rule in the second term of the right-hand member of (43) as
t → +∞.
The integral (41) in the case when k(
) = exp(
) for 
 t0 has been discussed in [2, Proposition 15]. The case of
k(
) = 
2, where 
 t0, shows that the integral in the formula of T is convergent. So, the operator T is well-deﬁned.
To establish (40), assume that v ∈ F is a ﬁxed point of T. Then, for u ∈ C given by u(t) = tv(t), where t t0, we
deduce that
u′(t) = u(t)
t
− 1
t
∫ t
t0
sf (s, u(s)) ds. (44)
Conclusions (39), (40) follow now from (44), (42). 
We have explained in Section 3 that an investigation of the asymptotic integration theory of Eq. (13) from the
viewpoint of the Wronskian-like quantity
u′(t) − u(t)
t
, t t0, (45)
where u(t) is a solution of (13), has substantial meanings for the general theory of partial differential equations. Further
details in this respect can be read in [55,58]. The case when (45) is in L1((t0,+∞),R) has been discussed in [58]. Let
us state here, for the convenience of the reader, its conclusions by means of -conditions.
Theorem 6 (cf. Mustafa and Rogovchenko [58]). Assume that f : [t0,+∞) × R → R is continuous whereas F :
[t0,+∞)×[0,+∞) → [0,+∞) is continuous and nondecreasing with respect to the second variable. The comparison
inequality below holds true
|f (t, u)|F
(
t,
|u|
t
)
, t t01, u ∈ R.
(i) Suppose that there exist  ∈ (0, 1) and c 	= 0 such that∫ +∞
t0
t ln
(
t
t0
)
F
(
t,
2
t0
(1 + )|c|
)
dt < |c|.
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Then, Eq. (36) has a solution u(t), deﬁned on [t0,+∞), with the asymptotic development u(t)=at+o(1) as t → +∞,
where a = a(u) ∈ R, sgnu(t) = sgn c for all t t0, such that
u(t) −
∫ t
t0
u(s)
s
ds = c + o(1) as t → +∞.
In particular,∫ +∞
t0
[
u′(t) − u(t)
t
]
dt
converges.
(ii) Suppose that there exist a ∈ R and c > 0 such that∫ +∞
t0
t
[
1 + ln
(
t
t0
)]
F
(
t, |a| + c
t0
)
dt < c.
Then, Eq. (36) has a solution u(t), deﬁned on [t0,+∞), with the asymptotic development u(t)=at +o(1) as t → +∞
such that∫ +∞
t0
∣∣∣∣u′(t) − u(t)t
∣∣∣∣ dt < + ∞.
Theorem 5 has established the existence of a solution to (36) for which (45) has only one zero, namely the initial
moment t0. It is unknown to us at present whether the Wronskian-like quantity (45) could oscillate under reasonable
hypotheses.
The next result, similar to Theorem 5, investigates the case of asymptotically linear solutions of Eq. (36).
Theorem 7. Let t01 and a, b, c > 0 be ﬁxed. Let C∗ be given by
C∗ = {u ∈ C([t0,+∞),R) : at + b − cu(t)at + b, t t0}
and
D∗ = {(t, ut ) ∈ R2 : t t0, ut ∈ [at + b − c, at + b]}
be a strip in R2.
Assume that f : D∗ → (0,+∞) is continuous such that∫ +∞
t0
sf (s, u(s)) dsc for all u ∈ C∗.
Then, the differential equation (36) has a solution u(t), deﬁned in [t0,+∞), such that{
u(t) = at + b + o(1)
u′(t) = a + o(t−1) as t → +∞.
In particular, u(t) − tu′(t) = b + o(1) as t → +∞.
Proof (sketch of). As in the proof of Theorem 5, the integral operator and the function space are modeled by taking
into account the following integral equation
u(t) = at + b − t
∫ +∞
t
1
s2
∫ +∞
s

f (
, u(
)) d
, t t0. (46)
By differentiating (46), we obtain{
u′(t) = a + ∫ +∞
t
f (s, u(s)) ds,
u(t) − tu′(t) = b − ∫ +∞
t
sf (s, u(s)) ds
for t t0.
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The conclusion follows from these formulas by application of the Schauder–Tikhonov ﬁxed point theorem. 
Remark 5. Very recently, Constantin [22] investigated the existence of a solution to the boundary value problem{
u′′ + f (t, u) = 0, t0,
u(0) = 0, u(t)> 0 for t > 0, lim
t→+∞
u(t)
t
= c > 0,
with a predeﬁned c. For related results, see [90,89,82]. Although the integral equation associated to the boundary value
problem has been designed for t0 = 0 [22, p. 134], its adaptation to the case when t01 can be done readily
u(t) = u0 + c(t − t0) + t
∫ +∞
t
f (s, u(s)) ds
− t0
∫ +∞
t0
f (s, u(s)) ds +
∫ t
t0
sf (s, u(s)) ds, t t0. (47)
We observe that, in Constantin’s case, if the nonlinearity takes on only positive values, the solution u(t) of (47) veriﬁes
(23). To make a connection with Theorems 5, 7, let us notice that (47) can be “packed” into
u(t) = u0 + C(t − t0) − t
∫ t
t0
1
s2
∫ s
t0

f (
, u(
)) d
 ds
for all t t0, where C = c +
∫ +∞
t0
f (s, u(s)) ds.
5. The Sobol’ theorem
In 1948, Sobol’ [74] published an important paper about asymptotic integration of the nth order homogenous linear
differential equation
y(n) +
n∑
k=1
ak(t)y
(n−k)(t) = 0, t t01, (48)
where y(0) ≡ y. We shall conclude this work with a proof of Sobol’s result for two reasons. Firstly, Sobol’s theorem is
a forerunner of the Hale–Onuchic theory [33]. Secondly, it is always useful to have at hand an integral operator for the
general case of ordinary differential equations. Other signiﬁcant papers by Sobol’ [75,76] are closely connected with
the Riccatian technique [34] in asymptotic integration theory.
Theorem 8 (cf. (Sobol’ [74])). Assume that the functions ak : [t0,+∞) → R are continuous and such that∫ +∞
t0
tk−1|ak(t)| dt < + ∞, 1kn.
Then, given s ∈ 0, n − 1, Eq. (48) has a solution y(t) such that{
y(s)(t) = s! + o(1)
y(s+1)(t) = o(t−1), . . . , y(n−1)(t) = o(t−n+s+1) as t → +∞
and
y(t) = t s + (t), |(t)|Y ·
∫ t
t0
(t − u)s−1(u) du,
where
Y =
n∑
j=1
sup

 t0

n−s−j |y(n−j)(
)|< + ∞, (u) =
n∑
j=1
∫ +∞
u
vj−1|aj (v)| dv
for t, u t0.
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Proof. Assume that
m =
n∑
j=1
∫ +∞
t0
tj−1|aj (t)| dt < 13 .
Let us denote by Vs(t0) the set of all real-valued, (n− 1)-times continuously differentiable functions y(t) deﬁned in
[t0,+∞) such that
lim
t→+∞
y(s−p)(t)
tp
∈ R, p ∈ 0, s,
and (if sn − 2)
y(s+q)(t) = o(t−q) as t → +∞, q ∈ 1, n − 1 − s.
If endowed with the typical operations with functions and the Chebyshev type norm
‖y‖ =
n∑
j=1
sup
t t0
[tn−s−j |y(n−j)(t)|], y ∈ Vs(t0),
Vs(t0) becomes a Banach space.
We introduce the operator T : Vs(t0) → Vs(t0) by the formula
T (y)(t) = t s +
∫ t
t0
(t − u)s−1
⎡
⎣ n∑
j=1
∫ +∞
u
(u − v)n−s−1aj (v)y(n−j)(v) dv
⎤
⎦ du
for all t t0, y ∈ Vs(t0).
It will be established that T is a contraction of coefﬁcient k = 3m. To this end, let us estimate the components of the
norm in Vs(t0).
The case 0ps − 1:
We have that
|(T (y1))(p)(t) − (T (y2))(p)(t)|
t s−p

∫ t
t0
(t − u)s−1−p
ts−p
n∑
j=1
∫ +∞
t0
vn−s−1|aj (v)||y(n−j)1 (v) − y(n−j)2 (v)| dv

n∑
j=1
∫ +∞
t0
[vj−1|aj (v)|] · [vn−s−j |y(n−j)1 (v) − y(n−j)2 (v)|] dv
m · ‖y1 − y2‖
for all t t0, y1,2 ∈ Vs(t0).
The case p = s:
The sth component of the norm satisﬁes
|(T (y1))(s)(t) − (T (y2))(s)(t)|
n∑
j=1
∫ +∞
t0
vj−1|aj (v)| dv · ‖y1 − y2‖,
m · ‖y1 − y2‖,
where t t0, y1,2 ∈ Vs(t0).
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The case 1pn − s − 1 (that is, s + 1s + pn − 1):
Again, we have that
tp|(T (y1))(s+p)(t) − (T (y2))(s+p)(t)|

n∑
j=1
tp
∫ +∞
t
vn−s−p−1|aj (v)||y(n−j)1 (v) − y(n−j)2 (v)| dv

n∑
j=1
∫ +∞
t
vn−s−1|aj (v)||y(n−j)1 (v) − y(n−j)2 (v)| dv
m · ‖y1 − y2‖, t t0, y1,2 ∈ Vs(t0).
Finally,
‖T (y1) − T (y2)‖
⎛
⎝3 n∑
j=1
∫ +∞
t0
vj−1|aj (v)| dv
⎞
⎠ ‖y1 − y2‖,
where y1,2 ∈ Vs(t0).
The conclusion follows from the Banach contraction principle. 
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