A fermionic disordered one dimensional wire in the presence of attractive interactions is known to have two distinct phases: A localized and a superconducting one depending on the strength of interaction and disorder. The localized region may also exhibit a metallic behavior if the system size is shorter than the localization length. Here we show that the superconducting phase has a distinct distribution of the entanglement entropy and entanglement spectrum distinct from the metallic regime. The entanglement entropy distribution is strongly asymmetric with Lévy alpha stable distribution (compared to the Gaussian metallic distribution), and the entanglement level spacing distribution is unitary (compared to orthogonal). Thus, entanglement properties may reveal properties which can not be detected by other methods. PACS numbers: 73.20.Fz,03.65.Ud,71.10.Pm,73.21.Hb In the last decade the application of concepts from quantum information, such as entanglement entropy (EE) [1] , took center stage in understanding physical phenomena in condensed matter physics. One of the reasons for this interests is that EE is deeply connected to quantum phase transitions (QPT). The EE quantifies the entanglement in a many-body system by dividing it into two regions A and B. For a system in a pure state |Ψ , the entanglement between regions A and B is measured by the EE S A/B connected to the eigenvalues of the reduced density matrix of area A, ρ A or B, ρ B . It is expected that non-local properties, such as the EE, may provide a different perspective beyond the traditional point-point correlations and local order parameters [2] .
In the last decade the application of concepts from quantum information, such as entanglement entropy (EE) [1] , took center stage in understanding physical phenomena in condensed matter physics. One of the reasons for this interests is that EE is deeply connected to quantum phase transitions (QPT). The EE quantifies the entanglement in a many-body system by dividing it into two regions A and B. For a system in a pure state |Ψ , the entanglement between regions A and B is measured by the EE S A/B connected to the eigenvalues of the reduced density matrix of area A, ρ A or B, ρ B . It is expected that non-local properties, such as the EE, may provide a different perspective beyond the traditional point-point correlations and local order parameters [2] .
Specifically, ρ A is defined as: ρ A = Tr B |Ψ Ψ|, where the degrees of freedom of region B are traced out. The eigenvalues of the matrix λ A i are used to calculate the EE:
Recently it has been understood that one can utilize the information enclosed in the full spectrum of {λ A i }. These eigenvalues are used to construct the entanglement spectrum (ES) {ε A i = − ln λ A i } [3] . For one-dimensional (1D) systems, the area of the boundary between regions A and B is fixed and thus the EE should not depend on the size of region A. Nevertheless a logarithmic dependence of the form [4] [5] [6] [7] :
where L A is the length of region A and L is the samples length, is expected in the metallic (clean) regime. Several years ago Li and Haldane [3] came up with an intriguing conjecture regarding the connection between the ES and the excitation spectrum of a many-body state. They suggested that the low-energy ES shows a precise correspondence to the true many-particle spectrum of region A. The properties of the EE and the ES may be used to identify phase transitions in disordered many-body properties [8] [9] [10] [11] [12] [13] [14] [15] [16] .
In this letter we will use the EE and ES in order to investigate the nature of different phases of fermionic disordered 1D systems with attractive interactions. Electronelectron interactions in 1D systems are parametrized by the Luttinger parameter K [17, 18] . For non-interacting systems K = 1, while for attractive interactions K > 1. When both disorder and interaction are present, an extended metallic (with superconducting correlations) phase is expected once attractive interactions are strong enough, i.e. K > 1.5 [18] [19] [20] [21] . This stems from the renormalization group scaling of the localization length
where ξ 0 is the non interacting localization length. Thus, for K = 1.5 the localization length diverges, and one transits from the localized to the extended regime. Indeed, it has been numerically demonstrated that with strong enough attractive interactions in the usual Anderson model [13, [22] [23] [24] metal-like behavior emerges, although no evidence of superconducting correlation have been numerically demonstrated. For disordered system one must consider the EE behavior over an ensemble of different realizations of disorder. It has been demonstrated in Ref. [11] that the median EE for L A < ξ follows the metallic logarithmic behavior (Eq. (2)), while for L A > ξ it saturates. In principal this could be used to decide in what phase (localized or metallic) the system is in [13] . Nevertheless, in a realistic numerical study this strategy is fraught with problems, since the localization length grows fast as function of K (Eq. (3)), and easily outgrows any finite system length L. Once ξ ≫ L a finite system will show metallic behavior although it is in the localized regime. For brevity, we shall refer to the K > 1.5 regime as superconducting, and to the finite sample K < 1.5 regime as localized or metallic according to whether L > ξ or ξ > L.
In this Letter we will show that the full distribution of the EE shows a distinct behavior between the metallic and superconducting regime, although the median EE is essentially identical in both regimes. The EE distribution changes from a Gaussian in the metallic regime to a very asymmetric Lévy alpha stable distribution with "fat tails" in the superconducting regime. The ES level spacing (ESLS) distribution fits the Gaussian orthogonal distribution (GOE) expected from interacting many particle system [8, 9, [25] [26] [27] [28] [29] [30] in the metallic regime, while it changes to a Gaussian unitary distribution (GUE) associated with superconducting excitations [31, 32] in the superconducting regime. Thus, the EE and ESLS distributions are able to characterize the phase of the system, where other methods fail.
In this letter we consider a spinless 1D electrons wire of size L with attractive nearest neighbor interactions and on-site disordered potential. The system's Hamiltonian is given by:
where ǫ j is the on-site energy, which is drawn from a uni-
j is the creation operator of a spinless electron at site j, and t = 1 is the hopping matrix element. The interaction strength is U < 0, and a background is included. For the non-interacting Anderson model the system is localized with a localization length ξ 0 ≈ 105/W 2 [33] . Here the Luttinger parameter , 35] . For non-interacting electrons K(U = 0) = 1. For attractive interactions K > 1 and ξ increases as U becomes more negative. For U = −1, K = 1.5 and the localization length according to Eq. (3) diverges. Thus, below U < −1 the system is expected to be delocalized. At U = −2 it goes through another phase transition to a phase separated state and is insulating again. Indeed numerically [13, [22] [23] [24] , this system is known to exhibit extended behavior for a range of attractive interaction strength centered around U = −1.5 and not too strong disorder W < 1.5
The density matrix renormalization group (DMRG) [36, 37] . is a very accurate numerical method for calculating the ground state of disordered interacting 1D system and for the calculation of the reduced density matrix. We calculate the EE for three length L = 300, 700, 1100 and different values of L A = 10, 20, . . . , L − 10, for 400, 200, 100 realizations of disorder for the corresponding system length. Specifically, we calculate the normalized EE of the j-th realization at a given the different realizations. Since the distribution of the EE is very similar for different values of L A as long as L A is not to close to the edge we accumulate the distribution of the normalized EE,
Let us begin by discussing the EE distribution for U = −0.7 (K(U = −0.7) = 1.3) for which the system is in the metallic regime, i.e., localization length much larger than sample length. In Fig. 1 5 . First, we examine the median value of the EE as function of L A (here we could use the average which is almost equal to the median, but for the sake of uniformity with the upcoming results we use here the median) and compare it with the expression of the EE for a clean system described in Eq. (2). As can be seen in the inset of Fig. 1 it fits quite well. Thus, the median EE follows closely the expected behavior of a clean (metallic) system. The distribution P (s) for all three length and two disorder strength is plotted in Fig. 1 . As has been discussed in Ref. [38] , for L ≪ ξ, we expect the distribution to be Gaussian (i.e. (
2 ) centered at the average. This is indeed seen in Fig. 1 (up to a slight skewness of the tails), as well as the fact that the width, σ of the Gaussian is almost independent of L. On the other hand it is clear that the disorder strength W does affect σ. As might be expected, The weaker is the disorder, the narrower is the width of the Gaussian.
The dependence of the Gaussian width on W is examined in Fig. 2 . We keep the length and interaction strength fixed (L = 300, U = −0.7) while varying W . Even for the strongest disorder ξ(W = 0.9, U = −0.7) ∼ 2 · 10 5 , is much larger than the sample length. P (s) remains Gaussian for all disorder strength. Moreover, as can be seen from the inset σ(W ) ∝ W 2 . What happens to the EE distribution in the superconducting regime? Specifically, we concentrate on the extended regime with U = −1.5 (K(U = −1.5) = 2.3), different values of disorder W = 0.3, 0.5, 0.7, 0.9 corresponding to a non-interacting mean free path ξ 0 ∼ 1200, 400, 200, 130 and different sample length L = 300, 700, 1100. This regime of the parameter space is deep in the superconducting regime. We present the distribution P (s) for all length and interaction strength in Fig. 3 . It is obvious that P (s) is completely different than in the metallic regime (Figs. 1,2) . In all cases the distribution is strongly asymmetric. The typical value of the EE is close to its maximum value, and the probability of measuring an EE larger than the typical value is rather small and falls off abruptly. On the other hand, there is a high probability for measuring values of the EE below the typical value. For smaller values of the EE the distribution has a very long tail. Another difference is the strong dependence on the sample length L even at the same value of disorder W .
First, one concludes that similarly to the case of the EE of a localized system (L > ξ) [11, 14, 38] , the average EE is not a correct description of the superconducting regime typical EE. The EE is more appropriately represented by the median value. In the inset of Fig. 3 the median value of the EE as function of L A is compare to Eq. (2). As can be seen it fits quite well.
As can be seen in Fig. 4 , the distribution is universal and may be scaled by the functionP (u), here u = 1 + (s − 1) * P max , and the distribution is normalized P (u) = P (u)/P max , where P max is the value of P (s) at the maximum. In the inset of Fig. 4 , the values of P max vs. ξ 0 /L is depicted. Up to the ballistic regime, (i.e.,for ξ 0 ≫ L), a linear relation seems to hold. The distributioñ P (u) may be described rather well by a Lévy alpha stable distribution, which is a natural extension for the central limit theorem to the case that the identically-distributed random variables have no finite variance, and is used to describe distributions with "fat tails". The Lévy distribution
(where Φ = tan(πα/2), except for α = 1 where Φ = −(2/π) log(t)), is defined by four parameters. The stability index 0 ≤ α < 2 characterizes the asymptotic behavior of the tails |x| −1−α (except for α = 2), the skewness parameter −1 ≥ β ≤ 1, γ is a scale factor and δ controls the location of the maximum [39] . In general f is not analytical, except for special cases, such as f (x, α = 2, β, γ = σ/ √ 2, δ =x), equal to a Gaussian of width σ. We plot f (u, α = 1, β = −1, γ = 0.285, δ = 0.8), and f (u, α = 1.2, β = −1, γ = 0.28, δ = 0.52) in Fig.  4 . The skewness is clearly maximal (β = −1), while fitting α depends very much on the tail region, which has the largest numerical uncertainty. Nevertheless, the main part of the distribution is evidently fitted well by 1 < α < 1.2.
Thus, although the median of the EE (or its average) does not give us a clear signature whether the system is in the metallic regime or in the superconducting one, the distribution can differentiate between the regimes. Further work is needed in order to follow how the distribution changes as one goes through the phase transition and is the transition point characterized by a special distribution. A hint may be found in Ref. [13] , where the variance of the EE is plotted through the transition. It seems that the variance becomes smaller in the metallic side as one approaches the transition and then grows again in the superconducting regime. This is in line with a crossover from a Gaussian distribution to a fat tail one. In calculating the ESLS one must take into account that different sectors of the reduced density matrix with a fixed number of electrons do not couple with each other. Therefore, for each eigenstate of ρ A one should calculate both λ i and N A i (the number of particles in the region A). Calculating N A i does not add to the complexity of the DMRG code [2] . Thus, each eigenvalue of the reduced density matrix has two indexes λ the GOE distribution (P GOE (s) = (πs/2) exp(−πs 2 /4)) expected for the excitations of interacting many particle systems [8, 9, [26] [27] [28] [29] [30] . On the other hand, in the superconducting regime the distribution follows the GUE distribution (P GUE (s) = (32s 2 /π 2 ) exp(−4s 2 /π)). Indeed, superconducting correlations lead to exotic statistics of the excitations close to the Fermi energy [32] , which are quite similar to GUE for higher energies. Thus, also the ESLS distribution shows a significant difference between the metallic and superconducting phases, although for the length considered here (L = 700 ≪ ξ = 6 · 10 5 ) both regions are extended.
To conclude, the EE and ESLS distributions show a distinct behavior, depending if the system is in a metallic (system length much smaller than the localization length) or a superconducting (localization length diverges) regime, for a disordered one dimensional spinless electron system with attractive interactions. While the metallic regime shows a rather expected behavior, e.g., Gaussian distribution of the EE and GOE ESLS distribution, the superconducting EE shows an asymmetric distribution and GUE ESLS. Thus, the entanglement properties encode details of the underlying phase of the system which may elude other measures, which may be useful for detecting new phases for different systems. The emergence of a "fat tail" distribution for the EE in the superconducting regime is fascinating and deserves further study.
I would like to thank B. Altshuler, I. Aliener and V. Oganesyan, for useful discussions. Financial support from the Israel Science Foundation (Grant 686/10) is gratefully acknowledged.
