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Abstract 
In this paper the waveform methods for solving systems of second kind Volterra integral equations are introduced. 
The convergence properties of continuous-time waveform methods on finite length and infinite length time intervals are 
investigated, with particular egard to parallel waveform relaxation methods. 
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I. Introduction 
The high computational complexity of solving systems of second kind Volterra integral equations 
(VIE) 
~0 ty(t)= f ( t )+ k(t,s,y(s))ds, te[0, r], y,k, f E~tl d (1.1) 
prompts towards the development of parallel methods, in order to get methods that are both accurate 
and efficient. 
In [2, 3, 5] methods that realize a parallelism across the time have been developed; they have 
a moderate degree of parallelism and better stability properties of the traditional serial methods, 
without requiring an higher computational effort. 
In this paper a different approach to the parallelism, that is parallelism "across space", is consid- 
ered. As it is well known, this approach allows for massive parallelism and it is useful for "large" 
systems. Large systems for VIE occur in many branches of science. They arise, for example, in 
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biological models [4] or by semidiscretization f Fredholm-Volterra equations [10] that are models 
of diffusion phenomena. 
The methods treated in this paper are the waveform relaxation (WR) methods. The basic idea is 
to choose a function G(t,s,u,v)  such that 
G(t,s ,u,u)  = k(t ,s ,u)  Vu (1.2) 
and to compute a sequence of functions {yV(t)}vCN, called "waveforms", through the relations 
// y(V+l)(t) = f ( t )+  G(t,s,y(~)(s),y(~+l)(s))ds, t E [0,7"], v = 0,1,... (1.3) 
y(°)(t) = f ( t ) .  (1.3a) 
It is clear that if the sequence of waveforms i  convergent, its limit is the solution y(t)  of (1.1). The 
choice of the function G(t,s ,u,v)  influences the rate of convergence of the iterative process and the 
computational cost of every waveform. Classical waveform methods are obtained with the following 
choices of the G function: 
• The Picard method 
G(t ,s ,u,v)  = k(t,s,u).  
• The Jacobi method. It corresponds to G having ith component given by 
Gi(t, s, u, v) = ki(t, s, ul . . . . .  ui-1, vi, ui+l . . . .  ua). 
• The Gauss-Seidel method. It corresponds to G having ith component given by 
Gi(t, s, u, v) = ki(t, s, v l , . . . ,  vi-l, vi, ui+l . . . ,  Ud). 
• The Newton method 
Ok 
G(t ,s ,u,v)  = k(t ,s ,u)  + w- ( t , s ,y )  [v - u]. 
cry y=u 
We are mainly interested in choices of G(t,s,u, v) such that the system (1.3) is decoupled into 
independent subsystems, that can be solved in parallel. The most immediate fully parallel WR 
methods are, of course, the Picard method and the Jacobi WR method. The WR methods have been 
introduced in [15] for solving algebraic differential systems and have been extensively used, also for 
systems of ODEs arising by semidiscretization f PDE [14]. 
In this paper, the WR methods are extended to VIE. They are effective on large systems both 
for the simplicity of parallelization and for the possibility to follow the different behaviour of the 
components of the solution. 
In this paper the continuous-time WR are considered, that is the systems (1.3) are assumed to 
be solved exactly. In order to establish a mathematical foundation for applying the WR methods to 
VIE, the convergence analysis is carried over extending that existing for ODEs [6, 8, 12, 13]. To 
be more precise, in Section 2, the convergence on finite time interval is treated. It is proved that, 
provided that G(t, s, u, v) satisfies a Lipschitz type condition with respect to u and v, the WR method 
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converges in a suitable small integration interval, whereas if the kernel is linear, the convergence 
is ensured for all finite T. Moreover, introducing the definition of order of accuracy, information of 
convergence rate can be obtained, depending on the waveform method. 
The decrease of the error, mainly in the first iterates, depends on the size of T; on the other hand, 
in order to reduce the computational effort it is important to have WR methods rapidly convergent 
for T "as large as possible". 
Then in Section 3 the convergence in infinite time interval is treated. Here the linear convolution 
kernel 
k(t,s, y )  = [A + B(t - s)]y(s)  (1.4) 
is considered, because is the simplest example of the very important class of convolution kernels, 
and moreover it can be considered as the linear part of the Taylor expansion of a general kernel. 
For the kernel (1.4) the expression of the iteration operator and its spectral radius are determined. 
Then it is proved that if A = 0, no WR method is convergent in [0, c~). Necessary conditions as 
well as sufficient conditions for the convergence of some fully parallel WR methods are proved. 
These conditions give useful criteria in order to choose the WR method. 
Other questions, such as acceleration of the convergence, possibility to introduce some parallelism 
into WR methods that do not have a direct parallelism (for example the Gauss-Seidel and Newton 
WR methods), estimate of the integration window, choice of better initial waveforms as well as the 
discrete time WR methods will be subject of forthcoming papers. 
2. Convergence on the finite time interval 
Let us consider the Banach space of the continuous vector valued functions, defined in [0, T], 
equipped with the maximum norm: 
IlYllr = max Ily(t)ll, tE[0, T] 
where II II denotes any of the usual vector norm in 9t a. Let us consider the WR methods (1.2) with 
G(t,s, u, v) satisfying the Lipschitz condition 
[Ia(t,s, ul, Vl) - G(t,s, u2, v2)[I ~< ll Ilul - u211 + 1211vl - v21l 
VUl, u2, Vl, v2 E 9t a, t, s E [0, T]. (2.1) 
Then the following "local" convergence result holds. 
Theorem 2.1. I f  G(t ,s ,u,v)  satisfies (2.1) there exist T1 > 0 such that the WR method converges 
/n [0, T,]. 
Proof. Subtracting (1.3) from (1.1), using (1.2) and (2.1) it follows that 
] l y ( t )  - y('+l)(t)ll <<. (ll Ily(s) - y(V)(s)ll + 1211y(s) - y(V+l)(s)ll) as, t ~ [0, Z]. 
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Denoting by T1 a point of the range [0, T] it results: 
(1 - 12T1 ) l l y ( t )  - y(~+l)(t)[lr~ < liT111y(t) - y(~)(t) l l r ,  
and the WR method converges in [0, T1] with 
1 
1"1 < 11+ l----22" [] 
Remark. The hypothesis (2.1) follows from the Lipschitz condition of k for the Jacobi WR methods 
[14, p. 31] and trivially for the Picard WR methods. 
In order to get more precise information on the rate of convergence of the WR methods, the 
theory developed in [6-9] for ODEs can be extended. First of all, the definition of order of accuracy 
is recalled. To this purpose, let yi(t) and zi(t) be the ith component respectively of the exact and 
approximate solution of (1.1). Then the following definition is given [7-9]. 
Definition 2.1. If y i ( t ) -z i ( t )  = O(t M') over a fixed, finite interval [0, T], then the order of accuracy, 
A(zi), of zi is Mi. The order of accuracy of z(t) is 
A(z) = min 214,. 
l <~i <~N 
Rougly speaking, the accuracy order measures the number of matching terms in the Taylor expan- 
sion of the approximation and of the solution of (1.1). Now, the following theorem can be proved. 
Theorem 2.2. Suppose that the exact solution of  (1.1) can be written as 
L 
y(t) = Za i t  i -q- O(t  L+I ). 
i=0 
Then, if  k(t,s, y)  and G(t,s, u, v) are sufficiently differentiable, 
A(y(~+l)(t)) >~A(y(~)(t)) + 1. (2.2) 
Proof. It is analogous to that of corresponding theorem for ODEs [8, p. 21] and so only the logical 
steps are reported. 
Let us define 
Ev(t) --- y(V)(t) - y(t). (2.3) 
From the definition of accuracy order, it follows: 
E~k)(0) = 0, k = 0 . . . . .  A(y (~)) - 1. 
Subtracting (1.1) from (1.3), and recalling (1.2) it follows that 
/o' y(V+l)(t) -- y(t) = [G(t,s, y(~)(s), y(V+l ) (s ) )  - -  G(t, s, y(s), y(V+l)(s))] ds 
/o' + [G(t, s, y(s), y(v+l ) (s )  - -  G(t, s, y(s), y(s))] ds. (2.4) 
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Applying the mean value theorem, with obvious significance of symbols, we have 
/0' /0' (v+l) E Ev+l(t) = G,(t,s,~l,y (s)) v(s)ds + G,(t,s,y(s),~2)Ev+~(s)ds. 
Differentiating the above relation it follows that 
E~k+',(O) = O, k = 0 .... ,A(y (v)) 
and then the theorem follows. [] 
(2.5) 
(2.6) 
Let us observe that, if y(°)(t) = f( t ) ,  than A(y(°~)(t) >~ 1, and the above theorem shows that each 
iterate gains at least a term of the Taylor expansion of the exact solution. For some methods this 
result can be improved. In fact, with techniques imilar to those used in the previous proof, the 
following theorems can be proved, that generalize the results derived in [7-9] for the ODEs. 
Theorem 2.3. Under the hypothesis of the Theorem 2.2 and in the case of waveform Newton 
method, the following holds: 
A(y(V+l)(t)) >>, 2A(y(V~(t)) ÷ 1. (2.7) 
Theorem 2.4. Under the hypothesis of the Theorem 2.2 and in the case of waveform Gauss-Seidel 
method, the following holds: 
A(y~V+l)(t))>~min(A(y(lV+l) . .  (v+l), . .  (v) ,...,~[Yi-I ),A[Yi+I),'",A(y(dv~)) ÷ 1 (2.8) 
Remark. We observe that in the case of the Gauss-Seidel WR method, the ordering of the equations 
of the system (1.1) influences the rate of increase of the accuracy order. Therefore, the choice of 
an optimal ordering is an important question. 
The above theorems provide results about local convergence of waveform iteration methods. In 
order to obtain nonlocal results, let us consider the linear Volterra system 
/0' y(t) = f ( t )  + k(t,s)y(s)ds, t E [0, T], (2.9) 
where k(t,s) is continuous function, and let us put 
G(t, s, u, v) = M(t, s)v + N(t, s)u, (2.10) 
where 
M(t,s) ÷ N(t,s) = k(t,s). (2.11) 
The corresponding WR method is then 
:0' :0' y(V+l) ( t )  = M(t,s)y(V+l)(s)ds+ N(t,s)y(V)(s)ds+f(t), t E [0, T]. (2.12) 
For this method the following theorem can be proved. 
Theorem 2.3. The WR method (2.10) converges superlineary for all M, N and all finite T. 
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Proof. Denoting by R(t,s) the resolvent kernel corresponding to the kernel k(t,s), we can write 
f0 t fs t f0 t y(V+l)(t) = [N(t,s) + R(t,z)N(z,s)dz]y(V)(s)ds + f ( t )  + R(t ,s) f (s)ds.  (2.13) 
Then denoting, for sake of brevity, 
A(t,s) = N(t,s) + R(t,'c)N(z,s)dT, 
• (t) = f ( t )  + R(t ,s) f (s)ds,  
o~ff u(t) = A(t,s)u(s)ds, 
Eq. (2.13) becomes 
y(V+l)(t) = ~ly(V)(t) + ~(t). 
It is easily proved by induction that the iteration operator oYl satisfies 
(CT) v 
I1  11 v---T-' (2.14) 
where 
C= max IA(t,s)l. 
O<~t,s<~T 
Then the spectral radius of ~ is equal to zero, and the superlinear convergence follows. [] 
Remark. From (2.14) it follows that the convergence, ven if ultimately always superlinear, is 
influenced, mainly in the first iterations, by the length T of the integration interval. On the other 
hand to have WR methods rapidly convergent for T "as large as possible" is important for saving 
computational effort. 
3. Convergence on infinite time interval 
Consequent to the remark of the above section, here the convergence analysis on infinite time 
intervals is performed, also in order to give useful criteria for the choice of the WR method. 
Hereafter the linear convolution equation 
y( t )=f ( t )+ [A+B( t -s ) ]y (s )ds ,  tE [0 ,  oe), A,BEgU (3.1) 
is considered. 
This is the simplest example of the very important class of the convolution equations, and moreover 
[A + B(t - s)]y(s) can be considered as the linear part of the Taylor expansion of a general kernel 
k(t, s, y(s)). 
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Let G(t,s,u,v) be given by 
G(t,s,u,v) = [MI +M2( t -  s)]v + [N1 +N2(t -s ) ]u ,  (3.2) 
where 
MI + N~ = A, 
M2 + N2 = B. 
Then the WR method is 
/0 /0 y(V+l)(t) = [M1 +M2(t-s)]y(V+l)(s)ds+ [N1 +N2(t-s)]y(V)(s)ds+f(t). (3.3) 
Let us consider the Banach space L~[0,c~), whose norm is given by 
Ilxll~ = sup IIx(t)ll. (3.4) 
tE[O,~) 
Let us put 
/o' z(~)(t) = y(~)(s) ds. 
Then Eq. 3.3 can be written as 
Z(V+l)(t) "~ ' I 
YC~+I)(t)J = fo (02 M1) (z~V+l)(s) ds \ y(~ l)( ) / 
t 0 
Therefore, it is easy to prove, solving the above system, that for the method (3.3), the iteration 
operator o,~ is given by 
fot (z(s))ds,  (3.5) := exp(t-')e Q y(s) J 
(z(t) 




,) (0 0) 
M1 and Q= N2 N1 " 
Then, proceeding analogously to [12] the following results can be proved. 
Lemma 3.1. If the roots of 
det[z2I - Az - B] = 0 
are in the left half plane, ~ is a bounded operator if only if the roots of 
det[z2I - Mlz - M2] = 0 
are in the left-hand plane. 
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Proof. The sufficiency is obvious, observing that the eigenvalues of P are the roots of det[z2I- 
MlZ - M2] = O. 
Now, let us suppose that o~ff is a bounded operator. Suppose S transforms P into Jordan canonical 
form 
J = S-1ps .  
Let R and ~s be defined as 
R = S- IQS,  
{ z(t) t z(s) 
y(t) ) : fo exp(t-S)J R (y (s )  ) ds. 
After a possible permutation of variables we can write 
0) 
J=  j _  , 
where J+ contains all the Jordan blocks whose diagonal elements have positive real part. Then, since 
)Us is bounded as well as ~,  R has the following structure: 
(0  O)  
R = R1 R2 " 
Consequently, 
RI J -  - R2 " 
and so the eigenvalues of J+ are also eigenvalues of J -  R. 
On the other hand, 
j _ R = S_I [p _ Q]S = S_,  ( O I )  
B A S. 
Then the eigenvalues of J+ are also eigenvalues of 
0 I ) ,  
but this contradicts the assumption, since these eigenvalues are the roots of det[z2I - Az - B] = O. 
Therefore, all the eigenvalues of P have negative real part and the Lemma follows. [] 
Moreover, putting 
F(z)  = [(zZI - Mlz  - M2)-I(zNI + N2)] (3.6) 
the following holds. 
Theorem 3.1. The WR method (3.3) converges i f  and only i f  
max p[F(z)] < 1. 
Rez~>0 
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Proof. From a matrix valued version of a result of Wiener and Levy [1, p. 68] it follows that 
p(.~ff) = max(z / -  p) -ao .  
Rez~>0 
On the other hand, from the structure of the matrix P and Q, it can be easily proved that the 
matrix ( z I -  p ) - lQ  has d eigenvalues equal to zero and the other d equal to those of the matrix 
F(z) .  Then the theorem follows. [] 
By means of the above results, the following theorems can be proved. 
Corollary 3.1. The Picard method is not convergent in [0, oo). 
Proof. It follows immediately by Lemma 3.1 taking into account hat 
M1 =M2 = 0. [] 
Theorem 3.2. I f  A = 0 there does not exist a WR method convergent in [0,co)for  all B. 
Proof. Let us consider first the case 
ml =NI  =0.  
With obvious calculations, it follows that there exist value of z having positive real part and such 
that z 2 is an eigenvalue of ME. Then the result follows from Lemma 3.1. Now, let us consider the 
case 
MI = -N~ 
and let us suppose that the system (1.1) has dimension 1. That is, let us consider the equation 
/0' y(t)  = (t -- s)by(s)  ds + f ( t ) ,  b <<. O. 
The method (3.3) applied to the above equation can be written as 
/0' I0 y(V+l)(t) = [ml + m2(t -- s)]y(V+l)(s)ds + [ -ml  + (t - s)(b - m2)]y(V)(s)ds + f ( t )  
and applying Theorem 3.1, the WR method converges if and only if 
IF(z)[ = I - zml + (b - mz)l < 1 VzRez  > 0 
By applying the maximum modulus theorem this is true if 
ml~<0, m2~<0 
and 
IF(iy)l ~< 1 Vy E 9t. 
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On the other hand, it is easy to prove 
[F(iy)[ > 1 for y E (-x/Z~2, x/-L-b) 
and therefore the WR method is not convergent. [] 
Now, let us consider two fully parallel WR methods: 
• Jacobi waveform relaxation 
• Richardson waveform relaxation 
3.1. The Jacobi WR method 
In this case 
M1 = diag(A), 
342 = diag(B). 
From Lemma 3.1 it can be immediately deduced: 
Corollary 3.2. A necessary condition for  the Jacobi WR method to converge in [0, oc) is 
au < O, btl < O, l = 1, . . , ,d .  
Moreover, denoting by #~[A] the logarithmic infinite norm of A, that is, 
~u~[A] = max (au + ~la , j l )  
it can be proved: 
Theorem 3.3. I f  #~[A] < 0 and B = off, ~ < O, the WR Jacobi is convergent in [0,cx~). 
Proof. In this case it is 
M1 = diag(A), NI = A - diag(A), 
M2 = Off, N2=0.  
Therefore, (3.6) becomes 
F(z  ) = (z z - diag(A) - off )-~ z(A - diag(A)). 
Then 
a laljzl 
= max ~ IIf(z)ll  ~,<.a I z2 - auz -- ~l" 
j~l 
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IIF(z)ll  is analytical in the right-hand plane, since 
art < O, o~ < 0 
Moreover, 
d 
IlF(iy)ll~ ~< max ~ a0 ~< 1 Vy E R, 
l<~l<~d  all 
j¢l 
Therefore, by applying the maximum modulus theorem it follows that 
[IF(z)ll~ ~< 1 Vz : Rez > 0 
and then the theorem follows. [] 
3.2. Richardson WR methods 
In this case 




Conditions on 091, o92 ensuring the convergence in [0, w) are furnished by the following theorems. 
Theorem 3.4. I f  A has negative real eioenvalues tli and B = M, ~ < O, the Richardson WR methods 
converoes if 
092 E (2  0),, 09, E (m!n r/j - 2/092r/j2 ,0). 
Proof. Applying Lemma 3.1, the iteration operator is bounded if 
o91 < O, 092 < 0. 
Then the eigenvalues of F(z) are given by 
2s(z ) @2 1 z 1 ) -1 (  1 z 1 )  
z~j 0)1 031 
By applying the maximum modulus theorem it follows that 
[2j(z)l ~< 1 Rez>~0 
if 
j= l  ..... d. 
12j(iy)l ~ 1 Vy E 9t, j = 1 .... ,d. 
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This, in turn, is equivalent to 
E(y) = y4 -k - t l  2 q- q- q- - -  -- >/0 
o91 0)2 
and this is surely satisfied if the coefficients of the quadratic form are positive. Then the theorem 
follows. [] 
Analogously, the following theorem can be proved. 
Theorem 3.5. I f  A has eigenvalues 2j with negative real part, B = M ~ < 0, the Richardson WR 
method converges in uniform norm in [0, c~) if 
1 ( Re~ ) o92 = -, o91 E 0, 2 min 
J l jl = 
Remark. If B = 0, this result coincides with that proved in [12] for ODEs. 
4. Concluding remarks and future prospects 
In this paper a mathematical foundation of WR methods for VIE has been established, performing 
the convergence analysis of continuous-time WR methods. Particular attention has been devoted to 
parallel WR methods, since they are particularly suitable in solving large systems of VIE. 
Many questions are still open. We quote the research of techniques improving the rate of conver- 
gence, the estimate of an integration window, the possibility to introduce some parallelism into WR 
methods (such as Gauss-Seidel or Newton) that are not directly parallel, the choice of better initial 
waveforms, as well as the discrete-time WR methods. Some of these problems will be subject of 
forthcoming papers. 
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