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Abstract: - A neural network learning rule is derived based on an information-maximization approach. Each basic 
module of the assumed neural network consists of two simple units and one complex unit. Each simple unit 
calculates a linear summation of its input, and the complex unit calculates a squared sum of the simple units' 
outputs. The learning algorithm updates the synaptic weights of simple units so that the information obtained from 
the output of the complex unit is increased. Computer simulations showed that the algorithm generates 
Gabor-wavelet-like weights similar to those observed in visual cortical neurons (simple cells.) Also, when the 
learning was completed, the responses of the complex unit were similar to those reported for a complex cell.  
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1   Introduction 
Visual information from the retinae, relayed through a 
relaying station, LGN (Lateral Geniculate Nucleus), 
enters posterior portion of the brain named primary 
visual cortex, or area V1 (see Figure 1.) Area V1 is 
considered to extract various features from input 
images. Higher visual areas, including the association 
visual areas in the inferior temporal cortex determine 
what the brain is seeing based on the output of V1 
without "seeing" the retinal image itself. Accordingly, 
from an engineering point of view, a design principle 
for area V1 arises. That is, it must extract as much 
information as possible from its input and send it to 
higher visual areas, so that higher visual areas can 
reliably recognize the visual objects.  
     Linker [1] thus suggested Infomax principle 
according to which one determines the receptive fields 
(RFs) of neurons by maximizing the amount of 
information obtained from their output.  Based on this 
Infomax approach, Okajima [2,3], and Okajima and 
Imaoka [4-6] studied information maximization 
problems, and by assuming the low signal-to-noise 
ratio limit, showed that RFs of simple cells [2,3] or 
complex cells [4,5] in V1 are derived as the solutions. 
This paper will derive a learning algorithm for neural 
networks based on the Infomax approach, and show 
that it generates neurons similar to simple or complex 
cells in V1. 
     Other theoretical studies [7,8,10] have also 
investigated visual neurons in V1. Among them, 
Olshausen and Field [7] demonstrated that spatially 
localized and orientation-tuned simple-cell-like RFs 
emerge by learning a sparse code for natural images. 
The idea of sparse coding is closely related to Barlow's 
idea of minimum-entropy coding [9]. Barlow 
suggested that it must be desirable for sensory system 
to reduce redundancy contained in the signal by 
making each neuron's output as independent as 
possible. Bell and Sejnowski [8] obtained similar 
results as those by Olshausen and Field by 
independent component analyses (ICA) of natural 
images (as for ICA, see also [11].)  The Infomax based 
approach must be related to the sparse coding, or ICA, 
but the relationship is not yet clear.  
 
2   Neural Network Model 
Figures 2 shows the neural network model adopted in 
this paper. The network consists of many basic 
modules each having a structure as shown in figure 3. 
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Fig.2 Neural network model adopted in this paper 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 A basic module of the model neural network 
 
     Neurons in V1 are classified into two main 
categories, namely simple and complex cells. It is 
known that visual input from LGN enters simple cells 
and from them flows to complex cells, which send 
their output to higher visual areas [12]. The basic 
module in figure 3 is constructed to incorporate this 
main signal flow. Actually, there exist other signal 
pathways, including feedback projection from V1 to 
LGN. However, for simplicity, this paper will not deal 
with them, but focus on the main forward pathway. 
     Each basic module in figure 3 consists of two 
simple cells and one complex cell. It is assumed that 
each simple cell receives its input f(x,y) from a 
preceding layer which is supposed to be LGN, and 
calculates its linear summation, 
￿ =
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where Wi(x,y) represents the weight for i-th simple cell. 
These weights will be determined by learning 
mechanism described in the next section. Next, a 
complex cell calculates a squared sum of these simple 
cells' outputs, 
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which represents a more realistic form of the neural 
network model (note that firing frequency or firing 
probability of a real neuron cannot take a negative 
value.) In equation (3) a half-squaring nonlinearity 
F[x] is adopted for simple cell's response (S'i, S"i ) 
which well approximates actual simple cells in regions 
where their responses do not show saturation [13].  
     If we adopt a quadrature pair of Gabor 
functions (see figure 4) for the weight, 
) ) ( cos( ) ( ) ( 0 0 1 j s + - - = r r k r r r G W  
) 2 / ) ( cos( ) ( ) ( 0 0 2 p j s + + - - = r r k r r r G W       
(4) 
Gó(r): Gaussian function, 
equations (1)-(2) become the energy model 
[13-15], which well approximates spatially 
localized and orientation tuned responses of 
simple and complex cells. However, here we do 
not assume (4), but will determine the weights by 
learning. 
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Fig.4 An example of a quadrature pair of Gabor function 
3   Learning Algorithm 
Suppose we have a set of training images, in which 
each image has been classified into its own class. We 
denote the m-th image in class ã by fã,m(x,y). For 
example, we may classify images representing a single 
object into a single class even if each image itself is 
different from each other. In the actual simulations, 
images obtained by slightly displacing an original one 
will be classified into a single class. 
     Below, we first consider a learning rule for a neural 
network that consists of a single module. Suppose our 
task is to determine, based on the output C, the class ã 
to which the present input image belongs. Then, the 
most natural objective function is the amount of 
information obtained from the output C with respect to 
the class ã, i.e., the mutual information MI between C 
and ã, 
g g > < - = G | [ ] [ ] ; [ C H C H C MI .             (5) 
Here < >ã denotes an averaging operation over ã, and 
H[C] and H[C|ã] respectively denote the entropy and 
the conditional entropy, which are defined by 
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         (6) 
using probability, P. The second term in equation (5) 
is small when within-class fluctuation of C is small, 
while the first term becomes large when the whole 
fluctuation in C is large. Accordingly this objective 
function is similar to that in the discrimination 
analysis where the objective function is defined by 
óB
2/óW
2, the ratio of the between-class variance to the 
within-class variance. 
     We train the network by updating the weights Wi so 
that the objective function MI increases 
i i W MI W ¶ ¶ ￿ D /       i=1,2.                          (7) 
Unfortunately, computing the mutual information is in 
general not easy. However, if we assume the noise to 
be Gaussian, we can calculate equation (5) in the low 
signal-to-noise limit [3-5] as 
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where C and  g C  respectively denote mean and 
within-class mean of the output C, ón
2 denotes 
variance of the noise, and.B is a term to be calculated 
numerically [4]. This B takes its maximum when W1 
and W2 are orthonormal [4]. In this case, the learning 
algorithm becomes 
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under the same assumptions. The first term in equation 
(9) is a modified Hebb-rule, while the second term has 
an effect to orthonormalize weight vectors of two 
simple cells. 
 
3.1 Learning algorithm for a network with 
multiple modules 
When the network is composed of multiple modules, 
we train each module by the algorithm described in 
equation (9). However in this case, we introduce an 
interaction between modules to prevent them to learn 
similar weights. That is, we introduce asymmetric 
inter-module inhibitions through anti-Hebbian 
synapses, 
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where suffix m or m' specifies module, and â is a 
parameter. The anti-Hebbian synaptic weight Vm,m' is 
trained by 
) )( ( , m m m m m m C C C C V ¢ ¢ ¢ - - ￿ D .                 (11) 
In the actual simulations, normalized anti-Hebbian 
rule 
m m m m m m m m m m V C C C C C C V ¢ ¢ ¢ ¢ - - - - ￿ D ,
2
, ) ( ) )( (  
     (12) 
was used instead [16]. For example, when correlation 
between output of module 1 and module 2 becomes 
large, module 1 will inhibit module 2 with weight V2,1 
which is proportional to the correlation. 
 
4   Simulations 
In simulations, first, computer generated images were 
used for training data. In this case, a random pattern of 
a certain size is generated at a randomly chosen 
position. Then the pattern is slightly displaced (within 
two pixels, i.e., |Äx|￿ 2, |Äy|￿ 2) and all these displaced 
patterns are defined to belong to the same class as the 
original one. Next, when real images are used, a part of an image taken through a window is used for training 
data. In this case, all partial images taken through 
windows at slightly displaced positions are defined to  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Weight patterns generated through learning. 
Periodic boundary condition is used. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 Weight patterns of two simple cells in a module 
after the learning is completed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 Responses of a complex cell after the learning is 
completed (simulation.) (a) Response to a grating 
pattern as a function of its orientation. (b) Responses 
to a spot of light. Bright point indicates that the cell's 
response is strong when a spot of light is shown at that 
point. 
 
 
belong to the same class. In both cases, low spatial 
frequency components are removed by a DoG 
(Difference of Gaussian) filter which simulates 
ON-center/ OFF-center cells in LGN. 
     Figure 3 shows weights that were trained by 
computer-generated images. In this simulation, a 
periodic boundary condition was adopted. The 
network consists of nine modules, and upper nine 
patterns shows weight patterns W1 for the first simple 
cells in each module, while lower nine patterns shows 
those for the second simple cells. In each pattern, a 
bright point denotes a large (positive) weight has been 
generated from an input-layer-cell at that position to 
the simple cell. A dark point denotes a small 
(negative) weight. The size of the input layer was 16 x 
16. It was found that oriented weight patterns were 
generated through learning, which indicates that 
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Fig. 6 Weight patterns generated through learning 
using a real image for training data. 
 
 
the first one, but the profile is slightly different from 
each other. Figure 3 also shows that selective 
orientation or the center position of the weight pattern 
varies from module to module, thus the network can 
extract features of various orientations and positions. 
This is due to the inter-module interaction introduced 
during the learning. 
     Figure 4 shows generated weights W1 and W2 
within a certain module. It was found that these are 
well approximated by Gabor functions, which agrees 
with experimentally observed simple cell's RF. These 
Gabor functions have similar spatial frequency and 
orientation, but their phases differ from each other by 
about 90 degrees. Thus they are well approximated by 
a quadrature pair of Gabor function. 
     Figure 5 shows response properties of a complex 
cell after the training was completed. Its response to a 
spot of light showed no distinct excitatory/inhibitory 
subregions (figure 5 (b)) but it still shows orientation 
selectivity (figure 5 (a)) when tested with oriented 
gratings. These properties also agree with 
experimentally observed complex cell's response. 
     Figure 6 shows another simulation result. In this 
simulation, parts of a real image (an image of plants) 
were used as training data. All partial images taken 
through windows (32 pixels by 32 pixels) each having 
a slightly displaced center position (within two pixels, 
i.e., |Äx|￿ 2, |Äy|￿ 2) were defined to belong to the same 
class. To avoid the boundary effect, the network was 
first trained using computer-generated images whose 
intensity decayed near boundaries. Then the network 
was trained by using real image data. From figure 6, 
we see that the localization width of each weight 
pattern depends on its spatial frequency, that is, weight 
patterns tuned to higher spatial frequencies have more 
localized profiles. This must be related to the 
statistical properties of images used in the training, 
although detailed analyses have not yet been carried 
out. 
  
5   Discussion 
Let us consider, for simplicity, a network consisting of 
two modules. The amount of information obtained 
from the output (C1, C2 ) of this network regarding the 
class ã is written as  
] | ; [ ] ; [ ] ; , [ 1 2 1 2 1 C C MI C MI C C MI G + G = G .    (13) 
We want to design a network to maximize this mutual 
information. To do this, the learning algorithm 
described in section 3 adopts several simplifications. 
The first simplification is to divide the maximization 
problem into two parts. That is, the algorithm first 
determines the weights in the first module by 
maximizing the first term MI[C1; Ã] in equation (13). 
Then, the weights in the second module are 
determined by maximizing the second term. 
     The second term in equation (13) is written as 
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(14) 
Thus, to increase the second term, we need to decrease 
the mutual information MI[C1; C2] (i.e., we have to 
make C2 as independent as possible from C1) and 
increase the mutual information MI[C2;Ã,C1]. The 
learning algorithm in section 3 approximates 
W1 
W2 MI[C1;C2] by 
2
2 2 1 1 ) )( ( 2 / > - - < C C C C b , and 
MI[C2;Ã,C1] by MI[C2 ;Ã], thus determines the weights 
in the second module by maximizing 
2
2 2 1 1 2 ) )( ( 2 / ] | [ > - - < - G C C C C C MI b .  
(15) 
The approximation MI[C2;Ã,C1] ￿  MI[C2;Ã] is 
justified when C1 remains almost constant for images 
if they all belong to a single class. 
     The learning algorithm described in this paper 
requires the class of each training image to be known. 
Then, if a similar learning mechanism is actually at 
work in the visual cortex, how does it know the class 
of each input image? A possible answer might be as 
follows. Although our retinal image varies with time, 
we expect that within a short time, for example, 
between saccades, objects it represents remain the 
same. Accordingly, it must be reasonable to classify 
all retinal images within a short time (e.g. between 
saccades) into a single class. In this case, the 
within-class mean,  g C  which appears in the learning 
algorithm (see equation (9)) can be replaced by a 
short-time-average of the output C, and thus the 
self-organization can take place without any "teacher." 
 
6   Conclusion 
A learning rule was derived based on an Infomax 
approach. It was shown that this learning rule can 
generate neurons similar to simple and complex cells 
in the visual cortex. Thus, the result strongly suggests 
that neural network in primary visual cortex is 
optimally "designed" from an information theory 
viewpoint. The derived learning rule for simple cells is 
similar to the Hebbian rule but is influenced by the 
output of the complex cell. Thus, if similar learning 
rule is actually at work in the visual cortex, feedback 
from complex cells to simple cells must play an 
important role in its neural-network-self-organization. 
Proposed learning rule is expected to be applicable to 
more application oriented neural networks for pattern 
recognition etc. 
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