フテキカイ ノ ゲンイン ト ショリ タンサクテキ インシブンセキ by Kano, Yutaka & 狩野, 裕
Osaka University
Title不適解の原因と処理 :探索的因子分析
Author(s)狩野, 裕
Citation大阪大学人間科学部紀要. 24 P.303-P.327
Issue Date1998-03
Text Versionpublisher
URL http://hdl.handle.net/11094/12544
DOI
Rights
303
不適解の原因と処理:探索的因子分析
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不適解の原因と処理 探索的因子分析
狩野 裕
1序
因子分析や共分散構造分析において不適解の問題 は歴史が古い。丘本(1986,68頁)
による と『(不適解 の解決に関 して)前途 はまだ遠い』 とあ るが、その後 も不適解 に関す
る研 究はあま り進んでいない。
探索的因子分析で不適解が得 られたとき、一つの解決策 は検証的因子分析(確 認的因
子分析)に 移行す ることである。検証的分析では利用可能 な情報が多い こと、それゆえ
推定すべ き母数が少な く、やや安定 した推定が可能になる。構造的に探索的因子分析で
きないときで も、検証 的因子分析が可能な場合がある(狩野1996>。最近、分析方法の
主流が探索的因子分析か ら検証 的因子分析 に移って きているが、その理由の一つが ここ
にある。 しか しなが ら、潜在構造 に関 して良質な仮説がない と検証的因子分析 は実行で
きない。また、検証的因子分析 がうまく実行で きた ときで も、なぜ探索的因子分析 では
不適解が出るのかを十分に検討 してお く必要がある。
検証的因子分析 で不適解が発 生 しないというのは間違いで、依然 としてかな りの割合
で発 生する(Gerbing-Anderson1985、1987)。検証的因子分析 における不適解の研 究は、
モデル規定が多様 であることか ら、現在の ところ、シ ミュレーシ ョン以外 に見当た らな
い。検証的因子分析の不適解 については別の機会 に議論する。
ピュアーな探索的分析 を実行 したい ときは、『"主成分分析 もしくは主因子法"+回
転』 という簡便法があ り、 この方法では不適解は出ない。
検証的因子分析 を使 うには仮説の設定 に困難がある、また、恣意的な仮説設定 を避 け
たい、 とい う状況は多い。 また、主成分分析 よりも精緻 な議論 をしたい とい うことも多
い。観測変数に独 自因子の ような誤差が伴 うと考 えられる場合は主成分分析 は不適切で
ある し、主因子法では共通性の推定方法が問題 になる。主成分分析や主因子法がtestable
でな くモデルチェックがおろそかになっている(無 批判 に適用 されている)と いう批判
もある。
主成分分析、探索的因子分析、検証 的因子分析、 これらの手法 は複合的に使 った り、
あるものが他 をカバーす る場合 もあるが、基本的に棲 み分 けがある。潜在構造に関す る
必要 な仮説の多寡で順序 をつける と次 のようになる。
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匡 成分分析く探索的肝 分析く検証的因子分析1
本論文の3節 と4節 で、探索的因子分析における不適解発生のメカニズムを明 らかに
し、その原因の同定方法、原 因ごとの対処方法 を提示す る。5節 では、不適解が生 じる
3組のデータを用いて、ここで発展 させ られた原因の同定方法、対処方法 を例証す る。
2探 索的因子分析 と不適解
因子分析モデルは、p次元観測変数 κが次の構造 をもつ ことを仮定す る。
κ=Aア+κ
ここでA=(λな)は因子負荷(パター ン)行列(ρ×ん),ノ=[F1,…,用'は共通因子 ベク
トル、配=[び1,…,の]'は独 自因子 ベ ク トルで ある。Var(プ)=1丸,Cov(プ,の=0,Var(の
ニΨ=diag(Ψ1,…,Ψp)を仮定す る。 この とき、観測変数 κの分散行列 Σ(=(σび))は
次の構造 をもつ。
Σ=Aぺ 十Ψ(1)
たを共通因子の数、 もしくは、単 に因子数 という。(1)を因子分析 における基本方程式 と
い う。
(1)のモデルは直交モデルである。探索的因子分析 における不適解 の問題 を議論する と
きは、斜交 モデルを考 える必要はない。 とい うのは直交解 を得 る段階で不適解が生 じる
か らである。
Ψ=diag(Ψ1,…,Ψp)は独 自因子の分散行列であ る。従 って、理論的 には正定値で ある。
第 ∫独 自因子 ひ の分散 である Ψ,の推定値が0ま たは負の値 になるとき、これを不適解
(impropersoludon)または、Heywoodcaseとい う。SASやSPSSなどの汎用 プログラム
では、不適解が生 じると「共通性が1を 超 えました」などとい うメッセージが出力される。
心理学者 など応用の研究者は、解釈上 Ψ,<0となることはあ り得 ないので不適解 を
問題 とした。一方、数理統計学的立場か らは、 「不適解 を問題 にす ることの」への疑義
がとなえられている。彼 らの主張 をまとめる と以下のようになる。
●推定値 は想定 した母数空間(ま たは、それをコンパク ト化 した もの)上 の値であ り、
母数空間以外で値 をとるもの は考 える必要がない。
●母数空間 を拡張 しΨ,〈0を許す方が最適化問題が簡単 になる。その際、標本変動
によって不適解 となる確率は正であるか ら、不適解は起こるべ くして起 こっている。
●いずれ に して も、最終解 は Ψ,>0なる母数空間で求めればよ く、理論的に確率正
で ψ∫=0となる。
不適解の出現にはい くつかの原因があ り、数理統計家の主張 は、それらの原因の一つ
に しかす ぎない標本変動 よる不適解に対す るものである。また、不適解 の原因が標本変
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動であることは少 なく、多 くの場合、それ以外 に重大 な原因がある。以下 に述べるよう
に、推定値が適解か どうかを観 るこ とは、因子分析が適切 に実行 されているか どうかの
チェック機能 になっている。不適解の議論が重要なのは、 この点 にある。
33つ の パ タ ー ン
図表1に まとめてあるように、不適解の発生原因には大 きく分けて3つ のパ ター ン
がある。
図表1.不 適解 の発生原因のパターン
不適解の原因
A:標本変動
B:識別 性
■斗 一一
舩十1トー 一
一 一 …{
B3:そ の他
C1:独 自分 散 の 母 集 団 値 が 負,i.e.,軌くO
C2:モ デ ル に 合 わ ない 変 数 の存 在
C3:そ の 他(e.g.,微小 因子)
D:不 明(e.g.,はず れ 値)
原 因 「A:標本変動」は分 か り易い。 必 の母数空間は
0<Ψ,<碗
であ り、相関行列 を考 える ときは 碗=1で ある。推定の構造か ら上記の範囲に推定値
が収 まる とい うことはないので、ある正の確率で推定量 はこの範囲を超 えることになる。
これが不適解の一つの原因 と考 えるのは自然 である。シ ミュ レーシ ョンで不適解が出る
とい う場合が これに相当する。
真値 Ψ,が0に 非常 に近いとき不適解が出易 いとい うの は直感 に合 う。 しか し、 Ψ,
が中よう程度の大 きさならば、大 きければ大 きいほど(共通性が小 さいほど)不適解が出
易 くなる(Ihar㍗Ok㎜oto1985)1)。この観測 もまた直感 に合 う。因子が"弱 く"な るの
である。
一方、ψ∫が の,に近い ときは、基本的 に不適解 は出ない(VanDdel1978,S㏄don3.2)。
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しか し、実際には、共通性が小 さ く推定 された変数 に不適解が生 じることがある。その
理由として、その変数が因子モデルに含めるべ きでない変数であることが考 えられる(そ
れゆえ共通性が小 さい)。もしそうならば、不適解の原因は標本変動 ではな く、 「C:因
子モデルの不適合」 である。
「B:識別性」の問題 は重要である。Anderson-Rubin(1956)は因子モデルが識別可
能であ るための必要条件が、因子負荷行列Aの 各列 において、非ゼ ロ要素が少な くとも
3つ以上存在す ることを指摘 した。従って、ここで紹介 してい る2つ の場合B1,B2は
モデルが識別可能でない。それゆえ、不適解 など異常なことが起 こるのである。モデル
ではともか く、実際のデータ解析 で、推定値が きっち りと0に なることはあ り得 ない。
しか し、0で な くとも、かな り0に 近い と推定値 を求める際、異常なことが起 こる。そ
の一つが不適解である。この ように、推定値 においては識別可能か もしれないが、近 く
に識別 で きないモ デルが存在 す る と き、 これ をempiricallyunderidendHableとい う
1(
Kenny1979;Rindskopf1984)。
B1では、ある列 に非ゼ ロ要素が一つ しかない。この因子負荷 をもつ共通因子 は、実
は、共通因子ではな く独 自因子である。このように、因子数 を過大推定すると、独 自因
子が共通因子に解釈 されるということが起 こり、識別性の欠如によ り不適解が発生す る
(Sato1987;Kano1990)。
原因B2は 、VanDdel(1978)がBechtoldt(1961)のデータと数値実験 によって不適
解の原 因になる と指摘 している。Sato(1992)は、不適解 に関わ る母数についてはと も
か く、その他 の母数 については一致推定で きることを示 した。B2場合、た一1因 子モデ
ルは明 らかに棄却 される。そ して、因子 を一つ増や して因子分析する と不適解 に遭遇す
る とい う典 型的な状況を生む。2つ の非ゼ ロ要素の うちの一つが大 きくなると他の一つ
が小 さ くなるため、B1と区別がつ き難 くなることがある。実際、筆者 はB2をB1と誤
解 していた時期があった。
不適解が生 じた とき、 「C:因子モデル不適合」は しばしば口にされる。 しかし、現
在のところ、その構造は明 らかではない。不適合 と一口に言 って も、 どう不適合 なのか、
そのパ ター ンが完全には整理 されてい ないのである。ここで は、 「C1:独自分散 の母
集団値が負」「C2:モデルに合 わない変数の存在」の2つ を取 り上 げている。その他 に
も色 々とパ ターンがあろ うが今後の課題 としたい。 「D:不明」は、A、B、C以 外の
状況である。
4原 因の同定と処置
不適解のパ ターンを同定す るために以下のことを検討す る。まず、母数空 間の制約
0〈 Ψ,<σヴをはず して、制約のない自由な母数 として推定す る。そうして、図表2の
チ ェック項 目を検討する。
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図表2.不 適解の原 因を同定するためのチェ ックリス ト.C2に対 しては本文 を見 よ。
チェック項 目
A B1
不適解の原因
B2 C1
(i)反復は収束するか? ○ × × ○
(ii)推定値は安定 しているか?(推 定
方法や初期値,最 適化アルゴリズムに
大きく依存 しない)
○
一つの変数に関わ
る推定値が不安定
二つの変数に関わ
る推定値が不安定 ○
A
(iii)ψ¢の標準誤差(SE)がほぼ同じ大
きさであるか?
○
一つ大 きいSEが
ある
二つ の大 きいSE
がある ○
(量V)(iii)が○であってかつ,負 の値
として推定 された ψ`の信頼区間が0
を含むか?
○ × × ×
(v)基準化残差 †がおよそ同 じぐらい
の大きさか?
○ ○
×(鳶一1因子解に
対 して)
○
†基靴 残差 ・D・g(3)一1/2[3一(AA'+動]D・・g(3)一1/2の額 素
(iv)は(iii)が○であるこ とを前提 とす る。標準誤差 が極 めて大 きくな り、信頼区
間が原点を含むことが結構あるのである。この場合は、標準誤差が不当 に大 きく推定 さ
れてお り信頼区間が信頼で きないか らである。
不適解の原 因が 「A:標本変動」である と判断で きるためには、上記 の5つ の条件
(i)一(v)がすべて確認で きる必要がある。つま り、反復 が収束、推定値が安定、標準
誤差 の大 きさがそろってお り、区間推定が原点を含み、基準化残差が 同程度の大 きさで
あることが成立 していなければな らない。不適解の原 因が 「A:標本変動」である と判
断 した場合、 ψFOと する境界解(boundalysoludon)を採用す る。
この解析が どの程度価値があるか を検討 してお く必要がある。つ まり、標本変動によ
って Ψf<0となる ような(あまり質の よ くない)標本に基づ く解析が、 どの程度信用が
おけるのであろうか。Bagozzi-Yi(1991)は、た とえΨ,>0であったとしても、Ho:ψfニ0
のワル ド検定 が有意 に ならない とき、つ ま り、 Ψ,の信 頼 区間が 原点 を含 む とき、
incongruoussol磁onsとよんで、モデルの不適切 さの指標 としている。 これ を必要要件
とするならば、不適解が起 こるとモデルはいつ も採択 しないという結論 になる。 しか し、
不適解であるΨ,はともか く、それ以外 の推定値 は真値 を十分 に近似 しているか もしれ
ない。Gerbing-Anderson(1987)は大規模なモ ンテカルロ実験 を行 い、境界解 などの性
質 を調べた。その結果、不適解 となる観測変数に関わるパラメータの推定値 にはややバ
イアスが生 じるものの、その他 の推定値はかなりよく真値 を近似 している とい う結論 を
得ている。
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一方、次 に述べ るように不適解 の原 因がB、Cの ときには、不適解が真値(実 は真値
の定義 も難 しい)を 近似 している保証が ない。 この意味で、 「A:標本変動」 による不
適解は 「良性」、その他の原因による不適解は 「悪性」 とよんで もよいであ ろう。
不適解の原因が 「B:識別性」の ときは、一般 に、上記(i)、(ii)が×であ ることが多い。
識別性が崩れているときは、パ ラメータの多 くの値に対 して適合関数の値が同 じになる
ので、反復が収束 しないことが多 いのである。B1とB2の違いは、B1では、初期値 を変
えれば不適解になる変数がいろいろ変 わるが、B2では、不適解になる変数が、図1の例
で考 えれば、ほぼ、変数1と2に 限 られる。その他の変数が不適解になったとして もX2
一値が大 きくな り適合度 が悪 くなる。ん一1因 子分析結果の基準化残差 を比較 すると、
B2では、(2,1)成分がやや飛びぬけて大 きくなるのに対 して、B1では、その ような異常
性は現れない。もちろん、(iii)、(iv)も×である。再び図1の 例で考 えれば、B1では Ψ1
の標準誤差 が大 きく、B2の場合 は、 ψヱと ψ2の標準誤差が大 き くなる2)。さらに、原
因がB2である場合 は、た一1因 子モ デルでHo:Cov(ひ2,σD=0をLM検:定す ると有意
になる。
B1とB2の区別は明確で ないこともあるが、標準誤差 に比べて、基準化残差 とLM検:
定が より有用 な情報 を与えることが多い。推定値が不安定な ときは標準誤差 も不安定に
な り、それゆえ、標準誤差が正確な情報を与えないことがあるか らである。
不適解の原因が 「B:識別性」 のときの対処方法 は次の ようになる。B1の場合 は、独
自因子が共通因子 に解釈 されない ように、因子数 を1減 らして た一1と して再推定すれ
ばよい。 しか し多 くの場合、小 さい因子数か らモデルの適合度 を検討 しているはずであ
り、因子数が 丸一1で あるモデルが棄却 されたため た因子モデルで推定 した と考え られ
る。従 って、B1の対処方法は、 一々1因 子モデルが棄却 されることへの対応 ということ
になる。基本的に た一1因 子モデルの構造 を もっていなが ら、 このモデルが棄却 される
理 由として、次 の2つ が分かっている。
B11標本サイズ πが大 きく、検定の検出力が非常に高 くなっている;
B12母集団分:布に関す る仮定が崩れてお り、検定統計量の分布がカイ2乗 分布で近
似で きない。
ηが大 きい ときはP一 値 をややあ ま くみるか、共分散構造分析 で発展 した適合度指標
(GH、CFIなど)を参考 にする ことになる。モデルが現実の近似 である以上、モデルで
説 明 しきれない部分(例 えば、微小 因子(minorfactors)の影響)は 必 ずある。 この部分
は どんなに小 さくても、ηを大 きくすると検:出できる。検出 してモデルを棄却すべ きか
どうか、この点が問題 になる。モデルで説明 しきれない部分 を検 出してモデルを採用 し
ないとき、不適解の原因はCま たはDと い うことになる。
独 自因子が共通因子 に解釈 されないようにす るための方法論 も提案 されている(lhara
-Kano1986;Kano1990)。
母集団分布 に関する仮定が崩 れている(B12)ときには、ADF法やその類型な ど種 々の
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オプシ ョンが用意 され てお り(Brownel982;Satorra-Bender1986)、共分散構造分析 ソ
フ トウェアで実行 できる。
B2が原因の ときは、 λ1∈λ2 も々しくは ψ1=Ψ2な どと制約 した下で推定する。 ま
た、た一1因 子モデルにおいて独 自因子間に共分散Cov(ひ2,σ1)を導入することも考えら
れる。詳 しくはKano(1997b)を参照。
不適解の原因Cに ついては、本稿では2つ の例 を考 えてい る。一つ 目C1は 、母分散
行列が Σ=Aぺ+Ψ なる構造 をもつが、 Ψ,<0である場合である。 この場合は明らか
に変数)6を因子モデルに含めることが間違 ってい る。・この原 因を同定 するにはまず、
(i)一(iii),(v)が成 り立 っている ことを確認す る。 ψ」<0であ るか ら、(iv>は成立 しな
いと考 えられる。 ψ,〈0である場合 の対 処方法 は、対応す る変数 濫 を削除することで
ある。
二つ目(C2)は、因子モデルに適合 しない観測変数が含 まれてい る場合である。そ
のような変数 を統計 的に同定 し取 り除 くことによって、因子モデルが適合することがあ
る。 ここでは、モデル に適合 しない変数の独 自分散が不適になる とい うC1の状況では
な く、適合 しない変数のおかげで適合度が悪 くなり、因子を もう一つ増 や したところ不
適解が現 われた という状況 を念頭 においている。Kano-Ihara(1994)は、尤度比検定法
を用いてモデルに合 わない変数 を同定する方法 を提案 している。
以上の原因別対処方法を図表3に まとめてある。
図表3.原 因別対処方法
■
原因 対処方法
A ψ信≧0の 範囲で解を求める(境界解)
Bll
B12
GFIやCFIなどの適合度指標を参照する
ADFタイプの推測方法を行なう
B2 λ1ゐ=λ2鳶や ψ1=ψ2な どの制約 をお いて推 定する
1
9臼
C
C
変数 瓦 を削除する
モデルに合わない変数を同定 し削除する
5例
5.1Maxwellのデー タ
Maxwell(1961)3)は、精神 病 院(psychian℃cknic)にや っ て きた148人の子供(Samplel)
と正 常 な子 供810人(Sample2)に対 して、心 理 テス トと欲 求 ・願 望(orectictendencies)
に関 す る ア ンケ ー ト調 査 を行 った。彼 は、 両 方の デ ー タを当時 最新 の推 測方 法 であ った
Lawleyによる最 尤 法 を用 いて(探 索 的)因 子分 析+適 合 度 検 定 を行 い 、最 尤 法 が う ま く
働 くと きもあれ ばそ うで ない とき もあ る と報告 した。Sample1はうま く働 く例 で 、最尤
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法+適 合 度検:定の結 果、3因 子 が抽 出 され る。Maxwell(1961、55頁)は「一見2因 子 モ
デ ル で説 明 され る よ うだが 、2因 子 モ デ ル はoversimpHficationであ り、統 計 的 分 析 が
それ を示 した」 と述べ て いる 。
図 表4a.標 本 相 関行 列(Maxwell1961,正常 児 η=810)
COGMITIVETESTS
XIVerba1ムbility1.000
×2SpatialAbility.3451.OOO
】【3Reasoning..594.4771.OOO
X4NumericalAbility.404.338.4981.000
×5VerbalF:Luency.579。230.505,3891.000
0RECTICTE麗DE麗CIES
X6Neuroticis皿questiomaire.280.159251.168.1511.000
×7Waytobedifferent.449.205.377.249.285.363LOOO
X8Worrie3al翼dAnxiety.188.120.186.173.129.359.4481.000
×91ntereβt8.303.168.273.195459.227.439.4291.000
×10Annoyances.200.145.154.055.079.260.511.316.3011.000
一 方 、Sample2に対 して は、最 尤法+適 合度 検 定 は う ま く働 かな い。3因 子 モ デ ル は
棄却 され、4因子モ デルでは、反復 が収束せず、第8変 数の独 自分散 Ψ8の 推定値が0に 近づ く。
Maxwellのデー タの変 数名 な らび にSample2の相 関行列 を 図表4aに 示 す。図表4b
に は3因 子分 析 の結 果 を報 告 してい る。Maxwell(1961,56頁)は、Sample2に対 して最
尤法+適 合 度検:定が うま く働 か ない 理 由 と して 、G)推定 方 法 の 欠点;(ii)(λ81,λ82が
小 さい こ と よ り)標 本 にemorがあ る、 とい う2つ の可 能性 を指 摘 した。
図表4b.因 子 負 荷量 の推 定値:
Maxwellのデー タ(図表4a)の探 索 的 因子分 析(3因 子解,VARIMAX回 転解)
X魚一値;79.1484)(π=810),P一値 く0.001;(推定 値 ×1000)
Fact。rlFact。r2Fact。r31C。㎜乱mali七y
COGNITIVETESTS
XlVerbalAbility
X2SpatialAbility
X3Reasoning
X4NumericalAbility
X5VerbalFluency
ORECTICTENDEHCIES
X6NeuroticismQuestionnaire
X7Waytobedifferent
X8WorriesandAnxiety
XgIn七erests
X10Annoyances
653
129
469
348
726
122
279
039
118
028
352
591
657
470
227
160
130
092
167
028
284
133
204
119
082
433
754
591
532
614
631
384
694
356
586
228
664
359
325
378
ここではSample2の不適解 の問題 を考 える。Sato(1987)は、(i)不適解 になる変数
が初期値 に依存 し、第6、8、9変 数 に不適解が現 れること;(ii)Ψ,<oを許す と反
復が収束 しないこと、 を報告 している。独 自分散の推定値 と標準誤差 を図4cに示す。.
明 らかに、Maxwellのデー タにおける不適解の原因 として、 「A:標本 変動」 では
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図表4c.Maxwellのデータ(図表4aη=810)の探索的因子分析(4因 子解)
独 自分散 ψ」の推定値 と標準誤差(SE)(推定値,SE×1000)
適合度
温 一値P一 値
ψ1 ψ2 ψ3 ψ4 ψ5 ψ6 ψ7ψ8 ψ9 ψ10
0≦ ψ`〈oo MLE
SE
18.4470.072384
037
621
059
302
039
638
037
352
096
778
040
287000
052003
690
037
599
050
一〇〇<ψ`<oo MLE
SE
14.5890.202397
037
629
056
298
040
644
037
324
108
802
042
275-276614
046156
725
040
609
044
図表4d.基 準化残差 トップ5(3因 子解)
X9-X8
0.095
X8-X6
0.084
X10-X8
一 〇.050
X8-X4
0.046
X9-X6
一 〇.044
な く 「B:識別性」が疑われ る。図表4dに は、3因 子解における45個の基準化残差の
中で、絶対値の大 きい順 に5つ を示 してある。
飛 びぬけて大 きいものがあるというわけではない。従 って、B2が 原因である とは考
えに くい。以上の ことか ら、不適解 の原因 はB1ではないか と考 え られる。B1と 結論
するためには、B1のための原因B11、B12を検討 しない といけない。生データがないの
でB12は検討で きないが、η=810を勘案する と、 「B11:標本 サイズ ηが大 きく、検定
の検出力が非常 に高 くなっている」 と考 えられる(ちなみ に、GFI=0.981,CFI=0.97$)。
以上が一つのス トーリーである。
4節で、以下のように述べ た。
モデルが現実の近似である以上、モデルで説明しきれない部分は必ずある。
この部分はどんなに小さくても、ηを大きくすると検出できる。検出してモ
デルを棄却すべきかどうか、この点が問題になる。モデルで説明しきれない
部分を検出してモデルを採用しないとき、不適解の原因はCまたはDという
ことになる。
この意味 をMaxwellのデータに即 して考 えてみる。Maxwellのデータには3因 子モデ
ルはかな りよく当てはま り、基準化残差 もすべて0.10以下で、大 きさに関 して特異性
は見当た らない。従 って、 このモデルは十分現実 を反映 しているだろう、 というのが上
記のス トーリーである。 しか し、モデルに当てはまらない部分は小 さいか もしれないが、
その部分 をなんとかしてさらに良いモデルが構築で きるのならば、話 は別である。3因
子モデルはやは り棄却 した方が よい、 ということになるだろう。そのキーは、図表4d
の基準化残差 にある。残差 の大 きい方から4つ までが第8変 数に関わっていることが分
かる。つま り、 この事実は、第8変 数が この因子モデルに合 っていない という可能性 を
示唆 している。そこで、各変数が3因 子モデルに合っているか どうかを検討する。その
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方法論 はKano-Ihara(1994)に与 えられてお り、結果のみを述べ ると、予想通 り、第8
変数がモデル不適合であると判断 され、第8変 数 を除いた、合計9変 数に対する3因 子
モデルの適合度 は、
雌 一値;14.58(η=810);P一値=.2712
となり、見事に3因 子モデルが受容 される。
もちろん、 この解析で も、モデルが完全にデータの発 生機能になっているとい うわけ
ではない。 しか し、大標本 η=810であ って も、検:出されない ぐらいモデル に合 わない
部分が小 さ くなっている。図表4eに 因子負荷の推定値 をあげてお く。
図表4e.因 子負荷量の推定値:
第8変 数 を取 り除き残 りの9変 数 を探索的因子分析(3因 子解,VARIMAX回転解)
X1多一値=14.58(η=810),P一値r27ユ2;(推定値 ×ユ000)
FactorlFactor2Factor31C。 ㎜mality
COGNITIVETESTS
XIVerbalAbility
X2SpatialAbility
X3Reasoning
X4NumericalAbility
X5VerbalFluency
ORECTICTE冠DENCIES
X6Neuroticis臓Questio㎜aire
X7Waytobedifferen七
X8WorriesandAnxiety
XgInterests
X10Annoyances
5.2WISC-Rデ ー タ
574
095
406
325
780
104
228
103
000
412
585
697
487
243
175
143
180
028
323
139
225
117
092
396
808
482
625
603
371
702
356
675
198
725
275
391
次 の例 は 、WISC-Rと い う知能検 査 デ ー タの 因子分 析 であ る。
図表5a.6歳 児WISC-Rデ ー タの標 本相 関行 列(η=100)
(児玉 ら1978;渡部1992)
言語性検査
X工 知識
X2類 似
X3算 数
X4単 語
x5理 解
X6数 唱
動作性検査
X7絵 画完成
X8絵 画配列
X9積 木模様
X10組み合せ
X11符号
X犯 迷路
1.00
.391.00
.23.331.00
.43.44.141.00
.43.43.17.561.00
.25.24。45.24,221.00
.15.28。35.17.17
.12.24。01.22.13
.14.25.32.14。10
.20。34.16.27。28
.07.21.09.OO.08
.11.14.16.07.08
.131.00
.08.321.00
.30.33.281.00
.18.16.07.401.00
.11.11.19.27.121.00
.05.23.17.33.33.371.00
図表5aに 示 した相 関行列は 「日本語版WISC-R知能検:査法」(児玉 ら1978)に掲載
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図表5b.WISC-Rデータの探索的因子分析結果(3因子解)
独 自分散の推定値 と適合度(推 定値 ×1000)
制約
(収束判定基準) 推定法
適合度
x§3埴P一値 ψ1
独自分散推定値
ψ2ψ3 ψ4
0≦ ψ〆oo
(10一3,10『5)
MLE
LSE
30・7580・579
30。7160.581
654
653
564000
559000
415
409
一 〇〇<ψ 藪くOo
(10-3)
MLE
LSE
47.9770。045
29.5930.638
660
653
一663718788
560-492
431
415
一〇〇<ψ 〆 ∞
(10-5)
MbE
LSE
28,6890.682
29,5220.641
654
653
575-95233
560-550
431
415
図表5b.(続 き)
ψ5ψ6 ?
?
?
?
?
?
?
??
?
?
?
??
?
?
?
MLE466745754808528709786681
LSE471747769823534736778642
MLE450805775872436733846752
LSE472786774826533734782656
MLE460849790843496708807713
LSE472789775826532734782657
され ている標準化 デー タ(6歳児、π;100)である。WISC-Rの因子構造 については1因
子 から3因 子 まで諸説あ り、渡部(1992)では主因子法 による5因 子解 も報告 されている。
服部(1992)はWISC-Rと類似 の知能検査 であるWAIS-Rにおいて検証 的因子分析 を
試み ている。ここで問題 にするのは不適 解 となる3因子解 である。図表5bに3因 子モ
デルの最尤解(MLE)と最小2乗 解(LSE)を報告す る。一Q・<Ψ,<。とした場合 でかつ
収束判 定基準 が あ まい(ε=10-3,EQSのデ フ ォル ト)とき、MLEは 明 らか にlocal
maximumにしかす ぎないが、このデー タに3因 子 モデル を当てはめ るときの異常性 を
図表5c.MLEの標準誤差(SE×1000)
1
ψ1 ψ2 ψ3 ψ4 ψ5 ψ6 ψ7 ψ8 ψ9 ψ10 ψ11
闘
ψ12
0≦ ψ乞くoo
一∞<ψ 歪くoO
107
098
094
092
020
90319
103
118
102
115
108
125
115
084
126
080
118
098
115
092
130
124
127
115
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図表5d.LM検定 と基準化残差)
1
変数 LM検 定(P一値) 基準化残差
06,03(ψ6β) 11.353(0.001).249
σ12,σ11 (ψ・2,・) 6.009(0.014).167
o合,ひ3 (ψ8,3) 4.618(0.032)一.164
し葱,ひ7 (ψ8,7) 3.622(0.057)一.144
ひ7,σ3 (ψ7,3) 2。956(0.086) 。120
観るという意味 であえて報告 してある。 収束判定基準 を厳 し くす ると、 Ψ3が不適解
になる(反復 回数=100;未収束)。別 の初期値 から反復 を始めると 第11変数が不適解 に
なった。
推定値の標準誤差(SE)を観てみると(図表5c、一。。<Ψ,<。の場合)、Ψ3<0となる
第3変 数が異常 に大 きい。異常 とまではいえないが、 Ψ6が2番目であ る。その他 の値
は0.1前後 と、極 めて一様である。0.1前後 という標準誤差は小 さくないが、 これは標本
サイズ π=100が小 さいのが原因であろう。
この デー タの不適 解の原 因は、明 らかに 「A:標本 変動」ではない。B1、B2の可能
性 を調べるため2因 子 モデルを当てはめると、適合度検定 ではP一 値二〇.106(図表5f)
とな り、2因 子モデルが受容 される。従 って、3因 子モデルの不適解の原因は、2因 子
モデルが当てはまるにもかか わらず、3因 子モデルを当てはめ ようとしたからだと考 え
られる。つま り、B1をその原因 とす るのが一つの考 えである。図表5cの 標準誤差が第
3変数を除いてほぼ一定であるとい うこともこの結論 を支持する。
図表5e.因子負荷量の推定値(F1とF2の因子負荷ベク トルはVARIMAX回転 してある)
(推定値 ×1000)
Factor
Variab互e MLE LSE
恥 巧 麗 F1 乃 聴
X1 知識 574 134 000 583 127 000
X2 類似 571 334 000 587 334 000
X3 算数 209 374 538 238 353 546
x4 単語 749 074 000 744 061 000
.X5 理解 732 068 000 721 065 000
X6 数唱 290 245 538 305 227 546
x7 絵画完成 189 449 000 204 446 000
X8 絵画配列 184 332 000 170 326 000
Xg 積木模様 100 706 000 121 709 000
.X10組み合せ 306 434 000 303 404 000
X11 符号 017 422 000 014 431 000
X12 迷路 034 526 000 025 545 000
F1:言語理解,F2:知覚的体制化,F3:転導性か らの解放(短期記憶)。
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更なる可能性を探 った。基準化残差 を検討 した。図表5dに 示す ように、第6変 数 と
第3変 数 との相関に対応す る部分の残差がかな り大 きい。 このようなときには注意が必
要である。 この ように特異 で大 きな残差があるにもかかわらず2因 子モデルが棄却 され
ないのは、標本サ イズが小 さ く検定の検 出力が十分でなかったか らとい う可能性が考え
られる。
一つ大 きな残差がある場合 は、不適解 の原因 としてB2が 考 えられる。そこで、独 自
因子間に相関を許すべ きか どうか を検討す るためLM検 定 を実行す る と、予想通 りΨ63
が有意 になった(図 表5d)。つ ま り、第3因 子 として、第6変 数 と第3変 数 にのみ負荷
する因子 を導入す る価値が あるように思われる。図表5eに3因 子解 で、第3因 子の第
6変数 と第3変 数への負荷量 を等 しいとおき、さらにその他 の因子負荷量が0で あると
して推定 した結果 を示す。F1とF2の因子負荷量 はVARIMAX回転 してある。 また、第
3因子の因子負荷のワル ド検定はW=3.894であ り高度に有意 となる。 「X3:算数」 と
「X6:数唱」 に負荷す る因子 は、時 と して、 『転導性か らの解放因子』 とよばれ、固
有技術 的観点か らも意味のある因子 のようである。
2因子解 と図表5eの モデル とではどち らが よい と考 えるべ きであろうか。 これ ら2
つのモデルの適合度 とAICの値 を図表5fに報告 してあ る。2因 子モデルのカイ2乗 検
定はモデル を棄却 しないが 、ここで考 えたモデルの方が よい当てはま りを示 し、AICの
意味で もよいであろうと思 われる。
図表5f.モデル の比較:2因 子モ デ ルversus表5eで報 告 したモ デル
モデル 'X2一値(df) P一値 AIC
2因子 モ デル
表4eの モ デノレ
54.873(43)
43.280(42)
0.106
0. 16
一31.127
-40.280
ここではB1とB2の原因 を考 えた。12変数の探索 的因子分析 で3因 子 までを同定 し
たいのな らば、標本サイズ πニ100は小 さす ぎるであ ろう。その意味で標本サ イズ数百
のデータで再分析す る必要がある。
Wechsler系の知能検査データに対す る探索的因子分析的接近はた くさんあるが(e.g.,
Allen-Thomdike1995;Kaufman1975;Leckleter-Matarazzo1986;Osbome-Suddick
1972;上野1982;藤田 ら1991;前川 ら1991)、説得力のある解析例 があま りない よう
に思われる。特 に、主因子解 のような探索的因子分析の簡便法の適用が多 く、デー タへ
の適合度 を十分 に検討 したものは少 ないようである。その中で、豊田(1992、198頁)、
服部(1992)、OrGrady(1983)、清水(1996)、狩野(1997a)等が行 なった、2次 因子 分析 や
因子 問に相関を認めた検証 的因子分析がすっきりしているように思 える。 もちろん、こ
れらの共分散構造分析が実行で きるのは、先行研究において、探索的因子分析などによ
ってこの知能検査データの因子構造 に関する知見が積み重ねられてきたか らである。参
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図表5g.検証的因子分析
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考 までに、図表5aのWISC-Rデー タの検証的因子分析結果 を図表5gに 報告す る。
このデー タに対 しては検証的因子分析などが うまく働 いた。 しか し、一般 に、他の年
齢のデータやWAIS-Rに対 しては うま くいか ないこ ともある。年齢 に関す る不変性 に
ついて も定説はない。Wechslerの奥は深い。
5.3Bechtoldtのデータ
Bechtoldt(1961)は因子分析 の安定性 を調べ るため17項目の心理 テス トを2組 のデー
タ[SampleI(η=212)とSampleH(η=213)]にランダムに分割 し、それぞれの因子分
析結果 を比較 した。当時 は最適化 アルゴリズムが不適切な ものであったため不適解 には
ならなかったが、2組 に対す る分析結果が大 きく違ったため、因子分析 に対す る信頼が
失われ ることとなった(丘 本1987,22頁)。
このデータに対す る6因 子解は不適解 となる。不適解の原因がB2であ ることはVan
Driel(1978)やSato(1992)によって指摘 されている。
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図 表6a.Bechtoldtのデータに対す る探索的因子分析結果(6因子解,θニ10-6;推定値 ×1000)
標本 推定方法 収束反復
回数
適合度指標
x癒値 P一値 ψ1
独 自分散の推定値
ψ2 ψ3 ψ4
SampleI MLE
SE
129 51.8440,364807
080
一224009
372
171
027
134
028
bSE
SE
35 56.6040.212680
.447
一〇49
3177
185
802
132
985
SampleII MLE
SE
59 54,800.264005
373
697
096
178
029
160
028
LSE
SE
34 55.2060.252195
1298
660
402
187
761
164
797
h
図表6a.(続 き)
独 自分散 の推 定値
ψ5ψ6ψ7ψ8ψ9ψ10ψ11ψ12ψ13ψ14ψ15ψ16ψ17
MLE229397321564372231319464133502269359465
SEO31064085064085046047063106054055056054
1.SE214370350559369227319440191475257362475
SE758429517250403628506398779274561465293
MLE256262358499412346279179424491356407458
SEO33064056058053054051094064054069058063
LSE245274352489408356272204406481363387464
SE654538436304375447505761438263446407349
図表6aにBechtoldtのデータに対す る独 自分散の最尤解(MLE)と最小2乗 解(LSE)、並
びにそれぞれの標準誤差 を報告 してある。6因 子解の適合度は良いが、第1変 数 と第2
変数の独 自分散の推定値が極めて不安定であることが分かる。Sato(1992)は初期値 に
よって も異なった解が得 られるこ とを報告 している。推定方法、最適化 アルゴリズム、
初期値 に よって異 なる解 が得 られる好例 であ る。SampleIのMLE、LSEは共 に適解
であるが、 ψ1の推定値がやや異 なる。また、MLEの標準誤差 は、 ψ1とΨ2が突出 して
大 きく、LSEでは ψ1の標準誤差が大 きい。従 って、適解 であって も、モデルが適切で
あるか どうか検討する方が よい。
一方、5因 子解(MLE)の適合度 は悪い。図表6bに 、独 自因子 間に相関を仮定 すべ き
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か を調べ るLM検 定 と基準化残差 を示す。これ らの結果 から、両Sampleとも、独 自因
子 ひ2、{11間に相関を仮定する(Model1)か、この相関を説明す る第6因 子 を導入すべ
き(Mode12)であることが分 かる。図表6cと 図表6dに これ らのモデルに基づ く推
定結果 を示す。SampleIとSampleHの分析結果 は、 λ15にやや大 きな違 いが あるが、
十分近い ものであるといえるだろう。
図表6b.LMテス トと基準化残差(5因 子解)
標本 変数 LM検定(P埴) 基準化残差
SampleIσ2,σ1 (ψ2,1) 34.449(0.000).335
σ11,σ10 (ψ11,10)9,869(0.002).013
ひb,σ5 (ψ9,5) 8.078(0.004).043
σ11,σb (ψ11,9) 7.356(0.007)一.026
σ4,σ1 (ψ4,1) 7.331(0.007).043
SampleIIσ2,σ1 (ψ2,1) 31.912(0.000).278
σ17,σ15 (ψ17,15)21.642(0.000).113
σ14,σ13 (ψ14,13) 6,915(0.009).042
σ11,σ5 (ψ11,5) 6.798(0.009)一.032
σ10,σ3 (ψ10,3) 5.465(0.019)一.026
図表6c.Model1(6因子 解;λ16=λ26)&M(x】el2(5因子解;Ψ2,1≠0)による分析結果:
適 合度 と独 自分 散(推 定値 ×1000)
標本 推定方法 適合度
κま。一値P値
Model1
λ16=λ26ψ1 ψ2
Model2
ψ2,1ψ1
脚
ψ2
SampleIMLE
LSE
71.9470.139
72.0860.136
589461
590460
552
547
346807
348808
899
895
SampleIIMLE
LSE
71.3930.149
71.3660.150
559415
558429
519
523
313728
311740
832
834
図表6c.(続 き)
独 自分散の推定値(Modelsland2)
ψ3ψ4ψ5ψ6ψ7ψ8ψ9ψ10ψ11ψ12ψ13ψ14ψ15ψ16ψ17
171134229401309568374232317451170495269358466
193130210404318557378221328434220484247362476
180160258270353501415346278161432474441336522
193160250276365485413354275201405473431312524
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図表6d.Model1(6因子解 λ16=λ26)&M6del2(5因子解
因子負 荷 量(推 定 値 ×1000)
Ψ2,1≠0)による.分析結 果:
因子負荷量の推定値
変数 Samp塾eI SampleII
F1 凡 瑞 瓦 瓦 馬 恥 乃 凡 飛 馬 瑞
X1 FirstName 255 224 014 198 194 589 150 276 000 103 404 559
X2 Word.Number 135 238 074 052 136 589 197 176 107 246 163 559
X3 Sentences 817 194 一〇25 138 323 000 816 238 027 152 270 000
X4 VbcabuIary 839 299 一〇〇1 191 190 000 813 302 027 195 223 000
X5 Comp豆etion 77P1215 252 120 230 000 768 258 120 135 230 000
X6 FirstLeもters 210 691 057 205 180 ㎜ 224 783 060 167 190 000
x7 FburLetterWbrds073 799 064 181 098 000 204 702 170 092 274 000
X8 Su田xes 304 551 一〇33 149 112 000 305 608 009 112 153 000
Xg Flags 045 075 748 179 166 000 037 112 740 144 063 000
Xlo Figures 005 074 872 039 029 000 030 002 802 032 093 000
X11 Cards 094 一〇〇6 816 020 088 000 066 074 830 128 089 000
X12 Addition 149 231 146 649 184 000 122 054 089 898 078 ㎜
X13 Multip至icati・n 112 191 一〇〇9 866 153 000 131 178 089 683 214 ㎜
X14 Three-Higher206 196 245 511 321 000 160 137 272 512 382 000
X15 LetterSeries287 224 126 295 704 000 217 199 173 283 602 ㎜
X16 Pedigrees 362 195 141 134 660 000 394 131 041 106 692 000
x17 LetterGrouping227 210 153 339 549 000 135 306 211 236 516 000
.」珊:VbrbalComprehension,」騒:WbrdFluency,焔:Sp㏄e,現:Number,瑠:Rea-
sqningorInductive,馬:Memorizing・
以 上3つ の 実 際 デ ー タ に 対 す る 、 チ ェ ッ ク リ ス トの 結 果 と不 適 解 の 処 理 方 法 を 図 表7
に ま と め て あ る 。
図表7.3つ のデー タの不適解:原 因の同定 と処理
(推定値 はMLE,独 自分散 に非負の制約はおかない)
項目(図表2) Maxwell
(鳶=4)
WISC-R
(鳶=3)
BechtoldtI
(海=6)
BechtoldtII
(鳶=6)
(
(
(
(
)反 復 †
i)安定
ii)SE
v)信頼区間
(v)残差(た一1因子)
固有因子間相関の
LM検定 侮1因子)
47
x(多くの変数に不適解)
×
×
×(第8変数に関わるもの)
第8変 数 に関 わる もの
186
×(図表5b)
×
×
×(6β)要素
ψ6,3
129
×(図 表6a)
×
×
×(2,1)要素
ψ2,1
59
△
×
適 解
×(2,1)要素
ψ2,1
原因と処理
(B11:3因子)
C1:X8を取 り除 く
(B1=2因子)
B2:λ33箒λ63(3因子)
ψ6,3≠0(2因子)
B2:λ16=λ26(6因子)
ψ2,、≠0(5因子)
収束判定基準6ニ10-6としたときの収束す るまでの反復 回数
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6お わりに
Law豆ey-Maxwell(1971,Section4.6)に不適解の対処方法が述べ られ,ている。その
アイデアは次のようである。 Ψfの推定値が不適解 だとすると、 Ψ,=0である と解釈す
る。つ まり、誤差が0と い うわけである。この とき、適当な因子回転 をすれば、共逓因
子の一つ をある観測変数 と同一視で きる。 このこ とを利用 して因子負荷 を推定す る。
Bender(1976)は、このモデルはmixedfactor-componentsmodelになる ことを指摘 し
ている。前節 までの議論 をふ まえれば、 この方法が盲 目的に適用 できるというわけでは
な く、不適解が標本変動 によって引 き起 こされている こと、独 自分散 Ψ,が小 さい とい
うことが妥当であること、以上の2つ が満た されていることが必要条件である。Ihara
(1987)、猪原(1991)、Ihara-Kano(1995)はLawley-Maxwellの解析の矛盾 を指摘 して
いる。
本稿 で議論 したような分析 を実行す るには従来か らの探索的因子分析のソフ トウェア
に加えて、共分散構造分析の ソフ トウェアの利用が不可欠である。最近の共分散構造分
析 ソフ トウェアについては、狩野(1997b)、Kano(1997a)等を参照 されたい。
共分散構造分析 ソフ トウェアの設計 を観 ると、不適解 に対する製作者のポリシーが窺
える。
(i)
(ii)
(iii)
(iv)
一 。。<Ψ,<∞ にお け る解 のみ 出力(AMOS);
デ フ ォル トは一。。<Ψ,<。。で あ るが 、 ψ,>0に お け る解(境界 解)も 出力 で き
る(LISREL;CALIS);
デ フ ォ ル ト は Ψ,>0で あ る が、 一。。<Ψ,<。。に お け る 解 も 出 力 で き る
(EQS);
ψf>0に お け る解 の み(RAMONA;SEPATH)。
通常 は、 データ解析の途中で負の解 を許 しても、不適解の原因が標本変動であれば、
最終解 としては境界解 ΨFOを 報告する。負の解 は不適解の原因を突 き止 めるため に
計算するのであって、最終解 は母数空 間内で捜 すべ きだか らであ る。AMOSは、不適
解にはまった く意味がないと主張する。境界解 を出力 しないということから、一。。〈 Ψ,〈。。
の下で適解 になる解のみに意味がある、 とい う製作者の主張が読み取れる。AMOSの
デフォル トでは最大反復 回数の制限 もない。従 って、未収束の場合反復 が自動停止 しな
い。強制停止すると推定値 などは出力 しない。徹底 している。RAMONAの作者である
Browneは、反復が収束 しない ことがあるので Ψ∫>0なる制約 をお くと言 っている。
また、適解 に対 して、 Ψ`の信頼区間は、いつ も0を含 まない ように構成される。
LISRELの作 者であるJ6reskogは、 ψ,<0となる解.はモデルチェ ックのため に重
要 と言 っている。同感である。私の経験では、(ii)か(iii)が使 いやすい。
本論文の考察では、Ψ,の標準誤差が重要 な役割 を果た している(Ddel1978,243頁;
Gerbing-Anderson1987,109頁)。この標準誤差 に関 してやや困ったことがあ る。境界
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解でIPi=0と推定 された とき、標準誤差が極めて小 さい値 として出力 されるこ とがあ
し 　
るのである。例Kば 、図表4cの Ψ8=0.00の標準誤差 は、0.003で、他 と比べて随分小
さい。同様のことが、図表5cに も観 られ る。 この意味で も、負の不適解 を検討するこ
とが重要である。境界解 しか見ない と、小 さい標準誤差 のため 「A:標本誤差」 と判断
して しまう誤 りを犯すことがあるか らである。
本稿では、探索的因子分析 における不適解 の原因 と処理について議論 してきたわけで
あるが、率直:な意見 として、かな りテクニ カルだ と言 わざるを得 ない。 もう少 し使い勝
手が よく、因子分析の良さを保ちつつ主成分分析の欠点 を補 う方法論があって もよい。
このような方法 として、最近注 目しているのが次の2つ のモデルである。
Σ=A△1十θ{diag(Σ一1)1-1(2)
ΣニA△1十θdiag(Σ)(3)
ここで θ>0は 推定すべ きスカラーである。(2)はイメージ分析 から示唆を得 たイメー
ジ因子分析 のモデルである(e.g.,柳井 ら1990,68頁)。(3)はいわゆるテス ト理論における
信頼性が一定(1一θ)とい う仮定の下での因子モデルである。推定値 は最尤法(反復法)
で求める。正確 な最尤推定値 を求めるには専用の プログラムが必 要であ るが、SASや
SPSS、共分散構造分析 ソフ トウェアで も実行可能である5)。
純粋 に記述統計 を行 うために主成分分析 を実行することは問題 ない。因子分析 したい
が何 らかの困難のために実行で きず、その代替物 を捜す ときは、主成分分析や主因子法
より上記のモデルの方が良いのでないかと考 えている。モデル(2)、(3)は因子分析モデル
において独 自性にある種の条件 をおいたものと考 えられ、独 自性 を無視する主成分分析
より適用範囲が広い。また、観測変数の尺度変換 に対 して尺度等変 とい う性質を持つ。
さらにモデルがtestableである。 もちろん、 これ らのモデルでは独 自因子 に関する細か
い推測は難 しい6)。
註
1)こ れ らの 結 果 な ど は 、、丘 本(1986,67-68頁)、Cliff-Pennell(1967)、Pcnnell(1968)など も参 照 さ
れ た い。 検 証 的 因 子 分析 モ デ ル に お け る標 本 変 動 の 影 響 はBoomsma(1982,85)、Anderson-Gerbing
(1984)、Gerbing-Anderson(1985,87)など に よ って 調 べ ら れ て い る 。 こ れ らの研 究 は す べ て シ ミ
ュ レー シ ョ ンに よ る。 不 適 解 が 標 本 変 動 に 起 因 す る場 合 、 推 定 量 の漸 近 分 散 を 求 め る こ とに よ り、
どの モ デ ル 特性 が 不 適 解 の発 生 率 に影 響 す る か をあ る程 度 理 論 的 に計 算 で きる 。 残 念 な が ら この よ
うな理 論 研 究 は まだ ない よ う で あ る。
2)B2の 場 合 、 Ψ1と ψ2の値 に よ って は、 ど ち らか の標 準 誤 差 が小 さ くな る こ とが あ る。
3)'Maxwellは心 理 学 者 で あ り、後 ほ ど出 て く るLawleyは統 計 学 者 で あ る。
4))磁 で 自由 度 げ の カ イ2乗 分 布 を表 す 。
5)共 分 散構 造 分析 ソ フ トウ ェ ア で あ っ て も、 共 分 散 構 造 Σ(θ)が陰 関 数 と し て定 義 され て い る 場 合 は 、
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正確な推定値を求めることができない。この意味では本文6節 ②、③のモデルの解を正確 には求め
ることができない。簡便法であるが、右辺の Σを標本分散行列で置き換えれば、共分散構造分析ソ
ノ
フ トウ ェ ア で解 を 求 め る こ とが で き る。
6)主 成 分 分 析 と因子 分析 の 比 較 や 因 子 分 析 の 代 用 と して の 主 成 分 分 析 に つ い て は 丘 本(1986,16頁)、
Bender-Kano(1990)、Sato(1990,1992)など も参 照 さ れ た い。
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Therearemanycausesof㏄cum3nceofimproper301utionsinfactoranalysis.Ide面fシhlg
potentialcausesoftheimpropersolutionsgivesveryusefblinfbrmationonsuitabilityof
themodelconsideredfbradataset.
T雌spapers加diespossiblecausesofimpropersolu亘onsinexploratoryfact6ranalysis,
fbcμsingupon(A)samplefluctuaUons,(B)modelunderidentifiabeand(C).modelunfi㏄ed,
eachha樋ngseveralmoredetailed孟tems.Wethengiveacheckhstωidenti旬thecause,
anφsuggestapro㏄durefbrhowtotreatimpropefsolutionsorhowtore-esdmatefbr
eachofthecauses.
WeillustratetheprQceduresugg畔stedipthisardcle,withseveralempidcaldatasetsin
whichimpropers61utionsapereported.
