In this paper the multiscale Runge-Kutta Galerkin method is presented for solving sine-Gordon equations. The multiscale Galerkin method based on the multiscale orthonormal bases constructed in [8] is used to discrete the spacial variable, and the classical four order explicit RungeKutta method is applied to solve the resulting nonlinear ordinary differential equations. Because of the strong expression of the multiscale bases and the stability of the Runge-Kutta method, stable and accurate approximate solutions are obtained in relatively low dimensional subspaces. All numerical results illustrate the effectiveness of the proposed algorithm.
Introduction
The nonlinear one-dimensional sine-Gordon equation
is one of the basic equations in modern nonlinear wave theory (cf. [13] ). It first appeared in differential geometry gained its significance because of the collisional behaviors of solitons that arise from the sine-Gordon equation. This equation is applied in many scientific research areas such as the magneticflux propagation in large Josephson junctions, the motion of rigid pendular attached to a stretched wire, solid state physics, nonlinear optics, and dislocations in metals, etc.
Since the exact solution of the sine-Gordon equation can only be obtained in special situations, many numerical schemes have been developed for solving the sine-Gordon equation (cf. [1, 4, 11, 12, 14, 15, 16, 17, 18] ). Specifically, readers can refer to [1] for finite element methods, [11, 17, 18] for finite difference schemes. Recently, some other methods are applied to solving the equation such as the boundary integral equation approach (cf. [12] ), the generalized Jacobi rational spectral method(cf. [14] ), the multiquadric quasi-interpolation method (cf. [15] ). The above approaches have to solve the resulting nonlinear systems, which demands a mount of computational cost when high approximation accuracy desired. In [4] , a multilevel augmentation method is presented for fast solving the sine-Gordon equation. This method only need to solve a fixed lower level nonlinear system and compensate the high level component by matrix-vector multiplications, it reduces computing time significantly. However, there has no principle to choose the fixed initial lower level, and it also need to solve nonlinear algebraic equations. Can we obtain a stable and accurate solution of sine-Gordon without solving nonlinear equations? It is this question that motivates the research presented in this paper.
In this paper, we solve the sine-Gordon equation by using the multiscale Galerkin method and classical four order explicit Runge-Kutta method. Explicit Runge-Kutta methods are a popular choice for the time discretization of differential equations, because they have good stability properties and are cheap compared to implicit methods. Multiscale methods have considerable advantages and become standard approaches in applications recently (cf. [2, 3, 4, 5, 6, 7, 8, 9, 10] ). The methods for solving integral equations lead to matrix compression schemes which generate the coefficient matrix rapidly and allow someone to design fast algorithm for the resulting discrete systems (cf. [3, 4, 5, 6, 7, 8] ). The main advantage of this method for solving differential equations is that it can reduce the condition number of matrices and construct fast algorithm thanks to the multiscale characteristics of the bases (cf. [2] , [4] , [8] ).
We first use the multiscale Galerkin method based on multiscale bases constructed in [8] to discrete the spacial variable of the sine-Gordon equations. Then we obtain an initial value problem of one-order ordinary differential equations by means of variable substitution. Finally, we solve the ordinary differential equations via classical four order explicit Runge-Kutta method. The proposed algorithm has three important advantages: firstly, it is convenient and cheap to compute since it is an explicit scheme. Secondly, it is stable enough to solve sine-Gordon equations without any stabilization processing.
Thirdly, it can obtain high accurate approximate solutions in rather lower approximate subspaces. In other words, we can get satisfying approximate solutions even with a limited number of bases.
The remainder of this paper is organized as follows: In section 2 we describe the proposed algorithm in detail. In section 3 numerical results of several test experiments are report, which show that the algorithm is stable and accurate to solve sine-Gordon equations. At last a short conclusion is drawn in section 4.
The multiscale Runge-Kutta Galerkin method for sine-Gordon equations
We consider the initial-boundary value problem of the one-dimensional sineGordon equation
where
. Firstly we convert the nonzero boundary conditions to the zero boundary conditions. To this end, we choose
Thus problem (2.1) can be rewritten as an initial-boundary value problem of functionsũ(
2)
The variational problem of (2.2) is:
where (·, ·) denotes the inner product of function space L 2 (E). The solution to (2.3) is referred to as a generalized solution of (2.2).
In order to solve (2.3) numerically, we choose X n as piecewise linear polynomial subspace of X with knots a
, where the notation Z n := {0, 1, 2, · · · , n − 1}, for n ∈ N. Then the semi-discrete scheme reads:
respectively, usually taken as their interpolation projections or L 2 -projections or elliptic projection on X n .
Since the subspaces X n are nested, that is
X n can be expressed as a direct sum of X n−1 and its orthogonal complement denoted by W n . Recursively, we obtain the following decomposition
where W 0 := X 0 and the notation A ⊕ ⊥ B stands for the orthogonal direct sum of space A and B.
Let W (i) denote the dimension of the i-th level subspace W i , Z n := {0, 1, 2, · · · , n− 1}, J n := {(i, j) : i ∈ Z n+1 , j ∈ Z W (i)}. Then the multiscale orthonormal bases for X n can be represented as {w i,j : (i, j) ∈ J n }. The construction and properties of such bases can be seen in [8] . By utilizing the basis, we reformulate the problem (2.4) as: Find coefficients u i,j (t) and v i,j (t), (i, j) ∈ J n , such that the solutionsũ n :=
The problem of (2.5) is an initial value problem of one-order ordinary differential equations with unknown coefficients u i,j (t) and v i,j (t), (i, j) ∈ J n . We will solve it by the classical four order explicit Runge-Kutta method. To this end, we define
Then equation (2.5) is reduced to a matrix-vector form
Let the time step size be τ, the classial four-order explicit Runge-Kutta method for solving (2.6) is:
Thus for m = 1, 2, · · · , T /τ , we obtain the coefficients
Therefor, the approximate solution of equation(2.1) can be expressed as:
Numerical experiments
In this section we present numerical experiments to illustrate the effectiveness of the proposed method. All numerical results show that the algorithm is stable and can obtain high accurate approximate solution in relatively low dimensional approximate subspaces.
In the following all experiments, n and N(n) stand for the level and the corresponding dimension of X n . Let the error at time level
where u n , u and · 2 denote the approximate solution, theoretical solution and L 2 −norm, respectively. Example 1. Consider sine-Gordon equation (2.1) in the domain −1 ≤ x ≤ 1, and the initial-boundary conditions are given by
The analytical solution is u(x, t) = 4 arctan(sech(x)t). The errors are obtained in Table 1 for t = 0, 0.5 and 1. 
, with the boundary conditions
The analytical solution is u(x, t) = 4 arctan e 2x−t √ 3 . The numerical results for selected time level are given in Table 2 . The initial-boundary conditions are set to be equal to the theoretical solution at t = 0, and x = a, b. The numerical results are reported in Table 3 . We conclude from Table1-Tabble3 that the presented method is stable and can obtain accurate results in relatively low dimensional subspaces. What's more, the errors of L 2 norm decrease regularly according to the increase of level n. When n is changed to n + 1, the errors are almost divided by 4.
Conclusion
In this paper, the multiscale Galerkin method based on multiscale orthonormal bases and the classical four-order explicit Runge-Kutta method are combined to solve sine-Gordon equations. Since the strong expression of the multiscale bases and the stability of the Runge-Kutta method, the algorithm is stable enough to solve sine-Gordon equations without any stabilization processing. And it can obtain accurate approximate solutions even with a limited number of bases. The numerical results illustrate the effectiveness of the algorithm. The proposed method may also has implications in the treatment of other nonlinear partial differential equations.
