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4.1 Summary
In this chapter we provide a Finite–Discrete Element
Method (FDEM) framework with fluid diffusion to in-
vestigate the effect of viscosity–temperature change on
Hydraulic Fracturing (HF). The FDEM alone has been
discussed and utilized in previous works, i.e. (Munjiza
et al., 1995). Here we present the mechanism for im-
plementing fluid diffusion and leakoff in the FDEM ap-
proach (FDEM–HF). The analytical solution of fluid–
driven fractures suggested by Savitski and Detournay
(2002) is recalled, and the effect of viscosity–temperature
change on the fracturing process and regime is scruti-
nized. This work ends by using the previous frameworks
to investigate a large scale HF test, where the effect of
viscosity–temperature change on the fracturing thresh-
old/breakdown, fracture radius, and fluid leakoff and dif-
fusion into the rock matrix are presented.
4.2 Introduction
Fluid diffusion and fracture leakoff are implemented in
the FDEM approach (FDEM–HF) by considering the ex-
istence of flow channels that coincide with the edges of
the triangular elements in the initial mesh1. The nodes of
the triangular elements represent virtual reservoirs where
fluid pressure and fluid mass are sequentially calculated.
The apertures of the flow channels are assigned initial val-
ues (ai) that correspond to the initial permeability of the
porous medium (Fig. 1).
Figure 1 illustrates the concept of implementing fluid dif-
fusion and leakoff in the FDEM application. Fluid is in-
jected at node N and fluid pressure consequently increases
due to a fluid compressibility law. Because of the created
pressure gradients, fluid then flows to nodes (virtual reser-
voirs) through the flow channels. The model also accounts
1For more information about the FDEM, the reader is advised to
check the works of Lisjak et al. (2014; 2013)
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Figure 1 Conceptual graph that illustrates the implemen-
tation of fluid diffusion and leakoff in the FDEM approach
(FDEM–HF). The flow takes place in flow channels that
are initially assigned a finite aperture (ai) which corre-
sponds to the initial permeability of the medium. Each vir-
tual reservoir, where fluid pressure is calculated, receives
a mass of fluid from all branching channels.
for true/physical fluid cavities like boreholes. This new
implementation of FDEM–HF has been detailed, tested,
and verified in Lisjak et al. (2017).
Based on the initial flow channel aperture (ai), the initial
volume of the virtual reservoir (V ) is determined from the
volume of conjunctive channels (Fig. 1) for a unity in the
third dimension. The initial mass of fluid at each reser-
voir is calculated by adopting the same concept, yet the
degree of saturation (S) is considered. Once the model
starts undergoing the external loads and boundary condi-
tions, the pressure and/or fluid masses at the virtual reser-
voirs change. Within a hydraulic time step i, the fluid
pressure (pi) at the virtual reservoirs is calculated while
considering any increase/decrease of fluid mass (∆m) as
well as any changes in the cavity volume itself,
pi =

pi−1 +Kf
∆m
ρf V i
,Change in fluid mass;
pi−1 +Kf
V i − V i−1
(V i − V i−1)/2 , in cavity volume;
0, for partially saturated media.
(4.1)
Kf and ρf are the fluid bulk modulus and density respec-
tively. The created pressure gradients between the virtual
reservoirs incite fluid to flow in the channels. The fluid
flow is assumed viscous and laminar, henceforth, it can
be described using Darcy’s law. The flow q between two
reservoirs 1 and 2 within the time interval i of discretiza-
tion ∆th is described as,
q =
∆m
∆th
= f(S)
pi1 − pi2 − ρfg(y2 − y1)
R
, (4.2)
with y1 and y2 being the elevations of the cavi-
ties/reservoirs 1 and 2 respectively. f(S) is a dimension-
less function that relates the permeability of the flow chan-
nel to the reservoirs degree of saturation. f(S) ranges
between 0 for perfectly dry reservoirs to 1 for fully satu-
rated reservoirs. R is the flow resistance parameter of the
channel that connects the reservoirs 1 and 2, and it is cal-
culated using the cubic law for flow between two parallel
plates (Lisjak et al., 2017),
R = 12 η
∫ l2
l1
1
a(l)3
dl =
6η(a1 + a2)
a21 a
2
0
L, (4.3)
where η is the fluid kinematic viscosity, L is the length
of the flow channel, a1 is the flow channel aperture at
reservoir 1 and a2 is the flow channel aperture at reservoir
2. The channel aperture is bounded between to limits for
maximum opening and maximum closure beyond which
further closing or opening have no meaning (Lisjak et al.,
2017).
There are two distinct time discretizations in this approach
of FDEM–HF. The first time scheme is used for the me-
chanical solver, i.e. deformation and fracturing. The sec-
ond time scheme is used for the hydraulic solver, i.e. fluid
diffusion and leakoff. The HM coupling is achieved by
choosing the frequency between the mechanical and hy-
draulic solvers. For instance, the updates from the me-
chanical solver affect fluid pressure in the medium, and
the resulting fluid pressure (from hydraulic solver) affect
the mechanical calculations for the next time iteration.
The stability of the hydraulic solver is assured by con-
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trolling the size of the time step,
∆th ≤ min
m
 VmKf
ρf
∑
n
1
Rn
 , (4.4)
m and n index over all the cavities and flow channels in
the boundary problem.
4.3 Water viscosity–temperature
relation
Dynamic viscosity of a fluid describes its resistance to
gradual deformation, and hence flow. It can be thought of
as a measure of fluid friction. Water viscosity is indepen-
dent of fluid pressure except for very high values larger
than 80 MPa, yet it is strongly dependent on temperature
(Likhachev, 2003). Viscosity of liquid water at different
temperatures up to the normal boiling point is listed in
Table (1)2.
Table 1 Dynamic viscosity of water substance at different
temperatures (1 cP(centipoise)= 10−3 Pa.s).
Temperature Dynamic viscosity
T (◦C) µ (cP)
10 1.308
20 1.002
30 0.7978
40 0.6531
50 0.5471
60 0.4658
70 0.4044
80 0.3350
90 0.3150
100 0.2822
Burger et al. (1985) indicated that the variation of water
substance viscosity in temperature range of 0 ◦C to 370
◦C can be approximated by Eq. 4.5, T in Kelvin, with an
accuracy of 97.5%.
µ = 2.414× 10−5 × 10
(
247.8
T − 140
)
(Pa.s) (4.5)
Figure 1 shows a quite good agreement between the exper-
imental record of Table (1) and the analytical expression
of Burger et al. (1985) for the temperature range of 10 ◦C
to 100 ◦C.
2www.engineeringtoolbox.com
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Figure 2 Correlation between the experimental record of
the water substance shown in Table (1) and the analytical
expression of Burger et al. (1985).
4.4 Fluid–driven fracture: Effect of
fluid viscosity
This section presents an analysis of the propagation of a
penny–shaped hydraulic fracture in an impermeable elas-
tic rock. The fracture is driven by an incompressible New-
tonian fluid injected from a source at the center of the frac-
ture. The fluid flow is modelled according to lubrication
theory, while the elastic response is governed by a sin-
gular integral equation relating the crack opening and the
fluid pressure. It is shown that the scaled equations con-
tain only one parameter, a dimensionless viscosity, which
controls the regimes of fracture propagation. Asymptotic
solutions for zero and large dimensionless viscosity are
constructed.
4.4.1 Problem formulation and analytical
solution
Consider an axisymmetric hydraulic fracture propagating
in an infinite impermeable elastic medium characterized
by Young’s modulus E, Poisson’s ratio ν, and toughness
KIc (Fig. 2). An incompressible Newtonian fluid with
viscosity µ is injected at the center of the fracture at con-
stant volumetric rate Q0. We seek to determine the crack
aperture w(r, t) as a function of the radial coordinate r
and time t, the net pressure p(r, t) (the difference between
the fluid pressure pf and the far–field compressive stress
σ0 perpendicular to the fracture plane), and the fracture
radius R(t).
The analytical solution, in a toughness scaling, is obtained
by scaling the set of equations and boundaries described in
Savitski and Detournay (2002). To get the solution, first it
is convenient to define a viscosity µ
′
and a toughness K
′
,
respectively proportional to µ and KIc, to avoid carrying
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Figure 3 A penny–shaped hydraulic fracture: radial prop-
agation, modified after Savitski and Detournay (2002).
numerical factors in the equations,
µ
′
= 12µ, K
′
= 4
(
2
pi
)2
KIc. (4.6)
It is also natural to introduce the dimensionless toughness
K,
K = K ′
(
t2
µ′5Q30E
′13
)1/18
, (4.7)
where E
′
= E/(1−ν2). A dimensionless viscosityM is
logically defined as in Savitski and Detournay (2002) as
well,
M = µ′
(
Q30E
′13
K ′18t2
)1/5
, (4.8)
the dimensionless viscosityM and toughness K are sim-
ply related by,
M = K−18/5. (4.9)
We seek a solution of the form F = {Ω, Π, γ} to order
of the dimensionless viscosityM, in the form of regular
asymptotic expansion,
F(M) = F0 +MF1 +O(M2), (4.10)
where F0 = {Ω0, Π0, γ0} and F1 = {Ω1, Π1, γ1} are
the zero and first order solutions of the dimensionless frac-
ture aperture Ω, dimensionless fracture length γ, and di-
mensionless net pressure Π. The following sets of equa-
tions for the zero– and first–order terms are obtained:
• the zero–order solution, F0, corresponds to an invis-
cid fluid (M = 0) and is given in a closed form by
Savitski and Detournay (2002),
Π0 =
pi
8
( pi
12
)1/5
≈ 0.3004;
Ω0 =
(
3
8pi
)1/5
(1− ρ2)1/2;
γ0 =
(
3
pi
√
2
)2/5
≈ 0.8546;
(4.11)
ρ (0 ≤ ρ ≤ 1) is the dimensionless fracture tip coor-
dinate,
• the first–order, F1, solution can also be expressed as
in Savitski and Detournay (2002),
Π1 = Π
∗
1 −A
[
1
3
ln ρ− 1
5
ln(1− ρ2)
]
;
Ω1 = B(1− ρ2)1/2 − 8
3pi
Aγ0
[(
ln 2− 4
5
)
×
(1− ρ2)1/2 + ρ cos−1 ρ− 6
5
I∗(ρ)
]
;
γ1 = − 544
75pi2
≈ −0.7349,
(4.12)
where the constants Π∗1 ≈ 0.6380, A ≈ 1.709, and B ≈
0.8264. The function, I∗(ρ), defined as,
I∗(ρ) =
∫ 1
ρ
√
1− ξ2
ξ2 − ρ2 cos
−1 ξ dξ, (4.13)
with ξ being the non–local integral operator, has to be
evaluated numerically.
4.4.2 Effect of viscosity–temperature
change
If fluid viscosity in Eq. 4.6 is updated due to differ-
ent changes in the ambient temperature, the dimension-
less viscosity M will consequently change, i.e. M =
f(t, µ(T )). For the rock properties and operating con-
ditions in Farrell Creek Montney reservoir (Sect. 4.5);
i.e. elastic modulus E = 42.5 MPa, Poisson’s ration
ν = 0.17, injection rate Q0 = 5 × 10−4 m3/s, and mate-
rial toughness KIc = 1.1 MPa/m0.5, the contours of the
dimensionless viscosity (eq. 4.8) over a viscosity range of
[12 to 4]×10−4 Pa.s, and corresponding to a temperature
change of [10 to 80] ◦C (assuming substance water), is
shown in Fig. 5.6(b).
Figure 5 shows the contours of the dimensionless pressure
Π along the radial fracture over a viscosity range of [12 to
4]×10−4 Pa.s, and corresponding to a temperature change
of [10 to 80] ◦C, and at two time steps of 10 and 45 s.
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Figure 4 Contours of the dimensionless viscosityM over a viscosity range of [12 to 4]×10−4 Pa.s, and corresponding
to a temperature change of [10 to 80] ◦C. The time span of 3600 seconds, i.e. an injection test of 60 minutes.
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Figure 5 Contours of dimensionless pressure along the fracture dimensionless radius ρ, and for a viscosity range of
[12 to 4]×10−4 Pa.s corresponding to a temperature change of [10 to 80] ◦C.
Following Fig. 5.6(b), it is observed that for such op-
erating conditions and even at high temperatures of 80
◦C, the fracturing will be viscosity dominated (M ≥ 1)
even for a fracking test of 60 minutes, same conclusions
were reached by Savitski and Detournay (2002). Fig-
ure 5 indicates the fracturing net pressure is decreas-
ing when increasing fluid temperature/decreasing fluid
viscosity (transiting the fracturing system to toughness–
dominated). The previous conclusion indicates that frac-
turing is more difficult when fluid temperature is high
(fluid viscosity is low). The figure also demonstrates that
the net fracturing pressure is decreasing with the opera-
tional time. This is due to the fact that as the fracture
grows in length it becomes more difficult to drive it to
grow more. It is that the fracturing system becomes less
viscosity–dominated with the operational time. This re-
duction in the net fracturing pressure becomes less signif-
icant when the injected fluid is less viscous/more hot. For
instance, and for injection time change from 10 s to 45
s, Π goes from 6.57 to 3.84 for lowM, however, it goes
from 23.58 to 13.05 for high values ofM (Fig. 5).
4.5 Large scale HF test: Simula-
tions and discussion
The Boundary Value Problem (BVP) uses a horizontal
wellbore located in 200 m × 200 m rock formation and
drilled in the direction of minimum horizontal stress σh.
The dimensions of the wellbore are neglected as the re-
search focuses on large scale fracturing and fluid diffu-
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sion. To capture the severe changes near the wellbore and
to increase the outcome resolution, the mesh is intensively
refined with 0.5 m elements in a area of 80 m × 80 m.
Away from the zone of the intensive refinement, element
size is gradually increased to 3.0 m (Fig. 6).
The material properties pertaining to rock formation and
needed in the numerical simulation are listed in Table (1).
The input data as well as the in situ stress measurements
correspond to Farrell Creek Montney reservoir of Total
Vertica Depth TVD of 2099 m. The initial reservoir pres-
sure is 34.84 MPa and far–field stresses are σV = 53.1
MPa and σH = 44.2 MPa.
Fluid is injected following two schemes: 1) at constant
flow rate of 0.5 l/s, 2) at stepwise flow rate, where in-
jection is constant (0.5 l/s) for the first 9.1 seconds and
then injection is shut down and fluid is left to diffuse/seep
through the porous medium. Each of the two schemes
is run for tow different values of fluid viscosity, i.e.
µ = 1 × 10−3 Pa.s corresponding to T = 20 ◦C and
µ = 0.5× 10−3 Pa.s corresponding to T = 55 ◦C.
Figure 7 shows the injected net fluid pressure profile for
the two schemes of injection over a time span of∼45 sec-
onds. Figure 8 shows the contours of the diffused fluid
pressure and fracture patterns for the two schemes of in-
jection and for the two possibilities of fluid viscosity. The
contours of net fluid pressure and fracture patterns are
plotted for different times corresponding to the letters (a
to h) in Fig. 7. The letters (a to d) go for the case of
viscosity µ = 1 × 10−3 Pa.s, meanwhile the letters (e to
h) go for µ = 0.5 × 10−3 Pa.s (Fig. 8). The letters are
picked up such that: 1) a and e correspond to a state in the
fracture growing regime (after the fracturing threshold);
2) b and f at the shutdown time of 9.1 s; 3) c and j at the
state of leakoff (after shut down and before diffusion in
the medium); and 4) d and h somewhere in the middle of
the diffusion process.
Following Fig. 7(a) and in either case of fluid viscosity,
we can observe that fluid reaches a fracturing threshold
before the pressure values drop to a constant value (11.3
MPa) of steady fracturing regime (this value is approxi-
mately equal to σ
′
H ). If the values ofM for the operating
conditions of Table (1) and at time 45 s are calculated, one
will getM = 3.98 for µ = 1× 10−3 Pa.s andM = 1.99
for µ = 0.5×10−3 Pa.s. In both cases, and even at the end
of the injection test, the values ofM are larger than 1.0,
which indicates a viscosity dominated regime according
to Savitski and Detournay (2002). Fluid pressure starts
to increase after some time of continuous growing in the
steady state. This is in agreement with the analytical solu-
tion of the penny–shaped fluid–driven fracture discussed
previously. It is that after the fracture grows to a certain
radius and after some time of injection, the value of M
gets smaller and consequently the dimensionless net pres-
sure Π (Fig. 5). This means that the fracturing regime
becomes less viscosity–dominated and more pressure is
needed to drive the bi–wing fracture to grow. One may
think of this as it becomes more difficult to drive a bigger
fracture to grow, i.e. more energy is needed. The previ-
ous conclusion is not observed in the pressure profile of
µ = 0.5 × 10−3 Pa.s, actually the steady state continues
after the breakdown and for the entire injection period.
This can be related to the fact that less viscous fluid tends
to diffuse more and the net driving pressure is not signifi-
cantly altered for lower values ofM/when the fracturing
system becomes less viscosity–dominated (Fig. 5).
The instantaneous drop of the fluid pressure after shut–
down in the case of µ = 1 × 10−3 Pa.s is typically ob-
served in the field fracturing tests. It can be justified by
considering the lag between fluid front and fracture tip de-
veloped in any fluid–driven fracture. As soon as shutdown
is applied, fractures stop growing and fluid fills up the
lags which causes fluid pressure to drop. Subsequently,
fluid starts to leakoff from the fracture surface (repre-
sented by the semi–horizontal line after shut–down of Fig.
7(b) before it starts to diffuse in the porous medium (rep-
resented by the parabolic behaviour of Fig. 7(b)). The
pressure drop due to shutdown is not noted for the case
of µ = 0.5 × 10−3 Pa.s, this can be related to the fact
that lags between fluid front and fracture tips are much
smaller when the fluid is not so viscous (Savitski and De-
tournay, 2002). Alternatively, fluid starts leaking off af-
ter shutdown till point j, then it starts to diffuse in the
medium following a parabolic behaviour yet much faster
than µ = 1× 10−3 Pa.s.
Figure 8 shows that viscous working fluid create longer
fractures, i.e. they are favourable for optimum fracturing.
4.6 Conclusion
It is observed that temperature change of 35 ◦, usually cor-
responding to 1 km depth, is sufficient to decrease water
viscosity by 50%. This change of water viscosity can sig-
nificantly alter the fracturing process. It will increase the
breakdown pressure by ∼ 2 MPa, and will considerably
affect the generated fracture radius and fluid diffusion into
the porous medium. We conclude that accounting for tem-
perature change in HF tests is necessary for accurate pre-
diction of produced fracture patterns and breakdown pres-
sures/calculations of ambient stresses (AbuAisha et al.,
2016; AbuAisha and Loret, 2016a;b).
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Figure 6 (a) The geometry and boundary conditions of BVP chosen for the HF simulations. The dimensions of the
wellbore are neglected. (b) Triangular Delaunay meshing of the domain.
Table 2 Rock properties for a HF test of the BVP defined previously.
Nature Parameter Value Unit
Elasticity Drained Young’s modulus, E 42.5 GPa
Drained Poisson’s ratio, ν 0.17 -
Fracture Tensile strength, ft 10.75 MPa
Cohesion, c 21.1 MPa
Mode I fracture energy, GIc 10 N/m
Mode II fracture energy, GIIc 100 N/m
Material internal friction angle, φi 46.5 (◦)
Fracture friction angle, φf 46.5 (◦)
Fluid flow Dynamic viscosity, µ 1.0 or 0.5×10−3 Pa.s
Permeability, k 10−15 m2
Biot’s coefficient, κ 1.0 -
Compressibility, Kf 2.2× 109 MPa
Injection time (s)
0 10 20 30 40 50
F
lu
id
p
re
ss
u
re
(M
P
a)
0
5
10
15
This viscosity reduction is equivalent to
heating water from 20 to 55 ◦C
µ = 0.5× 10−3 Pa.s
µ = 1× 10−3 Pa.s
a
e
f
b j
c
d
h
(a) Constant injection rate 0.5 l/s
Injection time (s)
0 10 20 30 40 50
F
lu
id
p
re
ss
u
re
(M
P
a)
0
5
10
15
e
a
b
f
c
j
h
d
µ = 0.5× 10−3 Pa.s
µ = 1× 10−3 Pa.s
f and b: shut-down
(b) Varying injection rate
Figure 7 Net fluid pressure profile due to injection; a) at constant rate of 0.5 l/s, b) at constant rate of 0.5 l/s for the
first 9.1 s and then shutting down.
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(a) Viscosity µ = 1× 10−3 Pa.s (T = 20 ◦C)
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Figure 8 Fluid driven fracture patterns and diffused fluid pressure contours for the two schemes of injection and for
two different values of fluid viscosity, i.e. µ = 1 × 10−3 Pa.s corresponding to T = 20 ◦C and µ = 0.5 × 10−3
Pa.s corresponding to T = 55 ◦C. These contours and fracture patterns are plotted for several injection times which
correspond to the letters (a to h) in Fig. 7.
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