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We introduce a group-theoretical extension of the Dicke model which describes an ensemble of
two-level atoms interacting with a finite radiation field. The latter is described by a spin model
whose main feature is that it possesses a maximum number of excitations. The approach adopted
here leads to a nonlinear extension of the Dicke model that takes into account both an intensity
dependent coupling between the atoms and the radiation field, and an additional nonlinear Kerr-
like or Po¨sch-Teller-like oscillator term, depending on the degree of nonlinearity. We use the energy
surface minimization method to demonstrate that the extended Dicke model exhibits a quantum
phase transition, and we analyze its dependence upon the maximum number of excitations of the
model. Our analysis is carried out via three methods: through mean-field analysis (i.e. by using the
tensor product of coherent states), by using parity-preserving symmetry-adapted states (using the
critical values obtained in the mean-field analysis and numerically minimizing the energy surface)
and by means of the exact quantum solution (i.e. by numerically diagonalizing the Hamiltonian).
Possible connections with the qp-deformed algebras are also discussed.
I. INTRODUCTION
The Dicke model (DM) [1] is one of the simplest quan-
tum systems describing a single bosonic mode interact-
ing collectively with a set of N two-level systems (e.g.
a cold two-level atomic cloud). Due to its importance
in laser physics and quantum optics, the DM has been
extensively studied both analytically and experimentally
during the last decades. An important feature of this
model is the presence of a phase transition between the
normal and the super-radiant behavior [2–4]. This in-
teresting quantum phase transition (QPT) has been ex-
perimentally observed in a super-fluid gas in an optical
cavity [5, 6], although this development was achieved
using time-dependent fields dressing the system. Fur-
thermore, in similar models with the atoms in a wave
guide, an specific super-radiance of just one photon has
recently been investigated due to its potential applica-
tions in high-speed quantum communications [7–10].
Since the DM is a standard model in quantum optics,
its extension in different directions is of general inter-
est. It has been generalized in different ways, e.g. when
the interaction between the radiation field is no longer
linear in the field variables, i.e. allowing an intensity-
dependent coupling. In a similar vein, there are models
incorporating nonlinear terms in the photon number op-
erator in order to investigate the evolution of the hybrid
in the presence of a Kerr-like medium. In this frame-
work, the application of the quantum algebras has proved
useful in obtaining exactly solvable models in quantum
optics [11]. For example, many authors have studied the
qp-deformed Jaynes-Cummings (JC) and Dicke models,
which are obtained by replacing the usual creation and
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annihilation bosonic operators by their corresponding qp-
deformed operators [12–16]. Interestingly, the various
versions of the JC model can be described in a unified
formalism based on the generalized deformed oscillator
algebra, in which different choices of the deformation
function provides the description of different physical sys-
tems, as summarized in Table 1 of Ref. 13. Despite their
mathematical richness, these models mutilate the basic
algebraic structure of the atom-field hybrid.
In the light of the aforementioned studies, in this paper
we introduce a group-theoretical extension of the Dicke
model which is based on the fact that the Heisenberg-
Weyl algebra HW(1) describing the usual bosonic mode
can be obtained by contraction of the SU(2) algebra
[17]. In short, to describe the radiation field, we pro-
pose a spin model which exhibits the main properties
of the Kerr medium. The model is formulated in terms
of spin operators Ki acting on the (2k + 1)-dimensional
Hilbert space of a particle with spin k. In a definite
unitary irreducible representation k, we built creation
and annihilation operators which contract to the usual
HW(1) bosonic operators in the large k-representation
limit. Outstandingly, the corresponding oscillator-like
Hamiltonian (which is obtained by replacing the stan-
dard bosonic creation and annihilation operators by spin
operators) exhibits a maximum number of excitations 2k
(which is a consequence of the corresponding algebra)
and hence the energy spectrum is bounded from above
[18]. The approach adopted here thus leads to a nonlin-
ear extension of the Dicke model that takes into account
both an intensity dependent coupling between the atoms
and the radiation field, and an additional nonlinear Kerr-
like or Po¨sch-Teller-like term (depending on the degree
of nonlinearity). From now on we will refer to this model
as the SU(2)⊗ SU(2) Dicke model, the k-Dicke model, or
in short the kDM. It is worth mentioning that the kDM
consists of an extension of the dynamical algebra of the
system, instead of mutilating directly the bosonic algebra
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2as done within the framework of quantum algebras [11].
On the other hand, we also emphasize the closeness be-
tween our k-Dicke model and the two-fluid Lipkin model
developed in nuclear physics for the proton-neutron in-
teracting boson model IBM-2 [19–21]. Quantum-optical
examples of two-fluid systems are the Jaynes-Cumming
and the Dicke models, for which the two fluids (pho-
tons and atoms) play not symmetric roles since they
obey different algebras. For a simple two-fluid Lipkin
model with SU(2)⊗SU(2) dynamical algebra see Ref. 22.
Upon contraction from SU(2) to HW(1), this particular
model reduces to Dicke and Jaynes-Cummings models.
The k-Dicke model also resembles the Lipkin-Meshkov-
Glick model with anisotropic ferromagnetic coupling [23].
This model describes an ensemble of all-to-all-coupled
two-level systems, whose dynamics has been experimen-
tally explored by using Bose-Einstein condensates. So
the results exposed in this work might provide some in-
sight on the behavior of the aforementioned system.
We demonstrate that the most salient feature of the
DM, a quantum phase transition from normal to superra-
diant state, also takes place in the kDM. To this end, we
use three different approaches: i) mean-field analysis, ii)
symmetry-adapted states, and iii) exact computational
diagonalization methods. The essential signature of the
phase transition threshold value of decay rate is identified
in a closed form within the mean field analysis, and then
it is corroborated numerically by methods ii) and iii).
The threshold for the kDM is further showcased to re-
duce to the well-known threshold in the conventional DM
in the large k-representation limit as a nature validation.
It is worth mentioning that a variety of quantum plat-
forms, such as cavity quantum electrodynamics (QED),
trapped ions and circuit QED, provides a natural imple-
mentation of the Jaynes-Cummings and Dicke models.
Analog-digital quantum simulation of the Dicke Hamilto-
nian via circuit QED setups provides an interesting arena
in which theoretical predictions, in particular those which
are impossible to realize in typical cavity QED setups,
can be tested. Indeed, circuit QED allow the engineering
of a wide range of Kerr-type nonlinearities [24], includ-
ing the one presented in this work. As shown in Ref.
25, quantum simulations of the Jaynes-Cummings and
Tavis-Cummings models contribute to the observation of
quantum dynamics not accesible in current experiments.
Basically, this approach consists in finding some terms in
the simulated system that can be implemented in an ana-
log way, e.g. to employ a harmonic oscillator to simulate
a boson field, and focus on the efficient decomposition
of the quantum system dynamics in terms of elementary
gates. In Ref. 26, for example, the generation of mul-
ticomponent Schrodinger-cat-like states was achieved by
engineering an artificial Kerr-like medium through circuit
QED. Recently, the regular and chaotic behavior of the
classical Dicke model have been simulated by using two
synthetic non-linearly coupled electric LC oscillators, im-
plemented by means of analog electric components [27].
This technique consists in mapping the original Hamil-
tonian to an electrical version of the harmonic oscillator,
i.e. LC circuits. Interestingly, these techniques (circuit
QED and LC circuits) represent interesting platforms in
which the kDM can be tested.
The paper is organized as follows. After a brief review
of the DM in Sec. II A we present our algebraic model in
Sec. II B. There, we discuss the possible applications of
our model. The kDM is introduced in Sec. II C. In Sec.
III, after discussing the basics of quantum phase transi-
tions, we describe the methodology for calculation we use
to investigate the QPT in the kDM. Using the suitable
trial state, in Sec. IV we perform a mean field analysis
of the phase transition. Next, in Sec. V, we construct
parity preserving coherent states (which is possible due
to the parity symmetry of the extended Hamiltonian) to
analyze also the phase transition. We find that they rep-
resent a good approximation to the exact quantum solu-
tion of the ground state of the model, which is tackled in
Sec. VI. In the concluding section VII we briefly discuss
the possible connections of the kDM and the qp-deformed
algebras.
II. MODEL HAMILTONIAN
A. The Dicke model
The Dicke Hamiltonian describes N two-level identical
atoms, with energy separation ω, interacting collectively
with a one-mode radiation field of frequency Ω. In the
dipolar approximation, the Hamiltonian (with ~ = 1)
reads [1]
HD = ωJz +
Ω
2
(a†a+ aa†)− 2γ√
N
Jx(a+ a
†), (1)
where γ is the atom-field interaction strength, the col-
lective pseudo-spin operators Ji =
∑N
n=1 S
(n)
i , with Si =
σi/2 (being σi the Pauli matrices), satisfy the SU(2) com-
mutation relations
[J+, J−] = 2Jz, [Jz, J±] = ±J±, (2)
and act on a (2j + 1)-dimensional Hilbert space gener-
ated by the Dicke states {|j,mj〉}, which are common
eigenstates of the commuting observables J2 and Jz, with
eigenvalues j(j + 1) and mj , respectively. For the elec-
tromagnetic field the creation and annihilation operators
a† and a, appearing in the Hamiltonian (1), satisfy the
commutation relations of the Lie algebra generators of
the Heisenberg-Weyl group HW(1), i.e.[
a, a†
]
= 1, [a, n] = a,
[
a†, n
]
= −a†, (3)
where n = a†a is the photon number operator, which
acts on an infinite-dimensional Hilbert space generated
by the states {|n〉}, with n denoting its corresponding
eigenvalue.
3B. Algebraic model
It is well known that the HW(1) algebra can be ob-
tained by contraction of the SU(2) algebra. Here, we
consider a new set of pseudo-spin operators {Ki} satis-
fying the SU(2) commutation relations
[K+,K−] = 2Kz, [Kz,K±] = ±K±, (4)
and, in a definite unitary irreducible representation k, we
build the operators
bk =
K−√
2k
, b†k =
K+√
2k
, nk = Kz + k, (5)
which act on a (2k + 1)-dimensional Hilbert space of a
particle with spin [18] k. In this representation, the SU(2)
algebra (4) becomes
[bk, b
†
k] = 1−
nk
k
, [bk, nk] = bk, [b
†
k, nk] = −b†k, (6)
which allows the interpretation of bk and b
†
k as the an-
nihilation and creation operators for the quanta labeled
by the number operator nk. Note that the commutator
between the deformed ladder operators ceases to be a
c-number.
Now we introduce the k-oscillator model, which is
a quantum system characterized by an oscillator-like
Hamiltonian of the form
Hk =
Ω
2
(bkb
†
k + b
†
kbk), (7)
where Ω is a constant. Note that this corresponds to
the second term in the usual Dicke Hamiltonian (1) with
the bosonic operators a and a† replaced by the spin op-
erators b and b†. With the help of the algebra (6), the
aforesaid Hamiltonian can equivalently be cast in terms
of the number operator as
Hk = Ω
(
nk +
1
2
− n
2
k
2k
)
. (8)
Note that, in contrast to the harmonic oscillator case, the
k-oscillator Hamiltonian is no longer a linear function of
the number operator. In the limit k →∞, the k-algebra
(6) contracts to the HW(1) algebra (3), and the nonlin-
ear term in the Hamiltonian (8) disappears. As we shall
discuss in the following, the k-oscillator of the type de-
scribed by the Hamiltonian (8), together with the chosen
irreducible representation (5), can be used to model two
interesting physical systems in different coupling regimes:
a Kerr-like medium and a qubit-nonlinear-oscillator sys-
tem.
It is a well-known fact that a medium exhibits the Kerr
effect if its refractive index varies with the intensity of
the field. This is the simplest phenomenon of nonlinear
optics. Such a system has been recently considered in
the framework of the Moyal phase-space representation
[28]. On the other hand, Man’ko and coworkers sug-
gested a description within the framework of deformed
algebras [29]. It is worth pointing out that a close re-
semblance between the k-oscillator Hamiltonian (8) and
the usual Kerr Hamiltonian HKerr = Ω(n + 1/2) + χn
2
come up. Here, χ is an anharmonicity parameter related
to the optical properties of the Kerr medium. Usually
the Kerr nonlinearity is introduced in a slightly differ-
ent way: as a† 2a2 = n2− n. This definition introduces a
small additional detuning, which nevertheless can be can-
celed with a redefinition of the parameters. Note that our
description of the Kerr medium arises only by relaxing
the dynamical algebra of the bosonic field from HW(1)
to SU(2), and not by direct deformation of the algebraic
structure as done within the quantum algebras. It is
worth mentioning that the Kerr-type nonlinearity pushed
in this work could be engineered through 3D circuit QED
architecture.
To discuss the analogy between the k-oscillator and the
Kerr medium, it is crucial to observe that the spin exci-
tation number operator nk has nonnegative integer spec-
trum. The main difference between the photon number
operator n = a†a and the spin excitation number opera-
tor nk = k + Kz is, however, that the latter is bounded
from above: nk ≤ 2k (as a consequence of the SU(2)
algebra). This result implies that the k-oscillator pos-
sesses a maximum energy given by Ekmax = (Ω/2)(k+1).
One can also show that the Heisenberg equation implies
that the time evolution of the spin operator ~K(t) is a ro-
tation around the z-axis, with the precession frequency
depending on the excitation number operator [18, 30].
This result is in complete agreement with that obtained
in the case of the Kerr medium [31, 32]. Notice that the
harmonic-oscillator properties are retrieved in the limit
k → ∞: Hk becomes the usual bosonic oscillator, the
spin number of excitations is unbounded and the max-
imal energy goes to infinity. In this sense, our model
certainly describes a weak Kerr medium (χ  1) in the
large k-representation, determined by χ = Ω/2k.
The recent development of new technologies have
paved the way for implementing hybrid systems incorpo-
rating superconducting qubits coupled to oscillator con-
figurations (such as waveguide resonators or SQUID’s),
admitting the possibility of controlling the parameter
settings, on demand, and exploring new quantum phe-
nomena [33, 34]. As outstanding solid-state realiza-
tions of manageable artificial qubit-oscillator systems we
can mention Cooper-pair boxes coupled to supercon-
ducting transmission-line resonators [35] and Josephson
flux qubits read out by SQUID’s [36, 37]. In the light
of this studies, it makes sense to consider the nonlin-
ear regime of qubit-oscillator configurations. In this re-
gard, it has been recently considered the Po¨sch-Teller
(PT) oscillator, within the f -deformed algebras formal-
ism, to simulate such nonlinear features. Noticeably, the
k-oscillator we are pushing forward serves also as a full
model for the hyperbolic PT oscillator. The relevant
Hamiltonian for the hyperbolic Po¨sch-Teller oscillator is
4HPT = Ω
(
n+ 1/2− n22λ
)
, where λ is an integer related
with the number of bounded states of the system, such
that the last bound state corresponds to nPT = λ − 1.
This makes our k-oscillator model with a maximum num-
ber of excitations make sense in qubit-oscillator hybrids.
C. The k-Dicke model
Now let us generalize the Dicke model writing the
Hamiltonian in the following form:
HkD = ωJz +
Ω
2k
(
K2 −K2z
)− 4γ√
2kN
JxKx, (9)
which is obtained by replacing the bosonic ladder op-
erators a and a† by the spin operators b and b† in the
usual Dicke Hamiltonian (1). We will henceforth refer to
HkD as the k-Dicke Hamiltonian. Note that HkD man-
ifests now that the dynamical algebra of the extended
model is SU(2)⊗SU(2). It is worth mentioning that
the k-Dicke Hamiltonian (9) exhibits some similarities
with that of the two-fluid Lipkin model presented in Ref.
22. This Hamiltonian resembles the proton-neutron in-
teracting boson model Hamiltonian of interest in nuclear
physics [19–21]. Interestingly, the consistent Q-like dou-
ble Lipkin Hamiltonian of Ref. 22 would exhibit a mix-
ture of dynamical symmetries for different choices of the
parameter x, thus describing transitions between spheri-
cal and deformed phases.
As in the Dicke Hamiltonian (1), the first term in Eq.
(9) is the energy operator for the atoms. The second term
corresponds to the energy operator for the field, which
in this case corresponds to the model Hamiltonian (8)
expressed in terms of the {Ki} pseudo-spin operators.
In the dipole approximation, the coupling between the
ensemble of atoms and the finite radiation field is given
by the last term above. As we can see in (9), the essential
feature of our model is twofold. On the one hand, it is
associated with an intensity dependent coupling between
the atoms and the radiation field (i.e. the coupling is
no longer linear in the field variables). On the other
hand, the Hamiltonian for the radiation field, Hk, may
be in turn interpreted as a subsystem that governs the
behavior of the field surrounded by a nonlinear medium
inside the cavity. As discussed in the previous section, it
could be a weak Kerr-like medium or a Po¨sch-Teller type
nonlinear-oscillator. Finally, one can further see that the
Hamiltonian HkD reduces to HD + Ω/2 under the group
contraction (i.e. in the limit k → ∞), as it should be.
Also, the Hamiltonian (9) commutes with the operators
J2 and K2. Consequently, it connects only states with
the same total spins j and k, i.e. that belong to the same
Dicke manifold. Let us keep k finite and investigate the
physical properties of the extended Dicke model (9).
It is worth underlying that in a foregoing investigation
we introduced the k-extended Jaynes-Cumming model
(in the dipole and rotating wave approximations), which
remains exactly solvable with the new SU(2)⊗SU(2) dy-
namical algebra [30]. There we showed that the temporal
evolution of both the atomic and field quantum proper-
ties (e.g. collapses and revivals, photon anti-bunching
and squeezing) exhibit significant different behavior from
that of the usual JC model for small values of k.
III. QUANTUM PHASE TRANSITIONS
A. Definition
Phase transitions, both quantum and classical, can
be informally thought as sudden, drastic changes in the
properties of a system due to the variation of some pa-
rameter relevant to it. In the particular case of quan-
tum phase transitions (QPTs), this change is produced
in the ground state of the system at zero temperature.
Of course, it is impossible to cool any system down to
T = 0K, however, as it has been experimentally shown
in some works [38, 39], at finite temperatures close to
the absolute zero, in the regime where ~ω  kBT , the
phenomena described by the QPTs can be observed.
A “quantum phase” is defined formally as an open re-
gion D ⊆ R` where the ground state’s energy E0, as a
function of ` parameters involved in the modeling Hamil-
tonian, is analytic. A QPT is then identified by the
boundary ∂D of the region at which ∂nE0∂xn is discontin-
uous for some n (known as the order of the transition).
This is precisely the definition of QPT we shall use in
this paper.
It is worth mentioning that this definition is not uni-
versal. It is somewhat common to refer to this concept
as a quantum crossover instead of a quantum phase tran-
sition, reserving the latter for a quantum crossover that
remains in the thermodynamic limit.
B. Methodology for calculation
In order to know if the system modeled by Hamiltonian
(9) undergoes a quantum phase transition, we use the
energy surface minimization method, which consists of
minimizing the surface that is obtained by taking the ex-
pectation value of the Hamiltonian with respect to some
trial variational state. This method allows us to approx-
imate the ground state of the system and has been ex-
tensively used to study the phase transition in the Dicke
model [40–46] as well as in more general models using
three-level systems [47–51]. Of course, the success of the
method strongly depends on the choice of the trial state
used to model the ground state of the system.
In this work, we first perform a mean field analysis by
using the tensor product of the coherent states in each
subspace as a trial state. Next, we employ the symmetry-
adapted states, which are parity-preserving trial states
obtained by projecting the tensor product of coherent
states. Finally, we obtain the exact quantum solution by
5numerically diagonalizing the Hamiltonian (9). The mo-
tivation behind choosing these specific trial variational
states is that, in the Dicke model, all these approaches
(mean-field, symmetry-adapted and numerical) converge
in the thermodynamic limit, leading to a well-defined,
second-order quantum phase transition [45, 46]. On
the other hand, across a quantum phase transition, the
ground state of a system suffers a sudden, drastic change.
Thus it is natural to use the fidelity between neighboring
states to detect a QPT.
For a pure quantum state |ψ〉, the fidelity between
neighboring states is defined as
F = | 〈ψ(γ)|ψ(γ + δγ)〉 |2, (10)
and it measures the overlap between the state at γ and
the same state at [52] γ + δγ. In this work we use the
fidelity between neighboring states to detect the QPT
in the exact quantum solution (the numerical approach)
of the k-Dicke model, as this method has already been
proven useful for the same task in the Dicke model [45,
46, 53].
C. QPT in the Dicke Model
The Dicke Hamiltonian (1) undergoes a second-order
quantum phase transition at a critical value of the atom-
field coupling strength γDc =
√
ωNΩ/8j. The system
transits from a normal phase (γ < γDc ), where the spon-
taneous radiation rate of the system is proportional to
the number of atoms N , to a super-radiant phase [2–4]
(γ > γDc ), where the spontaneous radiation rate of the
system is proportional to the squared number of atoms
[1] N2. It is worth mentioning that this critical value
can be obtained via the surface minimization method by
using the tensor product of the coherent states of both
matter and field [45, 46], furthermore, in the case j = N2 ,
the transition remains in the thermodynamic limit.
IV. MEAN FIELD ANALYSIS
In order to obtain an energy surface, we first use as a
trial state the direct product of coherent states in each
subspace. For the matter sector, we use the standard
SU(2) spin states [54], i.e.
|ξ〉 = 1
(1 + |ξ|2)j
2j∑
mj=0
(
2j
mj
)1/2
ξmj |j,mj − j〉 , (11)
where ξ = tan(θ/2)eiφ, and |j,mj〉 is a Dicke state. The
angles θ ∈ [0, pi) and φ ∈ [0, 2pi) determine a point on
the Bloch sphere. In the problem at hand, the radiation
field is modeled by the k-oscillator, and thus we use the
SU(2) spin coherent state,
|η〉 = 1
(1 + |η|2)k
2k∑
mk=0
(
2k
mk
)1/2
ηmk |k,mk − k〉 , (12)
for the field sector, which contracts to the Heisenberg-
Weyl coherent state |α〉 in the large k-representation limit
[30, 55]. Here, η = tan(ψ/2)eiϕ, ψ ∈ [0, pi) and ϕ ∈
[0, 2pi). The trial state |Ψ〉 = |ξ〉⊗|η〉 contains N particles
and up to 2k photons distributed in all possible ways
between the two levels.
The expectation value of the k-Dicke Hamiltonian in
this trial state is defined as the energy surface, i.e.
EMFk (
~λ)= 〈Ψ|HkD |Ψ〉= 〈HkD〉MF, where ~λ = (θ, φ, ψ, ϕ).
The superscript MF indicates that the expectation value
is calculated in the state |Ψ〉, within the mean field anal-
ysis. Straightforward calculations show that the energy
surface can be written in the simple form
EMFk (
~λ) = ωJ MFk (~λ) + Ω
(
νMFk (
~λ) +
1
2
)
+ γ IMFk (~λ),
(13)
where
J MFk (~λ) ≡ 〈Jz〉MF = −j cos θ (14)
is the expectation value of the atomic relative population
operator,
IMFk (~λ) ≡ −
4√
2kN
〈JxKx〉MF
= −2j
√
2k
N
sin θ sinψ cosφ cosϕ (15)
is the expectation value of the interaction term in the
Hamiltonian (9), and
νMFk (
~λ) ≡
〈
Hk
Ω
− 1
2
〉MF
=
1
2
(k − 1/2) sin2 ψ. (16)
Notice that νMFk (
~λ) is defined dividing the total energy
of the radiation field in equal chunks of energy Ω and
then subtracting the zero-point energy, which is clearly
different from 〈nk〉MF with nk as in eq. (5). Indeed one
can further verify that νMFk = 〈nk〉MF − 12k
〈
n2k
〉MF
, as it
should be. The motivation behind the definition of νMFk
is only to maintain a close analogy with the expectation
value of the photon number operator in the usual Dicke
model, although they are physically different. In Sec. V,
where the total excitation number operator is required
to construct symmetry-adapted states, we use certainly
the number operator nk which correctly closes the SU(2)
algebra.
The critical points ~λMFc of the energy surface (13) are
obtained by equating its first derivative to zero, i.e.
∂EMFk (
~λ)
∂~λ
∣∣∣
~λ=~λMFc
= ~0. (17)
Those which correspond to minima in the energy surface
are
~λMF1 = (0, φ0, 0, ϕ0), for |γ| < γc, (18)
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FIG. 1: Plot of the ground-state energy EMFk (a), the expectation value of the atomic relative population operator JMFk (b)
and the expectation value of the analogue of the photon number operator νMFk (c), as function of the field-matter coupling γ
for k ∈ {1, 3
2
, 2, 5
2
, 3, 4, 5, 7, 10
}
(blue-continuous lines). As a benchmark, the red-dashed lines show these same quantities in
the limiting case k →∞, which corresponds to the HW(1)⊗SU(2) Dicke model. All plots were obtained using ω = 1, Ω = 2,
N = 18 and j = 9.
being φ0 and ϕ0 arbitrary azimuthal angles; and
~λMF2 = (θc, φc, ψc, ϕc), for γc < |γ| < γm, (19)
where
θc = arccos(γc/γ)
2, (20)
ψc = arcsin
[
µω γ
2γ2c
√
N
2k
√
1− (γc/γ)4
]
, (21)
with µ ≡ cosϕc cosφc = ±1. There are four solutions
to the later condition in the domain [0, 2pi) × [0, 2pi).
They are (0, 0), (pi, pi), (0, pi) and (pi, 0), with the nota-
tion (φc, ϕc). Since the sign of µ can be absorbed into the
definition of γ, both cases will produce exactly the same
physics, as we shall see below. In eqs. (20) and (21),
we have defined the critical value of the field-matter cou-
pling,
γc =
√
ωNΩ(k − 1/2)
8jk
, (22)
at which a phase transition occurs, and from the fact that
max(sinψc) = 1 in the domain [0, pi) we obtain a cut-off
value for the coupling
γm = γc
√√√√Ω(k − 1/2)
2ωj
+
√
1 +
[
Ω(k − 1/2)
2ωj
]2
, (23)
which is a direct consequence of the maximum number
of excitations of the k-oscillator. The condition |γ| < γc
defines the normal phase (where the ground state has
zero photons and no excited atoms) and the condition
γc < |γ| < γm describes the super-radiant phase. As we
shall see below, a phase transition occurs at γ = γc. Note
that, as expected, the large k-representation limit (k →
∞) leads to γc → γDc =
√
ωNΩ/8j (the critical value
of the usual Dicke model) and γm → ∞ (unbounded
number of photons).
Substituting the critical points ~λMF1 and
~λMF2 into eq.
(13) we obtain the energy of the coherent ground state
as a function of the Hamiltonian parameters,
EMFk (γ)=

Ω
2 −jω,
Ω
2 − jω2
[
(γ/γc)
2
+(γc/γ)
2
]
,
for |γ|<γc
for γc< |γ|<γm
.
(24)
In a similar fashion, we can also obtain that the expec-
tation values of the atomic relative population operator
and the photon number operator can be written as
J MFk (γ)=
{ −j,
−j(γc/γ)2,
for |γ|<γc
for γc< |γ|<γm
, (25)
7and
νMFk (γ)=
{
0 ,
jω
2Ω
[
(γ/γc)
2−(γc/γ)2
]
,
for |γ| < γc
for γc < |γ| < γm
.
(26)
respectively. In Fig. 1 we show the ground-state en-
ergy EMFk (at left), the expectation values of the atomic
relative population operator J MFk (at center) and the
photon number operator νMFk (at right), as a function
of the field-matter coupling γ for N = 2j = 18 and
k ∈ {1, 32 , 2, 52 , 3, 4, 5, 7, 10}. As a benchmark, the red-
dashed lines show these same quantities for the archety-
pal Dicke model. We observe that the energy, atomic
population and photon number in the k-Dicke model,
approaches asymptotically to the usual results for the
HW(1)⊗SU(2) Dicke model as increasing k, as expected.
For small values of k, we observe significant departures
from the usual results mainly because both the critical
value γc and the cutoff value γm of the field-matter cou-
pling decreases. As we will show below, the same profiles
are obtained for the energy, the atomic relative popu-
lation operator and the photon number operator, when
computed with symmetry-adapted variational states as
well as for exact quantum solutions.
V. SYMMETRY-ADAPTED STATES (SAS)
ANALYSIS
The k-Dicke Hamiltonian (9) has a parity symmetry
given by [
eipiΛ, HkD
]
= 0, (27)
where
Λ =
√
J2 +
1
4
− 1
2
+ Jz +
√
K2 +
1
4
− 1
2
+Kz (28)
is the excitation number operator with eigenvalues λ =
j +mj + k+mk. This allows for the classification of the
eigenstates of HkD in terms of the parity of the eigen-
values λ. We observe that the set of SU(2) coherent
states {|ξ〉 , |η〉} strongly mixes states with different par-
ity. Therefore, we can build up symmetry-adapted co-
herent states that preserve the symmetry of the k-Dicke
Hamiltonian, by acting with the projectors of the sym-
metric and anti-symmetric representations of the cyclic
group [56] C2
P± = 1
2
(
I ± eipiΛ) , (29)
upon the state |Ψ〉 = |ξ〉 ⊗ |η〉. Explicitly we have
|ξ, η〉± = N±P± |ξ〉 ⊗ |η〉
= N± (|ξ〉 ⊗ |η〉 ± |−ξ〉 ⊗ |−η〉) , (30)
where the normalization factor for the even (+) and odd
(-) states are
N±(θ, ψ) =
[
2± 2 (− cos θ)2j (− cosψ)2k
]−1/2
. (31)
Now we perform a variational analysis of the problem by
using the symmetry-adapted states (30) as a trial state.
As before, the energy surface is defined as the expectation
value of the k-Dicke Hamiltonian in the state |ξ, η〉±, i.e.
ESASk,±(~λ) = ±〈ξ, η|HkD |ξ, η〉±. The energy surface can be
written once more as
ESASk,±(~λ) =ωJ SASk,± (~λ) + Ω
(
νSASk,±(~λ) + 1/2
)
+ γ IMFk,±(~λ),
(32)
where the expectation values appearing in this expression
(computed in the SAS) can be expressed as
J SASk,± (~λ)= −j cos θ
1± (cos θ)2j−2(− cosψ)2k
1± (− cos θ)2j(− cosψ)2k , (33)
νSASk,±(~λ)=
k−1/2
2
[
1− cos
2ψ ±(− cos θ)2j(− cosψ)2k−2
1± (− cos θ)2j(− cosψ)2k
]
,
ISASk,±(~λ)= −2j
√
2k
N
sin θ sinψ cosφ cosϕ
× 1∓ tanφ tanϕ(− cos θ)
2j−1(− cosψ)2k−1
1± (− cos θ)2j(− cosψ)2k .
Now we have to minimize the energy surface (32) by re-
quiring its derivative to be zero at the critical points ~λSASc .
This is a difficult task in this case mainly due to the intri-
cate angular dependence of the above expectation values.
However, as a first approximation, we may substitute the
critical points ~λMF1 and
~λMF2 obtained for the mean field
energy surface (13), a method we will refer to as the
CSAS approach. Indeed, one can further verify that the
critical point ~λMF1 is still a critical point of the SAS energy
surface, i.e. ~λSAS1 =
~λMF1 . A simple calculation shows that
the expectation value of the atomic relative population
operator is
J CSASk,± (γ)=

−j 1±(−1)2k
1±(−1)2(j+k) ,
−jλ2 1±(−1)2kλ4(j−1)Γk
1±(−1)2(j+k)λ4jΓk ,
for |γ|<γc
for γc< |γ|<γm
,
(34)
where Γ ≡ 1 + δ(λ2 − λ−2), λ ≡ γc/γ and δ ≡ jωΩ(k−1/2)
are dimensionless parameters. In a similar fashion, we
find that the expectation value of the photon number
operator is νCSASk (γ) = 0 for |γ| < γc, and
νCSASk (γ)=
k − 1/2
2
[
1−Γ± (−1)
2(j+k)λ4jΓk−1
1± (−1)2(j+k)λ4jΓk
]
(35)
for γc < |γ| < γm.
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FIG. 2: Plot of the ground-state energy ECSASk (a), the expectation value of the atomic relative population operator J CSASk
(b) and the expectation value of the analogue of the photon number operator νCSASk (c) as a function of the field-matter
coupling γ, obtained using the MF critical points in the SAS expressions, for k ∈ {1, 3
2
, 2, 5
2
, 3, 4, 5, 7, 10
}
(blue-continuous
lines). As a benchmark, the red-dashed lines show these same quantities in the limiting case k →∞, which corresponds to the
HW(1)⊗SU(2) Dicke model. All plots were obtained using ω = 1, Ω = 2, N = 18 and j = 9.
From the above results we infer that the energy in the
normal phase |γ| < γc is a constant, namely
ECSASk,± (γ) =
Ω
2
− jω 1± (−1)
2k
1± (−1)2(j+k) . (36)
In the usual Dicke model, the ground state of the sys-
tem has an even parity for an integer j, as considered
in Ref. 45, and an odd parity for a half-integer j. In
the k-Dicke model, which is described by two interact-
ing fermion fields, the parity of the ground state depends
on both spins. For example, as we read from eq. (36),
an even parity ground state with k and j both integers
produces −jω+ Ω2 . However, the same result is obtained
with an odd parity ground state with integer j and half-
integer k.
The energy in the super-radiant phase γc < |γ| < γm
is
ECSASk,± (γ) =
Ω
2
− jωλ2 1± (−1)
2kλ4(j−1)Γk
1± (−1)2(j+k)λ4jΓk
+
Ω
2
(k − 1/2)
[
1−Γ± (−1)
2(j+k)λ4jΓk−1
1± (−1)2(j+k)λ4jΓk
]
− jω
λ2
1− λ4
1± (−1)2(j+k)λ4jΓk . (37)
In figure 2 we plot the ground state energy (at left),
the expectation value of the atomic relative population
operator (at middle) and the expectation value of the ex-
citation number operator (at right), all for N = 2j = 18
(integer j) and k ∈ {1, 32 , 2, 52 , 3, 4, 5, 7, 10}, using the
odd-parity ground state for k = 32 ,
5
2 and the even-parity
ground state for k = 1, 2, 3, 4, 5, 7, 10. It can be ob-
served that the behavior of the analyzed quantities is
slightly different from the mean-field expressions in equa-
tions (24), (25) and (26). Mainly, the energy plot shows
an oscillatory-like behavior near the transition, with a
higher amplitude for the odd-parity case. In general, all
quantities appear to have a smoother transition than its
analogous mean-field plots in figure 1.
Another way to approximate the ground state of the
system is to numerically minimize the SAS energy sur-
face in eq. (32). This approach has the disadvantage of
not letting us have analytical expressions for the energy,
the expectation value of the atomic relative population
operator and the expectation value of the excitation num-
ber operator, nevertheless it allows us to have a better
understanding of the behavior of these quantities in the
normal region, where the MF and CSAS expressions have
a constant value.
In figure 3 we plot the ground state energy (at left),
the expectation value of the atomic relative population
operator (at middle) and the expectation value of the
excitation number operator (at right), obtained by nu-
merically minimizing the SAS energy surface in eq. (32),
all for N = 2j = 18 and k ∈ {1, 32 , 2, 52 , 3, 4, 5, 7, 10}.
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FIG. 3: Plot of the ground-state energy ESASk (a), the expectation value of the atomic relative population operator J SASk (b)
and the expectation value of the analogue of the photon number operator νSASk (c) as a function of the field-matter coupling
γ, obtained by numerically minimizing the SAS energy surface, for k ∈ {1, 3
2
, 2, 5
2
, 3, 4, 5, 7, 10
}
(blue-continuous lines). As a
benchmark, the red-dashed lines show these same quantities in the limiting case k →∞, which corresponds to the
HW(1)⊗SU(2) Dicke model. All plots were obtained using ω = 1, Ω = 2, N = 18 and j = 9.
As in the CSAS approach, we use the odd-parity ground
state for k = 32 ,
5
2 and the even-parity ground state for
k = 1, 2, 3, 4, 5, 7, 10. It can be noticed from these plots
that the transition looks less smooth, being obvious for
the expectation values of the atomic relative popula-
tion operator and the excitation number operator, as its
graphs become discontinuous. The behavior in the nor-
mal region is also different from the one shown in figures
1 and 2, slightly changing instead of having a constant
value. Another interesting thing to observe is the graph
of the expectation value of the excitation number opera-
tor for k = 1, as it has a constant value of 12 , a completely
different behavior than the one shown for all the used ap-
proaches and values of k.
It is worth mentioning that the cut-off value of the
field-matter coupling used in both figure 2 and figure 3,
is the same as in eq. (23), i.e. the same as in the mean-
field case.
VI. EXACT QUANTUM SOLUTION
For the exact quantum solution we resort to numerical
diagonalization of the Hamiltonian and use the lowest
eigenstate to compute the fidelity and the expectation
value of the relevant observables.
In figure 4 we plot the fidelity between neighboring
states as a function of the field-matter coupling parame-
ter γ, as defined in eq. (10). The blue lines correspond
to the fidelities for different values of k, increasing from
left to right, and the gray-continuous vertical lines indi-
FIG. 4: Fidelity (blue lines) between neighboring states as a
function of the field-matter coupling γ, obtained using the
numerical diagonalization of the Hamiltonian. The vertical
lines indicate the transition points characterized by the
minimum value of the fidelity, for k ∈ {3, 4, 5, 7} from left to
right. The vertical red-dashed line corresponds to the
transition point in the usual Dicke model, also obtained via
numerical means and characterized by the minimum value of
its corresponding fidelity.
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FIG. 5: Plot of the ground-state energy Ek (a), the expectation value of the atomic relative population operator Jk (b) and
the expectation value of the analogue of the photon number operator νk (c) as a function of the field-matter coupling γ,
obtained by numerically diagonalizing the Hamiltonian, for k ∈ {1, 3
2
, 2, 5
2
, 3, 4, 5, 7, 10
}
(blue-continuous lines). As a
benchmark, the red-dashed lines show these same quantities in the limiting case k →∞, which corresponds to the
HW(1)⊗SU(2) Dicke model. All plots were obtained using ω = 1, Ω = 2, N = 18 and j = 9.
cate the corresponding transitions points characterized
by the minimum value of the fidelity. The vertical red-
dashed line indicates the transition point in the usual
Dicke model, also characterized by the minimum value
of its corresponding fidelity [45]. Clearly, the drop in the
fidelity is going towards the usual Dicke result as increas-
ing k, as it should be.
Notice that the drop in the fidelity is roughly of the
order of 10−5, and it decreases as k →∞. However, even
in the Dicke model, when a finite number of particles is
considered, this drop is relatively small, of the order of
10−3 for [53] N = 200. It is only in the thermodynamic
limit where the fidelity drops down to zero [53] and both
the transition value predicted by the mean-field analysis
and the minimum of the fidelity coincide. We expect the
kDM to have a similar behavior.
Now we analyze how the quantum expectation values
of some physical quantities relevant to the system be-
haves near the transition point. In figure 5 we show the
exact ground-state energy (at left), the expectation value
of the atomic relative population operator Jk (at center)
and the photon number operator νk (at right), as a func-
tion of the field-matter coupling γ for a given value of
j and different values of k. The red dashed lines corre-
spond to the expectation values in the exact quantum
solution of the Dicke Hamiltonian. We see from these
plots that the quantum solution does indeed change in
the normal region, as predicted by the numerically min-
imized SAS energy surface plots in figure 3, eventhough
the transition is smoother, which can also be seen from
the small (≈ 10−5) drop of the fidelity in figure 4.
It is worth mentioning that the cut-off value of the
field-matter coupling parameter γ used in the graphs
plotted in figure 5, is the one presented in eq. (23), i.e.
the same as in the mean-field approach. This causes the
blue-continuous graphs to go beyond its permitted val-
ues, resulting in crossovers between graphs with differ-
ent values of k and even between finite-field and Dicke’s
graphs. The latter allows us to infer that the real cut-
off value of the field-matter coupling parameter γ is less
than the one used in the mean-field approach. However,
an explicit calculation of it would require an analytical
expression for the real ground state of the system. This,
of course, does not mean that the numerical solution af-
ter the cut-off value of γ is incorrect, as the system is ac-
tually solvable for any value of γ; however, for couplings
γ > γm, the k-Dicke model stops showing a super-radiant
behavior, even if the system remains in the super-radiant
phase, which of course is a direct consequence of having
an upper bound in the number of excitations. In figure
6 we show a comparison of the expectation value of the
analogue of the photon number operator νk, for k = 10,
between the mean-field and numerical solutions before
and after the cut-off value of γ. In it, the numerical
solution shows an asymptotic behavior towards the max-
imum value attained by the mean-field solution, which
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FIG. 6: Expectation value of the analogue of the photon
number operator νk as a function of the field-matter
coupling γ, obtained by numerically diagonalizing the
Hamiltonian (blue continuous line), and by a mean-field
analysis (red-dashed line), both for k = 10. The vertical line
indicates the cut-off value γm of the coupling parameter,
according to the mean-field analysis. All plots were obtained
using ω = 1, Ω = 2, N = 18 and j = 9.
we have artificially extend after the cut-off value of γ, as
the mean-field analysis does not allow for γ > γm.
VII. SUMMARY AND CONCLUSIONS
The use of a fitting of a k-oscillator scheme, in con-
junction with a given unitary representation of the SU(2)
algebra, was proposed to undertake the algebraic study
of a nonlinear version of the ubiquitous Dicke model.
This group-theoretical extension of the Dicke model,
termed the k-Dicke model, is based on the fact that
the Heisenberg-Weyl algebra HW(1) describing the usual
bosonic mode can be obtained by contraction of the
SU(2) algebra. The resulting k-Dicke Hamiltonian mani-
fests that the dynamical algebra of the extended model is
SU(2)⊗SU(2). Our model resembles the two-fluid Lip-
kin system of interest in nuclear physics.
It is found that such an algebraic structure, alterna-
tive to the quantum algebraic formalism (or to the f -
deformed algebras), is able to enables us to capture the
essence of given nonlinear-oscillator models within a sim-
ple algebraic framework, such as those describing a Kerr-
type medium and a Po¨sch-Teller oscillator. One of the
main features of the introduced k-oscillator model is that
it possesses a maximum number of excitations. This is
similar to what occurs with the Po¨sch-Teller oscillator,
where the maximum number of excitations is identified
with the maximum number of bound states.
We have also discussed how the recent development
of new technologies, such as circuit quantum electrody-
namics and LC circuits, offer an interesting route for im-
plementing hybrid systems, admiring the possibility of
controlling the parameter settings, on demand, and ex-
ploring new quantum and semiclassical phenomena. This
provides a test bed where many nonlinear quit-oscillator
models can be experimentally realized, including the one
published in this work.
By using the energy surface minimization method,
which consists of minimizing the expectation value of
the Hamiltonian in some trial variational state, we found
that the k-Dicke model exhibits a quantum phase tran-
sition at a critical value for the field-matter coupling
strength γc(k). The system then transits from the nor-
mal phase, for γ below the critical value γc(k), to a super-
radiant phase, for γc(k)<γ<γm(k). Here, γm(k) is the
maximum value that the field-matter coupling strength
can take, and it is a direct consequence of the max-
imum number of excitations that the k-oscillator sup-
port. Our analysis was carried out via three methods:
through mean-field analysis (i.e. by using SU(2)⊗SU(2)
coherent states), by using parity-preserving symmetry-
adapted states (using the critical values obtained in the
mean-field analysis and numerically minimizing the en-
ergy surface) and by means of the exact quantum solution
(i.e. by numerically diagonalizing the Hamiltonian).
We found that all approaches, mean-field, symmetry-
adapted and numerical diagonalization, converge to the
the Dicke model results as k → ∞, meaning that in
the thermodynamic limit, these different approaches con-
verge to the mean field solution [45]. From this analysis
we can infer that the mean-field quantum phase transi-
tion for the k-Dicke model remains in the thermodynamic
limit.
From figures 1, 2, 3 and 5, we see that for a finite
number of particles, near the transition, all the curves ob-
tained from different approaches look very different. The
most reliable approach in this case is of course the nu-
merical diagonalization, nevertheless, it could be a very
difficult task since it requires the diagonalization of a
(2j+1)×(2k+1) matrix, with j = N/2. On the contrary,
both SAS and CSAS are simpler to analyze both numeri-
cally and theoretically. In conclusion, for a large number
of particles (see Ref. 53) the expressions obtained in the
mean-field analysis provide an excellent description of the
behavior of the system near and far from the phase transi-
tion. For a small number of particles and specific numer-
ical values of the parameters, if enough computational
resources are available, the numerical diagonalization of
the hamiltonian is the best choice. If computational re-
sources are limited, then the SAS approach is a better
option. Lastly, if analytical expressions are needed, both
mean-field and CSAS approaches can be useful, CSAS
with the advantage of having a well-defined parity but
more complex expressions.
We close by commenting the possible connection be-
tween the algebraic model we have considered and the
q-bosons. The anharmonic q-bosons are defined by the
following commutation relations [57, 58]
[aq, a
†
q] = q
nq , [nq, aq] = −aq, [nq, a†q] = a†q, (38)
where the deformation parameter q is in general a com-
plex number. This algebra, which is usually referred
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as Heisenberg-Weyl q-algebra and denoted by HWq, de-
fines a special deformation scheme of the usual harmonic-
oscillator algebra (3), to which it is reduced in the limit
q → 1. It has been useful in the description of anhar-
monic vibrations of diatomic molecules and solids, since
the corresponding oscillator-like model exhibits the main
features of the Morse oscillator. Our k-oscillator algebra
(6) may be obtained from the q-bosons (38) for real val-
ues of q approaching to one from below. To see this, let
q < 1 and p = 11−q , so that q = 1− 1p . Then we have
qnq =
(
1− 1
p
)nq
. (39)
The harmonic limit is recovered for p → ∞ in this
parametrization. Further, assuming that (1/p)  1, we
can Taylor expand the above result to obtain
qnq ≈ 1− nq
p
+
1
2
nq(nq − 1)
p2
+O(p−3). (40)
If we now substitute the leading terms (up to order 1/p)
in the q-bosons algebra (38) and we identify the parame-
ter p with k, nq with nk and the creation and annihilation
operators aq, a
†
q with bk, b
†
k, we recover the SU(2) algebra
(6). We mention in passing that, if q approaches to one
from above, we can define the new parameter r = 1q−1
and the approximation equivalent to eqs. (39) and (40)
leads to the non-compact SU(1, 1) algebra. In summary:
lim
q→1−0+
HWq → SU(2), lim
q→1+0+
HWq → SU(1, 1).
(41)
Although the q-bosons algebra contracts to the SU(2) al-
gebra, it is not clear that their representations also match
in the limit. This can be seen from the fact that the SU(2)
algebra is naturally defined in a finite Hilbert space, while
the q-algebra can be defined in a finite-dimensional repre-
sentation only when q is a nontrivial root of the equation
[59] qnq = 1. A possible extension of this work must be
then the analysis of the quantum phase transition in the
q-Dicke model.
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