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A GENERALIZED HOCHSTER’S FORMULA FOR LOCAL
COHOMOLOGIES OF MONOMIAL IDEALS
YUKIHIDE TAKAYAMA
Abstract. The Hilbert series of local cohomologies for monomial ideals, which
are not necessarily square-free, is established. As applications, we give a sharp
lower bound of the non-vanishing degree of local cohomologies and also a sharp
lower bound of the positive integer k of k-Buchsbaumness for generalized Cohen-
Macaulay monomial ideals.
Introduction
LetK be a field and let S = K[X1, . . . , Xn] be a polynomial ring with the standard
grading. For a graded ideal I ⊂ S we set R = S/I. We denote by xi the image of
Xi in R for i = 1, . . . , n and set m = (x1, . . . , xn), the unique graded maximal ideal.
Also H i
m
(R) denotes the local cohomology module of R with regard m.
The aim of this paper is to show a generalization of Hochster’s formula on local
cohomologies for square-free monomial ideals (Stanley-Reisner ideals) [4] to mono-
mial ideals that are not necessarily square-free. The obtained formula, although
its topological meaning is not clear as compared to the original formula, tells much
about the non-vanishing degrees of the local cohomologies H i
m
(R). In particular, we
consider generalized Cohen-Macaulay monomial ideals.
A residue class ring R is called generalized Cohen-Macaulay ring, or simply gen-
eralized CM, if H i
m
(R) has finite length for i 6= dimR. In this case, we will call
the ideal I ⊂ S a generalized CM ideal. For a generalized CM ring R, there exists
an integer k ∈ Z, k ≥ 1, such that mkH i
m
(R) = 0 for i 6= dimR. If this condition
holds, we will also call R, or I ⊂ S, k-Buchsbaum. An ideal I is generelized CM
if and only if it is k-Buchsbaum for some k. If I is k-Buchsbaum but not (k − 1)-
Buchsbaum, then we will call I strictly k-Buchsbaum. As a main application of our
formula, we will give a sharp bound of k for the k-Buchsbaumness for a generalized
CM monomial ideals.
For a finite set S we denote by | S | the cardinarity of S, and, for sets A and B,
A ⊂ B means that A is a subset of B, which may be equal to A.
The author thanks Ju¨rgen Herzog for valuable discussions and detailed comments
on the early version of the paper.
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1. Generalized Hochster’s Formula
We first consider an extension of Hochster’s formula on local cohomologies of
Stanley-Reisner ideals.
Let I ⊂ S be a monomial ideal, which is not necessarily square-free. Then we
have
H i
m
(R) ∼= H i(C•)
where C• is the Cˇech complex defined as follow:
C• : 0 −→ C0− −→ C1 −→ · · · −→ Cn −→ 0, Ct =
⊕
1≤i1<···<it≤n
Rxi1 ···xit .
and the differenctial Ct −→ Ct+1 of this complex is induced by
(−1)snat : Rxi1 ···xit −→ Rxj1 ···xjt+1 with {i1, . . . , it} = {j1, . . . , hˆs, . . . , jt+1}
where nat is the natural homomorphism to localized rings and Rxi1 ···xit , for example,
denotes localization by xi1 , . . . , xit .
We can consider a Zn-grading to H i
m
(R), C• and Rxi1 ···xit induced by the multi
grading of S. See for example [3] for more detailed information about this complex.
Now we will consider the degree a subcomplex C•a of C
• for any a ∈ Zn. Before
that we will prepare the notation. For a monomial ideal I ⊂ S, we denote by G(I)
the minimal set of monomial generators. Let u = Xa11 · · ·Xann be a monimial with
ai ≥ 0 for all i, then we define νj(u) = aj for all j = 1, . . . , n and supp(u) = {i |
ai 6= 0}. Now for a ∈ Zn, we set Ga = {i | ai < 0} and Ha = {i | ai > 0}.
Lemma 1.1. Let x = xi1 · · ·xir with i1 < · · · < ir and set F = supp(x). For all
a ∈ Zn we have dimK(Rx)a ≤ 1 and the following are equivalent
(i) (Rx)a ∼= K
(ii) F ⊃ Ga and for all u ∈ G(I) there exists j /∈ F such that νj(u) > aj ≥ 0.
Notice that the condition ai ≥ 0 in (ii) is redundant because it follows from the
condition F ⊃ Ga. But it is written for the readers convenience.
Proof. The proof of dimK(Rx)a ≤ 1 is verbatim the same as that of Lemma 5.3.6
(a) in [3]. Now we assume (i), i.e., (Rx)a 6= 0. This is equivalent to the condition
that there exists a monomial σ ∈ R and ℓ ∈ N such that
(a) xmσ 6= 0 for all m ∈ N, and
(b) deg
σ
xℓ
= a,
where deg denotes the multidegree. We know from (b) that we have F ⊃ Ga because
a negative degree ai(< 0) in a must come from the denominator of the fraction σ/x
ℓ
and F = supp(xℓ). Now we know that (a) is equivalent to the following condition:
for all u ∈ G(I) and for all m ∈ N we have u 6 |(Xmi1 · · ·Xmir )(Xb11 · · ·Xbnn ) where we
set σ = xb11 · · ·xbnn with some integers bj ≥ 0, j = 1, . . . , n. This is equivalent to the
following: for all u ∈ G(I) there exists i /∈ F such that νi(u) > bi. Furthermore,
we know from the condition F ⊃ Ga that we have ai = bi for i /∈ F since by (b)
non-negative degrees in a must come from σ. Consequently we obtain (ii).
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Now we show the converse. Assume that we have (ii). Set τ =
∏
i∈Ha
xaii and
ρ =
∏
i∈Ga
x−aii . Then since F ⊃ Ga there exists ℓ ∈ N and a monomial σ (in R)
such that
(1) xℓ = ρσ
We show that
στ
xℓ
6= 0 in Rx. στ
xℓ
6= 0 is equivalent to the condition that xm(στ) 6= 0
for all m ∈ N, as in the above discussion. This is equivalent to the condition
(2) for all u ∈ G(I) there exists i /∈ F such that νi(u) > bi
where we set στ = xb11 · · ·xbnn for some integers bj ≥ 0, j = 1, . . . , n. But by (1) we
have i /∈ supp(σ) for i /∈ F , so that bi = νi(τ) = ai(> 0) (i.e., i ∈ Ha) or ai = bi = 0
(i.e., i /∈ Ha ∪ Ga). Hence (2) is exactly the condition that for all u ∈ G(I) there
exists j /∈ F such that νj(u) > aj ≥ 0, which is assured by the assumption. Thus
we have
στ
xℓ
6= 0 in Rx. Therefore
deg
στ
xℓ
= deg
στ
ρσ
= deg
∏
i∈Ha∪Ga
xaii = deg x
a = a
as required. 
Let a ∈ Zn. By Lemma 1.1 we see that (C i)a has a K-linear basis
{bF : F ⊃ Ga, and for all u ∈ G(I) there exists j /∈ F such that νj(u) > aj ≥ 0}.
Restricting the differentation of C• to the ath graded piece we obtain a complex
(C•)a of finite dimensional K-vector spaces with differentation ∂ : (C
i)a −→ (C i+1)a
given by ∂(bF ) =
∑
(−1)σ(F,F ′)bF ′ where the sum is taken over all F ′ such that F ′ ⊃
F with |F ′| = i+1 and for all u ∈ G(I) there exists j /∈ F ′ such that νj(u) > aj ≥ 0.
Also we define σ(F, F ′) = s if F ′ = {j0, . . . , ji} and F = {j0, . . . , jˆs, . . . , ji}. Then
we describe the ath component of the local cohomology in terms of this subcomplex:
H i
m
(R)a ∼= H i(C•)a = H i(C•a).
Now we fix our notation on simplicial complex. A simplicial complex ∆ on a
finite set [n] = {1, . . . , n} is a collection of subsets of [n] such that F ∈ ∆ whenever
F ⊂ G for some G ∈ ∆. Notice that we do not assume the condition that {i} ∈ ∆ for
i = 1, . . . , n. We define dimF = i if | F |= i+1 and dim∆ = max{dimF | F ∈ ∆},
which will be called the dimension of ∆. If we assume a linear order on [n], say
1 < 2 < · · · < n, then we will call ∆ oriented, and in this case we always denote an
element F = {i1, . . . , ik} ∈ ∆ with the orderd sequence i1 < . . . < ik. For a given
oriented simplicial complex of dimension d− 1, we denote by C(∆) the augumented
oriented chain complex of ∆:
C(∆) : 0 −→ Cd−1 ∂−→ Cd−2 −→ · · · −→ C0 ∂−→ C−1 −→ 0
where
Ci =
⊕
F∈∆,dimF=i
ZF and ∂F =
i∑
j=0
(−1)jFj
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for all F ∈ ∆. Here we define Fj = {i0, . . . , iˆj, . . . , ik} for F = {i0, . . . , ik}. Now for
an abelian group G, we define the ith reduced simplicial homology H˜i(∆;G) of ∆
to be the ith homology of the complex C(∆) ⊗ G for all i. Also we define the ith
reduced simplicial cohomology of ∆ H˜ i(∆;G) to be the ith cohomology of the dual
chain complex HomZ(C(∆), G) for all i. Notice that we have
H˜−1(∆;G) =
{
G if ∆ = {∅}
0 otherwise
,
and if ∆ = ∅ then dim∆ = −1 and H˜i(∆;G) = 0 for all i.
Now we will establish an isomorphism between the complex (C•)a, a ∈ Zn, and a
dual chain complex. For any a ∈ Zn, we define a simplicial complex
∆a =
{
F −Ga | F ⊃ Ga andfor all u ∈ G(I) there exists j /∈ F such that νj(u) > aj ≥ 0
}
.
Notice that we may have ∆a = ∅ for some a ∈ Zn.
Lemma 1.2. For all a ∈ Zn there exists an isomorphism of complexes
α• : (C•)a −→ HomZ(C(∆a)[−j − 1], K) j = |Ga|
where C(∆a)[−j − 1] means shifting the homological degree of C(∆a) by −j − 1.
Proof. The assignment F 7→ F − Ga induces an isomorphism α• : (C•)a −→
HomZ(C(∆a)[−j − 1], K) of K-vector spaces such that bF 7→ ϕF−Ga, where
ϕF ′(F
”) =
{
1 if F ′ = F ”
0 otherwise.
That this is a homomorphism of complexes can be checked in a straightforward
way. 
Now we come to our main theorem.
Theorem 1.1. Let I ⊂ S = K[X1, . . . , Xn] be a monomial ideal. Then the multi-
graded Hilbert series of the local cohomology modules of R = S/I with respect to the
Z
n-grading is given by
Hilb(H i
m
(R), t) =
∑
F∈∆
∑
dimK H˜i−|F |−1(∆a;K)t
a
where t = t1 · · · tn, the second sum runs over a ∈ Zn such that Ga = F and aj ≤
ρj − 1, j = 1, . . . , n, with ρj = max{νj(u) | u ∈ G(I)} for j = 1, . . . , n, and ∆ is the
simplicial complex corresponding to the Stanley-Reisner ideal
√
I.
Proof. By Lemma 1.2 and universal coefficient theorem for simplicial (co)homology,
we have
Hilb(H i
m
(R), t) =
∑
a∈Zn
dimK H
i
m
(R)at
a
=
∑
a∈Zn
dimK H˜i−|Ga|−1(∆a;K)t
a.
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It is clear from the definition that ∆a = ∅ if for all j /∈ Ga we have aj ≥ ρj . In this
case, we have dimK H˜i−|Ga|−1(∆a;K) = 0. Thus we obtain
Hilb(H i
m
(R), t) =
∑
a ∈ Zn
aj ≤ ρj − 1
j = 1, . . . , n
dimK H˜i−|Ga|−1(∆a;K)t
a.
Now if ∆a 6= ∅, we must have (Ga − Ga =) ∅ ∈ ∆a, i.e., Ga must be a subset of
{1, . . . , n} such that for all u ∈ G(I) there exists j /∈ Ga such that νj(u) > aj ≥ 0,
and this condition is equivalent to ”Ga 6⊃ supp(u) for all u ∈ G(I)”, which can
further be refined as ”Ga is not a non-face of ∆, i.e., Ga ∈ ∆”. Thus we finally
obtain the required formula. 
The original Hochster’s formula is a special case of Theorem 1.1. For a simplicial
complex Γ and F ∈ Γ, we define lkΓ F = {G|F ∪ G ∈ Γ, F ∩ G = ∅} and stΓ F =
{G|F ∪G ∈ Γ}.
Corollary 1.1 (Hochster). Let ∆ be a simplicial complex and let K[∆] be the
Stanley-Reisner ring corresponding to ∆. Then we have
Hilb(H i
m
(K[∆]), t) =
∑
F∈∆
dimK H˜i−|F |−1(lk∆ F ;K)
∏
j∈F
t−1j
1− t−1j
.
Proof. By Theorem 1.1 we have
Hilb(H i
m
(R), t) =
∑
F∈∆
∑
a ∈ Zn
−
Ga = F
dimK H˜i−|F |−1(∆a;K)t
a
where Zn− = {a ∈ Zn|aj ≤ 0 for j = 1, . . . , n} and
∆a =
{
F −Ga | F ⊃ Ga, and for all u ∈ G(I) there exists j /∈ Fsuch that j ∈ supp(u) and j /∈ Ha ∪Ga
}
.
= {F −Ga | F ⊃ Ga, and for all u ∈ G(I) we have Ha ∪ F 6⊂ supp(u)} .
= {L | L ∩Ga = ∅, L ∪Ga ∪Ha ∈ ∆} = lkst∆Ha Ga.
Then the rest of the proof is exactly as in Theorem 5.3.8 [3]. 
2. Applications
In this section, we give some application of Theorem 1.1. We define ai(R) =
max{j|H i
m
(R)j 6= 0} if H im(R) 6= 0 and ai(R) = −∞ if H im(R) = 0. Similarly, we
define and bi(R) = inf{j|H im(R)j 6= 0} if H im(R) 6= 0 and bi(R) = +∞ if H im(R) = 0.
Recall that ρj = max{νj(u) | u ∈ G(I)} for j = 1, . . . , n.
Corollary 2.1. Let I ⊂ S = K[X1, . . . , Xn] be a monomial ideal. Then ai(R) ≤∑n
j=1 ρj − n for all i.
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Proof. By Theorem 1.1, the terms in Hilb(H i
m
(R), t) with the highest total degree
are at most dimK H˜i−|F |−1(∆a;K)t
a with aj = ρj−1 for all j. Thus the total degree
is at most
∑
j ρj − n. 
From Corollary 2.1, we can recover the following well known result.
Corollary 2.2. Let I ⊂ S be a Stanley-Reisner ideal. Then ai(R) ≤ 0 for all i.
Proof. If I is square-free, then ρj ≤ 1 for j = 1, . . . , n. 
For a Stanley-Reisner generalized Cohen-Macaulay ideal I ⊂ S with dimR = d,
it is well known that it is Buchsbaum and bi(R) ≥ 0 for all i( 6= d). The following
theorem extends this result to monomial ideals in general.
Theorem 2.1. Let I ⊂ S = K[X1, . . . , Xn] be a generalized CM monomial ideal.
Then bi(R) ≥ 0 for all i < dimR.
Proof. Let d = dimR. Assume that there exists i and j with 0 ≤ i < d and j < 0
such that H i
m
(R)j 6= 0. Then by Theorem 1.1 there exists a ∈ Zn such that
(i)
∑n
k=1 ak = j < 0, in particular Ga 6= ∅, and
(ii) dimK H˜i−|Ga|−1(∆a;K) 6= 0, in particular ∆a 6= ∅.
Now observe that by the definition of ∆a, the coditions (ii) is independent of the
values of aj for j ∈ Ga. This means that the total degree j =
∑n
k=1 ak can be
any negative integer so that H i
m
(R) is not of finite length, which contradicts the
assumption. 
Remark 1. By Kodaira Vanishing Theorem (Corollary 2.4 [5]), we have bi(R) ≥ 0
for i 6= dimR if char(K) = 0 and R is a normal domain and has an isolated
singularity at m. Theorem 2.1 is a case that is not covered by Kodaira Vanishing
Theorem.
For a generalized Cohen-Macaulay ideal I ⊂ S with d = dimR, there exists some
positive integer k such that mkH i
m
(R) = 0 for all i 6= d. Then we refer R as a
k-Buchsbaum ring. Now we consider the question: what is the lower bound of k?
Theorem 2.2. Let I ⊂ S = K[X1, . . . , Xn] be a generalized CM monomial ideal.
Then R = S/I is
(∑n
j=1 ρj − n + 1
)
-Buchsbaum.
Proof. R is maxi 6=d(ai(R)− bi(R) + 1)-Buchsbaum. The required result follows im-
mediately from Corollary 2.1 and Theorem 2.1. 
We can immediately recover the following well known result.
Corollary 2.3. Let I ⊂ S be a Stanley-Reisner ideal. If R is generalized Cohen-
Macaulay, then R is 1-Buchsbaum.
In fact, it is well-known that a generalized Cohen-Macaulay Stanley-Reisner ideal
is Buchsbaum, which is stronger than 1-Buchsbaumness.
The bound of k-Buchsbaumness given in Theorem 2.2 is best possible. In fact,
we can construct strictly (
∑n
j=1 ρj − n + 1)-Buchsbaum ideals as in the following
example.
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Example 2.1. Let I ⊂ S be a Stanley-Reisner Buchsbaum ideal. Notice that such
ideals can be constructed with the method presented in [1] and H i
m
(S/I) (i 6= dimR)
is a K-vector space for i 6= dimR.
Now consider a K-homomorphism
ϕ : S −→ S, Xi 7−→ Xaii (i = 1, . . . , n)
where a = (a1, . . . , an) ∈ Zn with ai ≥ 1 for i = 1, . . . , n. We define ϕ(M) = M⊗SϕS
for a S-module M , where a left-right S-module ϕS is equal to S as a set, it is a right
S-module in the ordinary sense and its left S-module structure is determined by ϕ.
Then we have
(1) ϕ(S/I) = S/ϕ(I)S,
(2) ϕ is an exact functor.
Thus, for i 6= dimR, we have H i
m
(S/ϕ(I)S) ∼= ϕ(H i
m
(S/I)) and since H i
m
(S/I) is
a direct sum of S/m, H i
m
(S/ϕ(I)S) is a direct sum of S/(Xa11 , . . . , X
an
n ). Then we
know that mkH i
m
(S/I) = 0 but mk−1H i
m
(S/I) 6= 0 with k = ∑nj=1 ρj − n + 1 =∑n
j=1 aj − n+ 1.
Remark 2. Bresinsky and Hoa gave a bound for k-Buchsbaumness for ideals gen-
erated by monomials and binomials (Theorem 4.5 [2]). For monomial ideals our
bound is stronger than that of Bresinsky and Hoa.
Finally, we consider vanishing cohomological dimensions of generalized CM mono-
mial ideals. Recall that Castelnuovo-Mumford regularity of the ring R is defined
by
reg(R) = max{i+ j|H i
m
(R)j 6= 0}.
Let r = reg(R). Then we have H i
m
(R)j = 0 for j > r − i. Then we have
Corollary 2.4. Let I ⊂ S be a generalized CM monomial ideal with d = dimR and
r = reg(R). Then H i
m
(R) = 0 for r + 1 ≤ i < d. In particular, if I has a q-linear
resolution, we have H i
m
(R) = 0 for q ≤ i < d.
Proof. First part is clear from Theorem 2.1. If R has a q-linear resolution, we have
reg(R) = q − 1. Thus the second statement also follows immediately. 
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