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Abstract
We describe a general framework for weighted parametric multiple
test procedures based on the closure principle. We utilize general weight-
ing strategies that can reflect complex study objectives and include many
procedures in the literature as special cases. The proposed weighted para-
metric tests bridge the gap between rejection rules using either adjusted
significance levels or adjusted p-values. This connection is possible by al-
lowing intersection hypotheses to be tested at level smaller than α, which
may be needed for certain study considerations. For such cases we intro-
duce a subclass of exact α-level parametric tests which satisfy the conso-
nance property. When only subsets of test statistics are correlated, a new
procedure is proposed to fully utilize the parametric assumptions within
each subset. We illustrate the proposed weighted parametric tests using
a clinical trial example.
Keywords: Multiple test procedure, Closure principle, Adjusted p-value,
Non-exhaustiveness, Consonance
1 Introduction
Scientific experiments are often faced with simultaneous inference problems
when addressing multiple objectives, such as assessing the differences between
several experimental conditions. Weighted multiple test procedures (MTPs) are
commonly used to control the overall Type I error rate by assigning weights to
different hypotheses in order to reflect the relative importance of objectives in
the test strategy. For example, early references on weighted min-p tests in-
clude the resampling-based tests from Westfall and Young (1993, Chapter 6),
and Westfall et al. (1998). Weighted MTPs based on specific parametric mod-
els have been investigated using hierarchical tests (Huque and Alosh, 2008) and
graphical approaches (Bretz et al., 2011). These procedures discuss weighted
parametric MTPs using the closure principle (Marcus et al., 1976) where each
intersection hypothesis is tested at exact level α. When there are no logical re-
strictions among the hypotheses, such as for the step-down Dunnett procedure
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(Dunnett and Tamhane, 1991), a weighted parametric test has been introduced
by Xie (2012) based on adjusted p-values.
MTPs are usually carried out by comparing either adjusted significance lev-
els with unadjusted p-values or adjusted p-values with the unadjusted level α.
Although various weighted parametric tests have been proposed in the litera-
ture, the link between rejection rules using either adjusted significance levels or
adjusted p-values has not been systematically explored. In addition, the major-
ity of the procedures in the literature focus on the case where each intersection
hypothesis is tested at exact level α. It remains unclear how to deal with the
non-trivial case where the significance level is strictly less than α for some of the
intersection hypotheses. This is a relevant question for certain study considera-
tions. For example, in the phase III clinical trial of buparlisib in patients with
advanced and metastatic breast cancer, the analysis of progression-free survival
(PFS) endpoints happens much earlier in time than the analysis of the overall
survival (OS) endpoints. Thus, testing of PFS hypotheses does not benefit from
rejecting the OS hypotheses at a later time point. (Goteti et al., 2014). Besides,
in certain parallel and k-out-of-n gatekeeping procedures, some intersection hy-
potheses involving primary hypotheses are tested at level smaller than α to allow
testing secondary hypotheses if a certain number of primary hypotheses have
been rejected (Dmitrienko et al., 2008; Xi and Tamhane, 2014).
We propose a unified framework for weighted parametric MTPs using the
closure principle. This framework allows for general weighting strategies and
includes many procedures in the literature as special cases. When some inter-
section hypotheses are tested at level smaller than α, we reveal a special prop-
erty of a class of parametric tests which proportionally increases the hypothesis
weights to ensure exact α-level tests. When the parametric assumptions only
apply to subsets of hypotheses, we propose a new procedure which utilizes the
parametric assumptions within each subset. We derive analytic expressions for
the adjusted p-values to avoid numerical root finding under multidimensional
integration.
2 Notation
Consider testing m elementary null hypotheses Hi, i ∈ I = {1, . . . ,m}. Under
the closure principle (Marcus et al., 1976), we test each non-empty intersection
hypothesisHJ = ∩j∈JHj , J ⊆ I, at level α. We reject an elementary hypothesis
Hi, i ∈ I, if every intersection hypothesis HJ with i ∈ J ⊆ I is rejected by its
associated α-level test. The closed procedure controls the familywise error rate
(FWER) at level α in the strong sense (Hochberg and Tamhane, 1987).
Because some hypotheses among H1, . . . , Hm may be more important than
others, we assign weights for different hypotheses to reflect the relative impor-
tance. Using the notation from Maurer and Bretz (2013), let wJ = (wj(J), j ∈
J) denote a vector of weights for an index set J ⊆ I. A weighting scheme
W = {wJ , J ⊆ I} is called valid if for every J ⊆ I and j ∈ J we have wj(J) ≥ 0
and 0 <
∑
j∈J wj(J) ≤ 1. Validity is a basic but important condition and
2
thus all weighting schemes considered in this paper are valid. In addition, W is
called exhaustive if for every J ⊆ I we have
∑
j∈J wj(J) = 1. Exhaustiveness is
a desirable property but not required in this paper. For example, the weighting
scheme of the step-down Dunnett procedure is wj(J) = 1/ |J | for j ∈ J ⊆ I,
where |J | denotes the number of indices in J .
Let pi denote the unadjusted p-value for Hi, i ∈ I. Consider the weighted
Bonferroni test that rejects HJ at level α if pj ≤ wj(J)α for any j ∈ J . In the
following, wj(J) and wj(J)α are called the local weight and local significance
level, respectively. An equivalent way of testing HJ is to use its p-value pˆJ =
min[1,minj∈J{pj/wj(J)}]. Accordingly, we can reject HJ if pˆJ ≤ α. Applying
the closure principle, we can then reject the elementary hypothesis Hi if its
adjusted p-value max{J:i∈J⊆I} pˆJ ≤ α.
Throughout this paper, we assume that under the null hypothesis Hi the
unadjusted p-value pi is uniformly distributed over [0, 1], i = 1, . . . ,m. The test
statistic associated with Hi is a function of pi under the inverse of the cumu-
lative distribution function, which could be, for example, an (asymptotically)
normal or a t distribution. The joint distribution of the pi’s is available if the
corresponding test statistics follow a multivariate probability distribution, such
as an (asymptotically) multivariate normal distribution.
3 Weighted parametric tests for intersection hy-
potheses
3.1 Joint distribution fully known
Let Pj denote the random variable whose realization is the observed unadjusted
p-value pj for Hj , j ∈ J , for some J ⊆ I. If the joint distribution of Pj , j ∈ J , is
fully known, the weighted min-p test rejects HJ if pj ≤ cJwj(J)α for any j ∈ J ,
where cJ is calculated such that
prHJ

⋃
j∈J
{Pj ≤ cJwj(J)α}

 = α∑
j∈J
wj(J). (1)
Setting cJ = 1 results in the weighted Bonferroni test with an inequality in (1).
Otherwise, cJ > 1 and the resulting weighted parametric test is more powerful
than the weighted Bonferroni test. Let qJ = minj∈J {pj/wj(J)} denote the
smallest observed weighted p-value for Hj , j ∈ J . The p-value pˆJ for the
intersection hypothesis HJ subject to
∑
j∈J wj(J) ≤ 1 is then given by
pˆJ = min

1, 1∑
j∈J wj(J)
prHJ

⋃
j∈J
{
Pj
wj(J)
≤ qJ
}

 . (2)
Therefore, we reject HJ if pj ≤ cJwj(J)α for any i ∈ J with cJ determined
in (1) or, equivalently, if pˆJ ≤ α. By the closure principle, we reject an ele-
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mentary hypothesis Hi, i ∈ I, if every HJ with i ∈ J ⊆ I is rejected. Equiv-
alently, the adjusted p-value of Hi is the maximum of pˆJ , i ∈ J ⊆ I, and we
reject Hi if it is less than or equal to α. Together with a general weighting
scheme W , the proposed weighted parametric test (1) and (2) includes many
procedures in the literature as special cases, such as the step-down Dunnett
procedure (Dunnett and Tamhane, 1991), the parametric fallback procedure
(Huque and Alosh, 2008), and the graphical approaches with parametric as-
sumptions (Bretz et al., 2011).
To see how pˆJ is derived in (2), rewrite the left hand side of (1) as
prHJ

⋃
j∈J
{
Pj
wj(J)
≤ cJα
} = prHJ
[
min
j∈J
{
Pj
wj(J)
}
≤ cJα
]
= α
∑
j∈J
wj(J).
Then cJα is the
{
α
∑
j∈J wj(J)
}
th quantile of the distribution of the minimum
weighted p-value QJ = minj∈J {Pj/wj(J)}. Under the null hypothesis HJ , the
probability of observing an equally or more extreme outcome is prHJ {QJ ≤ qJ}.
The p-value for HJ subject to
∑
j∈J wj(J) ≤ 1, is then given by (2), after
truncation at 1. Note that it is computationally more efficient to derive rejection
rules using pˆJ because it avoids solving numerically for cJ from an equation
involving multidimensional integration.
3.2 Parametric tests that enforce exhaustiveness
In Section 3.1, we investigated weighted parametric tests that preserve the signif-
icance level for HJ , J ⊆ I, at level α
∑
j∈J wj(J). However, it may be tempting
to always increase the sum of the local weights to 1. Xie (2012) considered the
case when the initial weights wi = wi(I) > 0 for all i ∈ I. If the joint dis-
tribution among the p-values is fully known, they proposed a closed procedure
using
pˆJ = prHJ

⋃
j∈J
{
Pj
wj
≤ qJ
} , (3)
where qJ = minj∈J {pj/wj}. Here, (3) is stated more generally because we do
not assume the ordering in weighted p-values as in Section 2·4 of Xie (2012).
Compared to (2), the factor 1/
∑
j∈J wj(J) is missing, which implies that
∑
j∈J wj(J)
is always increased to 1.
Note that Xie (2012) did not provide rejection rules based on adjusted sig-
nificance levels. From the relationship between (1) and (2), we can derive an
equivalent rejection rule that HJ is rejected if pj ≤ cJwj(J)α for any j ∈ J ,
where cJ is calculated such that
prHJ

⋃
j∈J
{Pj ≤ cJwj(J)α}

 = α = prHJ

⋃
j∈J
{
Pj ≤ cJ
wj∑
j∈J wj
α
}
 . (4)
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If wj(J) = wj/
∑
j∈J wj , the leftmost and the rightmost expressions in (4) are
the same. We then reject HJ if pj ≤ cJαwj/
∑
j∈J wj for any j ∈ J . Thus, the
procedure by Xie (2012) actually tests HJ in the following two steps. First, set
wj(J) to wj/
∑
j∈J wj , i.e., increase wj proportionally such that
∑
j∈J wj(J) =
1. Second, reject HJ if pj ≤ cJαwj/
∑
j∈J wj for any j ∈ J as in (4) or
equivalently if pˆJ ≤ α as in (3).
The resulting weighting scheme is always exhaustive when wi > 0 for all i ∈
I. However, it requires that all local weights wj(J) are completely determined
by the initial local weights, i.e., wj(J) = wj/
∑
j∈J wj , j ∈ J ⊆ I. It does not
apply to general weighting schemes, especially when some initial local weights
are 0. Nevertheless, the idea by Xie (2012) can be generalized to any valid
weighting scheme by dropping
∑
i∈J wj(J) and 1/
∑
i∈J wj(J) from the right
hand side of (1) and (2), respectively. The resulting closed procedure then
always increases the local weight wj(J) proportionally to wj(J)/
∑
i∈J wj(J).
It is not trivial to determine whether a weighting scheme generated from an
MTP is exhaustive or not, even if the initial local weights sum to 1. In addition,
it may be desirable to use a non-exhaustive weighting scheme for practical con-
siderations. For these reasons, we recommend working on the weighting scheme
separately to incorporate trial design considerations, and then using a weighted
parametric test that preserves the significance level for each intersection hypoth-
esis as in (1) and (2). For instance, when
∑
i∈I wi < 1, the procedure by Xie
(2012) can be implemented by first proportionally increasing local weights so
that the weighting scheme isW =
{
wJ =
(
wj/
∑
j∈J wj , j ∈ J
)
, J ⊆ I
}
. Then
we can apply the weighted parametric test in Section 3.1 within the closed pro-
cedure.
3.3 Joint distribution not fully known
If the joint distribution is only known for subsets of p-values, we can extend the
parametric test in (1) and (2) using ideas from Bretz et al. (2011). Assume that
I can be partitioned into ℓ mutually exclusive subsets Ih such that I = ∪
ℓ
h=1Ih.
For each subset Ih, h = 1, . . . , ℓ, we assume that the joint distribution of the
p-values pi, i ∈ Ih, is fully known, but the joint distribution of p-values from
different subsets is not necessarily known. For any J ⊆ I, let Jh = J ∩ Ih, h =
1, . . . , ℓ. Then we reject HJ if pj ≤ cJwj(J)α for any j ∈ J , where cJ is
calculated such that
ℓ∑
h=1
prHJ

 ⋃
j∈Jh
{Pj ≤ cJwj(J)α}

 = α∑
i∈J
wj(J). (5)
The approach from Bretz et al. (2011) is a special case of (5) when
∑
j∈J wj(J) =
1.
Note that (5) uses a common cJ for all subsets Jh, h = 1, . . . , ℓ. Hence, the
test decisions in Jh are affected by the distribution in other subsets although
the joint distribution between subsets is not necessarily known. For example,
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if Jh = {j} contains only one index, we reject HJ if pj ≤ cJwj(J)α, which
is no longer the rejection rule if the Bonferroni test were applied. Instead, we
propose to use different cJh ’s for different subsets Jh, h = 1, . . . , ℓ, to fully utilize
the parametric assumptions for Jh. Specifically, for any J ⊆ I, we reject HJ if
pj ≤ cJhwj(J)α for any j ∈ J , where cJh is calculated such that
prHJ

 ⋃
j∈Jh
{Pj ≤ cJhwj(J)α}

 = α ∑
j∈Jh
wj(J) (6)
for h = 1, . . . , ℓ. If we take the sum of the left hand side in (6) over h = 1, . . . , ℓ,
we have α
∑
j∈J wj(J) on the right hand side, which is the significance level for
HJ .
Another advantage of using different cJh ’s for Jh is that we can derive the p-
values analytically. First, the p-value for each subset Jh is derived using (2) and
then the p-value for HJ is the minimum over h = 1, . . . , ℓ. Specifically, let qJh =
minj∈Jh{pj/wj(J)} such that the p-value for HJ becomes pˆJ = min
ℓ
h=1{pˆJh},
where
pˆJh = min

1, 1∑
j∈Jh
wj(J)
prHJ

 ⋃
j∈Jh
{
Pj
wj(J)
≤ qJh
}

 . (7)
4 Consonance
A closed procedure is called consonant (Gabriel, 1969) if the rejection ofHJ , J ⊆
I, further implies that at least one Hj , j ∈ J , is rejected. Consonance is
a desirable property leading to a short-cut procedure which gives the same
rejection decisions as the original closed procedure but with fewer operations
to the order of m or m2 (Grechanovsky and Hochberg, 1999). Hommel et al.
(2007) proved that the monotonicity condition wj(J) ≤ wj(J
′) for all j ∈ J ′ ⊆
J ⊆ I, guarantees consonance if weighted Bonferroni tests are applied to all
intersection hypotheses.
If a weighted parametric test is applied as in (1), Bretz et al. (2011) showed
that
cJwj(J) ≤ cJ′wj(J
′) for all j ∈ J ′ ⊆ J (8)
ensures consonance. If (8) is satisfied, Algorithm 3 in Bretz et al. (2011) carries
out the short-cut procedure. But (8) is not always satisfied even if wj(J) ≤
wj(J
′) for all j ∈ J ′ ⊆ J ⊆ I. In such cases, Bretz et al. (2011) proposed to
modify the weighting scheme such that (8) is satisfied for a particular significance
level α. However, to calculate the p-values (2) for HJ , this modification has to
be satisfied for cJ under all α ∈ [0, 1], which is difficult to achieve.
The procedure by Xie (2012) considers a special weighting scheme that en-
sures consonance. As in Section 3.2, it assumes wi > 0 for all i ∈ I and defines
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the weighting scheme as wj(J) = wj/
∑
j∈J wj , j ∈ J ⊆ I. If the joint distribu-
tion of all test statistics is fully known, we calculate cJ and cJ′ such that
prHJ

⋃
j∈J
{
pj ≤ cJ
wj∑
j∈J wj
α
}
 = α = prH
J′

 ⋃
j∈J′
{
pj ≤ cJ′
wj∑
j∈J′ wj
α
}
 .
Because J ′ ⊆ J , the above equalities can only hold if cJ/
∑
j∈J wj ≤ cJ′/
∑
j∈J′ wj ,
which leads to (8). Xie (2012) also made a similar assessment using p-values
but did not refer to consonance explicitly. In fact, (8) continues to hold even
when the joint distribution of all test statistics is not fully known, as in (5).
Xie (2012) provided a short-cut procedure to calculate the adjusted p-value
for each elementary hypothesis. Here, we simplify the algorithm and do not
assume the ordering in the weighted unadjusted p-values. For the overall inter-
section hypothesis HJ1 , J1 = I, we calculate its p-value pˆJ1 according to (3). If
pˆJ1 ≤ α, reject Hj1 with the adjusted p-value pˆj1 = pˆJ1 and proceed to the next
step, where j1 = argminj∈J1 pj/wj ; otherwise stop. In general, for i = 2, . . . ,m,
let Ji = Ji−1 \ {ji−1} and calculate the p-value pJi for HJi . If pJi ≤ α, reject
Hji with the adjusted p-value pˆji = max{pˆii−1 , pˆJi}, and proceed to the next
step (as long as i < m), where ji = argminj∈Ji{pj/wj}; otherwise stop. This
short-cut procedure is performed in at most m operations and can be viewed as
a weighted version of the step-down Dunnett procedure.
If we generalize the procedure by Xie (2012) to any valid weighting scheme,
a sufficient condition for (8) is that wj(J) can be written as cJwj , where cJ
is a constant for all j ∈ J . As a simple example, we derive a weighted ver-
sion of the single-step Dunnett (1955) test. The weighting scheme for the
closed procedure is W = {wJ = (cIwj , j ∈ J), J ⊆ I} such that HJ is re-
jected if pj ≤ cIwjα for any j ∈ J ⊆ I. Here, cI is a constant for every
j ∈ J ⊆ I such that prHI {∪j∈I (Pj ≤ cIwjα)} = α. Assuming
∑
i∈I wi = 1,
we derive the short-cut procedure for the weighted single-step Dunnett test
which rejects Hi if pi ≤ cIwiα for any i ∈ I. The adjusted p-value for Hi is
pˆi = prHI {∪j∈I (Pj/wj ≤ pi/wi)}. Then the single-step Dunnett (1955) test is
a special case when wi = 1/m, i ∈ I.
5 Clinical trial example
Consider the clinical trial example from Bauer et al. (2001) to test for the supe-
riority of three doses of an investigational treatment against a control regarding
an efficacy and a safety endpoint. There are three efficacy hypothesesH1, H2, H3
and three safety hypotheses H4, H5, H6 for the comparison of the high, medium,
low dose against the control, respectively. We modify the step-down proce-
dure without order constraints between the doses from Section 3 in Bauer et al.
(2001) as follows. Assume the initial weights as wI = (0·4, 0·4, 0·2, 0, 0, 0).
Within each dose-control comparison, the hypothesis on the efficacy endpoint
is tested first and, if rejected, the test on the safety endpoint is performed at
the same local significance level. If both hypotheses can be rejected for a same
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dose, the associated local level is equally distributed among the other two doses.
The one-sided significance level is α = 0·025. The graphical representation of
this MTP is shown in Figure 1 using the graphical approach from (Bretz et al.,
2009; Burman et al., 2009). In this framework, hypotheses are denoted by nodes
associated with their local weights. A directed edge from Hi to Hj means that
when Hi is rejected, its local weight can be propagated to Hj . The number
associated with the edge quantifies the proportion of the local weight of Hi that
can be propagated to Hj .
Efficacy
0·4
H1
0·4
H2
0·2
H3
Safety
High dose
0H4
Medium dose
0H5
Low dose
0H6
1 1 1
0·5
0·5
0·5 0·5
0·5
0·5
Figure 1: Graphical multiple test procedure for the clinical trial example.
The weighting scheme of this MTP can be obtained using Algorithm 1
in Bretz et al. (2011), which has been implemented in the gMCP R package
(Rohmeyer and Klinglmueller, 2015). Table 1 in the Supplementary Material
provides the local weight vector wJ for each intersection hypothesis HJ , J ⊆ I.
For example, the local weights for H123 = H1 ∩H2 ∩H3 are w1 = 0·4, w2 = 0·4
and w3 = 0·2, and for H234 = H2 ∩ H3 ∩ H4 they are w2 = 0·4, w3 = 0·2 and
w4 = 0·4. The Dunnett (1955) test is suitable for the many-to-one comparisons
as it is more powerful than the Bonferroni test. This motivates us to use a
weighted parametric test for the intersection hypothesis involving any two of
the three efficacy hypotheses H1, H2, H3. For the sake of illustration, we as-
sume that the joint distribution of test statistics between the safety hypotheses
H4, H5, H6 is unknown.
We assume that the joint distribution of the test statistics for H1, H2, H3
is trivariate normal with a mean vector of 0’s. Assuming equal group sizes,
the pairwise correlation between the test statistics is 0·5 among the efficacy
hypotheses. All other correlations are assumed to be unknown. Given this
joint distribution, the index set I = {1, . . . , 6} is partitioned into four subsets:
{1, 2, 3}, {4}, {5}, {6}. Within the subset {1, 2, 3}, the test statistics follow the
trivariate normal distribution.
We calculate the local significance levels for all intersection hypotheses us-
ing (A) the weighted Bonferroni test, (B) the weighted parametric test (5)
and (C) the weighted parametric test (6). Using (A), the local significance
levels for H234 are (0·4, 0·2, 0·4) × 0·025 = (0·01, 0·005, 0·01). Using (B), we
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calculate c234 = 1·033 from (5) via the mvtnorm package in R (Genz et al.,
2016). The resulting local significance levels are (0·4, 0·2, 0·4)× 1·033× 0·025 =
(0·0103, 0·0052, 0·0103). Using (C), we calculate c23 = 1·057 and c4 = 1 from (6).
The resulting local significance levels are (0·4×1·057, 0·2×1·057, 0·4×1)×0·025 =
(0·0106, 0·0053, 0·01).
From the above calculations we can see that both parametric tests (B) and
(C) produce higher local significance levels than the Bonferroni test (A). Thus,
they can reject at least as many hypotheses as the Bonferroni test. Differences
between (B) and (C) arise when two efficacy hypotheses and at least one safety
hypothesis with a positive weight are associated with an intersection. For ex-
ample, for H234 (C) preserves the level for the safety hypotheses at the level
of the Bonferroni test (A) but produces higher level for the efficacy hypotheses
than (B). On the other hand, (B) has a higher level for the safety hypotheses
but a lower level for the efficacy hypotheses. These conclusions apply to all
intersection hypotheses.
Supplementary material
Supplementary material includes the weighting scheme and further numerical
comparisons for the clinical trial example in Section 5.
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