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ABSTRACT
A new model approach is presented in this work for includ-
ing convective wall heat losses in the Direct Quadrature Method
of Moments (DQMoM) approach, which is used here to solve the
transport equation of the one-point, one-time joint thermochem-
ical probability density function (PDF). This is of particular in-
terest in the context of designing industrial combustors, where
wall heat losses play a crucial role. In the present work, the
novel method is derived for the first time and validated against
experimental data for the thermal entrance region of a pipe. The
impact of varying model-specific boundary conditions is anal-
ysed. It is then used to simulate the turbulent reacting flow of
a confined methane jet flame. The simulations are carried out
using the DLR in-house Computational Fluid Dynamics (CFD)
code THETA. It is found that the DQMoM approach presented
here agrees well with the experimental data and ratifies the use
of the new convective wall heat losses model.
INTRODUCTION
Closure of the chemical source term poses one of the great-
est challenges in modelling turbulent reactive flows. For this
reason, transported probability density function (PDF) methods
are an attractive modelling approach for the simulation of turbu-
lent reactive flows, as the chemical source term appears in closed
form. The Direct Quadrature Method of Moments (DQMoM)
approach for solving the transported PDF equations retains the
particular advantage of an already closed chemical source term,
while additionally keeping computational costs relatively low
compared to the traditional stochastic approaches for solving
the PDF transport equation (e.g. Lagrangian Monte-Carlo meth-
ods [1] or stochastic field methods [2]). This makes the DQMoM
model approach useful most notably for industrial applications,
where in particular large domains are required; in addition, larger
detailed reaction mechanisms become more accessible due to the
lower computational expense offered by DQMoM.
One particular disadvantage of the general transported PDF
method is that terms involving diffusive fluxes of heat and mass
are unclosed and require modelling. A variety of mixing models
are available for these unknown terms, which typically provide
a model for scalar dissipation. However, very few models exist
which allow the inclusion of convective wall heat losses [3–5].
None of these models have been used to the authors’ knowledge
in the DQMoM approach for solving the PDF transport equa-
tion. The implementation of convective wall heat losses is es-
pecially relevant in the context of industrial combustors, where
for example engine cooling capabilities can play a major role in
combustor design. Wall heat losses can also significantly influ-
ence the combustion process itself, and accurate prediction of
this phenomenon is crucial in forecasting, for instance, cooling
efficiency and its impact on noxious emissions and dynamics.
Although current literature provides some insight into the
capabilities of the DQMoM model in turbulent reactive flow
regimes [6–10], there is little in the way of (a) wall heat losses
and (b) quantification of the influence of boundary conditions.
In the present work, a method for including convective wall heat
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losses at isothermal walls in the DQMoM method is therefore
derived for the first time; the required inclusion of molecular dif-
fusion in the governing equations is demonstrated. This method
is first validated against experimental data of a thermal entrance
region of a pipe using data provided by Abbrecht and Churchill
[11]. The impact of varying model-specific boundary conditions
for this case is also analysed. Next, the model is verified for tur-
bulent reacting flows with the use of a confined methane jet flame
against data obtained from experiments carried out by Lammel et
al. [12]. The steady Reynolds-Averaged Navier-Stokes (RANS)
approach is used for all presented cases, and detailed chemi-
cal kinetics are used to model chemistry. The simulations are
carried out using the in-house Computational Fluid Dynamics
(CFD) code THETA [13, 14] of the German Aerospace Centre
(DLR).
THEORY
DQMoM is an alternative approach to the traditional
stochastic methods of solving the transport equations of thermo-
chemical PDFs [15]. In this work, a joint PDF of specific en-
thalpy and linearly independent species mass fractions is used.
For low Mach number flows the assumption of constant thermo-
dynamic pressure is valid, and these variables are sufficient to
completely determine the thermodynamic state of the chemically
reacting flow. The following section first presents the Favre-PDF
equation and the models used to handle unclosed terms, then
the DQMoM-IEM equations used to solve the Favre-PDF equa-
tion, and finally the convective wall heat losses model for the
DQMoM-IEM approach.
Favre-PDF Equation
The Favre-PDF P˜ is defined as:
P˜(ψα ;xi, t) =
ρ(ψα)P(ψα ;xi, t)
〈ρ〉(xi, t) (1)
where ρ is the density, ψα the state vector corresponding to φα ,
which is the vector of the thermochemical variables specific en-
thalpy, h, and species mass fraction, Yα (which are both random
variables in a turbulent flow). P is the thermochemical PDF and
xi and t are the space and time coordinates respectively. The qual-
ifier (˜·) represents a Favre-averaged quantity and 〈·〉 a Reynolds-
averaged quantity. For the DQMoM apporach, this Favre-PDF is
approximated by a finite number of Dirac pulses δ as:
P˜(ψα ;xi, t) =
Ne
∑
n=1
pn(xi, t)
Ns
∏
α=1
δ (ψα −〈φα〉n(xi, t)) (2)
where Ne is the number of environments and Ns is the number of
scalars in the vector φα . The probability of each environment is
denoted as pn and satisfies the condition ∑Nen=1 pn = 1. Assuming
now that differential diffusion is negligible and Lewis number
Le = 1, the unclosed form of the Favre-PDF transport equation
reads (using Einstein notation, as with the rest of the paper) [16]:
∂ (〈ρ〉P˜)
∂ t
+
∂ (〈ui|φγ = ψγ〉〈ρ〉P˜)
∂xi
=− ∂
∂ψα
(
∂
∂xi
〈
D
∂φα
∂xi
∣∣∣∣φγ = ψγ〉〈ρ〉P˜)
− ∂
∂ψα
(
〈Sα |φγ = ψγ〉 〈ρ〉ρ P˜
)
(3)
where 〈·|φγ = ψγ〉 denotes a conditional expectation for given
ψγ . The velocity is expressed by ui, the molecular diffusion co-
efficient by D and the chemical source term is Sα . The second
term on the left hand side (LHS) of Eq. (3) and the first term on
the right hand side (RHS) are unclosed terms, and require closure
models.
Closure Models The first unclosed term in Eq. (3) is
treated using the Gradient Diffusion Model (GDM) [1, 17]:
∂ (〈ui|φγ = ψγ〉〈ρ〉P˜)
∂xi
=
∂
∂xi
(
〈ui|φγ = ψγ〉〈ρ〉P˜
)
=
∂
∂xi
(
〈u˜i|φγ = ψγ〉〈ρ〉P˜
)
+
∂
∂xi
(
〈u′′i |φγ = ψγ〉〈ρ〉P˜
)
=
∂ (u˜i〈ρ〉P˜)
∂xi
− ∂
∂xi
(
〈ρ〉DT ∂ P˜∂xi
)
(4)
where (·)′′ is a quantity representing fluctuation over Favre-
average. The term DT is the turbulent diffusion coefficient. The
second unclosed term in Eq. (3) is algebraically manipulated to
result in the following [18]:
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− ∂
∂ψα
(
∂
∂xi
〈
D
∂φα
∂xi
∣∣∣∣φγ = ψγ〉〈ρ〉P˜)
=
∂
∂xi
(
〈ρ〉D ∂ P˜
∂xi
)
+
∂
∂xi
(
DP˜
∂ 〈ρ〉
∂xi
)
−〈ρ〉 ∂
2
∂ψα∂ψβ
(〈
D
∂φα
∂xi
∂φβ
∂xi
∣∣∣∣φγ = ψγ〉 P˜)
(5)
The second term on the RHS of Eq. (5), spatial density gradients,
can be altogether neglected [18]. The third term represents scalar
dissipation, and is closed using the Interaction by Exchange with
the Mean (IEM) model [19].
Molecular Diffusion The first term on the RHS of
Eq. (5) represents the molecular diffusion. This term is essen-
tial when considering convective wall heat losses as molecular
diffusion plays an important role in transferring heat from the
wall to the fluid, and thus needs to be included in the transport
equation. It is observed that this term has the same form as the
GDM term in Eq. (4). The two can therefore be combined:
∂
∂xi
(
〈ρ〉DT ∂ P˜∂xi
)
+
∂
∂xi
(
〈ρ〉D ∂ P˜
∂xi
)
=
∂
∂xi
(
〈ρ〉Deff ∂ P˜∂xi
) (6)
providing an effective diffusivitiy Deff = DT + D. For cases
where molecular diffusion does not play a pivotal role, D
can simply neglected, establishing a simple on-off function for
molecular diffusivity.
Thus, re-writing Eq. (3) using the closure models elaborated
above and the molecular diffusion term, the final form of the
transport equation for the joint thermochemical Favre-PDF of
specific enthalpy and species mass fractions P˜ is [16]:
∂ (〈ρ〉P˜)
∂ t
+
∂ (u˜i〈ρ〉P˜)
∂xi
− ∂
∂xi
(
〈ρ〉DX ∂ P˜∂xi
)
=− ∂
∂ψα
((
Cφ
2τt
(φ˜α −ψα)+ Sαρ
)
〈ρ〉P˜
) (7)
where DX is either the turbulent diffusion coefficient DT (when
molecular diffusion is neglected) or effective diffusion coeffi-
cient Deff (when molecular diffusion is accounted for), Cφ = 2.0
is the IEM mixing model constant and τt is the integral turbulent
time scale.
DQMoM-IEM Approach
The DQMoM-IEM model approach is now used to solve
Eq. (7). The method essentially involves forcing the definition
of the Favre-PDF P˜, i.e. Eq. (1), to agree with values of the
known (or calculable) statistical moments such that [15]:
〈φm11 · · ·φ
mNs
Ns 〉=
Ne
∑
n=1
pn
Ns
∏
α=1
〈φα〉mαn (8)
This results in a set of transport equations for pn and 〈φα〉n. For
Ne = 2 (generally sufficient1), we obtain a total of 1+2Ns equa-
tions:
∂ (〈ρ〉pn)
∂ t
+
∂ (u˜i〈ρ〉pn)
∂xi
− ∂
∂xi
(
〈ρ〉DX ∂ pn∂xi
)
= an (9)
∂ (〈ρ〉〈sα 〉n)
∂ t
+
∂ (u˜i〈ρ〉〈sα 〉n)
∂xi
− ∂
∂xi
(
〈ρ〉DX ∂ 〈sα 〉n∂xi
)
= b〈φα 〉n
(10)
where 〈sα〉n = pn〈φα〉n are the probability-weighted scalars.
These are the final transport equations used in the DQMoM-IEM
approach. The RHS of Eq. (9), an, is set to zero: this keeps the
number of necessary transport equations to (Ne−1)+NsNe, and
ensures that the boundedness of the conditional means is not vio-
lated [15]. The source term b〈φα 〉n on the RHS of Eq. (10) is [21]:
b〈φα 〉n = (−1)n〈ρ〉
p1DX ∑3i=1
(
∂ 〈φα 〉1
∂xi
)2
+ p2DX ∑3i=1
(
∂ 〈φα 〉2
∂xi
)2
〈φα 〉2−〈φα 〉1
+ 〈ρ〉pn
Cφ
2τt
(φ˜α −〈φα 〉n)+ pn 〈ρ〉Sαρ
(11)
The first term in Eq. (11) ensures correct variance. In handling
this term when 〈φα〉2 = 〈φα〉1, the method adopted by Akroyd
1In general, 2-environment models have been shown to perform accurately,
with no significant improvements in 3- or 4- environment formulations [20]. In
this work, mean and variance are the two captured moments.
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et al. [10] is implemented in this work. In short, a bounding
function and a filter function are used to constrain the variance
production term and smooth out singularities/discontinuities re-
spectively.
Convective Wall Heat Losses Model
The aim is to be able to specify boundary conditions for
solving the equation for probability-weighted specific enthalpy,
Eq. (10), when wall temperature is a given. If a certain tempera-
ture T˜w is required to be set on an isothermal wall, it follows that
this T˜w can no longer be considered a random variable as it is a
known quantity. In terms of the marginal PDF of temperature,
this means that it relaxes asymptotically from the two distinct
Dirac pulses in Eq. (2) into a single Dirac pulse as the isothermal
wall is approached. For DQMoM, this implies that both environ-
ments 〈Tw〉1 and 〈Tw〉2 have the same value. This wall tempera-
ture is thus used in conjunction with the composition on the wall
in order to calculate the enthalpy for each environment, which
are used as boundary conditions for solving Eq. (10).
For the present implementation that uses bounding and filter
functions, identical environmental values result in the first term
of Eq. (11) being set to zero, which leads to the variances of en-
thalpy (and therefore temperature) being reproduced incorrectly.
In order to circumvent this situation, 〈Tw〉1 and 〈Tw〉2 are set to
be unique by perturbing the prescribed wall temperature T˜w by a
small, arbitrarily chosen ±ε:
〈Tw〉n = T˜w +(−1)n εpw,n (12)
This method ensures that (a) the mean, i.e. the prescribed wall
temperature, is preserved and that (b) the variances of temper-
ature and specific enthalpy are accurately reproduced. Addi-
tionally, molecular diffusion is accounted for using Eq. (6), and
DX = Deff = DT +D is used.
Turbulence model
The standard k-ω turbulence model [22] is used for both
studied test cases, with an incompressible solver for the momen-
tum equations. Pressure is solved using the steady-state Semi-
Implicit Method for Pressure Linked Equations (SIMPLE) [23].
The models are implemented in the DLR in-house code THETA,
which is based on a finite volume discretisation method. The
transport processes and chemistry are solved in a coupled fash-
ion. THETA allows also for the inclusion of detailed reaction
mechanisms.
TEST CASES
The present work considers two different test cases. Both
are used to validate and verify the implementation of the wall
heat losses model within DQMoM in the DLR in-house code
THETA. The first test case considers experiments conducted on
the thermal entrance region of a mixing pipe by Abbrecht and
Churchill [11]. This experiment provides a simple set-up, ideal
for the initial validation of the model presented in this paper
for an inert flow. Furthermore, the influence of varying model-
specific boundary conditions is quantified. The second test case
investigates a confined methane jet flame and uses data gathered
by Lammel et al. [12], serving to validate the use of the new
model with the inclusion of combustion kinetics in a lab-scale
burner. Both test cases provide measurement uncertainty data.
Thermal Entrance Region of a Pipe
Experiments conducted by Abbrecht and Churchill [11] are
used in this work to validate DQMoM for convective wall heat
losses for a non-reacting case. A long mixing pipe of diameter
dmp = 3.861× 10−2 m with a step increase in wall temperature
was used, with a turbulent, fully developed flow of air. Measure-
ments were conducted for flow Reynolds numbers of approxi-
mately Re = 15,000 and 65,000 with corresponding flow rates
of approximately m˙ = 8.391×10−3 kg/s and 3.654×10−2 kg/s.
The unheated length of the tube was 1.676 m, and a variable-
length wall-heated section followed, ending in an additional un-
heated tube opening out into atmosphere. The length of the
heated tube was manipulated to allow the heating distance to the
centre of the fixed calorimeter to vary from 0.453dmp to 9.97dmp.
The inlet temperatures were at Tin = 299.46 K and then at 300.81
K for the higher Re run, with the corresponding heated wall tem-
peratures of Tw = 313.21 K and 315.09 K. Plastic discs were used
as insulation for the non-heated sections. Hot-wire anemometry
was used to measure velocity and temperature profiles, with a
probe located downstream of the calorimeter.
Confined Jet Flame
In order to validate the use of the DQMoM wall heat loss im-
plementation in reacting flow, a confined atmospheric methane
jet flame experiment conducted by Lammel et al. [12] is used in
this work. The experimental set-up consisted of a tube of diame-
ter dcjf = 10 mm leading into a rectangular cross-sectioned com-
bustion chamber of dimensions 5dcjf× 4dcjf with height 60dcjf.
The inlet pipe was set off-centre to ensure a one-sided recircula-
tion zone; it also rose into the combustion chamber by 2dcjf. A
schematic of the set-up is shown in Fig. 1. Statically premixed
methane/air was fed into the inlet nozzle at atmospheric pres-
sure with speed varying from 90 to 150 m/s, and corresponding
Reynolds numbers ranging from Re = 13,983 to 42,410. The
mixture was preheated to 473 K, 573 K and 673 K. The mix-
ture composition was varied by starting at stoichiometric condi-
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FIGURE 1. EXPERIMENTAL SET-UP OF THE CONFINED JET
FLAME [12].
tions and then being decreased until the flame showed signs of
instability or lean blow out. OH-PLIF and OH*-CL were car-
ried out in order to enable visualisation of the flame position,
shape and stabilisation. Raman data were also extracted, such
that major species concentrations, mixture fraction and tempera-
ture could be determined. Fig. 1(b) shows the laser sheet plane
upon which these measurements were carried out. Furthermore,
PIV was used to obtain planar velocity fields at various section
planes.
Numerical Set-Up
Structured hexahedral meshes are used for both the pipe and
the confined jet flame cases. For the former, the computational
grid is reduced to that of a wedge, making use of the rotational
symmetry present in the experimental setup; it consists of ap-
proximately 20,000 nodes. The y+ at the wall is approximately
1.5, and no wall functions are used with the k−ω turbulence
model. The inflow conditions for this test case are shown in
Tab. 1. In order to observe the influence of the different boundary
conditions, the inlet environment probabilities were varied from
p1 = 0.1 to 0.4 in 0.1 increments, in addition to a mass-fraction
scaled value of 0.233. Furthermore, the value of ε from Eq. (12)
was also varied from ε = 1× 10−5 K to 1× 10−1 K in steps of
1×10−1, with p1 constant at 0.233 across the ε range. The inlet
compositions and temperatures in each environment were kept
identical to one another at the mean physical values.
The confined jet flame grid uses the symmetry present in the
set-up and consists of half the combustion chamber and nozzle,
split down the section plane seen in Fig. 1(b); it comprises ap-
proximately 2.5M nodes. The boundary conditions used for this
work are summarised in Tab. 2. The value for probability of envi-
ronment 1 at the inlet was scaled to the mass fraction of the fuel,
p1 = Y CH4 = 0.0398. The inlet temperatures and species mass
TABLE 1. Boundary Conditions for the Mixing Pipe.
Inlet Wall
Velocity [m/s] 6.287 0.0
Species [-] O2, N2 -
Mass Fractions [-] 0.233, 0.767 -
Temperature [K] 301.03 313.52
p1 [-] 0.233 -
TABLE 2. Boundary Conditions for the Confined Jet Flame.
Inlet Isothermal
Walls
Velocity [m/s] 150 0.0
Species [-] CH4, O2, N2 -
Mass Fractions [-] 0.0398,
0.2236,
0.7365
-
Temperature [K] 573 800
p1 [-] 0.0398 -
fractions for both environments were treated differently to the
inert test case. In order to provoke non-zero variance for these
quantities (since, in contrast to the inert case, species variance
should be non-zero due to combustion), the two environments
were perturbed slightly away from one another about the mean
physical value, similar to Eq. (12):
〈Yα,in〉n = Y˜α,in +(−1)n 1×10
−5
pin,n
(13)
where (·)in denotes an inlet quantity. The walls of the inflow
nozzle were set to be adiabatic, and the walls of the combustion
chamber were prescribed as isothermal at 800 K. The value for
ε in Eq. (12) was kept constant at 1×10−5 K. For modelling the
chemistry, a detailed methane oxidation reaction mechanism [24]
with 19 reacting and 2 non-reacting species and 84 reactions was
used. For this simulation, the effect of gravity was also taken into
account.
It is important to note that each of the two test cases consid-
ered in this work have only one inflow boundary, which means
that the prescription of DQMoM boundary conditions is not triv-
ial. The issue can be summarised as follows. Previous works
utilising the DQMoM model have always had two or more inflow
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boundaries, allowing for physically meaningful designations for
the environmental values of species and temperature either (a)
through control of pn: each environment can be turned “on” or
“off” (p1 = 1, p2 = 0 and vice-versa) at the inlet depending on
the specific combination of species and temperature required at
that inlet (the two environments are different to one another but
do not vary from inlet to inlet); or (b) allowing for the whole
spectrum of pn by having the two environments identical to one
another at each inlet, but varying from inlet to inlet. Since for
premixed flows only option (b) is sensible, i.e. both environ-
ments are identical to each other and pn can theoretically be as-
signed arbitrarily, the authors consider that the most reasonable
approach is to scale the inlet probabilities to the species mass
fractions (of fuel/oxidiser when relevant). This emulates an arti-
ficially non-premixed system, i.e. p1 = Yi,1 would be the result
of prior mixing. As outlined above, the effect of varying pin,n is
investigated in the first test case.
This approach is naturally not viable if the number of envi-
ronments were to be increased. Previous works using e.g. three
environments have used again either option (a) or (b) mentioned
above. The premixed case requires special consideration. The
only reasonable approach for premixed cases using more than
two environments might be to split the probabilities arbitrarily
across the number of environments, with the species and temper-
ature values slightly perturbed about the mean (as it is now). This
is not entirely clear yet, and for such cases, further investigation
is necessary.
RESULTS
Pipe Thermal Entrance Region
The simulation results obtained for the mixing pipe are pre-
sented here. Figure 2 compares the experimental data of the tem-
perature distribution with the results from DQMoM-IEM for var-
ious positions downstream of the inlet. The x-axis of the graph
is the normalised distance from the centre of the pipe to the
wall, with the y-axis showing a normalised temperature of the
form T˜−T˜in
T˜w−T˜in
with T˜in being the inlet temperature and T˜w the wall
temperature. The simulation results in this graph are for mass
fraction-scaled p1 = 0.233 and ε = 1×10−5 K. The experiment
reports various uncertainty data; for the temperature measure-
ments, ±0.11 K is estimated.
The results obtained from the simulation agree very well
with the experimental data. The largest deviations are found
at a downstream location of x/dmp = 4.12, but are nevertheless
small. The simulation seems to produce a faster transition from
the mean flow temperature to the wall temperature, i.e. a higher
transfer of heat down from the wall. This is most likely due to
over-predicted levels of turbulence in the pipe flow. Figure 3
shows the Favre-RMS (root mean square) data for temperature
obtained from simulation. Here, five different runs are consid-
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FIGURE 2. TEMPERATURE DISTRIBUTION FOR p1 = 0.233
AND ε = 10−5.
ered, with ε ranging from 1× 10−5 K to 1× 10−1 K in steps of
1×10−1, and p1 = 0.233 across all five cases.
Away from the wall, the RMS does not vary from one sim-
ulation to the next; however, some variance is produced at the
wall itself (due to the difference in values of Tw,1 and Tw,2). As
expected, this dwindles to zero as ε → 0 (this is clear in Fig. 4:
smaller perturbations from the mean correspond, naturally, to a
lower RMS). Most importantly, the RMS is clearly non-zero in
the shear layer for all five cases as required.
Next, the effects of varying the inlet environmental proba-
bility is investigated. Figure 5 shows variation of Favre-RMS
temperature against normalised radial coordinate, for fixed value
of ε = 1×10−5 K and p1 ranging from 0.1 to 0.4 in steps of 0.1,
as well as the mass fraction scaled value of p1 = 0.233. It is clear
in Fig. 5 that varying the value of p1 does not have a notable im-
pact on the RMS of temperature. The most significant variation
is visible about halfway between the wall and the centre of the
pipe, at the most downstream position of x/d = 9.97; the differ-
ences cease to manifest as one approaches the wall and further
upstream in the flow. At x/d = 9.97, the RMS from the p1 = 0.1
simulation lies slighly higher than the rest of the results, and the
p1 = 0.4 simulation slightly lower. The mean temperature does
not vary across the p1 spectrum. Without further detailed study,
it is difficult to pinpoint the exact source of these discrepancies.
They are, however, insignificant enough to justify the assumption
that RMS is independent of the choice of inlet pn. The dispari-
ties gradually weaken to non-existence as the peak RMS is ap-
proached in the shear layer: the RMS produced due to the steeper
temperature gradients in the proximity of the wall begins to take
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FIGURE 3. FAVRE-RMS OF TEMPERATURE WITH VARYING ε
AND p1 = 0.233.
 0.0001
 0.001
 0.01
 0.1
 1
R
M
S 
Te
m
pe
ra
tu
re
 [K
]
x/d = 0.453
ε = 1x10-5
ε = 1x10-4
ε = 1x10-3
ε = 1x10-2
ε = 1x10-1
 0.0001
 0.001
 0.01
 0.1
 1
R
M
S 
Te
m
pe
ra
tu
re
 [K
]
x/d = 1.13
 0.0001
 0.001
 0.01
 0.1
 1
0.98 0.99
R
M
S 
Te
m
pe
ra
tu
re
 [K
]
r/a
x/d = 4.12
0.98 0.99 1.00
 0.0001
 0.001
 0.01
 0.1
 1
R
M
S 
Te
m
pe
ra
tu
re
 [K
]
r/a
x/d = 9.97
FIGURE 4. FAVRE-RMS OF TEMPERATURE WITH VARYING ε
AND p1 = 0.233. SCALE ZOOMED IN TO WALL.
over and eventually dominates completely, i.e. 〈T 〉1 and 〈T 〉2
move away from one another independent of the choice of p1.
Further upstream, both environmental temperatures are equal at
the central axis (as prescribed at the inlet boundary).
Parameter choices With varying p1, no variation in the
first moment of temperature is observed, and only minimal varia-
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FIGURE 5. FAVRE-RMS OF TEMPERATURE WITH VARYING
p1 AND ε = 1×10−5.
tion in the second moment. For the next test case, thus, the choice
of scaling inlet p1 to inlet mass fractions (already discussed in the
previous section) remains valid. As for choosing the value of the
ε perturbation, once again the first moment remains unaffected,
and the RMS is identical for all chosen ε away from very close
to the wall. It is physically meaningful for temperature RMS ex-
actly at the isothermal wall to be zero. Since ε = 1×10−5 gives
the RMS value closest to zero, this is also chosen for the confined
jet flame.
Confined Jet Flame
Data obtained from the DQMoM simulations of the confined
jet flame are presented in this section. The flow field and flame
region can be visualised by the streamlines of Favre-averaged
velocity coloured by axial velocity in Fig. 6 and Favre-averaged
temperature in Fig. 7.
A qualitative comparison of the flow field to the experimen-
tal data in Fig. 6 shows that the DQMoM-IEM model is able
to capture the approximate flow structures very well. The large
recirculation zone that stabilises the flame is reproduced qualita-
tively correctly, though it is shifted further upstream than in the
experiment. The temperature contours in Fig. 7 show the approx-
imate shape and position of the jet flame. Hot gas can clearly be
seen to have recirculated down from the main flame region to
near the nozzle exit. The small section missing from the figure
from experiment is due to restrictions faced while conducting the
Laser Raman Spectroscopy [12]. The adiabatic flame tempera-
ture of 2064 K is higher than the maximum temperature seen in
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FIGURE 7. FAVRE-AVERAGE OF TEMPERATURE [K].
the experiment/simulation, which highlights the crucial impor-
tance of the inclusion of wall heat losses.
A closer look at velocity and temperature profiles, in addi-
tion to important species profiles, is shown in Figs. 8 to 11; each
shows the relevant quantity against radial coordinate for four dif-
ferent positions downstream of the nozzle.
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Figure 8 plots axial velocity. The overall agreement is very
good; however, a few minor deviations are evident. The peak
velocities on the nozzle axis are slightly under-predicted by DQ-
MoM and the position of the recirculation zone sits slightly fur-
ther upstream compared to experiment. The peak velocities in
the recirculation zone, on the other hand, are higher in the sim-
ulation (i.e. higher positive velocities and lower negative veloci-
ties). This may be due to the chosen turbulence model.
The Favre-average of temperature is compared in Fig. 9. The
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FIGURE 10. FAVRE-AVERAGE OF CH4 MOLE FRACTION.
model and experiment agree very well at the most upstream posi-
tion Y/d = 1. The peak flame temperature given by the DQMoM
model is higher than that in experiment by around 50 K, which
may be a consequence of the chosen reaction mechanism. The
high temperatures also plateau across a longer space, whereas the
experiment shows a quicker drop in temperature away from the
peak. This could indicate the presence of a wider reaction zone
in the simulation. The stronger recirculation zone in the simu-
lation might also explain the longer temperature plateau, as hot
gases are pushed back upstream more forcefully and amass to a
higher degree in this region.
The methane mole fraction plots are in good agreement at
the two upstream locations, as Fig. 10 shows. It should be noted
that the discrepancy between experiment and simulation in the
nozzle region of the flow, for Y/d = 1, is due to measurement
error (the same region in Fig. 11 also shows minor water pres-
ence). Further downstream and on the recirculation zone side
of the combustion chamber, the levels of methane in the simula-
tion are much lower than what is seen in the experiment. This is
consistent with the picture painted by the temperature plots: the
higher and longer-sustained temperatures lead to a higher con-
sumption of fuel. The trend seen in the experiment is recovered
further away from the recirculation zone. In the same way, water
mole fraction is then higher than predicted in experiment in the
same regions, and closer to the experimental data nearer the noz-
zle axis (see Fig. 11). It is also higher generally in the regions
X < 0 m, even in the regions where temperature is correctly re-
produced; this could be because, as indicated with the tempera-
ture plots, the higher water levels produced are transported and
collected further upstream due to the stronger recirculation.
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Wall Temperature Sensitivity Measurements indicate
that the wall temperatures range from approximately 550 K near
the nozzle exit to above 1200 K further downstream [25]. A
brief sensitivity analysis for wall temperatures was carried out by
Go¨vert et al. [26]: these results seem to suggest minimal influ-
ence of the wall temperature on the fluid temperatures and flame
structure, making the current choice of a constant 800 K a rea-
sonable one for initial model validation purposes. Although more
accurate representation of the wall temperature profile in simu-
lation would likely mean that higher temperatures are observed
in the recirculation zone, the overall influence is expected to be
small. The nature and position of the recirculation zone, as well
as the temperatures predicted by the reaction mechanism, are ex-
pected to play a greater role in the combustion behaviour for this
particular burner. Nonetheless, in order to confidently quantify
the relationship between wall temperature and combustion be-
haviour, further detailed investigation is necessary.
CONCLUSIONS
The use of the new convective wall heat losses model for
isothermal walls in conjunction with the inclusion of molecular
diffusion for the DQMoM-IEM model approach shown in this
paper has been validated. Two different test cases were studied.
The first test case, a non-reacting thermal entrance region of a
pipe, was used to validate the implementation of the newly for-
mulated convective wall heat loss model with the inclusion of
molecular diffusion. The results of the simulations were found
to agree well with the experimental data. The influence of vary-
ing boundary conditions for this test case was also carried out;
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this particular formulation of the DQMoM model boundary con-
ditions was further demonstrated to be valid for premixed (i.e.
single inlet) flows. The new wall heat losses model was then val-
idated for a turbulent reacting flow, using a confined methane jet
flame. The importance of accurate reproduction of the recircu-
lation zone was shown, since this had a notable impact on the
distribution of temperature and species across the domain. In
addition, it was found that the lowering of the peak flame tem-
peratures would have closed the gap between the experimental
and simulation results. Overall, however, the results and trends
agreed well with the data from experiment; the use of this model
for inert and well as reacting flows has been successfully verified.
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