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Abstract
A Tabu Search (TS) algorithm is presented for topological optimisation of broad band communication networks
whose structure is based on a single exchange and on a number of multiplexing centres. Considering the high cost
of the ®ber optic cable, the network architecture is a minimum spanning tree. The optimisation problem is reduced
to choose the number and the locations of the multiplexing centres. This leads to model the network by a binary string
in which ones and zeroes indicate activation or non-activation of multiplexing centres in the nodes. A TS algorithm has
been implemented using a dynamically changing tabuÿtenure, a frequency based long term memory structure and an
aspiration criterion. Extensive testing over networks of various sizes and con®gurations is made in order to choose
the best values of the parameters. The performances of the algorithm are compared to those of other more traditional
techniques. Ó 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
Increasing attention has been recently devoted
to various problems inherent to the topological de-
sign of distributed telecommunication networks,
to the Integrated Service Digital Network (ISDN)
and to various problems strictly connected
[1,2,4,5,14,23,25,26].
These networks require complex exchanges, ca-
pable of coping with the large variety of signalling
rates employed by various users for dierent ser-
vices, and intended to serve relatively extensive ar-
eas such as metropolitan or regional areas.
Users will be allocated a maximum signalling
rate and will be geographically dispersed, though
considerable trac concentrations will be possible
in particular locations, such as trade centres, hos-
pitals, public oces, factories and so on. More-
over, it is reasonable to suppose that
neighbouring users may be grouped into access
nodes, provided by exploiting, in many cases, ex-
isting facilities.
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structure will be provided by connecting a single
exchange and a number of multiplexing centres
by means of a backbone (or transport) network
of high capacity multiplexed links, and connecting
to it all the users by means of a distribution net-
work. Users are de®ned as single users or local
concentrators to which various signalling rates
are assigned.
As already pointed out [23,25], a single ex-
change (or single hub) network may run risk of
total failure, and leads to ineciencies for cir-
cuit-switched broad band services. In addition,
the required switch fabric can exceed reasonable
dimensions for very large networks [5]. However,
network architectures with few switching nodes
and large multiplexers/concentrators oer signi®-
cant savings potentials in urban/suburban areas
when compared to architectures with many smaller
switching nodes, and some savings are expected in
urban areas too [25]. Moreover, the exchange
(hub) can be duplicated or its functions distributed
on a number of multiplexer locations without ma-
jor consequences on the architecture of the optimi-
sation algorithm. So, the single exchange topology
is useful to discuss network optimisation problems
without signi®cant loss of generality.
Link and network reliabilities are not directly
addressed in this contribution. However the net-
work reliability [5,23] can be improved considering
route diversity and/or cross-connect devices in-
stead of multiplexers and providing link redundan-
cy and pre-placed spare capacity, and again the
algorithm structure is not deeply aected as long
as the tree network structure is preserved. Only
costs have to be modi®ed, due to dierent equip-
ment at the node locations and to increased num-
ber of ®ber links. Note that computational times
are suitable to provide quasi real time optimisation
of trac rerouting in case of node/link failure, and
network self-healing restoration can be easily im-
plemented. In particular mesh structures have
not been considered in the present version of the
optimisation algorithm. However, mesh structures
can be utilised, following [7] or [9], to improve tree
network reliability by means of a limited number
of redundant links, and heuristic algorithms have
been successfully utilized by the authors, similar
to those introduced in this work for reference pur-
poses. The same algorithms can be applied to a
tree topology already optimised by the present
procedure, in particular to the transport network,
to provide a second step reliability re®nement.
Even better, the feasibility of a TS version of the
whole procedure is currently investigated.
Future expansion of networks is addressed here
only by considering re-use of already available
links/conduits. No more sophisticated approaches
have been implemented at the moment, and prob-
ably ignoring existing cable capacities does not in-
¯uence appreciably network costs in case of future
very high trac demand [1]. As in [1] again, the
model applies to networks where demands for dif-
ferent services can be expressed in commensurate
units, and bandwidth/service requirements are rep-
resented only by the signalling rates allocated to
the above de®ned users.
In conclusion, the major planning problem will
be to connect all the users to the exchange through
a tree multiplexer/concentrator network having an
optimised overall cost considering link and node
costs, the use of already available links, and the
discrete nature of design variables and constraints.
Many combinatorial optimisation problems,
i.e., problems in which the variables can assume
only discrete values, fall into the class of the NP-
complete problems. In particular, many network
design problems belong to this class [12].
Optimisation techniques based on linear pro-
gramming have often been applied to similar prob-
lems. Unfortunately, a linear expression of the cost
often does not accurately represent the eective
cost of the actual network. More realistically, the
overall cost is the sum of a number of nonlinear
components: the main example is perhaps supplied
by the discrete hierarchy of the multiplexing equip-
ment. Some simpli®cations, which lead to approx-
imate or equivalent costs, have to be introduced, in
order to adapt the problem to linear programming
speci®cations. However, instead of ®nding an opti-
mum cost network, such an approach provides so-
lutions whose optimality depends on the
approximations made. Even if accurate piecewise
linear cost functions for concentrators have been
introduced in [1], some authors' past experience
suggests that linear programming results should
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respect to the equivalent costs does not necessarily
correspond to the optimality of the eective costs.
Linearization could be a critical procedure in
some case, depending on equipment. In particular,
dealing with power distribution [10], networks op-
timised according to the discrete nature of vari-
ables and constraints resulted in networks
notably dierent from those obtained from linear
programming. In any case, optimisation tech-
niques based on eective costs can be useful to
compare results obtained from linear program-
ming and to validate linearized cost functions.
When the size of the problem is suciently
large, sub-optimal techniques must be introduced
to search for the solutions by means of stochastic
or heuristic rules, i.e. techniques that avoid explor-
ing the whole state space, searching only for a suf-
®ciently good solution.
Heuristic algorithms yield satisfactory results
for similar tasks. Various procedures have been
proposed in the associated literature, see for in-
stance [2,14,24]. Among the most widely used heu-
ristic procedures are the local search methods,
which employ, for instance, ``add and drop'' tech-
niques [2,14,24], and proceed by computing the
cost associated with a given network con®gura-
tion, continually modifying the structure following
heuristic rules, in order to lower the overall cost
starting from an initial structure. Rules are sug-
gested by ``a priori'' knowledge of the domain.
In [7], an optimisation algorithm for large mul-
tiplexed networks was developed, based on ``add
and drop'' procedures. Throughout this paper we
refer to it as HAD. In [6], this algorithm was com-
pared with a more traditional branch and bound
technique, and the last has been shown to be un-
suitable to cope with large size networks optimisa-
tion.
Recently, new optimisation algorithms have
been introduced. These algorithms are able to ex-
plore eciently a large number of possible solu-
tions by means of a search procedure guided by
introducing casual steps.
Among them, the so-called natural algorithms
seems to be able to cope with the actual problem,
in which a large number of possible solutions have
to be explored, and comparable results can be ob-
tained from networks corresponding to very re-
mote points of the search space. In particular,
genetic algorithms (GAs) [3] and simulated anneal-
ing algorithms (SA) [8] have been implemented.
The implementation of GAs requires three fun-
damentals phases: modelling the real problem by
means of binary vectors; de®ning a suitable ®tness
function; de®ning suitable selection operators. The
aim of GAs is in fact to mimic the way in which
survival of the ®ttest has produced solutions to
the complex problem of creating organisms that
are capable of thriving on the Earth.
To apply the SA algorithm, a generation and an
acceptance procedure for the dierent network
con®gurations must be introduced, or better, a
perturbation method has to be de®ned allowing
us to pass from one con®guration to another.
The acceptance criterion is governed by a random
number generator and a control parameter, called
temperature. The temperature, as it slowly modi-
®es its value, drives the system toward the ®nal so-
lution, which corresponds to a local minimum of
the objective function.
The SA algorithm has been designed to mimic
the procedure to obtain crystals: initially the cool
material is melted, then temperature is gradually
reduced till solidi®cation of the material.
In this paper a TS based algorithm [17] is dis-
cussed. This method does not rely on analogy with
physical systems, and many implementations are
mostly or totally deterministic. This is because
TS is based on the incorporation of adaptive mem-
ory and responsive exploration in order to qualify
problem solving as intelligent. The use of adaptive
memory contrasts with ``memoryless'' designs,
such as those previously mentioned, and with ``rig-
id memory'' designs, such as those exempli®ed by
branch and bound. The emphasis on responsive
exploration derives from the supposition that a
bad strategic choice can yield more information
than a good random choice.
This paper is structured as follows. In Section 2
we state the problem, de®ning the objective func-
tion to be optimised, that is, the total cost of the
network and the constraints to which the design
is submitted. In Section 3 we describe our TS algo-
rithm together with all the strategies implemented.
In Section 4 the results of extensive testing over
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are reported and compared with those obtained by
means of the algorithms previously recalled.
2. Problem de®nition and formulation
It is often convenient to introduce graph mod-
els for representing the topology of a telecommu-
nication network, because a number of ecient
techniques is available for handling them.
A graph G  N;A is an algebraic entity, con-
sisting of a set N of n  jNj elements called nodes,
and a set A of m  jAj pairs of nodes, called arcs or
links.
In the following, only non-oriented graphs will
be considered; in fact the communication networks
at hand allow simultaneous transmission in both
directions (full duplex).
All the starting information about the physical
network will be stored in a particular connected
graph, called cable conduits graph. A generic arc
of this graph represents a possible link between
two users, while a generic node can indicate one
or more of the following:
· a user (or a group of users having the same ac-
cess node to the network);
· a multiplexing centre;
· the exchange,
various tasks can be provided, if required, in the
same node.
In order to formalise the problem, basic assign-
ments are the following:
· the locations and the demands in terms of sig-
nalling rate of the users in the geographical area;
· the possible locations of the multiplexing cen-
tres;
· the location of the exchange: this choice is based
on practical considerations as accessibility and
security. In fact, operation and maintenance
functions are located here;
· the set of existing links between multiplexing
centres and between multiplexing centres and
users, and the set of possible links, considering
any given constraint;
· the type of available equipment and its cost.
The optimisation problem calls for minimising
the overall cost of the network by determining
· number and locations of the multiplexing cen-
tres eectively activated;
· topology and dimensions of the transport net-
work (i.e. the set of links connecting exchange
and multiplexing centres, and their capacities);
· topology and dimensions of the distribution net-
work (i.e. the set of the links connecting any us-
er to a multiplexing centre).
Furthermore, the following hypotheses have
been introduced to obtain feasible solutions satis-
fying all the technical constraints:
· each user is connected to the closest multiplex-
ing centre (the well-known Dijkstra algorithm
[11] is used to build the distribution network);
· the locations of multiplexing centres are assumed
to coincide with some users' locations, assuming
a null user capacticy demand, if required;
· the multiplexing centres are connected with a
minimum length spanning tree. The transport
network is built again resorting to the Dijkstra
algorithm, in order to minimise its length which
represents the main portion of the overall cost
to be optimised;
· output capacity ¯ows of multiplexers have hier-
archy levels depending on input capacities fol-
lowing equipment standards.
The above procedure for connecting nodes may
lead to non-optimal use of the multiplexers' capac-
ities, and also to a non-optimal number of ®ber-
optic cables for the adopted transport network
links. However, it does result in saving some spare
link capacities, thus allowing some future network
expansion.
The function to be minimised represents the
overall cost of the network. It can be described
as the sum of four components: the cost of the dis-
tribution network; the cost of the multiplexing
centres; the cost of the transport network; the cost
of multiplexer/demultiplexer equipment located in
the exchange.
2.1. The cost of the distribution network
The cost of the distribution network is the sum
of the costs of the links which connect all the users
to the closest multiplexing centre, and of the costs
of the users' terminals.
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number of users distributed in the geographical
area. User locations and signalling rates are
known; NN, number of feasible locations of mul-
tiplexing centres (the co-ordinates of which are
known); CF10, cost of the ®ber-optic cable
[MLit/Km] used to build the distribution network;
D, N  N matrix; dij is the shortest path between
ith and jth nodes; Y, N  NN incidence marix of
the distribution network; yij  10 if the ith user
is connected (not connected) to the jth multiplex-
ing centre; FCi, integer number corresponding to
the hierarchical level of the capacity demand of
any user; FCi takes values ranging from 1 to 5 if
the available capacity demands are respectively 2,
8, 34, 140, 565 [Mbit/s], following European stan-
dards. Values are assigned by means of a prelimi-
nary statistical processing of end to end trac
data between nodes; CTUFCi, cost of the equip-
ment of the ith node, depending on capacity level.
Thus, the cost of the distribution network is:
Cdist 
X N
i1
X NN
j1
CF10  dij  yij 
X N
i1
CTUFCi:
The second term is constant and independent of
network topology, and can be omitted in formulat-
ing the cost function: it is shown here because it
contributes to the overall cost of the plant.
2.2. The cost of multiplexing centres
The multiplexers considered in the problem are
available in standard capacity hierarchies and pro-
vide a discrete number of inputs as shown in
Table 1.
Let us denote by the following notation: k, ca-
pacity hierarchy index; in the case under consider-
ation k ranges from 1 to 5 corresponding to
capacities at 2, 8, 34, 140, 565 [Mbit/s], respective-
ly; CMk, cost of the multiplexer with input ca-
pacity at hierarchy level k; Sk, integer variable
used to compute the number of multiplexers need-
ed, at input hierarchy level k: Sk  16 if k  1
and Sk  4 if k  2;3;4; Nkj, number of connec-
tions at input hierarchy level k connected to the jth
multiplexing centre; xj, activation index, showing
if the jth multiplexing centre has been activated
xj  1 not xj  0.
The cost of the equipment in the jth multiplex-
ing centre is the sum of the costs of the installed
multiplexers.
The overall cost of the jth multiplexing centre
CMPj is given by the following:
CMPj 
X 4
k1
CMk  INTfNkj  Sk ÿ 1=Skg;
where INT returns the integer part of the value of
the expression within brackets.
Thus it follows the overall cost of the multiplex-
ing centres:
Cmult 
X NN
j1
CMPj  xj:
It is to be noted that the number and type of
multiplexers to be installed in the jth multiplexing
centre are computed considering that all the ¯ows
must be multiplexed at the same highest hierarchy
level. So, it is clear that ¯ows can be multiplexed at
dierent levels in the same centre too.
2.3. The cost of the transport network
The cost of the transport network is given by
the sum of the costs of the cables connecting the
multiplexing centres to the exchange.
Let us denote by the following notation: CF50,
cost of the ®ber optic cable [MLit/Km] used to
Table 1
Description of multiplexers
Type [Mbit/s] Number of inputs and related capacity Number of outputs and related capacity
2/34 16 of 2 Mbit/s or 4 of 8 Mbit/s 1 of 34 Mbit/s
34/140 4 of 34 Mbit/s 1 of 140 Mbit/s
140/565 4 of 140 Mbit/s 1 of 565 Mbit/s
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dence matrix representing the transport network:
zij  10 if the ith multiplexing centre is connect-
ed (not connected) to the jth one. For all the non-
activated multiplexing centre zij  0; CTLk, cost
of the line terminal of hierarchy k; FTj, capacity
hierarchy level of output ¯ow of the jth multiplex-
ing centre.
Thus, the cost of the transport network is:
Ctrans 
X NN
i1
X NN
j1
CF50  dij  zij

X NN
j1
2  CTLFTj  xj:
2.4. The cost of demultiplexers
In the exchange the input ¯ows have to be
demultiplexed to 2 [Mbit/s] in order to be handled
and routed.
Assuming, CDMPXk, cost of multiplexing/
demultiplexing equipment with hierarchy level
equal to k in the exchange; Nkj, number of ®bers
at hierarchy level k connecting the jth multiplexing
centre and the exchange: Nkj  0 if the jth multi-
plexing centre is not directly connected.
The cost of multiplexing/demultiplexing at the
exchange location is
Cdemul 
X 5
k2
X NN
j1
Nkj  CDMPXk:
Flows at 2 Mbit/s need not be demultiplexed;
¯ows at 8 Mbit/s have to be reduced to 4 ¯ows
at 2 Mbit/s using a 2/34 Mbit/s multiplexer;
¯ows at 34 Mbit/s have to be reduced to 16 ¯ows
at 2 Mbit/s using a 2/34 Mbit/s multiplexer; ¯ows
at 140 Mbit/s have to be reduced to 4 ¯ows at
34 Mbit/s using a 34/140 Mbit/s multiplexer; and
then to 64 ¯ows at 2 Mbit/s using 4 multiplexers
2/34 Mbit/s; ¯ows at 565 Mbit/s have to be reduced
to 4 ¯ow of 140 Mbit/s using a 140/565 Mbit/s
multiplexer, then to 16 ¯ows of 34 Mbit/s by
means of 4 34/140 Mbit/s multiplexers, then to
256 ¯ows at 2 Mbit/s by means of 16 2/34 Mbit/s
multiplexers.
Thus it follows:
Problem P:
zp  min
X N
i1
X NN
j1
CF10  dij  yij
(

X N
i1
CTUFCi 
X NN
j1
CMPj  xj

X NN
i1
X NN
j1
CF50  dij  zij

X NN
j1
2  CTLFTj  xj

X 5
k2
X NN
j1
Nkj  CDMPXk
)
; 1
within the constraints:
X NN
j1
yij  1 8i 2 f1;...;Ng; 2
X NN
j1
zij  xi 8i 2 f1;...;NNg; 3
integer k k  1;2;3;4;5; 4
yij 2 f0;1g 8i 2 f1;...;Ng; 8j 2 f1;...;NNg;
zij 2 f0;1g 8i;j 2 f1;...;NNg;
xj 2 f0;1g 8j 2 f1;...;NNg:
5
Constraints (2) and (3) assure that each user is
connected to an activated multiplexing centre,
and each activated multiplexing centre is connect-
ed to other activated multiplexing centres or to the
exchange. Constraint (4) takes into account the
discrete equipment hierarchy and is necessary if re-
sults are to be meaningful. Constraint (5) expresses
the binary nature of the topological variables.
Summing up, the variables to be optimised are
discrete and the objective function is nonlinear.
The resulting problem can be described by means
of the pair R;zp, R being the ®nite (or numerable
in®nite) set of con®gurations (space state) and the
function zp : R ! R representing the overall cost
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each con®guration.
The non-linearity of the cost function may be
attributed, as already mentioned, to the step-vari-
ability of equipment costs, with the dierent levels
of capacity hierarchies, and to the peculiar struc-
ture of multiplexers that have a discrete number
of inputs, 4 or 16, and a single output.
The resulting network design problem given by
Eqs. (1)±(5) is a nonlinear combinatorial optimisa-
tion problem. Like many other network design
problems, this problem is NP-complete [1,13]. In
[4] Cho and Shaw showed how the local access
telecommunication network design problem is
NP-complete since it includes the Knapsack Prob-
lem as a special case.
3. Tabu Search
Using the model previously described, each new
con®guration of the network is completely de®ned
when locations (nodes) where multiplexing centres
have to be activated have been chosen. In other
words, it is not necessary to develop any strategy
to add or drop arcs in the graph.
So an easy way to represent a con®guration of
the network is a binary string, whose size equals
the number of feasible locations of multiplexing
centres. The jth bit of the string takes 1 or 0 wheth-
er or not a multiplexing centre is activated in the
jth feasible location. So the problem can be seen
as the search of the best combination of bits which
produces a minimal cost of the network.
In TS methods the choice of the move is of cru-
cial importance, i.e. the modi®cation rule that al-
lows passage from one con®guration to another.
The binary string we use to model networks sug-
gested a simple move: the change of one bit at a
time. This corresponds to the activation or non-ac-
tivation of a multiplexing centre in one location af-
ter every iteration. To know which is the best
move, we have to explore the neighbourhood
made up of all the solutions obtained changing
one bit at a time in the current solution.
If the current binary string is recorded in an ar-
ray called STATUS, the generation of the related
neighbourhood can be made as follows:
for i : 1 to N
if STATUSi0 then activate multiplexing
centre in i
else non-activate multiplexing centre in i
Changing the status of one node at a time does
not change all the design of the network, but only
those arcs connected to that node. So a computa-
tional simpli®cation can be obtained by means of
developing a routine that calculates the dierential
cost related only to the part of the network chan-
ged when only one bit changes. This allows speed-
ing up the execution of each iteration of the TS
algorithm. In other dierent algorithms, or when
a dierent choice of the TS move is performed,
the modi®cation of the structure, from one itera-
tion to another, can be more drastic and the infor-
mation computed at one step may not help to
accelerate the computation required at the next
step [20].
3.1. The variation of the network
The initial solution is a star con®guration: all
the users are directly connected to the exchange
with a minimum spanning tree (in the cable con-
duit graph). It is an over-expensive con®guration,
easy to generate. The corresponding binary string
has zeroes everywhere, except in the bit corre-
sponding to the location of the exchange, which
equals 1.
At each step we add or drop one multiplexing
centre to the previous con®guration, whose gener-
al structure can be seen in Fig. 1.
Let us see how the topology of the network and
the equipment needed change, when a move is
played. Dierent considerations have to be made
depending on whether the move consists in adding
or dropping multiplexing centres.
3.1.1. The distribution network
Each user must be connected to the closest mul-
tiplexing centre. If a new multiplexing centre is ac-
tivated, only a small number of users will have to
be connected to it; that is, only those for which it
is closer than the one to which they were linked
in the previous solution.
E. Costamagna et al. / European Journal of Operational Research 106 (1998) 357±372 363In pseudo-Pascal:
for i : 1 to N
if i, is closer to the new multiplexing centre
than to the one in the previous solution.
then connect i to the new multiplexing centre.
If a multiplexing centre is dropped, users con-
nected to it must be connected to another, i.e.
the closest among the remaining:
for i : 1 to N
if i, was connected to the dropped multiplex-
ing centre
then for i : 1 to remaining multiplexing
centres
look for the closest
It is necessary to keep a record of the distribu-
tion network of the previous solution. However,
the use of this algorithm makes noticeable saving
in computational time possible, compared with
an algorithm that re-designs the topology of the
entire network every time. The latter searches for
each user (N) the closest among all the active mul-
tiplexing centres MPA 
PNN
j1 xj in N á MPA
steps, while in the proposed algorithm, if a multi-
plexing centre is added, we look among all the
users for those closest to it, in N steps. Similarly,
if a multiplexing centre is dropped the closest mul-
tiplexing centre needs to be found only for those
users previously connected to the dropped, in
MPA 
P5
k1 Nkj steps.
3.1.2. Transport network
The transport network is built using the mini-
mum distance spanning tree among the active mul-
tiplexing centres. Henceforth, the tree links will be
called arcs. If dist is the matrix containing the min-
imum distances among the nodes, and trans is the
array in which distances from one multiplexing
centre to the preceding in the transport network
are stored, the algorithm used to build the trans-
port network is the following:
INITIALISATION
transT  0;X  fTg; where T is the node in
which the exchange is activated.
ITERATION
Let  X  Nmx ÿ X; where Nmx is the set of nodes
where multiplexing centres have been activated.
Consider arcs in X;  X  fi;j: i 2 X; j 2  Xg
Let distpq  mini;j2X;  Xfdistijg
Let transitq  distpq and put q in X
Of course, exactly MPA-1 iterations are needed
to build the transport network.
To know how one move changes the previous
transport network, it is necessary to keep a record
of the order in which nodes are included in X.
If a new multiplexing centre is activated, initial-
ly, it will be in  X: At each step the set of arcs
i;j 2 X;  X is made up of the previous solution
plus the arcs connecting the new multiplexing cen-
tre to those in X. So, the transport network of the
previous solution must be visited in the same or-
der in which arcs were included. Those arcs whose
length is smaller than the new arcs connecting the
new multiplexing centre to the others are kept in
the current network, otherwise the new multiplex-
ing centre is included in X and the complete algo-
rithm must be started from this point. It is
possible in fact that some multiplexing centres
have to be connected to the one added. For exam-
ple in Fig. 1 when a multiplexing centre was acti-
vated in node 5 (with other multiplexing centres
already activated) the transport network was
modi®ed because node 5 is not a `leaf'. If, on
the other hand, a multiplexing centre is activated
in node 7, with other multiplexing centres already
activated, the new transport network is built from
the previous one by adding only one arc connect-
Fig. 1. General structure of a con®guration: plain lines, distri-
bution lines; bold lines, transmission lines; circles, users; solid
circles, multiplexers; solid square, exchange.
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work.
If a multiplexing centre is dropped, the trans-
port network must be changed only if other multi-
plexing centres were connected to it. If this
happens the algorithm must be stared from the it-
eration in which the ®rst multiplexing centre con-
nected to the dropped one was included in X.
For example, in Fig. 1, if the multiplexing cen-
tre in node 4 is dropped, the new transport net-
work is the previous one except the arc
connecting node 4 to node 3. Instead, if the multi-
plexing centre in node 6 is dropped, node 7 must
be connected to another multiplexing centre.
Now, only in the worst case, i.e. for the moves
regarding nodes near the exchange, the total num-
ber of steps required is at most MPA-1. Instead,
for locations situated in the border area, only add-
ing or dropping arc connecting multiplexing centre
to the backbone network is needed.
3.1.3. Multiplation/demultiplation
The equipment needed in each activated centre
can be computed by making a visit `in depth' in the
transport network, i.e. examining the arcs in the
inverse order in which they were included accord-
ing to the algorithm described in Section 3.1.2.
The equipment in each centre is dierent from that
used in the previous solution and must be re-de-
signed if:
1. users connected to the centre are not the same
as those connected in the previous solution;
2. multiplexers connected to the centre by means
of the transport network are not the same as
those connected in the previous solution;
3. multiplexers connected to the centre by means
of the transport network are the same as those
connected in the previous solution, but link ca-
pacities are dierent.
During the design of the distribution and of the
transport networks we mark centres falling in the
®rst or the second case, respectively. When the
equipment of one centre is re-designed all the
equipment in the centres on the same path of the
transport network must be updated.
Of course, it is necessary to compute the overall
capacity required by users for each activated cen-
tre, considering also input ¯ows from the multi-
plexers connected by means of the transport
network.
So, while designing the overall network MPA-1
steps are necessary to compute the equipment
needed in each activated node, now MPA-1 repre-
sents the number of steps required in the worst
case (with the same considerations as in Sec-
tion 3.1.2).
In conclusion, for each activated centre, the
record of the cost, the number and type of the
equipment, the input ¯ows and the number of
®ber-optic cables in output are needed. The latter
record is useful to compute the cost variation of
the transport network; the multiplexing/demulti-
plexing equipment in the exchange must be com-
puted each time.
3.1.4. Cost variation
The variation of the cost of the distribution net-
work is given by the dierence of length of the var-
ied links multiplied by the cost of the ®ber-optic
cables.
The variation of the cost of the transport net-
work does not depend only on the length of links,
but also on the number of cables used.
The variation of multiplexing and demultiplex-
ing cost is easily computed: only the dierence be-
tween the previous and the actual cost has to be
considered for the centres where equipment has
been changed.
Of course cost associated with the centre that
have been added or have been dropped, must be
respectively added or subtracted from the cost of
the previous solution.
As above mentioned, calculating only the dier-
ential cost due to local modi®cations of the net-
work speeds up the execution of the TS
algorithm. It is to be noted that this does not
change the TS strategy but only the cost function
computational time.
To compute the saving in computational time,
our TS has been run using both a routine for the
computation of the cost function that for each
move re-designs the overall network, and the pre-
viously described routine. Considering that no
random move has been included in the algorithm,
every time we use it on the same cable conduit
graph, with the same parameters, identical steps
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time appears, it is due only to the dierent compu-
tation of costs.
As an example in Table 2 the dierent behav-
iour of the algorithm for three sample networks
of dierent sizes is shown. The saving in computa-
tional time increases according to the growth in
size of the network: from three times lower for a
network with 58 nodes, to over ®ve times lower
for a network with 160 nodes.
This make a considerable speed up of the algo-
rithm possible, which makes it comparable with
the fastest ones applied to the problem at hand.
This makes it possible to perform several tests with
dierent values of the parameters for the same net-
work, or to increase the maximum number of iter-
ations allowed so that a large number of regions of
the domain can be explored.
3.2. TS algorithm
The large attention devoted to studying how
the network changes when a multiplexing centre
is added or dropped to avoid designing the whole
network every time, suggested that we build ®rstly
a basic version of a TS algorithm. The ®rst kind of
memory we implemented was the so-called `short
term memory'. In a list we kept the record of the
last tabuÿtenure moves and prohibited them, thus
exploring a large number of con®gurations that
slightly diers one from each other (i.e. the status
of the tabu nodes).
The second kind of memory we implemented is
a `long term memory', designed to diversify the
search by penalising the moves most frequently
played. In non-improving phases the evaluation
of a move does not refer only to the value of the
objective function but also to the frequency of
change of that node.
Use of the classical aspiration criterion is also
made which allows us to override tabu status if
that move is still found to lead to a better cost of
the optimum.
Implementing only these features, we were able
to ®nd again the best results obtained by means of
other optimisation techniques [3,7,8] for sample
networks. So, we focused on the optimisation of
the parameters involved in the search, instead of
implementing other intensi®cation or diversi®ca-
tion strategies.
Starting from an admissible solution of the
problem, the search strategy generates the neigh-
bourhood of the current solution, accepting only
non-tabu moves or driving the search, in non-im-
proving phases, toward regions not yet visited.
The process goes on until the iteration limit is
reached. The core of this procedure is in the ex-
ploration of the neighbourhood and in the de®ni-
tion of the memory structures which drive the
search.
3.3. The choice of parameters
The implementation of TS memory structures
and the suitable values of the parameters involved
have been carried out referring to indications
found in the literature [15,19±21]. We derived the
proposed algorithm after an extensive testing in-
volving some tens of networks of dierent sizes
(many information are reported in the next sec-
tion). The implementation of the described algo-
rithm has been proven to be very fast if
compared with other methods used to solve this
problem [3,7,8], so that it has been possible to test
the performances of the algorithm with dierent
values of the parameters in a reasonable amount
of time. The algorithm has been run allowing
10 000 iterations for each trial.
Table 2
Computational time of the algorithm that calculates only the variations of the net vs. the algorithm that calculates all the net
Network N Proposed algorithm (1) Complete algorithm (2) N. of iter. Ratio (2)/(1)
58 25 s 83 s 2000 3.32
120 147 s 740 s 2000 5.03
160 252 s 1362 s 2000 5.40
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The eect of the size of the tabu list was inves-
tigated while keeping constant the other parame-
ters. A constant value of tabuÿtenure has been
®rstly used during the search. It has been observed
that smaller values of tabuÿtenure cannot prevent
cycling, while larger values could forbid useful
moves too. Moreover, smaller values make possi-
ble a ®ne tuning of the neighbourhood search,
while higher values have a diversifying eect. This
is a well-known aspect of TS [20], and a combina-
tion of these two features using a dynamically
varying tabuÿtenure has been tried. Both a random
variation between two pre®xed values and a deter-
ministic variation (as proposed by Laguna and
Glover in [22]) among three pre®xed values have
been tested. After many trials a deterministic vari-
ation among the three values Small S  4, Medi-
um M  7, Large L  10 has been chosen.
During the search tabuÿtenure is changed every
2  tabuÿtenure iterations according to the sequence
fS M S M L Mg. This sequence was suggested by
the fact that tabuÿtenure  7 worked well with
many test networks, but improvement in terms of
quality of solutions and savings in computational
time could be obtained using the proposed dynam-
ic scheme: intensi®cation is possible when
tabuÿtenure  S, while tabuÿtenure  L has a di-
versifying eect.
Of course, it is convenient to override the tabu
status of a move when it leads to a value of the
objective function lower than the optimum found
up to that time. This `standard' aspiration criteri-
on has proven to be suitable for the problem at
hand.
3.3.2. Long term memory
Long term memory plays a key role because it
makes possible a strong diversi®cation by means
of driving the search toward unexplored regions.
When the Long Term Memory Function (LTMF)
was turned o, the algorithm was not able to ex-
plore the domain as eciently as it did when
LTMF was turned on.
According to [17], both transition frequencies
and residence frequencies has been implemented,
with the goal of penalising the moves most fre-
quently played during the search. Transition fre-
quencies keep track of the number of times each
move has been played during the search, while res-
idence frequencies keep track of the relative dura-
tion of attributes in the solutions generated. The
dierent impact of using either absolute numbers
or relative numbers (i.e. dividing the above de-
scribed frequencies by the total number of itera-
tions performed) has been investigated too.
Many tests showed a better performance of the
algorithm when absolute value of the transition
frequencies has been used. This value, multiplied
by a suitably chosen weight, has been added to
the objective function value, in non improving
phases. As values of absolute frequencies grow
with the number of iterations performed, the value
of the weight could be used as a scaling factor. In
other words, it has been observed that higher val-
ues of the weight have a strong penalising eect af-
ter a relatively small number of iterations. Trials
over many networks of dierent sizes suggested
that the value of the weight is strictly connected
to the number of nodes of the network. A weight
equal to 2 

N
p
has been empirically assumed.
The above described procedure is completely
deterministic. This means that if the same setting
of parameters is used, and if the algorithm is per-
formed over the same network, the same sequence
of moves is played.
4. Results
Results of extensive testing over networks ex-
hibiting dierent sizes and dierent topologies of
the cable conduit graph are reported, and have
been compared with results obtained by means of
the heuristic algorithm HAD suitable for the prob-
lem at hand [7], a GA [3] and a SA algorithm [8].
Since the best results had been obtained using a
SA algorithm, we compared the behaviour of the
methods using as unit the results obtained with
this algorithm.
Two types of graph topology have been consid-
ered: random and geometrical graphs with small
(about 50 nodes), medium (about 100 nodes),
and large (about 150 nodes) size. The ®rst topolo-
gy pertains to the so-called standard random
graph, de®ned in terms of two parameters: the
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en pair of vertices constitute an edge. The second
topology (geometric graph) is based on a non-
standard type of random graph, which may be
closer to real applications than the standard one,
for the graphs of this type will exhibit by de®ni-
tion inherent structure and clustering. They again
call for two parameters: the number of nodes, and
a reference distance d. Nodes are randomly gener-
ated, as before, but edges are placed between two
nodes if and only if their (Euclidean) distance is d
or less.
In addition, to further validate the performance
of the proposed approach, also existing networks
have been considered, whose data have been pro-
vided by SIP (now Telecom Italia, Italy). One of
these networks corresponds to the telephone dis-
trict of Oristano, Sardinia. In the following we re-
fer to this network as ``Oristano''.
Many of these test networks (some tens) have
been used to set the optimal values of the TS pa-
rameters.
For each sample network the maximum num-
ber of iterations allowed for the TS algorithm
has been put to 10 000 but, very often, optimality
has been found after a lower number of iterations.
In Table 3 mean times needed by TS algorithm to
perform 10 000 iterations for small, medium and
large graphs, have been reported. All experiments
were performed on a HP/715 workstation running
a C code.
4.1. Considerations on sample networks
Prior to discussing the behaviour of TS in de-
tail, general considerations about the other three
methods used to solve the problem should be
drawn. The HAD needs a very small amount of
computational time to meet the halting criterion
if compared with GA and SA computational time.
However the last two methods are able to ®nd con-
®gurations at a considerably lower cost. Between
GA and SA, the second is the fastest, but the ®rst
could be accelerated if implemented on a parallel
architecture [3].
In almost all the cases TS has been able to ®nd
con®gurations with a cost equal to or lower than
the best known, using an amount of computation-
al time very close to that required by Simulated
Annealing.
As an example, in Fig. 2 results regarding three
of the networks used to tune the parameters of the
methods are shown. TS algorithm proved to be
faster than the algorithms based on GA and SA
techniques: it found the same con®guration of
SA in an amount of time closer to HAD than to
SA. Indeed if the TS algorithm was forced to use
only the computational time needed by HAD,
the con®guration found by TS was better than
the HAD one. In fact the implemented TS algo-
rithm stopped only after a speci®ed number of it-
erations. So, initially the allowed maximum
number of iterations is very large to be sure no im-
provement is possible; then if the computational
time needed to ®nd the best solution is higher than
the SA's, the maximum number of iterations al-
lowed is lowered to compare solutions obtained af-
ter the same computational time.
Regarding small size networks, both random
and geometric ones (see Figs. 3 and 4), the con®g-
urations found by TS algorithm are the same as
SA, but TS needed less computational time than
the latter. In almost all cases when TS was stopped
after the computational time needed by HAD, the
optimal con®guration found had a lower cost than
the HAD one. This is due to two reasons: the ®rst
is related to the behaviour of TS during the ®rst it-
erations, very similar to HAD strategies of ``add
and drop'' the second is related to the higher speed
of the cost computation algorithm used in TS, so
that using the same time, TS is able to visit a larger
number of con®gurations (the last consideration
applied also to the comparison with GA and
SA). In fact, while the particular strategies imple-
mented in the present TS give only local modi®ca-
tions of the network topology, in other
implementations like GA [3] and SA [8], wide-
spread modi®cations can happen and the previous-
Table 3
Mean times needed by TS algorithm to perform 10 000 itera-
tions on a HP/715 workstation
Small size Medium size Large size
Time 2 min 30 s 10 min 40 s 26 min 40 s
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tion calculation cannot be used.
Regarding medium size and large size networks,
behaviour of random graphs and geometric graphs
is dierent.
The costs of medium size random graphs are
very close to those obtained with SA, although
about 25% more computational time was required.
For a network with 96 nodes the con®guration
found by TS has a cost 0.51% lower than SA's,
and 0.06% lower for a 100 node network. In one
case, a network with 105 nodes, it was not possible
to ®nd the same con®guration of SA, even using a
dierent set of parameters (even if GA and SA re-
sults are statistically not very reliable because they
were obtained only once after a large number of
tests). If the weight of the long term memory is
set to 4 

N
p
, TS gets the same result as GA, with
a cost of 0.02% more.
With large size random graphs TS performed
better. Very often TS was able to ®nd better con-
®gurations than HAD and SA when stopped after
their respective computational time. Computation-
al times needed to reach the optimum value are not
much higher than SA, but the optimum cost is
lower: for a 148 node network the saving is about
1.12%.
Regarding TS performances with geometric
graphs, results are much more interesting. Conver-
gence is faster than that obtained by the HAD be-
cause the solution found by TS after the same time
required by HAD often had a lower cost. The
Fig. 2. Results for three of the networks used to set the parameters of the TS algorithm: (a) costs; (b) computational times, normalised
with respect to the cost and the relative computational time, obtained using SA.
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how the ®rst was able to ®nd optimal con®gura-
tions with a lower cost from 1.15% to 4.3% (from
358 [MLit] to 1270 [MLit]) and a computational
eort only 12% more than that required by the
SA method. TS improved best known solutions
(found with the SA method) for geometric graphs
in all but one case (105 node network). If the
weight of the long term memory is set to 4 

N
p
,
as is done for the sample random network of 105
nodes, the solution found has a cost of 0.22% low-
er than SA result.
The dierent behaviour of TS with random and
geometric graphs derives from the dierent topol-
ogy of the networks. In geometric networks arcs
are uniformly distributed so that some nodes are
in a `baricentric' position as regards other nodes,
so that if multiplexing centres are activated in
those locations costs decrease. It means that mini-
ma of the objective function are well separated
from each other and it is easy to escape from
one minimum in order to visit other regions of
the search domain. Random graphs exhibit a less
regular topology, so that local minima of the ob-
jective function often trap the search method and
it is dicult to move toward unexplored regions.
5. Conclusions
The implementation of a TS procedure to solve
the problem under consideration gave successful
results both in terms of solution quality and of
the computational eort required. The method is
also highly robust: single parameter settings based
on preliminary experimentation with some tens of
problems succeeded in obtaining the solution re-
ported to all other problems, without further tun-
Fig. 3. (a) Mean costs of optimised networks; (b) mean computational times, normalised with respect to the mean cost of the optimal
networks and relative mean computational time, obtained using SA, for random graphs.
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by the TS method developed are on the average
somewhat less than those required by the SA ap-
proach, the method which up till now gave the best
known results for the sample problems used for
tuning the algorithms. Indeed, as already men-
tioned, GA and SA methods required a large num-
ber of trials on a single problem with the same
parameters setting because they included random
search.
In the present paper, the implementation of the
TS algorithm is almost standard and straightfor-
ward, as the aim of the work has been to verify
the potentials of the TS metaheuristic in solving
this particular network design problem.
Other more advanced strategies can be tested.
For example Probabilistic TS could be suitable
for this type of problems [16,18].
The TS method could be also improved in order
to allow faster escaping from one local minimum.
In many examples TS used a large number of iter-
ations going from one local minimum to the next,
so it is necessary to introduce new diversifying
functions, as for example an `Elite Candidate List'
[16].
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