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Abstract This paper presents a new mixed integer nonlinear stochastic staff scheduling model, where
the workforce demands are under uncertainty, with a general probability distribution. To validate the
proposed model, a simulation technique is employed and an optimization technique is used to solve the
resulted model. As the problem is combinatorial, a meta-heuristic approach, i.e. a genetic algorithm, is
implemented with tuned parameters, using the Taguchi design of experiment method. The preliminary
results indicate that the proposed method of this paper can be effectively used to manage staff schedules
for many real-world applications.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
Labor cost is one of the most important cost items in many
industries, such as texture units or hospitals, where there
are many people involved in production. Any suitable plan to
reduce employee expenditure could significantly increase prof-
itability. Staff scheduling, as a professional tool, can help re-
duce different involving costs, such as hiring, layoff, surplus
or shortage in demand. Traditional scheduling can be cate-
gorized into three different groups: days off scheduling, shift
scheduling and tour scheduling [1]. The first group deals with
allocation of the workforce at different time horizons. In shift
scheduling,we aremore concernedwith defining various shifts,
such as meal times, work starting and finishing times, and
daytime or nighttime shift schedules. The last group, tour
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Open access under CC BY license.scheduling, is a combination of both days off and shift schedul-
ing. During the past few years, there has been a tremendous
amount of research work in this area. A comprehensive lit-
erature survey of workforce and staff scheduling is presented
by Ernst et al. [2]. Some applications of the problem in-
clude service businesses, police stations [3,4], crew scheduling
[5–8], nurse scheduling [9–12], home care worker schedul-
ing [13], emergency center scheduling [14], call center schedul-
ing [15] and bus or truck driver scheduling [16].
The primary assumption with earlier work is that demands
are deterministic and considered to be known upfront. How-
ever, this assumption is not valid for many industries, such as
drugstores where the demand is a function of various factors,
such as day, weather temperature, among others. There are
many other industries where demand for their product could
incredibly affect workforce schedule. Typical examples of this
choice are call centers or crew scheduling. In this paper, we
consider uncertain workforce demands with a general proba-
bility distribution, and propose a new stochastic model that is
involvedwith an integration of different cost items, such as em-
ployment, layoff, shortage and surplus in workforce demand.
The resulted problem is formulated as a mixed integer nonlin-
ear optimization problem.
This paper is organized as follows.We first present the prob-
lem statement of the newly proposed staff scheduling method
in Section 2. In Section 3, an illustrative example is elaborated
to clarify the model. The proposedmodel is validated through a
simulation technique described in Section 4. In Section 5, a ge-
netic algorithm, attuned by the Taguchi method, is presented to
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proposedmethod is investigated through comparing GA results
with an optimization commercial package. Finally, conclusion
remarks are given at the end to summarize the contribution of
this paper.
2. Problem description
The staff scheduling problem is one of the most popular
forms of scheduling among practitioners. The problem is nor-
mally involved with assigning a workforce to different work-
ing periods, and the primary objective with many traditional
staffing models is to minimize the sum of payments. The other
assumption with most of the staff scheduling problems is that
theworkforce demand of each period is known and determinis-
tic. However, there aremany caseswhere demand has a volatile
behavior and cannot be estimated precisely. For instance, a
drugstore can serve a tremendous amount of customers dur-
ing the weekend, while it may not need to serve many during
weekdays.
When the demand of each working period is stochastic, we
may look for shortage and surplus in the workforce, as well as
hiring and layoff policies. In this paper, we introduce a new
formof staff scheduling, inwhich all these issues are considered
together.
The proposed model could be implemented to different
planning horizons, such as weekly, monthly, quarterly, semi-
annually or annually, with specific planning periods, such as
daily, weekly, monthly or quarterly. There are four different
cost items involved with the problem formulation of this
paper: employment cost, layoff cost, labor surplus and shortage
costs. Employment and layoff expenditures could include the
following costs:
• The cost of becoming familiar with the new working envi-
ronment;
• The cost of safety and healthcare facilities;
• The cost of non-productive educational time;
• Other administration costs.
When we lose a customer due to the shortage of labor, not
only do we lose market shares, but also we lose our reputation,
which could be more important than losing the customer. Ob-
viously, a surplus on labor means low productivity. Therefore,
a suitable hiring and layoff policy needs to be determined for
a specific planning horizon, which could be implemented on
an indefinite number of horizons, since identical cycles are re-
peated after the planning horizon. The following mathematical
model is used for this purpose.
Assumption. • The hiring and layoff actions happen at the
beginning of each period;
• There is one type of workforce;
• There is one shift in each period;
• In the layoff policy, we employ a ‘Last In First Out’ (LIFO)
strategy in order to keep skilled workers.
Model parameters:
C1 hiring cost
C2 layoff cost
C3 labor shortage cost
C4 labor surplus cost
T number of periods in a specific planning horizont number of consecutive working periods in the planning
horizon
T − t number of off periods in the planning horizon
ζi workforce requirement of period i
f (ζi) probability function of the required workforce in period
i
M a big number.
Decision variables:
xi the change (hiring or layoff levels) in the workforce level of
the ith period
γi a binary variable, which is one in the case of hiring, and zero
in the case of layoff in period i
x˜i the workforce level of the ith period.
Mathematical model 1:
min C1
T−
i=1
γixi − C2
T−
i=1
(1− γi)xi
+ C3
T−
i=1
∫ UBi
x˜i
(ζi − x˜i)f (ζi)dζi
+ C4
T−
i=1
∫ x˜i
LBi
(x˜i − ζi)f (ζi)dζi,
subject to:
xi +M(1− γi) ≥ 0, i = 1, . . . , T , (1)
−xi +Mγi ≥ 0, i = 1, . . . , T , (2)
x˜i = max[(max[(max[· · ·max[(max[(γi−t+1xi−t+1
+ xi−t+1+1), 0] + xi−t+1+2), 0] · · ·] + xi−1), 0] + xi), 0],
i = 1, . . . , T , (3)
LBi ≤ x˜i ≤ UBi, i = 1, . . . , T , (4)
γi = 0 or 1, i = 1, . . . , T , (5)
xi Free and Int, i = 1, . . . , T . (6)
Model 1 is a mixed integer nonlinear problem and the goal is to
minimize the objective functionwhich consists of the following
four terms:
• The first term calculates the sum of the hiring costs of all
periods,which is defined as the sumof the hiring cost of each
individual,multiplied by the number ofworkforce employed
at each period.
• The second term calculates the sum of the layoff costs of all
periods, which is defined as sum of the layoff cost of each
individual, multiplied by the number of workforce laid off at
each period.
• The third term calculates theworkforce shortage cost, which
is defined as the sum of the shortage costs of all periods. The
shortage cost of period i is the sumof theworkforce shortage
cost per each shortage unit, multiplied by the amount of
the shortage in the workforce level of period i that is the
difference between the available workforce and the needed
workforce of the ith period (ζi − x˜).
• The fourth term calculates theworkforce surplus cost, which
is defined as the sum of the surplus costs of all periods. The
surplus cost of period i is the sum of the workforce surplus
cost per each unit of surplus, multiplied by the amount of
surplus in the workforce of period i. The difference between
the needed and the available workforce of the ith period
(x˜i − ζi) determines the excessive workforce level.
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The probability function has a general distribution, such
as uniform and Gaussian, among others. Let f ∗(ζi) be the
distribution of the demand function without any limitations.
In practice, it is obvious to consider a Lower Bound (LB) and
an Upper Bound (UB) for the available labor of each period,
LBi ≤ x˜i ≤ UBi, to assure that the number of labors that work
simultaneously in a specified period would not surpass that
period’s capacity. Therefore, the probability density function of
ζi is transformed into following formula:
f (ζi) = f
∗(ζi)
F(UBi)− F(LBi) , (7)
where F denotes the Cumulative Distribution Function (CDF)
of f ∗.
Constraints sets 1 and 2 are hiring and layoff constraints.
The decision variable of period i is positive (xi > 0) when the
policy is hiring, and it is negative (xi < 0) when the policy
is layoff. Constraints set 3 calculate the available workforce of
the ith period. When we just consider the hiring policy, i.e. ∀i,
xi > 0, the available workforce of the ith period is the sum of
the workforces who start working during the t − 1 consecutive
past period, added by the workforce employed at period i, i.e.
x˜i = xi + xi−1 + · · · + xi−t+1. But when both hiring and
layoff policies are considered together, the available workforce
of the ith period is calculated according to Constraints set 3.
These equations are elaborated in the illustrative example part.
Constraints set 4 assure that the available workforce should not
exceed from specific lower and upper bounds. Constraints set 5
show the binary nature of factor γi and finally Constraints set 6
allow the decision variable, xi, to be free in sign and integer.
3. Illustrative example
Consider a practical staff scheduling problem in a typical
factory that is open seven days a week (T = 7). The top
manager wants to determine a suitable hiring and layoff policy
in a weekly planning horizon, such that the hiring, the layoff,
the shortage and the surplus costs are minimized. Each worker
is employed to work five days per week (t = 5) with
two consecutive days off (T − t = 2). The forecasting
department predicts each day’s workforce requirement, which
has a uniform distribution drawn from the interval of [ai, bi].
Table 1 shows the lower bound and the upper bound of each
day’s workforce demand. The costs that influence the result of
the problem, i.e. hiring cost, layoff cost, labor shortage cost and
labor surplus cost, are C1 = 8, C2 = 6, C3 = 7 and C4 = 9,
respectively.
To solve the above example, the proposed model is run
by LINGO software. The global optimum is 156.1667, with an
optimal schedule of X1 = 5, X2 = −1, X3 = 1, X4 = 1, X5 = 0,
X6 = 4, X7 = −2. The same pattern will be repeated for other
planning horizons, as shown in Figure 1.
According to the mathematical model, each day’s available
workforce is calculated as follows:
Mon : x˜1 = max[(max[(max[(max[(γ4x4
+ x5), 0)+ x6), 0] + x7), 0] + x1), 0],
Tue : x˜2 = max[(max[(max[(max[(γ5x5
+ x6), 0)+ x7), 0] + x1), 0] + x2), 0],
Wed : x˜3 = max[(max[(max[(max[(γ6x6
+ x7), 0)+ x1), 0] + x2), 0] + x3), 0],Table 1: Lower bound and upper bound of each day’s demand.
Day Mon Tue Wed Thu Fri Sat Sun
Day’s index 1 2 3 4 5 6 7
Day’s index
in the cyclic
trend
−6 −5 −4 −3 −2 −1 0
Workforce
requirement
[8
10]
[4
6]
[7
9]
[4
7]
[5
7]
[6
8]
[2 4]
Thu : x˜4 = max[(max[(max[(max[(γ7x7
+ x1), 0)+ x2), 0] + x3), 0] + x4), 0],
Fri : x˜5 = max[(max[(max[(max[(γ1x1
+ x2), 0)+ x3), 0] + x4), 0] + x5), 0],
Sat : x˜6 = max[(max[(max[(max[(γ2x2
+ x3), 0)+ x4), 0] + x5), 0] + x6), 0],
Sun : x˜7 = max[(max[(max[(max[(γ3x3
+ x4), 0)+ x5), 0] + x6), 0] + x7), 0].
In the following, each period’s available level is calculated step
by step, regarding the (t−1) past periods and that period itself.
The last calculated value is the available workforce of period i.
Since t = 5, the final result is obtained in four steps.
Mon :
x˜1 =

max[(γ4x4 + x5), 0) = max[(1× 1+ 0), 0] = 1
max[(1+ x6), 0] = max[(1+ 4), 0] = 5
max[(5+ x7), 0] = max[(5+ (−2)), 0] = 3
max[(3+ x1), 0] = max[(3+ 5), 0] = 8
Tue :
x˜2 =

max[(γ5x5 + x6), 0) = max[(1× 0+ 4), 0] = 4
max[(4+ x7), 0] = max[(4+ (−2)), 0] = 2
max[(2+ x1), 0] = max[(2+ 5), 0] = 7
max[(7+ x2), 0] = max[(7+ (−1)), 0] = 6
Wed :
x˜3 =

max[(γ6x6 + x7), 0) = max[(1× 4+ (−2)), 0] = 2
max[(2+ x1), 0] = max[(2+ 5), 0] = 7
max[(7+ x2), 0] = max[(7+ (−1)), 0] = 6
max[(6+ x3), 0] = max[(6+ 1), 0] = 7
Thu :
x˜4 =

max[(γ7x7 + x1), 0) = max[(0× (−2)+ 5), 0] = 5
max[(5+ x2), 0] = max[(5+ (−1)), 0] = 4
max[(4+ x3), 0] = max[(4+ 1), 0] = 5
max[(5+ x4), 0] = max[(5+ 1), 0] = 6
Fri :
x˜5 =

max[(γ1x1 + x2), 0) = max[(1× 5+ (−1)), 0] = 4
max[(4+ x3), 0] = max[(4+ 1), 0] = 5
max[(5+ x4), 0] = max[(5+ 1), 0] = 6
max[(6+ x5), 0] = max[(6+ 0), 0] = 6
Sat :
x˜6 =

max[(γ2x2 + x3), 0) = max[(0× (−1)+ 1), 0] = 1
max[(1+ x4), 0] = max[(1+ 1), 0] = 2
max[(2+ x5), 0] = max[(2+ 0), 0] = 2
max[(2+ x6), 0] = max[(2+ 4), 0] = 6
Sun :
x˜7 =

max[(γ3x3 + x4), 0) = max[(1× 1+ 1), 0] = 2
max[(2+ x5), 0] = max[(2+ 0), 0] = 2
max[(2+ x6), 0] = max[(2+ 4), 0] = 6
max[(6+ x7), 0] = max[(6+ (−2)), 0] = 4.
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Period Mon Tue Wed Thur Fri Sat Sun
Variable x1 x2 x3 x4 x5 x6 x7
Workforce
variation
5 −1 1 1 0 4 −2
Workforce
representation
A B C D E E F G – H I J K J K
For Tuesday (x˜4) we should consider hiring and layoff levels of
the seventh, first, second, third and fourth periods, i.e. x7, x1, x2,
x3, x4. But this sequence starts with a layoff strategy. Therefore,
we add γ7 to start with the hiring strategy. The same situation
also happens for Saturday (x˜6).
Suppose each person is represented as an alphabetical letter.
Table 2 shows theworkforce variation, according to LIFO policy.
As we can observe from Table 2, the total number of 11
workers must be employed to meet staff requirements who are
workers A, B, C, D, E, F, G, H, I, J, K. (i.e.
∑T
i=1 γixi = 11).
Table 3 shows the manner by which the workforces come in
and out of the system, and the number of available workforces
in each period is calculated.
To show LIFO strategy, the available workforce level is cal-
culated again with formula (8).
x˜i =

x˜i−1 −max((γi−txi−t − F), 0)
+ xi, (8)
where γi−txi−t indicates the number of staff, who startsworking
in the i− tth period, i.e. t periods ago, and now, period t is their
day off. Therefore, they must be subtracted from the workforce
level of the previous period. F indicates the number of work-
force that is subtracted from γi−txi−t , according to LIFO policy.
The max operator also guarantees that when F is greater than
γi−txi−t , the results remain at zero level.
Regarding the numerical example, the available workforce
level of each day is calculated as follows:
Mon (1) : x˜1 = (x˜0 −max((γ3x3 − F), 0))+ x1
→ x˜1 = (4−max((1− 0), 0))+ 5 = 8,
Tue (2) : x˜2 = (x˜1 −max((γ4x4 − F), 0))+ x2
→ x˜2 = (8−max((1− 0), 0))+ (−1) = 6,Wed (3) : x˜3 = (x˜2 −max((γ5x5 − F), 0))+ x3
→ x˜3 = (6−max((0− 0), 0))+ 1 = 7,
Thu (4) : x˜4 = (x˜3 −max((γ6x6 − F), 0))+ x4
→ x˜4 = (7−max((4− 2), 0))+ 1 = 6,
Fri (5) : x˜5 = (x˜4 −max((γ7x7 − F), 0))+ x5
→ x˜5 = (6−max((0× (−2)− 0), 0))+ 0 = 6,
Sat (6) : x˜6 = (x˜5 −max((γ1x1 − F), 0))+ x6
→ x˜6 = (6−max((5− 1), 0))+ 4 = 6,
Sun (7) : x˜7 = (x˜6 −max((γ2x2 − F), 0))+ x7
→ x˜7 = (6−max((0× (−1)− 0), 0))+ (−2) = 4.
For example, on Thursday, workers who started working on the
Saturday of the previous week are now on their off day. Four
workers start working on Saturday. But two of them are laid
off on Sunday. Hence two workers must be subtracted from the
availableworkforce level of theWednesday, i.e. F = 2. Based on
the fact thatwehave one hiredworker on Thursday, sixworkers
are available on Thursday to meet staff requirements.
To better illustrate LIFO strategy and its difference with FIFO
strategy, consider the following schedule:
Planning horizon
Period Mon Tue Wed Thu Fri Sat Sun
Xi 3 1 −2 −1 4 1 2
γi 1 1 0 0 1 1 1
To calculate the workforce level of Saturday, i.e. x˜6, we should
subtract all the employed workforce of Monday, i.e. γ1x1 where
γ1 = 1, from the workforce level of Friday, i.e. x˜5. According
to LIFO policy, one employed worker on Tuesday is laid off
on Wednesday. To cover the rest of the layoffs on Wednesday
and Tuesday, two workforce units are subtracted from the
employedworkforce of Monday. Therefore, we have F = 2, and
γ1x1−F = 1 personwho needs to be subtracted from x˜5. On the
other hand, according to FIFO strategy, all employed workers of
Monday are to cover the layoffs of Wednesday and Thursday.
Thus, we have F = 3, and γ1x1− F = 0 person who needs to be
subtracted from x˜5, which gives us a different result.Table 3: Calculation of the available workforce.
No. Period Sum of the workforce variations (minus means layoff) Total number of available workforce
1 Mon G+ H,I,J,K− J,K+ A,B,C,D,E 8
2 Tue H, I, J, K− J, K + A, B, C, D, E− E 6
3 Wed H, I, J, K− J, K + A, B, C, D, E− E+ F 7
4 Thur A, B, C, D, E− E+ F+ G 6
5 Fri A, B, C, D, E− E+ F+ G 6
6 Sat F+ G+ H, I, J, K 6
7 Sun F+ G+ H, I, J, K− J, K 4
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One of the most important issues is to validate the results
of the proposed mathematical model. In fact, validation plays
an important role in most practical problems, since one may
wish to see the results of the model before its implementation
in a real-world problem. Verification is concernedwith building
the model correctly, according to the conceptual model, and
its assumptions. In fact, the logic of the proposed model is
examined in this part. In this research, tracing the analytical
model regarding staff scheduling literature and expert ideas,
can verify the model structurally. In addition, validation
is concerned with building the correct model. It tends to
confirm that a model is an accurate representation of the real
system [17]. In this case, there is no real system, however, using
a simulation model as a benchmark could help us validate and
verify the analytical model [18].
4.1. Simulation model
Simulation pertains to a vast collection of methods and
applications to mimic the behavior of real systems, usually on
a computer with appropriate software [19]. In this study, the
popular Arena software is used to build a simulation model for
the described staff scheduling problem (Figure 2). A conceptual
model was developed, in order to visualize the staff scheduling
procedure (Figure 3).
Note that the simulationmodel itself needs to be verified and
validated. The aimof verification is to assure that the conceptual
model is reflected accurately in the simulation model. Tracing
the simulation model through the developed conceptual model
verifies it. Validating is the overall process of comparing the
model and its behavior to the real system. Despite lacking a real
system to help us validate the simulation model, a sensitivity
analysis can also be used to check a model’s face validity [17].Figure 3: A conceptual illustration of the described staff scheduling problem.
Different sets of schedules were used to see whether or not the
simulation model behaves in the expected way.
4.2. Validating the analytical model using simulation
The simulation model is a benchmark used to examine
whether or not the analytical model is valid. We have used 18
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No. x1 x2 x3 x4 x5 x6 x7 Analytical
model
objective
value
Simulation model objective value
Average Half width Minimum value Maximum value
1 5 −1 1 1 0 4 −2 156.17 156.55 0.59 154.08 159.37
2 5 −2 4 −3 2 3 −2 204.50 204.41 0.70 199.52 207.90
3 5 −1 1 1 0 5 −3 167.17 167.85 0.56 164.52 170.87
4 6 −2 1 2 −2 6 −4 219.50 219.82 0.65 215.94 224.09
5 5 −1 1 2 −1 5 −3 187.50 188.14 0.66 184.80 190.93
6 6 −2 1 1 0 5 −3 178.17 178.64 0.51 175.71 181.85
7 5 −1 1 2 −1 4 −2 176.50 176.83 0.66 173.62 180.76
8 5 −1 1 2 −1 6 −4 206.50 207.13 0.69 203.33 210.49
9 6 −2 1 0 0 5 −3 173.17 173.20 0.55 168.94 177.02
10 6 −2 1 1 −1 5 −3 188.17 188.23 0.59 185.13 192.7
11 6 −2 1 2 −2 5 −3 208.50 208.51 0.64 205.91 212.87
12 6 −1 1 1 0 5 −4 187.50 188.06 0.63 184.90 190.47
13 6 −2 1 2 −1 5 −3 198.50 198.92 0.62 195.75 201.52
14 8 −5 5 −1 −2 4 −3 253.50 253.15 0.59 249.54 256.55
15 7 −2 1 1 −1 7 −6 238.50 238.72 0.71 233.98 241.93
16 7 −3 1 2 −2 6 −4 230.50 230.7 0.63 226.83 234.53
17 6 −2 1 2 −1 6 −4 217.50 217.92 0.67 214.28 221.34
18 6 −2 2 0 −1 5 −3 185.17 185.14 0.55 180.46 188.49Table 5a: Statistical test of simulation and analytical model.
Variable Method N Lower CL
mean
Mean Upper CL
mean
Lower CL
std. dev.
Std.
dev.
Upper CL
std. dev.
Std.
err.
Min Max
Objective_function Simulation 18 186.09 198 209.9 17.96 23.934 35.88 5.6413 156.55 238.72
Objective_function Analytic 18 185.77 197.72 209.68 18.038 24.038 36.036 5.6658 156.17 238.5
Objective_function Diff(1–2) −15.98 0.2722 16.521 19.402 23.986 31.426 7.9953Table 5b: t-student tests.
Variable Method Variances DF T
value
Pr > |t|
Objective_value Pooled Equal 34 0.03 0.9730
Objective_value Satterthwaite Unequal 34 0.03 0.9730
Objective_value Cochran Unequal 17 0.03 0.9732
Table 5c: Equality of variances.
Variable Method Num.
DF
Den.
DF
F
value
Pr > F
Objective_value Folded
F
17 17 1.01 0.9860
sets of schedules through the analytical model and compared
them with simulation results, which are reported in Table 4.
The staff schedule for a week is an input for the simulation and
analytical models. Total cost, comprising hiring and layoff costs,
also the cost of the lack of workforce and unneeded workforce,
is the objective function for bothmodels. Aswe can observe, the
results of both analytical and simulation methods are relatively
close, and this could validate our model [20].
Using statistical tests (T -student) determines that the
difference between themeans of the twomodels (analytical and
simulation) is meaningless. A T -student test is employed at a
five percent significant level with the following hypothesis:
H0 : µSimulation_method = µAnalytical_method
H1 : µSimulation_method ≠ µAnalytical_method.The results are shown in Tables 5a–5c. The T statistic is 0.03,
with p-value of 0.973. The critical value is t0.025,34 = 1.96.
Since T < t0.025,34, the null hypothesis cannot be rejected,
therefore, there is no significant difference between analytical
model results and simulation model outputs.
5. Solution procedures
As mentioned before, in the proposed staff scheduling
model, the demand function can be considered in different
forms, which makes it hard to compute for some cases.
When the size of the problem is increased and the demand
function becomes more complicated, direct implementation of
an optimization package is not a suitable method to solve the
proposed stochastic staff scheduling problem in a reasonable
amount of time. Therefore, one may wish to use a meta-
heuristic to solve the problem. In this paper, we employ a well
known population based meta-heuristic stemmed from nature,
called a genetic algorithm. The following subsections represent
our proposed solution procedure.
5.1. The proposed genetic algorithm
The Genetic Algorithm (GA) is a well-known meta-heuristic
inspired by natural procreation, which was originally proposed
by Holland in 1975 [21]. Since then, GA’s have been used by
many researchers for optimization of different combinatorial
problems. GA’s have also been used to find solutions for per-
sonnel scheduling problems, subproblems and their variants
[22–24]. Other applications of the GA are in nurse roster-
ing [25], bus driver scheduling [26,27], scheduling staff ofmixed
skills [28], rehabilitation patient scheduling [29], and medical
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doctor rostering [30], among others. In this paper, we employ
the GA to solve our proposed nonlinear stochastic staff schedul-
ing model. The main steps of the proposed GA are shown in the
following procedure.
Procedure. Pseudo code of the proposed GA.
Begin
1. InitializeMut.rate, Cros.rate, Pop.size,Mut.Type,
Cros.Type, and stopping criteria;
2. Initial_population();
3. Set counter=0;
4. While counter≤Maxgen do
5. Calculate the probability of each individual in
the population;
6. Reproduction();
7. for i = 1 : 2 : (Cros.rate× Pop.size)
8. Roulette_wheel();
9. Tournament();
10. Offspring=Crossover(parent1, parent2);
11. end(for)
12. for i = 1 to (Mut.rate× Pop.size)
13. Offspring = Mutation(randomly selected
individual);
14. end(for)
15. Replacement();
16. counter = counter + 1;
17. end(while)
18. Print the best solution
End.
In the following, main factors associated with the proposed GA
are discussed:
1. Encoding Scheme. The implementation of GA needs to de-
termine the chromosome representation schema in the first
step. The vector presented in Figure 4 demonstrates the en-
tries of the chromosome used in the proposed GA, where
each entry, i.e. Xi, represents a variable determining the
change in the workforce level of the ith period.
2. Genetic Operators. The next step for implementation of the
proposed method is genetic operators, which are necessary
to explore the unknown regions of the solution space and to
exploit neighboring solutions. Thiswork is executed by three
operators: crossover, mutation and reproduction, described
in the following.
a. Crossover Operator. The crossover operator plays an im-
portant role in the GA, which serves to explore the search
space by creating new solution(s) from two selected so-lutions. There are different types of crossover operator in
the literature of the GA. In this paper, we use two famous
ones, as follows:
• Hybrid Taguchi-Two-Point Crossover Operator. The
idea of hybridizing the Taguchi method in the GA
operator was first proposed by Tsai et al. [31]. The
hybrid Taguchi-two-point crossover operator first gen-
erates two schedules with the two-point crossover
operator and then uses the orthogonal array of the
Taguchi method to generate a better schedule. First,
two solutions are selected via the roulette wheel and
tournament selection strategies. Then, two points are
chosen randomly along the scheduling horizon and the
schedules are split along those points. To create new
schedules, the split parts are glued alternatively. Fig-
ure 5 represents this operator, schematically, where
there are only seven periods.
After the two-point crossover operation, the gener-
ated schedules undergo the Taguchi experiment. Since
there are two schedules, a two-level orthogonal array is
used, regarding the number of periods. Table 6 shows
the suitable orthogonal array for the schedules gen-
erated in Figure 5. Regarding the experiment, a new
schedule takes its values from one of those schedules
generated by the two-point crossover operator. Clearly,
the first experiment does not generate any new sched-
ule. The two top schedules are selected from the two
former schedules generated by the two-point operator
and seven generated schedules. For more details about
the function of Taguchi, readers are referred to the pa-
per by Tsai et al. [31].
• One-Point Crossover Operator. In this type of crossover,
two schedules are selected from the population. The
first one is selected through the tournament selection
and the second one through the roulette wheel selec-
tion. One point along the scheduling horizon is selected
randomly. The selected schedules are cut at that point
and the second part interchanges with the other and
generates two new schedules. Figure 6 shows the func-
tioning of this operator.
b. Mutation Operator. In order to maintain a good diversity
on the population, a mutation operator is employed. In
this paper, we examine three mutation types described
in the following subsections:
• Non-Uniform Mutation. Non-uniform mutation was
proposed by Michalewicz [32]. Suppose a schedule as:
X = (x1, . . . , xi, . . . , xn),
where xi ∈ [ai, bi]. Each variable can be mutated ac-
cording to the following formulas:
x′i = xi +∆(t, bi − xi) if τ = 0
x′i = xi −∆(t, xi − ai) if τ = 1 (9)Figure 5: Two-point crossover operator.
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Trial x1 x2 x3 x4 x5 x6 x7
1 1 1 1 1 1 1 1
2 1 1 1 2 2 2 2
3 1 2 2 1 1 2 2
4 1 2 2 2 2 1 1
5 2 1 2 1 2 1 2
6 2 1 2 2 1 2 1
7 2 2 1 1 2 2 1
8 2 2 1 2 1 1 2
∆(t, y) = y

1− r

1− tg max
b
, (10)
where t is the current generation number, g max is
maximum number of generations, τ is a random num-
ber that can have a value of zero or one, r is a random
number from the interval [0,1] and b is a parameter
chosen by the user, which determines the degree of de-
pendency on the number of generations. This function
gives a value in the range [0, y], such that the probabil-
ity of returning a number close to zero increases as the
algorithm advances. This property causes this operator
to make a uniform search in the initial space when t is
small, and very locally at later stages.
• Echelon Mutation. An echelon mutation type is used to
generate a new schedule, where at first two variables
of a candid schedule are selected randomly and, then,
their values are added or decreased by one with equal
probability. Figure 7 demonstrates this kind of muta-
tion graphically.
• Knowledge Discovering Based Mutation. Knowledge
discovering basedmutationwas proposed by Xing et al.
in 2009 [33]. Figure 8 demonstrates the function of this
mutation. Suppose each period has a uniform distribu-
tion for demand. The fourth period is selected for mu-
tation, whose domain is within the interval of [1 6]. We
divide its domain into five subintervals as: [1, 2), [2, 3),
[3,4), [4,5), [5,6]. Consider the three top schedules. Sup-
pose their fourth variables are 4, 3, and 6. Therefore, the
frequencies of the fourth variable in each subinterval
are 1, 1, 2, 2, 2, respectively. Consequently, the proba-
bility distribution of this variable is computed as 0.125,
0.125, 0.25, 0.25, and 0.25. The three last subintervals
contain the optimal value of this variable with a large
probability. Hence, a random number within these in-
tervals is generated, that is 3.
c. Reproduction Operator. Through the reproduction opera-
tor, a number of elite solutions are guaranteed to survive
to the next generation, so that good solutions are gener-
ated with their help. In this paper, the roulette wheel isFigure 7: Echelon mutation operator.
Figure 8: Knowledge discovering based mutation operator.
Table 7: Parameters of GA.
Levels Pop.size Mut.rate Cros.rate Mut.type Cros.type
1 100 0.05 0.75 Non
uniform
Two
point-Taguchi
2 200 0.07 0.8 Echelon One-point
3 300 0.1 0.85 Knowledge
discovering
–
employed to choose top solutions and copy them into the
next generation. Note that reproduction leads the search
in the direction of the best existing individuals, but does
not create any new individuals.
3. Replacement. To prepare the mating pool for the next gen-
eration, all new solutions generated by applying crossover
and mutation operators, along with elite solutions specified
through the reproduction operator, are selected to transfer
to the next generation to act in the role of parents in the new
generation.
4. Objective Function and Constraints Handling. As mentioned
earlier, the objective function consists of four costs, i.e. hir-
ing, layoff, labor shortage and labor surplus. The last two
terms require the level of labors in each period, which has
limitations on their lower and upper bounds. Obviously, if
the solution exceeds lower or upper bounds, it will be con-
sidered as an infeasible solution. In our proposed GA, we
allow the algorithm to search both feasible and infeasible ar-
eas. Therefore, infeasible solutions may emerge during the
quest. We also need to choose a strategy to prevent infea-
sible solutions going further in the search process. A tradi-
tional strategy, implemented in this paper, uses the death
penalty as part of the objective function, to prevent infeasi-
ble solutions.
5. Stopping Criteria. For the implementation of a GA algorithm,
one or more condition(s) is needed to stop the algorithm’s
process. In this paper, the maximum number of generations
is selected as a stopping criterion to end the algorithmwhen
the number of generations reaches its maximum value.
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Trial Cros.type Mut.type Pop.size Mut.rate Cros.rate SNR Mean
1 1 1 1 1 1 −53.914 423.667
2 1 1 2 2 2 −53.882 419.705
3 1 1 3 3 3 −53.767 415.945
4 1 2 1 1 2 −53.727 412.151
5 1 2 2 2 3 −53.744 412.784
6 1 2 3 3 1 −53.758 413.302
7 1 3 1 2 1 −53.92 420.262
8 1 3 2 3 2 −53.794 414.515
9 1 3 3 1 3 −53.773 414.022
10 2 1 1 3 3 −53.993 425.129
11 2 1 2 1 1 −53.939 423.352
12 2 1 3 2 2 −53.796 416.545
13 2 2 1 2 3 −53.742 412.555
14 2 2 2 3 1 −53.701 411.332
15 2 2 3 1 2 −53.722 411.894
16 2 3 1 3 2 −53.931 421.134
17 2 3 2 1 3 −53.906 419.638
18 2 3 3 2 1 −53.786 414.4926. Experimental design
To examine the performance of the proposed method, a
computational experiment has been conducted. To enhance
the efficiency of the genetic algorithm, the suitable values of
its parameters are determined in advance using the following
procedure.
6.1. Parameter settings for the proposed GA
We could expect a better performance of the genetic algo-
rithm by fine tuning of its parameters. There are five operating
parameters in our GA approach. Hence different values for the
parameters of the GA implementation could result in various
final solutions. The parameters are as follows:
• Size of population (Pop.size);
• Rate of mutation operation (Mut.rate);
• Rate of crossover operation (Cros.rate);
• Type of mutation operator (Mut.type);
• Type of crossover operator (Cros.type).
Based on someexperiments,wehave chosendifferent scenarios
for each parameter. Table 7 summarizes all possible choices.
To find the best combination of scenarios, we make use of
the Taguchi robust design method [34,35].
The experiments are conducted according to the Taguchi
scheme specified in Table 8. In each trial, seven problem sizes
with uniform demand distribution and loose and tight intervals
for this uniform distribution are considered. Each setting is run
with three replications to avoid random error, thus resulting in
a total of 42 experimental settings. The results are transformed
into S/N ratios using formula (11), since the performance
measure of our proposed problem is of ‘the smaller the better’
type [35,36].
S/N ratio : ηj = −10 log

1
N
N−
i=1
y2i

(db). (11)
The resulted S/N ratios are presented in Table 8 regarding each
experiment. Table 9 demonstrates the value of the S/N ratio
regarding each level of parameters. In this table, the parameters
are ranked based on Delta statistics, which show the relative
magnitude of effects. The results are also depicted against each
parameter, as presented in Figure 9. In this case, the level whichTable 9: Response table for signal to noise ratios (smaller is better).
Level Cros.type Mut.type Pop.size Mut.rate Cros.rate
1 −53.81 −53.88 −53.87 −53.83 −53.84
2 −53.84 −53.73 −53.83 −53.81 −53.81
3 −53.85 −53.77 −53.82 −53.82
Delta 0.03 0.15 0.10 0.02 0.03
Rank 4 1 2 5 3
Table 10: Analysis of variance for S/N ratios.
Source DF Seq. SS Adj. SS Adj. MS F P
Cros.type 1 0.003118 0.003118 0.003118 0.91 0.369
Mut.type 2 0.074893 0.074893 0.037446 10.87 0.005
Pop.size 2 0.032893 0.032893 0.016447 4.78 0.043
Mut.rate 2 0.001051 0.001051 0.000525 0.15 0.861
Cros.rate 2 0.002344 0.002344 0.001172 0.34 0.721
Error 8 0.027551 0.027551 0.003444
Total 17 0.141850
Figure 9: The average S/N ratio plot.
has maximum S/N ratio can be selected for each parameter.
For the statistical significance test of factors, the analysis of
variance (ANOVA) is carried out, as given in Table 10. The results
show thatMut.type and Pop.size have significant impacts on the
robustness of the proposed genetic algorithm.
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Level Cros.type Mut.type Pop.size Mut.rate Cros.rate
1 416.3 420.7 419.1 417.5 417.7
2 417.3 412.3 416.9 416.1 416.0
3 417.3 414.4 416.9 416.7
Delta 1.1 8.4 4.8 1.4 1.7
Rank 5 1 2 4 3
The results are analyzed again based on the mean of re-
sponses. Table 8 shows the mean of responses regarding each
trial of the Taguchi scheme. Table 11 demonstrates the response
table for means, regarding each level of parameters. The rank
values also reveal thatMut.type and Pop.size have significant ef-
fects, respectively. The results are also depicted against each pa-
rameter, as presented in Figure 10. In this case, the level which
has the minimum value of the mean of responses can be se-
lected for each parameter.
From the above analysis, the best levels of parameters are
selected as: Cros.type, Hybrid Taguchi-two-point crossover;
Mut.type, Echelon mutation; Pop.size, 300; Mut.rate, 0.07;
Cros.rate, 0.8, i.e. first, second, third, second and second levels,
respectively.
6.2. Experimental results
In order to study the efficiency of the proposed robust
genetic algorithm on the proposed stochastic staff schedulingFigure 10: Main effects plot for mean of responses.
model, we prepared some real world test instances with
different periods, different planninghorizons, differentworking
periods and different off periods. Table 12 shows these
real-world examples with their considered planning horizon,
planning periods, working periods and off periods. For the
sake of simplicity, uniform distribution is considered for each
period’s demand. As the complexity of the problem depends
on the uniform distribution interval, we study two categories
of tight and loose intervals. The tight demand interval can be
easily solved by a typical commercial optimization package,Table 12: Real world applications of the proposed stochastic staff scheduling model.
Problem
no.
Planning
horizon
Planning period Number
of periods
Working periods Off periods Real world example
1 Monthly Weekly 4 weeks 2 weeks 2 weeks Offshore workers
2 Daily Every 3 h in a 24-hour horizon 8 periods 3 periods (9 h) 5 periods (15 h) Nurses, pilots, plane crews
3 Daily Every 4 h in a 24-hour horizon 6 periods 2 periods (8 h) 4 periods (16 h) A 24-7 pharmacy
4 Semi-
annually
Every 3 months in a 6-month
horizon
2 periods 1 period (3
months)
1 period (3
months)
Sailors, ship crews
5 Weekly Daily 7 days 5 days 2 days Officers, construction
workers
6 Quarterly Weekly 12 weeks 8 weeks 4 weeks Cruise crews
7 Monthly Every 3 days in a 30-day horizon 10
periods
7 periods (21 days) 3 periods (9 days) Refinery workersTable 13: Results of solving the proposed stochastic staff scheduling model by GA and LINGO.
Problem LINGO Genetic algorithm Simulation model
No. Set Objective
value
CPU time
(s)
Average
value
Minimum
value
CPU time
(s)
Average Half
width
Minimum
value
Maximum value
1 L 270.725 36 270.725 270.725 53 273.940 1.61 233.850 313.700T 108.533 32 108.533 108.533 53 110.850 0.42 100.650 123.180
2 L 860.154 1128 860.165 860.154 290 858.312 1.63 834.230 896.310T 222.100 1104 222.100 222.100 293 221.342 0.53 202.640 254.820
3 L 445.222 2448 445.542 445.542 216 445.500 0.47 433.810 456.560T 94.167 272 94.167 94.167 150 94.253 0.05 93.216 95.312
4 L 692.300 3 692.300 692.300 0.86 685.900 7.82 409.760 767.360T 395.000 2 395.000 395.000 0.72 386.640 0.73 352.010 439.840
5 L 442.880
* 350 422.888 422.888 240 417.403 4.83 387.621 456.349
T 154.000 990 154.000 154.000 180 151.470 0.68 139.740 187.930
6 L 599.330
* 1223 599.462 599.200 552 601.572 8.31 547.341 652.832
T 190.660* 1185 171.333 171.333 443 175.281 1.89 156.450 198.370
7 L 923.780
* 1230 912.972 908.266 301 881.150 9.97 831.780 954.360
T 452.000* 1137 412.762 412.200 350 412.020 3.85 391.900 444.410
‘‘L’’ means the problem set with loose demand interval.
‘‘T’’ means the problem set with tight demand interval.
* Asterisk means local optimum.
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Variable Method N Lower
CL mean
Mean Upper CL
Mean
Lower CL
std. dev.
Std.
dev.
Upper CL
std. dev.
Std. err. Min Max
Objective_function Min GA 14 256.25 411.17 566.09 194.51 268.31 432.26 71.709 94.167 908.27
Objective_function Simulation 14 256.1 408.26 560.42 191.05 263.53 424.56 70.432 94.253 881.15
Objective_function Diff(1–2) −203.7 2.9125 209.52 209.43 265.93 364.44 100.51Table 14b: t-student tests.
Variable Method Variances DF T
value
Pr > |t|
Objective_value Pooled Equal 26 0.03 0.9771
Objective_value Satterthwaite Unequal 26 0.03 0.9771
Objective_value Cochran Unequal 13 0.03 0.9773
Table 14c: Equality of variances.
Variable Method Num.
DF
Den.
DF
F
value
Pr > F
Objective_value Folded F 13 13 1.04 0.9493
such as LINGO. But for the loose demand interval, using LINGO
software is relatively time-consuming. Therefore, the proposed
robust genetic algorithm can solve these problems efficiently.
The proposed robust GA was coded in C++ and implemented
on a Pentium IV PC, running at 2.8 GHz and with 512 MB RAM.
The robust GA was run with 14 problem instances consisting
of 10 replications. Table 13 summarizes the results of running
the GA and compares it with LINGO results. As can be seen,
GA can provide good solutions in a reasonable amount of time.
Even, in some cases, the local optimum of LINGO not only takes
more time than the proposed GA, but also the objective value is
worse than GA. For more analysis, the results are also validated
through a simulation model. We have simulated all 14 test
instances and the results are shown in Table 13. To test the
statistical difference, the T -student test is employed at a five
percent significant level with the following hypothesis:
H0 : µSimulation_method = µGA_method
H1 : µSimulation_method ≠ µGA_method.
The results are shown from Tables 14a–14c. The T statistic is
0.03,with p-value of 0.977. The critical value is t0.025,26 = 2.056.
Since T < t0.025,34, the null hypothesis cannot be rejected,
therefore, there is no significant difference between GA results
and simulation model outputs.
7. Conclusions
Staff scheduling plays an important role in many industries,
where there are many people involved in different parts of an
organization. We have presented a new staff scheduling model,
where demand is considered to be stochastic with known
distribution. The new modeling formulation has considered
different cost items of hiring, layoff, shortage and surplus. The
model has been validated and verified through a simulation
method. To solve the model, an optimization commercial
package is used. The experiments showed that the used
optimization package is unable to solve the proposed model
in a reasonable amount of time. Therefore, a genetic algorithm
calibrated by the Taguchi method is suggested to find the final
solution to this new model. The preliminary results indicatethat the proposed robust genetic algorithm can give promising
results and can be implemented formany real world large-scale
problems with complex demand distributions.
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