Let P s := F 2 [x 1 , x 2 , . . . , x s ] be the graded polynomial algebra over the prime field of two elements, F 2 , in s variables x 1 , x 2 , . . . , x s , each of degree 1.
Introduction
Let A denote the mod-2 Steenrod algebra. This algebra is defined to be the graded algebra over the prime field F 2 , generated by the Steenrod squares Sq i , in grading i 0, subject to the Adem relations and Sq 0 = 1 (see [33] ). From a topological point of view, the Steenrod algebra is the algebra of stable cohomology operations for ordinary cohomology H * over F 2 .
Let P s := F 2 [x 1 , x 2 , . . . , x s ] = d 0 (P s ) d be the polynomial algebra viewed as a graded left module over the Steenrod algebra at the prime 2. The grading is by the degree of the homogeneous terms (P s ) d of degree d in s variables with the degree of each x i being 1. The algebra P s arises as the cohomology with F 2coefficients of the product of s copies of the infinite real projective space. The Steenrod algebra acts by composition of linear operators on P s and the action of the Steenrod squares Sq i : (P s ) d → (P s ) d+i is determined by the Cartan formula and its elementary properties (see [22, 33] ).
A homogeneous element f ∈ (P s ) d in A -module P s is hit if there is a finite sum f = j>0 Sq j (f j ), where the homogeneous elements f j ∈ P s have grading strictly less than d. We denote QP s := F 2 ⊗ A P s the quotient of the left A -module P s by the hit elements, where F 2 is viewed as a right A -module concentrated in grading 0. Then, QP s is a graded vector space over F 2 and a basis for QP s lifts to a minimal generating set for P s as a module over A . The hit problem is to find minimal generating sets for A -module P s . It was first studied by Peterson [13] , Wood [32] , Singer [20] , and Priddy [16] , who showed its to several classical problems in the homotopy theory. Many authors was then investigated this problem (see Boardman [2] , Bruner-Hà-Hưng [3] , Crabb and Hubbuck [4] , Hưng [9] , Kameko [10] , Silverman [18] , Silverman and Singer [19] , Walker and Wood [31] , the present author and N. Sum [14, 15] , Sum [23, 24, 25, 26, 27, 28] and others).
Based on the results of Kameko [10] and Wood [32] , the hit problem is reduced to the calculation at the degrees n of the form n = r(2 t − 1) + 2 t m, (1.1) where r, t, m are non-negative integers and 1 r < s (see Sum [26] ). For r = s − 1, the problem was studied by Crabb and Hubbuck [4] , Nam [12] , Repka and Selick [17] , Sum [24, 26] and the present author and N. Sum [14, 15] .
For a non-negative integer d, denote by (QP s ) d the subspace of QP s consisting of all the classes represented by the homogeneous polynomials in (P s ) d . One of the extremely useful tools for studying the hit problem is Kameko for any monomial x n1 1 x n2 2 . . . x ns s ∈ P s . Noting ψ is not an A -homomorphism. However, ψSq 2i = Sq i ψ and ψSq 2i+1 = 0 for any i 0.
The space QP s was explicitly determined for the cases s 4 (see [10, 13, 26] ). However, for s 5, the problem is still open.
In this Note, we study the hit problem for s = 5 and the degree d = (s − 2)(2 t − 1) + 2 t m of the form (1.1) with r = s − 2 = 3, m = 1 and t an arbitrary positive integer. The following is one of our main results. Theorem 1.1. Let d = 3(2 t − 1) + 2 t with t a positive integer. The dimension of the F 2 -vector space (QP 5 ) d is determined by the following table: d = 3(2 t − 1) + 2 t t = 1 t = 2 t = 3 t = 4 t = 5 t 6 dim(QP 5 ) d 46 250 645 945 1115 1116
Noting that this theorem has been proved by Sum [25, 28] for t = 1. The proof of the theorem is long and very technical. It is proved by determining the admissible monomials of degree d in P 5 . The computations are based on some results in [14, 15] , Kameko [10] , Singer [21] and Sum [26] on Kameko's homomorphism, the admissible monomials and the hit monomials (see Section 3).
Let GL s := GL(s, F 2 ) be the general linear group of rank s over F 2 . As it is known, the group GL s acts regularly on P s by matrix substitution. Further, the two actions of A and GL s upon P s commute with each other; hence there is an inherited action of GL s on QP s . Recently, many authors showed their interest in the study of the hit problem in conjunction with the transfer, which was defined by Singer [20] . It is a homomorphism
where Tor A s,s+ * (F 2 , F 2 ) is isomorphic to Ext s,s+ * A (F 2 , F 2 ), the E 2 term of the Adams spectral sequence of spheres [1] , and (QP s ) GLs
Background
In this section, we recall some needed information from Kameko [10] , Phúc-Sum [14] , and Sum [26] on the weight vector of a monomial, the admissible monomials and some homomorphisms.
The weight vector of a monomial
Let α j (d) denote the j-th coefficients in dyadic expansion of a non-negative integer d. That means d = α 0 (d)2 0 + α 1 (d)2 1 + · · · + α j (d)2 j + · · · for α j (d) ∈ {0, 1} with j 0.
For a monomial u = x a1 1 x a2 2 . . . x as s ∈ P s , we define two sequences associated with u by ω(u) = (ω 1 (u), ω 2 (u), . . . , ω j (u), . . .), σ(u) = (a 1 , a 2 , . . . , a s ),
where ω j (u) = 1 i s α j−1 (a i ). Noting that ω j (u) s for all j. The sequence ω (u) is called the weight vector of the monomial u and σ(u) called the exponent vector of the monomial u.
Let ω = (ω 1 , ω 2 , . . . , ω i , . . .) be a sequence of non-negative integers. The sequence ω are called the weight vector if ω i = 0 for i ≫ 0. The sets of all the weight vectors and the exponent vectors are given the left lexicographical order.
For a weight vector ω, we define deg ω = i 1 2 i−1 ω i . Denote by P s (ω) the subspace of P s spanned by all monomials x ∈ P s such that deg x = deg ω, ω(x) ω, and by P − s (ω) the subspace of P s spanned by all monomials x ∈ P s such that ω(x) < ω. Definition 2.1.1 (see Kameko [10] , Sum [26] ). Let ω be a weight vector and f, g two homogeneous polynomials of the same degree in P s .
(i) f ≡ g if and only if (f + g) ∈ A + · P s . If f ≡ 0 then f is called hit.
Obviously, the relations ≡ and ≡ ω are equivalence ones. Denote by QP s (ω) the quotient of P s (ω) by the equivalence relation ≡ ω . Then, we have
Futhermore, Sum proved in [28] the following.
Lemma 2.1.2 (see Sum [28] ). If ω is a weight vector, then QP s (ω) is an GL smodule.
For a polynomial f ∈ P k , we denote by [f ] the classes in QP s represented by f. If ω is a weight vector and f ∈ P s (ω), then denote by [f ] ω the classes in QP s (ω) represented by f.
Observe that the general linear group GL s is generated by the matrices associated with by τ i , 0 i s and the symmetric group Σ s ⊂ GL s is generated by the ones associated with
The admissible monomial
Definition 2.2.1 (see Kameko [10] ). Let x, y be monomials of the same degree in P s . We say that x < y if and only if one of the following holds:
Definition 2.2.2 (see Kameko [10] ). A monomial x is said to be inadmissible if there exist monomials y 1 , y 2 , . . . , y m such that y t < x for 1 t m and
A monomial x is said to be admissible if it is not inadmissible.
It is easy to see that the set of all the admissible monomials of degree d in P s is a minimal set of A -generators for P s in degree d. Definition 2.2.3 (see Kameko [10] ). A monomial x is said to be strictly inadmissible if and only if there exist monomials y 1 , y 2 , . . . , y m such that y t < x for 1 t m and x = 1 t m
with r = max{i ∈ Z : ω i (x) > 0} and suitable polynomials h j ∈ P s .
Obviously, if x is strictly inadmissible, then it is inadmissible. In general, the opposite is not true. For instance, the monomial x = x 1 x 2 2 x 2 3 x 2 4 x 2 5 x 6 ∈ P 6 is inadmissible, but it is not strictly inadmissible. Theorem 2.2.4 (see Kameko [10] , Sum [23] ). Let x, y and u be monomials in P s such that ω i (x) = 0 for i > r > 0, ω t (u) 0 and ω i (u) = 0 for i > t > 0.
(i) If u is inadmissible, then xu 2 r is also inadmissible. (ii) If u is strictly inadmissible, then uy 2 t is also strictly inadmissible.
We end this section by recalling some notations and definitions in [26] , which will be used in the next sections. We set
. . a s > 0} . Then P 0 s and P + s are the A -submodules of P s . Furthermore, we have a direct summand decomposition of the F 2 -vector spaces
Here QP 0 s := F 2 ⊗ A P 0 s and QP + s := F 2 ⊗ A P + s . For 1 i s, define the homomorphism ρ i : P s−1 → P s of algebras by substituting
This map is also a monomorphism of A -module.
We now denote
Here, by convention, I = ∅, if r = 0. Denote by r = ℓ(I) the length of I. Definition 2.2.5 (see Sum [26] ). Let (i; I) ∈ N s , r = ℓ(I), and let u be an integer
Clearly, a monomial x can be u-compatible with a given (i; I) ∈ N s for at most one value of u. By convention, x is 1-compatible with (i; ∅). Definition 2.2.6 (see Sum [26] ). Let (i; I) ∈ N s , 0 < r < s. Denote
x (I,u) if there exist u such that x is u-compatible with (i; I), 0 otherwise.
Then we have an F 2 -linear map φ (i;I) : P s−1 → P s . Inparticular, φ (i;∅) = ρ i . Noting that φ (i;I) is not an A -homomorphism. Moreover, we see that if φ (i;I) (x) 0, then ω(φ (i;I) (x)) = ω(x).
It is easy to see that if U is a minimal set of generators for A -module P s−1 in degree d, then Φ 0 (U) is also a minimal set of generators for A -module P 0 s in degree d. Definition 2.2.7. For any (i; I) ∈ N s , we define the homomorphism p (i;I) : P s → P s−1 of algebras by substituting
Noting that p (i;I) is also a homomorphism of A -modules. In particular, we have p (i;∅) (x i ) = 0 for 1 i s and p (i;I) (ρ i (u)) = u for any u ∈ P s−1 .
Lemma 2.2.8 (see [14] ). If x is a monomial in P s , then
This result implies that if ω is a weight vector and x ∈ P s (ω(x)), then p (i;I) (x) ∈ P s−1 (ω). Futhermore, p (i;I) passes to a homomorphism from QP s (ω) to QP s−1 (ω).
In Section 3, we use Lemma 2.2.8 and the results in Sum [26] to prove a certain subset of QP s is linearly independent. More precisely, let B be a finite subset of P s consisting of some monomials of degree d. Denote by |B| the cardinal of B. To prove the set [B] is linearly independent in (QP s ) d , we denote the elements of B by b d, k , 1 k n = |B| and assume that there is a linear relation
with γ k ∈ F 2 for all k, 1 k n. For (i; I) ∈ N s , we explicitly compute p (i;I) (S) in terms of the admissible monomials in P s−1 (mod(A + · P s−1 )). Computing from some relations p (i;I) (S) ≡ 0 with (i; I) ∈ N s , we obtain γ k = 0 for all k.
A -generators for
In this section, we prove Theorem 1.1. More precisely, we explicitly determine the admissible monomials of degree 3(2 t − 1) + 2 t in P 5 . We first recall a result of Singer [21] on the hit monomials in P s .
Singer's criterion on the hit monomials
. . x bs s in P s is called a spike if b i = 2 t i − 1 for t i a non-negative integer and i = 1, 2, . . . , s. If z is a spike with t 1 > t 2 > . . . > t r−1 t r > 0 and t j = 0 for j > r, then it is called a minimal spike. Lemma 3.1.2 (see [14] ). All the spikes in P s are admissible and their weight vectors are weakly decreasing. Furthermore, if a weight vector ω = (ω 1 , ω 2 , . . .) is weakly decreasing and ω 1 s, then there is a spike z in P s such that ω(z) = ω.
For a positive integer d, we set
The following is a criterion for the hit monomials in P s .
Notation 3.1.4. From now on, we use the following notations:
In particular,
Denote by B s (d) the set of all admissible monomials of degree d in P s . Set
Proof of Theorem 1.1
It is known that Kameko's homomorphism
The space (QP 5 ) 2 t+1 −4 has been explicitly computed in [14, 15] .
Theorem 3.2.1 (see [14, 15] ). Let n = 2 t+1 − 4 with t a positive integer. The dimension of the F 2 -vector space (QP 5 ) n is determined by the following table: n = 2 t+1 − 4 t = 1 t = 2 t = 3 t = 4 t = 5 t 6 dim(QP 5 ) n 1 45 190 480 650 651
Noting that for t = 1, 2 t+1 − 4 = 0 and (QP 5 ) 0 F 2 . Hence, dim((QP 5 ) 0 ) = dim(F 2 ) = 1. Now, we determine Ker(( Sq 0 * ) (5,3(2 t −1)+2 t ) ). Denote by ω (5,t) = (3, 3, . . . , 3, 1) , ω * (5,t) = (3, 3, . . . , 3) (t times of 3). Lemma 3.2.2. If x is an admissible monomial of degree 3(2 t − 1) + 2 t in P 5 and [x] belongs to Ker(( Sq 0 * ) (5,3(2 t −1)+2 t ) ) then ω(x) = ω (5,t) . Proof. We prove the lemma by induction on t. By Sum [25, 28] , we see that the lemma holds for t = 1.
Suppose t > 1 and the lemma holds for 1, 2, . . . , t − 1. Observe that the monomial z = x 2 t+1 −1 1
is the minimal spike of degree 3(2 t − 1) + 2 t in P 5 and ω(z) = ω (5,t) .
Since 3(2 t − 1) + 2 t is odd and [x] [0], one gets either ω 1 (x) = 3 or ω 1 (x) = 5. If ω 1 (x) = 5, then x = X ∅ y 2 with y a monomial of degree 2 t+1 − 4 in P 5 . Since x is admissible, by Theorem 2.2.4, y is admissible. Hence, ( Sq
. This contradicts the face that [x] ∈ Ker(( Sq 0 * ) (5,3(2 t −1)+2 t ) ), so ω 1 (x) = 3. Then, we have x = X {i,j} u 2 with 1 i < j 5 and u an admissible monomial of degree 3(2 t−1 − 1) + 2 t−1 in P 5 . Now, the lemma follows from the inductive hypothesis.
From this lemma, we get For t = 1, 3(2 t − 1) + 2 t = 5. According to Sum [25, 28] , we have |B 0 5 (5)| = |B 0 5 (ω (5, 1) )| = 45 and |B + 5 (ω (5, 1) )| = 0. Combining this with Theorem 3.2.1, one gets dim(QP 5 ) 5 = 46.
The case t = 2.
For t = 2, 3(2 t − 1) + 2 t = 13. By Sum [26] , we have |B 4 (13)| = |B 4 (ω (5, 2) )| = 35. A direct computation shows that
is the set consisting of 145 admissible monomials: q 2,k , 1 k 145 (see Subsection 5.1). Hence, one gets dim(QP 0 5 ) 13 = 145. Next, we compute QP + 5 (ω (5, 2) ). By a direct computation, we obtain
is the set consisting of 60 admissible monomials: b 13, k , 1 k 60 (see Subsection 5.2). (5, 2) ). We need some lemmas for the proof of the proposition. The following lemma is proved by a direct computation. 
Here (i, j, k, ℓ, m) is a permutation of (1, 2, 3, 4, 5).
(ii) ρ i (u), 1 i 5, where u is one of the following monomials:
Lemma 3.2.5. The following monomials are strictly inadmissible:
Proof. We prove the lemma for
The others can be proven by a similar computation. By a direct computation using the Cartan formula, we have
This equality implies that x is strictly inadmissible.
Proof of Proposition 3.2.3. Let x be an admissible monomial of degree 13 in P 5 and ω(x) = ω (5, 2) . Then, x = X {i,j} u 2 with 1 i < j 5 and u a monomial of degree 5 in P 5 . Since x is admissible, according to Theorem 2.2.4, we get u ∈ B 5 (ω (5, 1) ).
By a direct computation we see that for all y ∈ B 5 (ω (5, 1) ), such that X {i,j} y 2 b 13, k , ∀k, 1 k 60, there is a monomial w which is given in one of Lemmas 3.2.4, and 3.2.5 such that X {i,j} y 2 = wz 2 r with a monomial z ∈ P 5 and r = max{m ∈ Z :
We now prove the set {[b 13, k ] ω (5, 2) 
We explicitly compute p (i;I) (S) in terms u j , 1 j 23. By a direct computation using Lemma 2.2.8,Theorem 3.1.3, and from the relations p (i;j) (S) ≡ ω (5, 2) Here J = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 15, 16, 17, 18, 19, 21, 22, 23, 24, 25, 26, 28, 29, 31, 38, 39, 40, 41, 42, 45, 46 , 48, 50, 51, 57, 60}. Then, the relation (3.2.1) becomes
Applying the homomorphisms p (1;4) , p (3;4) , p (3;5) , p (4;5) : P 5 → P 4 to (3.2.2), we obtain γ k = 0, 1 k 60. This finishes the proof.
Since dim(QP 0 5 ) 13 = 145, from Theorem 3.2.1 and Proposition 3.2.3, one gets dim(QP 5 ) 13 = 250.
For t 3, we have |B 4 (3(2 t − 1) + 2 t )| = 45 (see Sum [26] ). By a simple computation, we get
for all t 3. Here, the monomials q t, k , 1 k 195, are listed in Subsection 5.1.
We now compute QP + 5 (ω (5,t) ) for t 3.
The case t = 3.
For t = 3, 3(2 t − 1) + 2 t = 29. We obtain the following.
Proposition 3.2.6. QP + 5 (ω (5, 3) ) is the F 2 -vector space of dimension 260 with a basis consisting of all the classes represented by the monomials b 29, k , 1 k 260, which are determined as in Subsection 5.2.
To prove the proposition, we need some results. The following is a corollary of a result in [26] . Lemma 3.2.8. The following monomials are strictly inadmissible:
The proof of this lemma is straightforward. Lemma 3.2.9. If (i, j, k, ℓ, m) is a permutation of (1, 2, 3, 4, 5) such that i < j < k < ℓ then the following monomials are strictly inadmissible:
The others can be proved by a similar computation. By using the Cartan formula, we have
The above equalities show that x is strictly inadmissible. The lemma follows.
Proof of Proposition 3.2.6. Let x be an admissible monomial in (P + 5 ) 29 such that ω(x) = ω (5, 3) . Then x = X {i,j} y 2 with y ∈ B 5 (ω (5, 2) ), and 1 i < j 5.
Let u ∈ B 5 (ω (5, 2) ) such that X {i,j} u 2 ∈ P + 5 . By a direct computation using Proposition 3.2.3, we see that if X {i,j} u 2 b 29, k , ∀t, 1 k 260, then there is a monomial w which is given in one of Lemmas 3.2.7, 3.2.8, 3.2.9 and 3.2.10 such that X {i,j} u 2 = wu 2 ℓ 1 with suitable monomial u 1 ∈ P 5 , and ℓ = max{r ∈ Z : ω r (w) > 0}. By Theorem 2.2.4, X {i,j} u 2 is inadmissible. Since x = X {i,j} y 2 with y ∈ B 5 (ω (5, 2) ), and x is admissible, one can see that
Based on Theorem 3.1.3, for (i; I) ∈ N 5 , we explicitly compute p (i;I) (S) in terms of a given minimal set of A -generators in P 4 (mod(A + ·P 4 )). By computing from the relations p (i;I) (S) ≡ ω (5, 3) 
Here T = {1, 2, 5, 6, 9, 10, 66, 151, 213, 238}. Then, computing from the relation (5,t) , for every t 4. Consequently dim(QP + 5 (ω (5,t) )) = 270 for t 4.
We prove the proposition by showing that
Lemma 3.2.12. If (i, j, k, ℓ, m) is a permutation of (1, 2, 3, 4, 5) such that i < j < k < ℓ then the following monomials are strictly inadmissible:
Proof. We prove the lemma for the monomial
The others can be proved by a similar computation.
Applying the Cartan formula, we have
The above equalities implies that x is strictly inadmissible.
The following lemma is proved by a direct computation.
Lemma 3.2.13. The following monomials are strictly inadmissible:
Here (i, j, k, l, m) is a permutation of (1, 2, 3, 4, 5).
where f is one of the following monomials: 
Proof. We prove the lemma for u = x 7 1 x 9 2 x 2 t+1 −9 3
. The others can be proven by a similar computation. By a direct computation using the Cartan formula, we have
) mod(P − 5 (ω (5,t) )).
This equality shows that u is strictly inadmissible. The lemma is proved.
The proof of the following lemma is analogous to the proof of Lemma 3.2.15.
Lemma 3.2.16.
For any t 5, the following monomials are strictly inadmissible:
Proof of Proposition 3.2.11. Let x be an admissible monomial in (P + 5 ) 3(2 t −1)+2 t such that ω(x) = ω (5,t) with t 4. By induction on t, we see that x b 3(2 t −1)+2 t ,k for k = 1, 2, . . . , 270, then there is a monomial z, which is given in one of Lemmas Now we prove that the classes [b 3(2 t −1)+2 t ,k ] ω (5,t) [0] ω (5, 
For t 4, according to Sum [26] , B + 4 (3(2 t − 1) + 2 t ) is the set consisting of 33 monomials, namely:
, v 26 .
. By a direct computation using Theorem 3.1.3, we express p (i;I) (S), in terms of v j , 1 j 33. Computing directly from the relations
we obtain γ k = 0, k = 1, 2, . . . , 270. The proposition follows.
We knew that
and dim(QP 0 5 ) 3(2 t −1)+2 t = 195 for any t 3. So, from Theorem 3.2.1 and Proposition 3.2.11, we get
The proof of Theorem 1.1 is completed.
Proof of Theorem 1.3
In this section, we prove Theorem 1.3 by using the results in Section 3.
We need some notations for the proof of the theorem. For the weight vector ω (5,t) = (3, 3, . . . , 3, 1 ) (t times of 3), we have deg ω (5,t) = 3(2 t − 1) + 2 t . For any monomials g 1 , g 2 , . . . , g m in P 5 (ω (5,t) ) and for a subgroup G ⊂ GL 5 , we denote G(g 1 , . . . , g m ) the G-submodule of QP 5 (ω (5,t) ) generated by the set {[g i ] ω (5,t) : 1 i m}. We see that ω (5,t) is the weight vector of the mimimal spike x 2 t+1 −1 1
It is known that Kameko's homomorphism
is an epimorphism of GL 5 -modules. On the other hand, (QP 5 ) GL5 2 t+1 −4 = 0 for all t > 0 (see Sum [27] ). Therefore, we need only to determine Ker(( Sq 0 * ) (5,3(2 t −1)+2 t ) ) GL5 .
From the results in Section 3, we get Ker(( Sq 0 * ) (5,3(2 t −1)+2 t ) ) = QP 5 (ω (5,t) ) = QP 0 5 (ω (5,t) ) ⊕ QP + 5 (ω (5,t) ).
For t = 1, 3(2 t − 1) + 2 t = 5. From a result of Sum [25, 28] , we have QP 5 (ω (5,1) ) GL5 = 0.
We now compute QP 5 (ω (5,t) ) GL5 for t 2. 5 (ω (5,t) ) Σ5
Computation of QP
As it is known, B 0 5 (3(2 t −1)+2 t ) = B 0 5 (ω (5,t) ) is the set consisting of the admissible monomials q t,k (see Subsection 5.1). By a simple computation, we see that the following subspaces are Σ 5 -submodules of QP 0 5 (ω (5,t) ): For t 2, Σ 5 (q t,1 ) = [q t,k ] : 1 k 30 ,
For t = 2,
For t 3, Σ 5 (q t,91 ) = [q t,k ] : 91 k 110 .
For t = 3,
For t 4, M * t,1 = [q t,k ] : 111 k 195 . Lemma 4.1.1. Let t be an integer. Then, we obtain the following:
For t 2, Σ 5 (q t,1 ) Σ5 = [p t,1 := q t,1 + q t,2 + · · · + q t, 30 ] , Σ 5 (q t,31 ) Σ5 = [p t,2 := q t,31 + q t,32 + · · · + q t,90 ] .
For t 3, Σ 5 (q t,91 ) Σ5 = [p t,3 := q t,91 + q t,92 + · · · + q t,110 ] .
Outline of the proof. The set B := {[q t,k ] : 1 k 30} is a basis of Σ 5 (q t,1 ) for t 2. The action of Σ 5 on QP 5 induces the one of it on B. Furthermore, this action is transitive. Hence, if g ≡ 30 k=1 γ k q t,k with γ t ∈ F 2 and [g] ∈ Σ 5 (q t,1 ) Σ5 , then the relations τ i (g) ≡ g, i = 1, 2, 3, 4, imply γ k = γ 1 , ∀k, 1 k 30. Hence, Σ 5 (q t,1 ) Σ5 = [p t,1 ] with p t,1 = 30 k=1 q t,k . By a similar computation, we obtain Σ 5 (q t,31 ) Σ5 = [p t,2 ] with p t,2 = 90 k=31 q t,k , and Σ 5 (q t,91 ) Σ5 = [p t,3 ] with p t,3 = 110 k=91 q t,k . The lemma follows. Proof. Using a result in Section 3, we have dim(M 1 ) = 55. Suppose h ≡ 145 k=91 γ k q 2,k with γ k ∈ F 2 and [h] ∈ M Σ5 1 . By computing τ j (h)+h in terms of q 2,k , 91 k 145 and using the relations τ j (h) + h ≡ 0, 1 j 4, we obtain γ k = 0 for all k, 91 k 145. 
The lemma is proved.
We now denote by b t,k = b 3(2 t −1)+2 t , k the admissible monomials in (P + 5 ) 3(2 t −1)+2 t as given in Subsection 5.2.
The case t = 2
For t = 2, by a direct computation using the results in Section 3, we have the direct summand decomposition of the Σ 5 -modules:
The following lemma is proved by a direct computation. 
The case t = 3
By a simple computation, we see that (ω (5, 3) ). Hence, we have a direct summand decomposition of Σ 5 -modules:
By computing τ j (f )+f in terms of b 3,k , 1 k 45 and using the relations τ j (f )+f ≡ 0, j = 1, 2, 3, 4, one gets γ 1 = γ k , for 2 k 10, γ k = 0, for 11 k 45. For t 4, we set
Computing from the results in Section 3, one gets 
] . The proof of this lemma is straightforward.
For t 4, by an easy computation, we have a direct summand decomposition of Σ 5 -modules:
where M * t,2 = [b t,k ] : 66 k 270 . Lemma 4.1.8. For any integer t 4, we have
Proof. Suppose g ≡ 45 k=1 γ k b t,k with γ k ∈ F 2 and [g] ∈ Σ 5 (b t,1 ) Σ5 . By computing τ i (g) + g in terms of b t,k , 1 i 45 and using the relations τ i (g) + g ≡ 0, i = 1, 2, 3, 4, we get γ 1 = γ k , for 2 k 15, γ 16 = γ k , for 17 k 45.
k=66 γ k b t,k and [g] ∈ (M * t,2 ) Σ5 . We compute τ j (g) + g in terms of b t,k , 66 k 270. By computing directly from the relations τ j (g) + g ≡ 0, j = 1, 2, 3, 4, we obtain γ k = 0 for 66 k 270. The lemma is proved. 5 (ω (5,t) ) GL5
Computation of QP
Let g ∈ (P 5 ) 3(2 t −1)+2 t such that [g] ∈ (QP 5 ) GL5 3(2 t −1)+2 t . Then we have [g] ∈ QP 5 (ω (5,t) ) GL5 .
For t = 1, we have 3(2 t − 1) + 2 t = 5 and (QP 5 ) GL5 5 = 0 (see Sum [25, 28] ). So, the theorem is true for t = 1.
For t = 2, from Proposition 4.1.4, we have g ≡ γ 1 p 2,1 + γ 2 p 2,2 + γ 3 p 2,3 with γ i ∈ F 2 , i = 1, 2, 3. By computing τ 5 (g) + g in terms of the admissible monomials, we get
This relation implies γ i = 0 for 1 i 3. The theorem is proved for t = 2.
For t = 3, from Proposition 4.1.6, we have g ≡ 6 j=1 β j p 3,j with β j ∈ F 2 , j = 1, 2, . . . , 6. A direct computation shows that
From this relation, we obtain β j = 0, 1 j 6. The theorem holds for t = 3.
For t 4, by Proposition 4.1.9, we have
with λ k ∈ F 2 , 1 k 7. By computing τ 5 (g) + g in terms of the admissible monomials, we get
The last equality implies γ k = 0, k = 1, 2, . . . , 7. The theorem is completely proved.
Appendix
In this section, we list all the admissible monomials of degree d = 3(2 t − 1) + 2 t in P 5 .
The admissible monomials of degree
with ω (5,t) = (3, 3, . . . , 3 t times of 3 , 1). By Sum [26] , we have
Set u t = |B 0 5 (3(2 t − 1) + 2 t )| and B 0 5 (3(2 t − 1) + 2 t ) = {q t,k : 1 k u t }. We have u 1 = 45, u 2 = 145, u t = 195 for t 3.
The admissible monomials q t,k , 1 k u t , are determined as follows:
For t 1,
28.
For t 2,
37.
38.
39.
43.
45.
46.
49.
56.
57.
58.
60.
88.
89.
90. 145.
For t 3, For t 4,
114.
127.
128.
129.
130.
131. 139.
140.
154.
155.
156.
157.
158.
160.
163.
164.
165.
166. As it is known,
where B = (B + 5 (3(2 t − 1) + 2 t ) Ker(( Sq 0 * ) (5,3(2 t −1)+2 t ) )) = B + 5 (ω (5,t) ), and ψ : P 5 → P 5 , ψ(y) = x 1 x 2 x 3 x 4 x 5 y 2 , ∀y ∈ P 5 . We have Set v t = |B + 5 (ω (5,t) )| and B + 5 (ω (5,t) ) = {b 3(2 t −1)+2 t ,k : 1 k v t }. Then, v 1 = 1, v 2 = 60, v 3 = 260, v t = 270 for t 4.
For t = 1, according to Sum [25, 28] , B + 5 (ω (5,1) ) = b 5,1 = x 1 x 2 x 3 x 4 x 5 . For t 2, the admissible monomials b 3(2 t −1)+2 t ,k , 1 k v t , are determined as follows:
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