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Abstract
We extend results of Kass–Wickelgren to define an Euler class for a non-orientable (or non-
relatively orientable) vector bundle on a smooth scheme, valued in the Grothendieck–Witt group
of the ground field. We use a root stack construction to produce this Euler class and discuss
its relation to other versions of an Euler class in A1-homotopy theory. This allows one to apply
Kass–Wickelgren’s technique for arithmetic enrichments of enumerative geometry to a larger
class of problems; as an example, we use our construction to give an arithmetic count of the
number of lines meeting 6 planes in P4.
1 Introduction
Many classical enumerative problems in algebraic geometry were originally only solved over C.
In [11], Kass and Wickelgren develop a toolkit for solving enumerative geometry problems over
arbitrary fields (possibly of characteristic not 2). Their program, which has expanded to several
other articles ([12], [15], [22], [14], [16], [10]) and is a source of ongoing research, gives arithmetic
enrichments of many enumerative problems which can be solved by counting zeroes of a suitable
vector bundle. These authors do this by defining an enriched Euler class of that vector bundle,
provided that the vector bundle satisfies certain hypotheses. Under these hypotheses, their Euler
class is valued in the Grothendieck–Witt group of the base field and captures arithmetic information
about the counting problem in question that is invisible in the classical version of the problem. In
[11], they introduce this Euler class and use it to produce an arithmetic count of the lines on a
smooth cubic surface. Since then, there has been a flurry of results in this area, enriching various
enumerative problems using this machinery: Srinivasan–Wickelgren [22] provide an enriched count
of the lines meeting 4 general lines in P3, and more generally, the lines meeting 2n − 2 general
hyperplanes in Pn; Larson–Vogt [14] construct an enriched count of the bitangents to a plane
quartic; and McKean [16] gives an enrichment of Be´zout’s theorem.
The authors of these articles require the following hypotheses on a vector bundle in order for their
Euler class to be well-defined and lie in GW (k). Suppose E is a vector bundle on a smooth scheme
X of dimension r. Then it is required that (1) the rank of E is r, and (2) E is relatively orientable,
meaning that there exists a line bundle M on X and an isomorphism M⊗2 ∼= Hom(detTX,detE).
When these conditions are met, Kass–Wickelgren ([12], [11]) define a class e(E) ∈ GW (k) by
summing the local indices of a nonzero section of E. This definition is proven to be independent
of the section ([11], Thm. 3) but this requires the relatively oriented hypothesis.
In many naturally-arising enumerative geometry problems, condition (2) fails; some examples
are given in Section 2. In the non-relatively orientable case, the Kass–Wickelgren Euler class
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is not well-defined: its computation depends on the choice of trivialization of the vector bundle
and of the tangent bundle of X. In this paper, we circumvent this ambiguity by utilizing a root
stack construction to produce a well-defined Euler class of the induced pullback bundle. The root
stack construction, applied locally, produces a Deligne–Mumford stack X whose coarse space is the
original scheme X. Further, we interpret the failure for the Euler class of the original vector bundle
to be well-defined in terms of descent of the relevant quadratic space from the stack to the coarse
space. Our main theorem is the following.
Theorem 1.1. Given a vector bundle E on X with isolated zeroes, there exists a Deligne–Mumford
stack X and a coarse moduli map π : X → X such that the Euler class of E is well-defined after
pulling E back along π. Moreover, the stack X may be covered by root stacks U :
U [A1/Gm]
U [A1/Gm]
π ·2
(L|U , sU )
where L is the line bundle Hom(detTX,detE), U is an e´tale neighborhood over which TX and E
are trivialized, and and sU is a canonically chosen section of L over U . That is, there exists a well-
defined enriched Euler class of E := π∗E on X lying in GW (k) which can be computed by summing
the local indices of any nonzero section of E. Moreover, in the non-relatively orientable case, E is
a quadratic space whose multiple descents from X to X give the multiple possible Kass–Wickelgren
Euler classes associated to E on X.
As an application, we extend results of Srinvasan–Wickelgren [22] on lines intersecting 2n − 2
general hyperplanes in Pn to the non-relatively oriented case. The relevant vector bundle for this
problem is relatively orientable if and only if n is odd; we give a computation in the case that
n = 4, and a conjecture for a more general formula for all even n.
Proposition 1.2. Let n = 4. Then the enriched count for the number of lines meeting 6 hyperplanes
in P4 is well-defined and is equal to 2H + 〈1〉.
The paper is organized as follows. In Sections 2, 3 and 4 we provide some background on
Grothendieck–Witt groups, A1-local degree, and root stacks, and discuss connections to other
work. In Section 5 we prove Theorem 1.1, and in Section 6 we compute some examples and
prove Proposition 1.2 as a corollary to our Theorem 1.1 and a generalization of Theorem 2 of [22].
Finally, we state a conjecture for the general case of line meeting 2n − 2 hyperplanes in Pn where
n is arbitrary.
The authors would like to thank David Zureick-Brown and Padma Srinivasan for helpful com-
ments throughout the preparation of this paper, as well as Andrew Obus, Stephen McKean and
Kirsten Wickelgren for pointing out several errors in an earlier version. The first author would
also like to thank Brandon Boggess, Thomas Brazelton, Marc Levine, Soumya Sankar and Maria
Yakerson for conversations about A1-homotopy theory and related things that directly improved
certain parts of this paper. Finally, special thanks go to Abdelmalek Abdesselam for the French
translation.
2 Background and Motivation
Let k be a field of characteristic not 2. The Grothendieck–Witt group of k, denoted GW (k),
is the group completion of the monoid of isomorphism classes of nondegenerate symmetric bilinear
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forms on k, with respect to direct sum. The Kass–Wickelgren Euler class of a vector bundle
defined over k takes values in GW (k). As an example, when k = C, then bilinear forms are all
diagonalizable, and therefore are classified by their rank. This implies that the rank homomorphism
rk : GW (C)→ Z is an isomorphism. For this reason, applying the Kass–Wickelgren machinery to
a scheme and vector bundle over C arising from some enumerative problem and taking the rank
often recovers a classical result. As another example, a bilinear form over R is determined by its
rank and signature, so GW (R) ∼= Z×Z via the isomorphism rk×sgn : GW (R)→ Z×Z; this allows
one to recover results such as those in [19].
For any a ∈ k×, define a rank 1 bilinear form sending (x, y) 7→ axy for any x, y in some k-vector
space. This bilinear form is denoted 〈a〉. For any b ∈ k×, we have 〈b2a〉 = 〈a〉 in GW (k), i.e. any
two bilinear forms that differ by a square define the same class in GW (k). The rank 2 bilinear form
〈1〉 + 〈−1〉 is the class of the hyperbolic plane, and is denoted H. Note that for any a ∈ k×, one
has 〈a〉+ 〈−a〉 = H (cf. [17], Lem. 1.1, Ch. IV).
In his article [18], Morel introduces an A1-homotopy theoretic version of the degree map from
algebraic topology which takes values in Milnor–Witt K-theory KMW0 (k), which is isomorphic to
GW (k). We recall Morel’s description of the A1-local degree of a morphism f : Pn/Pn−1 → Pn/Pn−1
here. In this context, Pn/Pn−1 denotes the homotopy pushout of the following diagram:
Pn−1 Pn
∗
The space Pn/Pn−1 is one type of sphere encountered in the A1-homotopy category of schemes; it
is weakly equivalent to An/(An r {0}) via
P
n/Pn−1 ≃ Pn/(Pn r {∗}) ≃ An/(An r {0})
where ∗ = [0 : · · · : 0 : 1] ∈ Pn. In turn, An/(An r {0}) can be identified with the motivic sphere
S2n,n, where Sp+q,q denotes (S1)∧p ∧ (Gm)∧q.
The main result in [18] is the construction of a map
degA
1
: [Sn+j,j, Sn+i,i] −→ KMWi−j (k)
from the group of homotopy classes of maps Sn+j,j → Sn+i,i to the (i − j)th Milnor–Witt K-
group, which is surjective (and an isomorphism when n ≥ 2). In the case when i = j = n,
KMW0 (k) is canonically identified with GW (k), and this allows Morel to define the A
1-degree of
the A1-homotopy class of f : Pn/Pn−1 → Pn/Pn−1.
There is another definition of the A1-local degree of f , which is given by the class in GW (k) of
the Jacobian determinant of the induced morphism Pn → Pn; the equivalence of this definition with
that of Morel in [18] is proved in [12]. This equivalence allows the reader to avoid A1-homotopy
theory and instead work explicitly with quadratic forms. We now describe the explicit Jacobian
construction of the A1-degree of f .
A map f : Pn/Pn−1 → Pn/Pn−1 can be thought of as an (n+1)-tuple of homogeneous functions
[f0 : · · · : fn] – or equivalently, as a function (f0, . . . , fn) : An+1 → An+1 homogeneous in each
variable. Fix a point p in the target at which f is nonsingular; we will compute the local degree of
f at p as follows. Let Jac(f) denote Jacobian matrix of f ; this is an (n+ 1)× (n+ 1) matrix with
entries in the base field k. Define
degA
1
(f) :=
∑
q∈f−1(p)
〈det Jac(f)|q〉.
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Example 2.1. Let f : P2/P1 → P2/P1 be defined by [x : y : z] 7→ [x2 : y2 − x2 : z2 + x2]. The
Jacobian matrix for f is
Jac(f) =
2x −2x 2x0 2y 0
0 0 2z

Let p ∈ P2/P1 be the point [1 : 0 : 0] in the target. Then f−1(p) = {[±1 : ±1 : ±i]}. We have
det Jac(f) = 8xyz and the local degree of f at a preimage of p is computed by evaluating det Jac(f)
at that point. So ∑
q∈f−1(p)
degq(f) = 4〈8i〉 + 4〈−8i〉 = 4H
is the A1-degree of f . Notice that the rank of degA
1
(f) as a quadratic space is 8, which agrees with
the ordinary topological degree of f over k = C.
Next, we recall the construction of the Kass–Wickelgren Euler class of a vector bundle as
a sum of indices computed at the zeroes of a fixed section. Suppose we have a vector bundle
E on X satisfying the hypotheses stated in the introduction. The Kass–Wickelgren Euler class
e(V ) ∈ GW (k) is defined as
e(V ) =
∑
σ(p)=0
indA
1
p (σ)
where σ is a section of E with isolated zeroes and indA
1
p (σ) is the A
1-index of σ, defined as follows.
Assuming σ ∈ Γ(X,E) has isolated zeroes, the zero locus of σ, denoted Z, is a zero-dimensional
subscheme of X. At each point p ∈ Z, one can prove (cf. [11], Lem. 25) that OX,p is a finite
complete intersection. Pick trivializations TX
∼−→ O⊕rX and E
∼−→ O⊕rX . Then one can identify σ
with an r-tuple of functions g1, . . . , gr, which give a presentation k[x1, . . . , xr]/〈g1, . . . , gr〉 for the
local ring OZ,p. By work of Scheja and Storch ([21]), this presentation determines a canonical
isomorphism OZ,p ∼−→ Hom(OZ,p, k). Take η ∈ Hom(OZ,p, k) to be the image of 1 under this
isomorphism, and define a bilinear form β on OZ,p by β(x, y) = η(xy). This β defines the local
index of σ at p as a class in GW (k).
There are two reasons that this version of the Euler class may fail to be well-defined. First, the
local index may not be well-defined, in that it may be dependent on the choice of trivializations.
Second, the Euler class could depend on the choice of section. In [11], well-definedness of the
local index relies crucially on the existence of a relative orientation of E. There, the Euler class
is independent of the choice of section if the space of sections with isolated zeroes is A1-connected
(loc. cit., Corollary 36).
The main goal of this article is to remove the relative orientability hypothesis; this is done
in Section 5. The A1-connected condition must be checked for each given enumerative problem.
However, if the locus of sections with non-isolated zeroes has codimension at least 2 in the space
of all sections, then A1-connectedness is guaranteed, a situation which is typical of the types of
problems currently studied. This codimension condition is preserved under pullback to the root
stack, so one does not lose this property on passing to the root stack.
There is a third issue regarding the Kass–Wickelgren Euler class which nevertheless does not
arise in the relatively oriented case. In [11], Sec. 1.1, the authors point out that a notion of Euler
class already exists in A1-homotopy theory. Namely, for a relatively oriented vector bundle E of
rank r on a smooth, proper, r-dimensional scheme X, Barge–Morel ([2]) and Fasel ([7]) define an
Euler class e(E) in the Chow–Witt group C˜H
r
(X,detE∨), where E∨ is the dual bundle. Further,
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Levine shows in[15] that when E is relatively oriented, one obtains a class in GW (k) via the
pushforward map
C˜H
r
(X,detE∨) ∼= C˜Hr(X,ωX/k) −→ C˜H
0
(k) ∼= GW (k).
Here, ωX/k is the canonical sheaf which is identified with detE
∨ by the relatively oriented hy-
pothesis. In [11], Kass and Wickelgren state that their Euler class should coincide in GW (k) with
the pushforward of the Euler class from C˜H
r
(X,detE∨). Thus in the non-relatively oriented case
there are three problems to overcome: (1) the local indices indA
1
x (σ) of a section of E may not be
well-defined; (2) the definition of the Kass–Wickelgren Euler class e(E, σ) may depend on the choice
of σ (indeed, this happens in practice as we will see in Section 6); and (3), the Kass–Wickelgren
Euler class may not even be comparable with the Euler class of [2] and [7]. One goal of the present
article is to show how passing to an appropriate stack resolves the first and second of these issues.
For (3), it would be desirable to have a description of when all of the different notions of Euler
class coincide.
We should point out that in many naturally-arising intersection theory problems, the relative
orientability hypothesis fails. For example, Be´zout’s theorem allows one to count the number
of intersection points of two plane curves over an algebraically closed field from knowledge of
the degrees of the curves. Over an arbitrary field, the relevant vector bundle on P2 is relatively
orientable if and only if the degrees of the two curves have opposite parity. In the case that the
degrees of the two curves have the same parity, one would like a way of fixing the lack of relative
orientability in order to get an enriched count of the intersections. Similarly, the relevant vector
bundle for counting bitangents to a plane quartic fails to be relatively orientable. McKean and
Larson–Vogt have found ways of fixing this problem in [16] and [14], respectively; the relation of
their approaches to ours is discussed in Section 3.
For another example in which relative orientability fails, consider the case of an arithmetic
count of the lines meeting 2n − 2 codimension 2 planes in Pn. The relevant vector bundle in this
case is
⊕2n−2
i=1 S∨
∧S∨ on Gr(2, n + 1), where Gr(2, n + 1) is the (affine) Grassmannian and S is
the tautological bundle on Gr(2, n + 1). This vector bundle is relatively orientable only when n is
odd ([22]). In Section 6.2, we extend the count of Srinivasan–Wickelgren to the case that n = 4
and suggest a solution to the general case when n is even.
Our goal is to produce a well-defined Euler class for a non-relatively orientable vector bun-
dle. A key fact in our construction is that relatively orientability is equivalent to the line bundle
Hom(detTX,detE) being a square in PicX. If this bundle is not a square, one could fix the
issue by passing to a cover p : X ′ → X over which p∗Hom(detTX,detE) admits a square root,
although then one potentially has different orientations, coordinates and ultimately Euler classes
defined on each such cover. Instead, we remedy the issue by passing to a suitable stack over X,
which is locally a root stack, on which the Hom bundle admits a square root in a canonical way.
With this square root in hand, one can then follow the ideas present in Kass–Wickelgren’s articles
to prove new enriched formulas. Root stacks are discussed in the next section. Some of these facts
are well-known, but we include them for the convenience of the reader.
3 Connections to other work
Recall from the introduction that there is a pushforward map
C˜H
r
(X,detE∨)
∼−−→ C˜Hr(X,ωX/k)
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on oriented Chow groups when E is relatively orientable. The right hand side admits a map to
C˜H
0
(k) ∼= GW (k), but in the non-relatively orientable case, the Euler class is only valued in
C˜H
r
(X,detE∨), rather than in GW (k). Using A1-homotopy theory for stacks as in [9], one can
show that after passing to our stack X (which is, again, locally a root stack over the base), there
is a map
C˜H
r
(X ,detE∨) ∼−−→ C˜Hr(X , ωX/k)
so that the Euler class is once again well-defined and valued in the Grothendieck–Witt group of
k. We expect our construction of the Euler class to coincide with the A1-homotopy theoretic
definition valued in C˜H
r
(X ,detE∨), and all notions of Euler class to agree when they can be
compared, though to our knowledge this is not known.
In [14], Larson and Vogt define a notion of a vector bundle being “relatively oriented relative to
a divisor.” The main idea of their construction is the following. Suppose you have a vector bundle
E which is not relatively orientable. By twisting Hom(detTX,detE) by a line bundle O(D) for
an effective divisor D on X, one can arrange for detE ⊗ O(D) to be a square in PicX. Away
from the zero locus of O(D), detE⊗O(D) is relatively orientable. The issue now is that the space
of sections is no longer A1-connected, since one has to remove all sections which vanish anywhere
on the support of D, so the remaining space is the complement of a hypersurface, which is not
A
1-connected. Let S denote the space of sections of E. The vanishing locus of O(D) has now
been removed from S, so we are considering S minus the hypersurface Q cut out by O(D). The
Euler number is no longer independent of the section chosen; any sections chosen from the same
connected component of S \Q will have the same Euler number, but as we cross the “wall” given
by Q, the Euler number will change. For example, over R, 〈1〉 will go to 〈−1〉, and vice versa (cf.
[14], Example 2.1).
One can interpret their construction using Chow–Witt groups (also known as oriented Chow
groups) as follows. As noted previously, the A1-homotopy theoretic Euler class for any vec-
tor bundle (not necessarily relatively orientable) lives in C˜H
r
(X,detE∨), which is only isomor-
phic to C˜H
r
(X,ωX/k) if E is orientable. From this isomorphism, we get the pushforward map
C˜H
r
(X,ωX/k) → C˜H
0
(k) ∼= GW (k). The Larson–Vogt construction of an Euler class can be
interpreted via the composition
C˜H
r
(X,detE∨)→ C˜Hr(X,det(E ⊗O(D))∨) ∼→ C˜Hr(X,ωX/k)→ C˜H
0
(k) ∼= GW (k)
where the first map is induced by the twisting map detE → detE ⊗ O(D). Similarly, our con-
struction of the Euler class can be interpreted using the composition
C˜H
r
(X,detE∨)→ C˜Hr(X ,det(E∨)) ∼→ C˜Hr(X , ωX/k)→ C˜H
0
(k) ∼= GW (k)
in the notation of Section 5, where the first map is induced by π∗ for π : X → X the coarse moduli
map. Although Larson–Vogt do not use the language of oriented Chow groups, their construction
is essentially another way of regaining the pushforward map to GW (k) for a non-orientable vector
bundle.
Larson and Vogt’s work also implies that in the non-relatively orientable case, the (Kass–
Wickelgren) Euler number fails to be well-defined on the coarse space. Our construction of the
Euler class on the stack X confirms this, as described in Section 5.1. Our construction further
exhibits the possibility of obtaining multiple counts on the coarse space in terms of descent of E
with its quadratic space structure.
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4 Root Stacks
Suppose L is a line bundle on a scheme X. We saw that it is useful to know whether there
exists another line bundle, say M , such that M⊗2 = L. More generally, one might ask if M⊗r = L
for a given integer r ≥ 1. From now on we will writeM r := M⊗r. In this section we describe a con-
struction, originally developed in [3] and independently in [1], that produces a stacky modification
of X called a root stack on which objects like L1/r may be defined.
For a scheme X, let Div[1](X) denote the category whose objects are pairs (L, s), with L→ X
a line bundle and s ∈ Γ(X,L) is a global section. A morphism (L, s)→ (M, t) in Div[1](X) is given
by a bundle isomorphism
L M
X
ϕ
under which ϕ(s) = t. The notation Div[1](X) is adapted from existing notation in the literature
(cf. [20]) and was used by the first author in [13] to allow for the choice of multiple sections of
different tensor powers of the line bundle.
Proposition 4.1. There is an isomorphism of categories fibred in groupoids Div[1] ∼= [A1/Gm].
Proof. This is [20], 10.3.7, or [13], Prop. 5.3.
Corollary 4.2. Div[1] is a stack.
Let us now return to the question of when an rth root of a line bundle exists.
Definition. For r ≥ 1, the universal Kummer stack is the cover of stacks
r : [A1/Gm] −→ [A1/Gm]
x 7−→ xr.
The following definition first appeared in [3] and [1].
Definition. For a scheme X, a line bundle L → X with section s and an integer r ≥ 1, the rth
root stack of X along (L, s), written r
√
(L, s)/X , is defined to be the pullback
r
√
(L, s)/X [A1/Gm]
X [A1/Gm]
r
where the bottom row is the morphism corresponding to (L, s) via Proposition 4.1.
Explicitly, for a test scheme T , the category r
√
(L, s)/X(T ) consists of tuples (T
ϕ−→ X,M, t, ψ)
where M → T is a line bundle with section t and ψ :M r ∼−→ ϕ∗L is an isomorphism of line bundles
such that ψ(tr) = ϕ∗s.
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Lemma 4.3. For any morphism of schemes h : Y → X and line bundle L → X with section s,
there is an isomorphism of stacks
r
√
(h∗L, h∗s)/Y
∼−−→ r
√
(L, s)/X ×X Y.
Proof. Follows easily from either the definition of root stack as a pullback, or from the description
of its T -points above.
Example 4.4. ([3], 2.3.1; [13], 5.8) Let X be the affine line A1 = Speck[x]. Then L = O = OX
is a line bundle and the coordinate x gives a section of L. Then for any r ≥ 1 that is coprime to
char k, r
√
(O, x)/A1 ∼= [A1/µr].
Example 4.5. ([3], 2.4.1; [13], 5.9) More generally, when X = SpecA and L = OX with any
section s, we have
r
√
(OX , s)/X ∼= [SpecB/µr] where B = A[x]/(xr − s).
In general, any root stack r
√
(L, s)/X may be covered by such “affine” root stacks [SpecB/µr] ([13],
5.10).
Theorem 4.6. ([3], 2.3.3) If X is a scheme with line bundle L and section s and r is invertible
on X, then r
√
(L, s)/X is a Deligne–Mumford stack.
Remark 4.7. When char k = p > 0 and p divides r, the root stack r
√
(L, s)/X of a k-scheme X is no
longer Deligne–Mumford; this is essentially because the ‘universal Frobenius’ [A1/Gm]→ [A1/Gm]
induced by x 7→ xp is generically inseparable. In [13], the first author has constructed a replacement
for r
√
(L, s)/X in characteristic p using Artin–Schreier theory that allows one to take pth roots of
line bundles, and in future work, plans to generalize this to higher order roots of line bundles.
Example 4.8. If s is a nonvanishing section of a line bundle L → X over a scheme, then
r
√
(L, s)/X ∼= X as stacks (cf. [3], 2.4.2, or [13], 5.12). Therefore for any section s, the non-
trivial stacky structure of r
√
(L, s)/X occurs along the zero locus of s.
5 A1-Local Degree with Root Stacks
We saw in Section 2 that to solve an enumerative problem, one might define a vector bundle
E → X and compute its Euler class e(E), which is classically done by counting the zeroes of a fixed
section σ of E. To get an enriched count, [12] assumes σ has isolated zeroes and uses the formula
e(E) =
∑
σ(x)=0
indA
1
x (σ)
where indA
1
x denotes the A
1-index of σ at x. However, as noted in Section 2, the well-definedness
of indA
1
x (σ) requires that E be a relatively oriented vector bundle; otherwise, the local index will
depend on the choice of trivializations of TX and of E (see Section 5.1).
Given a relative orientation
j : Hom(detTX,detE)
∼−−→M⊗2
for some line bundleM → X, we say a section s ∈ Γ(X,Hom(detTX,detE)) is a square over U if it
is the image under j of a tensor square of a section ofM over U . Then, as outlined in Section 2, [12]
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gives a recipe for computing e(E) using a section σ ∈ Γ(X,E), provided E is relatively orientable
and the corresponding section of Hom(detTX,detE) over a Nisnevich coordinate patch U is a
square. We seek to remove these hypotheses as follows. If L = Hom(detTX,detE) is not a square
in Pic(X), we use local trivializations of TX and E, say over {U}, to determine a local section
sU ∈ H0(U,L) for each U and then construct root stacks U = 2
√
(L|U , sU )/U . These U glue together
to define a stack X which is Deligne–Mumford and has coarse space X. Let π : X → X be the
coarse map and set L = π∗L.
Over each U , the pair (L|U , π∗sU ) admits a canonical square root (MU , rU ), i.e. such that
M⊗2U ∼= L|U and r⊗2U = sU . TheseMU glue together to form a line bundleM such thatM⊗2 ∼= L;
however, the rU and π
∗sU need not lift to global sections of M or L. Indeed, if the sU came from
a global section s ∈ H0(X,L), this would correspond to a global trivialization of L. In Section 5.1,
we will show how the well-definedness of indA
1
x (σ) in GW (k) is restored over X .
Fix a point x ∈ X which is an isolated zero of σ. As usual, we may choose Nisnevich coordinates
ϕ : U → Ank about x and assume that TX|U and E|U are trivial, by shrinking U if necessary. Let
U = π−1(U) ∼= 2
√
(L|U , sU )/U → U be the root stack defined over U above. Note that if U = An,
then Example 4.5 shows that U ∼= [V/µ2], where
V = Speck[x1, . . . , xn, y]/(y
2 − sU)
and µ2 acts by y 7→ −y. (Here, we are viewing sU as an element of Γ(An,OAn) ∼= k[x1, . . . , xn].)
More generally, when ϕ is any choice of Nisnevich coordinates, we have a diagram
U [V/µ2]
U An
ϕ˜
ϕ
where V = Spec k[x1, . . . , xn, y]/(y
2−sU), sU is viewed as an element ofH0(An, ϕ∗L|U ) ∼= H0(U,L|U ),
[V/µ2] → An is the map determined by xi 7→ xi, and ϕ˜ is induced by naturality of the root stack
(Lemma 4.3). The morphism ϕ˜ : U → [V/µ2] will be the correct analogue of Nisnevich coordinates
around any stacky point in the stacky locus of the root stack.
We now proceed to define the A1-local degree of σ, extending the Jacobian construction from
Section 2. Recall that in Morel’s construction of degA
1
, the weak A1-equivalence An/An r {0} ∼−→
P
n/Pn r {0} ∼= Pn/Pn−1 is induced by the inclusion An →֒ Pn, (a1, . . . , an) 7→ [a1 : · · · : an : 1].
This suggests replacing Pn by the weighted projective stack P(1n, 2) := P(1, . . . , 1, 2) to define
the A1-local degree on the root stack, since there is a natural inclusion [V/µ2] →֒ P(1n, 2) given
by (x1, . . . , xn, y) 7→ [x1 : · · · : xn : y]. We identify the following copy of Pn−1 in this weighted
projective stack:
P
n−1 −֒→ P(1n, 2)
[x0 : · · · : xn−1] 7−→ [x0 : · · · : xn−1 : 0].
Then there is an A1-homotopy equivalence of pairs of stacks, in the sense of [9]:
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U E|U := π−1(E)|U
[V/µ2] [V/µ2]
π∗σ|U
ϕ˜ ψ˜
f
This descends to a map
P(1n, 2)/Pn−1 ∼= [V/µ2]/
(
[V/µ2]r {ϕ˜(x)}
)
f¯x−−→ [V/µ2]/
(
[V/µ2]r {ψ˜(π∗σ(x))}
) ∼= P(1n, 2)/Pn−1.
In the next section, we will define indx(σ) := deg
A1(f¯x) ∈ GW (k) over a stack, extending the
construction for schemes in [11]. Proposition 14 of [12] also carries over to our context:
Proposition 5.1. If f¯ : P(1n, 2)/Pn−1 → P(1n, 2)/Pn−1 restricts to a map f : [V/µ2] → [V/µ2],
then
degA
1
(f¯) =
∑
y∈f−1(z)
degA
1
y (f)
for any z ∈ [V/µ2].
Further, if f : [V/µ2] → [V/µ2] is e´tale at y ∈ f−1(z), then degA1y (f) = Trk(y)/k〈det Jac(f)|y〉
where the Jacobian Jac(f) of f is defined as follows. Write f = (f1, . . . , fn+1) : V → V . Then
Jac(f) =
(
∂fi
∂xj
∂fi
∂y
)
.
This is well-defined since V → [V/µ2] is an e´tale presentation of the Nisnevich coordinate patch
[V/µ2] about the stacky point x.
5.1 The Euler Class is Well-Defined
We begin with two definitions from Section 4 of [11].
Definition. Let p ∈ X be a closed point in X. A choice of Nisnevich coordinates about p is an
e´tale morphism φ : U → Ar, for some e´tale neighborhood U of p, which induces an isomorphism of
residue fields κ(p)→ φ(κ(p)).
Definition. A relative orientation of E is an isomorphism L := Hom(detTX,detE) ∼= M2
for M a line bundle on X. E is said to be relatively orientable if it admits such an M , and
otherwise is called non-relatively orientable.
Now we set up notation. Throughout this section, E → X is a rank r vector bundle and X
is a smooth r-dimensional scheme over a field k. Let U ⊂ X be an open set over which both E
and TX are trivializable. Let φ : U → Ar be Nisnevich coordinates on U . Since φ is etale, the
standard basis for Ar gives a distinguished trivialization for TX|U , and let ψ : E|U → OrU denote
a trivialization for E on U . The bases for TX|U and for E|U determined by the standard bases for
OrU will be referred to as the distinguished bases of TU and EU , respectively. Define the line bundle
L := Hom(detTX,detE) and let s = sU ∈ L|U be the section of L over U taking the distinguished
basis of TX|U to the distinguished basis of E|U . Let U be the square root stack over U with respect
to the (line bundle, section) pair (L|U , sU ) and let πU : U → U is the projection map. Then these
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U glue together using the same gluing data as {U} to define a stack X . Likewise, the πU define a
map π : X → X which is by construction a coarse moduli map. Let E be the pullback of E to X .
Assume that the zeroes of any section of E admit Nisnevich coordinates; this is automatic if,
for example, the underlying field k is perfect. By the discussion in Section 5, the existence of
Nisnevich coordinates near each zero of σ on X implies that there is an open neighborhood U
around the pullback of any such zero to X and an e´tale morphism ϕ˜ : U → [V/µ2], where as before
V := Speck[x1, . . . , xr, y]/(y
2 − sU).
Assume E is relatively orientable.
Definition. A trivialization of E|U is said to be compatible with φ and the relative orien-
tation if the section s of Hom(detTX|U ,detE|U ) taking the distinguished basis of TX|U to the
distinguished basis of E|U is a square in Γ(U,L2). Given compatible trivializations of TX and of
E over an open U , let rU ∈ Γ(U,L) be an element whose square is the section described above.
Since the trivializations of TX and E are trivializations as OU -modules, the trivializations pull
back along the root stack map to give trivializations of TX and E as OU -modules. In particular,
the distinguished bases for TX and E pull back to distinguished bases for TX and E , respectively,
so the section sU pulls back to the section on U sending distinguished basis to distinguished basis.
Remark 5.2. Note that this construction implies that TX and E are trivializable Zariski-locally.
A priori, vector bundles on a stack are only trivializable e´tale locally, so this is a stronger statement
than one might expect.
The important thing here is the existence of this rU , not the existence of a relative orientation
itself. In the non-relatively orientable case, this suggests pulling back to an appropriate root stack
to get a square root of the section sU . This process is described below. After formally introducing
such a square root, we show how to construct a canonical Euler class of the pullback, and that this
class is well-defined, that is, independent of all the choices made.
We introduce a “square root” of a non-relatively orientable line bundle L, and in particular of
the distinguished section sU , by taking the root stack with respect to the (line bundle, section) pair
(L|U , sU ), as in the following diagram:
U [A1/Gm]
U [A1/Gm]
(MU , rU )
2
(L|U , sU )
Let X be the pushout of the stacks U over all U covering X. Let MU (resp. M) denote the
tensor square root of the pullback of L|U to U (resp. the pullback of L to X ). The pullback of sU
to U has a canonical square root in MU , which we denote by rU .
We now prove Theorem 1.1, which we restate for convenience.
Theorem 5.3 (Theorem 1.1). Given a vector bundle E on X with isolated zeroes, there exists a
well-defined Euler class of E after pulling back along the coarse map π : X → X. That is, there
exists a well-defined enriched Euler class of E := π∗E on X lying in GW (k). Moreover, in the
non-relatively orientable case, one can descend the corresponding quadratic space in multiple ways
along π, to obtain the multiple possible Kass–Wickelgren Euler classes e(E, σ) associated to E over
X.
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The proof will proceed in a sequence of lemmas generalizing similar results in [11]. Let
σ ∈ Γ(X,E) be a section and let Z be its zero locus. Following our font conventions for stacks
vs. schemes, Z will denote the zero locus of a section of Γ(X , E)).
Definition. A closed point p of X is said to be an isolated zero of σ if p is a point of Z whose
local ring OZ,p is a finite k-algeba. We say that σ has isolated zeroes if OZ is a finite k-algebra.
A section of E is said to have isolated zeroes if the analogous condition holds, that is, if OZ is a
finite k-algebra.
Lemma 5.4. A section of E with isolated zeroes pulls back to a section of E with isolated zeroes.
Proof. Let π : X → X denote the coarse moduli map, and let σ ∈ Γ(X,E) be a section with
isolated zeroes. First we show that the zeroes of π∗σ are precisely the pullback of the zeroes of σ
on X. There are two cases.
(1) Suppose π∗(p) lies in an open subscheme of X . Let OX,p be the local ring of p on the coarse
space, which has presentation k[x1, . . . , xr]/〈f1, . . . , fn〉. Since π∗ is an isomorphism away from the
stacky locus of X , the same presentation holds for π∗(p) on X , so π∗σ vanishes on π∗(p).
(2) Now suppose π∗(p) lies in the stacky locus of X . Again, let OX,p be the local ring of p
downstairs, with presentation k[x1, . . . , xr]/〈f1, . . . , fn〉. Then the pullback π∗OX,p has a presen-
tation k[x1, . . . , xr, y]/〈f1, . . . , fn, y2 − s〉. In this case, the pullback of σ still lands in the ideal
〈f1, . . . , fn, y2 − s〉 since this ideal contains 〈f1, . . . , fn〉, so it vanishes at any preimage q ∈ π−1(p).
Since the equations defining π∗σ are defined in terms of the xi, any point in {π∗σ = 0} is a
preimage of σ. This proves that π−1(Z) = Z. Note that X is Deligne–Mumford (Theorem 4.6), so
there is an e´tale presentation T → X and therefore OZ = OT×XZ . Now T → X is finite, so Z → Z
is also a finite covering, and a finite cover of a finite k-algebra is again a finite k-algebra.
Proposition 5.5. OZ,p ∼= k[x1, . . . , xr]/〈g1, . . . , gr〉 is a finite complete intersection.
Proof. Follows from Lemmas 22 - 25 of [12].
The x1, . . . , xr here are a basis for an affine space, and the g1, . . . , gr are obtained as a presen-
tation of the algebra OZ,p. The choice of g1, . . . , gr is not canonical, but we will show momentarily
that the local index is independent of this choice.
Lemma 5.6. For p an isolated zero of π∗σ ∈ Γ(X , E), the local ring OZ,p is a finite complete
intersection.
Proof. A zero of π∗σ on X is pulled back from a zero of σ on X. The zero on X has local ring a
finite complete intersection by Proposition 5.5; let k[x1, . . . , xr]/〈g1, . . . , gr〉 be a presentation for
OZ,p. By Example 4.5, this local ring pulls back to OZ,p = k[x1, . . . , xr, y]/〈g1, . . . , gr, y2 − sU〉.
Then y2 − sU is a nonzero divisor on k[x1, . . . , xr]/〈g1, . . . , gr〉, so the ring OZ,p is a µ2-quotient of
a finite complete intersection, which is again a finite complete intersection.
In [21], Scheja–Storch describe how a presentation for OZ,p determines an isomorphism
Hom(OZ,p, k)→ OZ,p
of OZ,p-modules; we summarize their argument below. (Their argument works for any finite com-
plete intersection.)
Let O denote either of the finite complete intersections OZ,p or OZ,p and let R denote the
polynomial ring arising in the presentation of O. So R is either k[x1, . . . , xr] or, in our setup,
k[x1, . . . , xr, y]. Let ρ : R→ O denote the quotient map. There is a commutative diagram
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R⊗R R
O ⊗O O
µ′
ρ⊗ρ ρ
µ
where µ′ and µ are the multiplication maps. Since ker(µ′) is generated by 1 ⊗ xi − xi ⊗ 1 for
1 ≤ i ≤ r, for any t ∈ ker(µ′), there exist aij ∈ R ⊗ R such that tj =
∑
aij(1 ⊗ xi − xi ⊗ 1). Let
∆ := (ρ⊗ρ)(det(aij)) ∈ O⊗O. By the tensor-hom adjunction, there exists a canonical isomorphism
φ : O ⊗O → Homk(Homk(O, k),O)
defined by
b⊗ c 7→ (ϕ 7→ ϕ(b)c)
Then φ(∆) is the desired isomorphism, and we can take η ∈ Hom(O, k) to be the image of 1 under
this isomorphism.
Let η ∈ Hom(O, k) be the image of 1 ∈ O under this isomorphism.
Lemma 5.7. The element η is independent of the choice of g1, . . . , gr.
Proof. The proof of Lemma 26 in [11] works in both cases.
In our case, η determines a symmetric nondegenerate bilinear form β on OZ,p defined by
β(x, y) = η(xy) for any x, y ∈ OZ,p. We define the local index of σ at p, denoted indp(σ), to
be the class of β in GW (k). In order to show that the local index is well-defined, we must show
that the class of β in GW (k) is independent of the choices of trivializations of TX and E . It suffices
to show that any β, β′ arising in this way from different trivializations differ by a square, since two
elements differing by a square define the same element in GW (k).
First, to set up notation: let φ, φ′ : TU → OrU be two trivializations of TU with p ∈ U a
closed point. Suppose ψ,ψ′ : E|U → OrU are trivializations of E. Let s be the local section of
Hom(detTX,detE) taking φ→ ψ and suppose s′ is the local section taking φ′ → ψ′.
Lemma 5.8. There is an isomorphism of root stacks
√
(LU , s)/U ∼=
√
(LU , s′)/U .
Proof. The sections s and s′ only differ by an element of GLr(OU ), so they have the same zero
locus. In particular,
√
(LU , s)/U and
√
(LU , s′)/U are root stacks with the same coarse space U ,
the same stacky locus and the same stacky structure along their stacky loci, so by [8, Thm. 1], they
are isomorphic.
Let r and r′ denote the square roots of s and s′, respectively, Note that the order of vanishing
of a section on a Deligne–Mumford stack is well-defined (cf. Def. 5.4.2 in [24]).
Lemma 5.9. For r and r′ as above, r/r′ ∈ Γ(U ,O×U ), i.e. r/r′ is invertible.
Proof. Away from the stacky locus, both r and r′ are nonvanishing. On the stacky locus, the order
of vanishing of r will be equal to the order of vanishing of r′ at any such point. To see why, note
that r′ can be obtained from r by pre- or post-composing with an action of GLr(OU ), where this
action gives the change of basis taking trivialization ψ to ψ′ and φ to φ′. Certainly the action of
GLr does not change the order of vanishing, so order of vanishing of r equals that of r
′, which
implies that their quotient is invertible.
Proposition 5.10. Let β and β′ be the elements of GW (k) constructed as above from (φ,ψ, s) and
(φ′, ψ′, s′), respectively. Then β is the pullback of β′ by the isomorphism OZ,p → OZ,p given by
multiplication by (r/r′)2 ∈ Γ(U ,O×U ).
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Proof. The claim is equivalent to the statement that
η(y) = η′((r/r′)2y)
for all y ∈ OZ,p. Suppose first that φ = φ′ and r = r′, but ψ and ψ′ are different trivializations of
E . Let σ be any section of E . Let (f1, . . . , fr) and (f ′1, . . . , f ′r) denote ψ(σ) and ψ′(σ) as r-tuples
of regular functions on U . Both of these are bases for OrU , so there exists a change of basis matrix
M = (Mji) whose entries are regular functions on U and such that
f ′j =
∑
1≤i≤r
Mjifi.
Since OZ,p is a finite complete intersection, there exists an integer m such that p2m = 0 in OZ,p,
where p denotes the maximal ideal at p. The argument in Lemma 22 of [11] implies that there
exists a matrix M ′ij whose entries are regular functions on U such that M ′ij −Mij has all its entries
in p2m; we may even assume that M ′ij −Mij has entries lying in p2mO(U). Define
g′j :=
∑
1≤i≤r
M ′jigi.
By construction f ′j − g′j ∈ p2m, so we can use g′1, . . . , g′r to compute η′. Since detM = 1, the
difference detM ′ − 1 is in p2m and is therefore 0 in OZ,p. Hence η = η′ as claimed.
Now suppose that φ = φ′ and ψ = Aψ′ where A ∈ GLr(OU ) is the matrix restricting to
the identity on Or−1U and multiplying the last coordinate by α2 for α ∈ O×(U). As above, let
(f1, . . . , fr) and (f
′
1, . . . , f
′
r) denote ψ(σ) and ψ
′(σ) as r-tuples of regular function on U , so that
(f ′1, . . . , f
′
r) = (α
2f1, . . . , fr). Then η
′(α2y) = η(y) for all y ∈ OZ,p. Furthermore, by construc-
tion, the distinguished basis of det E|U determined by ψ is (r/r′)2 times the distinguished basis
determined by ψ′. This proves the claim.
By combining the previous two cases, we see that the lemma holds when φ = φ′. The case that
φ 6= φ′ follows exactly the same proof as in [11], so it is omitted here.
Corollary 5.11. The local index indp(σ) ∈ GW (k) is defined for any isolated zero p of σ, and is
independent of the choice of trivializations of TX and E and the choice of g1, . . . , gr that appear in
the presentation of the finite complete intersection OZ,p.
Proof. Lemma 5.7 shows that η is independent of the choice of presentation for the local ring OZ,p,
and Proposition 5.10 shows that the local index is independent of the choice of trivializations of
TX and of E .
Proposition 5.12. Let k(p) denote the residue field of OZ,p at p. Then indp(σ) = Trk(p)/kindpk(p)(σk(p)).
Proof. See [11], Prop. 32.
Definition. The Kass–Wickelgren Euler class of E is defined to be e(E , σ) =∑p∈Z indp(σ) for
σ ∈ Γ(X , E) with isolated zeroes.
To prove that the Kass–Wickelgren Euler class of E is well-defined, it remains to show that
the sum of local indices over the zeroes of a section is independent of the choice of section. The
following lemma says that if the space of sections with isolated zeroes is A1-connected, then the
Euler class e(E , σ) is independent of the choice of section with isolated zeroes.
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Lemma 5.13. Suppose X is proper over Spec k. Let E ′ denote the pullback of E to X × A1 and
let t be a section of E ′ such that tq has isolated zeroes for all closed points q of A1. Then there is
a finite O(A1)-module equipped with a nondegenerate symmetric bilinear form β such that for any
closed point q of A1, there is an equality βt = e(E ′q, tq) in k(t).
Proof. The proof of Lemma 34 in [11] carries over verbatim to our setting. The finite O(A1)-
module in question is p∗L where L is the pullback of
√
L to X ×A1 and p∗ is the second projection
from X × A1 → A1. A version of Harder’s theorem (cf. [12], Lemma 31) implies that for any
quadratic form on A1, the restrictions of the quadratic form to any two closed points are stably
isomorphic.
For example, if the locus of sections with non-isolated zeroes has codimension at least 2 in
the space of all sections, then A1-connectedness holds. It is not obvious that A1-connectedness is
preserved by pullback to the root stack; however, it is clear from Lemma 5.4 that if the locus of
sections of E with non-isolated zeroes has codimension at least 2, then the same is true of the same
locus of sections of π∗E. In practice, one typically proves A1-connectedness via this codimension
condition, so for most applications this is sufficient.
Proof of Theorem 1.1. Corollary 5.11 proves that the local index of a given section is well-defined,
i.e. independent of the choice of trivializations. Lemma 5.13 implies that if any two sections of E
are A1-connected, then the sums of local indices for each section agree. The space of sections of E
is A1-connected since we assume the same of E, so this gives well-definedness of the Euler class.
We now discuss the descent statement in Theorem 1.1. We can view the Euler class of E as a
quadratic space on X , where the quadratic space structure is some map E ⊗E → E or E ⊗E → E .
The quadratic space is trivializable away from the zero locus of any fixed section of E , and on
this zero locus, the quadratic space is given by the A1-local degree of the chosen section at that
point. The Euler class over X being dependent on the choice of trivialization is equivalent to the
statement that the quadratic space on X fails to descent uniquely to the coarse space X. A descent
datum for E to X (as a quadratic space, not just as a vector bundle) lives in H1(X,Aut(E)).
In the case that E is actually relatively orientable, we have that H1(X,Aut(E)) is trivial. In this
case, the map π is an isomorphism, so descending along the identity map is simply the pushforward.
One can see this cohomologically as follows: when π is the identity map, E = E, so the descents
to the coarse space are parameterized by H1(X,AutE). Elements of AutE are just changes of
orientation of the original quadratic space, and Kass–Wickelgren showed that their Euler class is
invariant under change of orientation (or of relative orientation). Therefore there is a single Euler
class resulting from these different descents. When π is not the identity map, however, there are
in general multiple quadratic spaces on X which are descents along π of E .
We prove that all descent data are effective. It suffices to check that all descent data are effective
after pulling back along any map from a scheme T . Write ET for the pullback. By [23, Tag 08K9],
Aut(ET ) = Isom(ET , ET ) is affine of finite presentation over T . Descent data are always effective in
such a situation, giving the claim.
To understand geometrically the various ways in which E can descend to X, we note first that
the automorphism group of any quadratic space Q is the orthogonal group O(Q). The elements
of O(Q) correspond to changing the orientation of E . Therefore a descent datum along such an
H1(X,Aut E) class corresponds to changing the orientation of E on X. In general, the local indices
of E at points of X in the non-relatively orientable case are dependent on the local trivializations
of E, so there are multiple Euler classes which may result from the various descents of E to X.
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6.1 Line Bundles on P1
Let X = P1 and consider the vector bundle E = O(n) with section σ = xn1 . Then both E
and the tangent bundle TP1 ∼= O(1) are trivialized over the affine open sets U0 = D(x0) and
U1 = D(x1); explicitly:
TP1|U0 ∼−−→ OU0 , d
(
x1
x0
)
7→ 1,
TP1|U1 ∼−−→ OU1 , d
(
x0
x1
)
7→ 1,
O(n)|U0 ∼−−→ OU0 ,
xn1
xn0
7→ 1
and O(n)|U1 ∼−−→ OU1 , 1 7→ 1.
Set X = x1x0 and Y =
x0
x1
. We define L := Hom(TP1,O(n)) ∼= O(n − 2) and identify a section
s ∈ Γ(U0, L) taking distinguished basis of TP1 to distinguished basis of O(n) as follows. Over U0,
s takes dX to Xn. Note that on U0 ∩ U1, we have dX = −X2 dY , so s can be identified with the
restriction of the section −xn−21 ∈ Γ(P1,O(n − 2)) to U0 (however, the restriction of this section
to U1 does not trivialize L). Around the point [1 : 0] ∈ P1, the map U0 → A1 = Speck[x] sending
X 7→ −x is Nisnevich and under this identification, σ corresponds to the map f : A1 → A1, x 7→ xn.
Thus det Jac(f) = nxn−1 and we can compute the Euler class of E = O(n) with respect to σ as
the sum of local degrees:
e(E, σ) = ind[1:0](σ) =
∑
xn=1
Trk(y)/k〈nxn−1〉.
Proposition 6.1. The Euler class of E = O(n) on P1 with respect to the section σ = xn1 is
e(E, σ) =
{
n
2H, n is even⌊
n
2
⌋
H+ 〈1〉, n is odd.
The even case is computed in Example 31 of [11]. We illustrate the odd case by computing
the Euler class when n = 3. Let ζ be a primitive 3rd root of unity and set K3 = k(ζ). If ζ ∈ k,
it’s easy to compute e(E, σ) = H + 〈1〉 directly. On the other hand, if ζ 6∈ k, we need to evaluate
Trk(p)/k〈3p2〉 where p is the point (x2 + x + 1) in Speck[x]. But this is just TrK3/k〈3ζ2〉. By
definition, if 〈a〉 : V × V → K3 is the quadratic form defined by a ∈ K×3 /K×23 , then TrK3/k〈a〉 is
the quadratic form V × V → k defined by (x, y) 7→ Tr(axy), where V is now viewed as a k-vector
space. In our situation, V = K3 ∼= k ⊕ k · ζ so for any x = a+ bζ and y = c+ dζ, we have
3ζ2xy = 3ζ2(a+ bζ)(c+ dζ) = 3(ad+ bc− ac) + 3(bd− ac)ζ.
Applying the trace gives
Tr(3ζ2xy) = 3(2ad − ac+ 2bc− bd)
which as a quadratic form has corresponding symmetric matrix(−3 6
6 −3
)
.
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The minimal polynomial here is (x + 9)(x − 3), so Tr(3ζ2xy) is isomorphic to the quadratic form
〈−9〉+ 〈3〉 = 〈−1〉+ 〈3〉. Note that in GW (k), this is also equal to 〈1〉 + 〈−3〉. Therefore
e(O(3), x31) = 〈3〉+ 〈1〉+ 〈−3〉 = H+ 〈1〉.
However, this Euler class is not well-defined up to choice of section. For example, performing
the same calculation above using σ′ = −x31 yields
e(O(3),−x31) = H+ 〈−1〉.
In general:
Proposition 6.2. The Euler class of E = O(n) on P1 with respect to the section σ′ = −xn1 is
e(E, σ′) =
{
n
2H, n is even⌊
n
2
⌋
H+ 〈−1〉, n is odd.
That is, e(O(n)) is not well-defined for n odd unless −1 is a square in k. Over R, for example,
one can interpret this discrepancy in terms of the “sign of the slope” of the section at infinity:
xn crossing infinity with “positive slope” is reflected in the extra 〈1〉 in its Euler class, while the
“negative slope” of −xn corresponds to the extra 〈−1〉.
However, passing to root stacks resolves this ambiguity, as we show now. Let U0 =
√
(L, s)/U0
and, after specifying a distinguished section s′ ∈ H0(U1, L), let U1 =
√
(L, s′)/U1. Taking X to
be the pushout of U0 and U1, let π : X → P1 be the coarse space map and set E = π∗E. Then
the pullback of L = Hom(TP1, E) ∼= O(n − 2) admits a canonical square root in Pic(X ), namely
a line bundle L such that L⊗2 ∼= π∗L. Since the stacky locus of X is a single point covering
∞, we can think of L as something like O (n−22 ). By definition of the root stack, L also comes
equipped with a section t over U0 such that t2 can be identified with π∗s in H0(U0,L). We obtain
“stacky Nisnevich coordinates” on X by pulling back the Nisnevich coordinates on U0 as described
Section 5.1. Explicitly, there is a map
U = U0 ×P1 X ∼=
√
(L|U0 , s|U0)/U0 −→ [V/µ2]
sending t to y, where V = Speck[x, y]/(y2 + xn−2). When n = 3, π∗σ determines a map
[V/µ2]
f−→ [V/µ2], (x, y) 7→ (x3, y3)
which has Jacobian determinant det Jac(f) = 9x2y2 = −9x3. Let Q be the stacky point lying over
[1 : 0] in X . Now we compute
e(E , π∗σ) = indQ(π∗σ) =
∑
p=(x,y)∈f−1(−1,1)
Trk(p)/k〈−9x3〉.
Note that f−1(−1, 1) = {(−1, 1), (ζ6, ζ3), (ζ56 , ζ23 )} where once again ζr = e2pii/r is a primitive rth
root of unity. If ζ6 ∈ k then e(E , π∗σ) = 3〈9〉 = 3〈1〉. Otherwise, (ζ6, ζ3) and (ζ56 , ζ23 ) comprise a
Galois orbit, so we need only evaluate:
TrK6/k〈−9ζ36 〉 = TrK6/k〈9〉 = [K6 : k]〈9〉 = 2〈1〉.
Adding this to the contribution from the preimage point (−1, 1), we again get e(E , π∗σ) = 3〈1〉.
If we replace σ by σ′ = −x31 on the coarse space, the map f : [V/µ2] → [V/µ2] becomes (x, y) 7→
(−x3,−y3), so det Jac(f) = −9x3 and the rest of the calculation is identical to the above so we get
e(E , π∗σ′) = 3〈1〉. In general:
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Proposition 6.3. The Euler class of E = π∗O(n) on the stack X is independent of section and
equals e(E) = n〈1〉.
Proof. Assume n is odd. Theorem 1.1 guarantees that e(E) is well-defined so we can compute it
by pulling back the section σ = xn1 . Then the map f : [V/µ2] → [V/µ2] induced by π∗σ will be
(x, y) 7→ (xn, yn) with det Jac(f) = n2xn−1yn−1 = (−1)(n−1)/2n2xn(n−1)/2. We can evaluate the
index of π∗σ by summing the local degrees of f at preimages of (−1, 1) for example; these preimages
are:
f−1(−1, 1) = {(−1, 1)} ∪
{(
ζ
(4j−n)/(n−2) mod 2n
2n , ζ
j
n
)}n−1
j=1
.
As in the n = 3 case, the calculation comes down to evaluating each TrK2r/k〈(−1)(n−1)/2n2ζn(n−1)/22r 〉
for (r, n) = 1 which is straightforward and yields the claimed formula.
Next, we discuss how the Euler class n〈1〉 descends to the coarse space using a descent theory
argument. The vector bundle O(n) in question has rank 1, so the quadratic space in question also
has rank 1. The automorphisms of a quadratic space, i.e. the orthogonal group, now are given by
O(1). The descent of n〈1〉 is therefore determined by an element of H1(P1, O(1)). We will produce
explicit H1(P1, O(1)) classes that give the descent to n2H+〈1〉 and n2H+〈−1〉. Let z1, . . . , zn denote
the zeroes of π∗σ on P(1, 2). Choose an e´tale cover {Ui} of P(1, 2) such that zi ∈ Ui for each i and
such that zj 6∈ Ui for all j 6= i. To determine a descent of the Euler class, it now suffices to choose
a section of O(1) on Ui ∩ Uj for each i 6= j in the open cover. Identify two elements of O(1) with
1 and −1, corresponding to positive and negative definite-ness, respectively. (These are distinct as
long as −1 is not a square.) The section 1 preserves the orientation when transitioning from Ui
to Uj , and the section −1 reverses the orientation. To produce the descent to n2H + 〈1〉, choose
the section −1 on each double overlap and the section 1 over the point at infinity. To produce the
descent to n2H + 〈−1〉, choose the section −1 on each double overlap and the section −1 over the
point at infinity.
Over R, this result can be used to prove that the only possible counts are n2H+ 〈±1〉 as follows.
Let e denote the Euler class on the coarse space P1. There is a homomorphism of Milnor–Witt
K-groups
δt : K
MW
0 (k(t))→ KMW−1 (k)
coming from the local ring k[t](t) (cf. [18], Theorem 3.15). This morphism is the unique one
satisfying the following properties:
1. For any class f ∈ GW (k), the class 〈t〉fk(t) in KMW0 (k(t)) has image ηf in KMW−1 (k(t)) under
the map δt.
2. For any class f in GW (k), δtfk(t) = 0.
Recall that KMW0 (k(t)) is isomorphic to GW (k(t)), and that K
MW
−1 (k) is isomorphic to the Witt
group of k: W (k) := GW (k)/〈H〉. We have
η(e) = δt(〈t〉ek(t)) = δt(〈t〉) + δt(ek(t)) = δt(〈t〉)
where the first equality is (1), the second equality comes from the fact that δ is a homomorphism,
and the last equality is from (2). Since 〈t〉 has rank 1, its image under the homomorphism δt must
also have rank 1 (since this is a morphism of graded groups and δt(〈t〉) is nontrivial), and its image
is either 〈1〉 or 〈−1〉. This proves that the only possible Euler classes for O(n) on P1 for n odd are
n
2H+ 〈1〉 and n2H+ 〈−1〉, as claimed.
In general (over fields other than R), one could get Euler classes of the form n2H+〈a〉 for a ∈ k×.
However, since the only elements of O(1) over R are the positive and negative definite forms of
rank 1, the result recovers Descarte’s law of signs.
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6.2 Lines in Pn
In [22], Srinivasan and Wickelgren give an arithmetic count of the lines meeting 2n−2 codimen-
sion 2 hyperplanes in Pn in the case that n is odd, generalizing the solution to a classical enumerative
problem appearing in [4], among other places. Their setup is as follows. Let Gr(2, n + 1) denote
the Grassmannian of affine planes in kn+1, for k a field of characteristic not 2. Fix codimension
2 hyperplanes π1, . . . , π2n−2 in P
n. For a line L ⊂ Pn intersecting each πi, the intersection points
πi ∩ L determine 2n − 2 points in P1, say [ci0, ci1]. On the other hand, each pair (πi, L) span a
plane, say with coordinates {[dij ]}n−2j=0 . The authors in [22] define a certain normalized lift of the
coordinates (ci0, ci1) and (di0, . . . , di,n−2) and set
i(L) = det
(
dijci0
dijci1
)
.
The main result in [22] is the following:
Theorem 6.4 ([22], Thm. 2). Let k be a field. Let n be odd and let π1, . . . , π2n−2 be general
codimension 2 hyperplanes defined over k in Pnk . Assume either that k is perfect, or that the
extension k ⊂ k(L) is separable for every line L that meets all the planes πi. Then∑
L∩pii 6=∅
i=1,...,2n−2
Trk(L)/k〈i(L)〉 =
1
2
(2n − 2)!
n!(n− 1)! (〈1〉 + 〈−1〉).
In [10], the result is shown to hold more generally when the configuration of planes π1, . . . , π2n−2
is defined over k but the individual planes need not be. The key to this formula is interpreting
the sum on the left as an Euler class of a particular vector bundle V on a Grassmannian. The
relevant vector bundle for this problem is V :=
⊕2n−2
i=1
∧2 S∨, where S is the tautological bundle
on Gr(2, n + 1) and S∨ is its dual. One can show that V is relatively orientable if and only if n
is odd. Therefore, to extend Theorem 6.4 to the case when n is even, we will pull back V to the
appropriate square root stack over Gr(2, n + 1) and perform the computation of [22] there.
Following the notation of [22], we fix a basis {ei}n+1i=1 of kn+1 and a dual basis {φi}n+1i=1 of (kn+1)∗.
Next, fix 2n−2 codimension two subspaces π1, . . . , π2n−2 of kn+1 and choose a basis of dual vectors
αi, βi in (k
n+1)∗ vanishing on the πi. Then the section σ = α∧ β := (α1 ∧ β1, . . . , α2n−2 ∧ β2n−2) of
V vanishes at a point W ∈ Gr(2, n + 1) if and only if the corresponding line in Pn intersects each
πi ([22], Lem. 5). Write each αi =
∑n+1
j=1 aijφj and βi =
∑n+1
j=1 bijφj for aij , bij ∈ k. Then the proof
of Prop. 9 in [22] goes through and we have
indW (σ) =
〈
det

· · · (ai1bi(n+1) − ai(n+1)bi1) · · ·
...
· · · (ai(n−1)bi(n+1) − ai(n+1)bi(n−1)) · · ·
· · · (ainbi1 − ai1bin) · · ·
...
· · · (ainbi(n−1) − ai(n−1)bin) · · ·

〉
where W is the point of Gr(2, n + 1) spanned by {en, en+1}. We observe here that because n is
even, swapping aij and bij for any single pair of indices (i, j), or indeed any odd number of pairs
(i, j), changes the sign of the determinant of this (n − 1) × (n − 1) matrix and therefore changes
the local index indW (σ). For example, the section σ
′ = (β1 ∧ α1, α2 ∧ β2, . . . , α2n−2 ∧ β2n−2) has a
different local index and consequently, it produces a different Euler class than σ. Therefore, as we
saw in Section 6.1, e(V, σ) depends on the section σ.
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Proposition 6.5. Let n = 4. For the sections σ and σ′ of V defined above, either e(V, σ) = 2H+〈1〉
and e(V, σ′) = 2H+ 〈−1〉, or vice versa.
Proof. As in [22], Prop. 9, given the fixed basis {e1, . . . , e5} of k4+1 with dual basis {φ1, . . . , φ5},
define another basis {e˜1, . . . , e˜5} by
e˜1 = e1
e˜2 = e2
e˜3 = e3
e˜4 = e4 + a1e1 + a2e2 + a3e3
e˜5 = e5 + b1e1 + b2e2 + b3e3
for some scalars a1, a2, a3, b1, b2, b3 ∈ k. Also let {φ˜1, . . . , φ˜5} denote the corresponding dual basis of
(kn+1)∗. We choose coordinates A6 → Gr(2, 5) in the Grassmannian by sending (a1, a2, a3, b1, b2, b3)
to the hyperplane W = Span(e˜4, e˜5) ∈ Gr(2, 5). Viewing A6 = Speck[x1, x2, x3, y1, y2, y3], let
f1, . . . , f6 ∈ k[x1, x2, x3, y1, y2, y3] be the functions defined by
αi ∧ βi = fi(φ˜4 ∧ φ˜5)
for 1 ≤ i ≤ 6. By [4], Prop. 4.12, the rank of e(V, σ) is the (n− 1)st Catalan number:
c(n − 1) := (2n− 2)!
n!(n− 1)! .
So when n = 4, e(V, σ) has rank 5. Let W1, . . . ,W5 be the 5 zeroes of σ. We may first assume
W1 = Span(e1, e2) andW2 = Span(e3, e4) in k
5. Then, using f1, . . . , f6 defined above, the argument
in the proof of [22], Prop. 15, shows indW1(σ) + indW2(σ) = 〈1〉 + 〈−1〉. Likewise, we may assume
indW3(σ) + indW4(σ) = 〈1〉 + 〈−1〉. Finally, by a similar computation in KMW−1 (k) to the one at
the end of Section 6.1, we see that indW5(σ) is either 〈1〉 or 〈−1〉. As observed above, each of
the local indices of σ differs by a sign from that of σ′, so we get either e(V, σ) = 2H + 〈1〉 and
e(V, σ′) = 2H + 〈−1〉, or the other way around.
Remark 6.6. Over k = R, this formula shows up as the (topological) degree of a so-called real
Wronski map in the work of Eremenko–Gabrielov ([5], [6]). In particular, they show that the
(signed) degree of the relevant Wronski map for our enumerative problem on Gr(2, n) is c(n − 1),
the nth Catalan number, when n is odd (recovering the main result in [22]) and is given by a related
combinatorial formula when n is even. Based on this, we conjecture the following enumerative
formula, generalizing our Proposition 6.5.
Conjecture 6.7. For n ≥ 2 and the section σ = α ∧ β of V ,
e(V, σ) =
c(n − 1)− i(n)
2
(〈1〉 + 〈−1〉) + i(n)〈1〉
where
c(n − 1) = (2n− 2)!
n!(n− 1)!
is the (n− 1)st Catalan number and i(n) is a “correction factor” only depending on n.
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In particular, when n is odd, i(n) = 0, again reflecting the formula in [22]. In a forthcoming
article, T. Brazelton investigates a generalization of this enumerative problem involving hyperplane
arrangements in Pn by studying the A1-local degree of certain Wronski maps defined on Grassman-
nians Gr(m,m+ p). Our current discussion is recovered when m = 2. This in turn can be viewed
as an enriched version of the real enumerative problem considered in [5] and [6].
When we pass to the stack X → Gr(2, n+1) defined by taking local root stacks U =
√
(L, s)/U ,
the section σ = α∧ β pulls back to π∗σ = (α˜1 ∧ β˜1, . . . , α˜2n−2 ∧ β˜2n−2) where α˜i and β˜i are defined
by
α˜i =
n+1∑
j=1
aijπ
∗φj and π
∗βi =
n+1∑
j=1
bijπ
∗φj.
On the patch U = [B/µ2] (in the notation of Section 5, B was written V ), we have functions
F1, . . . , F2n−2 lifting the f1, . . . , f2n−2 from above; alternatively,
α˜i ∧ β˜i = Fi(π∗φ4 ∧ π∗φ5).
By Theorem 1.1, e(π∗V ) = e(π∗V, π∗σ) is well-defined (meaning independent of σ) so we can
compute e(π∗V ) for our chosen σ or for σ′. We perform the computation below for n = 4; due to
the tedium of this computation, it would be desirable to have a better method for computing local
indices in the future.
Proposition 6.8. Let n = 4. Then e(π∗V, π∗σ) = 2H + 〈1〉.
Proof. As in the proof of Proposition 6.5, define a basis {e˜1, . . . , e˜5, e˜} of k6 by deforming e4
and e5 and appending an independent vector e˜, corresponding to the additional coordinate in
Speck[x1, . . . , x5, y] ∼= A6. Abusing notation, we will also write {e˜1, . . . , e˜5, e˜} for the corresponding
basis of V = Speck[x1, . . . , x5, y]/(y
2 − s) where s is the section of L = detV over U taking
distinguished basis to distinguished basis. As before, four of the zeroes of π∗σ pair off to give 2H,
while the fifth, say W˜ , is a stacky point with image W = Span(e˜4, e˜5) ∈ Gr(2, 5). It has local index
ind
W˜
(π∗σ) = 〈1〉 since the Jacobian determinant calculation over [V/µ2] resolves the ±1 ambiguity,
just as in Proposition 6.3.
Conjecture 6.9. For n ≥ 2 even,
e(π∗V ) =
c(n − 1)− i(n)
2
H+ i(n)〈1〉
where c(n − 1) is the (n − 1)st Catalan number and i(n) is the same correction factor as in the
statement of Conjecture 6.7.
As a closing comment on this example, the authors hope to find a more tractable approach to
the computation of local indices than taking Jacobian determinants of large matrices.
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