Abstract. We consider a Newton-CG augmented Lagrangian (NCGAL) method for solving semidefinite programming (SDP) problems from the perspective of approximate semismooth Newton methods. In order to analyze the rate of convergence of the method, we characterize the Lipschitz continuity of the corresponding solution mapping at the origin. For the inner problems in the NCGAL method, we show that the positive definiteness of the generalized Hessian of the objective function in these inner problems, a key property for ensuring the efficiency of using an inexact semismooth Newton-CG method to solve the inner problems, is equivalent to the constraint nondegeneracy of the corresponding dual problems. Numerical experiments on a variety of large scale SDPs with matrix dimensions up to 1, 600 and number of equality constraints up to 1, 283, 258 show that the proposed method is very efficient.
Introduction
Let S n be the linear space of all n × n symmetric matrices and S n + be the cone of all n × n symmetric positive semidefinite matrices. The notation X 0 means that X is a symmetric 1 positive semidefinite matrix. This paper is devoted to studying an augmented Lagrangian method for solving the following semidefinite programming (SDP) problem
where C ∈ S n , b ∈ m , A is a linear operator from S n to m , and A * : m → S n is the adjoint of A. The dual of (D) takes the form (P ) max C, X | A(X) = b, X 0 .
Given a penalty parameter σ > 0, the augmented Lagrangian function for problem (D) is defined as
where for any closed convex set D in a finite dimensional real vector space X equipped with a scalar inner product ·, · and its induced norm · , Π D (·) is the metric projection operator over D, i.e., for any Y ∈ X , Π D (Y ) is the unique optimal solution to the following convex optimization problem
Note that, since Π D (·) 2 is continuously differentiable [42] , the augmented Lagrangian function defined in (1) is continuously differentiable. In particular, for any given X ∈ S n , we have ∇ y L σ (y, X) = b − AΠ S n + (X − σ(A * y − C)).
For given X 0 ∈ S n , σ 0 > 0, and ρ > 1, the augmented Lagrangian method for solving problem (D) and its dual (P ) generates sequences {y k } ⊂ m and {X k } ⊂ S n as follows
For a general discussion on the augmented Lagrangian method for solving convex optimization problems and beyond, see [30, 31] . For small and medium sized SDP problems, it is widely accepted that interior-point methods (IPMs) with direct solvers are generally very efficient and robust. For large-scale SDP problems with m large and n moderate (say less than 2, 000), the limitations of IPMs with direct solvers become very severe due to the need of computing, storing, and factorizing the m×m Schur complement matrix. In order to alleviate these difficulties, Toh and Kojima [38] and Toh [39] proposed inexact IPMs using an iterative solver to compute the search direction at each iteration. The approach in [39] was demonstrated to be able to solve large sparse SDPs with m up to 125, 000 in a few hours. Kočvara and Stingl [15] used a modified barrier method (a variant of the augmented Lagrangian method) combined with iterative solvers for linear SDP problems having only inequality constraints and reported computational results in the code PENNON [14] with m up to 125, 000. More recently, Malick, Povh, Rendl, and Wiegele [17] applied regularization approaches to solve SDP problems.
In this paper, we study an augmented Lagrangian dual approach to solve large scale SDPs with m large (say, up to a million) but n moderate (say, up to 2, 000). Our approach is similar in spirit as those in [15] and [17] , where the idea of augmented Lagrangian methods (or methods of multipliers in general) was heavily exploited. However, our points of view of employing the augmented Lagrangian methods are fundamentally different from them in solving both the outer and inner problems. It has long been known that the augmented Lagrangian method for convex problems is a gradient ascent method applied to the corresponding dual problems [28] . This inevitably leads to the impression that the augmented Lagrangian method for solving SDPs may converge slowly for the outer iteration sequence {X k }. In spite of that, under mild conditions, a linear rate of convergence analysis is available (superlinear convergence is also possible when σ k goes to infinity, which should be avoided in numerical implementations) [31] . However, recent studies conducted by Sun, Sun, and Zhang [36] and Chan and Sun [8] revealed that under the constraint nondegenerate conditions for (D) and (P ) (i.e., the dual nondegeneracy and primal nondegeneracy in the IPMs literature, e.g., [1] ), respectively, the augmented Lagrangian method can be locally regarded as an approximate generalized Newton method applied to a semismooth equation. It is this connection that inspired us to investigate the augmented Lagrangian method for SDPs.
The objective functions L σ k (·, X k ) in the inner problems of the augmented Lagrangian method (3) are convex and continuously differentiable but not twice continuously differentiable (cf. (2)) due to the fact that Π S n + (·) is not continuously differentiable. It seems that Newton's method can not be applied to solve the inner problems. However, since Π S n + (·) is strongly semismooth [35] , the superlinear (quadratic) convergence analysis of generalized Newton's method established by Kummer [16] , and Qi and Sun [24] for solving semismooth equations may be used to get fast convergence for solving the inner problems. In fact, the quadratic convergence and superb numerical results of the generalized Newton's method combined with the conjugate gradient (CG) method reported in [23] for solving a related problem strongly motivated us to study the semismooth Newton-CG method (see Section 3) to solve the inner problems.
In [30, 31] , Rockafellar established a general theory on the global convergence and local linear rate of convergence of the sequence generated by the augmented Lagrangian method for solving convex optimization problems including (D) and (P ). In order to apply the general results in [30, 31] , we characterize the Lipschitz continuity of the solution mapping for (P ) defined in [31] at the origin in terms of the second order sufficient condition, and the extended strict constraint qualification for (P ). In particular, under the uniqueness of Lagrange multipliers, we establish the equivalence among the Lipschitz continuity of the solution mapping at the origin, the second order sufficient condition, and the strict constraint qualification. As for the inner problems in (3), we show that the constraint nondegeneracy for the corresponding dual problems is equivalent to the positive definiteness of the generalized Hessian of the objective functions in the inner problems. This is important for the success of applying an iterative solver to the generalized Newton equations in solving these inner problems. The differential structure of the nonsmooth metric projection operator Π S n + (·) in the augmented Lagrangian function L σ plays a key role in achieving this result.
Besides the theoretical results we establish for the Newton-CG augmented Lagrangian (NCGAL) method proposed in this paper, we also demonstrate convincingly that with efficient implementations, the NCGAL method can solve some very large SDPs much more efficiently than the best alternative methods such as the inexact interior-point methods in [39] , the modified barrier method in [15] , the boundary-point method in [17] , as well as the dedicated augmented Lagrangian method for solving SDPs arising from the lift-and-project procedure of Lovász and Schrijver [5] .
The remaining parts of this paper are as follows. In Section 2, we give some preliminaries including a brief introduction about concepts related to the method of multipliers and the characterizations of the Lipschitz continuity of the solution mapping for problem (P ) at the origin. In Section 3, we introduce a semismooth Newton-CG method for solving the inner problems and analyze its global and local superlinear (quadratic) convergence. Section 4 presents the Newton-CG augmented Lagrangian dual approach and its linear rate of convergence. Section 5 is on numerical issues of the semismooth Newton-CG algorithm. We report numerical results in Sections 6 and 7 for a variety of large scale linear SDP problems and make final conclusions in Section 8.
Preliminaries
From [30, 31] , we know that the augmented Lagrangian method can be expressed in terms of the method of multipliers for (D). For the sake of subsequent discussions, we introduce related concepts to this.
Let l(y, X) : m × S n → be the ordinary Lagrangian function for (D) in extended form:
l(y, X) = b T y − X, A * y − C if y ∈ m and X ∈ S n + , −∞ if y ∈ m and X / ∈ S n + .
The essential objective function in (D) is
where F D := {y ∈ m | A * y − C 0} is the feasible set of (D), while the essential objective function in (P ) is
4 where F P := {X ∈ S n | A(X) = b, X 0} is the feasible set of (P ). Assume that F D = ∅ and F P = ∅. As in Rockafellar [31] , we define the following three maximal monotone operators
For each v ∈ m and U ∈ S n , we consider the following parameterized problem:
From Rockafellar [27, Theorem 23.5 ] and the definition of T g , we know that for each U ∈ S n ,
i.e.,
g (U) = set of all optimal solutions to (P (0, U)).
Similarly, we have that for each v ∈ m ,
where for (v, U) ∈ m × S n , (D(v, U)) is the (ordinary) dual of (P (v, U)) in the sense that
Finally, for any (v, U) ∈ m × S n , we have that
= set of all (y, X) satisfying the Karush-Kuhn-Tucker (10) conditions for (P (v, U)). (cf. (13)) Definition 1.
[30] For a maximal monotone operator T from a finite dimensional linear vector space X to itself, we say that its inverse T −1 is Lipschitz continuous at the origin (with modulus a ≥ 0) if there is a unique solutionz to z = T −1 (0), and for some τ > 0 we have z −z ≤ a w whenever z ∈ T −1 (w) and w ≤ τ.
Throughout this paper, the following generalized Slater condition for (P ) is assumed to hold. Assumption 1. Problem (P ) satisfies the generalized Slater condition
where X 0 0 means that X 0 is a symmetric positive definite matrix.
The first order optimality conditions, namely the Karush-Kuhn-Tucker (KKT) conditions, of (D) and (P ) are as follows:
where "(A * y − C) ⊥ X" means that (A * y − C) and X are orthogonal to each other, i.e., A * y − C, X = 0. For any X ∈ F P , define the set M(X) := {y | any y ∈ m such that (y, X) satisfies the KKT conditions (13)}.
Let X be an optimal solution to (P ). Since (P ) satisfies the generalized Slater condition (12), M(X) is nonempty and bounded [29, Theorems 17 & 18] . Let λ 1 ≥ λ 2 ≥ · · · ≥ λ n be the eigenvalues of X being arranged in the nonincreasing order. Let α := {i | λ i > 0, i = 1, . . . , n}. Since X ∈ S n + , there exists an orthogonal matrix P ∈ n×n such that
where Λ α is the diagonal matrix whose diagonal entries are the positive eigenvalues of X. Let y ∈ M(X) be arbitrarily chosen. Then, from the second part of (13), we have
which, implies
whereᾱ := {1, · · · , n}\α and P = [P α Pᾱ]. Thus,
and
6 Let µ 1 ≤ µ 2 ≤ · · · ≤ µ n be the eigenvalues of (A * y − C) being arranged in the nondecreasing order. Denote γ := {i | µ i > 0, i = 1, . . . , n}. Since P T α (A * y − C)Pᾱ is symmetric and positive semidefinite, from (15) we know that there exists an orthogonal matrix U ∈ |ᾱ|×|ᾱ| such that
where Λ γ is the diagonal matrix whose diagonal entries are the positive eigenvalues of (A * y − C). Let
where I |α| is the |α| × |α| identity matrix. Then
Let A := X − (A * y − C) ∈ S n . Then, A has the following spectral decomposition
where
Denote β := {1, . . . , n}\(α ∪ γ). Write P = [P α P β P γ ] with P α ∈ n×|α| , P β ∈ n×|β| , and P γ ∈ n×|γ| . From [2] , we know that the tangent cone of S n + at X ∈ S n + can be characterized as follows
Similarly, the tangent cone of S n + at (A * y − C) takes the form
Recall that the critical cone of problem (P ) at X is defined by (cf. [4, p. 151])
Choose an arbitrary element B ∈ C(X). Denote B := P T BP . Since X and (A * y − C) have the spectral decompositions as in (17), we obtain that
which, together with (19) and (21) , implies that B γγ = 0. Thus B βγ = 0 and B γγ = 0.
Hence, C(X) can be rewritten as
By using similar arguments as above, we can also obtain that
In order to analyze the rate of convergence of the Newton-CG augmented Lagrangian method to be presented in Section 4, we need the following result which characterizes the Lipschitz continuity of T −1 g at the origin. Proposition 2.1. Suppose that (P ) satisfies the generalized Slater condition (12) . Let X ∈ S n + be an optimal solution to (P ). Then the following conditions are equivalent
is Lipschitz continuous at the origin.
(ii) The second order sufficient condition
holds at X, where for any B ∈ S n , the linear-quadratic function Υ B : S n × S n → is defined by
and B † is the Moore-Penrose pseudo-inverse of B.
(iii) X satisfies the extended strict constraint qualification
where for any set W ⊂ S n , conv(W) denotes the convex hull of W.
Proof. "(i) ⇔ (ii)". From [4, Theorem 3 .137], we know that (ii) holds if and only if the quadratic growth condition
holds at X for some positive constant c and an open neighborhood N of X in S n . On the other hand, from [31, Proposition 3], we know that T −1 g (·) is Lipschiz continuous at the origin if and only if the quadratic growth condition (27) holds at X. Hence, (i) ⇔ (ii).
Next we shall prove that (ii) ⇔ (iii). For notational convenience, let 
In particular, we have
which implies (by taking Q = 0)
Thus
A(H) = 0 and H, Q ≥ 0 for any Q ∈ Γ.
Let y ∈ m be an arbitrary element in M(X). Since (y, X) satisfies the KKT conditions (13), we can assume that X and (A * y − C) have the spectral decompositions as in (17) .
Then, we know from (23) that for any
where H = P T HP and Q = P T QP . From (23) and (30), we have H αγ = 0, H βγ = 0, H γγ = 0, and H ββ 0.
By using (22) , (29) , and (31), we obtain that H ∈ C(X) and
Since 0 = H ∈ C(X) and (ii) is assumed to hold, there exists y ∈ M(X) such that
By using the fact that (y, X) satisfies (13), we can assume that X and (A * y − C) have the spectral decompositions as in (17), i.e., there exists an orthogonal matrix P ∈ n×n such that
Note that λ 1 ≥ λ 2 ≥ · · · ≥ λ n and µ 1 ≤ µ 2 ≤ · · · ≤ µ n are the eigenvalues of X and (A * y − C), respectively, and α = {i | λ i > 0, i = 1, . . . , n} and γ = {j | µ j > 0, j = 1, . . . , n}. Therefore, from (25) , (33) , and (34), we obtain that
which implies P T α HP γ = 0. This contradicts (32) and consequently shows (ii) ⇒ (iii).
"(iii) ⇒ (ii)". Assume that (ii) does not hold at X. Then there exists 0 = H ∈ C(X) such that
Let y be an arbitrary element in M(X). Since (y, X) satisfies (13), we can assume that there exists an orthogonal matrix P ∈ n×n such that X and (A * y − C) have the spectral decompositions as in (17) . From (17) , (25) , and (35), we have
Then, by using (22) , (23) , and (36), we have that
Since (iii) is assumed to hold, there exist z ∈ m and Q ∈ Γ such that
By Carathéodory's Theorem, there exist an integer k ≤ n(n+1) 2 + 1 and scalars α i ≥ 0, i = 1, 2, . . . , k, with k i=1 α i = 1, and
such that Q can be represented as
Then by using the fact that H ∈ C(X) and (37), we obtain that at the origin by either the second sufficient condition (24) or the extended strict constraint qualification (26) . In particular, if M(X) is a singleton, we have the following simple equivalent conditions. Corollary 2.2. Suppose that (P ) satisfies the generalized Slater condition (12) . Let X be an optimal solution to (P ). If M(X) = {ȳ}, then the following are equivalent:
holds at X.
(iii) X satisfies the strict constraint qualification
Remark 1. Note that in [8, Proposition 15] , Chan and Sun proved that if M(X) is a singleton, then the strong second order sufficient condition (with the set C(X) in (39) being replaced by the superset {B ∈ S n | A(B) = 0, P T β BP γ = 0, P T γ BP γ = 0}) is equivalent to the constraint nondegenerate condition, in the sense of Robinson [25, 26] , atȳ for (D), i.e,
Corollary 2.2 further establishes the equivalence between the second order sufficient condition (39) and the strict constraint qualification (40) under the condition that M(X) is a singleton. One may observe that the strict constraint qualification condition (40) is weaker than the constraint nondegenerate condition (41) . However, if strict complementarity holds, i.e., X + (A * ȳ − C) 0 and hence β is the empty set, then (40) and (41) coincide. The constraint nondegenerate condition (41) is equivalent to the dual nondegeneracy stated in [1, Theorem 9] . Note that under such a condition, the optimal solution X to (P ) is unique. 
A Semismooth Newton-CG Method for Inner Problems
In this section we introduce a semismooth Newton-CG method for solving the inner problems involved in the augmented Lagrangian method (3). Firstly we present a practical CG method for solving the positive definite linear system. This practical CG method will be used heavily in solving the linear systems arising from applying the semismooth Newton-CG method to these inner problems.
A practical CG method
In this subsection, we consider a practical CG method to solve the following linear equation
where b ∈ m and A ∈ m×m is assumed to be a symmetric positive definite matrix. The practical conjugate gradient algorithm [13, Algorithm 10.2.1] depends on two parameters: a maximum number of CG iterations i max > 0 and a tolerance η ∈ (0, b ).
Step 0. Given x 0 = 0 and r 0 = b − Ax 0 .
Step 1. While ( r i > η) or (i < i max )
Step 1.
Step 1.4.
Step 1.5.
Lemma 3.1. Let 0 <ī ≤ i max be the number of iterations when the practical CG Algorithm 1 terminates. For all i = 1, 2, · · · ,ī, the iterates {x i } generated by Algorithm 1 satisfies
where λ min (A) and λ max (A) are the smallest and largest eigenvalue of A, respectively.
Proof. Let x * be the exact solution to (42) and e i = x * − x i be the error in the ith iteration for i ≥ 0. From [37, Theorem 38 .1], we know that
where r i = b − Ax i . By using (44), the fact that in Algorithm 1, r 0 = b, and the definition of β i , we have that
From [37, Theorem 38 .2], we know that for i ≥ 1,
which, together with
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Here for any x ∈ m , x A := x, Ax . For any i ≥ 1, by using (45), (47), and the fact that x 0 = 0, we have that
which, together with (46), implies that
Since
, we obtain that for 1 ≤ i ≤ī,
By combining (49) and (50), we complete the proof.
A Semismooth Newton-CG method
For the augmented Lagrangian method (3), for some fixed X ∈ S n and σ > 0, we need to consider the following form of inner problems
As explained in the introduction, ϕ(·) is a continuously differentiable convex function, but fails to be twice continuously differentiable because the metric projector Π S n + (·) is not continuously differentiable. Fortunately, because Π S n + (·) is strongly semismooth [35] , we can develop locally a semismooth Newton-CG method to solve the following nonlinear equation
and expect a superlinear (quadratic) convergence.
Remark 3. For a given X ∈ S n and σ > 0, let W (y) := X − σ(A * y − C). It is readily shown that the solution y to (52) is part of the root of the following equations:
To compute a solution to (53) and (54), one may use an alternating direction method. That is, given an initial vector y 0 ∈ m and an accuracy tolerance ε, perform the following loop:
It is readily shown that the above algorithm is actually a gradient based method to solve (52) where y j+1 is updated as follows:
Since Π S n + (·) is Lipschitz continuous with modulus 1, the mapping ∇ϕ is Lipschitz continuous on m . According to Rademacher's Theorem, ∇ϕ is almost everywhere Fréchet-differentiable in m . Let y ∈ m . The generalized Hessian of ϕ at y is defined as
where ∂(∇ϕ)(y) is the Clarke's generalized Jacobian of ∇ϕ at y [9] . Since it is difficult to express ∂ 2 ϕ(y) exactly, we define the following alternative for ∂ 2 ϕ(y)
which means that if every element in∂ 2 ϕ(y) is positive definite, so is every element in ∂ 2 ϕ(y). For the semismooth Newton-CG method to be presented later, we need to compute an element V ∈∂ 2 ϕ(y). Since X − σ(A * y − C) is a symmetric matrix in n×n , there exists an orthogonal matrix Q ∈ n×n such that
where Γ y is the diagonal matrix with diagonal entries consisting of the eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n of X − σ(A * y − C) being arranged in the nonincreasing order. Define three index sets
γ = {1, . . . , n}\γ, and Eγγ ∈ S |γ| is the matrix of ones.
Since, by Pang, Sun, and Sun [20, Lemma 11] ,
we know that
Next we shall characterize the positive definiteness of any V y ∈∂ 2 ϕ(y). From [31, p.107] and the definitions of l(y, X) in (4), we know that for any (y,
Since the generalized Slater condition (12) is assumed to hold, by the definition of g(·) in (6), we can deduce from [29, Theorems 17 and 18] that
Hence, (51) is the dual of
The KKT conditions of (65) are as follows
Proposition 3.2. Suppose that the problem (65) satisfies the generalized Slater condition (12) . Let (ŷ, Z) ∈ m × S n be a pair that satisfies the KKT conditions (66) and let P be an orthogonal matrix such that Z and Z − (X − σ(A * ŷ − C)) have the spectral decomposition as (17) . Then the following conditions are equivalent:
(ii) Every Vŷ ∈∂ 2 ϕ(ŷ) is symmetric and positive definite.
is symmetric and positive definite.
Proof. "(i) ⇒ (ii)". For the sake of contradiction, suppose that (ii) does not hold. Then there exists Vŷ ∈∂ 2 ϕ(ŷ) such that Vŷ is not positive definite. By the definition of∂
Moreover, by the positive semidefiniteness of Wŷ [18, Proposition 1], we know that there
where H = P T HP and ν ij > 0, for i ∈ α and j ∈ γ, defined as in (62). Hence, we obtain that
which, together with (68), implies that
Since the constraint nondegenerate condition (67) holds at Z, there exists a matrix Q ∈ lin(T S n
. By using (70), we have that
Thus d = 0. This contradicts our assumption. Consequently, (ii) holds. "(ii) ⇒ (iii)". This is obvious true since V 0 y ∈∂ 2 ϕ(ŷ). "(iii) ⇒ (i)". Assume on the contrary that the constraint nondegenerate condition (67) does not hold at Z. Then, we have
which can be written as
where H := A * d. By using (68) and (72), we obtain that 
Convergence analysis
In this subsection, we shall introduce the promised semismooth Newton-CG algorithm to solve (51). Choose y 0 ∈ m . Then the algorithm can be stated as follows.
Step 0.
, and δ ∈ (0, 1).
Step 1. For j = 0, 1, 2, . . .
Step 1.1. Given a maximum number of CG iterations n j > 0 and compute
Apply the practical CG Algorithm 1 [CG(η j , n j )] to find an approximation solution d j to
where V j ∈∂ 2 ϕ(y j ) is defined in (63) and ε j := τ 1 min{τ 2 , ∇ϕ(y j ) }.
Step 1.2. Set α j = δ m j , where m j is the first nonnegative integer m for which
Step 1.3. Set
Remark 6. In Algorithm 2, since V j is always positive semidefinite, the matrix V j + ε j I is positive definite as long as ∇ϕ(y j ) = 0. So we can always apply Algorithm 1 to equation (73). Now we can analyze the global convergence of Algorithm 2 with the assumption that ∇ϕ(y j ) = 0 for any j ≥ 0. From Theorem 3.1, we know that the search direction d j generated by Algorithm 2 is always a descent direction. This is stated in the following proposition. 
where V j := V j + ε j I and λ max ( V j ) and λ min ( V j ) are the largest and smallest eigenvalues of V j respectively.
Theorem 3.4. Suppose that problem (65) satisfies the generalized Slater condition (12) . Then Algorithm 2 is well defined and any accumulation pointŷ of {y j } generated by Algorithm 2 is an optimal solution to the inner problem (51).
Proof. By Step 1.1 in Algorithm 2, for any j ≥ 0, since, by (75), d
j is a descent direction, Algorithm 2 is well defined. Since problem (65) satisfies the generalized Slater condition (12) , from [29, Theorems 17 & 18] , we know that the level set L := {y ∈ m | ϕ(y) ≤ ϕ(y 0 )} is a closed and bounded convex set. Therefore, the sequence {y j } is bounded. Letŷ be any accumulation point of {y j }.
Assume for the purpose of contradiction thatŷ is not a solution. Then, ∇ϕ(ŷ) = 0. Let {y j l } be a subsequence converging toŷ. Then, there exists a constant γ > 0 such that
From (74), we have
Since ϕ(y j l+1 ) − ϕ(y j l ) → 0, we obtain that
From (76) and the definition of ε j l in Algorithm 2, we know that (V j l + ε j l I) −1 is uniformly bounded. From the definition of η j l , there exist two constants o < c 1 ≤ c 2 < +∞ such that
Thus, by Proposition 3.3, there exists a constant c 3 > 0 such that
which, together with (77), implies
On the other hand, by (74), we know that for all l sufficiently large,
By using the mean value theorem, we can write (81) as
Then, for all l sufficient large, we have
which, together with (79), implies
This contradicts (80). Consequently, we obtain
By the convexity of ϕ(·),ŷ is an optimal solution of (51).
Next we shall discuss the rate of convergence of Algorithm 2.
Theorem 3.5. Assume that problem (65) satisfies the generalized Slater condition (12) . Let y be an accumulation point of the infinite sequence {y j } generated by Algorithm 2 for solving the inner problem (51). Suppose that at each step j ≥ 0, when the practical CG Algorithm 1 terminates, the tolerance η j is achieved (e.g., when n j = m + 1), i.e.,
Assume that the constraint nondegenerate condition (67) holds at Z := Π S n + (X −σ(A * ŷ −C)). Then the whole sequence {y j } converges toŷ and
Proof. By Theorem 3.4, we know that the infinite sequence {y j } is bounded andŷ is an optimal solution to (51) with ∇ϕ(ŷ) = 0.
Since the constraint nondegenerate condition (67) is assumed to hold at Z,ŷ is the unique optimal solution to (51). It then follows from Theorem 3.4 that {y j } converges toŷ. From Proposition 3.2, we know that for any Vŷ ∈∂ 2 ϕ(ŷ) defined in (58), there exists a Wŷ ∈ ∂Π S n
Then, for all j sufficiently large,
Since Π S n + (·) is strongly semismooth [35] , it holds that for all j sufficiently large,
which implies that for all j sufficiently large,
For each j ≥ 0, let
which, together with (87) and the fact that (V j + ε j I) −1 is uniformly bounded, implies that there exists a constantδ > 0 such that
for all j sufficiently large.
Since ∇ϕ(·) is (strongly) semismooth atŷ (because Π S n + (·) is strongly semismooth everywhere), from [11, Theorem 3.3 & Remark 3.4] or [19] , we know that for µ ∈ (0, 1/2), there exists an integer j 0 such that for any j ≥ j 0 ,
which means that for all j ≥ j 0 ,
This, together with (86), completes the proof.
22
Theorem 3.5 shows that the rate of convergence for Algorithm 2 is of order (1 + τ ). If τ = 1, this corresponds to quadratic convergence. However, this will need more CG iterations in Algorithm 1. To save computational time, in practice we choose τ = 0.1 ∼ 0.2, which still ensures that Algorithm 2 achieves superlinear convergence.
A Newton-CG Augmented Lagrangian Method
In this section, we shall introduce a Newton-CG augmented Lagrangian algorithm for solving problems (D) and (P ). For any
Since the inner problems can not be solved exactly, we will use the following stopping criteria considered by Rockaffellar [30, 31] for terminating Algorithm 2:
Algorithm 3. Newton-CG Augmented Lagrangian (NCGAL) Algorithm
Step 1. For k = 0, 1, 2, . . .
Step 1.1. Starting with y k as the initial point, apply Algorithm 2 to ϕ k (·) to find
Step
The global convergence of Algorithm 3 follows from Rockafellar [ 
then the sequence {X k } ⊂ S n + generated by Algorithm 3 is bounded and {X k } converges to X, where X is some optimal solution to (P ), and {y k } is asymptotically minimizing for (D) with max(P ) = inf(D).
If {X k } is bounded and (P ) satisfies the generalized Slater condition (12) , then the sequence {y k } is also bounded, and all of its accumulation points of the sequence {y k } are optimal solutions to (D).
Next we state the local linear convergence of the Newton-CG augmented Lagrangian algorithm. Theorem 4.2. Let Algorithm 2 be executed with stopping criteria (A) and (B). Assume that (D) satisfies the Slater condition (88) and (P ) satisfies the Slater condition (12) . If the extended strict constraint qualification (26) holds at X, where X is an optimal solution to (P ), then the generated sequence {X k } ⊂ S n + is bounded and {X k } converges to the unique solution X with max(P ) = min(D), and
and a g is the Lipschitz constant of T (41) and (67) hold atȳ and X, respectively, then in addition to the above conclusions the sequence {y k } →ȳ, whereȳ is the unique optimal solution to (D), and one has
where Remark 7. Note that in (3) we can also add the term
is a strongly convex function. This actually corresponds to the proximal method of multipliers considered in [31, Section 5] for which the k-th iteration is given by
Convergence analysis for (89) can be conducted in a parallel way as for (3).
Numerical Issues in the Associated Semismooth Newton-CG Algorithm
In applying Algorithm 2 to solve the inner subproblem (51), the most expensive step is in computing the direction d at a given y from the linear system (73). Thus (73) must be solved as efficiently as possible. Let
where Q and Ω are given as in (60) and (62), respectively. Here A denotes the matrix representation of A with respect to the standard bases of n×n and m . The direction d is computed from the following linear system:
To achieve faster convergence rate when applying the CG method to solve (90), one may apply a preconditioner to the system. By observing that the matrix Ω has elements all in the interval [0, 1] and that the elements in the (γ,γ) block are all ones, one may simply approximate Ω by the matrix of ones, and hence a natural preconditioner for the coefficient matrix in (90) is simply the matrix
However, using M as the preconditioner may be costly since it requires the Cholesky factorization of AA T and each preconditioning step requires the solution of two triangular linear systems. The last statement holds in particular when the Cholesky factor has large number of fill-ins. Thus in our implementation, we simply use diag( M) as the preconditioner rather than M.
Next we discuss how to compute the matrix-vector multiplication Md for a given d ∈ m efficiently by exploiting the structure of Ω. Observe that Md = σA(Y ), where
Thus the efficient computation of Md relies on our ability to compute the matrix Y efficiently. We have
Now it is easy to see that Y can be computed in at most 6|γ|n 2 arithmetic operations. The above computational complexity shows that the NCGAL algorithm is able to take advantage of any low-rank property of the optimal solution X to reduce computational cost. In contrast, for inexact interior-point methods such as those proposed in [39] , the matrix-vector multiplication in each CG iteration would require Θ(n 3 ) flops.
Conditioning of M
Recall that under the conditions stated in Theorem 4.2 where the sequences {y k } and {X k } generated by Algorithm 3 converge to the solutionȳ and X, respectively. Let
For simplicity, we assume that strict complementarity holds for X, S, i.e., X + S 0. We also assume that the constraint nondegenerate conditions (41) and (67) hold forȳ and X, respectively. We shall now analyse the conditioning of the matrix M corresponding to the pair (ȳ, X). Proposition 3.2 assured that M is positive definite, but to estimate the convergence of the CG method for solving (90), we need to estimate the condition number of M.
From the fact that X S = 0, we have the following eigenvalue decomposition:
where Λ X = diag(λ X ) ∈ r×r and Λ S = diag(λ S ) ∈ (n−r)×(n−r) are diagonal matrices of positive eigenvalues of X and S, respectively. Define the index sets γ := {1, . . . , r}, γ := {r + 1, . . . , n}.
Consider the decomposition in (92) for the pair (ȳ, X) and let ν be defined as in (93). Then we have
it is rather easy to deduce from (94) that
Hence we obtain the following bound on the condition number of M:
The above upper bound suggests that κ(M) can potentially be large if any of the following factors are large:
Thus we see that a small ratio in min(λ X )/ max(λ S ) can potentially lead to a large κ(M). Similarly, even though the constraint nondegenerate condition (67) states that κ([ A 1 , A 2 , A 3 ]) is finite (this is an equivalent condition), its actual value can affect the conditioning of M quite dramatically. In particular, if X is nearly degenerate, i.e., κ ([ A 1 , A 2 , A 3 ] ) is large, then κ(M) can potentially be very large.
Numerical Experiments
We implemented the Newton-CG augmented Lagrangian (NCGAL) algorithm in Matlab to solve a variety of large SDP problems with m up to 1, 283, 258 and n up to 1, 600 on a PC (Intel Xeon 3.2 GHz with 4G of RAM). We measure the infeasibilities and optimality for the primal and dual problems as follows:
In our numerical experiments, we stop the NCGAL algorithm when
We choose the initial iterate y 0 = 0, X 0 = 0, and σ 0 = 1. In solving the subproblem (51), we cap the number of Newton iterations to be 40, while in computing the inexact Newton direction from (73), we stop the CG solver when the maximum number of CG steps exceeds 500, or when the convergence is too slow in that the reduction in the residual norm is exceedingly small.
Random sparse SDPs
We first consider the collection of random sparse SDPs tested in [17] , which reported the performance of the boundary point method introduced in [22] for solving large SDPs.
In Table 1 , we give the results obtained by the NCGAL algorithm for the sparse SDPs considered in [17] . The first three columns give the problem name, the dimension of the variable y (m), the size of the matrix C (n s ), and the number of linear inequality constraints (n l ) in (D), respectively. The middle three columns give the number of outer iterations taken by the NCGAL algorithm, the objective values C, X and b T y, respectively. The relative infeasibilities and gap, as well as times (in the format hours:minutes:seconds) are listed in the last four columns. Table 2 lists the results obtained by the boundary-point method [17] that is coded in the Matlab program mprw.m downloaded from F. Rendl's web page. It basically implements
Suppose that the Cholesky factorization of AA * is pre-computed. Then each iteration of the above algorithm requires the solution of two triangular linear systems and one full eigenvalue decomposition of an n × n symmetric matrix. Thus each iteration of the algorithm may become rather expensive when the Cholesky factor of AA * is fairly dense or when n ≥ 500, and the whole algorithm may be very expensive if a large number of iterations is needed to reach the desired accuracy. We should mention that the performance of the boundary-point method is quite sensitive to the choice of σ 0 . In the program mprw.m, the authors suggested picking a value in [0. 1, 10] if the SDP data is normalized. Note that in our experiments, we set the maximum number of iterations allowed in the boundary-point method to 2, 000.
Comparing the results in Tables 1 and 2 , we observe that the performance of the NCGAL algorithm is competitive with the boundary-point method in [17] . It is rather surprising that the boundary-point method, being a gradient based method (cf. Remark 3), can be so efficient in solving this class of sparse random SDPs. 
SDPs arising from the nearest correlation matrix estimation
Given an n×n symmetric matrix X where each element is the correlation coefficient estimated from a statistical sample, the nearest correlation matrix (NCM) problem is find a correlation matrix nearest to the estimated data X. Mathematically, one version of the NCM problem 29 is the following:
where H ∈ S n is a given non-negative weight matrix. The problem (98) can be reformulated as the following SDP with m = n + n(n + 1)/2 equality constraints:
In our experiments, we set the data matrix to be X = B + 0.05 * E, where B and E are generated as follows: xx = 10.^(4*[-1:1/(n-1):0]); B = gallery('randcorr',n*xx/sum(xx)); E = 2*rand(n)-1; E = triu(E) + triu(E,1)';
The weight matrix H is next generated as follows. We first generate a random symmetric matrix H0 whose elements are picked from the uniform distribution in [0. 1, 10] . Then for a given p ∈ (0, 1), we randomly set approximately n 2 p elements of H0 to 100 and another n 2 p elements to 0.01 to simulate the situation where some of the elements in X are fixed and some others are unrestricted. The resulting matrix is chosen to be the weight matrix H. In our experiments, we set p = 0.01 or 0.2.
Observe that for the NCM problems, the SDPs contain non-negative vector variables in addition to positive semidefinite matrix variables. However, it is easy to extend the NCGAL algorithm to accommodate the non-negative variables. Tables 3 and 4 list the results obtained by the NCGAL algorithm and the boundary point method in [17] , respectively. Comparing the results in Tables 3 and 4 , we observe that the NCGAL algorithm outperformed the boundary-point method in [17] . While the former can solve the problems to the desired accuracy, the latter did not do so in 2, 000 iterations. The results in Table 4 demonstrate a phenomenon that is typical of a purely gradient based method, i.e., it may stagnate well before the required accuracy is achieved. Table 3 : Results for the NCGAL algorithm on the NCM problems (99). The problem names ending with "H1" and "H2" mean that the weight matrices corresponding to p = 0.01 and p = 0.2 are used, respectively. 
SDPs arising from relaxation of frequency assignment problems
Here we consider SDPs arising from semidefinite relaxation of frequency assignment problems [10] . The explicit description of the SDP in the form (P ) is given in [6, equation (5)]. Tables 5 and 6 list the results obtained by the NCGAL algorithm and the boundarypoint method for the SDP relaxation of frequency assignment problems tested in [6] , respectively. Just like the NCM problems, the NCGAL algorithm outperformed the boundary-point method.
It is interesting to note that for this collection, the SDP problems (D) and (P) are likely to be both degenerate at the optimal solutionȳ and X, respectively. For example, the problem fap01 is both primal and dual degenerate in that κ( A 1 ) ≈ 3. It is surprising that the NCGAL algorithm can attain the required accuracy within moderate CPU time despite the fact that the problems do not satisfy the constraint nondegeneracy conditions (41) and (67) at the optimal solutionȳ and X. Table 6 : Results obtained by the boundary-point method in [17] on the frequency assignment problems. Initial regularization parameter value is set to 1 (better than 0.1). 
SDPs arising from relaxation of maximum stable set problems
For a graph G with edge set E, the stability number α(G) is the cardinality of a maximal stable set of G, and α(G) := {e T x :
32 where E ij = e i e T j + e j e T i and e i denotes column i of the identity matrix I. Note that for (101), the problem is reformulated as a standard SDP by replacing the constraint X ≥ 0 by constraints X − Y = 0 and Y ≥ 0. Thus such a reformulation introduces an additional n(n + 1)/2 linear equality constraints to the SDP. Table 7 lists the results obtained by the NCGAL algorithm for the SDPs (100) arising from computing θ(G) for the maximum stable set problems. The first collection of graph instances in Table 7 are the randomly generated instances considered in [39] whereas the second collection is from the Second DIMACS Challenge on Maximum Clique Problems [40] . The last collection are graphs arising from coding theory, available from N. Sloane's web page [33] .
Observe that the NCGAL algorithm is not able to achieve the required accuracy level for some of the SDPs from Sloane's collection. It is not surprising that this may happen because many of these SDPs are degenerate at the optimal solution. For example, the problems 1dc.128 and 2dc.128 are degenerate at the optimal solutionsȳ even though they are nondegenerate at the optimal solutions X.
In [17] , the performance of the boundary-point method was compared with that of the iterative solver based primal-dual interior-point method in [39] , as well as the iterative solver based modified barrier method in [15] , on a subset of the large SDPs arising from the first collection of random graphs. The conclusion was that the boundary-point method was between 5-10 times faster than the methods in [39] and [15] . Since the NCGAL algorithm is at least as efficient as the boundary-point method on the theta problems for random graphs (not reported here in the interest of saving space), it is safe to assume that the NCGAL algorithm would be at least 5-10 times faster than the methods in [39] and [15] . Note that the NCGAL algorithm is more efficient than the boundary-point method on the collection of graphs from DIMACS. For example, the NCGAL algorithm takes less than 900 seconds to solve the problem G43 to an accuracy of less than 10 −6 , while the boundary-point method takes more than 25,000 seconds to achieve an accuracy of 7.0 × 10 −6 . Such a result for G43 is not surprising because the rank of the optimal X is much smaller than n, and as already mentioned in [22] , the boundary-point method typically would perform poorly under such a situation. 
Applications to Quadratic Assignment and Binary Integer Quadratic Programming Problems
In this section, we apply our NCGAL algorithm to compute lower bounds for quadratic assignment problems (QAPs) and binary integer quadratic (BIQ) problems through SDP relaxations. Our purpose here is to demonstrate that the NCGAL algorithm can potentially be very efficient in solving large SDPs (and hence in computing bounds) arising from hard combinatorial problems. Let Π be the set of n × n permutation matrices. Given matrices A, B ∈ n×n , the quadratic assignment problem is:
For a matrix X = [x 1 , . . . , x n ] ∈ n×n , we will identify it with the n 2 -vector x = [x 1 ; . . . ; x n ]. For a matrix Y ∈ R n 2 ×n 2 , we let Y ij be the n × n block corresponding to x i x T j in the matrix xx T . It is shown in [21] that v * QAP is bounded below by the following number:
where E is the matrix of ones, and δ ij = 1 if i = j, and 0 otherwise. Note that [21] actually used the constraint E, Y = n 2 in place of the last set of the equality constraints. But we prefer to use the formulation here because the associated SDP has slightly better numerical behavior. Note that the SDP problems (103) typically do not satisfy the constraint nondegenerate conditions (41) and (67) at the optimal solutions.
In our experiment, we apply the NCGAL algorithm to the dual of (103) and hence any dual feasible solution would give a lower bound for (103). But in practice, our algorithm only delivers an approximately feasible dual solutionỹ. We therefore apply the procedure given in [12, Theorem 2] toỹ to construct a true lower bound for (103), which we denote by v. Table 9 lists the results of the NCGAL algorithm on the quadratic assignment instances (103). The details of the table are the same as for Table 1 except that the objective values are replaced by the best known upper bound on (102) under the column "best upper bound" and the lower bound v. The entries under the column under "%gap" are calculated as follows:
We compare our results with those obtained in [5] which used a dedicated augmented Lagrangian algorithm to solve the SDP arising from applying the lift-and-project procedure of Lovász and Schrijver to (102). As the augmented Lagrangian algorithm in [5] is designed specifically for the SDPs arising the lift-and-project procedure, the details of that algorithm is very different from our NCGAL algorithm. Note that the algorithm in [5] was implemented in C (with LAPACK library) and the results reported were obtained from a 2.4 GHz Pentium 4 PC with 1 GB of RAM (which is about 50% slower than our PC). By comparing the results in Table 9 against those in [5, Tables 6 and 7] , we can safely conclude that the NCGAL algorithm applied to (103) is superior in terms of CPU time and the accuracy of the approximate optimal solution computed. Take for example the SDPs corresponding to the QAPs nug30 and tai35b, the NCGAL algorithm obtains the lower bounds with %gap of 2.939 and 5.318 in 28, 655 and 63, 487 seconds respectively, whereas the the algorithm in [5] computes the bounds with %gap of 3.10 and 15.42 in 127, 011 and 430, 914 seconds respectively. The paper [5] also solved the lift-and-project SDP relaxations for the maximum stable set problems (denoted as N + and is known to be at least as strong as θ + ) using a dedicated augmented Lagrangian algorithm. By comparing the results in Table 8 against those in [5,  Table 4 ], we can again conclude that the NCGAL algorithm applied to (101) is superior in terms of CPU time and the accuracy of the approximate optimal solution computed. Take for example the SDPs corresponding to the graphs p-hat300-1 and c-fat200-1, the NCGAL algorithm obtains the upper bounds of θ + = 10.0202 and θ + = 12.0000 in 868 and 52 seconds respectively, whereas the the algorithm in [5] computes the bounds of N + = 18.6697 and N + = 14.9735 in 322, 287 and 126, 103 seconds respectively.
The BIQ problem we consider is the following:
where Q is a symmetric matrix (non positive semidefinite) of order n. A natural SDP relaxation of (104) is the following:
(105) Table 10 lists the results obtained by the NCGAL algorithm on the SDPs (105) arising from the BIQ instances described in [41] . It is interesting to note that the lower bound obtained from (105) is within 10% of the optimal value v *
BIQ for all the instances tested, and for the instances gka1b-gka9b, the lower bounds are actually equal to v * BIQ . Table 9 :
Results for the NCGAL algorithm on the quadratic assignment problems. The entries under the column "%gap" are calculated with respect to the best solution listed, which is known to be optimal unless the symbol ( †) is prefixed. Results for the NCGAL algorithm on the quadratic assignment problems. The entries under the column "%gap" are calculated with respect to the best solution listed, which is known to be optimal unless the symbol ( †) is prefixed. Results for the NCGAL algorithm on the quadratic assignment problems. The entries under the column "%gap" are calculated with respect to the best solution listed, which is known to be optimal unless the symbol ( †) is prefixed. Results for the NCGAL algorithm on the quadratic assignment problems. The entries under the column "%gap" are calculated with respect to the best solution listed, which is known to be optimal unless the symbol ( †) is prefixed. In this paper, we introduced a Newton-CG augmented Lagrangian algorithm for solving semidefinite programming problems (D) and (P ) and analyzed its convergence and rate of convergence. Our convergence analysis is based on classical results of proximal point methods [30, 31] along with recent developments on perturbation analysis of the problems under consideration. Extensive numerical experiments conducted on a variety of large scale SDPs demonstrated that our algorithm is very efficient. This opens up a way to attack problems in which a fast solver for large scale SDPs is crucial, for example, in applications within a branch-and-bound algorithm for solving hard combinatorial problems such as the quadratic assignment problems. From the surprisingly good numerical performance of the NCGAL algorithm for linear SDP, one may expect the same to hold true for a convex quadratic SDP of the form: min{ 1 2 X, Q(X) + C, X : A(X) = b, X 0}, where Q is a linear operator defined on S n ; or linearly constrained convex SDP of the form min{f (X) + C, X : A(X) = b, X 0}, where f is a differentiable convex function. Preliminary research on the performance of the NCGAL algorithm for the above problems indeed confirmed our expectation.
