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Die Energiewende führt zu einer Paradigmenänderung. Der Zeitpunkt der Energieab-
nahme wird sich zunehmend an dem der Energieerzeugung orientierten. Die Steue-
rung des Energiebedarfs kann durch energieorientierte Produktionsplanung gesteigert
werden. Dies erfordert eine Vorhersage des Energiebedarfs. Hierfür wird ein System
entwickelt, das eine Modellierung mittels maschinellen Lernens nutzt. Die Datenbasis
wird durch eine Vorgehensweise zur Abstrahierung von Fertigungsmaschinen erzeugt.
Das System besteht aus gruppierten Microservices, es berücksichtigt die unterschied-
lichen Anforderungen der Modelle an die Infrastruktur. Die Modelle sind in digitalen
Zwillingen integriert, die als Dienst genutzt werden. Hierdurch ist eine eﬃziente Ad-
aption von Änderungen an Fertigungsmaschine oder Modell-Methodik möglich. Eine
exemplarische Anwendung der Abstraktionsmethode und der Modellierung mittels
neuronalen Netzes demonstrieren die Umsetzbarkeit.
The energy transition in Germany leads to a shift of paradigm. Time of energy con-
sumption will increasingly be oriented to that of energy production. Control of the
energy demand can be increased by energy-oriented production planning. This requi-
res a prediction of the energy demand. For this purpose, a system is developed which
uses modelling by machine learning. A procedure for abstraction of production machi-
nes generates the data basis. The models are integrated in digital twins as services,
following the microservice architecture. An exemplary application of the abstraction
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Fortschritte in der Energiewende führen neben zunehmender ökologischer Energiepro-
duktion auch zu steigendem Aufwand in der Energieproduktion und Bereitstellung.
Der Anteil nachhaltig erzeugter Energie nimmt zu, zugleich nimmt der Anteil bedarf-
sorientierter Erzeugung ab (siehe Abbildung A.1) [Sta17].
Immer weniger Energie wird zum Zeitpunkt des Bedarfs erzeugt. Eine Lösung ist
die Energiespeicherung, die technologisch als auch faktisch vorangetrieben wird. Sie
ist jedoch immer mit Energieverlusten behaftet und verbraucht selbst erhebliche Res-
sourcen [KBB+16]. Eine Lösung dafür stellt die Steuerung des Energieverbrauchs
seitens des Verbrauchers dar. Somit reagiert der Verbrauch auf das aktuelle und vor-
aussichtliche Energieangebot [MT16]. Durch den Einsatz neuer Technologien in der
Informationstechnologie können Prognosen erstellt werden, deren Genauigkeit und
Flexibilität Grundlage für eine energieorientierte Ressourcenplanung sind. Da der Ener-
gieverbrauch des verarbeitenden Gewerbes 39% des gesamten Energieverbrauchs aller
wirtschaftlichen Aktivitäten ausmacht, bietet sich dieser Bereich zur Optimierung an
(siehe Abbildung A.2) [AGE17].
1.1. Hintergrund
Planungs- und Ressourcenmanagement. In dieser Arbeit wird darunter die Ver-
waltung von Fertigungsmaschinen verstanden. Eingehende Aufträge werden in
Tasks aufgeteilt und diese in einen Maschinenbelegungsplan überführt [Eve13].
Dabei kann die Maschine an sich eine Ressource sein, die durch den Task belegt
wird. Die Dauer dieser Belegung wird daher zu Planungsbeginn festgelegt.
Forschungen im Ressourcenmanagement brachten Lösungen für Standardpro-
bleme in der Planung, in dynamischen Änderungen und für Priorisierungen her-
vor. Entscheidend ist dabei eine genaue Abschätzung des zu erwarteten Ressour-
cenbedarfs und der Umgang mit deren Abweichungen im Zeitverlauf [KLL18].
Details und eine Übersicht über die aktuelle Forschung hierzu sind in Kapitel
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2.4 zu ﬁnden.
Produktionsprozess. Ziel dieser Arbeit ist ein Vorhersage-System das unabhängig
von Fertigungsverfahren eingesetzt werden kann. Zur Adaption ist jedoch Do-
mänenwissen notwendig.
Im Produktionsprozess durchläuft ein Werkstoﬀ eine Produktionskette. Sie be-
steht aus Fertigungsmaschinen die ein oder mehrere Werkzeuge nutzen, um den
Werkstoﬀ zu bearbeiten. Konkret durchläuft ein Stahl-Rohling eine Bearbeitung
in einer Fräsmaschine, in der er mittels eines Fräsbohrers bearbeitet wird.
Es gibt eine Reihe an Fertigungsverfahren, wie das Biegen (Molding), Schweißen
(Welding), Schleifen, Fräsen, sowie den 3D-Druck. Die eingesetzten Materia-
lien variieren, so können Kunststoﬀe oder Metalle genutzt werden. Neben der
Herstellungsdauer sind vor allem Qualität-Parameter von Interesse, wie die me-
chanische Belastbarkeit oder die Genauigkeit (Toleranz) [Löd16].
Details zum 3D-Druck ﬁnden sich in Kapitel 3.3.
Energie im Produktionsprozess. Der in dieser Arbeit betrachtete Energieaufwand
umfasst die Energieaufnahme der Maschine während der Bearbeitung eines
Werkstücks. Dies entspricht dem Energieaufwand zu Herstellung des Werk-
stücks. Verfahren und Details hierzu werden in Kapitel 2.3 vorgestellt.
Digitale Zwillinge. Um physische Systeme abzubilden, können Fertigungsmaschi-
nen als virtuelle Systeme erzeugt werden. Das in dieser Arbeit entwickelte Sy-
stem ergänzt diese virtuellen Systeme um Autonomie und Self-Awareness. Diese
interaktiven digitalen Repräsentanzen werden als digitale Zwillinge betrachtet.
In Kapitel 2.2 wird auf Details eingegangen.
Cyber-physische Systeme. Sie sind eine Erweiterung von mechatronischen Syste-
men und enthalten eingebettete Geräte, Sensoren, Recheneinheiten und Kon-
nektoren. Die zusätzlichen Subsysteme ermöglichen tiefer gehende Analysen
und den Zugriﬀ auf entfernte Systeme. Digitale Zwillinge können in diese Sub-
systeme integriert sein [CTT19]. Details beﬁnden sich in Kapitel 2.1.
Energieorientierung. Ziel ist eine frühe Berücksichtigung der Energieaufwands des
Produktionsprozesses. Bereits bei der Planung der Produktionsmaschinen be-
stehen dabei Betrachtungspunkte wie die Produktionsmaschine an sich, deren
Bearbeitungswerkzeuge bis hin zur gesamten Produktionskette. Somit sind in
der Planungsphase bereits Informationen über das Energieverbrauchsverhalten
notwendig, um den Produktionsprozess energieeﬃzient entwerfen zu können
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[Scha].
Bereiche wie Standby-Zeiten, Heiz und Kühlkreisläufe, Technologiewahl und
Kosten/Nutzen-Verhältnis können im Verlauf der Ressourcenplanung optimiert
werden. Zum Zeitpunkt der Auftragsplanung wird der Aufwand aller Aufträge
seriell betrachtet. Um auf kurzfristige Auftragsänderungen reagieren zu können,
muss die Möglichkeit nachträglicher Planungsänderungen bestehen [Wei10].
Ein weiterer Aspekt der Energieorientierung ist die angebotsorientierte Planung.
Während der Produktion werden Maßnahmen ergriﬀen, um den Energiever-
brauch auf bevorstehende Änderungen der Energiekosten (Energieangebot) an-
zupassen [RD08].
1.2. Zielsetzung und Vorgehensweise
In dieser Arbeit wird ein System entwickelt, das Energiedaten zur Ressourcenplanung
abschätzt, unter Verwendung von digitalen Zwillingen der Produktionsmaschinen. Auf
Basis dieser Schätzung kann der zu erwartende Energieaufwand des Herstellungspro-
zesses ermittelt werden. Da die digitalen Zwillinge nicht auf Simulationen oder Mo-
dellen basieren, sondern durch maschinelles Lernen die Vorhersagen treﬀen, können
sie sich an Veränderungen im Ablauf anpassen.
Teil der Ressourcenplanung ist die Entscheidung, welchen der möglichen Wege der
Werkstoﬀ durch die Prozesskette nimmt. Die Energie, die eine Produktionsmaschine
für die Bearbeitung des Werkstücks aufwenden muss, variiert. Somit kann jeder Ma-
schine ein speziﬁscher Energieaufwand und damit ein Grad der Energie-Eﬀektivität
zugeordnet werden. Bezogen auf Prozessketten, die sich über mehrere Maschinen er-
strecken, entstehen komplexere Lösungen aufgrund kombinatorischer Verkettungen.
Kapitel 2.4 beschreibt den aktuellen Forschungsstand dieser Problemstellung. Zu Fra-
gestellungen der Entscheidungstheorie sei auf [Scha] verwiesen.
Eine Methode, die den zu erwartenden Energieaufwand anhand digitaler Zwillinge
nutzt, um von den oben beschriebenen Vorteilen proﬁtieren zu können, existiert bis
dato nicht.
Zur Abstraktion der zugrundeliegenden Systeme wird eine Vorgehensweise ent-
wickelt. Sie hat das Ziel die Bindung zwischen Domänen-Wissen und Data Science
herzustellen.
Es wird eine Architektur vorgestellt, die ein Vorhersagesystem in Dienste gliedert.
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Eine Reihe exponierter Dienste lassen sich zur Erzeugung von Vorhersagen in die
Ressourcenplanung einhängen. Basis hierfür ist ein Produktionsauftrag, der in seine
Tasks aufgeteilt wird. Die Vorhersagen über den Energieaufwand werden durch digitale
Zwillinge erstellt, die den genutzten physischen Maschinen zugeordnet sind.
In der Planung der Tasks werden diese Daten den Tasks zugeordnet. Die Auswahl
der Produktionsmaschine wird durch diese Energiedaten beeinﬂusst. Sie werden dabei
nicht das einzige Kriterium sein, so werden Fertigungskosten und Fertigungstermine
weiterhin hohe Relevanz haben.
1.3. Übersicht
Abbildung 1 gibt einen strukturierten Überblick über die Kapitel.
Abbildung 1.: Kapitelübersicht
2. Stand der Forschung 5
2. Stand der Forschung
Dieses Kapitel beginnt mit der Betrachtung der Forschung in den Architekturbereichen
des cyber-physischen Systems und den digitalen Zwillingen (DZ). Auch wenn sich nur
wenige Arbeiten mit Energievorhersagen mittels DZ beschäftigen, dienen sie als Basis
für Architekturentscheidungen. Die grundlegende Unterscheidung von Simulation und
Modell ist Teil davon.
In den darauﬀolgenden Abschnitten des Kapitels stehen die Energievorhersagen im
Mittelpunkt. Zum einen das Erstellen von Energievorhersagen anhand von Modellen,
zum anderen das Planen der Produktion unter Berücksichtigung des Energieaufwands.
Die wissenschaftlichen Arbeiten werden auf folgende Teilaspekte hin untersucht:
 Wie wird der Fertigungsprozess analysiert?
 Wie wird der Energieaufwand im Fertigungsprozess erfasst und verortet?
 Wie wird eine Vorhersage erstellt?
 In wie fern ﬂießt die Vorhersage in die Produktionsplanung ein?
Weitgehend ausgeklammert bleibt der Bereich der Energieeﬃzienz.
2.1. Cyber-Physische Systeme (CPS)
Technologien die Kommunikation und Interaktion zwischen Maschinen, Menschen und
peripheren Komponenten mittels Hardware und Software ermöglichen, werden unter
dem Konzept der Cyber-Physischen-Systeme (CPS) zusammengefasst. [CLL+18]. Die
Forschung hat sich bereits mit vielen Aspekten der CPS beschäftigt, Tabelle 1 gibt
hierfür einen Überblick. Die Architekturen der CPS variieren, es existiert nur ein allge-
meingültiges Konzept. Einfache Architekturen eines CPS bestehen aus den drei Ebe-
nen physische Objekte, Modelle und Dienste [RA14], komplexere aus einem 5-Schicht
Modell [LBK15] bis hin zu Layer-Modellen, bestehend aus Sensing, Networking, Ser-
vice und Interface [XD19].
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Abbildung 2.: Mechatronisches System [Ral17]
Basis eines CPS ist ein mechatronisches System, wie es in Abbildung 2 dargestellt
ist. In Geräten, Maschinen, Gebäuden, Transportsystemen, Produktionssystemen oder
medizinischen Systemen sind IT-Hardware und Software eingebettet, die als System
physikalische Daten mittels Sensoren erfassen. Teil des Systems sind Aktoren, die
physikalische Prozesse beeinﬂussen. Die Komponenten des lokalen Systems kommu-
nizieren untereinander und mittels Mensch-Maschine-Schnittstelle auch mit Menschen
[Ral17].
CPS erweitern das mechatronische System, wie in Abbildung 3 ersichtlich ist. Auf-
gezeichnete Daten werden ausgewertet und dauerhaft gespeichert. Die Interaktion der
Systeme erweitert sich von reiner Reaktivität, auf aktiv und pro-aktives Vorgehen. Die
Vernetzung ist nicht auf die lokale Umgebung beschränkt, die lokalen Systeme kön-
nen mit entfernten Systemen kommunizieren. Durch die Anbindung an globale Netze
können auch weltweit verfügbare Daten und Dienste genutzt werden [Ral17].
Die Architekturerweiterungen durch ein CPS spiegeln die gestiegenen Fähigkeiten
wider. Diese führen zu einem Anstieg der Anforderungen in Bereichen wie Daten-,
System- und Netzwerksicherheit [HLLL17]. Der Forschungsbereich ist umfangreich,
ein Beispiel für Systemsicherheit ist die Arbeit von Javed et al. [JFS+19]. Darin wird
eine Architektur erstellt die das CPS in Partitionen teilt, um die Sicherheit zu erhöhen.
Aufgrund der hohen Komplexität beschäftigen sich Arbeiten wie [CLL+18] mit Op-
timierungsmöglichkeiten. Es wird ein Manufacturing Execution System entwickelt,
um Sensorwerte zu erfassen und damit das MTConnect-Protokoll zu ergänzen. Die
Weiterentwicklung des bewährten Konzepts eines System Message Bus hin zu einem
Production Message Bus ist Gegenstand von [MRR+18]. Den noch ausstehenden
Schritt hin zu skalierbaren Lösungen untersuchen Caldarola et al. in Synchronizing
physical and digital factory: Beneﬁts and technical challenges [MCST19].
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Abbildung 3.: Cyber-Physisches System [Ral17]
Diese Arbeit beschäftigt sich mit den Anforderungen an die höhere Eigenintelli-
genz. Einfache Regelungen wie in mechatronischen Systemen reichen nicht aus um
assoziative und kognitive Algorithmen abzubilden.
CPS gliedern sich in das Konzept der Industrie 4.0 ein. Lee [LBK15] entwirft eine
Architektur die dies ermöglicht. Eine Reihe von Survey-Arbeiten liefern einen Überblick
[XD19].
Das von Liu et al. [LX17] entworfene Machine-Tool wird in einigen Arbeiten wieder-
aufgegriﬀen. So verwendet Armendia et al. [AAP+19] das Konzept um Simulationen
in digitalen Zwillingen zu verwirklichen.
Zentrale Fragen der Nachhaltigkeit des Begriﬀs der Industrie 4.0 haben Drath et
al. in Industrie 4.0: hit or hype? [RA14] bereits 2014 gestellt, sowie den Begriﬀ um-
fassend erklärt und dessen Entwicklung seit 2011 dokumentiert. Wobei sich Kritik ob
des Erfolgs in den zurückliegenden Jahren zerschlagen hat. Abstrakte Grundlagen wer-
den von Platzer et al. [Pla18] in seinem Buch Logical foundations of cyber-physical
systems entwickelt. Darin beschreibt er unter anderem CPS unter dem Aspekt der
Spieltheorie und der logischen Beweisbarkeit des Systems. Er führt Optimierungen
anhand arithmetischer Modelle vor.
Der Übergang hin zur Integration von digitalen Zwillingen ist ﬂießend. Leng et al.
[LZY+19] untersuchen dies in Bezug auf Smart Workshops. Das Konferenz-Sammel-
werk Product Lifecycle Management (PLM) to Support Industry 4.0 [CBNR18] bein-
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Tabelle 1.: Wissenschaftliche Arbeiten mit dem Schwerpunkt CPS
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haltet einige Arbeiten die sich aus Sicht des PLM damit beschäftigen. Unter anderem
arbeiten Durao et al. [DHA+18] die Anforderungen aus der Industrie an digitale Zwil-
linge, sowie deren Stärken auf Basis von Literatur heraus. Es ergibt sich eine hohe
Eignung für Real-Time-Anwendungen.
Die Entwicklung der Eco-Factories basiert auf CPS. Thiede et al. [Thi19] verbinden
in ihrem Sammelwerk die Entwicklung von energieeﬃzienten Fabriken und CPS. Einige
Werke des Sammelbandes werden im weiteren Verlauf behandelt, da sie sich in andere
Themenfelder einordnen.
2.2. Digitale Zwillinge (DT)
Digitale Zwillinge bilden physische Elemente, in dieser Arbeit ausschließlich Produkti-
onsmaschinen, in der digitalen Welt ab. Digitale Zwillinge beschränken sich auf Teila-
spekte der physischen Welt. Sie sind in der Literatur ausführlich diskutiert [LLWZ19].
Durch Spezialisierung kann die Komplexität des einzelnen Zwillings verringert wer-
den ohne dabei die Leistungsfähigkeit des gesamten Systems zu reduzieren. Das Um-
setzen der objektorientierten Prämissen, hohe Kohäsion und lose Bindung, bietet sich
dabei an. Durch kleinere Instanzen können die Reaktionsfähigkeit und Redundanz
erhöht werden [DHA+18].
Mechatronische Systeme können, wie bereits erwähnt, keine komplexen Analysen
leisten und werden zu cyber-physischen Systemen weiterentwickelt. Teil der Entwick-
lung kann die Einbettung von digitalen Zwillingen sein. Diese können somit auf globa-
le Informationssysteme zugreifen, als auch mit entfernten Teilsystemen Informationen
austauschen [HNT+18].
Die Abbildung der physischen Welt lässt sich als Simulation oder Modell umset-
zen. Der Großteil der Forschung nutzt dazu Modelle. Simulationen haben sich als
aufwendig herausgestellt, da der initiale Aufwand zum Erstellen verglichen mit dem
modellbasierten Vorgehen hoch ist [ZLC16]. Nach [LGG18] ist die Vorhersagequali-
tät nicht stabil. Änderungen des physischen Systems, wie kleine Veränderungen der
Funktionsweise der Maschine durch Verschleiß, führen zu aufwendigen Anpassungen
der Simulation [ABS15].
Bei digitalen Zwillingen für Produktionsmaschinen kann die Maschine selbst oder
das Werkstück im Fokus stehen. Letzteres ist für die Vorhersage von Eigenschaften
des Werkstücks geeignet, ersteres für die Funktionsweise der Maschine. Anhand der
Funktionsweise kann eine Vorhersage des Energieaufwands für die Bearbeitung des
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Tabelle 2.: Wissenschaftliche Arbeiten mit dem Schwerpunkt 'Digitaler Zwilling'
Werkstücks erstellt werden. Die Betrachtung des Werkstücks hat in der Forschung
hohe Relevanz. Vorhersagen über dessen Beschaﬀenheit und eine Optimierung der
Werkstück-Bearbeitung sind von großem Interesse.
Einige Arbeiten in diesem Bereich sind wegweisend und werden daher im Rahmen
dieser Arbeit betrachtet, so die Arbeit von Knapp et al. [KMZ+17]. Sie entwickeln
wissenschaftliche Methoden, zur Entwicklung mathematischer Modelle, die das bear-
beite Werkstück physikalisch beschreiben. In der Domäne des additiven 3D-Drucks,
hier laser-assisted additive manufacturing (AM), bilden sie das Verfahren physikalisch
nach und können mathematische Modelle der Maschinen erstellen. Ziel ist eine Vor-
hersage der Oberﬂächen-Beschaﬀenheit des Werkstücks zu erstellen. Sie führen als
erste sogenannte Building Blocks ein. Diese Arbeit dient vielen weiteren als Basis,
DebRoy et al. haben diese in einem Survey-Paper untersucht [DZTB17]. Im Pro-
jekt Twin-Control [AGOP19], wurde ein Simulations-Framework entwickelt, mit dem
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Fokus auf das Maschinen-Werkzeug (Machine-Tool). Eine Datenbank von virtuellen
Maschinen-Werkzeugen wurde angelegt, um diese als Bausteine für Simulationen von
Produktionsmaschinen zu verwenden. Der Energieaufwand wird auf Basis empirischer
Daten durch ein spezielles Modul berechnet, das mit der Simulation verbunden ist
[AGOP19] [Arm19].
Duro et al. widmen sich in ihrem Survey-Paper der Deﬁnition des Begriﬀs digitaler
Zwilling und in welchen Bereichen er Anforderungen an das CPS stellt [DHA+18].
Auf Basis einer Literatur-Recherche und Interviews ergaben sich Anforderungen in den
Bereichen Real-Time Data, Integration, und Fidelity. Letzteres ist die Wiedergabetreue
der physischen Parameter und Basis für die Adaption an Veränderungen der physischen
Umgebung (Self-Awareness).
2.3. Energievorhersage
Arbeiten die sich mit dem Energieverbrauch beschäftigen werden in den folgenden
Abschnitten betrachtet.
2.3.1. Energieverbrauch in der Fertigung (EVR)
Die Arbeiten dieser Kategorie dienen dem Verständnis des Energieaufwands und zeigen
wo und weshalb Energie aufgewendet wird. Zudem dienen sie der Entwicklung eines
Grundverständnisses über die Funktionsweise von Produktionsmaschinen.
Der komplette Energieaufwand im Lebenszyklus eines Produkts kumuliert sich aus
dem jeweiligen Aufwand der einzelnen Phasen. Laut Fallböhmer [Fal00] und Spur et
al. [SK97] beginnt der Lebenszyklus mit dem Produktentstehungsprozess, der wie-
derum in Produktplanung, Produktgestaltung, Produktionsplanung und Produktion
unterteilt wird. Nach Ehrelnspiel et al. [Ehr07] eignen sich die ersten Planungsphasen
für eine Einﬂussnahme auf den Energieaufwand, was im Graphen 4 dargestellt ist.
In der Produktionsplanung wird eine zeit-, kosten- und qualitätsoptimierte Fertigung
angestrebt [Eve13]. Für die einzelnen Teilbereiche gewichten Blesl et al. [BK13] die
Einﬂussmöglichkeiten auf die Energiekosten wie in Tabelle 3 dargestellt.
Daraus leitet sich der Ansatz dieser Arbeit ab, den Energieaufwands in den Pla-
nungsprozess einzubeziehen. Da dieser von Maschine und Fertigungsmittel abhängig
ist, wird er bei den folgenden Produktionsplanungsschritten laut Eversheim et al.
[Eve13] mit einbezogen.
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Abbildung 4.: Entwicklung der Einﬂussnahme auf den Energieverbrauch
Eine Analyse des Energieverbrauchs von Maschinen auf technischer Ebene wird
schon seit geraumer Zeit vorgenommen. Bonnesky et al. [Bon02] haben dazu Ener-
giekennzahlen entwickelt, die nach dem UPN-Modell PPS-Systeme abbilden. Ein
UPN-Modell beschreibt dabei, in welchem Umfang die Energie in Umwandlungs-,
Produktions-, Nebenanlagen verwendet wird.
Junge [Jun07] entwickelt mit Hilfe einer Materialﬂusssimulation ein Modell um
Heizenergie zu simulieren. Für die Domäne des 3D-Drucks haben Peng et al. [Pen16]
ein Survey erstellt, indem Arbeiten untersucht werden, die sich dem Energiever-
brauch widmen. Die Arbeiten in diesem Abschnitt beschäftigen sich neben der Primär-
Energie, die der eigentliche Herstellungsprozess erfordert, auch mit Sekundär-Energie,
wie der Kühlung von einzelnen Aggregaten der Produktionsmaschine.
In dieser Arbeit wird der gesamte Energieverbrauch der Fertigungsmaschine erfasst
und vorhergesagt.
2.3.2. Energieeﬃzienz
Die Energieeﬃzienz zu steigern ist bei einigen Arbeiten zur Energievorhersage die
Zielsetzung. Um evaluieren zu können wie sich der Energieaufwand verändert, werden
zu jeder Veränderung der Parameter Energievorhersagen getroﬀen. Diese dienen dazu
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Tabelle 3.: Möglichkeiten der Einﬂussnahme auf den Energieverbrauch, angelehnt an
Blesl et al. [BK13]
Entscheidungen zu treﬀen, so können zur Entwurfszeit Parameter des Maschinen-
Werkzeugs betrachtet werden oder in der Produktionsplanungsphase die Ressour-
cenplanung der Maschinen optimiert werden. Ein Forschungszweig, der sich mit der
Energieeﬃzienz-Forschung überlappt, ist das Eco Design. Dabei wird die Produktion
auf umfängliche Umweltverträglichkeit optimiert [Haa] [HPT13].
Die Arbeiten zu diesem Thema sind den Tabellen 5, 6, 7, 8 am Ende des Kapitels
zu entnehmen.
2.3.3. Simulation des Energieverbrauchs
Auch wenn die Simulation von physischen Maschinen nicht dem in dieser Arbeit ver-
wendeten Verfahren entsprechen, bringen einige Arbeiten Ansätze hervor, die adaptiert
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werden könnten.
Die zumeist holistisch angelegten Simulationen sind aus einzelnen Komponenten
aufgebaut, die entweder aus einem Katalog wie Simscape/Matlab stammen oder
selbst entwickelt sind. Die Simulation wird in einem Framework wie Simlab/Matlab
ausgeführt, um mit den Wechselwirkungen der einzelnen Komponenten das System
zu simulieren. Die unterschiedlichen Simulationsmethoden können wie in Abbildung
5 in Kategorien aufgeteilt werden.
Abbildung 5.: Einteilung der Simulationsmethoden, angelehnt an [Wen10]
Die Forschungsarbeiten im Projekt Twin-Control [Arm19] nutzen Simulationen um-
fangreich. Basis ist dabei ein Katalog von simulierten Subsystemen von Fertigungs-
maschinen in der Automotive- und Aerospace-Domäne. Darauf bauen weitere Ent-
wicklungen auf, so auch ein Ansatz den Energieaufwand in der Simulation zu messen.
Dazu wurden empirische Daten an mehreren Messpunkten der Maschine erfasst und
als Datengrundlage für die Simulation in Matlab und Simscape verwendet. Simsca-
pe ist eine Erweiterung zu Matlab, die bereits einen Katalog an Subsystemen mit
sich bringt. Zudem ist ein Zugriﬀ auf einen Marktplatz von Simulationen möglich.
Im weiteren Verlauf dieser Arbeit wird eine Verwendung von Simscape untersucht.
Twin-Control kooperierte mit einem französischen Automobilhersteller. Mittels des zu
Verfügung stehenden Maschinenparks konnten so umfangreichen Sensordaten erfasst
werden. Die Ergebnisse von Twin-Control sind vielversprechend, der Einsatz in einer
produktiven Umgebung steht noch aus.
In Holistic Simulation Environment for Energy Consumption Prediction of Machine
Tools von Abele et al. [ABS15] wird eine holistische Simulation entwickelt, die so-
wohl mathematische als auch empirische Daten verwendet. Die Grundidee ist, einen
virtuellen g-Code-Interpreter (ECOMATION) zu entwickeln, der die Kommandos in
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den g-Codes in einen Energieverbrauch übersetzt. Es wurden Interpreter für Maschine
aus den Domänen Bohren und Fräsen entwickelt und der Vorhersagequalität positiv
evaluiert. Die Simulation wurde in Matlab und Simulink realisiert. Diesem Ansatz
folgen weitere Arbeiten, wie Towards Energy-Eﬃcient Machine Tools through the
Development of the Twin-Control Energy Eﬃciency Module von Flum et al. [Eis14]
[FSSA19].
Die Arbeiten zu diesem Thema sind den Tabellen 5, 6, 7, 8 am Ende des Kapitels
zu entnehmen.
2.3.4. Modellierung des Energieverbrauchs (EV)
Die Modellierung der Funktionsweise der Maschine hat das Ziel, das Verhalten der
Maschine für einen deﬁnierten Zielbereich vorherzusagen. Es besteht aus einer ma-
thematischen Formel, die die abhängigen Parameter und Ziel-Parameter enthält. Ab-
hängige Parameter können als Datenbasis bzw. Input, Ziel-Parameter als Vorhersage
bzw. Output gesehen werden. So kann der Energieaufwand abhängig vom Gewicht
des Werkstoﬀs oder der Bearbeitungsgeschwindigkeit des Werkzeugs sein.
Die Modelle variieren abhängig von Domäne, Verwendungszweck, Umfang, Ziel,
Entwicklungsgrundlage und Methodik. Ausgewählte Arbeiten sind in Tabelle 4 zu-
sammengefasst.
Li und Kara [LK11] entwickeln ein Modell für Schneidewerkzeuge in Drehmaschinen,
um den Energieverbrauch für die Bearbeitung eines Werkstücks zu prognostizieren.
Sie reduzieren die abhängigen Faktoren auf die Werkzeug-Verfassung, das Werkstück-
Material, die Schneide-Parameter und auf die Notwendigkeit einer Werkzeug-Kühlung.
Sie führen experimentell Reihenmessungen durch und erhalten nach Ausgleichsrech-
nung (curve-estimation) ein mathematisches Modell.
Liu et al. [LXL15] [Shu12] erfassen drei Typen von Zeitabschnitten: Start-Phase,
Idle-Phase und Schneidephase/Arbeitsphase. Sie entwickeln ein Modell zum Energie-
verbrauch für jede der drei Phasen, basierend auf empirischen Daten und physikali-
schen Überlegungen. Daraus wird ein Vorhersagemodell abgeleitet, das als operative
mathematische Funktion formuliert wird. Die Komplexität der Modelle variiert, so
ergibt sich für die Start-Phase das Modell für den Energieaufwand 2.1. Dabei ist
Pi die gesamte Energie des Motors, Ple der Energieverlust, Plm der Energieverlust
des Getriebes, Em das magnetische Feld des Motors, Ek die kinetische Energie des
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Systems.
Pi(t) = Ple(t) + Plm(t) + dEm/dt+ dEk/dt (2.1)
Die Vorhersagefunktion für den Energieverbrauch Es ist davon das Integral über
die Zeit t. Um eine operative Gleichung zu erhalten, ist der Energieaufwand für das
Bewegen der Spindel zu Berechnen. Im Proof of Concept [LXL15] steht dieser in







(Ple(t) + Plm(t) + dEm/dt+ dEk/dt)dt (2.2)
Aus dem Modell leitet sich die Gleichung 2.3 ab, die von der Geschwindigkeit der
Spindel (n) und der Dauer der Phasen (x) abhängt. In der Arbeitsphase hängt das
Modell von der Vorwärtsbewegung sowie der Schnitttiefe und Geschwindigkeit ab und
wird entsprechend entwickelt. Der Idle-Phase wird ein konstanter Energieverbrauch
zugeordnet. Der gesamte Energieaufwand ergibt sich aus der Zeit der einzelnen Phasen
und der entsprechend gewichteten Summe der jeweiligen Energieverbrauchswerte.
Es = x1 ∗ n2 + x2 ∗ n+ x3 (2.3)
Hu et al. [HLHH12] unterteilen den Energieaufwand in konstante und variable Ver-
brauchswerte. Sie identiﬁzieren den Bearbeitungsprozess nach dem Energieverbrauch
des Werkzeugs. Aus Domänen-Wissen leiten sie eine Energieverbrauchsgleichung ab.
Liu et al. [LLQ17] nutzt die Ergebnisse von Hu et al. [HLHH12] und Huang et
al. [SCY15] und führt den Energieaufwand für eine Bearbeitung mittels bestimm-
ter Maschinen-Werkzeuge hin zu einer Energieeﬃzienz der Maschine zusammen. Die
Eﬃzienz dient als Entscheidungskriterium für die Ressourcenplanung.
Lee et al. [LKPM17] entwickelt eine Methode, um die Bearbeitung zu optimie-
ren. Dazu wird das CNC-Programm mittels eines Modells (VMT) interpretiert, das
den Bearbeitungsprozess virtuell durchführt und den Energieverbrauch vorhersagt. Die
Simulationsergebnisse werden mittels genetischer Algorithmen für eine Umprogram-
mierung verwendet. Das Modell wurde durch Überlegungen zur Funktionsweise und
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auf Basis experimenteller Daten erstellt.
Abele et al. [ASB+19] verwenden ebenfalls ein virtuelles Werkzeug, um den Ener-
gieverbrauch vorherzusagen, bauen dieses jedoch als Simulation auf.
Zhao et al. [ZLH+17] untersuchen den Energieverbrauch auf der Betrachtungsebene
von Maschinen-Werkzeug, Maschine, und Maschinen-Park. Zudem erstellen sie einen
Überblick über Modellierungsverfahren.
Shin et al. [SWRS19] verwenden zum Aufbau ihrer Modelle physikalische Grund-
lagen und empirische Daten. Sie ziehen den NC-Code heran um die Bearbeitung zu
simulieren, die Verbrauchs-Daten entnehmen sie den MTConnect-Dokumenten, die
dem Maschinen-Werkzeug zugeordnet sind. Auf Basis dieses üblichen Verfahrens be-
trachten sie die Daten aus datenanalytischer Sicht. Die Sensorattribute entsprechen so
Daten-Elementen, die mit Sensorwerten instanziiert werden. Die Sensorwerte werden
in einem Intervall kumuliert. Dabei ergibt sich Gleichung 2.4, mit der Delta-Energie
e, der Power P , dem Sampling Intervall tc und dem Timestamp t, um den Energie-
verbrauch zu berechnen. Sie betrachten insbesondere die Datensynchronisierung der
Daten, was auch in der vorliegenden Arbeit beachtet wird, da die Sensordaten vom
Drucker unabhängig erfasst worden sind.
ei = Pi ∗ tc (2.4)
Peng et al. [PS17] betrachten den Energieaufwand für den gesamten Lebenszy-
klus eines Produkts in der Domäne des 3D-Drucks. Für die Produktion erstellen sie
ein rudimentäres Modell, basierend auf Domänen-Wissen und einer Test-Studie. Die
verbrauchte elektrische Energie ist dabei im Wesentlichen abhängig vom Materialver-
brauch und der Druckdauer. Das Modell der vorliegenden Arbeit verwendet je nach
Evolutionsschritt unterschiedlich komplexe Modelle. Ebenso varriiert die Anzahl der
abhängigen Attribute, die bei [PS17] auf wenige begrenzt bleibt.
Als Exkurs in weitere Modellierungsverfahren dient die Arbeit von Swan et al.
[SU09]. Sie evaluieren zwei Verfahren, Top-Down und Bottom-Up. Ausgehend von
makroökonomischen Größen schließt das Top-Down-Verfahren auf die Veränderung
des Energieverbrauchs, so beeinﬂusst beispielsweise das Wetter den Heizbedarf. Beim
Im Bottom-Up-Verfahren werden einzelne Haushalte betrachtet und deren Verhalten
auf die Allgemeinheit deduziert. Hierbei werden zur Vorhersage des Energieverbrauchs
auch neuronale Netzwerke verwendet.
















































































































































































































2. Stand der Forschung 19
Die Arbeiten zu diesem Thema sind den Tabellen 5, 6, 7, 8 am Ende des Kapitels
zu entnehmen.
2.3.5. Neuronale Netze
Aufgrund der Komplexität des Energieverbrauchs von Werkzeugmaschinen wurde die
Verwendung neuronaler Netzwerke zur Vorhersage deren Energieverbrauchs bereits in
einigen Arbeiten untersucht.
Neuronale Netze sind vereinfachte mathematische Modelle, die auf der dicht ver-
netzten Parallelstruktur biologischer neuronaler Netzwerke basieren. Sie bestehen aus
Neuronen, die in verschiedenen Schichten (Layers) angeordnet und durch variable Ge-
wichte verbunden sind. In der Eingangsschicht (Input-Layer) werden die Eingangspa-
rameter übernommen, im Output-Layer wird das Endergebnis berechnet. Die dazwi-
schen liegenden Schichten (Hidden-Layer) verarbeiten die Daten wie folgt. Die zu
Beginn zufällig festgelegten Gewichte werden während des Trainingsprozesses durch
ein iteratives Verfahren berechnet. Die Neuronen gewichten die Eingangs-Signale mit
ihrem Gewicht und geben das Ergebnis an die Neuronen der folgenden Schicht weiter.
Der Lernprozess ﬁndet durch die Anpassung der Gewichte statt, mit dem Ziel die Ab-
weichung des Endergebnisses vom Label (Zielwert) der Trainingsdaten zu minimieren
[CQGR08] [CAO09].
Das BP-Netzwerk ist ein neuronales Netz, das auf dem Algorithmus der Fehlerrück-
vermehrung (Error Backpropagation) basiert. Xie et al. etablieren ein Drehmaschinen-
Energieverbrauchsvorhersagemodell auf Basis des neuronalen BP-Netzwerks [XCS+12].
Der Input besteht aus Schnittgeschwindigkeit, Vorschubgeschwindigkeit und Schnitt-
tiefe; der berechnete Output aus dem Energieverbrauch der Werkzeugmaschine beim
Schneiden. Experimentelle Ergebnisse zeigen, dass die Vorhersagegenauigkeit des Mo-
dells über 92% liegt.
Al-Hazza et el. entwickeln ein neuronales Netzwerkmodell zur Vorhersage des Ener-
gieverbrauchs von Werkzeugmaschinen für das Hochgeschwindigkeits-Hartdrehen von
AISI 4340 Stahl [FTM+11]. In der Eingangsschicht beﬁnden sich 4 Neuronen, die
Schnittgeschwindigkeit, Vorschubgeschwindigkeit, Schnitttiefe und negativen Span-
winkel (Winkel zwischen Spanﬂäche und Werkzeug-Bezugsebene) ausdrücken. Es gibt
2 Neuronen in der Ausgabeschicht, die den Energieverbrauch der Werkzeugmaschine
und die Leistung beim Schneiden repräsentieren. Die experimentellen Ergebnisse zei-
gen die beste Vorhersagequalität bei Verwendung von 20 Hidden-Layern. Damit wird
eine Abweichung von ca. 2,6% der tatsächlichen Werten erreicht. Für den Energie-
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Abbildung 6.: Netzwerkmodell zur Analyse des Einﬂusses von Prozessparametern, da-
bei steht w für weight und b für bias [QCR11]
verbrauch der Werkzeugmaschine beim Schneiden ergibt sich als relevantester Faktor
die Schnittgeschwindigkeit.
Um den Einﬂuss von Prozessparametern auf den Stromverbrauch bei Hochge-
schwindigkeits-Kugelkopﬀräsarbeiten am AISI H13-Stahl zu analysieren, entwickeln
Quintana et al. ein neuronales Netzwerkmodell zur Vorhersage des Stromverbrauchs
beim Schneiden [QCR11]. Die neuronale Netzwerkstruktur ist in Abbildung 6 darge-
stellt. 7 abhängige Attribute werden als Input des Netzwerks verwendet: Spindeldreh-
zahl, Vorschubgeschwindigkeit, Vorschub pro Fräs-Zahn, axiale Schnitttiefe, radiale
Schnitttiefe, Werkzeugradius und die Kühlmittelbedingungen. Ausgegeben werden 5
Elemente: die Leistungsaufnahme der Spindel, X-Achse, Y-Achse und Z-Achse sowie
die gesamte Leistungsaufnahme der Werkzeugmaschine beim Schneiden. Der Regres-
sionswert R misst die Korrelation zwischen den Ausgängen und den Messdaten. Die
experimentellen Ergebnisse zeigen, dass R sich 100% nähert und die Vorhersagege-
nauigkeit des Modells nahe 98% liegt. Das Modell ermöglicht die Reduzierung des
Stromverbrauchs durch die Optimierung der Parameter des Schneideprozesses.
Neuronale Netze sind in der Lage, den Energieverbrauch von Werkzeugmaschinen
vorherzusagen. Das neuronale Netz ist jedoch ein lokaler Optimierungsalgorithmus,
der leicht in den lokalen Grenzwert fällt. Es kann sich daher bei der Lösung um ein
lokales Optimum handeln und nicht um das gesuchte globale [Alt13]. Entscheidend
für die Anwendbarkeit von neuronalen Netzen ist die Qualität der Trainings-Daten.
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2.4. Planungssysteme (PS)
2.4.1. Entscheidungsverfahren
Die Produktionsplanung umfasst eine Reihe von Aufgaben. So hat sie das Ziel die
optimale Produktions-Stück-Größe (Production Lot Size) zu ﬁnden. Diese hängt von
den vorhandenen Kapazitäten und den Kundenaufträgen ab [GKM17].
Die Auswahl geeigneter Fertigungsmittel, die den Anforderungen des Produkts,
des Kunden und des Auftragnehmers berücksichtigen, ist ein weiterer Aspekt der
Produktionsplanung [Sch14].
Das Fraunhofer-Project-Center beim Institute of Computer Science and Control
beschäftigt sich in einigen Projekten mit Problemen des Schedulings und hat einige
Lösungen mit Hilfe von Hierarchischen Planungssystemen, die unter anderem geneti-
sche Algorithmen verwenden, entworfen [GKM17].
Ein wiederkehrendes Problem in der Planung ist die Entscheidungsﬁndung, sowie die
Auswahl und Gewichtung der zugrundeliegenden Kriterien. Diese Entscheidungspro-
bleme wurden umfassend in der Entscheidungstheorie erforscht. Neben der deskripti-
ven Entscheidungstheorie, die unter andrem versucht Hypothesen über das Verhalten
von realen Menschen zu treﬀen, gibt es den Zweig der präskriptiven Entscheidungs-
theorie. Sie entwickelt Verfahren, die Empfehlungen zur Lösung eines Problems er-
stellen [LGSM95].
Diese Arbeit nutzt die präskriptive Entscheidungstheorie, um die Energiedaten mit
in den Entscheidungsprozess einzubeziehen.
Nach Bamberg et al. [BCK19] besteht ein Entscheidungsprozess aus den vier Pha-
sen Problemstellung, Lösungsﬁndung, Optimierung und Implementierung. Diese Pro-
zesse werden in ein Modell überführt, das in der präskriptiven Entscheidungstheorie
aus folgenden Elementen besteht: Handlungsalternative, Umweltzustände, Ergebnisse
und Ziele [Din91].
Die Menge der Handlungsalternativen sind in der Produktionsplanung begrenzt,
es existieren deﬁnierte Alternativen, wie die Wahl der Ressourcenbelegung. Die Ent-
scheidungen werden nach [Sch14] aufgrund der Attribute und Ziele der Entscheidung
getroﬀen, typischerweise handelt es sich um Multi-Attribute-Entscheidungen (MA-
DM) [ZG13]. Mittels Verfahren wie Analytic Hierarchy Process und Analytic Network
Process können MADM bearbeitet und eine Empfehlung bzw. Lösung erstellt werden.
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Die Arbeiten zu diesem Thema sind den Tabellen 5, 6, 7 und 8 am Ende des
Kapitels zu entnehmen.
2.4.2. Energieverbrauch als Entscheidungskriterium (PE)
Technologische oder ökonomische Kriterien bildeten in der Vergangenheit die Ressour-
cen, mit denen die Produktionsplanung durchgeführt wurde. Um den Energieaufwand
zu berücksichtigen, wird die Entscheidungsgrundlage erweitert. Sogenannte energie-
orientierte Systeme berücksichtigen zudem auch das variierende Angebot an Energie.
Die Arbeiten in diesem Kapitel beschäftigen sich damit, welche Änderungen und Er-
gänzungen an den bisherigen Methoden möglich sind. In der Betrachtung liegt der
Fokus auf der Produktionsplanung, nicht auf der Art und Weise der Vorhersage.
Schrems [Sch14] entwickelt eine Methode, um den elektrischen Energiebedarf von
Produktionsmaschinen abzuschätzen. Diese Schätzung wird in der Produktionspla-
nung verwendet und beeinﬂusst die Entscheidung über die Fertigungsmittelauswahl.
Für den Entwurf der Architektur des Planungssystems wurde Schrems Methode für
diese Arbeit adaptiert.
Liu et al. [LZZ08] nutzen genetische Algorithmen, um die Produktionsplanung unter
Berücksichtigung des Energieverbrauchs zu erstellen. Sie entwickeln eine energieorien-
tierte Fertigung für einen Hybrid-Flow-Shop. Dabei handelt es sich um ein Planungs-
problem, bei dem eine Reihe von Bearbeitungszentren die Aufträge bearbeitet. Jedes
Bearbeitungszentrum besteht aus einem Satz identischer Parallelmaschinen, wobei die
Bearbeitung eines Auftrags auf genau einer der Maschinen jedes einzelnen Zentrums
erfolgen muss. Auch Luo et al. [LDH+13] beschäftigen sich mit diesem Problem unter
Einbeziehung des Energieaufwands.
Weinert [Wei10] erstellt eine mathematische Formulierung von zustandsabhängigen
Energiebedarfsmengen (Energy-Blocks) für Produktionssysteme. Die Energy-Blocks
werden für verschiedene Entscheidungen in der Ablauforganisation verwendet. Sie
sind in einer Bibliothek hinterlegt, um sie so in die Fertigungsplanung einzubinden.
Diese Vorgehensweise ähnelt der Erstellung von digitalen Zwillingen, auch wenn sie
bei Weinert nur als passive Blaupause in einer Datenbank vorliegen.
Keller [Kel] nutzt produktionsabhängige Energievorhersagen, um diese in der Pla-
nung zu berücksichtigen. Ziel dabei ist es, den Verbrauch unter dem Aspekt zu planen
die vertraglichen Regelungen mit dem Energieversorger zu erfüllen und somit ein va-
riables Lastmanagement zu erhalten. Keller erstellt zudem ein Verfahren, um den
erzielten Gewinn zu erfassen der durch den Einsatz des Systems erzielt wurde.
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Schultz [Scha] sieht die elektrische Energie als begrenzte Ressource an, die aus
zu unterscheidenden Energiequellen stammt. Das von Schultz entwickelte Verfahren
berücksichtigt Störungen im Produktionsablauf und sieht Reaktionen vor um diese zu
kompensieren. Zudem werden auch produktionsferne Verbraucher berücksichtigt, die
in ein energieorientiertes Informationssystem des gesamten Unternehmens integriert
werden. Die Modellierung der elektrischen Energievohersage ist dabei in das energie-
orientierte Informationssystem integriert. Die Abweichungen von der Prognose werden
erfasst und zur Korrektur der Vorhersage verwendet.
Einige der obigen Verfahren ermöglichen die Planung dynamisch zu ändern, auch
nach Beginn der Produktion. So kann auf ein verändertes Energieangebot, seitens des
Energieversorgers reagiert werden. Eine Adaption der Planung kann dabei energie-
intensive Tasks verschieben, Maschinen mit anderen Fertigungsmethoden verwenden
oder die Fertigungsgeschwindigkeit drosseln. Ein weitergehender Schritt umfasst die
Änderung der Produktionsparameter in Echtzeit. Diese Verfahren, insbesondere An-
forderungen an Hardware und Software, untersuchen Monizza et al.[MRR+18].
Die Arbeiten zu diesem Thema sind der Tabellen 5, 6, 7, 8 zu entnehmen.
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3. Rahmenbedingungen und Anforderungen
In diesem Kapitel werden die Rahmenbedingen und Anforderungen an die Architektur
deﬁniert. Zu Beginn wird die Domäne beschrieben. Vom Planungssystem ausgehend
werden die Anforderungen an die Vorhersage des Energieaufwands entwickelt. Sie
manifestieren sich in konkreten Anforderungen an die Vorhersage, an das Vorhersage-
Verfahren und an die Architektur. Entscheidungen über die Architektur und das Mo-
dellierungsverfahren führen zu weiteren Anforderungen. Abschließend werden die Rah-
menbedingungen betrachtet. Sie bestehen einerseits aus Eigenschaften der Daten die
deren Verwendung einschränken. Andererseits aus der Festlegung auf die Domäne der
Produktionsplanung von Fertigungsmaschinen. Wobei sich der Proof of Concept auf
den den 3D-Druck beschränkt.
3.1. Vorgehensweise
Die Vorhersage beruht auf ihrer Datenbasis, so bestehen Rahmenbedingungen seitens
der verfügbaren Daten. Der Rahmen spannt sich zwischen den verfügbaren Eigen-
schaften der Produktionsmaschinen und den technischen und administrativen Infor-
mationen die sich aus den Auftragsdaten ableiten lassen. Abgesehen von den ge-
schäftlichen Anforderungen die aus dem Kundenauftrag und den Eigeninteressen des
Produktionsunternehmens abgeleitet werden, stellt das Planungssystem funktionelle
Anforderungen.
Zu Beginn steht die Funktionsweise und der Energieverbrauch von Produktionsma-
schinen im Mittelpunkt. Dabei wird in der Domäne des additiven 3D-Drucks auf ener-
gierelevante Faktoren des zu druckenden Modells eingegangen. Es wird auf Verfahren
eingegangen, um Energiedaten zu erfassen. Abschließend werden die Anforderungen
an die Prognose, die sich aus dem Planungssystem ergeben, abgeleitet.
Abbildung 7 stellt die Rahmenbedingungen und Anforderungen strukturiert dar.
Das Planungssystem stellt Anforderungen an die Vorhersage. Dieses wiederum an das
verwendete Vorhersage-Verfahren und die Infrastruktur. Weitere Anforderungen leiten
sich aus Architekturentscheidungen ab.















































Abbildung 7.: Strukturierte Übersicht der Rahmenbedingungen und Anforderungen
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3.2. Festlegung der Domäne
Die grundlegende Motivation, den Energieverbrauch in höheren Maß zu steuern und
dies durch eine energieoptimierte Produktionsplanung zu erreichen, wurde bereits in
der Einleitung erläutert.
Domäne: Produktionsplanungssysteme für Fertigungsmaschinen
Deﬁnition: Produktionsplanungssysteme, die Tasks für ein oder mehrere Fertigungs-
maschinen planen. Dabei können ein oder mehrere Maschinen für den Task
geeignet sein. Fertigungsmaschinen bearbeiten die Werkstücke einem CNC-
Programm folgend.
3.3. Festlegung der Domäne für den Proof of Concept
Der Proof of Concept wird in der Domäne des 3D-Drucks durchgeführt.
Domäne: Produktionsplanungssystem für 3D-Drucker (FDM-Verfahren)
Deﬁnition: Produktionsplanungssysteme, die Tasks für ein oder mehrere 3D-Drucker
planen. Dabei können ein oder mehrere 3D-Drucker für den Task geeignet sein.
Die 3D-Drucker nutzen dabei verschiedene Modell-Formate des Werkstücks.
Beim Prozess der additiven Fertigung werden drei-dimensionale Objekte aus digi-
talen Modellen hergestellt. Dabei wird Material in Schichten aufeinander aufgetragen
und bei jedem Schritt mit der vorigen Schicht verbunden. Abbildung 8 stellt dies
dar. Damit unterscheidet es sich von herkömmlichen Verfahren in der Zerspanungs-
Domäne wie dem Bohren, Schleifen, Schneiden, die alle auf dem Entfernen von Ma-
terial basieren [Verma.2013].
Folgende Verfahren werden im 3D-Druck unterscheiden [DZTB17]:
 Finite element method (FEM)
 Finite diﬀerence method (FDM)
 Level set method (LSM)
 Volume of ﬂuid (VOF) method with FDM
 Lattice Boltzmann method (LBM)
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Abbildung 8.: Schematische Darstellung des FDM-Prozesses [PH18]
 Arbitrary Lagrangian-Eulerian (ALE)
Eine detaillierte Prozessbeschreibung sowie Informationen zu 3D-Druck-Technologi-
en und verwendeten Materialien ﬁnden sich in der Literatur [Hag15]. Die Vielseitigkeit
des 3D-Drucks dokumentieren die Anwendungsfelder, in denen er Verwendung ﬁndet.
 Werkzeugbau im produzierenden Gewerbe
 Vorrichtungs- und verwandter Fertigungsbau
 Stromerzeugung
 Robotik
 Wärmeaustauscher und Klimaregler
 Luft- und Raumfahrt
 Kraftfahrzeugbau und Schiﬀsbau
 Architektur und Gebäudebau
In dieser Arbeit wird von der Verwendung im produzierenden Gewerbe
ausgegangen.
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3.4. Planungsverfahren
Im Planungssystem wird eine Produktionsplanung und -steuerung (PPS) durchge-




 Mengenmäßiger und zeitlicher Produktionsablauf
 Produktionswirtschaftliche Formalziele
In dieser Arbeit wird die Produktionsablaufplanung als Methode festgelegt. Diese





Davon ist in dieser Arbeit die Kapazitätsauslastung von Relevanz. Das Ziel hierbei
können hohe Stückzahlen pro Maschinenstunde oder geringe Leerzeiten sein [KLL18].
Die zu planenden Aufträge werden in Tasks aufgeteilt. Jeder Task entspricht einem Be-
arbeitungsschritt in einer Fertigungsmaschine. Den Tasks sind speziﬁsche Eigenschaf-
ten zugeordnet, wie die erforderlichen Begebenheiten bei der Bearbeitung (Druckpa-
rameter), Priorität des Auftrags oder voraussichtliche Dauer der Tasks.
Zur Konkretisierung werden Use-Cases bzw. Funktionsarten des Planungssystems
erstellt. Die Tabellen 9 am Ende des Kapitels enthalten eine Zusammenfassung der
Anforderungen.
3.4.1. Statische Planung (StaPla)
Die Belegung der Kapazitäten (Maschinenbelegungsplan) wird durch das Planungs-
system erstellt. Die zu planenden Aufträge und deren Tasks stehen zu Beginn der
Planung fest, eine nachträgliche Änderung ist nicht möglich. Prioritäten der Task wer-
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den dabei berücksichtigt, eine optimale Kapazitätsauslastung wird angestrebt. Dabei
werden zum Zeitpunkt der Planung die voraussichtlich belegten Ressourcen benötigt,
so die Dauer und der Energieaufwand des Tasks. Die Vorhersage des Energieaufwands
wird für alle Belegungen einmalig ermittelt. Bei der Entscheidung über die Belegung
wird der Energieaufwand berücksichtigt.
Anforderung an die Vorhersage: Die Vorhersage basiert auf den Informationen
der Tasks und den Eigenschaften der Fertigungsmaschine. Dabei handelt es sich um
einzelne Parameter, bis hin zu einer Menge von hunderten von Parametern. Vom Pla-
nungssystem wird der Energieaufwand als simples Attribut eines jeden Tasks erwartet.
Aus Sicht der Vorhersage handelt es sich um ein Regressionsproblem. Die Zeit zur
Erstellung der Vorhersage ist nicht kritisch, sie wirkt sich jedoch auf die benötigte
Zeit zur Planungserstellung aus. Die Modelle für die Fertigungsmaschinen liegen zum
Zeitpunkt der Vorhersage bereits vor. Die Anzahl der abhängigen Attribute ist, wie
in Kapitel 4.2 erläutert, überschaubar. Der Aufwand um die Vorhersage zu berech-
nen wird daher moderat sein. Aus der moderaten Reaktionszeit und dem moderaten
Rechenaufwand ergeben sich moderate Anforderungen an die Infrastruktur.
3.4.2. Dynamisches Ressourcenmanagement (DynaRes)
Anstatt einer statischen Planung wird ein dynamisches Ressourcenmanagement be-
trieben, das die Belegung aufgrund veränderter Bedingungen anpassen kann. Än-
derungen sind unter anderem erforderlich, wenn weitere Tasks zeitnah einzuplanen
sind, aktive Tasks ihren Ressourcenverbrauch ändern oder sich Parameter der Bear-
beitung durch die Fertigungsmaschinen ändern. Die Belegung der Kapazitäten wird
durch das Planungssystem erstellt. Die zu planenden Aufträge und deren Tasks wer-
den dynamisch in die Planung aufgenommen. Prioritäten der Tasks werden dabei
berücksichtigt, eine optimale Kapazitätsauslastung wird angestrebt. Dabei werden
beim Eintreﬀen der Aufträge die zu belegenden Ressourcen benötigt, somit auch der
Energieaufwand. Eine Prognose des Energieaufwands wird für geplante Belegungen
einmalig ermittelt. Bei der Entscheidung über die Belegung wird der Energieaufwand
berücksichtigt. Der tatsächliche Ressourcenverbrauch wird erfasst. Abweichungen von
der geplanten Belegung werden während der Fertigung überwacht und behandelt.
Anforderung an die Vorhersage: Anders als bei StaPla ist die Zeit für die Er-
stellung der Vorhersage kritisch. Die Trägheit der Ressourcenplanung verringert maß-
geblich die Eﬀektivität des Ressourcenmanagers. Daher ist eine geringe Reaktionszeit
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notwendig, was höhere Anforderungen an die Infrastruktur stellt. Um die Infrastruktur
zu entlasten, kann die Anzahl an untersuchten Belegungsszenarien begrenzt werden.
3.4.3. Simulation eines dynamischen Ressourcenmanagements (SimDynaRes)
Zusätzlich zum dynamischen Ressourcenmanagement wird die Belegung im Zeitver-
lauf simuliert. So kann zu jedem Zeitpunkt der prognostizierte Ressourcenverbrauch
beziﬀert werden. Die Belegung der Kapazitäten wird durch das Planungssystem er-
stellt und simuliert. Die zu planenden Aufträge und deren Tasks werden dynamisch in
die Planung aufgenommen. Die Prioritäten der Tasks werden berücksichtigt mit dem
Ziel einer optimalen Kapazitätsauslastung. Dabei werden beim Eintreﬀen der Aufträge
die zu belegenden Ressourcen benötigt, dies betriﬀt auch den Energieaufwand. Eine
Prognose des Energieaufwands wird für mögliche Belegungen einmalig ermittelt. Bei
der Entscheidung über die Belegung wird der Energieaufwand berücksichtigt.
Anforderung an die Vorhersage: Anders als bei StaPla und DynaRes beschäftigt
sich die Vorhersage nicht mit einzelnen Attributen. Um die Belegung zu simulieren wird
ein Zeitverlauf prognostiziert, dieser beschreibt den Energieaufwand je Zeitabschnitt
(Takt). Dies setzt eine erweiterte Datenbasis voraus, die Zeitverläufe der abhängigen
Attribute enthält. Dies erfordert eine rechenintensive Vorhersage von Zeitreihen. Um
die Anforderungen an die Infrastruktur zu verringern können Einschränkungen der
Dynamik sinnvoll sein.
3.4.4. Variationen der Use Cases
Remod: Eine Variation der Use Cases ist die Berücksichtigung von Änderungen an
den Maschinenparametern, so können sich durch Verschleißerscheinungen Par-
armeter der Maschinen-Werkzeuge verändern.
Ereignisse: Als Basis für Vorhersagen kann Event-Detection verwendet werden. Ins-
besondere für SimDynaRes kann sie vorteilhaft sein um die Datenmengen zu
reduzieren.
Timeseries als Basis: Als Basis für StaPla und DynaRes können Zeitreihen ver-
wendet werden, so könnte der Energieverbrauch als Messreihe von Energieauf-
nahmen anstatt als Energieaufwand (einzelnes Attribut) zur Verfügung stehen.
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Bereich StaPla DynaRes SimDynaRes
Basis-Daten Attribute Attribute Komplex
Ziel-Daten Attribute Attribute Komplex
Vorhersage-Problem Regression Regression Zeitreihen-Regression
Reaktionszeit Moderat Hoch Moderat
Vorhersage-Aufwand Moderat Moderat Sehr Hoch
Dynamik Statisch Statisch Statisch
Infrastruktur-Anforderung Moderat Hoch Hoch
Tabelle 9.: Anforderungen je Use Case
Bereich mögliche Anforderungen
Basis-Daten + Ziel-Daten Attribute Komplex
Vorhersage-Problem Regression Zeitreihen-Regression
Reaktionszeit Moderat Hoch/Nahe Echtzeit
Dynamik Statisch Dynamisch
Tabelle 10.: Anforderungsvariationen der Use Cases
3.5. Anforderungen an die Vorhersage
Neben den funktionalen Anforderungen des Planungssystems, wird das System fol-
gende nichtfunktionale Anforderungen erfüllen:
Flexible Anwendbarkeit. Das System wird nach der Maßgabe entworfen, eine Ho-
he Adaptionsfähigkeit zu besitzen. Es wird generische Komponenten vorsehen,
die die Vorhersage des Energieaufwands unabhängig von der genutzten Ferti-
gungsmaschine machen. Konkret kann es in der Domäne 'Fertigung' auf Fräs-
maschine, Schleifmaschinen, Schweißmaschinen oder 3D-Drucker angewendet
werden.
Domänenwissen. Die Adaption soll nur ein geringes Maß an Domänenwissen erfor-
dern. Im Vergleich zu parametrisch-mathematischen Modellen und holistischen
Simulationen, die auf umfangreichem physikalischen Wissen beruhen.
Empirische Daten. Es soll davon ausgegangen werden, dass gelabelte empirische
Daten vorhanden sind. Diese Messwerte des Energieaufwands liegen als getak-
teter Datenstrom bzw. einer Zeitreihe vor. Vom Produktionsplanungssystem
können strukturierte Daten bezogen werden. Ebenfalls liegen die Datenblätter
der Fertigungsmaschine sowie Umgebungsmessungen vor.
Die funktionalen Anforderungen des Planungssystems an die Vorhersage fasst Tabelle
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10 zusammen.
3.6. Anforderungen an die Architektur
Die Produktionsplanung erstellt eine Menge an Maschinenbelegungspläne und ent-
scheidet, welche der Pläne umgesetzt wird. Dabei entstehen je nach Anzahl und
Gewichtung von Ressourcen (Maschinen, Maschinenkonﬁgurationen, Aufträgen) und
Zielen (Auslastung, Gewinn) eine Menge an Alternativen. Jede dieser Alternativen
beinhaltet wiederum eine Menge an Tasks, für die eine Energieaufwands-Prognose
erstellt wird. Aus den Anforderungen des Planungssystems ergibt sich folgendes Proﬁl
für die System-Architektur:
Skalierbarkeit. Die Anzahl der zu erstellenden Prognosen kann stark variieren.
Kurze Bereitstellungszeit. Die Komponenten zur Erstellung der Prognosen (Digi-
tale Zwillinge), müssen je nach Use Case moderate Reaktionszeiten bis hin zu
Echtzeit-Reaktionszeiten erreichen. Die Reaktionszeit umfasst dabei Bereitstel-
lung und Berechnung der Prognose. Folgerung: Die Zeit zur Bereitstellung der
Komponente ist zu minimieren, da sie die Erstellung der Prognose verlängert.
Eine gesonderte Lösung für die Echtzeit-Anforderung ist zu entwickeln.
Flexibilität bei Änderungen der modellierten Systeme. Fertigungsmaschinen
können im Zeitverlauf Verschleiß aufweisen oder Umbauten erfahren. Dies führt
zu Änderungen der Funktionsweise und somit veränderten Produktionspara-
metern. Auf diese und weitere Änderungen der modellierten Systeme soll das
System vorbereitet sein.
Deployment. Ein eﬀektives Deployment der Vorhersage-Komponenten soll in der
Architektur berücksichtigt werden.
3.7. Abstraktion
Die Verknüpfung zwischen Physischer- und Cyber-Welt stellt unter anderem Messwer-
te, Modelldaten, physikalische Gesetze und Simulationen dar. Die Abstraktion der
realen Welt bildet eine grundlegende Rahmenbedingung bei der Erstellung von Mo-
dellen, sie bildet die Datenbasis. Es ist anzunehmen, dass die Qualität des Modells
proportional zur Qualität der Daten verläuft. Die Annahmen zur Qualität gliedern sich
in folgende Aspekte:
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Exaktheit der Label. Das System dieser Arbeit setzt gelabelte Daten voraus. Die
Korrektheit der Label soll als hoch angenommen werden.
Anzahl Datensätze. Aufgrund des hohen Aufwand zu Erfassung von empirischen
Produktionsdaten, ist die Anzahl der gelabelten Datensätze je Maschinenkonﬁ-
guration als gering, Größenordnung 50, anzunehmen.
Präzision der Daten. Die Präzision der Daten ist als exakt anzunehmen.
Aussagekräftigkeit. Die Untersuchung, welche Daten relevant sind, ist Teil dieser
Arbeit.
Die Herkunft der Daten bestimmt darüber inwieweit sie vor Verwendung interpretiert
werden müssen (Pre-Processing). Dies kann Parsen, rechnerisches Aufbereiten oder
Fehleradaption umfassen. Annahmen für die jeweiligen Daten-Quellen sind wie folgt:
Emprisische Daten. Liegen als rohe Messdaten vor, in der Regel als Datenstrom.
Ein hohes Maß an Pre-Processing ist anzunehmen.
Katalog Daten. Informationen die strukturiert abgelegt sind, in Dokumenten oder
Datenbanken. Zum Beispiel können dies Daten aus Datenblättern des Herstellers
sein. Sie liegen als Fremddaten vor, in lokalen oder entfernten Systemen. Sie
sind heterogen strukturiert und müssen teils interpretiert (geparst) werden.
Erzeugte strukturierte Daten. Daten die von eigenen Systemen erzeugt werden.
Dabei kann auf deren Struktur Einﬂuss genommen werden. Dies sind i.d.R.
Daten des Auftrags, die vom Planungssystem bereitgestellt werden.
Systemfremde erzeugte stukrutrierte Daten. Strukturierte Daten die aus
Fremdsystemen stammen. Eine homogene Datenstruktur kann vorliegen, sie ist
zur direkten Weiterverarbeitung ungeeignet. Pre-Processing Maßnahmen zur
Adaption werden benötigt.
3.7.1. Produktionsauftrag
Die Tasks der einzelnen Aufträge enthalten administrative und produktionsbezogene
Informationen und sollen Teil der Datenbasis zur Vorhersage des Energieaufwands sein.
Sie bilden den Auftrag auf einzelne Planungselemente ab. Einﬂuss auf die Planung
nimmt dabei die Priorität des Auftrags, in dem dessen Tasks entsprechend der Priori-
tät eingeplant werden. Weitere Parameter können Termin-Erreichung oder Tageszeit-
Vorgaben sein. Produktionsbezogene Informationen beschreiben wie das Werkstück
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in der Fertigungsmaschine durch das Maschinen-Werkzeug bearbeitet werden. Teile
davon sind die Parameter des Werkstück-Materials, Anforderungen an die Umgebung
sowie das CNC-Programm.
3.7.2. Produktionsmaschine
Es soll davon ausgegangen werden, dass für die Produktionsmaschinen Datenblätter,
die alle notwendigen Parameter beinhalten, vorliegen. Die Produktionsparameter las-
sen sich durch Konﬁguration der Maschinen anpassen. Die Produktion kann durch die
Umgebung beeinﬂusst werden.
3.7.3. Energieaufwand
Produktionsmaschinen bestehen aus einer Vielzahl an energiekonsumierenden Kom-
ponenten, wie den Maschinen-Werkzeugen, dem zentralen Antrieb oder den Kühlsy-
stemen. Die Energieaufnahme der Komponenten variiert mit deren Verwendung. Sie
tragen indirekt oder direkt zur Bearbeitung bei. Des Weiteren gibt es durch ungewoll-
te Energieumwandlungen Energieverluste, dies können Reibungsverluste in Getrieben
oder Wärmeverluste in Heiz-Einheiten sein [Sch14]. Um die Energie zur Herstellung
oder Bearbeitung eines Werkstücks zu erhalten, kann, wie in Kapitel 2 beschrieben,
auf folgende Weisen vorgegangen werden:
Physikalisches Modell. Beschreibt wie die aufgenommene elektrische Energie in
Wärme oder kinetische Energie zur Bearbeitung des Werkstücks umgewandelt
wird.
Modelldaten des Herstellers. Legt den Energieaufwand für die Bearbeitung des
Werkstücks in Abhängigkeit zu den Bearbeitungsparametern fest.
Empirische Messung. Messung der elektrischen Energieaufnahme während der Be-
arbeitung des Werkstücks. Dabei wird die aufgenommene elektrische Leistung
(Watt) getaktet (i.d.R. Sekundentakt) gemessen. Die Messwerte der Bearbei-
tungszeit ergeben kumuliert die elektrische Arbeit bzw. Energie (Wattstunde).
In Kapitel 2 ist ersichtlich, welche Herangehensweisen sich zur empirischen Erfassung
des Energieverbrauchs etabliert haben. Bezogen auf die Fertigung eines Werkstücks
sind dies folgende:
Messung an den einzelnen elektrischen Bauteilen. Relevante elektrische Bau-
40 3. Rahmenbedingungen und Anforderungen
teile der Maschine werden an festgelegten Messpunkten vermessen. Wird für
die Erstellung von holistischen Simulationen angewendet.
Messung der Komponenten. Relevante Baugruppen der Maschine werden an de-
ren Stromaufnahme-Verbindungen vermessen. Wird für gekapselte Simulationen
verwendet.
Messung der Maschinen-Werkzeuge. Nur die Baugruppen die das Werkstück
bearbeiten werden vermessen. Dies sind die Maschinen-Werkzeuge.
Messung der Maschine. Die Stromaufnahme der gesamten Fertigungsmaschine
wird an ihrem Stromanschluss zum Hausnetz vermessen.
Der Aufwand, um die Messung an der Maschine durchzuführen, ist von allen Ver-
fahren die geringste. Zum Aufbau des Messstandes wird kein elektrisches Fachwissen
benötigt. Zudem ist kein Eingriﬀ in die Maschine notwendig, dies bringt Vorteile bei
Sicherheitsaspekten und rechtlichen Vorgaben mit sich. Das System soll dafür ausge-
legt sein, die Prognosen auf Basis der Messdaten der gesamten Maschine zu erstellen.
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4. Modellierung des Energieaufwands
In diesem Kapitel werden zunächst Verfahren entwickelt, um die Abstraktion der
physischen Daten strukturiert durchzuführen. Es wird analysiert, welche Daten in
welcher Form zu Verfügung stehen. Diese werden strukturiert und relevante Daten der
Nutzung im Modell zugeordnet. Das Verfahren Datenschablone zur systematischen
Erfassung wird entwickelt. Es folgt eine Analyse zur Erstellung der Vorhersage mittels
maschinellem Lernens. Schritte zur Erstellung und Weiterentwicklung von neuronalen
Netzen werden besprochen.
4.1. Aufbau der Datenbasis
Im Folgenden wird die Datenbasis diskutiert. Eine Analyse zur Abstraktion der Elemen-
te Produktionsauftrag, Produktionsmaschine und Energieaufwand wird durchgeführt.
Dabei wird die Akquirierung von relevanten Daten untersucht, sowie die erhaltenen
Daten beschrieben. Die Quellen werden nach den in Kapitel 3 aufgestellten Kriteri-
en des Pre-Processing klassiﬁziert. Der zu erwartende Prozess der Aufbereitung wird
umrissen.
4.1.1. Abstraktion des Produktionsauftrags
Als Datenquelle werden Information des Produktions-Planungs-Systems genutzt. Die-
se bestehen aus dem Auftrag, respektive den daraus abgeleiteten Tasks. Sie beinhalten
welche Vorgänge auf das Werkstück angewendet werden. Teil des Auftrags sind auch
Qualitätsvorgaben, die sich in nachträglichen Änderungen von Bearbeitungsparame-
tern (Geschwindigkeit) oder zusätzlichen Parametern (Nachbearbeitung) manifestie-
ren. Weitere Parameter werden generiert um die Bearbeitung technisch umzusetzen
(Hilfsmaterial). Die Ablaufplanung erzeugt oder ändert ebenfalls Parameter (Priorität,
zeitliche Abbruchkriterien).
Bei Task-Daten kann zwischen Werkstück-Daten und Bearbeitungsparametern un-
terschieden werden. Die Werkstück-Daten beinhalten eine Beschreibung der geome-
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Modell-Art Beispiel Format Bearbeitungsdaten
2D Model DXF Nein
3D Modell(Prop) CATProduct Optional
3D Modell(ISO) STP Ja
Mesh STL, OBJ Nein
CNC-Programm g-code Ja
Tabelle 11.: Modellformate
trischen Form, sowie Beschreibung des Materials, aus dem das Werkstück bestehen
soll. Die geometrische Form, ausgedrückt als Modell, durchläuft in seinem Modellie-
rungsprozess Stufen der Entwicklung, jede erzeugt dabei ein Modell unterschiedlichen
Formats. Zumeist lassen sich die Modelle nicht mehr in die vorherige Form überführen.
So ist der Übergang der Beschreibungsmethode von Algorithmen zu Dreiecks-Netzen
(Mesh) irreversibel. Ziel aller Schritte ist die Erstellung eines CNC-Programms. Tabelle
11 gibt eine Übersicht über einige Formate bzw. Schnittstellen zur Objektbeschreibung
[Bob] [Schb].
Wie ein Modell gefertigt werden soll, beschreiben die Bearbeitungsparameter. Sie
beinhalten unter anderem Informationen über Toleranzen, Materialeigenschaften, Tex-
turen, Materialarten und Topologien des Objekts. Diese Information können implizit
in der Objektbeschreibung enthalten sein, so stellt ein g-Code den gesamten Bearbei-
tungsprozess dar. In Mesh-Dateien hingegen fehlen diese Informationen und müssen
explizit in peripheren Dateien deﬁniert werden.
Typ: Strukturierte Fremd-Daten.
Die Tasks können auf Fremdquellen (Stücklisten-Datenbanken) verweisen, in inter-
pretierbare Formate übertragen werden oder aufwandsvoll interpretiert werden. Sie
müssen daher teilweise aufbereitet werden. Dies sollte der gleiche Prozess sein, wie
zur Aufbereitung der Daten für die spätere Produktion. So kann es erforderlich sein,
das Gewicht des Werkstücks anhand von Materialart und Volumen zu berechnen.
Dazu kann das relative Gewicht des Materials durch Verweis auf die Materialart aus
einer Fremddatenbank geladen werden. Des Weiteren kann eine Umrechnung von
Maßeinheiten stattﬁnden, zum Beispiel eine Konvertierung der Bemaßung aus dem
angloamerikanischen (Inch etc.) in das metrische System.
In dieser Arbeit wird eine eindeutige 1 zu 1 Zuordnung von Task zu Task-Beschrei-
bung angenommen. Die Tasks verweisen nicht auf andere, somit ändern sich sämtliche
Informationen von Task zu Task.
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4.1.2. Abstraktion von Produktionsmaschinen
Zur Beschreibung von Produktionsmaschinen können Datenblätter der Hersteller her-
angezogen werden. Nach Umbauten an der Maschine können diese aktualisiert werden.
Diese Daten stellen den Zustand der Maschine nach Auslieferung dar. Zu erwar-
tende Änderungen aufgrund von Verschleiß und ähnlichem können ebenfalls in den
Datenblättern enthalten sein. Da tatsächliches Verhalten der Maschine von vielen
Faktoren abhängig ist, können die Datenblätter nur als Referenz dienen. Die Pro-
duktionsstunden und weitere Parameter die den aktuellen Zustand beschreiben sind
notwendig, um die Maschine exakt zu erfassen.
Eine Reihe von Parametern ist von der Umgebung abhängig. So ist die Fertigungs-
Präzision von Erschütterungen oder Vibrationsdämpfung, der energetische Aufwand
um ein Werkzeug aufzuheizen von der Umgebungstemperatur abhängig. Diese Para-
meter stehen als Umgebungsbeschreibung zu Verfügung, teilweise als Zeitverlaufsda-
ten bzw. Datenstrom aus Messdaten.
Typ: Strukturierte Fremd-Daten & unstrukturierte Fremd-Daten (Datenstrom).
4.1.3. Abstraktion des Energieaufwands
Der Aufwand zur Bearbeitung bzw. Herstellung des Werkstücks wird empirisch er-
fasst. Nach Aufbereitung der Daten liegt eine Zeitreihe von Messpunkten vor, die den
Stromverbrauch während der Bearbeitung beschreiben. Dies kann direkt verwendet
werden, wie im Use Case der Simulation (SimDynaRes) beschrieben wurde.
Typ: Unstrukturierte Fremd-Daten (Datenstrom).
Um den gesamten Energieaufwand zur Herstellung eines Werkstücks zu erhalten,
werden die einzelnen Messungen zu einem kumulierten Wert zusammengefasst.
Typ: Strukturierte Daten.
4.1.4. Klassiﬁzieren der Datenbasis
Die Datenbasis zur Modellierung des Energieaufwands umfasst alle dafür notwendi-
gen Informationen, bestehend aus der Abstraktion der Fertigungsmaschine, des Fer-
tigungstasks und des resultierenden Energieaufwands. Inwiefern das Modell von In-
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Abbildung 9.: Maschinenabstraktion
formationen abhängt, ist von Parameter zu Parameter unterschiedlich, ebenso die
Variabilität der Daten.
Aus der Maschinenabstraktion ließe sich ein vollständiges Modell entwickeln. Die
Task-Daten könnten als abhängige Attribute bzw. Features als Input für die Prognose
genutzt werden.
Jedoch ändern sich manche Parameter der Maschine. Erfordert die Bearbeitung eine
neue Konﬁguration mit geringer Rüstzeit des Maschinenwerkzeugs, ändert sich der
Zustand der Maschine von Task zu Task. Zudem müssen die Umgebungsparameter
in die Prognose einﬂießen.
Eine diﬀerenzierte Untersuchung der Daten, die zur Modellierung herangezogen
werden und die als abhängige Parameter bzw. Features dienen, ist notwendig. Schau-
bild 9 fast diese Abstraktion zusammen.
Die Information über die Fertigungsmaschine und deren Umgebung werden nach deren
Variabilität und Auswirkung klassiﬁziert. Dafür werden die Klassen Fluid, Weich und
Fest eingeführt.
Fluide Parameter ändern sich häuﬁg. Sie liegen als Messreihe vor. Beispiele hierfür
ist die Umgebungstemperatur.
Weiche Parameter variieren oft, beispielsweise mit jedem Task der bearbeitet wird.
So kann ein Wechsel eines Teils des Werkzeugs, wie der Fräskopf oder einer
Druckdüse einige Parameter ändern. Die Rüstzeit ist gering. Diese Änderungen
bleiben jedoch auf Subsysteme beschränkt.
Feste Parameter werden einmalig festgelegt. Die Rüstzeit ist hoch. Eine Änderung
führt zu einer Reihe von Änderungen in weiteren Parametern.
Die weiteren Klassen sind:
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Die Task-Daten des Produktionssystems werden in zwei Klassen unterteilt. Ana-
log zur Analyse aus Abschnitt 4.1.1 sind dies die Werkstück-Daten, die das
Werkstück als Objekt beschreiben (z.B. CAD-Modell). Zuzüglich dazu beschrei-
ben die Bearbeitungsparameter, wie das Werkstück-Objekt zu einem physischen
Werkstück wird (z.B. Bearbeitungsgeschwindigkeit) .
Energiedaten. Für die Energiedaten leitet sich eine eigene Klasse ab. Der Inhalt
ändert sich für jede Prognose und ist von den Task-Daten abhängig. Die Ei-
genschaften der Klasse ändern sich abhängig vom Use Case. So kann es sich
um ein einfaches Daten-Tupel handeln, das den Energieaufwand der Produktion
darstellt oder um eine Reihe von Tupeln, die den Zeitverlauf der aufgewendeten
Leistung darstellen.
Gültige Produktionsbereiche. Eine weitere Klasse stellen die gültigen Produkti-
onsbereiche dar. Sie ergeben sich aus den Maschinen-Parametern und den Be-
arbeitungsparametern. Da deren Erstellung überwacht werden muss und einen
erheblichen Aufwand darstellt, werden sie als redundante Daten abgelegt. Da
sie auch dazu dienen kompatible Modelle für Tasks zu ﬁnden, wird somit ein
schneller Zugriﬀ ermöglicht.
Die weichen und festen Parameter der Maschine, sowie die gültigen Produktions-
bereiche bilden zusammen mit den Energiedaten das Maschinen-Proﬁl. Es bildet die
Identität einer Maschine ab. Eine Änderung darin führt zu einer neuen Identität und
daher zu einem neuen Modell.
Die ﬂuiden Parameter der Maschine, sowie die beiden Klassen (Werkstück + Be-
arbeitung) der Task-Daten, Werkstück-Daten und Bearbeitungsparameter bilden das
Werk-Proﬁl. Das Modell kann sich nicht auf die Daten stützen. Sie bilden die abhän-
gigen Attribute bzw. Features, von denen die Prognose abhängt. Sie hängen mit dem
Werkstück direkt zusammen, sowie dessen Bearbeitung-Umstände.
Schaubild 10 gibt einen Überblick über die Klassiﬁzierung, wie die Klassen zusam-
mengefasst und für die Nutzung der Prognose verwendet werden.
4.2. Vorgehensmodell: Datenschablone
Zur Erstellung eines digitalen Zwillings wird ein Maschinen-Proﬁl benötigt, respekti-
ve zur Nutzung ein Werkproﬁl. Domänenwissen ist notwendig um die Parameter zu
identiﬁzieren, die den Energieverbrauch beeinﬂussen.
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Dieser Schritt bildet die Basis des digitalen Zwillings und muss daher Anforde-
rungen wie Nachvollziehbarkeit und Vollständigkeit erfüllen. Die wiederholte Analyse
derselben Maschine sollte gleiche Ergebnisse erzielen. Weder überﬂüssige Parameter
sollten einbezogen werden, noch relevante Parameter ausgeschlossen werden, um die
Vorhersagequalität zu gewährleisten.
4.2.1. Entwicklung des Vorgehensmodells
Im Folgenden wird ein Vorgehen entwickelt und exemplarisch durchgeführt, mit dem
Ziel es auf Maschinen anwenden zu können, unabhängig ihrer Domäne. Es besteht
aus zwei Abschnitten.
Im ersten Schritt wird eine Schablone erstellt, die alle relevanten Daten der Domäne
abbildet. Dabei werden Daten von physischen Maschinen erfasst und klassiﬁziert. Das
Werkstück wird auf relevante Kriterien hin untersucht. Der Task wird anhand der
Werkstück-Daten und der Bearbeitungs-Parameter untersucht. Die Anforderungen an
die Vorhersage werden erfasst.
Aus den entstandenen Klassen werden im zweiten Schritt das Maschinen-Proﬁl und
das Werkstück-Proﬁl ableitet.
1. Erstellung einer Schablone
1.1. Festlegung der exakten Domäne
1.2. Analyse des Produktionsprozesses
1.3. Erfassen der Parameter und Einteilen in Klassen
1.3.1. Maschinen-Sicht
1.3.1.1. Welche Parameter deﬁnieren die Maschine?
1.3.1.2. Welche Parameter der Maschine korrelieren mit dem Energieauf-
wand?
1.3.1.3. Welche Werkzeuge sind installiert?
1.3.2. Werkzeug-Sicht:
1.3.2.1. Welche Parameter deﬁnieren das Werkzeug?
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1.3.2.2. Welche Parameter des Werkzeugs korrelieren mit dem Energie-
aufwand?
1.3.3. Werkstoﬀ-Sicht
1.3.3.1. Welche Parameter deﬁnieren den Werkstoﬀ?
1.3.3.2. Welche Parameter des Werkstücks korrelieren mit dem Energie-
aufwand? Hierbei ist das Anlegen einer Werkstoﬀ-Datenbank sinn-
voll.
1.3.4. Task-Sicht
1.3.4.1. Welche Anforderungen gibt es an den Produktionsprozess, jeweils
für Maschine, Werkzeug, Werkstoﬀ und Umgebung?
1.3.4.2. Zentral ist das CAD-Programm, das aus dem 3D-Modell erzeugt
wird. Darin enthalten ist der Tool-Path, eine programmatische
Beschreibung des Wegs, den die jeweiligen Werkzeuge nehmen.
Auf diesem Weg aktivieren sie verschiedene Fähigkeiten, dies kann
die Erhöhung der Fräser-Drehzahl oder die Temperaturerhöhung
des Druckkopfs sein. Beim Fräsen führt der Weg durch das Werk-
stück hindurch, beim 3D-Druck wird durch Abfahren des Wegs
das Werkstück erzeugt.
1.3.5. Prognoseparameter
Die Anforderungen an die Vorhersage ﬁnden sich in den Progno-
separametern. Grundsätzlich handelt es sich dabei um Regression-
Vorhersagen, jedoch mit Unterscheidungen an Komplexität, Aktuali-
tät und Form. So kann entweder ein kumulierter Wert gefordert sein,
der die Stromvorhersage über den Zeitraum der Werkstoﬀ-Bearbeitung
liefert oder der Verlauf des Energieverbrauchs während der Werkstoﬀ-
Bearbeitung. Grundlage für letzteres wären einige tausend Datensätze,
der Energiebedarf im Sekundentakt. Denkbar hierbei sind auch Vor-
hersagen darüber, wann welches Werkzeug verwendet wird oder wann
das Werkzeug welche Handlung vornimmt.
2. Ableiten von Maschinen-Proﬁl und Werkstück-Proﬁl
Die Parameter werden in Klassen unterteilt. Die Daten der Maschine werden
dabei in ﬂuide Parameter, weiche Parameter und harte Parameter klassiﬁziert.
Fluide Parameter haben die Eigenschaft sich anhaltend zu ändern. Umgebungs-
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parameter fallen in der Regel in diese Klasse. Harte Parameter stehen charak-
teristisch seit Herstellung der Maschine fest oder lassen sich nur durch Umbau
der Maschine ändern.
Die zwei Klassen der Task-Daten bilden die Werkstück-Daten und die CAD-
Daten. Das Werkstück wird aus den CAD-Daten gebildet, wobei die Bearbei-
tungsparameter deﬁnieren wie die CAD-Daten physisch umgesetzt werden.
2.1. Maschine
2.1.1. FP - Fluide Parameter
2.1.2. WP - Weiche Parameter
2.1.3. HP - Harte Parameter
2.2. Taskdaten
2.2.1. WD - Werkstück-Daten
2.2.2. BP - Bearbeitungsparameter
2.3. PP - Prognoseparameter
Das Maschinen-Proﬁl wird aus den Klassen weiche Parameter, harte Parameter
und Prognoseparameter; das Werkstückproﬁl aus den Klassen ﬂuide Parameter,
Werkstück-Daten und Bearbeitungsparameter gebildet.
4.3. Vorhersage des Energieaufwands
Vorhersagen über die Reaktion von Systemen basieren auf einer Modellierung. Diese
kann, wie in Kapitel 2 beschrieben, als holistische Simulation oder mathematisches
Modell erfolgen.
4.3.1. Modellierung mittels maschinellen Lernens
Wird die Modellierung als Regressionsproblem betrachtet, können Machine-Learning-
Verfahren angewendet werden. Ein von Cavalieri et al. [CMP04] durchgeführter Ver-
gleich ergibt eine höhere Eﬃzienz von neuronalen Netzen gegenüber parametrisierten
Modellen.
50 4. Modellierung des Energieaufwands
Zur Erstellung von Modellen mittels Machine-Learning ist weniger Domänen-Wissen
notwendig. Eine einfache Analyse der Fertigungsprozesse ist ausreichend, um zwei
grundlegende Schritte im Machine-Learning-Verfahren durchführen zu können:
Grundlagen auf Basis von Domänen-Wissen schaﬀen.
Dies ist als Basis für Modellierungsüberlegungen notwendig, so kann der zu
modellierende Prozesse in Unterprozesse aufgeteilt, passende Machine-Learning-
Verfahren eruiert oder relevante Messpunkte für empirische Daten festgelegt
werden.
Erstellen einer Datengrundlage.
Die Gesamtheit der Daten wird geschaﬀen. Dies können empirische Daten sein,
die gezielt erfasst werden müssen oder Fremd-Daten, die extrahiert werden
müssen.
Bei neuronalen Netzen ist eine spätere Anpassung des Modells ohne Domänenwissen
möglich. Sollten sich Parameter des Systems ändern, kann das Modell nach trainiert
werden. Die Basis der Daten kann im produktiven Ablauf erweitert werden und das
Modell wiederum trainiert werden.
Ein wesentlicher Nachteil von neuronalen Netzen ist die fehlende Nachvollziehbar-
keit der Ergebnisse. Weitere Vor- und Nachteile sind bereits in der Literatur ausführlich
diskutiert worden [BHM], [Pat97], [Nic]. In dieser Arbeit werden neuronale Netze zur
Vorhersage des Energieaufwands genutzt.
4.3.2. Architektur des neuronalen Netzes
Im Folgenden werden vier Architekturen von neuronalen Netzen auf deren Eignung
hin betrachtet.
Mehrschichtige Feedforward-Netze (MLP)
Sie bestehen aus einer oder mehreren Schichten von Neuronen. Die Daten werden
dem Input-Layer zugeführt, ein oder mehrere Hidden-Layer abstrahieren die Daten.
Die Vorhersagen werden durch den Output-Layer getroﬀen. MLPs sind für Klassiﬁ-
kationsprobleme passend, insbesondere wenn die Daten gelabelt sind oder Klassen
zugeordnet sind. Sie eignen sich auch für Regressionsprobleme, bei denen eine reale
Größe aufgrund einer Reihe von Eingaben vorhergesagt wird. Die Daten werden oft in
einem tabellarischen Format bereitgestellt [Jas19]. Generell sind sie ﬂexibel und eig-
nen sich für eine Verknüpfung der Ein- und Ausgaben. Sie eignen sich für Bilddaten,
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Textdaten, Zeitreihendaten und andere Arten von Daten [Fro18].
Convolutional Neural Networks (CNN)
Convolutional Neural Networks wurden entwickelt, um Bilddaten auf eine Ausgabeva-
riable abzubilden. Sie haben sich als so eﬀektiv erwiesen, dass sie die ideale Methode
für jede Art von Vorhersageproblem mit Bilddaten als Input sind. Der Vorteil der
Verwendung von CNNs ist ihre Fähigkeit, eine interne Darstellung eines zweidimen-
sionalen Bildes zu entwickeln. Dadurch kann das Modell die Position und Skalierung
in Variantenstrukturen in den Daten erlernen, was bei der Arbeit mit Bildern wichtig
ist. Generell funktionieren CNNs gut mit Daten, die einen räumlichen Bezug haben.
Obwohl sie nicht speziell für Nicht-Bilddaten entwickelt wurden, werden CNNs erfolg-
reich bei Problemen wie der Dokumentenklassiﬁzierung und der Sentiment-Analyse
verwendet. Sie eignen sich für Textdaten, Zeitreihendaten und Sequenzeingangsdaten.
[Jas19]
Recurrent Neural Networks (RNN)
Rekurrente Netzwerke oder rückgekoppelte Netzwerke besitzen zusätzliche Verbin-
dungen, durch die Informationen bestimmte Bereiche des Netzwerkes auch rückwärts
oder wiederholt durchlaufen können. Sie eignen sich zur Informationsverarbeitung von
Sequenzen (Sequence-to-Sequence Netze) [Jul19].
Recurrent Neural Networks wurden für die Sequenzvorhersage entwickelt. Sequenz-
vorhersageprobleme lassen sich nach Art der unterstützten Ein- und Ausgänge be-
schrieben. Einige Beispiele für Probleme bei der Sequenzvorhersage sind [Jas19]:
1 zu n Problem: Eine Beobachtung als Input, die einer Sequenz mit mehreren
Schritten als Output zugeordnet ist.
n zu 1 Problem: Eine Folge von mehreren Schritten als Eingabe, die auf Klassen-
oder Mengenvorhersage abgebildet wird.
n zu n Problem: Eine Folge von mehreren Schritten als Eingabe, die auf eine Folge
mit mehreren Schritten als Ausgabe abgebildet wird.
RNNs sind schwer zu trainieren. Diesen Nachteil weisen die speziellen RNNs, die Long
Short-Term Memorys (LSTM), nicht auf. RNNs und LSTMs werden unter anderem für
die Vorhersage von Zeitreihen entwickelt, wobei die Ergebnisse noch nicht ausreichend
sind. [Jas19]
Für die Vorhersage des Energieverbrauchs für die jeweiligen Use Cases ergeben sich
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folgende erste Orientierungen.
Statische Planung (StaPla) Die Verwendung eines mehrschichtigen Feedforward-
Netzes ist angezeigt.
Dynamisches Ressourcenmanagement (DynaRes) Die Verwendung eines
mehrschichtigen Feedforward-Netzes ist angezeigt.
Simulation (SimDynaRes) Die Verwendung eines Convolutional Neural Networks
oder Recurrent Neural Networks ist angezeigt.
4.3.3. Umsetzung der Architektur und Feature Extraktion
Die konkrete Architektur des Modells beschreibt den Aufbau des neuronalen Netz-
werks. Dies umfasst die Anzahl der Neuronen in den einzelnen Layern, die Anzahl
an Hidden-Layer, sowie die Aktivierungsfunktion der Neuronen in den Hidden-Layers.
Dabei beschreibt die Aktivierungsfunktion aus Sicht des Neurons an welche Ausgän-
ge bzw. wie stark das gewichtete Eingangs-Signal weitergegeben wird. Zudem wird
die Funktion festgelegt, die zur Berechnung der Fehlerabweichung verwendet wird
[Jas19].
Neben einem singulären Netzwerk sind auch Konstruktionen möglich, bei denen
mehrere Netzwerke unterschiedlicher Art verwendet werden. Denkbar wäre eine Baum-
struktur, wobei die Zweige jeweils durch ein Netzwerk repräsentiert werden, die eine
Teilmenge der Features bearbeiten. Die Ausgaben der verzweigten Netzwerke sind mit
den Inputs der übergeordneten Netzwerke gekoppelt. Den Wurzelknoten des Baums
stellt ebenfalls ein Netzwerk dar, das die ﬁnale Ausgabe bzw. die Vorhersage liefert.
Die Entwicklung der konkreten Architektur ist von Faktoren wie den Input-Daten
abhängig. Diese werden durch Feature-Extraktion dem Input-Layer zugeführt [Fro18].
4.3.4. Anpassung des Modells
Manche Parameter, aus Sicht des Modells sind dies die Features, des Maschinen-
Proﬁls können sich ändern, welche dies sind hängt vom Anwendungsfall ab. Damit
ändert sich die Identität des Modells bzw. des digitalen Zwillings. Die Änderungen
sind in der Daten-Klasse Weiche-Parameter zu erwarten. Dies bringt Probleme mit
sich, da von nun an das Modell nicht mehr zu seinem physischen System passt. Dies
hat eine sinkende Vorhersagequalität zur Folge.
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Die Verwendung von neuronalen Netzen ermöglichst es, eine komplette Neumodel-
lierung zu vermeiden. Sie können mit weiteren Daten trainiert werden, womit sich das
Modell in Form des neuronalen Netzes die neuen Informationen adaptiert.
Nachtrainieren. Bei zeitlichen Änderungen, wie Verschleiß, können die dadurch ent-
stehenden Änderungen nachtrainiert werden. Dazu wird das Netz nochmals mit
Daten trainiert die dem aktuellen verschlissenen Zustand der Maschine entspre-
chen.
Abtrennung von Modifkationen. Ein Basis-Modell wird für die Grundkonﬁgura-
tion einer fabrikneuen Maschine erstellt (Basis-Identität). Es enthält sämtliche
Parameter als Features in den Input-Layern. Jedoch wird deren Gewichtung
manuell verändert. Das Modell gewichtet die festen Parameter und die stabilen
Anteile der weichen Parameter deutlich höher. Der Entwicklung dieses Modells
stehen aufgrund der Grundkonﬁguration umfangreiche Daten zur Verfügung. Es
ist eine sehr gute Vorhersagequalität zu erwarten.
Nach Modiﬁkation bzw. Konﬁguration wird das vorhandene Modell weiterent-
wickelt (Aktive-Identität). Nun liegt das Training auf den veränderlichen Fea-
tures. Dies sind die von der Konﬁguration abhängigen Parameter sowie die nun
feststehenden Deﬁnition von gültigen Task-Daten. Dafür ist eine geringe An-
zahl an Datensätzen und weniger Trainingsaufwand notwendig. Abbildung 11
veranschaulicht diese Lösung.
Unterteilung nach Änderungsverhalten. Die Vorhersage wird aufgetrennt, in
einen statischen Teil der von gleichbleibenden Daten-Klassen abhängt und einen
variablen. Beide Teile werden durch ein neuronales Netz repräsentiert. Änderun-
gen betreﬀen somit nur das variable Modell. Ein ﬁnales neuronales Netz erstellt
die Prognose aufgrund der Ergebnisse der Ausgaben der beiden Teil-Modelle.
Feature-Modularisierung. Die Modellierung kann auch gänzlich nach anderen Kri-
terien unterteilt werden. Die Features können nach beliebigen Kriterien klassiﬁ-
ziert werden. Zur Modellierung sind sie in Gruppen aufzuteilen und je Gruppe ist
ein Teil-Modell bzw. neuronales Netz anzusetzen. Auch hier ist ein ﬁnales Netz
nötig, das als Wurzel-Knoten die ﬁnale Vorhersage triﬀt. Als Kriterien zur Un-
terteilung können datenorientierte Kriterien dienen, wie Korrelation und Varianz
zum Vorhersage-Attribut, die sich durch eine Informationsanalyse ergeben.
Modell/Feature-Baum. Zu jedem Feature wird ein neuronales Netz erstellt und
mit den Daten trainiert. Diese Teil-Modelle sind als Baum angeordnet und wer-
den äquivalent zu den Features angeordnet. Features die von anderen abhängen,
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wie die Gesamtlaufzeit von der Initialisierungsphase bzw. Aufwärmphase, erhal-
ten ihren Input aus deren Ausgabe. So würde das Netz der Gesamtlaufzeit,
Input aus denen der Aufwärmzeit (3D-Druck) bzw. Initialisierungszeit(Fräsen),
der Bearbeitungszeit und der Dauer der Abschlussphase erhalten. Ein neurona-
les Netz im Wurzel-Knoten erstellt die Vorhersage aufgrund der Ausgaben aller
Teil-Modelle. Änderungen betreﬀen somit nur einzelne Teil-Modelle.
Die Lösungen zur Adaption von Änderungen sind mit Mehraufwand verbunden. Der
Nutzen einer erhöhten Komplexität steht in Relation zur Änderungshäuﬁgkeit. Zudem
ist die Häuﬁgkeit von Umrüstungen der Fertigungsmaschinen domänenabhängig.
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5. Entwicklung der Architektur
In diesem Kapitel wird die Architektur des Systems vorgestellt. Zu Beginn werden
für die drei Arten von Planungssystemen (StaPla, DyaRes, SimDynaRes) Use Cases
des Vorhersagesystems beschrieben. Es folgen Architektureinscheidungen, die aus den
Rahmenbedingungen abgeleitet sind. Die Architektur und deren Komponenten wer-
den vorgestellt. Der Ablauf eines Use Case wird beschrieben. Abschließend wird eine
Evaluation durchgeführt.
5.1. Abgeleitete Use Cases
Die Use Cases bzw. Arten des Planungssystems, wie sie in Kapitel 3 erläutert sind,
können in Use Cases des Vorhersage-Systems überführt werden. Im Folgenden wird
eine Auswahl dieser Use Cases vorgestellt.
1. Art: Statische Planung (StaPla)
1.1. Single-Prediction/Einfach Vorhersage
Input: Eine Anfrage zu einem Task und einer Maschine.
Output: Der speziﬁsche Energieverbrauch für die Fertigung des Werk-
stücks.
1.2. Multi-Prediction/Mehrfache Vorhersage
Input: Task-Daten und Vorgaben für die Maschinenparameter sowie der
zu erwarteten Ergebnisse.
Output: Die n besten (eﬀektivsten) Maschinen, jeweils mit Energie-Vor-
hersage.
1.3. Search-Conﬁg/Konﬁg-Suche
Input:Task-Daten und Anzahl n an besten Konﬁgurationen
Output: Die besten denkbaren Konﬁgurationen mit dem geringstem Ener-
gieaufwand
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2. Art: Dynamisches Ressourcenmanagement (DynaRes)
2.1. Begleitung des produktiven Betriebs mit dynamischer Planung und Reak-
tion auf Planabweichungen.
Das System verhält sich wie ein Ressourcenmanager. Es kommen im Zeit-
verlauf Tasks hinzu und werden in die aktuelle Planung übernommen.
Tasks die mehr Ressourcen, explizit Energie, verbrauchen werden gegebe-
nenfalls zur Fehlersuche unterbrochen.
3. Art: Simulation der aktuellen Planung (SimDynaRes)
3.1. Debugging/Fehlersuche.
Bevor die Planung in die Produktion übernommen wird, kann sie schritt-
weise analysiert werden.
3.2. Energieauslastung zu bestimmten Zeiten.
Nach beginn der Simulation kann sie jederzeit angehalten werden und
die aktuellen Energieverbrauchswerte ausgeben. Dies sind die Energieauf-
nahmen der Maschinen, die zu diesem Zeitpunkt Tasks bearbeiten, Tasks
initialisieren oder sich im Leerlauf beﬁnden.
3.3. Analyse peripherer Systeme.
Der Energieverbrauch lässt Rückschlüsse auf weitere Systeme zu. So kann
die Abwärme mit ihm korrelieren. Durch Simulation des Energieverbrauchs
kann auch auf die Belastung der Kühlsysteme Rückschlüsse gezogen wer-
den.
3.4. Analyse Lastspitzen.
Sind mehrere Maschinen im Einsatz kann es zu Verbrauchsspitzen kom-
men. Dies geschieht wenn diese zur gleichen Zeit einen überdurchschnitt-
lichen Energieverbrauch aufweisen. Lastspitzen können vom Energiever-
sorger mit höheren Kosten der Stromversorgung belegt sein. Eine Ver-
brauchssimulation kann dazu beitragen, diese vorherzusagen. Die Planung
der Tasks kann entsprechend angepasst werden [Sch14] [Scha].
5.2. Architekturentscheidungen
Aus den Anforderungen und Rahmenbedingungen wurden zwei grundlegende Ent-
scheidungen abgeleitet. Das System basiert auf einer Microservice-Architektur und
setzt das Konzept von digitalen Zwillingen um.
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5.2.1. Microservices
Die Microservice-Architektur stellt eine Vielzahl an Architektur-Pattern dar, die auf
einer Gliederung in kleine Dienste (Mikroservice) basieren. Ein Mikroservice ist eine
unabhängig einsetzbare Komponente, die einen kleinen Funktionsumfang beinhaltet.
Die Interoperabilität wird durch nachrichtenbasierte Kommunikation hergestellt. Ziel
ist eine lose Kopplung der Dienste untereinander, jeder Dienst verfügt über eigene
Strukturen, Konzepte und Datenhaltungen [Nad16].
Die Steuerung der Verarbeitungsschritte durch die Microservices folgt dem Prinzip
der Choreographie. Es ﬁndet keine zentrale Steuerung statt, die Verarbeitungsschritte
sind durch die Reaktionen der einzelnen Microservices implementiert. Die Umsetzung
des Use Case 5.5 demonstriert dies.
Die Menge an Anfragen an das Vorhersagesystem kann stark variieren, wie in Ka-
pitel 5.3 erläutert wird. Daher ist eine Ausrichtung der Architektur hin zu leichter
Skalierbarkeit angezeigt. Microservices bieten gute Skalierung, da sie leicht replizier-
bar und leichtgewichtig sind. Aufgrund ihrer Kapselung und Autonomie sind sie naht-
los in Container-Orientierte Infrastrukturen implementierbar. So lassen sie sich als
funktionsfähiges Abbild (Container-Images) ablegen und entsprechend leicht deploy-
en. Um die Microservice-Instanz zu starten wird sie in den Speicher geladen und
gestartet. Aufgrund der Kompaktheit der Microservices können sie in größerer Zahl
gestartet bleiben, im Vergleich zu kompletten Server-Instanzen. Die Bereitstellungszeit
des Dienstes sinkt durch all diese Eigenschaften erheblich.
Ein weiterer Vorteil von Microservices ist die angestrebte Autonomie. Organisato-
risch werden die einzelnen Dienste von unterschiedlichen Teams verantwortet, was
den Einsatz von DevOps-Teams ermöglicht. Diese sind dabei frei in der Wahl der
Architektur und Implementierung des Dienstes. [New15]. So können die Modelle in-
nerhalb der Dienste von spezialisierten Teams entwickelt werden, unter freier Wahl
der Vorgehensweise und Implementierung.
Etwaige Weiterentwicklungen des Modells lassen sich aufgrund der Kapselung leicht
integrieren. Microservices propagieren robuste Schnittstellen, wodurch eine Abwärts-
kompatibilität gegeben ist [New15].
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5.2.2. Digitale Zwillinge
Digitale Zwillinge wurden bereits in Kapitel 1 vorgestellt.
Die Modelle der Produktionsmaschinen stellen an sich bereits abstrahierte Maschi-
nen dar. Daher bietet sich die Verwendung dieser als digitale Zwillinge an. Hierdurch
können objektorientierte Methodiken angewendet werden. Die Kapselung der Model-
le bringt Vorteile wie Information-Hiding und eine gut durchsetzbare enge Kopplung
innerhalb und lose Bindung untereinander.
Zudem können sie administrative Informationen über ihr Modell bereitstellen. So
kann der digitale Zwilling bezüglich seiner Eignung für Vorhersagen oder seiner An-
forderungen an die IT-Infrastruktur angefragt werden.
5.3. Ein Wald aus digitalen Zwillingen
Ein Problem bei der Suche nach Maschinen-Konﬁgurationen ist deren große Anzahl.
Prinzipiell kann jeder Parameter mit anderen kombiniert werden. Unter Berücksich-
tigung der Parameter-Klassen, wie in Abbildung 13 ergibt sich Formel 5.1 zur Be-
rechnung der Menge an Modellen und damit auch an digitalen Zwillingen. Damit
entspricht d den digitalen Zwillingen, f den festen Parametern, w den weiche Parame-
tern, b den Bereichen kompatibler Task-Daten und v den Vorhersage-Anforderungen.
In 5.2 wird die Berechnung exemplarisch durchgeführt.
nd = nf ∗ nw ∗ nb ∗ nv (5.1)
nd = 10 ∗ 10 ∗ 4 ∗ 2 = 800 (5.2)
Es entsteht ein Wald aus digitalen Zwillingen. Jeder dieser digitalen Zwillinge erstellt
Energieprognosen, was zu einem entsprechend hohen Rechenaufwand führt. Dazu
können neben anderen auch Maßnahmen zur Reduzierung der Antwort-Latenz zählen,
wie sie in The Tail at Scale [DB13] erläutert werden. So kann der Broker-Dienst
digitale Zwillinge mit schlechter Vorhersage-Historie ignorieren. Eine weitere Methode
ist das Setzen einer Deadline, innerhalb dieser die digitalen Zwillinge ihre Prognosen
erstellt haben müssen.
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Abbildung 13.: Kombinationen von Parametern
Des Weiteren lässt sich die Bildung großer Mengen digitaler Zwillinge vermeiden,
indem Einschränkungen (Constraints) der Kombinationsmöglichkeiten erstellt werden.
5.4. Aufbau und Übersicht des Systems
Das System gliedert sich in vier Teilbereiche, wie Abbildung 12 dargestellt. Aufgrund
der Microsystem-Architektur bilden diese lose Subsysteme. Sie sind nach Funktion
gruppiert, interagieren jedoch mit Diensten aus allen Subsystemen. Dabei nutzen sie
nachrichten-orientierte Kommunikation, die als RESTful API implementiert sind.
5.4.1. Peripherie und Interaktion
Das System zur Produktionsplanung und die Interaktion mit diesem bilden die Peri-
pherie wie folgt:
Ressource Manager Services: Dienste des Ressource Managers. Aus Sicht des
Vorhersage-Systems sind dies externe Dienste.
Energy Prediction Request: Anfrage an das Vorhersage-System. Eine JSON-Datei
wie sie in Listing F.1 im Anhang beschrieben ist.
Energy Prediction Reply: Antwort des Vorhersage-Systems. Beinhaltet je nach
Anforderung ein oder mehrere Prognosen.
5.4.2. Teilsystem Energie-Vorhersage
Die Energy Prediction Services bilden die Schnittstelle nach außen, nur sie können
mit externen Systemen wie dem Planungssystem kommunizieren.
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Job Builder: Erstellt aus den Anfragen (Energy Prediction Request) von außen den
Prediction Job. Dazu kann er auch auf Daten in entfernten Systemen zugreifen,
wie etwa Stücklisten-Datenbanken und Daten des Maschinen- oder Werk-Proﬁls
zu vervollständigen.
Machine Builder: Erstellt Maschinen-Proﬁle bzw. Identitäten. Diesen können Mo-
delle zugeordnet werden.
Broker: Entscheidet welche Prognosen zurückgesendet werden. Wählt die digitalen
Zwillinge aus, deren Prognosen den Vorgaben entsprechen.
Model Builder: Erstellt eine Architektur eines neuronalen Netzes anhand eines Ma-
schinen-Proﬁls und ordnet sie ihm zu. Es können mehrere Modelle einem Ma-
schinen-Proﬁl zugeordnet werden.
Model Trainer: Nutzt Trainings-Daten dazu Modelle von Maschinen-Proﬁlen zu
erstellen.
Prediction Cache: Ist an den Broker und Job Builder angegliedert. Darin beﬁnden
sich eine Anzahl an Energievorhersagen.
5.4.3. Teilsystem Modellierung
Die Model Services verwalten die Modelle.
Compatibility Matrix: Beinhaltet welche Modelle mit welchen Anforderungen und
Vorhersageverfahren kompatibel sind.
Model Guide: Verwaltet die Compatibility Matrix.
Machine Conﬁgurations: Datenbank aller bekannten Maschinen-Proﬁle bzw. Iden-
titäten.
Machine Models: Datenbank aller entworfenen Modelle. Dies umfasst die Art des
neuronalen Netzes, sowie Details über dessen Architektur.
Trained Machine Models: Datenbank bereits erstellter Modelle.
5.4.4. Teilsystem Berechnung
Die Computing Services beinhalten die sich im Betrieb beﬁndlichen digitalen Zwillinge.
64 5. Entwicklung der Architektur
Container Station Training: Eine Verwaltungseinheit, um die Instanzen der digi-
talen Zwillinge zu betreiben, deren Modell erstellt wird. Hohe Ressourcen-Last.
Container Station Prediction: Eine Verwaltungseinheit, um die Instanzen der di-
gitalen Zwillinge zu betreiben, deren Modelle Vorhersagen erstellen. Mittlere
Ressourcen-Last.
Container Station Administration: Eine Verwaltungseinheit, um die Instanzen
der digitalen Zwillinge zu betreiben, die momentan administriert werden. Dabei
kann es sich um Vorgänge wie Re-Konﬁguration oder Standby-Haltung handeln.
Geringe Ressourcen-Last.
5.4.5. Teilsystem Container Verwaltung
Die Container Services erstellen und deployen die Container, in denen sich die digitalen
Zwillinge beﬁnden.
Container-Builder: Erstellt aus den Modellen digitale Zwillinge. Diese liegen dar-
aufhin als Container-Images vor.
Container-Deployer: Verwaltet das Ausliefern, Starten oder Beenden der Container-
Images. Nutzt dazu die Container Stations.
5.5. Use Case Multiprediction
Abbildung 14 stellt den Multiprediction-Use Case dar. Die einzelnen Schritte sind wie
folgt:
1. Der Ressource Manager schickt eine Anforderung (Energy Prediction Request)
an den Job Builder. Die Anforderung beinhaltet 20 Maschinen-Proﬁle,1 Werk-
Proﬁl, die Vorgabe kumulierte Energieprognosen zu verwenden und die 3 besten
Maschinen-Proﬁle zu ermitteln.
2. Der Job Builder erstellt daraus einen Prediction Job und schickt ihn an die
Prediction Station.
3. Die Prediction Station startet alle kompatiblen DZ mit den Daten aus dem
Prediction Job.
4. Da nicht alle DZ bereits deployt sind, fordert sie zusätzliche DZ vom Container
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Builder an.
5. Dieser gibt den einen Such-Auftrag an den Model Guide. Dieser sucht nach
kompatiblen Modellen.
6. Der Model Guide ﬁndet bereits trainierte Modelle.
7. Diese werden an den Conatiner Builder übermittelt.
8. Der Conatiner Builder erstellt daraus einen neuen Container.
9. Den der Conatiner Deployer in die Conationer Station hochlädt und zum Start
frei gibt.
10. Die DZ haben ihre Prognosen berechnet.
11. Die Ergebnisse der DZ werden an den Broker geschickt
12. Dieser wählt aus den Antworten der DZ die 3 eﬀektivsten aus und schickt
die Vorhersage-Werte mit der ID des Maschinen-Proﬁls als Antwort (Energy
Prediction Reply) auf die Anforderung an den Ressource Manager.
5.6. Evaluation
Eine Architektur auf Basis von Microservices wurde entworfen. Bezüglich des ma-
schinellen Lernens kann die Zustandslosigkeit der Microservices eine Herausforderung
darstellen. Die Modelle bei neuronalen Netzen sind durch Training entstanden und
sind aus Sicht des untrainierten Netzes zustandsvoll.
Durch das Nachladen von Modellparametern, wie von Pahl und Loipﬁnger in [PL18]
vorgeschlagen, wird die Zustandslosigkeit wiederhergestellt. Jedoch ist dieses Verfah-
ren mit einer Latenz verbunden. In den betrachteten Use-Cases ist die Zustandshaftig-
keit nicht relevant. Die Performance steht im Vordergrund. Zudem ist der Umfang des
trainierten Modells gering. Daher wird dieses Design-Pattern bezüglich der Modelle
nicht umgesetzt.
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6. Anwendung des Vorgehensmodells
Das in Kapitel 4.2 entwickelte Verfahren wird verwendet um in zwei konkreten Domä-
nen eine Abstraktion mittels einer Schablone zu erstellen. Dabei werden ausgewählte
Schritte zur Adaption der Domäne durchgeführt und Schablonen der Domänen er-
stellt.
6.1. Domäne Fräsmaschinen
Im Folgenden wird das Vorgehensmodell exemplarisch auf die Domäne 'Fräsmaschi-
nen' angewandt. Der Fokus liegt dabei auf der universellen Anwendbarkeit des Ver-
fahrens.
6.1.1. Simulation von Fräsmaschinen
Da für diese Arbeit keine Fräsmaschine zur Verfügung stand, wurde stattdessen auf
eine Simulation zurückgegriﬀen. Das Programm 'CNC Simulator Pro' ist in der Lage
eine Reihe von CNC-Maschinen simulieren, neben 3D-Druckern, Schleifmaschinen und
Robotern auch Fräsmaschinen.
Die Simulation ist umfangreich konﬁgurierbar. So wird das eingesetzte Werkzeug
wie in Abbildung 15 detailliert beschrieben. Die dabei genutzten Parameter bilden alle
relevanten Eigenschaften ab und sind daher als Datenbasis gut geeignet.
Beim Bearbeitungsprozess, siehe Abbildung 16, wird die Ausführung des CNC-
Programms, in Form einer g-code-Datei, in Echtzeit simuliert.
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Abbildung 15.: Simulation des Werkzeugs
Abbildung 16.: Simulation der Bearbeitung
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6.1.2. Anwendung des Vorgehensmodells auf Fräsmaschinen
Die Schritte des Vorgehensmodells werden angewendet.
1. Erstellung der Schablone
1.1. Festlegung der exakten Domäne.
Die Schablone soll im Bereich industrieller Fräsmaschinen verwendet wer-
den.
1.2. Analyse des Produktionsprozesses.
Die Maschine verwendet ein Werkzeug, um ein Werkstück zu bearbeiten.
Das Werkzeug ist ein Fräsbohrer, der dazu verwendet wird, um Material
vom Werkstück abzutragen.
Beim Werkzeug ist die Form des Fräsbohrers und die Anzahl der Windung
relevant. Daraus ergeben sich die maximale Geschwindigkeit mit der das
Material bearbeitet werden kann und Vorgaben über speziﬁsche Eigen-
schaften des Materials, wie des Härtegrades.
1.3. Erfassen der Parameter und Einteilen in Klassen:
Aus der Reihe der simulierten Fräsmaschinen wurde das Milling-Center
ausgewählt, da es das Standardgerät von 'CNC Simulator Pro' für Fräsma-
schinen ist und daher ein repräsentatives Verhalten angenommen werden
kann. Um die Zuordnung zu den Klassen zu erleichtern und das Vorge-
hensmodell abzukürzen wurden die Parameter erfasst und diese mit Daten
aus der Simulation gefüllt.
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Parametername Wert Klasse
Name Milling-Center HP
Hersteller CNC Simulator Pro HP
Max Feedrate XYZ 500 HP
Rapid Feedrate XYZ 30000 HP
Max Spindle RPM 5000 HP
Mittlere Zeit zum Werkzeugwechsel (s) 5 HP
Maschinenkosten pro h 400 HP
Compatible G-Codes marvin HP
Compatible M-Codes marvin HP
Maximale physische Abmessung Werkstück X (mm) 100 HP
Maximale physische Abmessung Werkstück Y (mm) 100 HP
Maximale physische Abmessung Werkstück Z (mm) 100 HP
Maximales physisches Gewicht Werkstück (kg) 7 HP


















Gewicht/cm3 (g/cm3) 2,70 WP
Oberﬂächen Geschwindkeit SMM 80 WP
Werkzeug Feed (mm/Zahn) 0,18 WP
Tabelle 13.: Schablone Fräsmaschine: Materialien
2. Ableiten von Maschinen-Proﬁl und Werkstück-Proﬁl.
Aus den Klassen werden nun das Maschinen- und Werk-Proﬁl gebildet. Die-
se werden zur Erstellung und Nutzung des digitalen Zwillings verwendet. Eine
konkrete Umsetzung wird für diese Domäne übersprungen.









3D Werkzeugpfad testdruck3.gcode WD
Tabelle 14.: Schablone Fräsmaschine: Task
Parametername Wert Klasse
Umgebungsparameter -* FP
Simulation CPU-Last Hostsystem FP




Simulation: Zeit 195m PP
Simulation: Zeit auf Prozessor (Last) 137m PP
Tabelle 16.: Schablone Fräsmaschine: Prognoseparameter
*Wird nicht simuliert
6.2. Domäne 3D-Druck
Im Folgenden wird das Vorgehensmodell exemplarisch auf die Domäne 3D-Druck
angewandt.
6.2.1. Zugrundeliegende Umgebung
Zur Entwicklung der Schablone werden verschiedene Quellen genutzt. Dienstanwen-
dungen zum Drucken bieten eine vollständige Quelle an Informationen. Sie bilden
sowohl die Maschine, in diesem Fall den 3D-Drucker, als auch den Task parametri-
siert ab.
Zur Analyse der Maschinenparameter werden die folgenden Anwendungen aus dem
CAD (Tabelle 17) und spezielle Drucker-Anwendungen des 3D-Drucks (Tabelle 18)
herangezogen. Als Quelle dienen Parameter der Anwendungen sowie Konﬁgurations-
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Anwendung ReMake Meshmixer Fusion 360
Version 17.23.0.38 3.5.474 2.05827
Hersteller Autodesk, Inc. Autodesk, Inc. Autodesk, Inc.
Lizenz kostenpﬂichtig Frei Education License
Tabelle 17.: CAD-Software: 3D-Druck+Consumer Bereich
Anwendung cura voxelizer
Version 4.10 2.10
Hersteller Ultimaker B.V. ZMorph S.A , Inc.
Lizenz Frei kostenpﬂichtig
Tabelle 18.: 3D-Druck-Software
dateien. Im Anhang ist ein gekürztes Drucker-Proﬁl der Anwendung Cura zu ﬁnden
(Listing C.1).
6.2.2. Anwendung des Vorgehensmodells auf 3D-Druck
Die Schritte des Vorgehensmodells werden nun durchgeführt.
1. Erstellung der Schablone
1.1. Festlegung der exakten Domäne.
Die Schablone soll für Maschinen im Bereich des additiven 3D-Drucks
verwendet werden. Hierbei liegt der Fokus auf dem Consumer-Bereich.
1.2. Analyse des Produktionsprozesses.
Ein Maschinen-Werkzeug wird verwendet, um das Werkstück in Schichten
aufzutragen. Das Werkzeug beim 3D-Druck ist ein Druckkopf, durch den
das Filament geführt wird. Im Druckkopf wird es durch Erwärmung ver-
ﬂüssigt und durch den Vorschub durch die Druckdüse gepresst. Es entsteht
ein feiner Faden aus Filament.
Zu Beginn des Druckvorgangs bewegen sich Druckbett und Druckkopf
in die Startposition. Das Druckbett justiert sich vertikal, die Druckdü-
se horizontal. Das Druckbett wärmt sich auf, der Druckkopf wird erhitzt
und der Vorschub beginnt. Der erhitze Filamentfaden extrudiert aus dem
Druckkopf und bleibt auf dem Druckbett kleben. Im Druckkopf kühlt der
Ventilator das Filament auf dem Druckbett ab, um es zu verfestigen. Der
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Druckkopf trägt, sich zweidimensional bewegend, die erste Schicht Fila-
ment auf. Die zweite Schicht wird begonnen. Das Druckbett wird um
Druckschichthöhe nach unten justiert und der Druckkopf wird an den
Startpunkt bewegt. Eine weitere Schicht wird aufgetragen. Dieser Vor-
gang wiederholt sich, bis sämtliche Schichten aufgetragen sind.
Spezielle Modi ermöglichen eine erweiterte Kontrolle des Drucks über die
notwendigen Prozesse hinaus. So kann eine Nachbearbeitung der Außen-
haut des Druckobjekts, nachdem die betreﬀende Schicht aufgetragen ist,
zum Druckprozess hinzugefügt werden. Des Weiteren kann die Zeit beein-
ﬂusst werden, die zum Positionieren des Druckkopfs aufgewendet wird.
Wasserdichtes Drucken kann aktiviert werden, wodurch der Druckkopf
einen ununterbrochenen vollständigen Umlauf je Schicht druckt.
1.3. Erfassen der Parameter und Einteilen in Klasse.
Die Maschinenproﬁle von Cura stellen die umfangreichsten Informationen
über eine Maschine und deren Werkzeuge dar. Sie unterteilen sich in ma-
schinenspeziﬁsche und druckkopfspeziﬁsche Daten. Bei Voxelizer lassen
sich nur rudimentäre Einstellungen vornehmen, weshalb diese als essenzi-
ell zu betrachten sind. Die restlichen Anwendungen verbergen die Druck-
Parameter oder sind auf herstellerspeziﬁsche Dienstprogramme angewie-
sen, um die g-Code-Dateien für den 3D-Drucker zu erstellen. Zur Analyse
weiterer Parameter der Werkzeuge und der Daten eines Druckauftrags
wurden die Druckproﬁle von Cura herangezogen.
Weitere Parameter des Druckauftrags sind in den g-Code-Dateien zu ﬁn-
den. Diese bestehen aus einem Header, der grundlegende Informationen
des Druckauftrags beinhaltet, sowie dem eigentlichen g-Code.
In der g-Code-Datei sind alle Druck-Parameter indirekt enthalten, da er auf
Basis der Daten erstellt wird. Der Informationsgehalt ist jedoch geringer,
da diese relevanten Daten darin nur einen geringen Anteil haben. Die g-
Code-Dateien im Proof of Concept sind bis zu 100 Megabyte groß.
Um die Parameter des Materials zu erhalten wird das Material-Proﬁl von
Cura als Orientierung verwendet.







Maximale Druckabmessung X Integer HP
Maximale Druckabmessung Y Integer HP
Maximale Druckabmessung Z Integer HP
Druckbett Form Rechteck Boolean HP
Druckbett Beheizbar Boolean HP
g-Code Sprache String HP
Anzahl Druckköpfe Integer HP
Maximale Bewegung des Druckkopfs X Integer HP
Maximale Bewegung des Druckkopfs Y Integer HP
Maximale Bewegung des Druckkopfs Z Integer HP






Kompatible Material-Durchmesser Float HP
Anzahl Lüfter Integer HP
Anzahl Druckdüsen Integer HP
Auto Filament Wechsel Boolean HP
Dual-Druck Boolean HP
Tabelle 20.: Schablone Additiver 3D-Druck Consumer Bereich: Werkzeug









Druck Temperatur Integer BP
Druckbett Temperatur Integer BP
Druckgeschwindigkeit Integer BP
Standby Temperatur Integer BP
Lüfter Geschwindigkeit Integer BP
Tabelle 21.: Schablone Additiver 3D-Druck Consumer Bereich: Material
Parametername Datentyp Klasse
Verortung Standort String WP
Verortung Maschine String WP
Ident String WP
Umgebungstemperatur: Celsius Float FP
Gehäusetemperatur: Celsius Float FP
Belüftung: Luftbewegung Float FP
Erschütterung: Schwinggeschwindigkeit X Float FP
Erschütterung: Schwinggeschwindigkeit Y Floatt FP
Tabelle 22.: Schablone Additiver 3D-Druck Consumer Bereich: Umgebung








Support Extruder Integer BP


















Druckbett Temperatur Integer BP
Druckgeschwindigkeit Integer BP
Support-Menge Integer BP





Tabelle 23.: Schablone Additiver 3D-Druck Consumer Bereich: Task
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2. Ableiten von Maschinen-Proﬁl und Werkstück-Proﬁl
Als die Basis des Modells kann nun das Maschinen-Proﬁl und das Werk-Proﬁl
aus den zugehörigen Daten-Klassen, wie in Kapitel 4.1.4 dargestellt, erstellt
werden.
6.3. Evaluation und weitere Schritte
Um die Schablone eﬀektiv nutzen zu können, werden die Datenquellen für die Para-
meter-Felder deﬁniert. Dies dient der Implementierung einer automatisierten Übertra-
gung der Daten.
Die im Maschinen-Proﬁl verwendeten Parameter werden im Verlauf wie folgt
genutzt:
 Identiﬁkation der Maschine
 Wahl des Vorhersage-Verfahrens
 Entwicklung des Vorhersage-Verfahrens
Das Werk-Proﬁl ist im produktiven Betrieb relevant. Die Daten darin ändern sich
je Task und sind daher automatisiert zu erfassen. Da für diese Arbeit die Verwendung
von neuronalen Netzen angenommen wird, dient es als Quelle für abhängige Attribute.
Dies sind Parameter die das neuronale Netz als Input nutzt.
Das Verfahrensmodell konnte ohne tiefgreifendes Domänenwissen durchgeführt wer-
den. Die Daten wurden erfolgreich erfasst und strukturiert.
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7. Exemplarische Energievorhersage
In diesem Kapitel wird die Energievorhersage exemplarisch durchgeführt. Es gliedert
sich in den Teil zur Entwicklung der Grundlagen und in den zur konkreten Implemen-
tierung eines neuronalen Netzes.
Zunächst werden Vorgaben und konkrete Ziele entwickelt. Daraufhin wird die ver-
wendete Maschine kurz beschrieben. Es folgt die Erfassung und Verarbeitung der
Daten, die als Basis zu Prognose zur Verfügung gestellt werden. Im zweiten Teil wird
ein neuronales Netz entwickelt und implementiert. Die Entwicklungsstufen der Im-
plementierung werden beschreiben. Mit der Diskussion der Ergebnisse schließt das
Kapitel.
7.1. Vorgaben und Ziel
Das grundlegende Verfahren der Prognose des Energieverbrauchs ist in den vorange-
gangenen Kapiteln beschrieben worden. Im Zentrum steht dabei der digitale Zwilling
und dessen Prognosefähigkeit. Diese basiert auf historischen empirischen Daten.
Um die Performance von Vorhersage-Systemen zu vergleichen, existieren Daten-
banken mit gelabelten empirischen Daten. Dabei ist deren Authentizität nur insofern
relevant, als sie die generelle Tauglichkeit des Vorhersage-Systems für die entspre-
chende Domäne belegen. Häuﬁg sind die Daten unvollständig und werden mittels
arithmetischer Methoden nachbearbeitet. Grundsätzlich legen so die Daten die Do-
mäne fest in der das Vorhersage-System arbeitet.
Für die Domäne '3D-Druck' lagen zum Zeitpunkt dieser Arbeit keine gelabelten
empirischen Daten vor die den Qualitätsansprüchen genügen. Ein Ziel war daher em-
pirische Daten zu sammeln. Qualitativ soll die Varianz der Druckmodelle hoch sein,
um die Datenbasis per Imputation erhöhen zu können. Es sollen nur Daten von er-
folgreichen, vollständigen Druckprozessen verwendet werden. Der Druckprozess soll
möglichst vollständig auf dessen Energieverbrauch erfasst werden. Es soll ein Zu-
sammenhang zwischen den Auftragsdaten - im Proof of Concept sind dies das zu
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druckende 3D-Modell und der Druckauftrag - und dem erfasstem Energieverbrauch
hergestellt werden.
Auf Basis der gelabelten Daten soll ein Verfahren entwickelt werden das mit Hilfe
von neuronalen Netzen eine Prognose über den Energieverbrauch des Druckprozesses
erstellt. Dieses Verfahren soll evolutionär in Schritten weiterentwickelt werden.
7.2. Maschinenbeschreibung
Der Proof of Concept wird in der Domäne 3D-Druck durchgeführt. Als physische
Maschine wird daher ein 3D-Drucker verwendet. Dieser wird durch einen Ultimaker
3 repräsentiert. Es handelt sich hierbei um einen 3D-Drucker aus dem gehobenen
Consumer-Bereich [Rat16].
Im vorliegenden Fall verfügt der 3D-Drucker über zwei Werkzeuge, in Form von zwei
Druckdüsen. Nutzt der Druckauftrag beide Druckdüsen zum Druck des Modells, wird
abwechselnd der Anteil des aktuellen Layers von der jeweiligen Druckdüse gedruckt.
Es handelt sich um eine serielle Nutzung innerhalb des Druckprozesses.
Details zum 3D-Druck sind bereits in Kapitel 3.3 beschrieben worden.
7.3. Vom Objekt zum Modell
Die Erstellung der Datenbasis ist Teil des Proof of Concept. Es werden 102 3D-
Drucke durchgeführt. Der Großteil der Modelle wird aus frei verfügbaren Datenbanken
(z.B. Thingiverse [Dizb]) entnommen. Bei der Auswahl wurde auf eine große Varianz
geachtet. Folgende drei Modelle stellen die Spannbreite der Varianz dar:
Deckel. Besteht aus einer Scheibe mit Rand. Beim Drucken wird hohe Eﬀektivität
erreicht, da zirkulär gedruckt wird, wodurch keine Druckkopfbewegung zum Positio-
nieren benötigt wird. Das kleinste Modell mit der kürzesten Druckzeit.
Abbildung 18.: Modell Deckel
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Apfel. Ein Apfel, der aus einem 5-schichtigen Wabenmuster besteht. Trotz der
geringen Größe des Modells wird durch das Slicing eine große g-Code-Datei erzeugt.
Die Druckzeit ist mit 17 Stunden hoch.
Abbildung 19.: Modell Apfel [Diza]
Vase. Da die Aussagekraft des 3D-Drucks mit dessen Druckdauer steigt, wurde ein
entsprechendes Modell selbst entworfen. Die Vase gruppiert sich in zwei Abschnitte.
Einer geöﬀneten Halbkugel, aus der zwei symmetrische Röhren gezogen sind die nach
oben Ringe formen. Die Druckzeit beträgt 53 Stunden und 28 Minuten.
Abbildung 20.: Modell Vase. Neben dem primären Filament ist auch die Stütz-
Struktur zu sehen.
In Tabelle 24 sind die genauen Daten der ausgewählten Druckmodelle zu ﬁnden. Im
Anhang B werden diese und weitere ausgewählte Modelle vorgestellt.
Die verwendete Infrastruktur konnte diese Auslastung nicht bewältigen. Häuﬁge
Instandhaltungen des 3D Druckers und 29 abgebrochene Drucke waren die Folge.
Einige Modelle wurden mit verschiedenen Druckeinstellungen (z.B. Geschwindigkeit)
gedruckt. Bei 96 Drucken wurde als primäres Filament (Druckmaterial) PLA und als
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Modell STL-Datei (KB) g-Code (KB) Druckzeit Materialverbrauch (cm)
Deckel 63 479 0h47m 35
Apfel 11450 162971 17h15m 62
Vase 35451 124892 53h28m 212
Tabelle 24.: Ausgewählte 3D-Druck-Modelle
Aufnahmezeit Stromstärke Wirkleistung Scheinleistung Diﬀerenz
08.05.2019 12:39 0,063 4,773384 14,4648 67
08.05.2019 12:40 0,424 56,610784 97,6048 42
08.05.2019 12:41 0,831 179,505972 190,9638 6
08.05.2019 12:42 0,881 188,118168 202,2776 7
08.05.2019 12:43 0,503 99,579916 115,7906 14
09.05.2019 19:15 0,091 0 20,8845 100
09.05.2019 19:16 0,091 0 20,8663 100
Tabelle 25.: Exemplarische Messwerte. Stromstärke in Ampere, Wirkleistung und
Scheinleistung in Watt, sowie die Diﬀerenz von Wirkleistung und Schein-
leistung in Prozent.
Stütz-Filament PVA verwendet. Versuchsweise wurde Nylon, PET und ABS verwen-
det. Details zu den Filamenten sind [Hag15] zu entnehmen.
7.4. Informationserfassung und Verarbeitung
Im Energiedatensystem werden die Sensordaten erfasst und zur weiteren Verwendung
aufbereitet. Da der Proof of Concept in evolutionären Schritten entwickelt wird, va-
riiert das System über die Evolution.
Zur Erfassung der Energiedaten wird der Volcraft Energy-Logger 4000 verwendet.
Dieser erfasst im Minutentakt die Scheinleistung, Wirkleistung und Stromstärke des
3D-Druckers. Ein Datensatz entspricht daher dem kumulierten Wert der vergangenen
60 Sekunden des jeweiligen Sensors. Tabelle 25 stellt die Datensätze exemplarisch
dar.
Im Consumer-Bereich wird für den Verbraucher die Wirkleistung, im industriellen
Umfeld für den Hersteller die Scheinleistung in Rechnung gestellt. Die Blindleistung
variiert stark, im Standby des Druckers macht sie die gesamte Leistung aus. In diesem
Proof of Concept wird die Scheinleistung des 3D-Druckers verwendet, da somit der
gesamte Energieverbrauch erfasst wird. Die Messdaten werden durch den Volcraft
Energy-Logger 4000 lokal gespeichert und müssen manuell heruntergeladen werden.
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Sie liegen in einem proprietären Format vor, das per Dienstprogramm in ein CSV-
Format überführt wird. Als CSV-Datei wird die Messreihe in eine Redis-Datenbank
übertragen. Redis ist ein Key-Value-Store, der aufgrund der hohen Schnelligkeit und
der Eignung für einfache Datenstrukturen ausgewählt wurde.
Die Druckjobdaten werden über eine Swagger-Schnittstelle des Druckers abgerufen
und als JSON-Dokument in die Redis-Datenbank übertragen. Die Timestamps der
Messreihen sind nicht synchron, weswegen in wöchentlichem Takt Oﬀsets ermittelt
wurden um sie zu synchronisieren.
Eine Jedis-Anwendung labelt nun die Druckjobs mit den Energiedaten. Für jeden
Druckjob, der erfolgreich beendet worden ist, werden die Energiedaten in der Da-
tenbank gesucht, die zwischen Start und Ende des Druckjobs erfasst wurden. Siehe
Listing D.2 im Anhang. Die gelabelten Daten stehen nun dem Vorhersagesystem zur
Verfügung und können dort zum Erstellen eines Modells verwendet werden.
7.5. Der Weg zur Prognose
Das Vorhersagesystem nutzt zur Erstellung der Energievorhersage ein neuronales Netz.
Dessen Architektur und Implementation wird in den Evolutionsstufen deﬁniert. Ab-
bildung 21 beschreibt den Ablauf. Die Architektur ist abhängig von der Abstraktion
des Druckauftrags und wird experimentell entwickelt.
Die Erstellung des Modells ﬁndet durch das Training des Netzes statt. Dabei werden
einzelne Parameter des Druckauftrags als Eingangs-Attribute (abhängige Attribute)
des Datensatzes verwendet. Diesem wird der gemessene Energieverbrauch zugeordnet,
er ist damit das Label des Datensatzes. Das neuronale Netz kann so die abhängigen
Attribute aus dem Druckauftrag mit dem Label (Energieverbrauch) in Verbindung
bringen.
Die Vorhersagequalität des neuronalen Netzes wird durch den Mean Square Error
(MSE) deﬁniert. Dieser wird als Gesamtwert für die Ergebnisse aller Datensätze be-
rechnet. Je höher er ist, desto stärker weicht die Prognose des Energieverbrauchs von
den Labels (gemessener Verbrauch) ab.
Zur Erstellung der Prognose werden die selben Parameter des Druckauftrags wie
beim Training verwendet. Das neuronale Netz liefert für jeden Druckauftrag eine
Energieprognose. Dieser Schritt würde im produktiven Betrieb genutzt. Im Proof of
Concept ist die Vorhersagequalität relevant, daher entfällt die Erstellung einer Pro-
gnose.
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Abbildung 21.: Proof of Concept: Cyber-Schicht
7.6. Implementierung des Systems
Da die nachhaltige Implementierung von maschinellem Lernen nicht im Mittelpunkt
des Proof of Concept steht, wird auf vereinfachte Vorgehensweisen zurückgegriﬀen.
Als Basis dient bei der Arbeit mit neuronalen Netzen die Open-Source-Bibliothek Ke-
ras. Als Backend wird Tensorﬂow verwendet, wobei die Kapselung von Keras auch
auf andere Backends wie GPU-Tensorﬂow oder Theano gewechselt werden kann. Die
Implementierung wird in Python umgesetzt. Um die Systemumgebung möglichst un-
abhängig vom Betriebssystem zu halten, wird das Paketverwaltungssystem 'Conda'
verwendet.
Für die Berechnungen wurden die in Tabelle 26 gelisteten Rechner verwendet, unter
anderen auch ein GPU-Cluster der Fakultät Informatik. Für den Betrieb auf dem GPU-
Cluster wurde Tensorﬂow auf die Nutzung von GPUs umgestellt.
7.7. Experimentelle Entwicklung der Architektur
Die Umsetzung wird experimentell entwickelt. Ausgehend von einer einfachen Struk-
tur wird die Architektur weiter entwickelt, mit dem Ziel die Vorhersagequalität zu
maximieren.
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System GPU-Cluster Server Notebook
CPU-Cores 8*Intel Xeon 16*AMD Opteron 4*Intel Core
CPU Xeon 1620 Opteron 6128 Intel Core i5-6200
Leistung (MIPS) 7000 4000 4800
RAM (MB) 1133604 96673 8120
GPU 2*GeForce GTX1080 - -
Dauer Evo1 14:47 49:10 32:24
Dauer Evo2 5:45 - -
Dauer Evo3 5:37 - -
Dauer Evo4 6:30 - -
Dauer Evo5 3:39 - -
Dauer Evo6 7:46 - -
Dauer Evo7 8:53 - -
Dauer Evo8 4:31 - -
Tabelle 26.: Verwendete Infrastruktur und Dauer der Prognose-Erstellung in Stunden
und Minuten
Die erste Schicht (Input-Layer) orientiert sich an den Eingangs-Attributen (Abhän-
gige Attribute), so wird für jedes Attribut ein Neuron im Input-Layer erzeugt. Die
Weiterentwicklung ﬁndet in den nachfolgenden Schichten statt. Beginnend mit einem
einzelnen schmalen Hidden-Layer (3 Neuronen) werden die Hidden-Layer in den Evo-
lutionsstufen weiterentwickelt. Der Output-Layer besteht immer aus einem Neuron,
da immer der Energieverbrauch als einzelner Vorhersagewert gesetzt ist.
7.8. Entwicklungsstufen der Vorhersage
Die Phasen der Evolution:
Phase 0: Prüfen und Optimieren der Daten
Diese Phase dient zur Etablierung der Verarbeitungssysteme und der Datenba-
sis. Die Daten werden vom Messgerät geladen und in das CSV-Format gebracht
und gelabelt. Die Daten werden auf Erfassungsfehler überprüft. Eine Imputation
wird durchgeführt, wodurch sich die Anzahl der Druckjobs vervielfacht.
Phase 1: Weiterentwicklung der Daten
In den Evolutionsstufen wird eine einfache Architektur des neuronalen Netzes
verwendet. Das neuronale Netz wird mit den Daten trainiert und eine Fehlerab-
schätzung zur Qualitätsmessung durchgeführt. Die Ergebnisse werden analysiert
und die Datenbasis angepasst.
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Phase 2: Weiterentwicklung des neuronalen Netzes
In jeder Evolution wird die Architektur weiterentwickelt. Je nach Entwicklung
der Vorhersagequalität wird sie angepasst.
7.8.1. Phase 0: Datenoptimierung
Die Datensätze werden vervielfacht, indem der originale Datensatz mit einem Zufalls-
wert, der auf der Gaußschen Normalverteilung liegt, multipliziert wird. Die maximale
Abweichung wird auf 5% Abweichung begrenzt, um unrealistische Werte auszuschlie-
ßen. Siehe Listing D.2 im Anhang. So entstehen aus 73 erfassten Druckaufträgen
210.085 imputierte Datensätze.
7.8.2. Phase 1: Evolution 1 (Basis)
Eine einfache Archiktur des Netzes wird verwendet: 1-3-1
Phase-Evolution-Lauf Datensätze Ergebnisse
1-1-1 210085 -4039246732.54 MSE (11865742134.72)
1-1-2 210085 -4039246744.62 MSE (11865742114.99)
Tabelle 27.: Bewertung der Vorhersagen durch mittlere quadratische Abweichung
(MSE) und Standardabweichung (in Klammern)
Das neuronale Netz wurde zweimal trainiert und eine Fehlerwertung durchgeführt.
Die Ergebnisse sind überraschend. Wie in Tabelle 27 zu sehen ist, sind die Fehlerwert
beider Läufe sehr hoch. Die zwei Durchläufe ergeben ähnliche Werte, weswegen von
nun an nur noch ein Durchlauf vorgenommen wird.
7.8.3. Phase 1: Evolution 2 (Datenanalyse)
Da die Ergebnisse der Evolution 1 nicht zufriedenstellend sind, wurde für die in dieser
Evolutionsstufe eine Datenanalyse und Programmanalyse durchgeführt.
Bei den Daten wird grundsätzlich zwischen den gemessenen Daten und den impu-
tierten unterschieden. Datensätze der gemessenen Daten werden genauer untersucht,
die imputierten algorithmisch auf zu große Abweichung untersucht und gegebenenfalls
gelöscht.
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In den gemessenen Daten wurden manuell Datensätze identiﬁziert, die unrealistische
Werte enthalten. Zur Prüfung wurde die Druckzeit betrachtet, Abbildung 22 bildet
das Ergebnis ab. Zudem wurden das Verhältnis von Zeit zu Energieverbrauch der
einzelnen Drucke verglichen, siehe Abbildung 23. Weicht ein Druckauftrag zu weit ab,
wird er als fehlerhaft entfernt.
In der Implementierung wurde die Erkennung von fehlerhaften imputierten Daten
verbessert, so werden Messfehler früher erkannt und die fehlerhaften Datensätze ent-
fernt. Die Anzahl der erzeugten Datensätze wurde reduziert.
Abbildung 22.: Zeit für Druckaufträge in Sekunden
Die Anzahl der originären Datensätze ist auf 41 gesunken, durch Imputation werden
82.042 Datensätze erzeugt. Das neuronale Netz wird trainiert und eine Fehlerbewer-
tung berechnet. Das Ergebnis hat sich deutlich verbessert, der Fehlerwert hat sich
fast halbiert (Tabelle 28).
Phase-Evolution-Lauf Datensätze Ergebnisse
1-1-1 (alt) 210085 -4039246732.54 MSE (11865742134.72)
1-2-1 (neu) 82042 -2816580175.71 MSE (5426442172.76)
Tabelle 28.: Bewertung der Vorhersagen durch mittlere quadratische Abweichung
(MSE)
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Abbildung 23.: Verhältnis Zeit zu Energie von Druckaufträgen
7.8.4. Phase 1: Evolution 3 (Reduktion)
Um die Qualität der Daten zu testen, wird eine Reduktion der Eingabe-Attribute
durchgeführt. Lediglich die Dauer des Druckjobs wird als Attribut verwendet. Auf-
grund der hohen Korrelation des Attributs zum Vorhersagewert werden eventuelle
Störfaktoren eliminiert.
Phase-Evolution-Lauf Datensätze Ergebnisse
1-2-1 82042 -2816580175.71 MSE (5426442172.76)
1-3-1 82042 -6399130558.42 MSE (13543085721.47)
Tabelle 29.: Bewertung der Vorhersagen durch mittlere quadratische Abweichung
(MSE)
Das Ergebnis hat sich verschlechtert, der Fehlerwert (MSE) hat sich mehr als ver-
doppelt (Tabelle 29).
7.8.5. Phase 1: Evolution 4 (maximale Abweichung)
Um Fehler bei der Vermehrung der Daten zu erkennen, wird die maximale Abweichung
bei der Imputation auf 2% begrenzt.
Das Ergebnis hat sich minimal verbessert (Tabelle 30).
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Phase-Evolution-Lauf Datensätze Ergebnisse
1-3-1 82042 -6399130558.42 MSE (13543085721.47)
1-4-1 82042 -6354580850.99 MSE (13497787571.80)
Diﬀerenz - 4454970743
Tabelle 30.: Bewertung der Vorhersagen durch mittlere quadratische Abweichung
(MSE)
7.8.6. Phase 2: Evo 5 (Tiefer)
Eine tiefere Architektur wird erstellt. Eine zusätzliche Schicht wird eingesetzt. Damit
wird die Anzahl der Neuronen erhöht. Die neue Architektur sieht wie folgt aus: 1-3-6-1
Der Abweichung ist gesunken und damit die Vorhersagequalität gestiegen (Tabelle
31).
Phase-Evolution-Lauf Datensätze Ergebnisse
1-4-1 82042 -6354580850.99 MSE (13497787571)
2-5-1 82042 -497592483.04 MSE (1262303301)
Diﬀerenz - 5856988368
Tabelle 31.: Entwicklung der Vorhersagequalität von Evo 4 zu Evo 5
7.8.7. Phase 2: Evo 6 (Breiter)
Eine breitere Architektur wird erstellt und entspricht damit: 1-15-1 Die Anzahl von
Epochen zum Training werden auf 50 reduziert.
Die Vorhersagequalität ist stark gestiegen (Tabelle 32).
Phase-Evolution-Lauf Datensätze Ergebnisse
2-5-1 82042 -497592483.04 MSE (1262303301.67)
2-6-1 82042 -78152660.48 MSE (81377847.64)
Diﬀerenz - 419439822,6
Tabelle 32.: Entwicklung der Vorhersagequalität von Evo 5 zu Evo 6
7.8.8. Phase 2: Evo 7 (Tiefer und Breiter)
Die Architektur wird breiter und tiefer. Sie entspricht: 1-15-9-5-1 Die Anzahl von
Epochen zum Training werden auf 100 erhöht.
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Die Vorhersagequalität ist stark gestiegen (Tabelle 33).
Phase-Evolution-Lauf Datensätze Ergebnisse
2-6-1 82042 -78152660 MSE (81377847.64)
2-7-1 82042 -29693752 MSE (65680644)
Diﬀerenz - 48458908
Tabelle 33.: Entwicklung der Vorhersagequalität von Evo 6 zu Evo 7
7.8.9. Phase 2: Evo 8 (Datenbasis erweitern)
Die Datenbasis wird erweitert, es werden nun die folgenden drei Attribute verwendet:
Anzahl Mess-Datensätze, Druckzeit, geschätzte Druckzeit.
Die Vorhersagequalität ist gestiegen (Tabelle 34).
Phase-Evolution-Lauf Datensätze Ergebnisse
2-7-1 82042 -29693752 MSE (65680644)
2-8-1 82042 -1225841 MSE (2288374)
Diﬀerenz - 28467911
Tabelle 34.: Entwicklung der Vorhersagequalität von Evo7 zu Evo8
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7.9. Evaluation
Die Qualität der Vorhersage ist in hohem Maß von der Datenqualität abhängig. dies
hat auch Evolution 2 gezeigt. Daher wurden Maßnahmen ergriﬀen, um die Datenqua-
lität zu steigern.
Die Reduktion der Input-Attribute hat die Qualität verschlechtert. Irrelevant war
die Reduzierung der Abweichung der Daten von 5% auf 2% in der Imputation. Großen
Nutzen hatte eine Vergrößerung der Tiefe und der Breite des neuronalen Netzes. Die
Evolutionsstufen 7 und 8 nutzen diese Erkenntnisse und erreichen die beste Vorher-
sagequalität.
Im Verlauf des Proof of Concept konnte die Eignung von neuronalen Netzen ge-
zeigt werden um den Energieverbrauch vorherzusagen. Die Fehlerwerte konnten in
den Evolutionsschritte gesenkt werden. Weitere Entwicklung ist notwendig um die
Vorhersagequalität zu steigern.
Der Aufwand zur Erstellung der Datenbasis im Proof of Concept war sehr hoch.
Zum einen der Zeitaufwand um die Drucke vorzubereiten, zu drucken und nach zu
bereiten. Insgesamt hat dies insgesamt etwa 300 Arbeitsstunden umfasst. Von den 82
durchgeführten Drucken waren 73 erfolgreich, 43 wurden korrekt erfasst.
Die korrekte Zuordnung der Druckaufträge zu den Energie-Messreihen war an-
spruchsvoll. Vermutlich hat die Datenqualität unter der automatisierten Zuordnung
gelitten. Eine manuelle Zuordnung war aus Zeitgründen nicht möglich.
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8. Fazit und Ausblick
8.1. Fazit
Basis dieser Arbeit war eine tiefgehende Analyse aller Forschungsbereiche die im Zu-
sammenhang zur energieorientierten Produktionsplanung stehen. Sie ist als Survey
(Kapitel 2) festgehalten. Ausgeklammert werden dabei drei Bereiche, die im Verhält-
nis zur Relevanz zu komplex sind: Die genaue Betrachtung von Fertigungsmaschinen,
Systeme zur Energieoptimierung durch Eﬃzienzsteigerung sowie die Entscheidungs-
theorie.
Der umfassende Blick in die Forschung dokumentiert die Fortschritte in der Be-
rücksichtigung des Energieaufwands in der Produktionsplanung. Durch die Integra-
tion neuer Technologien, wie dem Konzept von digitalen Zwillingen, wurden in der
Vergangenheit zunehmend leistungsfähigere Systeme entworfen. Die nun vorliegende
Verwendung von maschinellem Lernen in Kombination modernen Architekturkonzep-
ten führt diese Entwicklung weiter.
Basis für die Modellierung ist die Abstraktion. Die systematische Erfassung der
Daten ist in der Forschung kaum beachtet worden, daher wurde in dieser Arbeit ein
Fokus darauf gelegt und das Verfahren 'Datenschablone' erstellt.
Die Modellierung im Proof of Concept hat die Schwächen der Methode aufge-
zeigt. Die Eﬀektivität von Machine Learning verglichen mit etablierten mathematisch-
physikalischen Verfahren ist ernüchternd. Zum einen kann nicht sichergestellt werden
ob nicht bessere Ergebnisse erzielt werden könnten, zum anderen wird das Ergebnis
im besten Fall das der mathematischen Methoden erreichen [Nic].
Versuche die Modellierung per Matlab und Simscape durchzuführen wurden früh-
zeitig abgebrochen. Es zeigte sich, dass der Aufwand eine holistische Simulation zu
erzeugen zu hoch ist. Selbst wenn auf einen Katalog (Simscape) zurückgegriﬀen wird,
ist für die Erstellung einer funktionsfähigen Simulation umfangreiches Domänenwissen
erforderlich.
Der Aufwand zur Erstellung der Datenbasis im Proof of Concept war mit 300
94 8. Fazit und Ausblick
Arbeitsstunden sehr hoch. Zudem hat die Datenqualität unter der automatisierten
Zuordnung gelitten.
Die Nutzung des Konzepts der digitalen Zwillinge brachte viele Vorteile bei der
Entwicklung der Systemarchitektur. Sie können als autonome Subsysteme verwendet
werden, die ihre Funktion, ihre Daten und die eigene Leistungsbeschreibung selbstän-
dig verwalten.
Durch die Verwendung von Microservice-Pattern konnte ein dynamisches, feinglied-
riges System entworfen werden, das dennoch keinen Verwaltungs-Overhead hat. Dies
ist auch auf die zugrundeliegende Steuerung durch Choreographie zurückzuführen.
Microservices bieten auch organisatorische Vorteile. Aufgrund der Autonomie der
Microservices, können diese von autarken Teams entwickelt und betrieben werden
(DevOps-Teams). So können Machine-Learning-Experten kompakte Teams bilden und
sich auf die Modellierung konzentrieren und innerhalb des Microservices unabhängig
agieren.
Die entwickelte Architektur ist nicht aus deﬁniert. Nach Deﬁnition der einzelnen
Verarbeitungsschritte und Schnittstellen steht einer Implementierung nichts mehr im
Wege.
8.2. Ausblick
Die Modellierung kann weiterentwickelt werden. So könnten Verfahren aus verschiede-
nen Modellierungsdisziplinen verwendet werden. Die bekannten Methoden um physi-
kalisch-mathematische Modelle zu erzeugen, sind zwar leistungsfähig, jedoch statisch
und mit Domänenwissen zu erstellen. Methoden mittels Maschine Learning tendieren
zu lokalen Ergebnissen und reagieren empﬁndlich auf die Qualität der Trainingsdaten.
Durch Kombination der Methoden lassen sich die jeweiligen Nachteile kompensieren.
Das vorgestellte Verfahren zur Datenerfassung kann durch Methoden aus der Data
Science ergänzt werden. So können Daten, die mit der Vorhersage korrelieren, besser
identiﬁziert werden.
Die Anwendung neuronaler Netze wurde nur exemplarisch anhand einfacher Archi-
tekturen demonstriert. Wie bereits diskutiert, lassen sich jedoch komplexere Archi-
tekturen erstellen.
Die Vorverarbeitung der Daten kann weiterentwickelt werden. Eine Analyse des g-
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Codes (CNC-Programm) bietet sich an. So können die Anzahl der Befehle für die
Verwendung von energieintensiven Programmschritten kumuliert werden. Beispielwei-
se die Verwendung von Heizung und Motoren.
Die Verwendung von Zeitverläufen (Time-Series) stellt neben den Daten auch die
zeitliche Entwicklung zu Verfügung. Um diese für neuronale Netze aufzubereiten kön-
nen sie in ein Markov-Transistion Field überführt werden. Die Zeitreihen werden da-
durch zu einer mehrdimensionalen Matrix umgewandelt. Auf diese können die weit
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Abbildung A.1.: Anteil erneuerbarer Energie 2017[Sta17]
Abbildung A.2.: Energieverbrauch nach Produktionsbereiche 2017 [AGE17]
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Abbildung B.1.: Modell Deckel, Ursprung [Dizb]
Abbildung B.2.: Modelle von Schrauben und Muttern, Ursprung [Dizb]
Abbildung B.3.: Modell Träger, Ursprung [Dizb]
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Abbildung B.4.: Modell Pfeiler
Abbildung B.5.: Modell Apfel [Diza]
Abbildung B.6.: Modell Vase
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C. Cura-Druckproﬁl
Listing C.1: Auszug aus einem Cura Druckproﬁl
1 u l t imak e r 3_p r i n t i n g_p r o f i l e_2
[ g e n e r a l ]
3 v e r s i o n = 4
name = p r i n t i n g_p r o f i l e_2
5 d e f i n i t i o n = u l t imak e r 3
[ metadata ]
7 s e t t i n g_v e r s i o n = 8
type = qua l i t y_change s
9 qua l i t y_t yp e = d r a f t
[ v a l u e s ]
11 adhes ion_ext rude r_nr = 1
adhes ion_type = s k i r t
13 l a y e r_he i g h t = 0 .3
mate r i a l_bed_temperature = 67
15 pr ime_tower_enable = Fa l s e
u l t imake r3_ex t rude r_r i gh t_#3_pr i n t i n g_p ro f i l e_2
17 [ g e n e r a l ]
v e r s i o n = 4
19 name = p r i n t i n g_p r o f i l e_2
d e f i n i t i o n = u l t imak e r 3
21 [ metadata ]
p o s i t i o n = 1
23 s e t t i n g_v e r s i o n = 8
type = qua l i t y_change s
25 qua l i t y_t yp e = d r a f t
[ v a l u e s ]
27 i n f i l l _ s p a r s e_ d e n s i t y = 30
u l t imake r3_ex t r ude r_ l e f t_#3_pr i n t i n g_p ro f i l e_2
29 [ g e n e r a l ]
v e r s i o n = 4
31 name = p r i n t i n g_p r o f i l e_2
d e f i n i t i o n = u l t imak e r 3
33 [ metadata ]
p o s i t i o n = 0
35 s e t t i n g_v e r s i o n = 8
type = qua l i t y_change s
37 qua l i t y_t yp e = d r a f t
[ v a l u e s ]
39 cool_fan_speed = 41
i n f i l l _ p a t t e r n = l i n e s
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41 i n f i l l _ s p a r s e_ d e n s i t y = 50
mat e r i a l_p r i n t_tempe r a tu r e = 256
43 pr ime_blob_enable = Fa l s e
speed_pr i n t = 71
45 wa l l_ t h i c k n e s s = 1 .4
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Listing D.1: Datenaufbereitung:Suche und Verarbeitung der Druckjobs
1 p u b l i c s t a t i c i n t getDateRange ( Date s t a r tDa t e , Date C
endDate ) {
L i s t <I n t e g e r > r a n g e L i s t = new A r r a yL i s t <I n t e g e r >() ;
3 i n t measures InRange = 0 ;
Date ac tua lDa t e = n u l l ;
5 System . out . p r i n t l n ( "−Sea r ch i ng  f o r  Data s e t s  between  "C
+ s t a r tDa t e + " and " + endDate ) ;
J e d i s j e d i s = new J e d i s ( r e d i sHo s t , r e d i s Po r t , C
r e d i sT imeou t ) ;
7 j e d i s . s e l e c t (0 ) ;
t r y {
9 l ong dateCount = j e d i s . s o r t ( "Measure_ids " ,
new Sor t ingParams ( ) . by ( "Measure|*−>Aufnahmeze i tC
" ) . ge t ( "Measure|*−>Aufnahmeze i t " , "#" ) . a l phaC
( ) ,
11 " so r t edDa t e s " ) ;
j e d i s . d e l ( " r a n g e L i s t " ) ;
13 f o r ( i n t j = 0 ; j < dateCount ; j = j + 2) {
ac tua lDa t e = bu i l dDa t eEne rgy ( j e d i s . l i n d e x ( "C
s o r t e dDa t e s " , j ) ) ;
15 i f ( i sDateBetween ( ac tua lDate , s t a r tDa t e , endDate )C
) {
measures InRange++;
17 t r y {
j e d i s . rpush ( " r a n g e L i s t " , j e d i s . l i n d e x ( "C
s o r t e dDa t e s " , j + 1) ) ;
19 } ca tch ( NumberFormatExcept ion e ) {
System . out . p r i n t l n ( " Unpa r s eab l e  I ndex " ) ;
21 }
} e l s e {
23 }
}
25 System . out . p r i n t l n ( "−−Data s e t s  w i t h i n  Data Range :  "C
+ measures InRange ) ;
r e s u l t l i s t = j e d i s . l r a n g e ( " r a n g e L i s t " , 0 , −1) ;
27 System . out . p r i n t l n ( "−−ID RangeL i s t  Red i s ( r e s u l t l i s tC
) :  " + r e s u l t l i s t ) ;
j e d i s . d e l ( " s o r t e dDa t e s " ) ;
29 } ca tch ( J e d i s E x c e p t i o n e ) {
i f ( n u l l != j e d i s ) {
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31 System . out . p r i n t l n ( "−−−getDateRange :  Red i s  C
Excep t i on " ) ;
j e d i s . c l o s e ( ) ;
33 j e d i s = n u l l ;
}
35 } f i n a l l y {
i f ( n u l l != j e d i s )
37 j e d i s . c l o s e ( ) ;
}
39 r e t u r n measures InRange ;
}
41 p u b l i c s t a t i c P r i n t j o b L a b e l d getSumSensor ( Date C
s t a r tDa t e , Date endDate , S t r i n g sen so r , P r i n t j o b C
p r i n t j o b ) {
L i s t <I n t e g e r > r a n g e L i s t = new A r r a yL i s t <I n t e g e r >() ;
43 i n t measures InRange = 0 ;
F l o a t SensorSum = 0 f ;
45 S t r i n g Senso rVa lue = "" ;
Date ac tua lDa t e = n u l l ;
47 System . out . p r i n t l n ( "−Sea r ch i ng  f o r  Data s e t s  between  "C
+ s t a r tDa t e + " and " + endDate ) ;
J e d i s j e d i s = new J e d i s ( r e d i sHo s t , r e d i s Po r t , C
r e d i sT imeou t ) ;
49 j e d i s . s e l e c t (0 ) ;
t r y {
51 l ong dateCount = j e d i s . s o r t ( "Measure_ids " , new C
Sor t ingParams ( ) . by ( "Measure|*−>Aufnahmeze i t " )
. ge t ( "Measure|*−>Aufnahmeze i t " ) . ge t ( "MeasureC
|*−>Sc h e i n l e i s t u n g  (W)" , "#" ) . a l pha ( ) , "C
s o r t e dDa t e s " ) ;
53 j e d i s . d e l ( " r a n g e L i s t " ) ;
f o r ( i n t j = 0 ; j < dateCount ; j = j + 3) {
55 ac tua lDa t e = bu i l dDa t eEne rgy ( j e d i s . l i n d e x ( "C
s o r t e dDa t e s " , j ) ) ;
i f ( i sDateBetween ( ac tua lDate , s t a r tDa t e , endDate )C
) {
57 measures InRange++;
Senso rVa lue = j e d i s . l i n d e x ( " s o r t e dDa t e s " , j + C
1) ;
59 Senso rVa lue = Senso rVa lue . r e p l a c e ( " , " , " . " ) ;
SensorSum = SensorSum + F l o a t . p a r s e F l o a t (C
Senso rVa lue ) ;
61 t r y {
j e d i s . rpush ( " r a n g e L i s t " , j e d i s . l i n d e x ( "C
s o r t e dDa t e s " , j + 1) ) ;
63 } ca tch ( NumberFormatExcept ion e ) {
System . out . p r i n t l n ( " Unpa r s eab l e  I ndex " ) ;
65 }
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} e l s e {
67 }
}
69 System . out . p r i n t l n ( "−−Data s e t s  w i t h i n  Data Range :  "C
+ measures InRange ) ;
System . out . p r i n t l n ( "−SensorSum : " + SensorSum ) ;
71 j e d i s . d e l ( " s o r t e dDa t e s " ) ;
} ca tch ( J e d i s E x c e p t i o n e ) {
73 i f ( n u l l != j e d i s ) {
j e d i s . c l o s e ( ) ;
75 j e d i s = n u l l ;
}
77 } f i n a l l y {
i f ( n u l l != j e d i s )
79 j e d i s . c l o s e ( ) ;
}
81 P r i n t j o b L a b e l d p j l a b = new P r i n t j o b L a b e l d ( p r i n t j o b ) ;
p j l a b . ene rgy = F l o a t . t o S t r i n g ( SensorSum ) ;
83 p j l a b . d a t a s e t s = I n t e g e r . t o S t r i n g ( measures InRange ) ;
r e t u r n p j l a b ;
85 }
Listing D.2: Datenaufbereitung:Erweiterung der Datenbasis
1 p u b l i c L i s t <S t r i n g [] > exapndData ( P r i n t j o b L a b e l d C
p r i n t j o b , i n t amount ) {
L i s t <S t r i n g [] > da t aL i n e s = new A r r a yL i s t <>() ;
3 da t aL i n e s . add (
new S t r i n g [ ] { p r i n t j o b . id , p r i n t j o b . name + "_0" ,C
p r i n t j o b . da t e t ime_sta r t ed , p r i n t j o b .C
da t e t ime_f i n i s h ed ,
5 p r i n t j o b . energy , p r i n t j o b . d a t a s e t s , p r i n t j o b .C
t ime_elapsed , p r i n t j o b . t ime_est imated }) ;
f o r ( i n t i = 1 ; i <= amount ; i++) {
7 f l o a t t e s t = F l o a t . p a r s e F l o a t ( p r i n t j o b . ene rgy ) ;
S t r i n g nene rgy = F l o a t
9 . t o S t r i n g ( g au s sF l o a t ( t e s t , ( i n t ) Math . round (C
F l o a t . p a r s e F l o a t ( p r i n t j o b . ene rgy ) * 0 . 02 ) ) ) ;
S t r i n g nd a t a s e t s = F l o a t . t o S t r i n g ( g au s sF l o a t ( F l o a t .C
p a r s e F l o a t ( p r i n t j o b . d a t a s e t s ) ,
11 ( i n t ) Math . round ( I n t e g e r . p a r s e I n t ( p r i n t j o b .C
d a t a s e t s ) * 0 . 02 ) ) ) ;
S t r i n g nt ime_e lapsed = F l o a t . t o S t r i n g ( g au s sF l o a t (C
F l o a t . p a r s e F l o a t ( p r i n t j o b . t ime_e lapsed ) ,
13 ( i n t ) Math . round ( I n t e g e r . p a r s e I n t ( p r i n t j o b .C
t ime_e lapsed ) * 0 . 02 ) ) ) ;
S t r i n g nt ime_est imated = F l o a t . t o S t r i n g ( g au s sF l o a t (C
F l o a t . p a r s e F l o a t ( p r i n t j o b . t ime_est imated ) ,
15 ( i n t ) Math . round ( I n t e g e r . p a r s e I n t ( p r i n t j o b .C
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t ime_est imated ) * 0 . 02 ) ) ) ;
d a t aL i n e s . add ( new S t r i n g [ ] { p r i n t j o b . id , p r i n t j o b .C
name + "_" + i , p r i n t j o b . da t e t ime_sta r t ed ,
17 p r i n t j o b . d a t e t ime_f i n i s h ed , nenergy , nda t a s e t s ,C
nt ime_elapsed , nt ime_est imated }) ;
}
19 r e t u r n d a t aL i n e s ;
}
21 p u b l i c f l o a t g au s sF l o a t ( f l o a t base , i n t range , i n t C
mrange ) {
Random r = new Random ( ) ;
23 boo l ean va l o k = f a l s e ;
f l o a t gaus s ;
25 do {
doub l e v a l = r . n e x tGau s s i an ( ) * range + base ;
27 gauss = Math . round ( v a l ) ;
i f ( gaus s < gauss + mrange | | gaus s < gauss − C
mrange ) {
29 v a l o k = t r u e ;
}
31 } wh i l e ( ! v a l o k ) ;
r e t u r n gaus s ;
33 }
p u b l i c f l o a t g au s sF l o a t ( f l o a t base , i n t range ) {
35 Random r = new Random ( ) ;
f l o a t gaus s ;
37 doub l e v a l = r . n e x tGau s s i an ( ) * range + base ;
gaus s = Math . round ( v a l ) ;
39 r e t u r n gaus s ;
Listing D.3: Datenaufbereitung:Druckjobklasse
1 package j e d i s 1 ;
p u b l i c c l a s s P r i n t j o b L a b e l d {
3 /* {
" date t ime_c leaned " : "1970−01−26T11 : 5 2 : 4 3 " ,
5 " da t e t ime_ f i n i s h e d " : "1970−01−26T11 : 4 9 : 3 5 " ,
" da t e t ime_s ta r t ed " : "1970−01−26T10 : 1 3 : 4 5 " ,
7 "name " : "UM3_W126" ,
" r e p r i n t_o r i g i n a l_u u i d " : n u l l ,
9 " r e s u l t " : " F i n i s h e d " ,
" s ou r c e " : "WEB_API/Unknown/Cura connect " ,
11 " t ime_e lapsed " : 5573 ,
" t ime_est imated " : 5582 ,
13 " t ime_to ta l " : 0 ,
" uu id " : "4 a1919c0−83bb−4c8d−95b7−62ecb625dd30"
15 }*/
S t r i n g date t ime_c leaned ;
17 S t r i n g d a t e t ime_ f i n i s h e d ;
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S t r i n g da t e t ime_s ta r t ed ;
19 S t r i n g name ;
S t r i n g r e p r i n t_o r i g i n a l_u u i d ;
21 S t r i n g r e s u l t ;
S t r i n g s ou r c e ;
23 S t r i n g t ime_e lapsed ;
S t r i n g t ime_est imated ;
25 S t r i n g t ime_to ta l ;
S t r i n g uu id ;
27 S t r i n g i d ;
29 S t r i n g ene rgy ;
S t r i n g d a t a s e t s ;
31 p u b l i c P r i n t j o b L a b e l d ( P r i n t j o b pa r en t ) {
date t ime_c leaned=pa r en t . da te t ime_c leaned ;
33 da t e t ime_ f i n i s h e d=pa r en t . d a t e t ime_ f i n i s h e d ;
da t e t ime_s ta r t ed=pa r en t . da t e t ime_s ta r t ed ;
35 name=pa r en t . name ;
r e p r i n t_o r i g i n a l_u u i d=pa r en t . r e p r i n t_o r i g i n a l_u u i d ;
37 r e s u l t=pa r en t . r e s u l t ;
s ou r c e=pa r en t . s ou r c e ;
39 t ime_e lapsed=pa r en t . t ime_e lapsed ;
t ime_est imated=pa r en t . t ime_est imated ;
41 t ime_to ta l=pa r en t . t ime_to ta l ;
uu id=pa r en t . uu id ;
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Listing E.1: Vohersage Evo4
1 impor t pandas
from ke r a s . models impor t S e q u e n t i a l
3 from ke r a s . l a y e r s impor t Dense
from ke r a s . wrappe r s . s c i k i t _ l e a r n impor t Ke r a sReg r e s s o r
5 from ke r a s impor t backend as K
from s k l e a r n . mode l_se l e c t i on impor t c ro s s_va l_sco r e
7 from s k l e a r n . mode l_se l e c t i on impor t KFold
from s k l e a r n . p r e p r o c e s s i n g impor t S t anda r dSca l e r
9 from s k l e a r n . p i p e l i n e impor t P i p e l i n e
impor t numpy
11 impor t t ime
s t a r t_t ime = t ime . t ime ( )
13 data f rame = pandas . read_csv ( " l abe ldda ta_77 . c sv " , heade rC
=1)
da t a s e t = data f rame . v a l u e s
15 X = da t a s e t [ : , 6 ]
Y = da t a s e t [ : , 4 ]
17 de f base l i ne_mode l ( ) :
# c r e a t e model
19 model = S e q u e n t i a l ( )
model . add ( Dense (3 , input_dim=1, C
k e r n e l _ i n i t i a l i z e r= ' normal ' , a c t i v a t i o n= ' r e l u 'C
) )
21 model . add ( Dense (1 , k e r n e l _ i n i t i a l i z e r= ' normal ' ) )
# Compi le model
23 model . comp i l e ( l o s s= 'mean_squared_error ' , C
o p t im i z e r= 'adam ' )
r e t u r n model
25 seed = 7
numpy . random . seed ( seed )
27 e s t ima t o r = Ke r a sReg r e s s o r ( bu i l d_fn=base l ine_mode l , C
epochs=100 , ba tch_s i z e=5, v e r bo s e=1)
k f o l d = KFold ( n_ s p l i t s =10, random_state=seed )
29 r e s u l t s = c ro s s_va l_sco r e ( e s t ima to r , X , Y , cv=k f o l d )
p r i n t ( " R e s u l t s :  %.2 f  (%.2 f )  MSE" % ( r e s u l t s . mean ( ) , C
r e s u l t s . s t d ( ) ) )
31 end_time = t ime . t ime ( )
p r i n t ( "%.10 f  seconds " % ( end_time − s t a r t_t ime ) )
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Listing F.1: Auszug aus einem Energy Prediction Request:Singlepredict
{
2 " r eq t yp e " : " s i n g l e p r e d i c t " ,
" v e r s i o n " : 1 . 1 ,
4 " reqDate " : "2019−08−25T00 : 0 0 : 0 0 . 0 0 0Z" ,
"debug" : f a l s e ,
6 " p r e d i c t i o n " : {
" type " : " kummulat ive " ,
8 "" : {}
} ,
10 "machine " : {
" i d " : 009857 ,
12 "name" : "mi l l ing_machine_12 " ,
" r e g i s t e r e d " : t rue ,
14 "mach ine too l " : [
{
16 " i d " : 004654 ,
"name" : " f a s t_m i l l " ,
18 " d i amete r " : 1 . 2
} ,
20 {
" i d " : 005345 ,
22 "name" : " w ide_mi l l " ,




" t a s k " : {
28 " ma t e r i a l " : {
" i d " : 006734 ,
30 "name" : " s t e e l "
} ,
32 "model " : {
" type " : "g−code " ,
34 "name" : " spout_12" ,
" data " : " f i l e " ,
36 " f i l e n ame " : " spout_12 . g−code "
}
38 }
}
