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I INTRODUCTION 
The lattice dynamics of crystals can be characterized by 
the dispersion relation for phonons, i.e. a relation between 
the phonon frequency and phonon wave-vector. The knowledge of 
the dispersion relations in actual solids yields information 
about the binding forces between atoms of the crystals. 
In a metallic crystal, there is a large contribution from 
the conduction electrons to the binding forces. Therefore, 
crystals with similar conduction electron band structure are 
expected to have similarities in their phonon dispersion 
relations. It is also a well known fact that the conduction 
electrons play an important role in determining the magnetic 
properties of the transition metals and the rare-earth metals. 
As we shall see, this enables us to make a definite correlation 
through the generalized susceptibility between effects which 
appear both in magnetic properties and in the phonon dispersion 
curves. 
Scandium is the first element in the column of transition 
elements. It has an outer electron configuration of 3d^4s^ 
similar to that of the heavy rare-earths (5d^6s^) and it has 
the same hexagonal close-packed structure. Therefore, scandium 
metal is expected to have similar phonon dispersion relations 
to those of rare-earth metals. Both experimental and theoretical 
investigations have shown that scandium metal has an energy band 
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structure for conduction electrons similar to those of rare-
earth metals and that, in particular, the general features of 
the Fermi surface are almost identical. Thus, it is of con­
siderable interest to investigate the phonon dispersion 
relations of scandium metal and to compare the results with 
those of rare-earth metals and also with other hep type crystals. 
Of the rare-earth type metals, results for Y (1), Ho (2), 
and Tb^ have been reported. Of the other hep crystals, results 
have been reported for He (3,4), Be (5,6), Mg (7,8), Zr^ and 
Zn (9,10). In this report, the measurement of the phonon dis­
persion relations of scandium metal will be described, along 
with an attempt to correlate certain features of these dis­
persion relations with the magnetic properties of alloys of 
scandium with other rare-earth metals. 
The important properties of hep structure are summarized 
in Appendix A. The physical properties of scandium which are 
relevant to our discussion are listed in Table 1. 
We begin with a brief review of the theory of lattice 
dynamics in the harmonic approximation, the theory of magnetic 
properties of metals and the theory of the scattering of 
neutrons by phonons and by magnetic solids. 
^J. C. Glyden Houmann, Oak Ridge National Laboratory, 
Oak Ridge, Tennessee, Private Communication. (1969). 
^R. S. Schmunk, Phillips Petroleum Company, Atomic 
Energy Division, Idaho Falls, Idaho, Private Communication. 
(1968). 
Table 1. Physical properties of scandium 
Lattice Constants (11) a = 3.309±2A, c = 5.268±7A 
Z 
Mass 
21 
44.956 amu 
Thermal Neutron (12) 
Cross Section 
Coherent 17.5±1. 5 barns 
Incoherent 6.5 barns 
Absorption 24±1.0 barns 
at 298°K at 4°K 
Elastic Constants (13) units of 10 ^ ^  dynes/cm^ 
C 11 0.993 1.032 
C33 1.069 1.061 
Cis 0.294 
0.277 0.272 
^ss 
0.268 0.294 
1. Lattice vibrations and interatomic force constants (14,15) 
Let us consider a crystal which has N unit cells and r 
atoms per unit cell. The equilibrium position of the origin 
of the &-th unit cell relative to an origin located at some 
atom is written as 
X(&) = a,a + £ a + & a (1.1) 
— — 1—1 2—2 3—3 
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where a^'s represent the primitive translation vectors. The 
position vector of the s-th atom in the &-th unit cell is 
X (^) = X (&) + X (s) (1.2) 
with X (s=l) =0. We denote the displacement of atom from 
the equilibrium position by 
% 
u f—] or u_ (—] where a = x, y or z. 
The total kinetic energy of the lattice is, then. 
T = I Ï "s (f) (1.3) 
^sa 
where m is the mass of the s-th atom in a unit cell. 
s 
The total potential energy $ of the crystal is assumed 
to be some function of the instantaneous positions of all 
atoms. The Taylor expansion of $ in terms of u's gives 
* = «o + . Z "a é 
^ / S / C6 
where 
•• = Sfif) 
(1.5) 
u=0 
5 
$ fii'i ^ 
^ ® (f,) 
(1.6) 
u=0 
Since, in the equilibrium configuration, the force on every 
atom must vanish, 
~ 0 for all s,a. 
From the definition, it is easy to see that 
*a8 s') = *8a f) 
The periodicity of the lattice requires that, if the 
lattice as a whole is translated relative to itself by a 
lattice vector, it coincides with itself. Thus 
•ae ttp) =^aB (fp) 
They are called the interatomic force constants and the 3X3 
matrix ^  constructed from them must satisfy certain symmetry 
conditions of the crystal. A group theoretical discussion of 
symmetry properties has been given by many authors (16,17,18, 
19,20,21). Here we use the notation of Maradudin and Vosko 
(20). A symmetry operation is represented by 
{r1v(R) + X(m) } (1.9) 
This operation transforms the atomic position X(g) to x[^] 
according to the rule 
6 
{RlV(^) + X(ni)} x(|) = + V(R) + x(m) 5 x@ 
where R is 3 X 3 real orthogonal matrix, V(R) is a vector 
associated with glide planes or screw axes and X(m) is a 
translation vector of the lattice. We also formally define a 
function in terms of basis indices by 
S = F^{s, R) 
Then it can be shown that 
*pv (!!•) = Ig *«6 (s s') 
where x[^) = {R|v (R) + X(m) }x (~)  and 
x(|') = tK|V.(|) + X(m)}x(|!). 
This may be written as 
I (g = 11 i"' 
Thus, the crystal symmetry places restrictions on the force 
constants. In Appendix A (Table 5), the force constant matrices 
out to sixth neighbors are listed and the elements are deter­
mined from the symmetry requirements described above. 
The potential energy of the crystal and the force acting 
on each atom cannot change when the crystal is subject to rigid 
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body translation and rigid body rotation. These conditions 
give the following results; 
If we assume that the interaction between two atoms are 
represented by a potential which depends only on the distance 
between the atoms, the interatomic force constants can be 
described by bond stretching and bond bending forces. This 
model is called an axially symmetric model (22). In hep struc­
ture, this model is modified by taking the bond stretching in 
z-direction different from that in the basal plane. This is 
called a modified axially symmetric (MAS) model (23). Details 
of this model are discussed in Appendix A. 
In the harmonic approximation, the Hamiltonian of the 
lattice is given by 
(1.10) 
(1.11) 
can be simplified if certain assumptions are made. 
« = T ,1^ (i) +1J a (;:) 
ss 'aB (1.12) 
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The equation of motion of the lattice is 
(ft:) "b (::) 
The solution of the equations can be obtained by writing 
u^ (f) = "Wt) (1.14) 
Substituting this expression into Eq. (1.13), we get 
msw'ua(s) = (sJs') "gts") 
where 
w;.) = j/.g m:} • (1.16, 
and forms a matrix which is called a dynamical matrix. 
Eq. (1.15) represents 3r linear homogeneous equations in 
3r unknowns u^(s). The condition that this set of equations 
has a solution is 
det|D^g [als') " ^s"^l = 0 (1.17) 
The solutions of Eq. (1.17) are written as 
(0^ = wj (£) j = 1 , 2 ,  ,3r (1.18) 
For each value of , we have a solution e(s|^] of Eq. (1.15): 
" Jg °aS (all')Gg (s'lf] (1-19) 
e(sl^] are called eigenvectors or polarization vectors and the 
constant factor is chosen such that 
I ®a 1^] Ba (sIj,] = 6.., (orthogonality) (1.20) 
sa J jj 
I ®a [^1 j) (s'lj) = (closure) (1.21) 
In Appendix B, it is shown that we have three solutions, 
one for each value of a, which vanish with vanishing g.* These 
are called acoustic modes. The other 3r-3 modes are called 
optic modes. 
The relations between interatomic force constants and 
the elastic constants can be obtained by studying the equations 
of motion Eq. (1.15) in the limit of q-»-0 for acoustic modes (24) 
For an hep crystal, the procedure is described in Appendix B. 
The symmetry properties of dynamical matrix are discussed 
extensively in the paper of Maradudin and Vosko using group 
theory. 
For the operation which has the property 
Rq = a + 2(a, R) (1.22) 
where ^  is a reciprocal lattice vector, we define a 3r X 3r 
matrix T(g^, R) by 
10 
(s S ' |g^;R) = R^g6 (s,F^(s' ,R) )exp{iq' [X(s)-RK(s') 3 } (1.23) 
where ô(s,s') is a Kronecker delta. Then it can be shown that 
TO(2.)T ^ = D(a) . (1.24) 
From this equation, we can simplify the form of the dynamical 
matrix. However, even without the help of group theory, it is 
easy to factorize the dynamical matrix along the principal 
symmetry directions by considering the possible polarizations 
in hep structure (25) . 
For 2^ along the TA direction, the lattice wave propagates 
along the c-axis. Then it is easy to see that there should be 
a longitudinal acoustic branch and two transverse acoustic 
branches which are degenerate. The same is true for optic 
branches. For TM direction, the wave propagates along b-axis 
and we have the longitudinal branches (LA, LO) and the 
transverse branches polarized in the basal plane (TA// , TO// ) 
and polarized perpendicular to the basal plane (TAj_ , TOj_ ) . 
For 2^ in F KM direction, the wave propagates along a-a:çis. It 
can easily be seen that there cannot be well-defined longitu­
dinal branches since the configuration of the atoms is not 
symmetric around this direction. The same can be said for the 
transverse branches polarized in the plane. They are mixed up 
11 
and do not possess polarization vectors which are either purely 
longitudinal or purely transverse. There are, however, well-
defined TAX and TO J. branches in TKM direction. 
As is mentioned in Appendix A, the second atom in the unit 
cell (s=2) has the projection along the c-axis equal to half 
the distance to the next atom which lies along the c-axis (s=l). 
Therefore, as far as the periodicity along the c-axis is 
concerned, the lattice can be described by taking the unit cell 
half as large as the original one. This is called a double 
zone scheme since the Brillouin zone becomes twice as large. 
In this scheme, there is only one atom per unit cell and there 
are no optic branches as far as the dispersion curves along 
c*-axis are concerned. The optic branches in single zone 
scheme are now regarded as a part of the acoustic branches in 
double zone scheme. These results may be rigorously derived 
using group theory. 
We now define the frequency distribution function g(v) by 
g(v)dv = the fraction of the 3rN modes of the lattice 
In terms of g(v), the lattice specific heat per gram atom is 
given by (15) 
vibrations with frequencies lying in the range 
V to V + dv. 
2 .hv/kgT 
(1.25) 
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The Debye Temperature 0^ is formally defined by (15) 
C. V 3rNk, B (1.26) 
We have been discussing the lattice dynamics phenome-
nologically using the concept of interatomic force constants. 
Let us now see how to treat the problem from first principles. 
The microscopic treatment of the lattice dynamics requires the 
introduction of a Hamiltonian for the whole system (26,27,28). 
We shall assume that the core electrons move rigidly with the 
nuclei so that we may split the system into ions and conduction 
electrons. The potential energy of the whole system of ions 
and conduction electrons is given by 
where is the bare electron-ion interaction, v is the 
Coulomb interaction of the electrons among themselves, and 
Uj includes the Coulomb and exchange repulsion between ions. 
This last term can be represented by Coulomb interaction 
between point chàrges and exchange repulsion of Born-Mayer 
.1 «b + i .1 .  - £j' 
2 .  i l  
,lv (1.27) 
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type (14,29). Their contribution to the dynamical matrix has 
no singularities as a function of £. 
The principal influence of the electron-electron inter­
action is to screen the bare electron-ion interaction (30). 
We assume that the electrons are essentially independent, 
influencing each other through a self-consistent field which 
includes the Hartree potential and a screened exchange 
potential. Furthermore, the charge distribution of the con­
duction electrons within certain regions near the ion core 
will follow the ion without much distortion. In the pseudo 
potential formalism (27), the core part of the conduction 
electron wave function is assumed to be unchanged and the 
"smooth" part is expanded in terms of the ionic displacement 
u, and the bare interaction between electrons and ions is 
replaced by a weak "pseudo potential" operator which operates 
on the "smooth" part of the conduction electron wave function 
More recently, Sinha has proposed a more general way (31) of 
splitting the wave function which can be applied to APW wave 
functions. Here, for simplicity, we use the pseudo potential 
formalism and consider a Bravais lattice. The electron-ion 
interaction is now modified by the generalized dielectric 
matrix (30) given by 
e(3+X» 3+2' ) = + Nv (a+l) X (2.+1/ g+T ' ) (1. 
where T is a reciprocal lacLice vector, v(q) is the Fourier 
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transform of the electron-electron interaction and 
X(2+T, g+T') = I 
" V V • k,k' ^ k ^k 
X <^^Jexp{-i(g+T),r}|^^,> <^^,|exp{i(g+T').rj^^> (1.29) 
being the single electron energy, f^ the occupation number 
and the electron wave function which is, in the present 
case, the smooth part of the wave function 
Then the contribution to the dynamical matrix can be 
shown to be 
Dx^(g) = I ^ a+i') - D\^(T,T')} (i.30) 
T , T 
where 
(a+x) (a+x'), 
l3,„(q+T, q+T') = M " {e"'(a+T, g+T') - 6 ,} 
Nv(q+T) — 
X U(-2^-x^) U (g+x^') , (1.31) 
U (2.) being the Fourier transfo^ of the pseudo potential. 
Further approximation is made that the electron wave 
functions are not appreciably different from the plane waves, 
which is equivalent to saying that the off-diagonal elements of 
G (^ 7^ X ' ) vanish or are negligibly small. Then e and X 
become scalar quantities e (3+%) and x (2.+3.) / where 
15 
For a longitudinal mode in certain symmetry directions, 
the frequency is given in a form 
ma)2 = ^ {D ' (2.+t) - D' (x) }, (1.33) 
2 
C R 
where D and D are the contributions from Coulomb and exchange 
repulsions. 
If e (2+1.) has non-analytic behavior at certain the 
dispersion curve shows an anomaly. For a spherical Fermi 
surface, Kohn has shown the existence of such an anomaly at 
= 2kp (32,33) where is the momentum corresponding to the 
Fermi surface. This is called a Kohn anomaly and the dispersion 
curve has an infinite slope at q^. Strictly speaking, the Kohn 
anomaly only occurs where q^ covers an extremum of caliper 
dimension of the Fermi surface. However, if e has a peak in 
a region of certain then it is obvious to see from Eqs. 
(1.31) and (1.33) that the dispersion curve will again show a 
sharp dip. Although this is not a strict Kohn anomaly, this is 
a manifestation of the effect of the Fermi surface. This peak 
in X (3.) occurs when the Fermi surface has a nested region where 
a large number of states on Fermi surface are connected by 
almost the same value of q = q_. Reference to Eq. (1.32) shows 
16 
that this cozresponds to a large density of states where the 
denominator .almost vanishes, resulting in a large peak in 
X (a). 
In the <&se of a unit cell with basis, the matrix element 
U(2_) in Eg. (L.31) must be multiplied by the structure factor 
r = % (1.34) 
S 
2» Thé generalized susceptibility and magnetic ordering 
The response of the electron system to the external 
magnetic field is described by a response function called the 
generalized susceptibility %(g./(«)) (34,35) . For the system of 
the non-interacting conduction electrons, the generalized 
susceptibility is given by 
_(0) _ 2l T ^k,n " fk',n' 
X N E^(k) - E^, (k') + -ho) 
n n' 
(1.35) 
where is -the electron wave function, f^ ^  is the Fermi 
distribution function, n is a band index including the 
specification of spin states, E^^k) is the conduction electron 
energy bani and N is the total number of unit cells in unit 
volume. 
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Because in rare-earth metals the magnetic moment is 
carried locally by 4f electrons, the exchange interaction 
between the conduction electrons themselves is not essential 
for magnetic ordering to occur. Therefore, in treating 
magnetic ordering, it is a good approximation to take 
X (q,w) = (gyw) (1.36) 
But in the case of transition elements, the ordering occurs 
from the exchange interaction between the conduction electrons 
and it is essential to include the exchange effect in calcu­
lating x(<3/W). The exchange interaction is given by (36) 
»exoh = l I 
where V is the interaction matrix and A is the annihilation q K,  o 
operator of the Bloch state with spin state a. If we make an 
assumption that the matrix element is constant, it can be shown 
(37,-38) from the equation of motion of x(3.:W) that 
X(a.M) = "'^0)^'"' (1.38) 
1-vx^ '(a,w) 
where v is a measure of the strength of exchange interaction. 
The magnetic structure of rare-earth metals (39,40) can 
now be discussed in terms of X^^^ (g^,0) which becomes identical 
18 
to x(g^ defined by Eq. (1.32) if the free electron approxi­
mation is made. The localized moments at each atomic site 
now interact with each other through conduction electron system 
characterized by 0) . This is called Ruderman-Kittel 
interaction. The energy of the system is 
E = - I X(a) (1.39) 
where 
s = I S^e^2.-X(n) (1.40) 
^ n 
and 
= <k+a, fl^lf,k> (1.41) 
2. 12 
If there is a maximum in x(g^ |I | at g. = it is obvious that 
E Ï - X(3m)ilgl' (1.42) 
Thus, the ground state is specified by and the localized 
spins are now modulated with and given by 
= S^e ^  . (1.43) 
On the other hand, if. the exchange amongst the conduction 
electrons is strong enough, magnetic ordering can occur even 
19 
when there is no localized moment. In transition metals, the 
3d electrons form a conduction band and contribute to % (o[) • 
Thus, there is no localized moment in the sense of 4f electrons 
in rare-earth metals. However, if the exchange interaction 
among conduction electrons is so large that 1 - vx = 0 for 
maximum value of % (g.) r the system becomes unstable to the 
formation of an ordered state characterized by the wave vector 
which gives the maximum in %(£) • 
2- Neutron scattering 
a) Neutron scattering by phonons The general theory 
of neutron scattering has been described by many authors (41, 
42,43) . Here, we shall summarize the results in order to 
define the nomenclature. 
The interaction between a thermal neutron and a nucleus 
can be represented by the Fermi Pseudo-Potential given by 
V(r) = bÔ(r) , 
(44) where m is the mass of neutron and b is a constant 
characteristic of the nucleus and called the scattering length 
of the nucleus. The scattering length b depends on the spin 
state of the neutron-nucleus system in the course of scattering. 
The differential cross-section for the scattering from an 
assembly of atoms is given, in the first Born approximation, by 
20 
d^g _ kj_ 1 
dOdw k N <e 
ik-r^(O) -ik-Zg,(t) 
e > 
X e iw't dt (1.44) 
where N = total number of atoms in the system, k and k' are the 
wave vectors of the incident and scattered neutrons respectively, 
and 
From the point of view of the study of lattice dynamics 
the most useful process of scattering is the inelastic coherent 
scattering with one-phonon creation or annihilation. The 
incoherent scattering processes do not give direct information 
about the collective excitations, simply providing a background 
to the processes of interest. The incoherent scattering cross-
section of scandium is large compared to that of coherent 
scattering and this fact makes it difficult to obtain phonon 
frequencies of sane of the branches as is mentioned later. The 
absorption cross section, which is inversely proportional to 
the neutron velocity is also quite high for scandium and the 
scattering takes place mainly on the surface of the crystal. 
tw' = ^  (k'Z - k^) 
n 
21 
The high absorption cross section causes various other diffi­
culties in performing experiments with lower neutron energy 
as is mentioned in Chapter IV. 
The cross-section for inelastic coherent scattering with 
creation or annihilation of one phonon is given by 
where 0 is a solid angle, ^  is a reciprocal lattice vector and 
dOdw 1F (Q) 1 ^ 6 ("hw+tia). (2.) ) 6 (0*3,-%) 
(1.45) 
Q = k - k' (1.46) 
tw = %- (k' Z-k^) (1.47) 
F(Q) (1.48) 
5w/k T 
-1 
(1.49) 
^s - NE. 
s ! 
(1.50) 
and the upper and lower signs are, respectively, for phonon 
creation and annihilation processes. The two delta functions 
in Eq. (1.45) give the conservation relations. 
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Q = k— k' = + g^+T 
"few = I - Ejç = (g^) 
Thus, only when these conditions are satisfied simultaneously, 
one-phonon scattering can take place. If the energy transfer 
w and the momentum transfer Q of neutron are measured, the 
phonon frequency corresponding to q can be determined and the ; 
dispersion relation is obtained. 
The cross-section for incoherent inelastic scattering 
is given by 
dOdw 6 (•feu+'tiaj. (g^) ) 
s 
I (b^ - b/) 
-2Wg 
X iQ.e. [sij} 1^ ^— 
s 
(1.51) 
For hep crystal, this can be rewritten as 
dOdw 
X 6(tw-hv) (1.52) 
Where <lQ'e|^> is an average taken over a constant frequency 
surface. If we loosely write this expression as 
23 
we expect the cross-section to have peaks about the frequencies 
at which the peaks in g(v) occur. 
b. Magnetic scattering of neutrons by itinerant electrons 
The cross-section of magnetic scattering of neutron by a system 
of electron spins is given by (37,38,45) 
d ^ g  _  I 2 y e '  ^  
and"" I mcz) ^ Is 
" :m X.6(a.w-iO) (1.54) 
e ® -1 
where y is the magnetic moment of neutron in nuclear magnetons, 
Q is the unit vector in the direction of Q, F (Q_) is the 
generalized form factor which in the case of a wave function 
localized around the atomic site corresponds to the magnetic 
form factor. XggtO'W) is the generalized susceptibility of 
the form it takes if there is spatial dependence, specified 
by a,S = X, y, z. In parama^etic state, is isotropic in 
a, 3, and 
= x(QfW) 
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where x(0,w) is defined in the previous section. The cross-
section is, then, proportional to lmx(0,w). Therefore, a peak 
in x(OfW) appears as a peak in the scattered neutron group with 
momentum transfer Q and energy transfer tw. 
This formula is quite general one valid for any substances 
in terms of the generalized susceptibility x(OfW) for the 
substance. Even though the substance does not exhibit any 
localized or long range ferromagnetic behavior, x(Qfw) may 
still be fairly large for certain Q and w. Although scandium 
does not have a magnetic ordering, the peak of magnetic 
scattering may occur at Q and w for which x^^^(0,w) has maximum, 
since the maximum value of x (Qfw) gives the minimum value 
of 1 - V X^^^(Q/W) and accordingly the maximum in X(Ofw). 
To summarize, in this chapter we have given an introductory 
discussion of the theory of lattice dynamics, neutron scattering 
by phonons and magnetic scattering of neutrons by itinerant 
electrons. We have also.shown that the peak in x(OfW) manifests 
itself as a Kohn anomaly in the phonon dispersion curve as well 
as likelihood of magnetic ordering in the magnetic substance 
and possible peaks in the scattering by the itinerant electrons 
all at the same wave-vector for certain range of w. 
I j 
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II INSTRUMENTS 
In performing an inelastic scattering experiment, it is 
necessary to have a monochromatic neutron beam and a device 
for energy analysis of the scattered neutrons. In a triple 
axis spectrometer (46,47), these are provided by the use of 
two single crystals. The first one provides a monochromatic 
beam from the white beam coming from a reactor and the second 
serves as an energy analyser for the scattered beam. 
The triple axis spectrometer used in the present experi­
ment was originally constructed by Mitsubishi Electric Co. 
and later modified by the staff of Ames Laboratory with 
respect to the radiation shielding and some of the electronic 
circuitry. It is located at the ALRR which is a CP-5 type 
reactor and has a neutron flux of 2 X 10^^ cm ^sec ^ at the 
reactor core. The monochromatic neutron flux at the specimen 
position was measured by Au-foil irradiation and was found to 
be 4 X 10® cm'^sec"^ for the wave length of 1.2 A. 
A schematic diagram of the triple axis spectrometer is 
shown in Fig. 1. 
1. Monochromator spectrometer 
The neutron beam from the reactor is collimated by an 
inpile collimator IPC. The shielding drum S^ around the 
monochromating crystal X^ is made of borated paraffin casked 
in a steel container which has i.d. 18" and o.d. 72". The 
2 9  
REACTOR 
BIOLOGICAL 
SHIELD 
BL 
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IPC 
BN 
CONCRETE 
SHIELDING 
Fig. 1. Schematic diagram of triple axis spectrometer 
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drum can be rotated manually about the axis of . At the 
inlet end of the neutron beam the drum has a wedge-shaped hole 
to allow for continuous variation in 20... The inner wall of M 
the drum is lined with lead sheet to attenuate y-ray coming 
from the reactor. The monochromating crystal table follows 
the rotation of the drum at half the rate, keeping the Bragg 
condition satisfied. The crystal can also be rotated inde­
pendently about the same axis and about two other axes which 
lie in the horizontal plane. It can be translated in the two 
directions within the horizontal plane. These provisions are 
necessary while adjusting the crystal for a Bragg reflection. 
The collimator is of a Soller slit type and has 
angular divergence of 40* in horizontal direction. 
The neutron beam size should not exceed the size of the 
specimen in order to eliminate the background due to neutrons 
which do not participate in the scattering from the sample. 
In order to limit the beam size, the beam narrower BN and beam 
limiter BL are installed. The aperture of the beam narrower 
can be changed by remote control and during the experiment it 
was set to 30 mm X 30 mm. The beam limiter is made of borated 
paraffin with Cd lining. It is 5" long and 1 1/2" in diameter. 
The vertical divergence of the beam is limited by the beam size 
coming out of the IPC and, to some extent, by the beam limiter. 
The monochromating crystal used was cut from a single 
crystal ingot of zinc. The ingot was 10" long and 3" in 
diameter. This was grown in a graphite crucible by Bridgeman 
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method. The monochromating crystal is a slab 7/8" thick with 
c-axis perpendicular to the surface. The crystal was then 
squeezed with pressure of 1,000 psi to increase the mosaic 
spread. The effect of secondary extinction is generally to 
decrease the peak reflectivity (48). Thus, a crystal which 
has small mosaic spread will have low integrated reflectivity 
due to this effect. Therefore, in order to obtain good 
integrated reflectivities, it is important that one have a 
crystal with a large mosaic spread. 
About two years later, it was found that the reflectivity 
of the crystal had dropped to about one half of the original 
value. This seems to be partly due to the annealing of the 
crystal during the period. In fact, the reflectivity could be 
somewhat increased back by treating it once again. But it did 
not recover to the original maximum value. 
Positional spectrometer 
This consists of a sample table and the arm called G-arm. 
On one end of the arm, the energy analyser device is mounted 
and on the other end, there is a lead counterbalance. G-arm 
position determines the direction of the scattered neutron k'. 
It can be rotated about the center of the sample table X.^. 
The sample table is capable both of rotation independent of G-
arm and of rotation of 2:1 coupling with G-arm. All spec­
trometer angles are read absolutely using digitizers to 1/100 
th of a degree. The specimen is mounted on a standard X-ray 
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goniometer with Duco Cement. Since the neutron beam size is 
slightly larger than the size of the specimen, the goniometer 
was covered with Cd sheet to eliminate possible contamination 
of the signal due to neutrons scattered by the goniometer. 
The goniometer, then, is mounted on a brass sample holder 
which, in turn, is screwed into the center of the sample table. 
The neutron beam is 30 cm above the sample table surface. The 
collimator C2 has an angular divergence of 40'. 
2» Analysing spectrometer 
The analysing crystal is a zinc single crystal cut 
from the same ingot as the monochromating crystal and was 
treated similarly. The crystal can be rotated about the 
vertical axis and can be translated in the horizontal plane. 
It can also be rotated about two mutually perpendicular axes 
which lie in the horizontal plane. All these operations can 
be done only manually. The arm, called V-arm, on which the 
counter and its shielding are mounted can be driven elec­
trically. The analyser crystal is connected to the arm 
through a half-angling mechanism. The shielding drum 
and counter shield are filled with borated paraffin in 
steel case. The collimator C^ has an angular divergence of 
40'. 
Counters 
The beam monitoring counter M is a fission counter 
(B300D4) with pressurized UF^ purchased from Amperex. The 
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efficiency is estimated to be about 0.01%. 
The main counter which is used to count the number of 
scattered neutrons is a BP^ counter (RSN10 8S) made by 
Reuter-Stokes. It is 2" in diameter and the effective length 
is about 13". The BF^ gas, enriched to 96% B^°, has a reduced 
pressure of 3 80 mmHg in order to eliminate fast neutron 
detection efficiency while not appreciably reducing the thermal 
efficiency. The counter is wrapped with Cd sheet before 
insertion into the shielding block to minimize detection of 
thermalized background neutrons. 
Background counts 
Without a sample on the sample holder, the background 
count was less than 2 counts/min. If a sample is mounted on 
the goniometer, the background count increases to 5 counts/min 
due to the incoherent scattering process. Since scandium has 
a large incoherent scattering cross-section, the signal to 
noise ratio was rather low. This caused a serious problem in 
measuring phonons with high frequencies for which the cross-
section, hence the scattered neutron intensity, is very low. 
Control unit 
The control unit has two modes of operation; manual mode 
and tape mode. In manual mode, the arms and sample table can 
be rotated at the.same time by pressing the corresponding 
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buttons. It is also possible.to program the sequence of 
measurements with constant steps of G-arm angle and/or V-arm 
angle. 
In tape mode, the punched tape is fed in through the 
Friden tape reader. The tape carries the following informations; 
(1) Serial number 
(2) G-arm angle 
(3) Sample table position 
(4) V-arm angle 
(5) Increment of G-arm angle 
(6) Increment of V-arm angle 
(7) Number of the repetitions of counting at the given 
G-arm angle 
(8) Number of the repetitions of counting at the given 
V-arm angle 
(9) Controlling code determining the background 
measurement 
G-arm, sample table and V-arm are positioned in this 
order. Then the start pulse triggers the scaler to count the 
signal pulses. 
There are three counting modes: 1) count during the 
interval in which a fixed, preset number of monitor counts is 
accumulated, 2) count during a preset time interval, or 3) 
measure the time interval during which a predetermined number 
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of counts of neutrons is attained. Since the reactor power 
can fluctuate during the experiment, the measurements were 
performed in the first mode. This serves to normalize the 
counts to the number of neutrons actually falling on the 
sample. 
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III EXPERIMENTAL PROCEDURES 
1 .  Constant Q method 
In the measurement of dispersion relations, two quantities 
must be determined, the momentum transfer Q and the energy 
transfer "few. In particular, it is very convenient if the 
energy transfer can be measured for fixed value of Q. By 
changing the angle and ip in Fig. 2 along with k' (hence 
it is possible to arrange the experiment so that Q 
remains at a fixed value. This method, first proposed by 
Brockhouse (46), is called the Constant-Q method (47) and has 
been utilized extensively witli triple axis spectrometers. 
The components of momentum transfer are determined by 
the relations 
= kcos - k'cos ($ + ^) 
= -ksin + k'sin (4> + i|j) (3.1) 
as can be seen from Fig. 2. 
For exainple, for the given value of Q and Q and for fixed 
1 2 
value of k (i.e. constant incident energy) (}> and ^ can be cal­
culated for each value of k' (or E^,), so that a sweep is made 
through w for fixed Q. 
In the present machine set-up, the teletypewriter connected 
to SDS 910 computer punches on tape the values of ^ and the 
analyser crystal angle 20^ if the values of q^, q^, t^, and 
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Fig. 2. Diagram for constant-Q method 
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energy transfer are fed in for a fixed incident energy. The 
tape is, then, used to control the spectrometer as was 
described before. 
2» Structure factor and population factor 
As was discussed previously, the scattering cross-section 
depends on the structure factor F. In order to calculate the 
structure factor, a knowledge of the eigenvector is necessary. 
But the eigenvectors can be calculated only after we have the 
complete information about the dynamical matrix. %n the 
present experiment, the experimental results of yttrium and 
magnesium were used as a guide. However, even without detailed 
knowledge, some general features can be seen. For example, if 
Q and e(sare perpendicular for any particular mode, then 
] 
no neutron scattering will be observed corresponding to that 
mode. If the experiments are arranged with Q always lying in 
a mirror plane of the crystal, then no scattering can be ob­
served for those modes polarized perpendicular to the plane. 
It is then easier to observe clearly the remaining modes. This 
fact is also utilized in differentiating between these remaining 
modes. If 2. is in the same direction as Q, then only longitu­
dinal mode will contribute to the scattering since (Q. e(s|%) ] 
= 0 for transverse modes in this configuration. 
In order for the scattered neutron group to have high 
intensity, it is necessary to do the measurements with Q as 
large as possible. On the other hand, the Debye-Waller factor 
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e will decrease the intensity for large Q due to factor 
in the exponent, but this effect is relatively minor compared 
with the previous one. It is also necessary to take the 
11 k ' population factor (n+^±j) and the factor ^  into account. At 
room temperature the population'factor for energy gain 
processes becomes less than 0.6 for the phonons with frequency 
above 6.0 THZ compared with 5.5 for v = 1.0 THZ. On the other 
3c hand, the factor becomes large for energy gain processes, 
but this does not outweigh the gain of intensity due to the 
population factor. Furthermore, the resolution of the instru­
ment is higher for energy loss processes. 
From these arguments we might conclude that the longitu­
dinal phonons should be measured with large Q parallel to 
in energy loss mode. In practice, the resolution of the 
apparatus has a large effect on the intensity due to the 
focussing effect which will be discussed later. The focussing 
effect determines the peak shape and width as well as the 
intensity. Therefore, it was found that much better accuracy 
could be attained for longitudinal phonons if Q was taken 
somewhat away from the direction of 
2» Resolution function and focussing 
The general features of the resolution function for the 
case of inelastic neutron scattering by phonons has been 
considered by Cooper and Nathans (49) . They applied their 
theory to simple dispersion relations and calculated the width 
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of an observed peak. We will later extend their result to the 
case in which the dispersion curve has a kink and calculate 
the shape of the peak of scattered neutron group. In this sec­
tion, essential features of the resolution function will be 
summarized. 
The resolution function is best considered in w, Q space. 
The angles 20^, 20^ define the point in w, Q space for which 
the probability of detection is highest, according to the 
relations 
where d„ and d are plane spacings of the monochromator and 
the analyser, respectively. Because of finite collimation and 
finite mosaic spread in the crystals, there is finite proba­
bility of detecting the neutrons corresponding to energy 
transfer WQ + and momentum transfer + AQ even though 
the instrument has been set to measure the neutrons corresponding 
to QJQ and Q^. The resolution function R(wQ+Aw, 0^+60) is defined 
as this probability as a function of Aw and AQ. 
So = k - k' 
and H = S" (f' - k') 
n 
(3.2) 
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We assume that the transmission function of a Seller slit 
collimator and the mosaic spreads of the monochromator and the 
analyser are Gaussian distributions. This assumption leads to 
an analytic expression for the resolution function. According 
to Cooper and Nathans' notation we can write the resolution 
function in the form: 
- 4 4 
R(o)o+A«>, Qg+AQ) = Roexp{-f I (3-31 
K—X 1 
where X =A0 , X„=AQ , X =AQ_, X =Aw and for convenience X is 1 X 2 y 3 Z ^ 1 
taken parallel to QQ and X^ is taken to be vertical. RQ and 
are involved functions of k, WQ, QQ and the parameters of 
collimators and mosaic spreads. It is convenient to visualize 
the resolution function by the ellipsoid which gives 50% of 
the maximum probability. This is represented by 
4 4 
L  I  = 1-386 (3.4) 
k=l 1=1 K & 
The observed intensity for a given scattering cross section 
will be 
KOOQ/QO) = J R(w0+Aw,OQ+Ag)o(w0+Aw,QQ+&Q;d(AQ)d(Aw) (3.5) 
The intensity observed for a given setting of the spectrometer 
(WQ^QQ) is given by the convolution of the scattering cross 
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a(w,Q) with the resolution function centered on For the 
phonon scattering we have a surface in co,Q space for which the 
cross section is characterized by delta functions as is shown 
in Eg. (1.45). This is the surface of dispersion relation and 
we assume that the cross section is constant for that part of 
the surface over which the resolution function is appreciable. 
The resolution ellipsoid is extremely aspherical and it is this 
property that gives rise to the focussing effects. One prin­
cipal axis is always along AQ^, and since we are considering 
only cases for which = 0, we will not discuss the z depen­
dence of the ellipsoid further. Generally the ellipsoid is 
elongated towards AQ^ more than towards AQ^. and is considerably 
elongated out of the Aw = 0 plane. From the definition, we 
plot w(q) positive for phonon annihilation (energy gain). 
The focussing arises when the orientation of the 
ellipsoid is such that the longest principal axis, which lies 
roughly in the Aw-AQ^ plane is aligned in the dispersion surface. 
Since the constant Q technique corresponds essentially to 
scanning the resolution function vertically up and down parallel 
to the w-axis through the dispersion surface, it may be seen 
from Fig. 3 that in the focussed condition the resolution 
ellipsoid will pass through the dispersion surface much more 
rapidly, giving a sharp peak, than in the defocussed configu­
ration. Since the principal ellipse lying roughly in this 
plane is so asymmetric, marked focussing or defocussing can . 
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occur for transverse phonons with grad^œ along depending 
on the value of the gradient. Focussing effects are clearly 
far less for longitudinal phonons with grad w along Q , since 
for these the ellipsoid is always tilted almost perpendicular 
to gradgW. Fig. 3 illustrates these points. However, as was 
discussed before, if transverse branches are far apart from a 
longitudinal branch, this longitudinal phonon should be meas­
ured not in the purely longitudinal configuration (Q// 2.) t but 
in a configuration for which the focussing effect can be used 
to advantage. It should also be realized that if the dis­
persion surface has large curvature, the observed focussed 
peak will have asymmetric shape, or even double-peaked shape. 
In Appendix E the formula of an expected shape of a peak is 
derived when the dispersion surface has a kink. Discussion of 
experimentally observed peak shape based on this argument is 
described in Chapter IV in connection with an obseirved anomaly 
in the dispersion curve. 
£. Determination of the machine parameters 
The monochromator angle 28^ is set manually at a fixed 
value. The measurements are normally done at the lowest 
practical incident energies in order that the resolution be as 
high as possible with a given set of collimators. However, it 
is also important that the energy be high enough so that the 
neutron energy loss processes can be observed since it usually 
has higher cross-section as discussed in the previous section. 
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Fig. 3. Illustration of focussing effect 
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Before we start the experiment it is necessary to determine 
the absolute scale of the various angle readings by establishing 
the zero-position angle readings. 
In order to find the zero position of V-arm, the angle 
corresponding to the incident neutron energy was measured. 
This was done by measuring the intensity of scattered neutrons 
from a sample of vanadium metal as a function of the V-arm 
angle. The coherent scattering cross-section for vanadium is 
only 0.048 barns, whereas the incoherent scattering cross-
section is 5.1 barns. Therefore, the most dominant scattering 
process is elastic incoherent scattering. As the incoherent 
scattering is isotropic, the scattered neutron intensity 
depends neither on G-arm angle nor on sample orientation. At 
an arbitrary setting of G-arm and the sample table, we can 
determine the angle of V-arm corresponding to the energy of 
neutrons scattered elastically. 
Then NaCl powder diffraction peaks of (200) and (110) 
reflections were measured. By measuring two equivalent reflec­
tions for each of them, we can determine the incident wave 
length and the zero angle of G-arm (GAZ). The results of two 
different reflections give a consistency check. From this 
information, the zero angle of V-arm (VAZ) can be determined 
finally. The reference direction of tjie sample crystal orien­
tation was determined from the rocking curve of one of the 
intense Bragg reflections (e.g. (002)). The mean position of 
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the rocking curve was taken as the angle of reference (STI). 
The reference angle was measured often to make it sure that it 
did not change during a series of experiments. 
Procedure of measurement 
The value of VAZ, GAZ and 20^ along with the lattice 
constants of the monochromator, analyser and sample crystals 
are fed in the table stored in SDS 910 computer through a 
teletypewriter. Then, given the energy transfer to and 
its increment Aco, the computer calculates the settings of G-arm, 
V-arm and sample table angles. The outputs are punched on tape 
through the teletypewriter and the tape is read into the con­
trolling unit by the tape reader. 
After the number of counts accumulated in the signal 
counter for a preset number of monitor counts is recorded, the 
counting can be repeated without change. Usually counting was 
repeated four times before proceeding to the next configuration. 
Thus, any noise of short duration will affect only one of the 
four measurements and may be discarded. 
It is also possible to count with the analyser crystal 
off-Bragg position. The reason for making this provision is 
that a spurious peak due to a process called B-B-I process can 
be detected in this mode of operation. In B-B-I process, the 
sample orientation is such that the condition of the Btagg 
reflection (B) by the sample is satisfied for the incident 
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neutron monochromatized by Bragg reflection (B) of the mono-
chromator. The intensity of Bragg reflection is so high that, 
the intensity of neutron scattered in the incoherent elastic 
process (J) from the analyser crystal can be comparable or 
higher than that of one-phonon process. This problem can be 
solved by measuring the scattered neutron intensity with the 
analyser crystal on or off-Bragg condition. If there is no 
change in the intensities, the peak is mainly due to B-B-I 
process and therefore must be discarded. 
Spurious processes 
There are several different processes which might give 
spurious peaks in the scattered neutron group. 
The B-B-I process and the way to identify the peaks due to 
this process were discussed in the previous section. The peaks 
due to the incoherent scattering process occur about the fre­
quencies at which g(v) has peaks, as was discussed in Chapter 
I. However, the incoherent scattering is isotropic and the 
peaks due to this process always occur at the same energy 
transfer "hw irrespective of the momentum transfer Q. Therefore, 
they can be identified rather easily. 
There are also spurious peaks due to a process called 
B-I-B. If a set of planes of the monochromator crystal is used 
to reflect neutrons with wave-length X, then neutrons of wave­
length X/2, X/3, etc., are also reflected by Bragg reflection 
(B). These higher order neutrons go through the incoherent 
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elastic or inelastic scattering (I) from the sample crystal 
and give spurious peaks in the detected (B) neutron groups. 
The analyser crystal also reflects higher order neutrons and 
many spurious peaks can occur due to the various combinations 
of these higher order reflections. Fortunately, if the inter­
mediate process (I) is inelastic, the intensity of scattered 
neutrons is very low and can be neglected. For the elastic 
scattering, we can predict quite readily the positions of these 
peaks from the knowledge of the incident neutron energy, and 
can discard the peaks contaminated by this process. 
In the present experiment, the contamination due to 
B-B-I process was most commonly observed. 
In some cases, spurious peaks due to so-called double 
scattering process can be observed. This process is that of 
coherent one-phonon scattering followed or preceded by elastic 
(Bragg) scattering in the sample. This may give a peak due to 
a phonon even when the experimental conditions are such that 
the structure factor is zero for that phonon branch. For 
example, we set up a condition which gives vanishing structure 
factor for where 
Q  =  k - k '  =  2 . +  TQ 
But in the double scattering process represented by 
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- k' = 2. + = Q' 
the structure factor for Q' may not be zero and the net process 
Q = k - k' = (T^ + T^) + 2_ 
can have a finite cross-section. The probability for the 
occurrence of the process depends cr the mosaic spread of the 
sample crystal. The peaks due to this process can easily be 
identified if the dispersion curves of different polarizations 
are well separated. 
1_. Data processing 
Fig. 4 shows a typical inelastic spectrum collected in 
constant Q mode. The peak near v = 4.7 x 10^^ cps is a longi­
tudinal optic phonon peak, one around v = 6.0 x lo^^ cps is a 
peak due to incoherent scattering process discussed in Chapter 
I. The peak around v = 2.8 x 10^^ cps is an LA phonon. These 
peaks are fitted to Gaussian functions superimposed on a constant 
background. This is done by a non-linear least square fitting 
process using variable metric minimization method (50) ., The 
computer program was prepared by T. 0. Brun of Ames Laboratory. 
The center of gravity of a peak defined by 
I  v^{C(v^) -
V = — (3.6) 
I (C(v.) - B.) 
250 SC-I90(C0NST-Q) T (2,0,0) 
H 
z 
g 200 
ÇJ 
Ù 1  
p 
H 
Z 150 
o 
CD 
Q 
X 100 
OJ 
Sw 
(/) 
H 
z 
ID 
O 50 
O 
0 
r \x q (0.15,0,0) 
4.0 5.0 6.0 
y (10^^ cps) 
Pig. 4. Example of scattered neutron group 
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where is the background determined by the fitting procedure 
and C(v^) is the count of scattered neutrons with energy transfer 
hv^, is taken as the peak position. 
The statistical uncertainty a in v is given by 
(C(v^)  +  B^)  (v^  -  (C(v^)  -  (3 .7 )  
Since most of the measured phonon peaks are symmetric the peak 
position determined in this way is almost identical to the 
center position of fitted Gaussian. Discrepancy is negligible 
compared to the statistical uncertainty discussed above. In 
Fig. 4, the dotted line represents the fitting of the entire 
points and the solid line the result of the background 
subtraction. 
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IV RESULTS AND ANALYSIS 
_1. Results 
The sample crystal used was grown by Mr. B. Beaudry of 
Ames Laboratory^. The contents of hydrogen, nitrogen and 
oxygen were determined by the vacuum fusion method. They were 
estimated 7 ppm, 71 ppm, and 297 ppm by weight, respectively. 
The following branches of the phonon dispersion relations 
have been measured: 
LA, LO, TA, TO along TA 
LA, LO, TA//, TO//, TAX, TO_L along TM 
and TAJ., TO J_ along TKM. 
Several different incident energies were used. The resolution 
of the instrument is higher for low incident energies and 
small momentum transfers. However, as was discussed in Chapter 
III, it is necessary to perform the experiments with large 
momentum transfer for an energy loss process in order to have 
high intensity of scattered neutrons. Usually, the intensity 
consideration had higher priority and in measuring the low 
frequency phonons, the incident neutron energy to be used was 
determined by choosing the minimum possible incident energy 
consistent with obtaining the largest momentum transfer that the 
^B. J. Beaudry, Ames Laboratory, Ames Iowa. Private 
communications. The crystal was growi^ using a modification of 
the method described by Nigh. (H. E. Nigh, J. Appl. Phys. 34, 
3323 (1963)). 
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geometrical configuration of the various arms and the shieldings 
allowed. In some cases, the higher order contaminations de­
scribed in Chapter III prevented the measurement of phonons 
within certain range of frequency and a slightly higher inci­
dent energy was used. In measuring high frequency phonons, it 
was impossible to use energy loss processes. Phonons No. 1 to 
No. 65 were run with = 20 meV. Phonons No. 100 to No. 499 
were done with = 50 meV and No. 500 to 805 were measured 
with = 31 meV. The results of the measurements are shown in 
Table 2 and Figs. 5, 6 and 7. 
Table 2. Phonon frequencies (THZ) 
Phonon 
Number 3 .  T 
V 
( T H Z )  ( T H Z )  
r r; 62 0.003, 0, 0 2 0 0 4.101 0.036 
II 188 0.003, 0, 0 2 0 0 3.946 0.040 
• Î  380 0, 0, 0 1  1  X 4.061 0.054 
II 507 
o
 
o
 
o
 2 0 0 4.053 0.034 
c 365 
o
 
o
 
o
 0 0 5 6.912 0.028 
1 1  803 o
 
o
 
o
 
0 0 5 6.886 0.068 
A A ^  ( L )  370 0, 0, 0.5 0 0 4 4.735 0.024 
A ^  ( T )  35 0.002, 0, 0.501 1 0 0 2.883 0.013 
ft 11 0.003, 0, 0.498 1 0 1 2.860 0.012 
M M + ( L A )  542 -0.5, 0, 0 2 0 0 6.209 0.097 
M+ (TOX) 180 0.501, 0, 0.006 0 0 3 6.184 0.054 
II 351 0.5, 0.5, 0 0 0 4 6.23 3 0.033 
M + ( T A / /  )  508 o m 
0
 1 
in o
 1 1 0 3.568 0.032 
M-(LO) 187 0.504, 0, 0 2 0 0 6.229 0.043 
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Table 2. Continued 
Phonon v 
Number 2 (THZ) (THZ) 
M^(TO// ) 504 -0.5, 0.5, 0 2 1 0 6.107 0.038 
M- (TAX.) 25 0.501, 0, 0.003 0 0 2 4.172 0.055 
Il 206 0.501, 0, 0.008 0 0 4 4.312 0.057 
II 229 -0.502, 0, 0.024 0 0 4 4.278 0.062 
II 355 0.5, 0.5, 0 0 0 5 3.970 0.018 
Ke 358 0.333, 0.333, 0 0 0 4 5.347 0.028 
II 360 -0.333, -0.333, 0 0 0 5 5.316 0.043 
rA(A)  
ALA(A ) 
1 
3 2  0 ,  0 ,  0 . 1 0 3  0  0  2 1 . 0 4 9  0 . 0 1 4  
4 5  0 ,  0 ,  0 . 1 2 8  0  0  2 1 . 3 0 9  0 . 0 1 4  
3 1  0 ,  0 ,  0 . 1 5 3  0  0  2 1 . 5 9 0  0 . 0 1 7  
6 7 2  0 ,  0 ,  0 . 1 7 5  î  r  2 1 . 6 5 9  0 . 0 3 1  
6 9 1  0 ,  0 ,  0 . 1 8 7 5  r  T 2 1 . 9 4 1  0 . 0 2 8  
6 7 1  0 ,  0 ,  0 . 2  î  T 2 1 . 9 8 3  0 . 0 3 3  
6 9 0  0 ,  0 ,  - 0 . 2  0  0  4  2 . 1 3 0  0 . 0 2 4  
6 7 8  0 ,  0 ,  0 . 2 1 2 5  T  r 2 2 . 0 9 9  0 . 0 1 7  
6 8 9  0 ,  0 ,  - 0 . 2 1 2 5  0  0  4  2 . 2 5 3  0 . 0 2 9  
3 9 9  0 ,  0 ,  0 . 2 2 5  0  0  4  2 . 1 4 0  0 . 0 1 3  
6 7 0  0 ,  0 ,  0 . 2 2 5  r r  2 2 . 2 5 , 1  0 . 0 1 2  
6 8 5  0 ,  0 ,  - 0 . 2 2 5  0  0  4  2 . 3 4 7  0 . 0 3 8  
6 7 3  0 ,  0 ,  0 . 2 3 7 5  r  r  2 2 . 2 9 1  0 . 0 2 0  
6 8 8  0 ,  0 ,  - 0 . 2 3 7 5  0  0  4  2 . 6 2 4  0 . 0 3 4  
3 8 2  0 ,  0 ,  0 . 2 5  0  0  4 2 . 4 2 8  0 . 0 1 3  
6 6 6  0 ,  0 ,  0 . 2 5  T T 2  2 . 3 7 5  0 . 0 2 1  
6 8 1  0 ,  0 ,  - 0 . 2 5  0  0  4 2 . 7 3 0  0 . 0 4 0  
1 9  0 ,  0 ,  0 . 2 5 3  0  0  2  2 . 6 1 1  0 . 0 3 4  
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Table 2. Continued 
Phonon v 
Number 2 (THZ) (THZ) 
6 7 4  0 ,  O r  0 . 2 6 2 5  1  1 2 2 . 6 5 4  0 . 0 1 3  
6 8 7  0 ,  O r  - 0 . 2 6 5  0  0 4  2 . 7 6 3  0 . 0 4 1  
3 8 8  0 ,  O r  0 . 2 7 5  0  0 4  2 . 6 1 0  0 . 0 1 7  
6 6 5  0 ,  O r  0 . 2 7 5  T  T  2 2 . 7 2 4  0 . 0 1 5  
6 8 0  0, O r  - 0 . 2 7 5  0  0  4  2 . 9 4 4  0 . 0 4 8  
6 9 9  0 ,  O r  0 . 2 7 5  1  1  2 2 . 5 3 5  0 . 0 2 5  
6 7 6  0 ,  O r  0 . 2 8 2  T  T  2 2 . 8 0 0  0 . 0 1 7  
3 9 6  0 ,  O r  0 . 2 8 7 5  0 0 4  2 . 6 7 6  0 . 0 2 8  
6 7 5  0 ,  O r  0 . 2 8 7 5  T  T  2 2 . 8 4 1  0 . 0 1 5  
6 9 8  0 ,  O r  0 . 2 8 7 5  1  1  2 2 . 8 4 8  0 . 0 2 5  
6 7 7  0 ,  O r  0 . 2 9 3  ï  r 2 2 . 9 5 2  0 . 0 1 5  
3 7 6  0 ,  O r  0 . 3  0 0 4  2 . 7 7 7  0 . 0 2 1  
6 5 5  0 ,  O r  0 . 3  T  T  2 2 . 9 6 6  0 . 0 1 7  
6 5 8  0 ,  O r  - 0 . 3  0  0 4  3 . 1 2 1  0 . 0 6 0  
6 9 7  0 ,  O r  0 . 3  1 1  2 2 . 9 4 4  0 . 0 3 8  
6 7 9  O r  O r  0 . 3 1 2 5  r T 2 3 . 1 4 5  0 . 0 1 6  
3 9 0  0, O r  0 . 3 2 5  0 0 4  2 . 9 6 5  0 . 0 3 3  
6 6 4  0 ,  O r  0 . 3 2 5  T T 2 3 . 2 3 5  0 . 0 1 8  
6 8 4  0 ,  O r  0 . 3 3 7 5  T  r 2 3 . 3 4 4  0 . 0 2 6  
1 4  0 ,  O r  - 0 . 3 4 4  0 0 4  3 . 5 2 7  0 . 0 3 4  
3 9 7  0 ,  0 ,  - 0 . 3 5  0  0 4  3 . 4 6 8  0 . 0 4 5  
3 7 5  0, O r  0 . 3 5  0 0 4  3 . 4 2 5  0 . 0 3 3  
6 6 3  0 ,  O r  0 . 3 5  T  T  2 3 . 4 3 3  0 . 0 2 1  
6 9 6  0, O r  0 . 3 6 2 5  1  1 2 3 . 5 0 3  0 . 0 2 6  
4 3  0 ,  O r  - 0 . 3 6 9  0 0  4  3 . 6 1 4  0 . 0 3 5  
3 7 4  O r  O r  0 . 3 7 5  0  0 4  3 . 6 9 3  0 . 0 2 0  
6 6 9  O r  O r  0 . 3 7 5  T r 2 3 . 6 8 5  0 . 0 2 5  
6 9 2  O r  O r  0 . 3 7 5  1 1  2 3 . 6 2 0  0 . 0 2 6  
6 8 2  O r  O r  0 . 3 8 7 5  î r 2 3 . 7 6 0  0 . 0 3 8  
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Table 2. Continued 
Phonon 
Number (THZ) 
V 
(THZ) 
6 9 5  0 ,  0 ,  0 . 3 8 7 5  1  1  2  3 , 8 1 6  0 . 0 2 9  
3  0 ,  0 ,  - 0 . 3 8 8  0  0  4  3 . 7 2 7  0 . 0 6 2  
1 5  0 ,  0 ,  - 0 . 3 9 5  0  0  4  3 . 9 0 2  0 . 0 6 1  
3 7 3  0 ,  0 ,  0 . 4  0  0  4  3 . 9 2 0  0 . 0 2 4  
6 6 8  0 ,  0 ,  0 . 4  î  ï  2  3 . 8 9 2  0 . 0 3 4  
6 9 3  0 ,  0 ,  0 . 4  1  1  2  3 . 8 4 9  0 . 0 2 6  
4 4  0 ,  0 ,  - 0 . 4 2  0  0  4  4 . 1 4 1  0 . 0 5 0  
3 7 2  0 ,  0 ,  0 . 4 2 5  0  0  4  4 . 0 0 6  0 . 0 2 8  
6 6 7  0 ,  0 ,  0 . 4 2 5  ï  T  2  4 . 1 6 0  0 . 0 1 7  
6 9 4  0 ,  0 ,  0 . 4 2 5  1  1  2  4 . 0 9 5  0 . 0 2 4  
1 6  0 ,  0 ,  - 0 . 4 4 5  0  0  4  4 . 3 6 9  0 . 0 5 9  
3 7 1  0 ,  0 ,  0 . 4 5  0  0  4  4 . 2 3 0  0 . 0 2 1  
1 7  0 ,  0 ;  - 0 . 4 9 5  0  0  4  4 . 7 3 0  0 . 0 7 2  
1 7 1  0 ,  0 ,  - 0 . 4 9 1  0  0  5  4 . 7 5 0  0 . 0 2 0  
2 0 5  0 ,  0 ,  - 0 . 4 4 0  0  0  5  5 . 1 5 1  0 . 0 4 6  
1 7 2  0 ,  0 >  - 0 . 3 9  0  0  5  5 . 4 9 7  0 . 0 2 1  
2 0 4  0 ;  0 ;  - 0 . 3 4 0  0  0  5  5 . 7 7 6  0 . 0 2 0  
2 0 7  0 ,  0 ,  0 . 3 0 7  0  0  3  5 . 9 4 6  0 . 0 8 6  
3 6 9  0 ,  0 ,  - 0 . 3  0  0  5  6 . 0 1 2  0 . 0 1 5  
1 7 3  0 ,  0 ,  - 0 . 2 9  0  0  5  6 . 0 8 9  0 . 0 1 7  
2 4 0  0 ,  0 ,  - 0 . 2 7 2  0  0  5  6 . 0 8 3  0 . 0 2 4  
2 0 8  0 ,  0 ,  0 . 2 5 7  0  0  3  6 . 2 9 4  0 . 0 5 5  
1 7 4  0 ,  0 ,  0 . 2 0 7  0  0  3  6 . 3 4 9  0 . 0 5 8  
3 6 8  0 ,  0 ,  - 0 . 2  0  0  5  6 . 5 8 4  0 . 0 3 1  
2 3 9  0 ,  0 ,  - 0 . 1 7 2  0  0  5  6 . 5 0 6  0 . 0 3 1  
3 6 7  0 ,  0 ,  - 0 . 1 5  0  0  5  6 . 6 5 9  0 . 0 3 7  
2 3 6  0 ,  0 ,  - 0 . 1 2 1  0  0  5  6 . 6 9 4  0 . 0 4 0  
54 
Table 2. Continued 
Phonon v 
Number q x (THZ) (THZ) 
ATA (A g) 
ATO(A J 
rM(E) 
SLA(2^) 
2 3 0  0 ,  0 ,  0 . 1 1 8  
1 7 5  0 ,  0 ,  0 . 1 0 6  
3 5 0  0 ,  0 ,  
rH O
 1 
3 6 6  0 ,  0 ,  1 O
 
O
 
en
 
0  0  3  6 . 8 0 1  0 . 0 8 2  
0  0  3  6 . 8 4 3  0 . 0 8 6  
0  0  5  6 . 8 3 0  0 . 0 3  8  
0  0  5  6 . 8 9 4  0 . 0 3 2  
5  0 . 0 0 3 ,  0 ,  
1—1 o
 1  0  1  0 . 6 1 6  0 . 0 0 5  
1 0  0 . 0 0 3 ,  0 ,  0 . 1 5 4  1  0  1  0 . 8 9 0  0 . 0 0 4  
6  0 . 0 0 3 ,  0 ,  0 . 1 9 7  1  0  T  1 . 1 6 6  0 . 0 0 7  
4 7  0 . 0 0 2 ,  0 ,  - 0 . 2 4 9  1  0  1  1 . 4 6 5  0 . 0 0 5  
7  0 . 0 0 3 ,  0 ,  0 . 2 9 8  1  0  T  1 . 8 2 8  0 . 0 3 8  
4 8  0 . 0 0 2 ,  0 ,  - 0 . 3 4 9  1  0  1  2 . 0 5 3  0 . 0 0 6  
9  0 . 0 0 3 ,  0 ,  0 . 4 0 5  1  0  1  2 . 3 7 7  0 . 0 4 3  
3 9 2  0 ,  0 ,  0 . 0 5  1  1  1  4 . 0 4 3  0 . 0 7 4  
3 8 1  0 ,  0 ,  0 . 1  1  1  1  4 . 1 4 2  0 . 0 4 0  
4 1  0 . 0 0 2 ,  0 ,  0 . 1  1  0  0  3 . 9 1 8  0 . 0 4 2  
3 9 3  0 ,  0 ,  0 . 1 5  1  1  1  4 . 0 9 0  0 . 0 3 9  
4 0  0 . 0 0 2 ,  0 ,  0 . 2  1  0  0  3 . 9 1 8  0 . 0 4 2  
5 3  0 . 0 0 2 ,  0 ,  0 . 2 5  1  0  0  3 . 8 3 0  0 . 0 4 6  
3 9  0 . 0 0 2 ,  0 ,  0 . 3 0  1  0  0  3 . 6 8 4  0 . 0 3 4  
5 4  0 . 0 0 2 ,  0 ,  0 . 3 5 1  1  0  0  3 . 5 1 0  0 . 0 2 4  
3 6  0 . 0 0 2 ,  0 ,  0 . 4 0 1  1  0  0  3 . 3 5 2  0 . 0 1 9  
5 2  0 . 0 8 9 ,  0 ,  0 . 0 0 2  1  0  1  1 . 7 4 6  0 . 0 2 0  
2 7  0 . 1 0 1 ,  0 ,  0 . 0 0 2  1  0  1  1 . 9 9 6  0 . 0 1 8  
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Table 2. Continued 
Phonon v 
Number q t (THZ) (THZ) 
5 4 8  0 ,  0 . 1 2 5 ,  0  1  1  0  2 . 4 2 7  0 . 0 1 2  
4 6  0 . 1 2 7 ,  0 ,  0 . 0 0 2  1  0  1  2 . 4 1 7  0 . 0 2 6  
5 4 7  0 ,  0 . 1 5 ,  0  1  1  0  2 . 8 6 1  0 . 0 1 1  
5 4 6  0 ,  0 . 1 7 5 ,  0  1  1  0  3 . 3 6 6  0 . 0 1 6  
5 1 5  0 . 2 ,  0 ,  0  2  1  0  3 . 8 4 5  0 . 0 9 7  
5 1 7  0 . 2 ,  0 ,  0  1  1  0  3 . 7 0 3  0 . 0 5 1  
5 4 9  0 ,  0 . 2 ,  0  1  1  0  3 . 7 6 6  0 . 0 1 4  
3 0  0 . 2 0 2 ,  0 ,  0 . 0 0 2  1  0  1  3 . 7 9 3  0 . 0 4 3  
5 5 0  0 ,  0 . 2 2 5 ,  0  1  1  0  4 . 1 9 8  0 . 0 1 5  
5 1 8  0 . 2 5 ,  0 ,  0  1  1  0  4 . 6 7 6  0 . 0 5 1  
5 4 4  0 ,  0 . 2 5 ,  0  1  1  0  4 . 5 2 1  0 . 0 1 7  
4 9  0 . 2 5 2 ,  0 ,  0 . 0 0 2  1  0  1  4 . 5 9 9  0 . 0 3 3  
5 4 5  0 ,  0 . 2 7 5 ,  0  1  1  0  4 . 8 7 4  0 . 0 1 1  
5 1 9  0 . 3 ,  0 ,  0  1  1  0  5 . 2 4 7  0 . 0 2 4  
5 5 1  0 ,  0 . 3 ,  0  1  1  0  5 . 2 1 6  0 . 0 1 2  
5 5 2  0 ,  0 . 3 5 ,  0  1  1  0  5 . 7 0 4  0 . 0 1 3  
1 8 9  0 . 0 5 3 ,  0 ,  0  2  0  0  4 . 0 7 8  0 . 0 3 7  
1 8 3  0 . 1 0 3 ,  0 ,  0  2  0  0  4 . 4 0 9  0 . 0 3 0  
1 9 0  0 . 1 5 3 ,  0 ,  0  2  0  0  4 . 7 1 2  0 . 0 3 2  
5 1 1  0 . 2 ,  0 ,  0  2  0  0  5 . 2 2 0  0 . 0 2 3  
1 8 4  0 . 2 0 3 ,  0 ,  0  2  0  0  5 . 2 6 9  0 . 0 7 0  
5 2 7  0 . 0 2 5 ,  0 ,  0  2  0  0  5 . 6 6 4  0 . 0 2 2  
2 2 1  - 0 . 2 9 7 ,  0 ,  0  2  0  0  5 . 8 2 7  0 . 0 7 6  
1 8 5  0 . 3 0 3 ,  0 ,  0  2  0  0  5 . 9 2 9  0 . 0 3 4  
2 0 9  - 0 . 3 4 6 ,  0 ,  0  3  0  0  5 . 9 1 9  0 . 0 4 2  
218 - 0 . 3 4 8 ,  0 ,  0  2  0  0  6 . 0 2 1  0 . 0 7 4  
219 - 0 . 3 4 8 ,  0 ,  0  2  0  1  5 . 9 5 0  0 . 0 8 5  
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Table 2. Continued 
Phonon v 
Number q T (THZ) (THZ) 
1 9 7  - 0 . 3 9 6 ,  
o
 
o
 3  0  0  6 . 0 5 1  0 . 0 2 0  
1 9 1  - 0 . 3 9 8 ,  
o
 
o
 2  0  0  6 . 1 1 0  0 . 0 8 5  
1 9 3  - 0 . 3 9 8 ,  o
 
o
 
2  0  1  6 . 0 7 7  0 . 0 6 7  
5 2 8  
o
 
o
 0  2  0  0  6 . 1 2 2  0 . 0 3 7  
1 8 6  0 . 4 0 4 ,  
o
 
o
 2  0  0  6 . 1 3 3  0 . 0 4 1  
ZTAX(2^) 
2 6  o
 
H
 
O
 
0 . 0 0 3  0  0  2  1 . 0 6 5  0 . 0 0 3  
2 2  0 . 1 5 ,  0  ,  0 . 0 0 3  0  0  2  1 . 5 9 0  0 . 0 0 4  
2 1  0 . 2 ,  0 ,  0 . 0 0 3  0  0  2  2 . 0 9 7  0 . 0 0 6  
2 3  0 . 3 ,  0 ,  0 . 0 0 3  0  0  2  3 . 0 6 2  0 . 0 1 2  
2 4  0 . 4 0 1 ,  0 ,  0 . 0 0 3  0  0  2  3 . 7 3 5  0 . 0 3 6  
2 2 5  - 0 . 4 0 2 ,  0 ,  0 . 0 2 4  0  0  4  3 . 7 5 2  0 . 0 1 7  
2 4 4  - 0 . 4 5 2 ,  0 ,  0 . 0 3  0  0  5  4 . 0 7 6  0 . 0 2 5  
ZTOUXZg) 
2 4 1  0 . 0 5 ,  0  ,  G . 0 3  0  0  5  6  . 7 0 0  0  .  0 3 1  
2 4 3  o
 
H
 
O
 
O
 
o
 
o
 
w
 
0  0  5  6  . 6 3 5  0  . 0 6 6  
8 0 2  O
 
H
 
O
 
0  0  0  5  6  . 5 2 7  0  . 0 5 9  
1 9 8  c
> CM O 0 . 0 0 6  0  0  3  6  . 5 8 7  0  . 0 5 7  
8 0 4  0 . 2 ,  0 ,  0  0  0  5  6  . 5 6 7  0  . 0 7 1  
2 0 0  0 . 2 5 ,  0  ,  0 . 0 0 6  0  0  3  6  . 5 0 5  0  . 0 2 8  
8 0 5  o
 
w
 
o
 
0  0  0  5  6  . 4 3 8  0  . 0 8 2  
2 4 8  0 . 3 0 1 ,  0 ,  0 . 0 3  0  0  5  6  . 3 7 5  0  . 0 4 6  
2 1 6  0 . 3 5 1 ,  0 ,  0 . 0 0 6  0  0  3  6  . 3 9 6  0  . 0 4 7  
1 8 1  0 . 4 0 1 ,  0 ,  0 . 0 0 6  0  0  3  6  . 3 8 9  0  . 0 3 9  
2 2 4  0 . 4 0 2 ,  0 ,  0 . 0 1 8  0  0  3  6  . 4 3 3  0  . 0 6 5  
2 4 9  0 . 4 0 2 ,  o
 
o
 
o
 
w
 0  0  5  6  . 3 8 5  0  . 0 3 2  
2 1 7  0 . 4 5 1 ,  0 ,  0 . 0 0 6  0  0  3  6  . 1 1 2  0  . 0 5 2  
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Table 2. Continued 
i 
Phonon v 
Number (THZ) (THZ) 
STA/y (Z ) 
4 
5 3 9  - 0 . 1 5 ,  0 . 1 5 ,  0  1  1  0  1 . 5 9 9  0  . 0 0 1  
5 3 8  - 0 . 2 ,  0 . 2 ,  0  1  1  0  2 . 1 1 9  0  . 0 0 3  
5 4 0  - 0 . 2 5 ,  0 . 2 5 ,  0  1  1  0  2 . 5 7 7  0  . 0 0 7  
5 2 0  - 0 . 3 ,  0 . 3 ,  0  1  1  0  2 . 9 5 4  0  . 0 0 8  
5 1 0  0 ,  0 . 3 ,  0  2  T  0  2 . 9 7 2  0  . 0 1 0  
5 4 1  - 0 . 3 5 ,  0 . 3 5 ,  0  1  1  0  3 . 3 0 2  0  . 0 2 5  
5 2 1  — 0 . 4 ,  0 . 4 ,  0  1  1  0  3 . 4 8 5  0  . 0 2 5  
5 3 4  - 0 . 4 5 ,  0 . 4 5 ,  0  1  1  0  3 . 6 9 1  0  . 0 3 5  
2T0// (Z') 
4 
5 5 3  - 0 . 0 5 ,  0 . 0 5 ,  0  2  1  0  4 . 1 0 9  0 . 0 2 9  
5 0 2  - 0 . 1 ,  0 . 1 ,  0  2  1  0  4 . 3 0 0  0 . 0 2 5  
5 5 4  - 0 . 1 5 ,  0 . 1 5 ,  0  2  1  0  4 . 5 5 3  0 . 0 2 7  
5 0 3  - 0 . 2 ,  0 . 2 ,  0  2  1  0  4 . 8 8 2  0 . 0 2 1  
5 3 5  - 0 . 2 5 ,  0 . 2 5 ,  0  2  1  0  5 . 1 4 8  0 . 0 3 2  
5 0 5  - 0 . 3 ,  0 . 3 ,  0  2  1  0  5 . 4 8 7  0 . 0 2 0  
5 3 1  - 0 . 3 5 ,  0 . 3 5 ,  0  2  1  0  5 . 6 5 8  0 . 0 2 5  
5 0 6  - 0 . 4 ,  0 . 4 ,  0  2  1  0  5 . 9 0 1  0 . 0 1 9  
rKM(T) 
TTAJL(Tg) 
3 5 7  
o
 
1—1 o
 
H
 
O
 0  0  4  1 . 8 3 4  0 . 0 0 2  
3 8 3  0 . 1 5 ,  0 . 1 5 ,  0  0  0  4  2 . 7 8 6  0 . 0 0 5  
3 5 4  o
 
to
 
o
 
to
 
o
 
0  0  4  3 . 6 0 6  0 . 0 0 5  
3 8 4  0 . 2 5 ,  0 . 2 5 ,  0  0  0  4  4 . 3 2 2  0 . 0 1 1  
3 5 3  0 . 3 ,  0 . 3 ,  0  0  0  ; 4  4 . 9 9 8  0 . 0 1 4  
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Table 2. Continued 
Phonon 
Number 3L T_ 
V 
(THZ) (THZ) 
352 0.4, 0.4, 0 0 0 4 5.862 0.024 
385 0.45, 0.45, 0 0 0 4 6.157 0.061 
TTOJ^T^) 
379 -0.05, —0.05, 0 0 0 5 6.873 0.043 
364 —0.1, —0.1, 0 0 0 5 6.851 0.045 
362 —0.2, —0.2, 0 0 0 5 6.409 0.038 
377 —0.25, —0.25, 0 0 0 5 6.079 0.042 
361 -0.3, -0.3, 0 0 0 5 5.674 0.021 
359 -0.4, -0.4, 0 0 0 5 4.682 0.054 
378 —0 .45 , —0.45, 0 0 0 5 4.194 0.031 
2" Error estimate and corrections 
For the first part of the experiment (phonon number 1 to 
250), the lattice constants were determined by the double 
rocking procedure. The sample table angle corresponding to the 
mean of a peak of a strong Bragg reflection was first determined 
using the G-arm angle (<{)) calculated from the lattice constant 
obtained from X-ray data. Then a G-arm scan was performed with 
the sample table at the angle just obtained. If the mean 
position of this scan did not give the same G-arm angle as 
before, the sample table scan was performed again using the new 
G-arm angle. This procedure was repeated until self-consistent 
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Fig. 5. Dispersion curves along TA. The lines 
represent the fitting by the six-neighbor model. 
The straight lines near the origin represent the sound 
velocity calculated from the elastic constants 
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Fig. 7. Dispersion curves along TKM 
62 
values of the sample table angle and the G-arm angle were 
obtained. Then, the lattice constants were determined from the 
value of G-arm angles. However, it was later found that this 
procedure does not give consistent result if the rocking curve 
has an asymmetric shape. Furthermore, due to a large absorp­
tion cross-section of scandium, the scattering occurs mainly on 
the front surface of the sample crystal. Thus, the scattering 
center does not coincide with the geometrical center, and it 
changes when the crystal is rotated due to the irregular shape 
of the crystal. Therefore, the apparent discrepancy between 
the value of lattice constants determined by X-ray and by 
neutron was felt to be spurious and it turned out to be more 
consistent to use the X-ray lattice constants. Corrections were 
made to the vector for those phonons. The vector g. thus 
obtained may also have a component off the symmetry direction. 
However, for the symmetry directions, the slope of the disper­
sion curve in a transverse direction is zero due to the symmetry 
requirement. Therefore, to first order, the correction to the 
measured frequencies due to such a component is negligible. 
Errors due to misset of various angles can be calculated 
separately. The uncertainty in the angles is half of 1/100 of 
a degree. As can be seen from the diagram of Fig. 2, the con­
tributions to the uncertainty of Q from Aip, , A0^ are 
respectively 
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(AQ)^ < 0A4, 
(AQ)^ <  kAcj)  
(AQ)q <  k 'cote^AG^ 
As the worst case in the present experiment, let us take Q~ 
5x2%/c and Ej^,~40meV. Then, 
_U 0 _  1 
AQ <  1 .7x10  A 
This corresponds to 0.0015 of 2ir/c and can be neglected. There 
are also systematic missets of the angles due to the uncertainty 
of VAZ, GAZ and STI. These seem to be less than 0.02®. There­
fore, even though the random error is about 0.001 of 27r/c, the 
systematic error is of the order of 0.005 of 2"IT/C. 
The error in the energy transfer w due to the uncertainty 
of 0^ is 
"fc 2 
feAci) = 2k'Ak' = 2E^,cot0^A0^ 
For Ej^,~40meV, Aw is less than 5x10* c/s, which can safely be 
neglected. 
The estimation of the error to the mean of the fitted peak 
is very difficult. The background subtraction is a little 
arbitrary since it is assumed to be represented by a combina­
tion of a constant background and a set of Gaussian-shape 
background. This may not be the case with some of the measure­
ments. Furthermore, as is normally the case with any non-linear 
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least square fitting, the parameters determining the background 
contribution are not unique. It is especially difficult to 
fit a tail of a huge background peak (e.g. a tail of a Bragg 
reflection). If the background subtraction is not complete, 
the main peak will have an apparent asymmetry with a long tail. 
In this case, bhe mean position of the peak will be meaningless. 
This is the case with some of the low frequency phonon measure­
ments . 
In some cases, the background has a peak due to a peak of 
incoherent scattering as was discussed in Chapter i. This peak 
occurred at v~6.0xl0^^ c/s and hence, in this region, the 
frequency determination is not accurate, as can be seen in some 
of the optic branches. 
The structure factor of the ZLA and 2L0 modes have a com­
plicated behavior and it was very difficult to separate one 
branch from the other, especially near the zone boundary, since 
they are almost degenerate. The situation is further complicated 
because the peak of the incoherent scattering occurs in this 
region. 
The phonons with high frequencies were very difficult to 
measure because of the low intensity due to the l/o) and popu­
lation factors in the expression of the cross-section as can 
be seen from the Eq. (1.45). 
In conclusion, the errors to most of the measured values 
come from the statistical uncertainty in the counts except for 
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the systematic error. The errors in 2LA and ZLO, and in some 
of the high frequency phonons may be slightly larger. 
2. Analysis of data 
As was mentioned in Chapter I, it is expected that inter­
atomic forces of very long range have to be invoked to provide 
a satisfactory description of our results. A convenient method 
of finding the range of forces is one by Fourier analysis (51, 
52,53) of the form 
N 
^ $ [l - cos^^% } , (4.1) 
n=l "max 
where g is one half of the shortest distance between two 
^max 
similar points in reciprocal space in the symmetry directions. 
This form of analysis is applicable only to the symmetry direc­
tions of the crystal structures with one atom per unit cell. 
There are some exceptions to this statement. For example, 
along c* direction of hep structure, the same form is valid 
if double zone scheme is used. 
The 0^'s are called interplanar force constants and 
represent the forces between planes. They can be expressed in 
terms of interatomic force constants. Therefore, the Fourier 
coefficients of mco^ give good treasure of the range of inter­
atomic forces. 
If there are two atoms in the unit cell, the analysis can 
be applied, in symmetry directions, to the sum of the squares 
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of the frequencies of the optic and acoustic branches with a 
minor modification. 
The forms of Fourier analysis of various branches of hep 
crystal are summarized in the Appendix C, The generalized 
interplanar force constants defined there are expressed in terms 
of interatomic force constants extending to 6-th neighbors. 
The experimental points were fitted by the appropriate 
Fourier forms in least square fitting method with the coeffi­
cients as the fitting parameters. Each observed point is 
weighted with the inverse of its uncertainty, i.e. 
• ? ^ meas. cal. _ I = mm. 
(Av)^ 
The value of the Fourier coefficients and their uncertainties 
are tabulated in Table 3. The Fourier series with these coef­
ficients reproduce the experimental results within 2%. How­
ever, the real test is whether each individual branch can be 
fitted consistently. Therefore, we want to go further and 
determine the individual interatomic force constants. However, 
there is no way to determine non-diagonal force constants d^, 
®n' the information obtained for the symmetry 
directions. We must, therefore, use some model in order to 
relate non-diagonal force constants to diagonal force constants. 
The most commonly used model is MAS model discussed in Chapter 
I and Appendix A. In the present case, we have 17 independent 
force constants. 
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Table 3. Coefficients of Fourier analysis 
Coefficients 
(dyn/cm) 
Uncertainty 
(dyn/cm) 
FA (A^,A^) 
(A ) 
5 6 
TM (2^) 
( 2  )  
4 
FKM (Tg) 
(T^) 
= 
^2 = 
^2 = 
Po = 
Pi = 
Pz = 
Po = 
Pi = 
P2 = 
P n  =  
0.69204x10® 
-0.19242x10^ 
0.26106x10= 
-0.120766x10% 
0.146634x10= 
-0.94522x10= 
-0.64036x10^ 
0.146772x10^ 
-0.137978x10= 
0.59882x10^ 
0.98422x10= 
= -0.50148x10= 
= 0.123444x10% 
= 0.56686x10= 
h = -0.13125x10= 
2 
= 0.39122x10% 
Po = 0.10165x10* 
p^ = 0.45866x10= 
Pg = -0.78067x10^ 
Pj = -.13037x10* 
S, = 
s„ = 
0.24286x10= 
0.24335x10= 
= -0.474x10% 
= -0.34712x10= 
0.237x10% 
0.140x10% 
0.314x10% 
0.114x10% 
0.1431x10^ 
0.2229x10* 
0.1636x10* 
0.2961x10* 
0.2327x10* 
0.3473x10* 
0.394x10% 
0 .602x10% 
0.539x10% 
0.620x10% 
0.461x10% 
0.236x10% 
0.382x10% 
0.546x10% 
0.448x10% 
0.526x10% 
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There are also a few more pieces of information we can use. 
The elastic constants are given in terms of interatomic force 
constants as was mentioned in Chapter I. In Appendix B they 
are listed in the convenient form limited out to 6-th neighbor 
interactions. 
There is also a restriction on force constants. This comes 
from the invariance of the potential energy of the lattice under 
rigid rotation. This was discussed in Chapter I and in the 
case of an hep crystal, the Eq. (1.11) becomes Eq. (A,10). 
This is reflected in the fact that the velocity of transverse 
wave in the TA direction is the same as that of transverse wave 
traveling along TM with polarization perpendicular to the basal 
plane. 
Finally, it can also be shown that in the TM direction, the 
square of the difference of acoustic phonon frequency squared 
and optic phonon frequency squared can be naturally expanded as 
a Fourier series. But the expressions for the coefficients in 
terms of interatomic force constants are of complicated quadratic 
form. Therefore, this analysis was used only to determine the 
frequency difference at F and M, where the expression can be 
reduced to linear combination of force constants. The reason 
why the experimental values at T and M themselves were not used 
is that they are very unreliable at M as we saw in the previous 
chapter. Thus, it may give better values if we use all the 
information along FM by fitting all the points. The expressions 
for this expansion are also given in Appendix C. 
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The total number of the relations is now 30. These are 
summarized in Appendix D. Because of the non-linear term in 
Eg. (D.3), linear least square methods cannot be used to fit 
all the relations, but an intermediate fitting procedure can 
be employed. and appear only in Eqs. (D.2) and (D.3), 
and the rest of the equations are linear in the force constants. 
Thus, linear least square fitting was used to determine a^, b^, 
^z' ^ 3' ^ 3' "i' ^ 2' ^ 3' ?! ; 9%' ^ 3' ^ 1' Gg, and . Then 
using the value of W so fitted for + Vg + ZV^tD.l), and 
Eqs. (D.2) and (D.3), the values of V^, and can be 
obtained. The force constants determined by this procedure 
are given in Table 4. We note that the 5-th and 6-th neighbor 
force constants are comparable to the nearest neighbor force 
constants. This means that the contributions from farther 
neighbors are not negligible, hence the interatomic forces have 
long range of interaction as might be expected for metals. It 
is also interesting to note that the force constants of 4-th 
neighbors are about an order of magnitude smaller than those of 
5-th and 6-th neighbors, although the interatomic distances to 
these neighbors are almost the same. These points will be 
discussed later (Chapter V). 
Frequency distribution function and Debye temperature 
1) The frequency distribution function g(v) was calcu­
lated using the computer program developed by Raubenheimer and 
Gilat (54,55). The method is based on the computation of the 
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Table 4. Interatomic force constants 
(dyn/cm) 
= 0.34212x10^ = 0.53225x10" 
= 
-0.5772x10: = 0.11219x10® 
Gx = 0.126410x10= = 0.15251x10" 
= 0.22840x10^ ^2 -0.6227x10* 
B 
2 
- -0.44575x10^ = -0.6097x10* 
Gz -0.12223x10^ 
= 0.17386x10" 
^3 
= 
-0.405x10= 
= 0.21384x10" b 
3 
= 0.12668x10" 
G3 0.1115x10: 93 -0.1147x10* 
volume in g space which falls between two surfaces given by 
v^j(q) = V and (q) = v + Av. This volume AV is proportional 
to the number of modes with frequency lying between v and 
V + Av. Irreducible section of the first Brillouin zone is 
divided into a cubic mesh of points q^ and the volume element 
AV(q^) is calculated assuming that the constant frequency 
surfaces are approximated by planes in that elementary cell, 
! 
and it is summed over q^, which gives a value proportional to 
g(v). 
g(v) was calculated for the dispersion relation determined 
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by the force constants obtained in the previous section. The 
results are shown in Fig. 8. It shows Van Hove singularities 
(56) which are due to local maxima, minima, and saddle points 
of different degrees in the dispersion relations. Some of 
them are identified to those due to symmetry points. As was 
expected, there is a peak v~5.7xl0^^ c/s which is supposed to 
have given rise to a peak in the incoherent scattering. 
2) Specific heat at constant volume was calculated by 
the formula given in Eg. (1.25). The results are shown in Fig. 
S. The experimental points are from the paper of Weller and 
Kelley (57) with electronic contribution subtracted according 
to the results of Flotow and Osborne (58). As the room tem­
perature values of the elastic constants were used in deter­
mining the force constants, the low temperature values of the 
calculated specific heat are not reliable. 
3) Debye temperature was calculated from the specific 
heat obtained above. Fig. 10 shows the results. The values 
for low temperature region are not reliable due to the reason 
mentioned above. In fact, 0^ at T=0°K (59,60) was calculated 
from the elastic constants at 4°K (13) by the series expansion 
method (61) and was found to be 360°K. The dotted line in 
Fig. 10 is the experimental value (58). The discrepancy can be 
attributed to (i) use of the elastic constants at room tempera­
ture discussed above, (ii) the inadequacy of the sixth peighbor 
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model and (iii) the ambiguity in subtracting the electronic 
contribution from the measured specific heat. 
Kohn type anomaly 
Fig. 11 shows the enlarged version of the dispersion 
curve for the longitudinal acoustic branch along TA measured 
in several different conditions. It is to be noted that there 
exists evidence of an abrupt change in the slope of the dis­
persion curve between q = (0, 0, 0.2) and (0, 0, 0.3), remi­
niscent of a Kohn type anomaly described in Chapter I. Three 
out of the four sets of runs done in this region are consistent 
with each other. The scatter of the values of the frequencies 
measured in different sets of runs are due to systematic 
errors, due to possible errors in the instrumental parameters. 
Within one set of runs, however, the measured points have much 
less scatter and in each case the abrupt change of slope shows 
up. Furthermore, in some cases, the peak shape of the 
scattered neutron group in this region displays an asymmetric 
shape. Hence we believe that this abrupt change in slope is 
real, even though its magnitude is of the order of the overall 
scatter in all the data together. 
Here we try to show that the anomalous peak shape is 
consistent with focussing effects associated with different 
resolution ellipsoids cutting through a dispersion surface with 
a sharp kink and, in turn, establish the existence of the Kohn 
type anomaly. It is assumed that the dispersion surface can be 
A 
q T Ek GAIN OR LOSS 
(ooq) (004) 20meV G 
(OOq) (004)  50meV L x 
(00-q) (004) 31 meV L  m 
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v" 
A O 
p# A 
• s i " '  
11. A measured in different conditions 
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represented by two semi-infinite planes with different slopes 
joined at = q^. and are the slopes for q<q^ and 
q>q , respectively. The expression for the expected peak 
shape is given in Appendix E. Fig. 12 shows the calculated 
peak shape and the measured points. The instrumental param­
eters are estimated as 
mosaic spread of the monochromating crystal = 0.015 radian 
mosaic spread of the analysing crystal = 0.015 radian 
angles of divergence of the collimators = 40' 
They were used to calculate the resolution ellipsoid near a 
Bragg peak which can be compared with the ellipsoid measured 
experimentally. They were found to be in reasonable agreement. 
Then, these parameters were used to calculate the peak shapes. 
The slopes of the dispersion curve were assumed to be c^ = 
O ° 27T 
7.5 THZ A and c^ = 9.0 THZ A. q(0, 0, 0.27) ^  was used as 
a  .  the wave vector at which the kink occurs. This was chosen 
-a" 
so as to obtain a good agreement of the calculated peak shapes 
with the experimental results. The mosaic spread of the sample 
crystal was assumed to be zero, but this will not cause any 
serious problem since the configuration we are discussing are 
nearly longitudinal. In fact, the agreement is quite good 
except the set done with T = (0, 0, 4), q = (0, 0, -q) and' 
energy loss process. This may be due to some spurious process 
which contaminated the peaks for this set of runs. We are 
unable, however, to confirm the existence of such contamination. 
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A number of interesting facts are revealed in this analysis. 
As is expected, the peaks have considerably smaller width in 
the focussed configurations compared with the purely longitu­
dinal configurations (Q//q). Furthermore, because of the poor 
resolution, the low frequency phonon peaks measured in the 
purely longitudinal configurations were contaminated by the 
tail of the elastic peaks. Therefore, the background sub­
traction is often incomplete and the mean of the peak may be 
quite different from the point where the center of the ellip­
soid cuts the dispersion curve (Fig. 13). It was also shown 
that in the region of an anomaly, a peak shows an asymmetric 
shape and even double peak structure is apparent in certain 
cases. Neither of these peaks has a position corresponding 
exactly to the value of the frequency for the set wave-vector. 
The effect of taking the mean of the scattered neutron group, 
as was conventionally done in our analysis, smoothes the effect 
of the anomaly but does not entirely remove it. 
Thus, to summarize, it may be seen that an analysis in 
terms of the resolution function confirms that our observations 
on the ALA mode are consistent with an anomalous change of slope 
occurring at q = (0, 0, 0.27) ^  . 
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Fig. 13. Resolution ellipsoid and a kink in dispersion curve 
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V DISCUSSION 
1 ,  Interatomic force constants 
The analysis in terms of the interatomic force constants 
shows clearly that the interaction is of long range since the 
force constants of 5-th and 6-th neighbors have values of the 
same order of magnitude as those of the nearest neighbor and 
the poor fit of 2TA// also shows that the interaction extends 
further than 6-th neighbors. The analysis shows that it is 
not necessary to postulate the force constants involving more 
than 4 neighbors in order to fit those dispersion curves (i.e. 
f 2*, T^f T^) which are determined by the zz compo­
nents of the force constant tensors only. On the other hand, 
the other dispersion curves which involve the xx, xy, yy com­
ponents of the force constant tensors are not adequately fitted 
by even a model out to 6-th neighbors. Therefore, the con­
clusion must be that it is the forces which act parallel to the 
basal plane in this lattice which are long range in nature. 
The numerical interatomic force constants so obtained are . 
significant only in the sense that they are least-squares 
parameters obtained to reproduce the experimental results along 
the symmetry directions and used to interpolate for the dis­
persion curves along other directions. 
However, there is one point worth noting. The force 
constants of 4-th neighbor are much smaller than those of 5-th 
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and 6-th neighbors. The 4-th neighbor is located at X = 
(0,0,c). This suggests that the interaction along c-axis is 
very weak. Yttrium was found to have the same feature^. This 
may be explained in terms of the contribution of d-electrons 
to the interatomic forces. The wave functions of d-electrons 
in the crystalline field of hexagonal symmetry are shown in 
Fig. 14 (62). Suppose an LCAO approximation is used to repre­
sent the d-like part of the conduction band. If the wave 
function is of the form of E,_ and rather than A,„, the ig 2 g  1g 
overlap of electron clouds between the atoms located along the 
c-axis will be very small and hence the interaction may be 
small. In fact, Zr, which is next to Y in the periodic table, 
has a very flat LO branch along PA, suggesting strong inter­
action between the origin atom and its 4-th neighbors. This 
may be explained by the same picture if the rigid band model 
is assumed. The second d-electron of Zr fills the next d-band 
(63) which may have a characteristic of A^^ wave function. 
This would result in a stronger interaction with the 4-th 
neighbors by the above argument. In the same sense, scandium 
must be compared with titanium. But the phonon dispersion curves 
of titanium have not been measured. 
^S. K. Sinha, Iowa State University and Ames Laboratory, 
Ames Iowa. Private communication. (1968). 
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(b) l» 2 .  m" ±  (a) 1-2, m»0 
A 
^29 
Fig. 14. d-wave functions in a field of hexagonal symmetry 
I 
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2" other hep crystals 
The characteristic frequency of a system of ions with the 
charge Ze and the density of n in a background of a uniform 
electron distribution with the density of Zn is an ion-plasma 
frequency given by 
. 2  _ 4iTe^Z 
"p —S—-
Thus, in comparing the phonon frequencies of different 
metals, we normalize them to the appropriate ion-plasma 
frequencies. 
Fig. 15 shows the dispersion curves of various hep metal 
crystals along the TA direction. In considering the wide 
variety of the electronic structures of these elements, they 
show a remarkable similarity. However, Be and Zr have branches 
which contain higher Fourier components as is obvious from the 
flattening of the branches. This indicates the existence of 
the long range interactions along c-direction in these 
substances. 
The dispersion curves of Zn are also peculiar. But this 
may be due to the fact that Zn has c/a ratio larger than that 
of ideal hep (^) different from the other hep metals discussed 
here. 
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Kohn type anomaly and the magnetic ordering 
The magnetic properties of several Sc-rare earth alloys 
have been studied by neutron diffraction method (64,65). It 
was found that all the alloys of high rare-earth concentrations 
show anti-ferromagnetic phases below certain Neel temperature 
Tj^, where of course it is only the moments on rare-earth atoms 
that order. For the alloys of lower impurity concentrations, 
becomes lower. For example, for Sc-25% Tb is below 1.3°K, 
and pure scandium has no long-range magnetic order. In the 
anti-ferromagnetic phase, these alloys exhibit the spiral spin 
structure and the turn angles of all the alloys seem to converge 
to about 50®/layer as the concentration of the rare-earth 
impurities becomes lower. This corresponds to a value of the 
wave vector q = (0, 0, 0.28) ^  . 
As was discussed in Chapter I, the magnetic structure is 
determined by a wave-vector for which x (<3) has the maximum. 
Since the structure of the conduction electron bands of pure 
scandium is very similar to those of heavy rare-earth metals, 
these dilute alloys are expected to have the conduction electron 
bands almost identical to that of pure scandium. Therefore, 
the result that all the dilute alloys have q^ = (0, 0, 0.28) 
X ^ seems to indicate that x(<3) of pure scandium has a 
maximum around this wave-vector. 
As we saw in the last chapter, the anomaly in ALA branch 
indicates that e(q), and hence x(q), has a maximum at q around 
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this region. Therefore we have concluded that these two effects 
are two different manifestations of the same maximum in x(q)• 
X(q) of scandium metal has been calculated using the com­
puter. programs written by Gupta and Liu. The energy bands of 
APW calculation of Fleming and Loucks (66) were used and the 
mesh used to evaluate the sum in the Eq. (1.32) was taken to 
1.5 X 10® points in the Brillouin zone. Only the 3-rd and 
4-th bands (which determine the Fermi Surface) were used in the 
calculation and the effects of the matrix element in the Eq. 
(1.35) are completely neglected. Fig. 16 shows that there 
2'ir 
exists a peak at q = (0, 0, 0.35) . We believe that this 
is the one corresponding to the magnetic ordering even though 
it occurs at larger q than the experimental value. The effect 
of the matrix elements ^  would probably be to decrease the 
value of q for the peak and hence it brings the theoretical 
value to the better agreement with the position of experi­
mentally determined q of both the anomaly in the dispersion 
curve and the magnetic ordering. 
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Fig. 16. of scandium along c*(in double zone scheme) 
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VI PARAI4AGN0NS 
The magnetization of Sc-Gd alloys has been found to have 
peculiar field dependence (-67,68) . Even at very low concen­
tration of Gd (0.32%), the magnetization curve is very dif­
ferent from that of a free Gd^^ ion. At even lower concen­
trations, the saturation moment per Gd ion becomes higher than 
that of a free ion. At 0.0076% Gd, the enhancement by more 
than 30% over the free Gd^^ value (7Ug) has been observed. 
The magnetization curves can be interpreted by a function of 
the form 
M = M B,(H/(T-e)) O u 
where 6 = 0 below 100 ppm of Gd and 0 < 0 for the range of 
0.32% to 0.95%. Therefore, at low concentration of Gd, there 
is a long range interaction between the impurity ions. 
The 3rd and 4th bands of Sc metal are found to be very 
narrow (66) indicating the existence of fairly localized d-
electrons. Also as we saw before, (q) has a maximum and 
it is possible that, at maximum (q), 1 - v (q) becomes 
very small and hence the exchange enhancement is large. If 
d-electron spins couple ferromagnetically to the impurity spin 
inside the impurity cell, the increase of the moment can be 
explained. If we further assume that the neighboring d-electrons 
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interact antiferromagnetically, then the behavior of the 
magnetization curve can also be explained. The anti-
ferromagnetic interaction is consistent with the existence of 
the peak in x(g) at g ^  0. 
Now if x(q) = 0) is large at a certain value of q, 
we expect xtg, w) to be large for certain sets of values of q 
and oj. As we saw in Chapter I, the cross-section for magnetic 
scattering has a factor Im x(Qf w) and, therefore we would 
expect to see a peak in a scattered neutron group at (q, co) 
for which xfQf w) has a peak. The excitation with a dispersion 
relation defined by 
h X(9' = 0 
is called a paramagnon, in the present case. In fact, in Cr-
1.5% Mn it was found that there were peaks in the scattered 
neutron groups above the Neel temperature, which must be due 
to paramagnons (69) . In the case of scandium, Liu^ investi­
gated the dispersion curve of paramagnons theoretically using 
a model Fermi surface, and concluded that an Einstein type 
dispersion curve would be expected. 
Extensive search has been made for the paramagnons in 
scandium at liquid helium temperature and at liquid nitrogen 
temperature as well as at room temperature. 
^S. H. Liu, Iowa State University and Ames Laboratory, 
Ames, Iowa. Private communication. (1968). 
92 
We did constant Q scans for (0,0,g) from x(0,0,2) where 
q = -0.2 -0.73. The scans were done in energy loss mode 
for the range of v = 0.0 to -7.0 x 10^^ c/s. We also did 
constant energy-transfer scans for this region. In these con­
figurations the cross-section of phonon scattering is low due 
to the small value of Q and the scattering by transverse phonons 
should be prohibited. Furthermore, the cross-section for 
magnetic scattering should be highest in this region of small 
Q because of the "form factor" given in Eq. (1.54). 
We did observe very weak peaks in some of the runs, but 
they were too feeble to be statistically significant and the 
peak positions were very close to the frequencies of the trans­
verse optic branch. Although this branch should not be ob­
served, the double scattering process described in Chapter III 
can give rise to the peaks due to this branch. Even after the 
crystal was rotated around c-axis to eliminate the double 
scattering process, these feeble peaks were still observed. 
However, they did not change position or intensity with tem­
perature and the observed peak widths wera too small. 
In conclusion, most of the observed peaks were statis­
tically insignificant and some of them were due to the trans­
verse optic branch through the double scattering process, and 
we could not establish the existence of paramagnons in scandium 
metal. 
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IX APPENDIX A 
i.* hep structure 
The hep structure is given by a simple hexagonal lattice 
with two atoms in the primitive cell. It may be described as 
two identical sublattices, one shifted to the other. We fix 
the origin of the coordinate system at one of the atoms. Then, 
the lattice points are given by 
X ij] = X(£) + X(s) , 
where X(^) = ka^ + &a^ + mc , (A.l) 
X(s=l) = 0 
and X(s=2) = 5^2 ^ ^2. * (A.2) 
where a^, a^ and c are the primitive lattice vectors illustrated 
in Fig. 17. According to Czachor's convention (25), we use 
capital letters for the second kind atom (s=2). Then in 
Cartesian coordinates 
X(n) = I [(2&-k)i - /3ki] + cmk (A.3) 
and X(N) = I [(2L-K)i - /3(K+|-)23 + c(M+|)k . (A.4) 
The primitive vectors in the reciprocal space are shown 
in Fig. 18 together with the first Brillouin zone. 
100 
•;— 
I 
c, k 
• — T 
I 
I 
I 
: • 
a.--' -
Qo i 
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Fig. 18. First Brillouin zone of hep crystal 
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The space group of the hexagonal close-packed structure 
is (PG^/mmc) with the point group The symmetry of 
the environment of the origin, which is located at one of the 
atoms, is of type The operations of the space group which 
are associated with non-primitive translations are those 
occurring in and the remaining operations of the space 
group are those of Dg^ not occurring in supplemented by a 
non-primitive translation. 
However, if we take the origin at 
the environment has inversion symmetry and the symmetry is of 
type Dgg. The operations of the space group associated with 
non-primitive translations are those which appear in the point 
group but are not present in 
By the symmetry operations all the equivalent lattice 
points can be generated from a irreducible sub-space of the 
lattice. But a lattice point situated at one of symmetry 
points, lines or planes may coincide with itself after a 
symmetry operation is performed. Thus, in calculating the 
dynamical matrix, the summation over the entire crystal can be 
expressed as a summation over an irreducible sub-space only if 
the summands are multiplied by appropriate weight factors p. 
The coordinates of the atoms and interatomic force constant 
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matrices out to 6-th neighbors are listed in Table 5 along with 
the weighting factors and the interatomic distances^ 
2" Modified axially symmetric model 
An axially symmetric model is based upon the assumption 
that the potential energy can be written as 
I I v(|R(^)-R(^;}|) (A.6) 
^ &s &'s' ® ^ 
where = x[g] + 
and v(R) is a potential energy function which specifies the 
effective interaction between the two atoms separated by R. 
Then 
. r l  as _ 3^$ 
u=0 
X & I x  ^  1  
-v(ix(3-:)n^ 
Table 5. Interatomic force constant matrices 
Neighbor Coordinates 
Interatomic force 
constant matrix 
Distance from 
origin atom 
1st 
(s=2) 
2nd 
(s=l) 
3rd 
(s=2) 
K=-l 
L=0 
M=0 
k=-l 
&=0 
m=0 
K=-2 
L=—1 
M=0 
1 
2 
1 
4 
1 
2 
/ A. /3D \ 
\ /3D 
\ 
/ 
0 
0 
B. 
/Te J 
0 
B. 
/3e. 
0 
D 
\ 
/ 
'#4 
Table 5. Continued 
Neighbor Coordinates 
4th k=0 
(s=l) &=0 
m-1 
5th K=-2 
(s=2) L=0 
M=0 
6th k=-2 
(s=l) &=-! 
in=0 
1 
12 
1 
4 
(Y=c/a.) 
Interatomic force 
constant matrix 
Distance from 
origin atom 
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K and Cg are defined by 
= «(Vs ' =B(V; 
where n or N is taken, as before, according to s=l or s=2 and 
specifies the neighbor. 
In the modified axially siammetric model, Cg is replaced 
by two parameters and Cg^. 
The force constants out to 6-th neighbors in MAS model are 
defined by 
1st = k(j^2)/(4+3y^) 
Sx = V(l2)' Sz = =B'fl2) 
3rd 6^ = k(^^)/(16+3Y2) 
Sx = S'(l2)' Sz = V(l2) 
5th 65 = k(j^2)/(28+3yM 
Ssx = Sz = S'(l2) 
2nd G,; = CgX(il), 
4th g,: = CgStiZ) 
6th «sz = 
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The relations between the general tensor force constants 
and the MAS force constants are: 
+ 33,, B, = + 6,, G, = + 3Y^6, 
Fj = /3ô^, = 3 y S ^ r  = /lyô^ 
= Sx' = Sx + =2 = Sz + 
= 0 ,  =  0 ,  =  4 / 3 Y 5 j  
A = e + 126 , B = e + 166 , G = e „ + 3? ô 3 sx 5 3 SX 5 3 52 5 
F = 8/36 , E = 6Y6 > D = A/3y6 3 5 3 5 3 5 
= 3*2 + 82X' b, = + B;*, g, = 6^^ 
/3 f = , e = 0, d = 0 
1  4 2 1  1  
^2 = ®»X' ">2 = G.X' ^2 = 
f — 0/ e ^ — 0/ d^ — 0 
^3 = 6;%. b, = «, + Bsx' 93 = 
f  =  0 ,  e = 0 ,  d  =  0  
3 3  3  
Thus, we have further restrictions on the general tensor force 
constants; 
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B,), 
Dg = -/3y(A^-Bg), Eg = -|Y(Ag-B^) 
F3 = -2/3(A^-Bg) 
_3. The rotation invariance 
For hep crystal, Eq. (1.11) becomes 
ïH2Îp_^[(a„+b^)m=] + I  p^[(a^+Bj,)(M+i)'l> 
n ' N 
= 2lpn9n(k^+&2-k&) + I pj^ (K^+L^-KL+K+J) ] (A. 9) 
n 
In 6th neighbor MAS model, this becomes 
T^Eja^ + |{(A^+B^) + (A^+BJ + 2(A;+ B^)}] 
= Z?! + 293 + 6^1 + 3^2 + 3G3 • (A.10) 
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X APPENDIX B 
The dynamical matrix can be written as 
D 
where D and Dare 3X3 matrices whose elements are 
calculated from Eg. (1.16). They are given in the paper by 
Czachor (25). 
A group theoretical investigation of the eigenvectors 
gives the expressions for the frequencies rather straight­
forwardly (21). They are also found in Czachor's paper. 
The dynamical matrix can be transformed into a real matrix 
by a unitary transformation (23) 
where I is a 3 X 3 unit matrix. For the new matrix D', we have 
/ \ 
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We can transform it further into the form 
- ReD(iS2))"'lmD(i92) 
D' 
0(1^1) - ReotiSz) 
But, as q-^0, 
and 
ImD|:]92)»0 
+ *30(1^2) gli*'-! s) = 0 
Thus, as g-*-0, 
Q TV-l 
E.= D[i\) + EeDlj^'îj) - (l^2^ ) 
X ImD[^^2}'^0 
and this corresponds to the acoustic matrix in the long wave­
length limit. This can be compared with the dynamical matrix 
constructed from the equations for the elastic waves in terms 
of the elastic constants Cj^j (24) in order to obtain the 
relations between the elastic constants and the interatomic 
force constants (25). The results are listed in Table 6. 
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Table 6. Elastic constants in terms of interatomic force 
constants 
C = —— {12b, + 9(a + 3b,) + 4A. + 4(A, + 3BJ 
II 2/3c 3 3 2 2 
+ 26Aj + 30B^ + 16/3Fg - P} 
C ^ = —— {12a, + 9 {3a, + bj + 4B, + 4(3A + B ) 
2/3c 3 3 1 2 2 
+ 3OA + 26B - 16/3F, - P} 3 3 3 
C,, = (49: + + 3G, + 6G,) 
C = (3g + 9g + G, + 4G + 14G ) 
/3 c 1 3 1 ^ 3 
C = — (/3^D -r - /Su T 32 +2/3D ) — C 
13 /3a 1 2 3 3 44 
4{(A^-BJ + (Ag-Ba) + 2(A3-B3) + 2/3F^}' 
(A^+B^) + (A^+BJ + 2(Ag+Bg) 
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XI APPENDIX C 
We discuss the Fourier analysis of dispersion curves along 
symmetry directions in terms of forces extending only to the 
6-th neighbors (Table 5). 
1. FA(A); q = 1/c (Double zone scheme) 
mw^ = h {1-cos ( } + h {l-cos(^^^ •) } 
^ ^max ^ ^max 
(a) Longitudinal branch (A^ and A^) 
h^ = 6(G^ + G, + 2Gg) 
h, = 29, 
(b) Transverse branch (A^ and A^) 
h^ = 3{(A^ + BJ + (Ag + Bg) + 2 (A; + B,)} 
^2 = ^2 + b, = Zag 
2. rM{Z): q = l/(»^a) 
m(o^2_^2j = + p cos (-23-]+ Pgcos 
^max ^max 
(a) Longitudinal branch (E^) 
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Po = 6{{A^ + B,) + (A^ + BJ + 2,(A3 + B^ 
+ 8b ^ + 6(ag + b^) 
p = -8b - 2(3a + b ) 
11 33 
p = -4b 
2  3  
(b) Transverse perpendicular branch (Z^) 
p = 12 (G + G + 2G ) + 8g + 12g, 
^0 1 2 3 1 3 
Pi = -8(gi + g^) 
p, = -49, 
(c) Transverse parallel branch (Z^) 
Pg = 6{ (Aj + Bj) + (Ag + B^) + 2(Ag + 3^ 
+ 8a + 6 (a + b ) 
1 3 3 
p = -8a - 2(a + 3b ) 
1 1 3  3  
p = -4a 
2 3 
™(T): W = 
(a) Transverse acoustic branch (T^) 
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+ h {1-cos (~^) } 
^max 
h = 4 (G + G + g) 
1 1 3 1 
h = 2(2G + 2G + g ) 
2 2 3 1 
h = 4 (G + g ) 
3 3 3 
(b) Transverse optic branch (T^) 
= Po + PiCOs[-ï2_) + p cos(|ï3_) 
^max ^max 
+ p cos[~2_) 
%ax 
p = 8G + 8G + 12G + 6g + 4g 1 • 2 3 • =*1 ^ 3 
Pi = 4(G^ + Gg - g^) 
p2 = + Gg) - 2g^ 
p = 4G - 4g 
^3 3 ^3 
4. Supplementary relations 
In the Z direction, - w^)^ can be expanded as a 
Fourier series, but the coefficients are complicated functions 
of the interatomic force constants. Here, certain linear 
combinations of the coefficients are expressed in terms of the 
interatomic force constants. These relations are used to obtain 
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supplementary information about the dispersion curves in this 
symmetry direction for which not the individual frequency, but 
the sums of the frequencies are Fourier analyzed. We write 
(< - = u +u^cos[i^) + u2COs[-^} + u3cos [^23.] 
^ ^max ^ax ^max 
+  u  c o s )  
^max 
and define 
S = (u, + + *2 + *3 + 
and 
1/2 T = (u^ - u^ + u^ - Ug + u^) 
Then 
(a) Longitudinal branch (S ) 1 
= 3{(A + B.) + (A + B ) + 2(A„ + B J } 
I J  1  I  2  2  3  ^  
= 3A - 5B + 3(A + B ) - 6A + 2B 
L  1  1  2 2  3  3  
(b) Transverse parallel branch (Z ) 4 
= 3{(A, + BJ + (A^ + BJ + 2(Ag + B,)} 
T„ = 5A - 3B - 3 (A + B ) - 2A + 6B 
T i l  2 2  3 3  
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There is an ambiguity in the sign here, but this can be sorted 
out by the fact that choosing one sign rather than the other 
leads to unrealistic results. 
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XII APPENDIX D 
All the relations used to determine the force constants 
are summarized for the case of MAS model. The definitions of 
notations care given in Appendices A and C. 
rA(T) = 3W 
h 2 
= 
2^2 
rM(L) P o  
= 8b ^ + Ga^ + 6b ^ + 6W 
P i  
= 
—8b — 6a — 2b 1 3  3  
P 2  
= 
-4b 3 
rM(T// ) P o  = 8a + 6a + 6b, + 1 3  3  6W 
P i  
= 
—8a — 2a — 6b 1 3  3  
P 2  
= 
-4*3 
= 
"3a, + 3b^ - §*3 ^ 
/3a:,_ 
2c ^^13 
= 3U, - 2U - 21U, 1 2  3  
Tl+TT = 8U^ - 8U3 
m  = 3W 
= 3W 
rA(L) h 
1  
= 6G + 6G + 12G 
1 2  3  
= 
2^2 
rM(T±) P o  = 8g^ + 12gg + 12G^ + 12G 2  
P i  
= 
-8g, - Sg^ 
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2U, -
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Pa = -49, 
rKM(TA±) = 4g^ + 4G^ + 4G, 
h2 = 2g^ + 4G^ + 4Gg 
h, = 4g + 4G 3 3 3 
(T0±) p = 6g + 4g + 8G + 3G + 12G 
'^0 ^ 1 ^3 12 3 
p = —4g + 4G + 4G 1 3 
p = -2g + 4G + 4G 
1 2 3 
p = -4g + 4G 
3 3 3 
C = 3g + 9g + G + 4G + 14G 
2 4 4 3^ ^ ^ 
4|i = 4g^ + 3G^ + 3G^ + 6G^ 
?nvtriSce ° = Z?'*, + fll W - 3g^ - 9g^ - - 4G^ - 14G^ 
where y=c/a, W^= A^+B^+A^+B^+2(A^+B^), U^ = A^-B^, Ug = A^-Bg 
and = Ag-Bg. Above relations give by linear least-square 
fitting procedure the values of a , b , g , a =b , g , a , b , 1 1 X 2 2 2 3 3 
g , G , G , G , U , U , U and W. 
^ 3  1 2 3  1  2  3  
Then the following relations are used to obtain the values 
of V^=A^+Bj, V2=A2+B2 and V3=A3+B3: 
W = V^+Vg+ZVg (D.l) 
T^-Tj^ = 2V^-6V^+4Vj (D.2) 
= V^+4V2+14V3+3(ai+bi)+9(a3+b3) 
2(U +U -lOU )^ 1 2 3 
w 
(D.3) 
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The values of A^'s and B^'s are, then, given by 
U . +V. V. -U. 
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XIII APPENDIX E 
Here we derive the formula for the intensity of scattered 
neutron group measured in the constant Q mode. 
In the paper of Cooper and Nathans (49), the explicit 
forms of are given, where i=l coordinate is along -Q and 
i=2 coordinate is perpendicular to i=l. But, due to the 
difference in the definition of w-a):is, Mu^(i=l,2,3) here have 
opposite sign. In the present discussion, it is more convenient 
to choose one coordinate axis along In the new coordinate 
system the coefficients m^^ of the bilinear form of the 
resolution ellipsoid can be given by 
m = M cos^G + 2M,,cos9sin0 + M,,sin^8 11 11 1 ^  22 
m = M sin^e - 2M, cos9sin9 + M. ^cos^G 22 11 12 22 
m = (M-, - M )cos0sin8 + M (cos^e  - sin^B) 
1 2  2  2  1 1  1 2  
m = M COS0 + M sin0 1 4 1 4 2 4 
m = -M sin9 + M cos9 
2 4 1 4 2 4 
where 0 is the angle between +Q and and we take m^^ ~ ^ ia ~ ® 
in the present discussion. 
The resolution ellipsoid is now given by 
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The origin of the coordinates is located at the point where 
the ellipsoid cuts the dispersion plane. 
Let us consider a fictitious dispersion surface represented 
by a semi-infinite plane = cx^ for x^<Ç where c = grad^w. 
When the center of the ellipsoid is at x^ = 0 and x^ = Ç, the 
intensity of the observed neutron group is given by 
1 = 1 
0 
This can be expressed in terms of the error function as 
1 = 1. —-— [erf{ (Ç + } + 1] exp{-4(W-^) 
" TT V ^ ^ U 
2 2 
where 
U = m + 2m c + m c^ 
X X 4 4 
V = -m 
Mztfrnxz + J 
m 
2 2 
m 2 
W = m 2 4 
4 4 
m 
2 2 
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and 
erf (x) = e"^ dx 
If there is a kink in the dispersion curve, it may be 
approximated by two semi-infinite planes joining at x^ = g 
with the slopes c^ and c^ for x<Ç and x>Ç , respectively. The 
expression for the peak shape is, then, 
TTI 
I = 
M  û" 
2 2 1 
[erf{ (Ç 4-
V. TÛT 
l]e 
-|(w 
TTl 
•m U 
2 2 2 
[-erf{(Ç 
V fû~ 
+ 2^-}+ l]e 
4(w -^) i l  
2 
where U^, and are U, V and W with c replaced by c^ and 
are shown in Fig. 19. Therefore, the intensity as a 
function of the energy transfer w at constant q = is 
q^-qg) = 
/m U 
2 2 1 
[erf{ (q^-q^ + g—(w-w(q^) 1] 
1 V 
- • )  ( w - a ) ( q ^ )  )  ^ 
xe ^ + 
ITl. 
*/m tr~ 
2 2 2 
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'• fi". 
X [-erf{ (q^-q^) + —(w-co (q^) + (c^-c^) (q^-q^) ) 
1 ^ 
-•2 ÎW2-^){(w-w (q^i + fc^-c^) (q^-Qc^^ 
X e 
where q is the wave vector at which the kink occurs and œ(q) â 
is the frequency at q. 
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C2 
aj(q 
• Diagram for calculation of peak shape 
