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Quantum key distribution (QKD) provides an attractive solution for secure communication. How-
ever, channel disturbance severely limits its application when a QKD system is transfered from the
laboratory to the field. Here, a high-speed Faraday-Sagnac-Michelson QKD system is proposed
that can automatically compensate for the channel polarization disturbance, which largely avoids
the intermittency limitations of environment mutation. Over a 50-km fiber channel with 30-Hz
polarization scrambling, the practicality of this phase-coding QKD system was characterized with
an interference fringe visibility of 99.35% over 24 hours, and a stable secure key rate of 306k bits/s
over 7 days without active polarization alignment.
Quantum key distribution (QKD) allows two re-
mote parties (named Alice and Bob) to share secure
keys in the presence of an eavesdropper. Its uncon-
ditional security is guaranteed by the fundamental
laws of quantum physics. As the first commercial ap-
plication of quantum physics at the single-quantum
level [1], the practicality of QKD becomes important
when we transfer a QKD system from the labora-
tory to the field. Contrary to laboratory conditions,
field environments are complex and volatile, which
would continually interrupt or even terminate the
operation of QKD [2–9], and would severely limit its
application.
In QKD systems deployed over telecom fiber net-
works, the field environments typically break down
into two parts: operating conditions of QKD units,
and environments of installed fiber channels that are
used to transmit quantum states. By careful design,
the operating conditions of QKD units can be well
controlled, i.e., isolated from complex environments.
While, the environments of installed fiber chan-
nels are uncontrollable and ever-changing, quantum
states are inevitably disturbed during transmission
in fiber channels. More crucially, channel distur-
bance induced by the external environment accumu-
lates with distance [10]. Due to volatile field envi-
ronments, variations in optical path length (or time
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delay) and fiber channel birefringence [7–10] are two
obstacles preventing long-term continuous operation
of QKD systems. However, optical path length vari-
ations in fiber channels are relatively slow and could
be well tracked [8] or compensated [7] with simple
synchronization schemes. Thus, birefringence varia-
tions in fiber channels become the most challenging
channel disturbance in practical QKD systems.
Channel disturbance countermeasures in QKD
systems can be classified into active and passive cat-
egories. In QKD systems employing active coun-
termeasures, polarization basis alignment modules
are added to compensate for birefringence varia-
tions in fiber channels [8–10] and are essential for
low quantum bit error rate (QBER). In QKD sys-
tems adopting passive countermeasures, birefrin-
gence variations in fiber channels can be automat-
ically compensated, which largely avoid the inter-
mittency limitations of environment mutation. The
âĂĲPlug-and-PlayâĂİ system [11] and Faraday-
Michelson system [12] are typical ones, and they
feature low QBER and excellent long-term stabil-
ity [5, 7]. These QKD systems have been deployed
in complex field fiber networks and show additional
advantages, such as fast establishment of new QKD
links [7]. However, a system’s operation speed is lim-
ited by its structure. Typical operation speeds of a
two-way âĂĲPlug-and-PlayâĂİ system and a one-
way Faraday-Michelson system are only 5 MHz [3]
and 200 MHz, respectively.
Here, we overcome this speed limitation by im-
FIG. 1. Schematic of Faraday-Sagnac-Michelson QKD
system.
proving the structure of a Faraday-Michelson QKD
system. The newly developed QKD system is based
on the asymmetric Faraday-Sagnac-Michelson inter-
ferometer structure. It is intrinsically stable against
channel disturbance and has high-speed support. In
a 50-km single mode fiber channel with polariza-
tion scrambling, the interference fringe visibility was
tested over 24 hours, and gigahertz quantum key dis-
tribution was implemented over 7 days without ac-
tive polarization alignment. The practicality of this
gigahertz QKD system is characterized by the sta-
bilities of visibility, QBERs, and overall gains under
channel disturbance.
The Faraday-Sagnac-Michelson QKD system is
outlined in Fig. 1. At Alice’s site, optical pulses with
random phases are generated by a semiconductor
gain-switched laser (L) [13, 14]. The three intensity
levels required for the decoy-state method [15–17]
are created using an intensity modulator (IM). Pho-
ton phase-encoding is performed by controlling the
phase modulator (PM) in her asymmetric Faraday-
Sagnac-Michelson interferometer (FSMI). The pho-
ton pulses are attenuated to the single-photon level
by an attenuator (Att). These coded weak pulses
are then transmitted to Bob via a single mode
fiber channel. At Bob’s site, photon phase-decoding
is achieved by controlling the PM in his FSMI.
Through a three-port circulator (CIR), photons from
two outputs of Bob’s interferometer are detected by
a double-channel single-photon detector (SPD).
In comparison with our previous Faraday-
Michelson QKD system [12], two asymmetric
Faraday-Michelson interferometers (FMI) were re-
placed by two FSMIs in the newly developed sys-
tem. The structure of the FMI and FSMI is simi-
lar: only one 50/50 beam splitter (BS) was used and
the optical pulse passes bidirectionally in two arms,
FIG. 2. Configuration of the long arm and phase modu-
lation process in (a) FMI and (b) FSMI. H and V repre-
sent horizontal and vertical polarizations, respectively.
which are called the short arm and long arm, respec-
tively. The short arms in the FMI and FSMI are
the same. The short arm contains just one Faraday
mirror (FM), which is composed of a 45◦ Faraday
rotator (FR) and a total reflection mirror. The only
difference lies in the long arm (see the left panel in
Fig. 2). For FMI, the long arm is composed of a PM
and a FM. For FSMI, the long arm has a Sagnac
configuration, which is composed of a polarization
beam splitter (PBS) with a 90◦ FR and a PM. In
Fig. 1 and Fig. 2, the label âĂŸPBS+FRâĂŹ indi-
cates that the PBS and the 90◦ FR are packaged
together as one optical component. For the Sagnac
configuration in the FSMI, the input (also output)
fiber is a single mode fiber (SMF), while the fiber in
it is a polarization maintaining fiber (PMF).
The phase modulation effects in the FMI and
FSMI are equivalent if all optical components are
perfect. To demonstrate this, we only need to verify
the equivalence of input and reflected pulses of the
long arm between FMI and FSMI, since the configu-
ration of the long arm is the only difference between
FMI and FSMI, and PM lies in the long arm. As
shown in the right panel of Fig. 2, for a given in-
put pulse with arbitrary polarization, the reflected
pulses in the long arm of the FMI and FSMI are
identical in terms of their added phase and polariza-
tion direction. For the convenience of description,
PM is assumed to be effective only in the vertical
direction and the added phase is denoted as φ. The
phase modulation process in the long arm of the FMI
is shown in the right portion of Fig. 2(a). When the
input pulse passes along the forward (FW) direc-
tion, a phase φ is added on its vertical component
by PM. After being reflected by the FM, the original
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horizontal component is rotated into the vertical di-
rection and a phase φ is added while the pulse passes
along the backward (BW) direction. Compared with
the input pulse, a phase φ is added and the polar-
ization direction of the reflected pulse is rotated 90◦
in the long arm of the FMI. The phase modulation
process in the long arm of the FSMI is shown in
the right portion of Fig. 2(b). After entering the
Sagnac configuration, the input pulse is separated
into two parts by the PBS. The vertical part propa-
gates along the counter clockwise (CCW) direction,
is first added a phase φ by PM and then rotated into
the horizontal direction by the 90◦ FR. Meanwhile,
the horizontal part propagates along the clockwise
(CW) direction, is first rotated into the vertical di-
rection by the 90◦ FR and then added a phase φ by
PM. Finally, these two parts are combined as a re-
flected pulse by the same PBS. Therefore, compared
with the input pulse, a phase φ is added and the po-
larization direction of reflected pulse is also rotated
90◦ in the long arm of the FSMI, just the same as
the long arm of the FMI.
We can conclude that the phase-coding QKD sys-
tem based on the asymmetric FSMI is also robust
against channel disturbance, just like the system
based on the asymmetric FMI, whose intrinsic sta-
bility has been demonstrated in theory [12] and in
practice [2, 4, 7, 10]. To experimentally demonstrate
the stability of a Faraday-Sagnac-Michelson QKD
system, we measured its interference fringe visibility
with polarization scrambling in the fiber channel.
The driving voltage of Bob’s PM scans from 0 V to
9 V with a step of about 0.01 V. At each step, the
count in the first channel of the SPD is recorded after
waiting for 219 clock cycles. Once the driving volt-
age scan procedure is complete, the corresponding
interference fringe visibility is calculated using
V =
Cmax − Cmin
Cmax + Cmin
, (1)
where Cmax and Cmin are the maximum and mini-
mum counts in one channel of the SPD, respectively.
The driving voltage scan procedure is performed ap-
proximately once a second. The frequency of polar-
ization scrambling is 30 Hz. Fig. 3 shows the mea-
sured visibility over 24 hours. The Faraday-Sagnac-
Michelson QKD system achieves a high visibility of
99.35% on average. The 0.65% deviation from per-
fect visibility primarily originates from apparatus
imperfections, such as interferometer misalignment,
finite precision of the scanned driving voltage, and
dark counts of the SPD [18]. The visibility of inter-
ference fringes is very stable. As shown in the inset
FIG. 3. Measured visibility over 24 hours. The inset is
the histogram of the visibility distribution.
of Fig. 3, the visibility distribution is concentrated
around 99.35% with a standard deviation of 0.12%.
In addition to the intrinsic stability, the QKD sys-
tem based on the asymmetric FSMI also has the fol-
lowing three advantages compared with the previous
one based on the asymmetric FMI. (I) High-speed
support. Speed limitation is the toughest challenge
we encountered with the FMI. Since the long arm
of the FMI has a forward and backward configura-
tion, the corresponding QKD system has difficulty
supporting gigahertz clock rates using only a sim-
ple phase modulation scheme, in which PM driving
voltage remains unchanged during each clock period.
Considering the rise and fall time of the driving volt-
age, the minimum clock rate of the QKD system is
about twice that of the flat phase modulation dura-
tion, which depends on the lengths of the PM and
FM, and the fiber length between them. Even if the
PM could be directly placed adjacent to the FM,
the maximum supported speed is only 500 MHz.
While for the long arm of the FSMI, PM is placed
in the middle of the Sagnac configuration, two parts
of the input pulse arrived at the PM simultaneously
and with the same polarization direction. Thus, the
QKD system based on the asymmetric FSMI can
support gigahertz clock rates by employing a sim-
ple phase modulation scheme. (II) Low insertion
loss. The insertion loss is very important in Bob’s
asymmetric interferometer, and its primary source
comes from the PM. In the FMI, two polarization
parts of the input pulse pass through the PM twice
(once in FW direction and once in BW direction).
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FIG. 4. QBERs of the signal and two different decoy
pulses. The inset is a QBER frequency histogram for
the signal pulses.
While in the FSMI, two polarization parts of the in-
put pulse become the same polarization when they
pass through the PM. In terms of insertion loss, this
is equivalent to the input pulse passing through the
PM once.(III) Lower requirements for PM. In the
FMI, both orthogonal polarization components of in-
put light should be able to pass through the PM. The
only requirement for the PM in the FSMI structure
is that both input and output fibers are PMF, which
is consistent with conventional PM requirements.
We perform a gigahertz QKD experiment over a
50-km fiber channel with polarization scrambling, by
employing a phase-coding system with the FSMI.
BB84 protocol [22] is implemented with the three
intensity decoy-state method [23], in which signal
pulses of 0.48 photons per pulse are sent with 29/32
probability, and two different decoy pulses (denoted
as decoy1 and decoy2) of 0.07 and 0.002 photons
per pulse are sent with 2/32 and 1/32 probability,
respectively. The double-channel SPD is based on
InGaAs/InP avalanche photodiodes and is operated
in gated Geiger mode with the sine-wave filtering
method [19]. To achieve low afterpulse probability
(or low error rate [18]), we add a width discrimina-
tor to remove the wider filtered avalanche signals in
each channel [20]. The average detection efficiency
is greater than 20%, the afterpulse probability is less
than 1.1%, and the total dark count rate is less than
2× 10−6 per gate.
QBERs of the signal and two different decoy
pulses obtained over 7 days operation are shown in
Fig. 4. Each point stands for the measured value
FIG. 5. The overall gain (left axis) of the signal and two
different decoy pulses respectively, and secure key rate
(right axis).
approximately every 10 seconds. For the signal, de-
coy1, and decoy2 pulses, the distributed regions of
these points are different, which primarily originates
from the statistical fluctuations [21]. The solid lines
are obtained by averaging every 200 adjacent points
and clearly show QBER stability under channel dis-
turbance. The mean QBERs for the signal, decoy1,
and decoy2 pulses are 2.17%, 5.46%, and 36.83%,
respectively. This low QBER for the signal pulses
demonstrates the effectiveness of the newly devel-
oped system at 1 GHz, while the QBER for the
signal pulses was over 3% for our previous Faraday-
Michelson system at 200 MHz. As shown in the inset
of Fig. 4, the QBER distribution of signal pulses is
concentrated around its mean value (between 2.0%
and 2.5%). Since the total dark count rate is rela-
tively low, error counts for the decoy1 and decoy2
pulses primarily originate from afterpulses. These
results agree well with the stability of interference
fringe visibility.
The corresponding overall gains [23] of the signal,
decoy1 and decoy2 pulses, and a secure key rate are
shown in Fig. 5. Just as in Fig. 4, measurements
for each point were collected over approximately 10
seconds, and the solid lines are obtained by aver-
aging every 200 adjacent points. The gain stability
under channel disturbance can be clearly seen both
on the points and solid lines. Similar to the QBER
effects, afterpulses increase gains of the decoy1 and
decoy2 pulses, especially decoy2, more than half of
its gain comes from afterpulses. Finally, an aver-
age secure key rate of 306k bits/s is achieved with a
failure probability of 10−10 [24].
4
In summary, we develop a practical QKD sys-
tem based on the asymmetric FSMI structure, which
maintains the intrinsic stability of our previous FMI
structure. Under channel disturbance, the interfer-
ence fringe visibility of this practical system is con-
centrated around 99.35% with a standard deviation
of 0.12% over a 24-h test. More importantly, the
QKD system based on the FSMI structure shows
high-speed support. Gigahertz QKD was imple-
mented over a 50-km fiber channel with polariza-
tion scrambling, the QBERs and overall gains re-
main stable over 7 days without active polarization
alignment. The results demonstrate that this in-
trinsically stable and high-speed QKD implementa-
tion is practical against channel disturbance, and is
particularly suitable for deployment in field environ-
ments.
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