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Using the ab initio local force method, we investigate the formation mechanism of the helical spin
structure in GdRu2Si2 and Gd2PdSi3. We calculate the paramagnetic spin susceptibility and find
that the Fermi surface nesting is not the origin of the incommensurate modulation, in contrast to the
naive scenario based on the Ruderman-Kittel-Kasuya-Yosida mechanism. We then decompose the
exchange interactions between the Gd spins into each orbital component, and show that spin-density-
wave type interaction between the Gd-5d orbitals is ferromagnetic, but the interaction between the
Gd-4f orbitals is antiferromagnetic. We conclude that the competition of these two interactions,
namely, the inter-orbital frustration, stabilizes the finite-Q structure.
Introduction. A magnetic skyrmion, topologically-
protected swirling spin texture, has recently attracted
much attention because of its potential application to a
spintronics memory. Among the features suitable for an
information bit, the size of each skyrmion in the skyrmion
crystal is essential for designing high-density storage de-
vices.
In a non-centrosymmetric crystal, it is widely believed
that competition between the ferromagnetic exchange in-
teraction J and Dzyaloshinskii-Moriya (DM) interaction
D stabilizes a magnetic skyrmion [1]. Since the DM inter-
action prefers a spatially twisted spin configuration, its
helical period λ is determined by the ratio J /D, which is
around 20-100 nm in typical skyrmion crystals, including
MnSi [2, 3], FeGe [4, 5], and Cu2OSeO3 [6, 7]. The latest
first-principles estimations of J /D show good agreement
with λ in the experiments for these materials [8–10].
On the other hand, more recently, formation of a
skyrmion crystal has been reported for several Gd-
based centrosymmetric compounds. Although the atomic
configuration of Gd atoms in these compounds has a
diverse variety such as the frustrated triangular lat-
tice in Gd2PdSi3 [11], breathing Kagome lattice in
Gd3Ru4Al12 [12], and body-centered tetragonal lattice
in GdRu2Si2 [13], they have a common helical period
around 2-3 nm, which is much shorter than those origi-
nated from the DM interaction.
From the theoretical point of view, there are several
possible mechanisms for stabilizing a skyrmion crystal
in centrosymmetric materials [14–22]. For example, the
role of the geometrical frustration of the short-range
two-spin interactions [14–17] and the four-spin interac-
tions mediated by the itinerant electrons [18–20] have
been investigated. While the former theory predicts the
skyrmion formation in frustrated systems, the latter pre-
dicts it even in the high-symmetric non-frustrated crys-
tals. The short period skyrmions observed in the non-
centrosymmetric crystals MnGe [23], EuPtSi [24, 25], and
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Y3Co8Sn4 [26] have also been discussed in terms of the
mechanisms which do not rely only on the DM interac-
tion [27–29].
Despite many successes of these theories for the short
period skyrmions, the actual mechanism in these mate-
rials are still under debate. This is mainly due to the
lack of microscopic calculation based on the realistic elec-
tronic structure. Indeed, most of the known skyrmion
crystals with short periods are metallic magnets, and
thus, the inherent exchange interactions should be sen-
sitive to the details of the electronic property. Since the
period of the skyrmion crystal is essentially the same as
that of the helical spin phase which often appears as the
ground state of the skyrmion materials, it is important to
understand what stabilizes the short period modulation,
characterized by the modulation vector Q, in the helical
state.
In this paper, we study the helical spin structure in
GdRu2Si2 and Gd2PdSi3 from first-principles. We use
the local force approach to obtain the exchange interac-
tions Jij and discuss the stable structures within mean-
field level. For GdRu2Si2, not only the calculated modu-
lation vector Q but also the Ne´el temperature TN show
good agreement with the experiments. Then, we de-
compose Jij into each orbital component to reveal the
mechanism to stabilize the finite-Q modulation. Our
analysis shows that while the spin-density-wave (SDW)
type interaction between the Gd-5d electrons is ferromag-
netic, the interaction between the Gd-4f electrons is an-
tiferromagnetic. The finite-Q structure originates from
the competition between these interactions, namely, the
inter-orbital frustration inherent in the Gd spins. On the
other hand, through the calculation of the paramagnetic
spin susceptibility, we find that the Fermi surface nest-
ing is not the origin of the incommensurate modulation.
We also show that the conventional Ruderman-Kittel-
Kasuya-Yosida (RKKY) interaction becomes negligibly
small and does not play any role in this compound. We
observe a similar behavior also in Gd2PdSi3, indicating
that the frustration between the d and f channel is ubiq-
uitous, at least in the Gd-based skyrmion materials.
Methods. We start with calculations for GdRu2Si2
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FIG. 1. (a) The crystal structure, (b) band structure, and
(c) partial density of states of GdRu2Si2. In (b), the results
obtained based on SDFT calculation are indicated by the solid
blue lines and those on the Wannier tight-binding model by
the red dashed lines.
and Gd2PdSi3 based on the generalized gradient ap-
proximation (GGA) within spin density functional the-
ory (SDFT). We use WIEN2k code [30], where we as-
sume the collinear ferromagnetic order [31, 32]. Here,
we employ the exchange correlation functional proposed
by Perdew, Burke, and Ernzerhof [33], and neglect the
spin-orbit coupling since the orbital moment of the Gd-
4f orbital is quenched. Then, we obtain the tight-
binding model in the Wannier representation by using
Wannier90 code [34, 35] through wien2wannier inter-
face [36]. Finally, the exchange interaction Jij is eval-
uated by the following formula in the local force ap-
proach [37–40]:
Jij = −12Trωn`σ[GjiΣ
i0GijΣj0], (1)
where Gij and Σi0 are the Green’s function and magnetic
potential perturbation due to the spin rotation, respec-
tively. In this paper, we employ the local approximation
for Σi0 [40, 41] and use the intermediate representation
for the Matsubara frequency summation [42–44]. The
Fourier transform J(q) of Eq. (1) gives the most stable
spin structure in the mean-field level, and the correspond-
ing TN (q) is estimated by TN (q) = 2J(q)/3. The details
of the calculation are given in Ref. [32].
Results for GdRu2Si2. Figure 1 shows (a) the crystal
structure, (b) band structure, and (c) partial density of
states (DOS) of GdRu2Si2. The energy eigenvalues of
SDFT and the tight-binding model show good agreement
in the range from −6 to 3 eV. The fully polarized Gd-4f
orbitals are located at around −4 eV (majority spin) and
1 eV (minority spin). The dominant contribution of DOS
at the Fermi level comes from the Ru-4d orbital, which
is about 4 times as large as that of the Gd-5d and Si-
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FIG. 2. The momentum dependence of J(q) (a) along
the symmetry lines (0,0,0)-(1,0,0) (red) and (0,0,0)-( 12 ,
1
2 ,0)
(blue), and (b) on the q = (q1, q2, 0) (bottom) and q =
(q1, q2, 12 ) (top) planes.
3p. In this paper, we adopt the conventional unit cell of
the body-centered-tetragonal structure given in Fig. 1(a)
and measure q-vectors in the unit of the corresponding
reciprocal lattice vectors.
Based on the obtained tight-binding model, we calcu-
late J(q) using Eq. (1). Figure 2 shows J(q) (a) along
high symmetry lines and (b) on the qz = 0 and 12 planes.
We observe the two peaks at around q∗1 = (0.19, 0, 0)
and q∗2 = (0.70, 0, 0), of which the former is very close to
the experimental modulation vector Q = (0.22, 0, 0) [13].
The corresponding Ne´el temperature TN = 45 K is also
very close to the experimental value (46 K). From the re-
sults, we can expect that our first-principles calculation
correctly captures basic properties of the spin interac-
tions in GdRu2Si2. Note that the spin texture of q∗2 also
show the similar helical structure if we only focus on the
in-plane modulation [32]. Thus, the existence of nearly
degenerate two peaks indicates that the out-of-plane spin
correlation is not significantly strong in this material. In
the following, we do not focus on the second peak at q∗2
and discuss the mechanism to stabilize the peak at q∗1 in
detail.
Mechanism of the peak at q∗1 . To identify the driving
force leading to the finite-Q magnetic structure, we take
the following steps: Since Jij in Eq. (1) can be decom-
posed into each atomic component, we first approximate
Jij by that of the Gd components. This procedure is jus-
tified because Σi0 of Ru-4d and Si-3p are much smaller
than that of Gd-5d and Gd-4f . It should be noted that
the typical value of Σi0 is given by the exchange split-
ting energy due to the magnetic order [40]. Here, due to
the ferromagnetic coupling to Gd-4f , Gd-5d has a large
spin splitting despite its wider spread than Ru-4d. In the
present case, a typical energy splitting of Ru-4d is about
0.04 eV while that of Gd-5d is 0.75 eV. Thus, even tak-
ing into account the fact that the contribution to Jij is
proportional to DOS at the Fermi level, we can expect
that the contribution of Gd-5d is about 100 times larger
than that of Ru-4d.
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FIG. 3. (a) Orbital decomposed J(q) defined by Eqs. (2)-(4).
(b) Spin susceptibility for the paramagnetic state. Red and
blue lines correspond to χ(q) and its Gd-5d component, re-
spectively. (c)-(e) Comparison between GGA (red) and GGA
with the energy shift (blue) results: (c) The band structures of
minority spin, (d) J(q) evaluated by Eq. (1), and (e) J4f,4f (q)
evaluated by Eq. (4).
For the Gd components of Jij , we can also decompose
them into Gd 5d-5d, Gd 4f -4f and their cross term con-
tributions. By assuming that Σi0 is orbital independent
and simply proportional to Pauli matrix σx, each contri-
bution can be evaluated as follows:
J4f,4fij = −
∆24f
4 Trωn`[G
4f
j↑i↑G
4f
i↓j↓], (2)
J4f,5dij = −
∆4fM5d
2 Trωn`[G
4f
j↑i↑G
5d
i↓j↓], (3)
J5d,5dij = −
∆25d
4 Trωn`[G
5d,↑
j↑i↑G
5d
i↓j↓], (4)
where the exchange splitting energy ∆4f of Gd-4f and
∆5f of Gd-5d are set to 0.75 and 5.2 eV, respectively.
These three contributions to J(q) are shown in Fig. 3(a)
along the (0,0,0)-(1,0,0) line. We can see that J5d,5d(q)
shows a peak at q = (0, 0, 0), which means that the
interaction between 5d is ferromagnetic. On the other
hand, J4f,4f (q) and J4f,5d(q) show the opposite behav-
ior, namely, there is a dip structure at q = (0, 0, 0). Al-
though a slight deviation due to the ignored contributions
exists, the summation over the three terms, correspond-
ing to the black dashed line in Fig. 3(a), roughly repro-
duces the result of J(q) [45]. Thus, we can conclude that
the competition between the ferromagnetic interactions
in the Gd-5d manifold and antiferromagnetic interactions
in the Gd-4f manifold is the main origin of the finite-Q
structure in GdRu2Si2. This is our main finding in the
paper. Next, we discuss physical interpretations of this
behavior by considering the limiting cases of the formu-
las (2)-(4).
Limiting cases. First, let us consider J5d,5dij in the limit
of ∆5d, V4f,5d → 0, where V4f,5d represents hybridization
between Gd-4f and Gd-5d orbitals. In this limit, one
may write J5d,5dij as follows:
J5d,5dij ∼ ∆25dχ5d,5dij , (5)
where χ5d,5dij denotes the Gd-5d component of the spin
susceptibility in the paramagnetic state [46]. Its Fourier
transform χ5d,5d(q) is shown by the blue line in Fig. 3(b),
whose q-dependence is essentially the same as J5d,5d(q)
in the ferromagnetic state (Fig. 3(a)). This indicates that
the magnetic order of Gd-4f orbitals does not affect the
electronic structure of Gd-5d so much. Note that al-
though χ5d,5d(q) should be sensitive to the Fermi surface
nesting, it is not identical to the real spin susceptibil-
ity χ(q). This is because χ(q) includes the contributions
from all atoms on an equal footing, which is shown by the
red line of Fig. 3(b). If we consider a fictitious Hubbard-
like model for the Gd-5d orbitals, we can regard J5d,5d as
an effective (screened) interaction where ∆5d corresponds
to the bare U . Thus the ferromagnetic feature of J5d,5d
can be understood in terms of the q-dependence of the
Lindhard function of the fictitious model.
Next, let us consider the antiferromagnetic interaction
J4f,4f . Here, we can take two different limits: One cor-
responds to the limit of V4f,5d → 0 keeping t4f finite,
where t4f represents the direct hopping integral between
the Gd-4f orbitals, and the other corresponds to the op-
posite limit. After taking the limit of ∆4f → ∞, one
obtains,
J4f,4fSR,ij = J
4f,4f
ij |V4f,5d→0 ∼ −
t24f
∆4f
, (6)
J4f,4fRKKY,ij = J
4f,4f
ij |t4f→0 ∼ J2Kχ5d,5dij , (7)
which respectively represents the short-range interac-
tion between the Gd-4f electrons and the RKKY long-
range interaction mediated by the Gd-5d electrons, where
JK = V 24f,5d/∆4f corresponds to the Kondo coupling
strength. Here, we consider only the super-exchange in-
teraction originated from direct hopping between the Gd-
4f orbitals. While there may also be the super-exchange
interaction mediated by the Si-3p and Ru-4d orbitals, it
will not change the following discussion.
It is interesting to note that the RKKY interaction
J4f,4fRKKY makes almost no effect on J(q), which can be seen
from the following observations: Even though the mech-
anisms are different, J4f,4fRKKY and J5d,5d have the same
q-dependence determined by χ5d,5d. Thus, if J4f,4fRKKY
has the dominant effect, q-dependence of J4f,4f must
be similar to that of J5d,5d, which is inconsistent with
the results shown in Fig. 3(a). The irrelevance of J4f,4fRKKY
can be also understood by comparing the factors, ∆25d
in J5d,5d and J2K in J
4f,4f
RKKY. If we take the values
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FIG. 4. (a) The momentum dependence of J(q) in Gd2PdSi3
along the symmetry lines (0,0,0)-(1,0,0) (red) and (0,0,0)-
( 1√3 ,
1√
3 ,0) (blue). (b-d) Orbital decomposed J(q) along the
(0,0,0)-(1,0,0) line. (b) Gd-5d, (c) Gd-4f orbital contribu-
tions, and (d) other contributions including non-magnetic Pd
and Si.
(V4f,5d,∆5d,∆4f ) ∼ (0.10, 0.75, 5.20) eV from the tight-
binding model, we find that the ratio J4f,4fRKKY/J5d,5d be-
comes less than 10−5. These results strongly suggest that
the RKKY interaction essentially has no effect in deter-
mining the modulation vectorQ. Note that, in rare-earth
compounds, it is widely believed that the RKKY inter-
action dominates the magnetic structure in the limit of
JK → 0 since the Kondo effect screens the local spin mo-
ments in the opposite limit [47]. This physical picture,
however, is obtained based on the Kondo model, which
only includes the exchange coupling between the conduc-
tion and the local spins. Our ab initio theory indicates
that the following generalized Kondo model is better to
describe the physics in GdRu2Si2:
H = HKondo + Uc
∑
i
nci↑n
c
i↓ +
∑
ij
JijSi · Sj , (8)
where the first term represents the Kondo Hamiltonian
HKondo =
∑
ijσ t
c
ijc
†
iσcjσ + JK
∑
i s
c
i · Si. In the limit of
JK → 0, the remaining two terms, the Coulomb inter-
action between the conduction electrons, which leads to
J5d,5d in Eq. (5), and the short-range interaction between
the local spins, which corresponds to J4f,4fSR in Eq. (6),
will dominate the magnetic structure.
To validate the above competition scenario, we also
perform the calculation by adding 1.5 eV energy shift
to the minority spin of Gd-4f levels. The results are
shown in Figs. 3(c)-(e). We can see that, although the
Fermi surface does not change by the shift, J(q) shows
clearly different q-dependence from the GGA results.
Most importantly, the peak at q∗1 = (0.19, 0, 0) disap-
pears and the resulting J(q) looks similar to J5d,5d(q)
in Fig. 3(a), which is consistent with the above scenario:
Since the SDW-type instability of Gd-5d is determined
by the shape of the Fermi surface, it does not change by
the shift of 4f levels. On the other hand, the short-range
interactions between the Gd-4f electrons should be pro-
portional to 1/∆4f in the limit of ∆4f →∞. As a result,
the q-dependence of J4f,4f becomes small, as is shown in
Fig. 3(e), and J(q) becomes ferromagnetic like J5d,5d(q)
in GGA.
Results for Gd2PdSi3. Finally, we show the results for
Gd2PdSi3. Since the crystal structure of Gd2PdSi3 is
complex due to the z-axis stacking of the different types
of the Pd-Si layers [48], here we employ a simplified struc-
ture with four Gd-atoms in the unit cell [32, 49]. We
perform the same calculations as that for GdRu2Si2 and
obtain J(q) shown in Fig. 4(a). Although we find a peak
structure at q∗1 = (0.16, 0, 0), which is close to the exper-
imental Q = (0.14, 0.0), this peak is sub-dominant and
the corresponding TN = 82 K is much higher than the
experimental TN (21 K) [11]. This might be due to the
approximation for the crystal structure. However, if we
look into the decomposed Jij , we can see the same trend
as GdRu2Si2. Namely, J5d,5d shows a ferromagnetic in-
teraction with a peak at q = (0, 0, 0) (Fig. 4(b)), and
J4f,4f shows an antiferromagnetic interaction with a dip
at q = (0, 0, 0) (Fig. 4(c)). In contrast to GdRu2Si2, the
interactions coming from non-magnetic atoms also has a
large contribution to J(q) and shows a dip structure sim-
ilar to J4f,4f (Fig. 4(d)). Thus, also in Gd2PdSi3 case,
the finite-Q structure comes from a competition between
the SDW type ferromagnetic interaction and other an-
tiferromagnetic interactions, but the RKKY interaction
does not affect the q-dependence of J(q). From these
calculations, we expect that the present mechanism is
ubiquitous in the Gd-based skyrmion crystals.
Conclusion. In this paper, we investigate the spin
structure in GdRu2Si2 and Gd2PdSi3 using the ab ini-
tio local force method. We decompose the obtained ex-
change interactions Jij into each orbital component and
perform the spin susceptibility calculations. Our calcu-
lations show that the finite-Q structures in these com-
pounds are stabilized by the competition between the
ferromagnetic interaction in the Gd-5d manifold, leading
to the SDW instability, and the antiferromagnetic short-
range interaction in the Gd-4f manifold. The Fermi sur-
face nesting is not the origin of the finite-Q structure, in
contrast to the RKKY mechanism of the skyrmion crys-
tal formations. While we studied only the modulation
vector Q of the helical spin states, the inter-orbital frus-
tration mechanism will pave a way to future ab initio
materials design of the skyrmion lattice.
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