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a b s t r a c t
In the present paper we characterize the measures on the unit circle for which there
exists a quadrature formula with a fixed number of nodes and weights and such that
it exactly integrates all the polynomials with complex coefficients. As an application we
obtain quadrature rules for polynomialmodifications of the Bernsteinmeasures on [−1, 1],
having a fixed number of nodes and quadrature coefficients and such that they exactly
integrate all the polynomials with real coefficients.
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1. Introduction
In the papers [1] and [2] it has been proved that for each Bernstein–Szegő measure on the unit circle T = {z : |z| = 1}
there exists a quadrature formula, with a fixed number of nodes andweights, such that it exactly integrates all the functions
in the linear space of polynomials with complex coefficients. Since the nodes are inside the convex hull of the support of the
measure, like in thewell-knownGaussian quadrature formulas formeasures on the real line (see [3]), they can be considered
as the analog of the Gaussian quadrature formulas for the unit circle. Moreover they are the best quadrature formulas for
the Bernstein–Szegő measures because the exactness is unlimited in the space of complex polynomials. So our method for
computing integrals with respect to Bernstein–Szegő measures is different from the commonly used ones (see [4–7]).
Keeping inmind the above-mentioned result, it is natural to ask if there exist othermeasures onTwith the same property
and if it was the case to obtain these measures. In the present paper we prove that the polynomial modifications of the
Bernstein–Szegő measures satisfy the same property. Moreover, we prove that they are the unique measures on Twith this
property, that is, if dν is a measure onT for which there exists a quadrature formula exact on the linear space of polynomials
with complex coefficients, then it holds that the measure is a polynomial modification of the Bernstein–Szegő measure.
These type of measures are very important and they are very appropriate for the approximation of a large family of positive
Borel measures.
The organization of the paper is the following. In Section 2 we obtain a quadrature formula for polynomial modifications
of the Bernstein–Szegőmeasureswith a fixed nodal system and quadrature coefficients and such that it exactly integrates all
the polynomials with complex coefficients. In Section 3 we study the inverse problem, that is, we characterize themeasures
on the unit circle for which there exist quadrature formulas with a fixed nodal system and weights such that they are
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exact on the linear space of polynomials with complex coefficients. In Section 4 we recall the transformations between
measures supported on [−1, 1] and symmetric measures supported on the unit circle and we apply the results of Section 2
to obtain quadrature rules for rational modifications of the four Chebyshevmeasures such that they are exact in the space of
polynomials with real coefficients. Although these quadrature rules are not quadrature formulas in the classical sense, they
have unlimited exactness on the polynomial space. For these type ofmeasures there are well-knownmethods of quadrature
like those given in [8] and the first kind and second kind Gauss–Chebyshev quadrature rules and their improvements,
(see [9]), among other methods, but all of them have a fixed exactness. Finally, in the last section we give some numerical
examples in order to highlight the strength of the methods given in this work.
2. Quadrature formulas for polynomial modifications of Bernstein–Szegő measures
Let us consider the following modification of the Bernstein–Szegő measure
dν(θ) = |P(e
iθ )|2
|Q (eiθ )|2
dθ
2pi
(1)
on [−pi, pi], where P(z) and Q (z) are algebraic polynomials such that the zeros of Q (z) are outside D = {z : |z| ≤ 1}. We
assume that Q (z) = aqΠ si=1(z − zi)νi with
∑s
i=1 νi = q and deg(Q ) = q. If deg(P) ≥ deg(Q ) we divide obtaining that
P(z)
Q (z) = C(z)+ R(z)Q (z) , where deg(R) < deg(Q ). Therefore the measure dν(θ) can be written as follows:
dν(θ) =
(
|C(eiθ )|2 + C(e
iθ )R(eiθ )
Q (eiθ )
+ C(e
iθ )R(eiθ )
Q (eiθ )
+ |R(e
iθ )|2
|Q (eiθ )|2
)
dθ
2pi
, (2)
that is, it can be considered as the sum of four measures that we are going to study separately. If deg(P) < deg(Q ), the
measure dν behaves like the fourth measure considered before.
2.1. Case 1
The measure |C(eiθ )|2 dθ2pi .
Proposition 1. If C(z) = ∑lk=0 ckzk then there exists a quadrature formula with only one node z = 0 and coefficients{λk}k=0,...,l, which uses the values of the function and its derivatives in z = 0 and such that it exactly integrates functions in
the linear space5 of polynomials with complex coefficients, i.e.,∫ pi
−pi
T (eiθ )|C(eiθ )|2 dθ
2pi
=
l∑
k=0
λkT (k)(0), ∀T ∈ 5,
where λk = bkk! and bk =
∑l
j=k cjcj−k.
Proof. If C(z) = ∑lk=0 ckzk then for z ∈ T we have that |C(z)|2 = ∑lk=0 bkzk +∑lk=0 bkz−k where bk = ∑lj=k cjcj−k.
Therefore∫ pi
−pi
T (eiθ )|C(eiθ )|2 dθ
2pi
= 1
2pi i
∫
T
T (z)|C(z)|2 dz
z
= 1
2pi i
∫
T
T (z)
(
l∑
k=0
bkzk−1 +
l∑
k=1
bkz−(k+1)
)
dz
= 1
2pi i
(∫
T
b0
T (z)
z
dz +
l∑
k=1
bk
∫
T
T (z)zk−1dz +
l∑
k=1
bk
∫
T
T (z)
zk+1
dz
)
= b0T (0)+
l∑
k=1
bk
T (k)(0)
k! =
l∑
k=0
bk
T (k)(0)
k! . 
2.2. Case 2
The measure C(e
iθ )R(eiθ )
Q (eiθ )
dθ
2pi .
Proposition 2. There exists a quadrature formula with nodes { 1zi }i,...,s and coefficients {Bi,j}i=1,...,s;j=1,...,νi which uses the values
of the function and its derivatives in these nodes and such that it exactly integrates functions in the linear space5 of polynomials
with complex coefficients, i.e.,
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−pi
T (eiθ )
C(eiθ )R(eiθ )
Q (eiθ )
dθ
2pi
=
s∑
i=1
νi∑
j=1
Bi,jT (j−1)
(
1
zi
)
, ∀T ∈ 5,
where
Bi,j = 1
(j− 1)!
[
βi,j
0! C
(
1
zi
)
+ βi,j+1
1! C
′
(
1
zi
)
+ · · · + βi,νi
(νi − j)!C
(νi−j)
(
1
zi
)]
and
zq−r−1
R∗(z)
Q ∗(z)
=
s∑
i=1
νi∑
j=1
βi,j
(z − 1zi )j
.
Proof. For z ∈ T it holds that Q ∗(z) = zqQ (z) (see [10,11]) and therefore Q (z) = z−qQ ∗(z). In the same way, if deg R = r
then for z ∈ T R(z) = z−rR∗(z). On the other hand, since we know the zeros of Q ∗(z) we can decompose zq−r−1 R∗(z)Q∗(z) into
simple fractions as follows
zq−r−1
R∗(z)
Q ∗(z)
=
s∑
i=1
νi∑
j=1
βi,j
(z − 1zi )j
.
Then, applying Cauchy’s theorem∫ pi
−pi
T (eiθ )
C(eiθ )R(eiθ )
Q (eiθ )
dθ
2pi
= 1
2pi i
∫
T
T (z)C(z)
R(z)
Q (z)
dz
z
= 1
2pi i
∫
T
T (z)C(z)zq−r−1
R∗(z)
Q ∗(z)
dz = 1
2pi i
s∑
i=1
νi∑
j=1
∫
T
βi,jT (z)C(z)
(z − 1zi )j
dz
=
s∑
i=1
νi∑
j=1
βi,j
(T (z)C(z))(j−1)
(
1
zi
)
(j− 1)!
=
s∑
i=1
νi∑
j=1
βi,j
(j− 1)!
j−1∑
k=0
(
j− 1
k
)
T (k)
(
1
zi
)
C (j−1−k)
(
1
zi
)
=
s∑
i=1
νi∑
j=1
Bi,jT (j−1)
(
1
zi
)
. 
2.3. Case 3
The measure C(e
iθ )R(eiθ )
Q (eiθ )
dθ
2pi .
Proposition 3. There exists a quadrature formula with only one node z = 0 and coefficients {γk}k=0,...,l which uses the values of
the function and its derivatives in z = 0 and such that it exactly integrates functions in the linear space 5 of polynomials with
complex coefficients, i.e.,∫ pi
−pi
T (eiθ )
C(eiθ )R(eiθ )
Q (eiθ )
dθ
2pi
=
l∑
k=0
γkT (k)(0), ∀T ∈ 5,
where
γk = 1l!
(
l
k
)(
R(z)C∗(z)
Q (z)
)(l−k)
(0).
Proof. If deg(C) = l then for z ∈ T it holds that C∗(z) = z lC(z) and therefore C(z) = z−lC∗(z). Thus∫ pi
−pi
T (eiθ )
C(eiθ )R(eiθ )
Q (eiθ )
dθ
2pi
= 1
2pi i
∫
T
T (z)
C(z)R(z)
Q (z)
dz
z
= 1
2pi i
∫
T
T (z)z−(l+1)
C∗(z)R(z)
Q (z)
dz = 1
2pi i
∫
T
T (z)
C∗(z)R(z)
Q (z)
z l+1
dz
= 1
l!
(
T (z)C∗(z)R(z)
Q (z)
)(l)
(0) =
l∑
k=0
1
l!
(
l
k
)(
C∗(z)R(z)
Q (z)
)(l−k)
(0)T (k)(0). 
E. Berriochoa et al. / Computers and Mathematics with Applications 58 (2009) 1370–1382 1373
2.4. Case 4
The measure | R(eiθ )
Q (eiθ )
|2 dθ2pi .
This case is particularly important because it corresponds to a polynomial modification of the Bernstein–Szegő measure
when the degree of the polynomial numerator is less than the degree of the polynomial denominator.
Proposition 4. There exists a quadrature formula with nodes { 1zi }i,...,s and coefficients {Di,j}i=1,...,s;j=1,...,νi which uses the values
of the function and its derivatives in these nodes and such that it exactly integrates functions in the linear space5 of polynomials
with complex coefficients, i.e.,∫ pi
−pi
T (eiθ )
∣∣∣∣ R(eiθ )Q (eiθ )
∣∣∣∣2 dθ2pi =
s∑
i=1
νi∑
j=1
Di,jT (j−1)
(
1
zi
)
, ∀T ∈ 5,
where
Di,j = i,j
(j− 1)!
and i,j are given by
zq−r−1R(z)R∗(z)
Q (z)Q ∗(z)
=
s∑
i=1
νi∑
j=1
αi,j
(z − zi)j +
s∑
i=1
νi∑
j=1
i,j
(z − 1zi )j
.
Proof.∫ pi
−pi
T (eiθ )
∣∣∣∣ R(eiθ )Q (eiθ )
∣∣∣∣2 dθ2pi = 12pi i
∫
T
T (z)
R(z)R(z)
Q (z)Q (z)
dz
z
= 1
2pi i
∫
T
T (z)
R(z)z−rR∗(z)
Q (z)zz−qQ ∗(z)
dz = 1
2pi i
∫
T
T (z)
zq−r−1R(z)R∗(z)
Q (z)Q ∗(z)
dz
= 1
2pi i
∫
T
T (z)
(
s∑
i=1
νi∑
j=1
i,j
(z − 1zi )j
)
dz =
s∑
i=1
νi∑
j=1
i,j
(j− 1)!T
(j−1)
(
1
zi
)
. 
Now we can gather the four preceding results in the following theorem.
Theorem 1. Let us consider the measure dν given by (1) and assume that it can be written like (2), that is,
dν(θ) =
(
|C(eiθ )|2 + C(e
iθ )R(eiθ )
Q (eiθ )
+ C(e
iθ )R(eiθ )
Q (eiθ )
+ |R(e
iθ )|2
|Q (eiθ )|2
)
dθ
2pi
.
Then there exists a quadrature formulawith nodes {0}⋃{ 1zi }si=1 and coefficients {ξk}lk=0 and {Ai,j}i=1,...,s;j=1,...,νi , with∑si=1 νi = q
which uses the values of the function and its derivatives in these nodes and such that it exactly integrates functions in the linear
space5 of polynomials with complex coefficients, i.e.,∫ pi
−pi
T (eiθ )dν(θ) =
l∑
k=0
ξkT (k)(0)+
s∑
i=1
νi∑
j=1
Ai,jT (j−1)
(
1
zi
)
, ∀T ∈ 5,
where
ξk = 1k!
l∑
j=k
cjcj−k + 1l!
(
l
k
)(
R(z)C∗(z)
Q (z)
)(l−k)
(0)
and
Ai,j = 1
(j− 1)!
[
βi,j
0! C
(
1
zi
)
+ βi,j+1
1! C
′
(
1
zi
)
+ · · · + βi,νi
(νi − j)!C
(νi−j)
(
1
zi
)]
+ i,j
(j− 1)! ,
with zq−r−1 R
∗(z)
Q∗(z) =
∑s
i=1
∑νi
j=1
βi,j
(z− 1zi )
j and
zq−r−1
R(z)R∗(z)
Q (z)Q ∗(z)
=
s∑
i=1
νi∑
j=1
αi,j
(z − zi)j +
s∑
i=1
νi∑
j=1
i,j
(z − 1zi )j
.
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In the case when the zeros of Q (z) are simple, that is, Q (z) = aq5qi=1(z − zi) the quadrature formula is more simple and
it is given in the following corollary.
Corollary 1. Let dν be the measure given in (1) and assume that it can be written like (2), that is,
dν(θ) =
(
|C(eiθ )|2 + C(e
iθ )R(eiθ )
Q (eiθ )
+ C(e
iθ )R(eiθ )
Q (eiθ )
+ |R(e
iθ )|2
|Q (eiθ )|2
)
dθ
2pi
,
where Q (z) = aq5qi=1(z − zi). Then there exists a quadrature formula with nodes {0}
⋃{ 1zi }qi=1 and coefficients {ξk}lk=0 and{Ai}i=1,...,q which uses the values of the function in these nodes and its derivatives in 0 and such that it exactly integrates functions
in the linear space5 of polynomials with complex coefficients, i.e.,∫ pi
−pi
T (eiθ )dν(θ) =
l∑
k=0
ξkT (k)(0)+
q∑
i=1
AiT
(
1
zi
)
, ∀T ∈ 5,
where
ξk = 1k!
l∑
j=k
cjcj−k + 1l!
(
l
k
)(
R(z)C∗(z)
Q (z)
)(l−k)
(0)
and
Ai = βiC
(
1
zi
)
+ i,
with
zq−r−1
R∗(z)
Q ∗(z)
=
q∑
i=1
βi(
z − 1zi
)
and
zq−r−1
R(z)R∗(z)
Q (z)Q ∗(z)
=
q∑
i=1
αi
(z − zi) +
q∑
i=1
i(
z − 1zi
) .
An important application of Theorem 1 is for computing the integrals of analytic functions. Indeed, if f is an analytic function
on an open set containingD, then applying Theorem 1 to the partial sums of the representation in power series we can prove
the exactness of the quadrature formula for this type of functions.
Corollary 2. Let dν be the measure given in (1) and assume that it can be written like (2), that is,
dν(θ) =
(
|C(eiθ )|2 + C(e
iθ )R(eiθ )
Q (eiθ )
+ C(e
iθ )R(eiθ )
Q (eiθ )
+ |R(e
iθ )|2
|Q (eiθ )|2
)
dθ
2pi
.
Then there exists a quadrature formulawith nodes {0}⋃{ 1zi }si=1 and coefficients {ξk}lk=0 and {Ai,j}i=1,...,s;j=1,...,νi , with∑si=1 νi = q
which uses the values of the function and its derivatives in these nodes and such that it exactly integrates analytic functions
f ∈ H(Ω), withΩ an open set containing D, i.e.,∫ pi
−pi
f (eiθ )dν(θ) =
l∑
k=0
ξkf (k)(0)+
s∑
i=1
νi∑
j=1
Ai,jf (j−1)
(
1
zi
)
, ∀f ∈ H(Ω),
where
ξk = 1k!
l∑
j=k
cjcj−k + 1l!
(
l
k
)(
R(z)C∗(z)
Q (z)
)(l−k)
(0)
and
Ai,j = 1
(j− 1)!
[
βi,j
0! C
(
1
zi
)
+ βi,j+1
1! C
′
(
1
zi
)
+ · · · + βi,νi
(νi − j)!C
(νi−j)
(
1
zi
)]
+ i,j
(j− 1)! ,
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with
zq−r−1
R∗(z)
Q ∗(z)
=
s∑
i=1
νi∑
j=1
βi,j
(z − 1zi )j
and
zq−r−1
R(z)R∗(z)
Q (z)Q ∗(z)
=
s∑
i=1
νi∑
j=1
αi,j
(z − zi)j +
s∑
i=1
νi∑
j=1
i,j
(z − 1zi )j
.
3. The inverse problem
Next we give an answer to the following natural question: what are the measures on T with quadrature formulas like
those of Theorem 1?
Theorem 2. Let dν(θ) be a measure on [−pi, pi] for which there exists a quadrature formula with nodes {0} ∪ { 1zi }si=1 with
| 1zi | < 1 for i = 1, . . . , s and coefficients {ξk}lk=0 ∪ {Ai,j}i=1,...,s;j=1,...,νi and such that it integrates exactly all the polynomials,
that is,∫ pi
−pi
T (eiθ )dν(θ) =
l∑
k=0
ξkT (k)(0)+
s∑
i=1
νi∑
j=1
Ai,jT (j−1)
(
1
zi
)
, ∀T ∈ 5,
with
∑s
i=1 νi = q. Then it holds that
dν(θ) = |Pq+l(e
iθ )|2
|Qq(eiθ )|2
dθ
2pi
.
Proof. From the exactness of the formula we obtain the moments {cn}∞n=0 of the measure dν(θ). We write cn = mn +∑s
i=1 hni, where mn =
∑l
k=0 ξk(zn)(k)(0) and hni =
∑νi
j=1 Ai,j(zn)(j−1)
(
1
zi
)
. Then it is well known that the Carathéodory
function is given by, (see [10]),
F(z) = m0 + h01 + · · · + h0s + 2
∞∑
n=1
(mn + hn1 + · · · + hns)zn
and we can obtain the measure byRF(eiθ ) = ν ′(θ).
Next we obtain the sequence {cn}∞n=0. First we compute the sequence {mn}∞n=0 obtaining that for 0 ≤ k ≤ l mk = k!ξk
and for n ≥ l mn = 0. Secondly we compute the sequence {hni}∞n=0 for i = 1, . . . , s obtaining
h0i = Ai,1, h1i = Ai,1 1zi + Ai,2, h2i = Ai,1
1
zi2
+ Ai,22 1zi + Ai,32, . . . ,
hνi−1,i = Ai,1
1
ziνi−1
+ Ai,2(νi − 1) 1
ziνi−2
+ · · · + Ai,νi(νi − 1)!
and for n ≥ νi we have
hn,i = Ai,1 1zin + Ai,2n
1
zin−1
+ · · · + Ai,νin(n− 1) · · · (n− νi + 2)
1
zin−νi+1
.
Now we obtain the following sums:
m0 + 2
∞∑
n=1
mnzn = ξ0 + 2(ξ1z + ξ22!z2 + · · · + ξll!z l) = Cl(z)
and
h0i + 2
∞∑
n=1
hnizn = Ai,1 + 2Ai,1
∞∑
k=1
(
z
zi
)k
+ 2Ai,2zi
∞∑
k=1
k
(
z
zi
)k
+ 2Ai,3zi2
∞∑
k=2
k(k− 1)
(
z
zi
)k
+ · · · + 2Ai,νiziνi−1
∞∑
k=νi−1
k(k− 1) · · · (k− (νi − 2))
(
z
zi
)k
. (3)
1376 E. Berriochoa et al. / Computers and Mathematics with Applications 58 (2009) 1370–1382
By summing the arithmetic–geometric series we obtain:
∞∑
k=1
(
z
zi
)k
= z
zi − z ,
∞∑
k=1
k
(
z
zi
)k
= ziz
(zi − z)2 ,
∞∑
k=2
k(k− 1)
(
z
zi
)k
= 2!ziz
2
(zi − z)3 · · · ,
∞∑
k=νi−1
k(k− 1) · · · (k− (νi − 2))
(
z
zi
)k
= (νi − 1)!ziz
νi−1
(zi − z)νi .
Therefore (3) can be rewritten as
Ai,1 + 2Ai,1 zzi − z + 2Ai,2
zi2z
(zi − z)2 + · · · + 2Ai,νi
(νi − 1)!ziνizνi−1
(zi − z)νi
= Ai,1(zi − z)
νi + 2Ai,1z(zi − z)νi−1 + 2Ai,2zi2z(zi − z)νi−2 + · · · + 2Ai,νi(νi − 1)!ziνizνi−1
(zi − z)νi =
Gνi(z)
(zi − z)νi ,
and thus
F(z) = Cl(z)+
s∑
i=1
Gνi(z)
(zi − z)νi
with Gνi(z) of degree≤ νi.
Since ν ′(θ) = RF(z) = 12 [Cl(z)+ Cl(z)] + 12
∑s
i=1
[
Gνi (z)
(zi−z)νi +
Gνi (z)
(zi−z)νi
]
with z = eiθ ,we deduce that
2ν ′(θ) = [Cl(z)+ Cl(z)]5
s
i=1|(zi − z)νi |2
5si=1|(zi − z)νi |2
+
s∑
i=1
[Gνi(z)(zi − z)νi + Gνi(z)(zi − z)νi ]5sj=1,j6=i|(zi − z)νi |2
5si=1|(zi − z)νi |2
.
Hence, applying the well-known result about representation of non-negative trigonometric polynomials, (see [12,11]), we
have that there exist two algebraic polynomials Pl+q(z) and Qq(z) of degrees l + q and q respectively such that ν ′(θ) =
|Pl+q(eiθ )|2
|Qq(eiθ )|2 . Finally, using Theorem 1 we obtain the result. 
4. Quadrature rules for polynomial modifications of the Bernstein measures in [−1, 1]
The aim of this section is to obtain quadrature rules for polynomial modifications of the Bernstein measures. It is well
known that the Bernstein measures are rational modifications of the Jacobi measures, dµα,β(x) = (1 − x)α(1 + x)βdx for
the parameters α = ± 12 and β = ± 12 , that is, the so-called Chebyshev measures of the first kind α = β = − 12 , the second
kind α = β = 12 , the third kind α = − 12 , β = 12 , and the fourth kind α = 12 , β = − 12 (see [11,13,14]).
If q(x) is a positive polynomial on [−1, 1]with real coefficients, the Bernstein measures are given by:
db1(x) = dx
piq(x)
√
1− x2 , db2(x) =
2
√
1− x2
piq(x)
dx,
db3(x) = 1
piq(x)
√
1+ x
1− xdx, and db4(x) =
1
piq(x)
√
1− x
1+ xdx,
which, of course, are positive Borel measures on [−1, 1].
If p(x) is another positive polynomial on [−1, 1]with real coefficients we are going to consider the following polynomial
modifications of the Bernstein measures:
dµ1(x) = 1
pi
√
1− x2
p(x)
q(x)
dx, dµ2(x) = 2
√
1− x2
pi
p(x)
q(x)
dx,
dµ3(x) = 1
pi
√
1+ x
1− x
p(x)
q(x)
dx, and dµ4(x) = 1
pi
√
1− x
1+ x
p(x)
q(x)
dx. (4)
Our aim in this paper is to prove that there exists a quadrature rule for each of these measures with a fixed number of
nodes and such that it exactly integrates polynomials with real coefficients. The results are obtained using the so-called
Szegő transformation and its generalizations, that is, the relations between measures supported on the interval [−1, 1] and
symmetric measures supported the unit circle T = {z : |z| = 1} (see [15,16]), and applying the quadrature formula for the
polynomial modification of the Bernstein–Szegő measures that we have proved in Section 2.
In order to obtain these results first we recall the connection between measures supported on [−pi, pi] and [−1, 1]
respectively through the following four transformations (see [16,11,15]).
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4.1. Transformations of measures bounded interval-unit circle
Letµbe anontrivial probability Borelmeasure on [−1, 1], absolutely continuouswith respect to the Lebesguenormalized
measure, with weight functionω(x), that is, dµ(x) = ω(x)dx. Wewill transform this measure in the following four different
ways:
First transformation or Szegő transformation. Since x = cos θ transforms the interval [−pi, pi] into [−1, 1], thenwe can define
a measure ν1 on [−pi, pi] by dν1(θ) = 12ω(cos θ)| sin θ |dθ and ν1([−pi, pi]) = 1. It induces another measure on T that we
also denote by ν1 for a sake of simplicity.
If E(x) =∑nl=0 alTl(x), with al ∈ R, l = 0, . . . , n, where {Tn(x)}n∈N is the sequence of Chebyshev polynomials of the first
kind, and L(z) =∑nl=0 alz l, then the inner products induced by both measures µ and ν1 are related as follows
〈E(x), Tl(x)〉µ = 12 〈L(z)+ L(z
−1), z l〉ν1 .
Second transformation. The substitution x = cos θ and the multiplication by 1
4 sin2 θ
allows us to define a finite positive Borel
measure ν2 on [−pi, pi] by dν2(θ) = ω(cos θ)4| sin θ | dθ if
∫ 1
−1
ω(x)
1−x2 dx < +∞. The measure ν2 induces in a natural way another
measure on T that we also denote by ν2.
If E(x) = ∑nl=0 blUl(x), with bl ∈ R, l = 0, . . . , n, where {Un(x)}n∈N is the sequence of Chebyshev polynomials of the
second kind and L(z) = ∑nl=0 blz l, then the relation between the inner products corresponding to both measures is the
following
〈E(x),Ul(x)〉µ = 〈L(z)− L(z−1), z l+1〉ν2 .
Third transformation. The substitution x = cos θ and the multiplication by 1
4 cos2 θ2
defines a finite positive Borel measure ν3
on [−pi, pi] by dν3(θ) = 12ω(cos θ)| tan θ2 |dθ if
∫ 1
−1
ω(x)
1+x dx < +∞. The measure ν3 induces a measure on T that we also
denote by ν3.
If E(x) = ∑nl=0 clWl(x), with cl ∈ R, l = 0, . . . , n, where {Wn(x)}n∈N is the sequence of Chebyshev polynomials of the
third kind and L(z) =∑nl=0 clz l, then the inner products corresponding to both measures are related by
〈E(x),Wl(x)〉µ = 〈z 12 L(z)+ z− 12 L(z−1), z l+ 12 〉ν3 .
Fourth transformation. The substitution x = cos θ and the multiplication by 1
4 sin2 θ2
allows us to define a finite positive Borel
measure ν4 on [−pi, pi] by dν4(θ) = 12ω(cos θ)| cot θ2 |dθ if
∫ 1
−1
ω(x)
1−x dx < +∞. The measure ν4 induces a measure on T that
we also denote by ν4.
If E(x) = ∑nl=0 dlVl(x), with dl ∈ R, l = 0, . . . , n, where {Vn(x)}n∈N is the sequence of Chebyshev polynomials of the
fourth kind and L(z) =∑nl=0 dlz l, then we can relate the inner products corresponding to both measures as follows
〈E(x), Vl(x)〉µ = 〈z 12 L(z)− z− 12 L(z−1), z l+ 12 〉ν4 .
Now, if we consider the polynomial modification of the Bernstein measures dµ1, dµ2, dµ3, and dµ4 defined in (4) and we
transform each dµi by the ith transformation, i = 1, . . . , 4, it is easy to prove that we obtain the same polynomial modif-
ication of the Bernstein–Szegő measure dν(θ) = |P(eiθ )|2|Q (eiθ )|2 dθ2pi . Notice that taking into account the Féjer–Riesz representation
(see [12,11]) we know that there exist algebraic polynomials P(z) = ∑pr=0 przr and Q (z) = ∑qr=0 qrzr with pr ∈ R for
r = 0, . . . , p, p0 > 0, qr ∈ R for r = 0, . . . , q, q0 > 0 without zeros in D = {z : |z| ≤ 1} and such that p(cos θ) = |P(eiθ )|2,
q(cos θ) = |Q (eiθ )|2. In the sequel we continue assuming that Q (z) = aq5si=1(z − zi)νi with
∑s
i=1 νi = q and deg(Q ) = q.
Hence, applying the results of the preceding sections, it is possible to obtain a quadrature rule for each of these fourmeasures
such that it integrates polynomials exactly.
Theorem 3. For each of the measures dµi, 1 ≤ i ≤ 4, defined in (4) there exists a quadrature rule with nodes {0} ∪ { 1zi }si=1 and
coefficients {ξk}k=0,...,l ∪ {Ai,j}i=1,...,s;j=1,...,νi , with
∑s
i=1 νi = q such that it exactly integrates functions in the linear space P of
polynomials with real coefficients, i.e.,
(i) ∀t ∈ P, t(x) =∑nm=0 amTm(x), with am ∈ R, we get∫ 1
−1
t(x)dµ1(x) =
∫ 1
−1
t(x)
1
pi
√
1− x2
p(x)
q(x)
dx
= 2R
 l∑
k=0
ξk
(
n∑
m=0
am
2
zm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
(
n∑
m=0
am
2
zm
)(j−1) (
1
zi
) .
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(ii) ∀t ∈ P, t(x) =∑nm=0 dmUm(x), with dm ∈ R, we get∫ 1
−1
t(x)dµ2(x) =
∫ 1
−1
t(x)
2
√
1− x2dx
pi
p(x)
q(x)
dx
=
l∑
k=0
ξk
(
n∑
m=0
dmzm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
(
n∑
m=0
dmzm
)(j−1) (
1
zi
)
−
l∑
k=0
ξk
n∑
m=0
(dmzm+2)(k)(0)−
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(dmzm+2)(j−1)
(
1
zi
)
.
(iii) ∀t ∈ P, t(x) =∑nm=0 emWm(x), with em ∈ R, we get∫ 1
−1
t(x)dµ3(x) =
∫ 1
−1
t(x)
1
pi
√
1+ x
1− x
p(x)
q(x)
dx
=
l∑
k=0
ξk
n∑
m=0
(
emzm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(
emzm
)(j−1) ( 1
zi
)
+
l∑
k=0
ξk
n∑
m=0
(emzm+1)(k)(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(emzm+1)(j−1)
(
1
zi
)
.
(vi) ∀t ∈ P, t(x) =∑nm=0 fmVm(x), with fm ∈ R, we get∫ 1
−1
t(x)dµ4(x) =
∫ 1
−1
t(x)
1
pi
√
1− x
1+ x
p(x)
q(x)
dx
=
l∑
k=0
ξk
n∑
m=0
(
fmzm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(
fmzm
)(j−1) ( 1
zi
)
−
l∑
k=0
ξk
n∑
m=0
(fmzm+1)(k)(0)−
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(fmzm+1)(j−1)
(
1
zi
)
.
Proof. (i) Using the first transformation of measures we have that measure dµ1 becomes into the measure dν given by (1)
and the following relation holds:
If t(x) =∑nm=0 amTm(x) and L(z) =∑nm=0 am2 zm, then 〈t(x), 1〉µ1 = 〈L(z)+ L(z−1), 1〉ν . Therefore we can write∫ 1
−1
t(x)
1
pi
√
1− x2
p(x)
q(x)
dx =
∫ pi
−pi
(
n∑
m=0
am
2
zm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
+
∫ pi
−pi
(
n∑
m=0
am
2
zm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
for z = eiθ .
In order to compute these integrals we apply Theorem 1. Indeed if 1z1 , . . . ,
1
zs
are the zeros of Q ∗(z), which are located
in D, and ν1, . . . , νs are their multiplicities with
∑s
i=1 νi = q, then there exist coefficients {ξk}0≤k≤l ∪ {Ai,j}1≤i≤s;1≤j≤νi , such
that for z = eiθ we get∫ pi
−pi
(
n∑
m=0
am
2
zm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
+
∫ pi
−pi
(
n∑
m=0
am
2
zm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
= 2R
 l∑
k=0
ξk
(
n∑
m=0
am
2
zm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
(
n∑
m=0
am
2
zm
)(j−1) (
1
zi
) .
(ii) The measure dµ2 becomes into the measure dν = |P(eiθ )|2|Q (eiθ )|2 dθ2pi through the second transformation. Then if t(x) =∑n
m=0 dmUm(x) and L(z) =
∑n
m=0 dmzm+1 it holds that
〈t(x), 1〉µ2 = 〈L(z)− L(z), z〉ν = 〈zL(z)− zL(z), 1〉ν .
Taking into account that for z ∈ Twe have zL(z) =∑Mm=0 dmzm and zL(z) =∑Mm=0 dmzm+2, then for z = eiθ∫ 1
−1
t(x)dµ2(x) =
∫ pi
−pi
(
n∑
m=0
dmzm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
−
∫ pi
−pi
(
n∑
m=0
dmzm+2
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
.
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Now, applying Theorem 1 we get∫ pi
−pi
(
n∑
m=0
dmzm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
=
l∑
k=0
ξk
(
n∑
m=0
dmzm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
(
n∑
m=0
dmzm
)(j−1) (
1
zi
)
as well as∫ pi
−pi
(
n∑
m=0
dmzm+2
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
=
l∑
k=0
ξk
n∑
m=0
(dmzm+2)(k)(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(dmzm+2)(j−1)
(
1
zi
)
.
Therefore we have the result.
(iii) Using the third transformation dµ3 becomes dν(θ) = |P(eiθ )|2|Q (eiθ )|2 dθ2pi . Then if t(x) =
∑n
m=0 emWm(x) and L(z) =∑n
m=0 emzm, we get
〈t(x), 1〉µ3 = 〈z
1
2 L(z)+ z 12 L(z), z 12 〉ν = 〈L(z)+ zL(z), 1〉ν .
Taking into account that, for z ∈ T, zL(z) =∑nm=0 emzm+1, then∫ 1
−1
t(x)dµ3(x) =
∫ pi
−pi
(
n∑
m=0
emzm +
n∑
m=0
emzm+1
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
.
Proceeding like in the proof of the preceding items we can apply Theorem 1 and we deduce∫ pi
−pi
(
n∑
m=0
emzm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
=
l∑
k=0
ξk
n∑
m=0
(
emzm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(
emzm
)(j−1) ( 1
zi
)
as well as∫ pi
−pi
(
n∑
m=0
emzm+1
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
=
l∑
k=0
ξk
n∑
m=0
(emzm+1)(k)(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(emzm+1)(j−1)
(
1
zi
)
.
Hence we obtain the result.
(iv) Using the fourth transformation dµ4 becomes dν(θ) = |P(eiθ )|2|Q (eiθ )|2 dθ2pi . Then if t(x) =
∑n
m=0 fmVm(x) and L(z) =∑n
m=0 fmzm, we get
〈t(x), 1〉µ4 = 〈z
1
2 L(z)− z 12 L(z), z 12 〉ν = 〈L(z)− zL(z), 1〉ν .
Therefore, taking into account that zL(z) =∑nm=0 fmzm+1 for z ∈ T, then∫ 1
−1
t(x)dµ4(x) =
∫ pi
−pi
(
n∑
m=0
fmzm −
n∑
m=0
fmzm+1
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
.
Proceeding like above we apply Theorem 1 obtaining∫ pi
−pi
(
n∑
m=0
fmzm
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
=
l∑
k=0
ξk
n∑
m=0
(
fmzm
)(k)
(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(
fmzm
)(j−1) ( 1
zi
)
and ∫ pi
−pi
(
n∑
m=0
fmzm+1
)
|P(eiθ )|2
|Q (eiθ )|2
dθ
2pi
=
l∑
k=0
ξk
n∑
m=0
(fmzm+1)(k)(0)+
s∑
i=1
νi∑
j=1
Ai,j
n∑
m=0
(fmzm+1)(j−1)
(
1
zi
)
.
Hence the result follows. 
Remark 1. WhenQ ∗(z) has simple zeros 1z1 , . . . ,
1
zq
inD, the quadrature coefficients are {ξk}lk=0∪{Ai}qi=1 and the quadrature
method means
(i) If t(x) =∑nm=0 amTm(x), with am ∈ R, then∫ 1
−1
t(x)
1
pi
√
1− x2
p(x)
q(x)
dx = 2R
 l∑
k=0
ξk
(
n∑
m=0
am
2
zm
)(k)
(0)+
q∑
i=1
Ai
(
n∑
m=0
am
2
zm
)(
1
zi
) .
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(ii) If t(x) =∑nm=0 dmUm(x), with dm ∈ R, then∫ 1
−1
t(x)dµ2(x) =
l∑
k=0
ξk
(
n∑
m=0
dmzm
)(k)
(0)+
q∑
i=1
Ai
(
n∑
m=0
dmzm
)(
1
zi
)
−
l∑
k=0
ξk
n∑
m=0
(dmzm+2)(k)(0)−
q∑
i=1
Ai
n∑
m=0
(dmzm+2)
(
1
zi
)
.
(iii) If t(x) =∑nm=0 emWm(x), with em ∈ R, then∫ 1
−1
t(x)dµ3(x) =
l∑
k=0
ξk
n∑
m=0
(
emzm
)(k)
(0)+
q∑
i=1
Ai
n∑
m=0
(
emzm
) ( 1
zi
)
+
l∑
k=0
ξk
n∑
m=0
(emzm+1)(k)(0)+
q∑
i=1
Ai
n∑
m=0
(emzm+1)
(
1
zi
)
.
(iv) If t(x) =∑nm=0 fmVm(x), with fm ∈ R, then∫ 1
−1
t(x)dµ4(x) =
l∑
k=0
ξk
n∑
m=0
(
fmzm
)(k)
(0)+
q∑
i=1
Ai
n∑
m=0
(
fmzm
) ( 1
zi
)
−
l∑
k=0
ξk
n∑
m=0
(fmzm+1)(k)(0)−
q∑
i=1
Ai
n∑
m=0
(fmzm+1)
(
1
zi
)
.
Remark 2. Notice that the rational function p(x)q(x) in the measures given in (4) determines in an unique way the quotient
|P(eiθ )|2
|Q (eiθ )|2 in the measure dν. Therefore the nodes and the quadrature coefficients in Theorem 3 are also uniquely determined.
In particular the nodes are just the Joukowski transformation, with modulus less than one, of the zeros of q(x).
Finally we give some numerical examples in order to highlight the strength of the methods given in this work.
5. Some examples
(1) We compute exactly, for every polynomial T ∈ 5, the integral with respect to the following polynomial modification of
the Bernstein–Szegő measure, that is,∫ pi
−pi
T (eiθ )
|e2iθ + 1|2
|eiθ + 2|2
dθ
2pi
.
Since the measure can be decomposed like
|e2iθ + 1|2
|eiθ + 2|2
dθ
2pi
=
(
|eiθ − 2|2 + 5 e
iθ − 2
e−iθ + 2 + 5
e−iθ − 2
eiθ + 2 +
25
|eiθ + 2|2
)
dθ
2pi
,
then ∫ pi
−pi
T (eiθ )
|e2iθ + 1|2
|eiθ + 2|2
dθ
2pi
=
∫ pi
−pi
T (eiθ )
(
|eiθ − 2|2 + 5 e
iθ − 2
e−iθ + 2 + 5
e−iθ − 2
eiθ + 2 +
25
|eiθ + 2|2
)
dθ
2pi
.
Now, applying Theorem 1 we have that P(z) = z2 + 1, Q (z) = z + 2, C(z) = z − 2, C∗(z) = −2(z − 12 ) and R(z) = 5.
Hence l = 1, q = 1 and z1 = −2 and therefore∫ pi
−pi
T (eiθ )
|e2iθ + 1|2
|eiθ + 2|2
dθ
2pi
= ξ0T (0)+ ξ1T ′(0)+ A1T
(
−1
2
)
, ∀T ∈ 5,
where
ξ0 =
1∑
j=0
|cj|2 +
(
R(z)C∗(z)
Q (z)
)′
(0) = |c0|2 + |c1|2 +
(
−10(z − 12 )
z + 2
)′
(0) = −5
4
,
ξ1 =
1∑
j=1
cjcj−1 +
(
R(z)C∗(z)
Q (z)
)
(0) = c1c0 +
(
−10(z − 12 )
z + 2
)
(0) = 1
2
,
and
A1 = β1C
(
1
z1
)
+ 1 = −52β1 + 1,
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with zq−r−1 R
∗(z)
Q∗(z) =
5
2
z+ 12
and zq−r−1 R(z)R
∗(z)
Q (z)Q∗(z) =
25
2
(z+2)(z+ 12 )
= α1
(z+2) + 1(z+ 12 ) .
Hence β1 = 52 and 1 = 253 and therefore A1 = 52 −52 + 253 = 2512 , and we obtain the following quadrature rule∫ pi
−pi
T (eiθ )
|e2iθ + 1|2
|eiθ + 2|2
dθ
2pi
= −5
4
T (0)+ 1
2
T ′(0)+ 25
12
T
(
−1
2
)
, for every T ∈ 5.
(2) We compute exactly for every polynomial t(x) ∈ P the integrals with respect to the following polynomial modifications
of the Bernstein measures, that is,:∫ 1
−1
t(x)dµi(x) for 1 ≤ i ≤ 4,
where the measures are given by (4). We take, for example, the polynomial p(x) = 4x2 and q(x) = 5+ 4x. In this case,
if we transform each dµi by the ith transformation, i = 1, . . . , 4, we obtain the same polynomial modification of the
Bernstein–Szegő measure dν(θ) = |P(eiθ )|2|Q (eiθ )|2 dθ2pi = |e
2iθ+1|2
|eiθ+2|2
dθ
2pi , studied in the previous example.
Applying Theorem 3 we have:
(i) for every t(x) =∑nm=0 amTm(x) ∈ P∫ 1
−1
t(x)
4x2
5+ 4x
dx
pi
√
1− x2 = −
5
4
a0 + 12a1 +
25
12
n∑
m=0
am(−1/2)m. (5)
(ii) for every t(x) =∑nm=0 dmUm(x) ∈ P∫ 1
−1
t(x)
4x2
5+ 4x
2
√
1− x2
pi
dx = −5
4
d0 + 12d1 +
25
16
n∑
m=0
dm(−1/2)m.
(iii) for every t(x) =∑nm=0 emWm(x) ∈ P∫ 1
−1
t(x)
4x2
5+ 4x
1
pi
√
1+ x
1− xdx = −
3
4
e0 + 12 e1 +
25
24
n∑
m=0
em(−1/2)m.
(iv) for every t(x) =∑nm=0 fmVm(x) ∈ P∫ 1
−1
t(x)
4x2
5+ 4x
1
pi
√
1− x
1+ xdx = −
7
4
f0 + 12 f1 +
25
8
n∑
m=0
fm(−1/2)m.
It is obvious that we need to expand the polynomial in the appropriate Chebyshev basis in order to apply our method
of integration. It is easy to calculate the number of operations to be done for a polynomial of degree n. The number of
sums is (n+2)(n+1)2 , the number of products is
(n+1)n
2 and a prefixed number of evaluations of the polynomial of degree n,
(see [1]).
(3) Next we are going to use our method for computing the integral of analytic functions on [−1, 1] with respect to a
polynomial modification of a Bernstein measure. For simplicity we take the measure 4x
2
5+4x
dx
pi
√
1−x2
that we have used in
the preceding example and therefore we compute
∫ 1
−1 f (x)
4x2
5+4x
dx
pi
√
1−x2
.
Following the method described in the preceding section, first we obtain the interpolatory polynomial of the
function f in the Chebyshev nodes {xi : i = 1, . . . , n} and we develop this polynomial in the basis of the Chebyshev
polynomials of the first kind {Tn(x)}, that is, we obtain∑mk=0 akTk(x). Indeed we obtain a polynomial F(z) such that
t(x) = ∑mk=0 akTk(x) = F(z)+F(z)2 and it satisfies t(xi) = f (xi) for i = 1, . . . ,m. Next we compute exactly∫ 1
−1(
∑m
k=0 akTk(x))
4x2
5+4x
dx
pi
√
1−x2
and then we take this value to approximate
∫ 1
−1 f (x)
4x2
5+4x
dx
pi
√
1−x2
.
A well-known efficient method based on the fast Fourier transform (FFT) can be use for obtaining the expansion in
the basis {Tn} of the interpolatory polynomial of f (x), (see [1]).
In order to assert that our method of integration converges we want to have uniform convergence for the
interpolatory polynomial. Thus, for example if we assume that the function f is analytic on an open set containing
[−1, 1]wehave that the interpolatory polynomial converges uniformly to the function on [−1, 1]. Indeed, underweaker
hypotheses such like the absolutely continuity of the function, the result is true, (see [17]).
Next we present three numerical experiments corresponding to the following analytic functions:
f1(x) = 11+ x2 , f2(x) = e
x2 , f3(x) =
√
(x− 4)(x− 5)(x− 6)(x− 7).
We take m = 25 nodes in order that the computational cost be low and we obtain the interpolatory polynomial∑25
k=0 akTk(x) for each of the functions. Applying formula (5) in example 2 we compute exactly the corresponding
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integrals that approximate our integrals. Finallywe also obtain the approximate value of the integral using the command
NIntegrate of Mathematica and we obtain the difference between both approximations. We display the results in the
following tables.
5.1. Function 1
1+x2
F(z) = 0.353553+ 0.z − 0.12132z2 + 0.z3 + 0.0208153z4 + 0.z5 − 0.00357134z6 + 0.z7
+ 0.000612744z8 + 0.z9 − 0.000105128z10 + 0.z11 + 0.0000180219z12
+ 0.z13 − 3.00365 10−6z14 + 0.z15
Approx Approx NIntegrate Bound error
0.234039 0.234039 −9.03969×10−12
5.2. Function
√
(x− 4)(x− 5)(x− 6)(x− 7)
F(z) = 14.7409− 5.50347z + 0.249495z2 − 0.0000663415 z3 − 8.29689 10−6 z4 − 1.00986 10−6 z5
− 1.21045 10−7 z6 − 1.43844 10−8 z7 − 1.70155 10−9 z8 − 2.00861 10−10 z9 − 2.36988 10−11 z10
− 2.79833 10−12 z11 − 3.29934 10−13 z12 − 4.03648 10−14 z13
− 5.04843 10−15 z14 + 2.4274 10−16 z15
Approx Approx NIntegrate Bound error
15.3951 15.3951 9.34897× 10−12
5.3. Function ex
2
F(z) = 0.876694+ 0. z + 0.425196 z2 + 0. z3 + 0.0526043 z4 + 0. z5
+ 0.00436105 z6 + 0. z7 + 0.000271718 z8 + 0. z9 + 0.0000135577 z10
+ 0. z11 + 5.64066 10−7z12 + 0. z13 + 2.01054 10−8z14 + 0. z15
Approx Approx NIntegrate Bound error
0.959028 0.959028 1.0062× 10−12
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