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Abstract
Parameter estimation for discretely observed Markov processes is a challenging problem. However,
simulation of Markov processes is straightforward using the Gillespie algorithm. We exploit this ease
of simulation to develop an effective sequential Monte Carlo (SMC) algorithm for obtaining samples
from the posterior distribution of the parameters. In particular, we introduce two key innovations,
coupled simulations, which allow us to study multiple parameter values on the basis of a single
simulation, and a simple, yet effective, importance sampling scheme for steering simulations towards
the observed data. These innovations substantially improve the efficiency of the SMC algorithm with
minimal effect on the speed of the simulation process. The SMC algorithm is successfully applied to
two examples, a Lotka-Volterra model and a Repressilator model.
Keywords: Markov process; sequential Monte Carlo; coupling; importance sampling; simulation.
1 Introduction
Markov processes are used to model a wide range of biological systems, for example, epidemic mod-
els (Bailey (1975)), predator-prey models (Boys et al. (2008)) and gene regulatory systems (Toni et al.
(2009)). The above are examples of individual-based compartmental models, where the system spends
an exponentially distributed length of time in the current state before making a transition to a new state.
Both the mean length of stay in the current state and the probability of transition to a particular new
state are only dependent upon the current state of the system and the model parameters.
Parameter estimation for Markov processes is straightforward if the entire continuous time process is
observed. However, this is rarely the case with the system often observed at a discrete collection of
points with either complete or partial observations of the system occurring at the observation points.
Observation of the process at a discrete set of points does not yield a tractable likelihood for parameter
estimation. One solution in a Bayesian context is to use data augmentation MCMC (Markov chain Monte
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Carlo), see for example Boys et al. (2008). However, the data augmentation MCMC algorithm will often
require large scale data imputation since typically many events, possibly running into the hundreds or
thousands, will have taken place between each pair of observations. This can often result in poor mixing
of the MCMC algorithm given the strong correlation between the model parameters and the imputed
data.
It is necessary to consider alternatives to data augmentation MCMC. Assuming that the number of
individuals in each of the compartments is relatively large, the Markov process can be approximated by a
system of ordinary differential equations (ode), Kurtz (1970) with a diffusive limit about the ode solution,
Kurtz (1971). This has been exploited to create diffusion and linear noise approximation algorithms,
see for example Golightly and Wilkinson (2011) and Fearnhead et al. (2014). However, there are many
biological systems, including the gene regulatory system considered in Section 6, where the total number
in a component can often be very small, even 0 and the above approximations are often not appropriate.
An alternative to MCMC which has been applied to Markov processes is Approximate Bayesian Compu-
tation (ABC), see Tavare´ et al. (1997) and Beaumont et al. (2002). ABC is a simulation based method
where in its simplest form data, x, is simulated using the model for a given set of parameters θ chosen
from the prior distribution on θ. If x is sufficiently close to the observed data, x∗, then the parameters
θ are accepted from the (approximate) posterior distribution of θ|x∗. (If sufficiently close to is replaced
by equal to the accepted values are independent and identically distributed observations from the pos-
terior distribution of θ.) Using ABC for Markov processes is straightforward given the ease with which
Markov processes can be simulated using the Gillespie algorithm Gillespie (1976). However, as noted
in White et al. (2014), the probability of simulating the entire Markov process and getting x close to
x∗ is (extremely) small. The solution proposed in White et al. (2014) is, in the case where the Markov
process is completely observed at each observation point, to exploit the Markov structure of the process
and consider each interval (between observation points) separately. In particular, White et al. (2014) fac-
torise the likelihood and estimate the posterior distribution of the parameters based upon each interval
(component in the factorised likelihood) before combining the estimates to gain an overall estimate of
the posterior distribution.
In this paper, we take the approach of White et al. (2014) piecewise simulation of the Markov process
as our starting point. More precisely, we outline a sequential Monte Carlo (SMC) algorithm which is
applicable in the case where the Markov process is only partially observed at each observation time point.
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The SMC algorithm updates the posterior distribution of the parameters θ after each time point and
uses simulation between successive observation points with parameters drawn from the current posterior
distribution to update the posterior distribution. The sequential evaluation of the posterior distribution,
improves upon simply choosing parameters from the prior, which is the case in White et al. (2014). The
basic SMC algorithm is described in Section 3 but we propose two innovations which substantially improve
the efficiency of the SMC algorithm in Section 4. The first innovation is to use coupled simulations of the
Markov process allowing us to consider a set of parameter values from the posterior distribution using
a single simulation. Coupled simulations for ABC were proposed and successfully applied to household
epidemic models in Neal (2012) and we develop their usefulness for Markov processes below. The second
innovation is a simple, yet effective, importance sampling procedure to direct the simulation process
towards the observed data. A similar idea, but very different in its details, is the diffusion bridge used
in Golightly and Wilkinson (2011). A key element behind both innovations is to not significantly slow
down the simulation of the Markov process using the Gillespie algorithm which is successfully achieved.
Moreover, we show that the two innovations substantially improve the efficiency of the SMC algorithm
on their own but that the real benefits are seen when they are combined. In Section 5, it is shown that
using the coupled simulations and importance sampling reduces the computational cost of the algorithm
by at least a factor of 30.
The paper is structured as follows. In Section 2, we give an introduction to Markov processes and a
useful reparameterisation of the Markov process which is exploited in developing the coupled simulations.
We also outline the two examples used to illustrate the methodology, the Lotka-Volterra (predator-prey)
model (Boys et al. (2008), White et al. (2014)) and the Repressilator model for gene regularity systems
(Elowitz and Leibler (2000), Toni et al. (2009)). In Section 3, we outline the SMC algorithm before
introducing our two innovations coupled simulations and importance sampling in Section 4. In Sections
5 and 6, we apply the SMC algorithm to the Lotka-Volterra and Repressilator models, respectively.
Parameter estimation for the Lotka-Volterra model has proved to be challenging, see Boys et al. (2008),
and it therefore gives a useful testing ground for our methodology. The SMC algorithm works very
effectively even in the case where only the prey levels are observed. Analysing the Repressilator model is
substantially more challenging than the Lotka-Volterra model due to the large number of events (between
1000 and 7000) which occur between observation points. However, the SMC algorithm is successfully
applied to this model. Finally, in Section 7 we give a brief summary of our findings and outline possible
extensions of the current work.
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2 Markov Processes and Examples
In this Section we introduce Markov processes along with a simple reparameterisation that will be ex-
ploited in developing coupled simulations of the Markov process in Section 4. We also describe the two
examples studied later in the paper the stochastic Lotka-Volterra model (Wilkinson (2011), Toni et al.
(2009), White et al. (2014)) and the Repressilator model (Elowitz and Leibler (2000), Toni et al. (2009)).
These examples illustrate the chosen parameterisation framework.
Consider a Markov process X and let X(t) denote the state of the process at time t. Suppose that the
evolution of the Markov process is governed by the parameters θα = (α,ω) and that there are K possible
types of transitions. For k = 1, 2, . . . ,K, let ̺k(X(t), θα) = αkρk(X(t),ω) denote the transition rate for
a transition of type k, given that the current state of the process is X(t) and the parameters are θα. For
the generic description we assume that the αk’s are distinct but this is not necessary as demonstrated in
the Repressilator example below. In many situations ω will be empty and then the parameters, θα = α,
simply governs how fast events are taking place. It will be useful later on to reparameterise the transition
rates by setting θ = (β,ω, φ), where φ = αK and for k = 1, 2, . . . ,K, βk = αk/φ. (Note that βK = 1.)
Then at time t, given that the current state of the Markov process is X(t), the time until the next
event is Exp(
∑K
k=1 ̺k(X(t), θα)) = Exp(
∑K
k=1 βkρk(X(t),ω))/φ, where Exp(λ) denotes an exponential
distribution with mean 1/λ. The probability that the transition is of type k is
̺k(X(t), θα)∑K
l=1 ̺l(X(t), θα)
=
βkρk(X(t),ω)∑K
l=1 βlρl(X(t),ω)
. (2.1)
The key observation is that Exp(
∑K
k=1 βkρk(X(t),ω)) and (2.1) are independent of φ. Thus φ denotes
the speed measure of the Markov process; a fact that we will exploit later in the paper.
The stochastic Lotka-Volterra model is a model for predator-prey dynamics, see, for example, Wilkinson
(2011). There are two species with for t ≥ 0, X1(t) and X2(t) denoting the total number of prey and
predators at time t, respectively. There are three types of transition; a birth of a prey ((X1(t), X2(t))→
(X1(t) + 1, X2(t))), a predator eats a prey, resulting in the death of a prey and the birth of a predator
((X1(t), X2(t))→ (X1(t)−1, X2(t)+1)) and the death of a predator ((X1(t), X2(t))→ (X1(t), X2(t)−1)).
Let θα = α = (α1, α2, α3) and θ = (β1, β2, φ), where φ = α3 and βi = αi/α3 (i = 1, 2). Then the
infinitesimal transition rates at time t for the three types of transitions are α1X1(t) = β1φX1(t) (birth
of a prey), α2X1(t)X2(t) = β2φX1(t)X2(t) (predator eats prey) and α3X2(t) = φX2(t) (death of a
predator).
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The Repressilator model is a popular toy model for gene regularity systems (Elowitz and Leibler (2000),
Toni et al. (2009)). The model consists of three genes which produce messenger RNA (mRNA), and
where each gene’s mRNA transcribes a repressor protein for the next gene in the loop. For i = 1, 2, 3, let
Yi(t) and Zi(t) denote the total abundance of mRNA and protein, respectively, of gene i at time t. The
model has 12 types of transitions. For each gene there is production (birth) and decay (death) of mRNA
and translation (birth) and decay (death) of proteins. Let θα = (α1, α2, α3, α4, ω), or alternatively,
θ = (β1, β2, β3, ω, φ). Given X(t) = (Y1(t), Y2(t), Y3(t), Z1(t), Z2(t), Z3(t)), the transition rates for gene i
(i = 1, 2, 3) with correspondingly j = 3, 1, 2, are,
α1
1+Zj(t)ω
+ α2
(
= φ
{
β1
1+Zj(t)ω
+ β2
})
production of mRNA (Yi(t)→ Yi(t) + 1),
α4Yi(t)(= φYi(t)) decay of mRNA (Yi(t)→ Yi(t)− 1),
α3Yi(t)(= φβ3Yi(t)) protein translation (Zi(t)→ Zi(t) + 1)
α3Zi(t)(= φβ3Zi(t)) protein decay (Zi(t)→ Zi(t)− 1).
Note that ω is non-empty in this model with ω governing the effect of the repressor protein on the next
gene in the loop.
Throughout this paper we assume that the Markov process is observed at discrete time points t0(=
0), t1, . . . , tn. Typically, we take the observation points to be equally spaced and at unit time intervals so
that ti = i, although there is nothing to restrict us to this case. Let xi = X(ti) denote the state of the
system at time point ti and x = (x0, . . . ,xn) with xa:b = (xa, . . . ,xb). We assume that the process might
be only partially observed at any time point, that is, X(ti) = (Y(ti),Z(ti)), where Y(ti) is observed
and Z(ti) is unobserved. For example, for the analysis of the Repressilator model in Section 6, we follow
Toni et al. (2009), Section 3.2.1 in assuming that the abundance of mRNA is observed at each time point
but that the protein levels are unobserved. Therefore, we write xi = (yi, zi) to distinguish between the
observed and unobserved data at time point i, and we have that y = (y0, . . . ,yn) denotes the observed
data. We are interested in π(θ|y), the posterior distribution of the parameters given the observed data.
Note that the approach we take allows, in principle, for different information to be available at different
time points. For example, in the Lotka-Volterra model we could know both predator and prey numbers
at some time points and only prey numbers at other time points. However, for ease of exposition, we
shall restrict ourselves to assuming that the same information about the Markov process is observed at
each time point with the possible exception of knowing the full initial conditions of the Markov process.
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3 Sequential Monte Carlo
In this Section we outline a sequential Monte Carlo algorithm for obtaining samples from π(θ|y) or
π(θ, zn|y) with the latter being useful for predictive purposes. The approach we take is based upon the
Liu and West filter, Liu and West (2001), which builds upon Gordon et al. (1993).
Firstly, using Bayes’ Theorem it is straightforward to show that, for all t = 1, 2, . . . , n,
π(θ, z0:t|y0:t) ∝ π(yt, zt|θ, z0:t−1,y0:t−1)π(θ, z0:t−1|y0:t−1). (3.1)
For notational convenience, let π(θ, z0:0|y0:0) denote the prior π(θ, z0) on θ and z0. This is applicable,
for example when the initial condition x0 is set by experimenter rather than x0 arising as the stationary
distribution of a Markov process. The marginal distribution of π(θ, zt|y0:t) can then be obtained by
integrating out z0:t−1. In the Markovian case this is sufficient for studying the evolution of the process,
since
π(θ, zt, zt−1|y0:t) ∝ π(yt, zt|θ, zt−1,yt−1)π(θ, zt−1|y0:t−1). (3.2)
follows from (3.1) via simple algebraic manipulation.
In principle (3.2) gives a sequential method for computing the posterior distribution of {π(θ|y0:t)}. In par-
ticular, if we knew π(θ, zt−1|y0:t−1) and π(yt, zt|θ,yt−1, zt−1), we could sample (θ1t−1, z1t−1), (θ2t−1, z2t−1), . . . , (θNt−1, zNt−1)
from π(θ, zt−1|y0:t−1) with samples from the prior in the case t = 1. Then we can sample zit from
π(zt|θit−1,yt−1, zit−1) and compute ̟it−1 = π(yt|zit, θit−1,yt−1, zit−1), where, given the sampling scheme,
̟it−1 is an unbiased probability weight for the trio (θ
i
t−1, z
i
t, z
i
t−1) being a sample from π(θ, zt, zt−1|y0:t).
The process can be continued forward to t + 1 by setting, for j = 1, 2, . . . , N , (θjt , z
j
t ) = (θ
i
t−1, z
i
t) with
probability ̟it−1/
∑N
k=1̟
k
t−1.
It is well known that the above sequential importance resampling (SIR) approach leads to degeneracy in
the parameter space, Θ, see, for example, Fearnhead and Taylor (2013). Thus an alternative is needed
for generating (θjt , z
j
t ). A common approach, Gordon et al. (1993), is to perturb θ
j
t by adding a small
random disturbance. For example, replacing θjt by θ
j
t + ζ
j
t , where ζ
j
t ∼ N(0,St) for some appropriately
chosen variance matrix St. As pointed out in Liu and West (2001), this approach leads to a loss of
information between time points, as artificial noise has been added to the model parameters, which leads
to increasingly diffuse estimates of the posterior distribution. The solution proposed in Liu and West
(2001), Section 3.2, which we follow in this paper is as follows. Let µt−1 and Vt−1 denote the estimated
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(Monte Carlo) posterior mean and variance of π(θ|y0:t−1). Let h > 0 be a smoothing parameter and
a =
√
1− h2. Simulate ζjt ∼ N(0, h2Vt−1) and replace θjt by
aθjt + (1− a)µt−1 + ζjt , (3.3)
where θjt = θ
i
t−1 with probability ̟
i
t−1/
∑N
k=1̟
k
t−1. This ensures that the proposed parameters have
mean µt−1 and variance Vt−1. It is recommended in Liu and West (2001), Section 3 to choose δ around
0.99, where h2 = 1− ((3δ − 1)/2δ)2. This gives h = 0.1004.
An alternative approach for updating θ (θα) is to use MCMC moves for the particles, see for exam-
ple, Storvik (2002) and Fearnhead (2002). Let a0:t denote the trajectory of the Markov process up to
time t. For the case ω = ∅ and with independent gamma distributed priors on the components of α,
π(θα|a0:t,x0:t) is the product of K independent Gamma densities with
αk|a0:t,x0:t ∼ Gamma
(
Ek(t) +Ak,
∫ t
0
ρk(ak(s)) ds +Bk
)
, (3.4)
where Ek(t) denotes the total number of type k transitions in the interval [0, t] and Gamma(Ak, Bk) is
the prior on αk. Therefore it is sufficient to keep track of (Ek(t),
∫ t
0 ρk(ak(s)) ds) (k = 1, 2, . . . ,K) rather
than the full trajectory a0:t, see Fearnhead (2002). The main reasons for focussing on the Liu and West
(2001) approach is the ease with which it can be implemented with the coupled simulations introduced
in Section 4 using θ rather than θα and that its efficiency is not compromised by ω 6= ∅, where no
low-dimensional sufficient statistics exist.
In estimating the parameters for discretely observed Markov processes, we start with a slight adaption
of the SIR algorithm with the Liu-West (Liu and West (2001)) filter before developing improvements of
the algorithm to make it more efficient in Section 4. First, note that π(yt, zt|θ,yt−1, zt−1) is unknown.
Therefore we simulate a realisation of the Markov process with parameters θ and starting at X(t− 1) =
(Y(t − 1),Z(t − 1)) = (yt−1, zt−1) between times t − 1 and t. If Y(t) = yt, we set ̟ = 1, the
simulation is consistent with the observed data, otherwise we set ̟ = 0. That is, we have an unbiased,
indicator estimate for π(yt|θ,yt−1, zt−1) with zt, in the case ̟t = 1, being an unbiased draw from
π(zt|yt, θ,yt−1, zt−1). Secondly, if we run a fixed number of particles N it is possible that no simulation
will be accepted. Thus at each t we sample particles until a fixed number of simulations,M , are accepted.
These ideas are developed further in Section 4, where the weights ̟ are no longer indicator variables and
the simulations are run until a given effective sample size, M , is reached.
The above developments give rise to the following sequential Monte Carlo (SMC) algorithm.
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SMC algorithm
1. Set l = 0.
2. While l < M :-
(a) Sample θ and z0 from π(θ, z0).
(b) Simulate the Markov process X with parameters θ and starting point X(t0) = (y0, z0) from
time t0 to time t1, and let x
′
1 = (y
′
1, z
′
1) denote X(t1).
(c) If y′1 = y1, accept the simulation by setting l = l + 1 and (θ
l
1, z
l
1) = (θ, z
′
1). Otherwise the
simulation is rejected.
Fix h > 0 and a =
√
1− h2. For t = 2, 3, . . . , n:-
1. Compute µi−1 and Vt−1, the mean and variance of {θ1i−1, θ2i−1, . . . , θMi−1}.
2. Set l = 0.
3. While l < M :-
(a) Sample (θ˜, z), uniformly at random from {(θ1i−1, z1i−1), (θ2i−1, z2i−1), . . . , (θMi−1, zMi−1)}.
(b) Sample ζ ∼ N(0, h2Vt−1) and set θ∗ = aθ˜ + (1− a)µi−1 + ζ.
(c) Simulate the Markov process X with parameters θ∗ and starting point X(ti−1) = (yi−1, z)
from time ti−1 to time ti, and let x
′
i = (y
′
i, z
′
i) denote X(ti).
(d) If y′i = yi, accept the simulation by setting l = l + 1 and (θ
l
i, z
l
i) = (θ
∗, z′i). Otherwise the
simulation is rejected.
In the terminology of White et al. (2014), this is a sequential exact Bayesian computation (EBC) algo-
rithm. The term EBC refers to employing an ABC simulation procedure without approximation, ı.e.,
an exact match is observed. It is straightforward to adapt the above algorithm to form a sequential
ABC algorithm, where an exact match is replaced by comparing summary statistics of the simulated and
observed data, accepting simulations where these are sufficiently close, or to the case where the Markov
process is observed with observational error. In the sequel, we focus on perfect, but partial, observation
of the Markov process.
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4 Coupled simulations and Importance sampling
The key limitation of the SMC algorithm described at the end of Section 3 is that the probability that
a simulation, with parameters θ and starting from X(ti−1) = xi−1, will result in Y(ti) = yi is often
prohibitively small. Therefore we look for ways to improve the rejection sampling scheme in the SMC
algorithm. Two approaches are proposed, coupled simulation and importance sampling, these can be
used either in isolation or as in this paper combined. However, for clarity of exposition we describe the
two approaches separately.
4.1 Coupled simulation
For the coupled simulations we explicitly use the reparameterised θ = (β,ω, φ) for simulating the Markov
process X . Let W denote the Markov process X with parameters ϑ = (β,ω, 1), that is, fixing φ = 1.
Thus W is a special case of X but it suffices to study W , since X can be viewed as a speeded up
(φ > 1) or slowed down (φ < 1) version of W . Let W(t) = (Wy(t),Wz(t)) denote the state of W at
time t, where Wy(t) and Wz(t) correspond to the observed and unobserved components, respectively,
of the Markov process. Then at time t, the transition rate for a transition of type k is βkρk(W(t),ω)
(k = 1, 2, . . . ,K). Now suppose that W(0) = xi−1. Then a realization of X(ti) given X(ti−1) = xi−1 and
θ = (β,ω, φ) can be obtained by setting X(ti) = W(φ(ti − ti−1)). Now if W is simulated on the interval
[0, S] using ϑ = (β,ω, 1), then realizations ofX(ti) can be generated for {(β, ω, φ); 0 ≤ φ ≤ S/(ti−ti−1)}.
Therefore we can construct simulations from X(ti) for a whole set of parameters from a single simulation
of W . In particular, for any 0 ≤ τ ≤ S, where Wy(τ) = yi, we have a simulated realisation with
parameters (β,ω, φ = τ/(ti−ti−1)) and starting atX(ti−1) = xi−1 which results inX(ti) withY(ti) = yi.
Throughout this paper ti − ti−1 = 1, so φ = τ but this need not be the case.
We use the term coupled simulations for the above construction since we are coupling together a sequence
of parameter values in one simulation. This is similar to the coupled ABC idea introduced in Neal (2012).
The main difference is that here we only consider varying one parameter, φ, rather than the whole set
of parameters, θ in the coupling. Since W(t) is piecewise constant, it is straightforward to obtain
Aφ = {φ;Wy(φ(ti − ti−1)) = yi}. We discuss how to exploit Aφ in Section 4.3 below.
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4.2 Importance sampling
A key problem with simulation-based statistical inference is that typically the probability that a simulated
data set coincides with the observed data set is extremely small. One natural solution is to use importance
sampling, Ripley (1987), to steer the simulation towards the observed data, see Neal and Huang (2013).
The aim is to do this in a fast, efficient manner, so that the speed with which the process is simulated
is not severely compromised. The simple solution we offer is to simulate from an alternative, time
inhomogeneous Markov process R. Let a = {as; ti−1 ≤ s ≤ ti} denote a realisation of a Markov process
between times ti−1 and ti with fX (a; θ,xi−1) and fR(a; θ,xi−1) denoting the probability density function
for a under X and R, respectively, with parameters θ and starting at xi−1. We have that
π(Y(ti) = yi|θ,X(ti−1) = xi−1)
=
∫
π(X(ti) = xi|θ,X(ti−1) = xi−1,X = a)fX (a; θ,xi−1)
fR(a; θ,xi−1)
fR(a; θ,xi−1) da
=
∫
1{ayti=yi}
fX (a; θ,xi−1)
fR(a; θ,xi−1)
fR(a; θ,xi−1) da, (4.1)
where ayti corresponds to the observed components of the Markov process. Thus using importance sam-
pling we can simulate a realisation a from R, with
1{ayti=yi}
fX (a; θ,xi−1)
fR(a; θ,xi−1)
(4.2)
giving an unbiased estimate of π(Y(ti) = yi|θ,X(ti−1) = xi−1). Whilst, any choice of R could be
used, for practical purposes we want to be able to compute the ratio in (4.2) rapidly. Therefore we
use the following Markov process R with R(s) denoting the state of the process at time s. Start with
R(ti−1) = xi−1 and P = 1. For s ≥ ti−1, suppose that R(s) = r, then the waiting time until the next
event is exponentially distributed with rate φ
∑K
k=1 βkρk(r,ω) and we simulate the time to the next event
from this distribution. Let pk = βkρk(r,ω)/
∑K
l=1 βlρl(r,ω), the probability that a type k transition takes
place in X , if X(s) = r. Now instead of choosing the transition type according to p = (p1, . . . , pK), we
choose according to q = (q1, . . . , qK), where q can depend upon the current state R(s) = r, the time s,
the model parameters θ and the target yi. If a transition of type k is chosen, we update R(s) accordingly
and set P = P ×pk/qk. The process stops at time t with P equal fX (a; θ,xi−1)/fR(a; θ,xi−1). Thus the
importance sampler is extremely easy to implement and can offer significant gains in terms of efficiency
of the simulation algorithm. The choice of q is problem specific and we discuss this in relation to the
Lotka-Volterra and Repressilator examples in Sections 5 and 6, respectively.
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4.3 Sequential Monte Carlo algorithm
We outline how the SMC algorithm introduced in Section 3 can be modified to make use of coupled
simulations and importance sampling. We begin by describing how to modify the sequential step for
i > 1 before considering i = 1.
Suppose that we have a sample ofNi−1 particles from π(θ, zi−1|y0:i−1). That is, we have (θ1i−1, z1i−1, ̟1i−1), . . . ,
(θ
Ni−1
i−1 , z
Ni−1
i−1 , ̟
Ni−1
i−1 ), where ̟
j
i−1 is the relative weight attached to (θ
j
i−1, z
j
i−1) and the computation of
̟ji−1 will be discussed below. As before we can compute µi−1 and Vi−1, although we will primarily use
µ˜i−1 and V˜i−1, the estimated mean and variance of θ−φ. For notational convenience we denote θ−φ by
θ˜. It is useful to write θ = (β,ω, φ)(= (θ˜, φ)) with Vi−1 written as
Vi−1 =
(
V˜i−1 C˜i−1
C˜Ti−1 V
φ
i−1
)
. (4.3)
Let σ2φ = V
φ
i−1 − C˜Ti−1V˜−1i−1C˜i−1, the conditional variance of φ given the other parameters, θ˜. This will
be important in exploiting the coupled simulations.
Set l = 0, L = 0 and while L < M , we perform the following steps in place of those in Step 3 of the SMC
algorithm.
(a) Sample (θ, z) from (θ1i−1, z
1
i−1), . . . , (θ
Ni−1
i−1 , z
Ni−1
i−1 ) with probability ̟
j
i−1/
∑Ni−1
k=1 ̟
k
i−1 of choosing
(θji−1, z
j
i−1).
(b) Sample ζ˜ ∼ N(0, h2V˜i−1) and set θ∗ = aθ˜ + (1 − a)µ˜i−1 + ζ˜.
(c) The conditional distribution of φ∗ given θ∗ is
N(aφ+ (1− a)µφ + C˜Ti−1V˜−1i−1ζ˜, σ2φ) = N(φ˜, σ2φ), say. (4.4)
Simulate U ∼ U(0, 1) and set B = {r; g(r; φ˜, σ2φ) ≥ Ug(φ˜; φ˜, σ2φ)}, where g(r;µ, σ2) denotes the
probability density function of a N(µ, σ2) evaluated at r.
(d) Set P = 1 and bM = sup{x;x ∈ B}.
Simulate a Markov processW with parameters ϑ = (θ∗, 1) andW(0) = xi−1 from time 0 to time bM
incorporating importance sampling. That is, if currently W(t) = w, we simulate τ from an expo-
nential distribution with rate
∑K
k=1 β
∗
kρk(w,ω
∗). Then for t ≤ s < t+ τ , W(s) = w. At time t+ τ ,
a transition takes place with the transition chosen according to q. If a transition of type k is chosen,
we updateW(t+τ) accordingly and set P = P×pk/qk, where pk = β∗kρk(w,ω∗)/
∑K
l=1 β
∗
l ρl(w,ω
∗).
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For s ∈ B, if Wy(s) = yi, set ks equal to the current value of P , otherwise set ks = 0. Then set
̟ =
∫
s∈B
ks ds, the relative weight of the simulation.
(e) If ̟ > 0, sample φ+ from B with probability density function proportional to ks. Set l = l+1 and
(θ˜
l
i, φ
l
i, z
l
i, ̟
l
i) = (θ
∗, φ+,Wz(φ+), ̟). Set L = {∑lk=1̟ki }2/{∑lj=1(̟ji )2}, the effective sample
size.
We discuss the implications of the above procedure. Step (a) simply draws a particle according to its
relative weight from π(θ, zi−1|y0:i−1) and step (b) applies the Liu-West correction to all the parameters
except φ. Step (c) produces a random set of values B of the form B = {r ∈ [φ˜ − T, φ˜+ T ]}, where T is
a random variable determined by U and σ2φ. For any r ∈ R, the probability that r ∈ B is proportional
to g(r; φ˜, σ2φ). The set D = {(θ˜, r, z); r ∈ B} is a set of parameters from the distribution generated from
(θ1i−1, z
1
i−1, ̟
1
i−1), . . . , (θ
Ni−1
i−1 , z
Ni−1
i−1 , ̟
Ni−1
i−1 ) with the Liu-West Gaussian kernel smoothing. This mimics
the posterior sets generated in Neal (2012) with more details on the construction of sets for a random
variable given in the Appendix. In particular, D is an (approximate) sample of parameter values from
π(θ, zi−1|y0:i−1) with the approximation given by the Liu-West smoothing and is no different to that
generated by the SMC algorithm. Returning to (3.2), we have a sample from π(θ˜, zi−1|y0:i−1) and have
constructed a set B from π(φ|θ˜, zi−1,y0:i−1). Therefore we need to estimate π(yi, zi|θ˜,xi−1) in order to
get a sample from π(θ, zi|y0:i). In step (d), we simulate the process W and consider φ values lying in B.
We simultaneously consider realisations of X for all parameters {(θ∗, φ);φ ∈ B} and it thus suffices to
simulate W on the interval [0, bM ]. Note that ̟ is given by∫
φ∈B
1{Wy
φ
=yt}
fW(a; (θ˜
∗
, φ),xt−1)
fR(a; (θ˜
∗
, φ),xt−1)
dφ =
∫
φ∈B
kφ dφ. (4.5)
Now ̟/(
√
2πσφ) is an unbiased estimate of π(Y(ti) = yi|θ˜∗,X(ti−1) = xi−1), where
π(Y(ti) = yi|θ˜∗,X(ti−1) = xi−1)
=
∫ ∫
π(Y(ti) = yi|θ˜∗,X(ti−1) = xi−1, φ,W = a)fW (a; (θ˜
∗
, φ),xi−1)
fR(a; (θ˜
∗
, φ),xi−1)
×fR(a; (θ˜∗, φ),xi−1)π(φ|θ˜∗,X(ti−1) = xi−1) da dφ
=
∫ ∫
kφfR(a; (θ˜
∗
, φ),xi−1)π(φ|θ˜∗,X(ti−1) = xi−1) da dφ. (4.6)
The details are given in the Appendix. The computation and storage of ks (s ∈ B) is straightforward
as ks is piecewise-constant. Then ̟/(
√
2πσφ) is an estimate of π(θ˜, zi−1|y0:i), with the computation of
̟ based on the simulation taking into account both the importance sampling weights (steering of the
12
simulation) and the time spent Wy(s) = yi for s ∈ B. Finally, in step (e), we obtain a sample (φ, zi)
from π(φ, zi|θ˜, zi−1,y0:i). This is done on the basis of the simulated W by sampling φ+ from the set
B, proportional to ks, and then setting zi = Wz(φ+), the corresponding value of the process for the
unobserved components of the Markov process.
For the case i = 1, the choice of (θ˜, z) and B changes to take into account the prior distribution but steps
(d) and (e) remain unchanged. If we have that π(θ, z) = π(θ˜, z)π(φ), then we simply simulate (θ˜, z)
from its prior and set B = {r;π(φ = r) ≥ U maxx π(φ = x)}, where U ∼ U(0, 1), and proceed as above.
However, a prior may naturally be specified in terms of θα and the above prior independence between θ˜
and φ will then not be the case in general. In this paper we consider the case where the prior on θα is
uniform on Dα ⊂ Rd with Dα being a d-dimensional cube. This results in the prior on θ being uniform
on a set D ⊂ Rd and it is then easy to simulate θ˜ and choose the appropriate B. We discuss the details
in relation to specific examples in Sections 5 and 6.
A key question is how much more computationally intensive is the sequential Monte Carlo algorithm with
coupled simulations and importance sampling compared with the SMC algorithm. The computationally
intensive part of both algorithms is running the simulations with the computations of means, variances
and other quantities between time points being minimal. Therefore we compare mean time required
per simulation. For i > 1, the mean period length for which the SMC algorithm is run is φ˜ and for
the sequential Monte Carlo algorithm with coupled simulations the mean period length is φ˜+ 1.254hσφ.
Typically, σφ is relatively small compared with φ˜, so the additional time required per simulation is small.
Furthermore, if σφ is relatively large, then so typically will B, and the use of coupled simulations will
be particularly useful. The computation of importance sampling probabilities depends upon how these
are computed but for the examples in this paper, the computation of q is similar in complexity to the
computation of p. Therefore incorporating coupled simulations and importance sampling will at most
double the time required per simulation. For the examples studied in Sections 5 and 6 it was found that
the additional time was approximately only 20% longer per simulation.
A secondary question is the choice of h. For Liu and West (2001), the choice of h depends upon kernel
smoothing considerations, a compromise between under and over smoothing with the ideal h ≈ 0.1. For
the sequential Monte Carlo algorithm, additionally h determines the size of the set B in the coupled
simulations, and increasing h will increase the acceptance rate. Thus alongside increasing h, we can
increase M , the effective sample size without increasing the mean number of simulations at each time
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point. Consequently, we typically take h in the range 0.15 to 0.20, which still results in δ between
0.95 − 0.99, the range advocated in Liu and West (2001). We briefly discuss varying h at the end of
Section 5.2.
5 Lotka-Volterra model
5.1 Introduction
The stochastic Lotka-Volterra model has proved a useful testing ground for statistical inference techniques
for Markov processes. For example, reversible jump MCMC (Boys et al. (2008)), SMC-ABC (Toni et al.
(2009)), particle MCMC (Golightly and Wilkinson (2011)) and piecewise ABC (White et al. (2014)). In
all of the above papers the methodology is tested on simulated data and it is assumed that the Lotka-
Volterra process is observed at a discrete number of points with either both predator and prey numbers
being observed or only prey numbers are observed. The observations are assumed to be exact in Boys et al.
(2008) and White et al. (2014), to have observation error in Golightly and Wilkinson (2011) and are
averaged over replicates in Toni et al. (2009). The reversible jump MCMC algorithm of Boys et al. (2008)
is computationally intensive and experiences poor mixing due to the large amount of data augmentation
involved. The SMC-ABC algorithm of Toni et al. (2009) appears to work reasonably with multiple data
replicates with the true parameter values lying in the support of the reported posterior distribution.
However, it is not possible to assess the level of approximation of the posterior distribution. The particle
MCMC of Golightly and Wilkinson (2011), which uses an SDE approximation and diffusion bridges
(importance sampling), works well when the data is observed with error. However, the performance of
the particle MCMC severely worsens as the noise term becomes smaller, see White et al. (2014). The
piecewise ABC of White et al. (2014) requires that both predator and prey numbers are observed and its
performance is highly sensitive to the choice of prior.
We consider the case where the observations are assumed to be exact with either both predator and prey
numbers or only prey numbers observed. It is relatively straightforward to adapt the methods to the
case with observational error. We present analysis from one simulated data set although similar findings
were observed with other data sets across a range of parameter values. The data consists of observations
at time points t = 0, 1, . . . , 40, of a simulation of the Lotka-Volterra model with with θα = (1, 0.005, 0.6)
(θ = (β1, β2, φ) = (5/3, 5/600, 3/5)) and x0 = (71, 79). The observed data are plotted in Figure 1. The
parameter values chosen correspond to those used in White et al. (2014) and are double the parameters
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Figure 1: Circles (solid line) and triangles (dashed line) denote total numbers of prey and predators,
respectively, at the observation points.
values used in Boys et al. (2008). Thus our observations are further apart than Boys et al. (2008), with
White et al. (2014) not reporting the observation times. The total number of events in the simulation
between time 0 and time 40 is over 14000, which highlights the degree of data augmentation that would
be required if a data-augmentation MCMC algorithm were to be used. A vague prior was placed on θ
with U(−4, 2) and U(−8,−3) chosen for log(β1) and log(β2), respectively, and a U(0, 2) prior for φ.
5.2 Predator and prey numbers observed
The implementation of the SMC algorithm is as detailed in Section 4.3 with only details of the importance
sampling, given below, needing to be specified. In particular, we use a local linearisation of the Markov
process to devise the importance sampling distribution q.
For interval i, the target (observed) data is xi. In particular, given parameters ϑ
∗ and φ|ϑ∗ ∼ N(φ˜, σ2φ),
we aim for W(φ˜) = xi, where W(0) = xi−1. Given an event occurs at time 0 < s < φ˜ and W(s) = w,
we choose q as follows, with q = p for s ≥ φ˜. Let L1 = xi,1 − W1(s) and L2 = xi,2 − W2(s), the
differences between the target and the current prey and predator numbers, respectively. Let R = (φ˜ −
s)×∑Kk=1 βkρk(W(s)), the expected number of events inW on the interval (s, φ˜], if the current transition
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rates are maintained. Then we set
Q1 = max
{
0,
R+ 2L1 + L2
3R
}
Q2 = max
{
0,
R− L1 + L2
3R
}
Q3 = max
{
0,
R− L1 − 2L2
3R
}
, (5.1)
and then normalise, if necessary, by setting Qi equal to Qi/
∑3
j=1Qj. Assuming that Q1, Q2 and Q3 in
(5.1) are positive then the average effect over the interval (s, φ˜] with R transitions is for the number of
prey and predator to increase by L1 and L2 (decrease if L1/L2 are negative), respectively. Thus naively
we could set qi = Qi (i = 1, 2, 3). However, this leads to a very poorly performing importance sampler.
We found it best to put more weight on Q = (Q1, Q2, Q3) as s approached φ˜ with
qi =
(
1− ǫ
(
s
φ˜
)κ)
pi + ǫ
(
s
φ˜
)κ
Qi (i = 1, 2, 3), (5.2)
for some 0 ≤ ǫ ≤ 1 and κ ≥ 0. We found that ǫ = 0.3 and κ = 2 performed well across a range of data
sets as a compromise between the transition probability, p, and the steering probability Q.
We set M = 1000 and h = 0.15. We ran the code with no importance sampling for i = 1 and the above
importance sampling regime with ǫ = 0.3 and κ = 2 for i > 1. It was observed that it was beneficial
not to have importance sampling at the first time point. The total number of simulations across the 40
time points was 14,100,811, a mean of just over 350,000 simulations per time point. There is considerable
variation in the number of simulations per time point ranging from 54,447 for time point 8 to 2,516,218
for time point 4. In Figure 2, the estimated posterior mean plus and minus two times the estimated
posterior standard deviation of αi(= βiφ) (i = 1, 2, 3), evaluated after each time point. We note a
significant change at time point 4 and also notable changes at time points 21 and 31 which are the other
two time points that required over a million simulations. However, it is not obvious from the data in
Figure 1 that we should expect a notable change in the parameters at these time points. Finally, the
estimated posterior means and standard deviations for θα|x0:40 are given in Table 5.2. The posterior
means are close to the chosen parameter values. The standard deviations are similar to those reported
in Boys et al. (2008), Table 1, using reversible jump MCMC, admittedly for a different data set, and this
is observed across different data sets. Thus the Liu-West procedure is not only providing good estimates
of the mean of the parameters but also the uncertainty in the posterior distribution of the parameters.
It is informative to compare the performance of the SMC algorithm with coupled simulations and impor-
tance sampling with the SMC algorithm with only one or neither of these modifications. The coupled
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Figure 2: Plots of mean of θα parameters plus/minus two standard deviations.
Table 1: Estimated posterior means and standard deviations for θα|x0:40.
Parameter α1 α2 α3
Mean 0.970 0.00503 0.609
St. Dev. 1.64× 10−2 9.78× 10−5 1.03× 10−2
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simulations required on average twice as long to run at the first time point. However for subsequent time
points the additional computational cost was substantially smaller following the discussion at the end
of Section 4. The importance sampling slowed down the speed of the simulations by at most 20%. It
was found that for M = 1000, the SMC algorithm with neither modification required approximately 920
million simulations in total, whereas the SMC algorithm with only coupled simulations or importance
sampling required approximately 90 million simulations in total in both cases. Thus the modifications to
the SMC algorithm make it at least 30 times faster (allowing for twice as long per simulation).
Finally, we comment briefly on varying h. We found that increasing h to 0.20 or reducing h to 0.10,
for fixed M resulted in approximately 28% fewer and 22% more simulations, respectively. Consistent
estimation of the posterior means was observed across the different values of h with the estimated posterior
standard deviation increasing slightly with increasing h.
5.3 Only prey levels observed
A more challenging statistical problem is where only the prey numbers are observed at each time point,
Boys et al. (2008). The reversible jump MCMC algorithm of Boys et al. (2008) incurs additional mixing
problems with this case but is still able to recover parameter values consistent with those used for
simulation, see Boys et al. (2008), Table 2. The piecewise ABC algorithm of White et al. (2014) is unable
to deal with this case as complete observation of the Markov process at each time point is required.
Implementation of the SMC algorithm is similar to in Section 5.2 with a few minor modifications. The
same prior is used for θ but now a prior is required for X2(0), for which we use a discrete uniform on
the range 10 to 300, inclusive. Given that we only require the simulations to match on prey levels, we
increased M to 10000 and reduced h to 0.1. This resulted in a total of 8,991,017 simulations over the 40
time points. Finally, the importance sampling is modified to take into account that only the prey numbers
need to match. Specifically, for 0 < s < φ˜, we let L1 = xi,1−W1(s) and R = (φ˜− s)×
∑K
k=1 βkρk(W(s))
as before. Then we set,
Q1 =
R(p1 + p2) + L1
2R
Q2 =
R(p1 + p2)− L1
2R
, (5.3)
restricted to 0 ≤ Q1, Q2 ≤ p1 + p2. That is, if Q1 < 0 (Q2 < 0), we set Q1 = 0 (Q1 = p1 + p2) and
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Table 2: Estimated posterior means and standard deviations for θα|y0:40.
Parameter α1 α2 α3
Mean 0.951 0.00537 0.642
St. Dev. 1.05× 10−1 6.08× 10−4 7.46× 10−2
Q2 = p1 + p2 (Q2 = 0). Thus letting Q3 = p3, we set
qi =
(
1− ǫ
(
s
φ˜
)κ)
pi + ǫ
(
s
φ˜
)κ
Qi (i = 1, 2, 3), (5.4)
with ǫ = 0.3 and κ = 2 as before. Note that q3 = p3.
In Figure 3, the estimated posterior mean plus and minus two times the estimated posterior standard
deviation of αi(= βiφ) (i = 1, 2, 3), evaluated after each time point. We again note a significant change
in the parameters at time points 21 and 31. The estimation of α1 is more erratic than the other two
parameters but appears to be settling down towards the end of the observation period. The estimated
posterior means and standard deviations for θα|y0:40 are given in Table 5.3. Whilst the estimated
posterior means are similar to those obtained in Table 5.2 with predator and prey numbers observed,
there is substantially greater uncertainty in the posterior distribution of the parameters. This is consistent
with Boys et al. (2008), Table 2.
6 Repressilator model
We follow Toni et al. (2009) in analysing data simulated from the Repressilator model with θα =
(α1, α2, α3, α4, ω) = (1000, 1, 5, 1, 2), initial mRNA levels Y(0) = (0, 0, 0) and protein levels Z(0) =
(2, 1, 3). The data was simulated for 50 time units with over 140,000 events taking place. The mRNA
levels of the three genes were observed at times 1, 2, . . . , 50, shown in Figure 4 below, whilst the protein
levels, apart from the initial numbers, were unobserved.
The key difference from Toni et al. (2009) is that we assume that α4 is unknown. Uniform priors are
chosen for θα: π(α1) ∼ U(500, 2500), π(α2) ∼ U(0, 10), π(α3) ∼ U(0, 10), π(α4) ∼ U(0.5, 2) and
π(ω) ∼ U(0, 10). Transforming this into a prior for θ is straightforward, by drawing β1 ∼ U [250, 5000],
β2 ∼ U [0, 10], β3 ∼ U [0, 20] and ω ∼ U [0, 10]. Then set B ⊆ [0.5, 2] such that for φ ∈ B, αk = βkφ
(k = 1, 2, 3) is within the appropriate prior range.
Employing the SMC algorithm for the Repressilator model is more computationally challenging than
for the Lotka-Volterra data set. Firstly, the simulated data has on average over 2800 events between
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Figure 3: Plots of mean of θα parameters plus/minus two standard deviations.
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Figure 4: Plot of observations of mRNA levels; gene 1 (circles - solid line), gene 2 (squares - dashed line)
and gene 3 (triangles - dotted line).
observations. Secondly, the observed data is 3 dimensional rather than 1 or 2 dimensional as in the
Lotka-Volterra case. Thirdly, there are 12 rather than 3 transition types. Consequently, we found taking
M = 1000 and h = 0.2 (a = 0.9798) offered a good compromise between precision of estimates and
efficient running of the SMC algorithm.
In Section 5 for the Lotka-Volterra model, a locally linear importance sampling scheme was found to be
useful. Given the non-linear behaviour of the growth and decline of the mRNA gene levels, an alternative
approach is used here. Suppose that the target for time ti is yi = (yi,1, yi,2, yi,3) with correspondingly
zi = (zi,1, zi,2, zi,3) unobserved and that the process is currently at W(s) = (w
y
s ,w
z
s) with a transition
occurring at time s. Let pPk , p
D
k , p
T
k and p
C
k denote the transition probabilities of mRNA production,
mRNA decay, protein translation and protein decay, respectively, of gene k. Set qTk = p
T
k and q
C
k = p
C
k .
That is, we focus the importance sampling on mRNA production and decay where we have a target
leaving the protein probabilities unchanged. Let
Dk =
{
β1
1 + yωi,j
+ β2 + yi,k
} 1
2
×
{
β1
1 + (wzs,j)
ω
+ β2 + w
y
s,k
} 1
2
, (6.1)
where j = 3, 1, 2 corresponds to k = 1, 2, 3. Then Dk is geometric mean of the rate of change (production
and decay) of gene k mRNA at times s (current) and t (target). Note that since zi,j is unobserved yi,j
represents a best guess for zi,j . Let Lk = yi,k −wys,k, the difference between the target and current levels
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Table 3: Estimated posterior means and standard deviations for θα|y0:50, z0.
Parameter α1 α2 α3 α4 ω
Mean 1030 1.036 6.363 0.9807 2.079
St. Dev. 59.49 0.2912 1.012 0.0173 0.0745
of gene k mRNA. Let δ = φ˜−s, then we set bk = (δDk+Lk)/(2δDk) and dk = (δDk−Lk)/(2δDk). Note
that bk+ dk = 1 and if bk and dk lie outside 0 and 1, we reset the minimum value to 0 and the maximum
value to 1. Let QPk = bk(p
P
k +p
D
k ) and Q
D
k = dk(p
P
k +p
D
k ), then we take the importance sampling weights
to be
qPk =
(
1− ǫ
(
s
φ
)κ)
pPk + ǫ
(
s
φ
)κ
QPk (6.2)
qDk =
(
1− ǫ
(
s
φ
)κ)
pDk + ǫ
(
s
φ
)κ
QDk . (6.3)
This results in increasing/decreasing the production and decay rates of the mRNA of gene k to push the
Wy(s) towards yi. As in the Lotka-Volterra model there is an increased push as s approaches φ˜. We
found that ǫ = 0.2 and κ = 4 worked well with typically between 1.3 and 2.0 times as many simulations
typically required if importance sampling was not used.
The total number of simulations across the 50 time points was 583,272,179. There is considerable variation
in the number of simulations per time point ranging from just over a million for time points 3, 9 and 13
to over 118 million (20.3% of all simulations) for time point 41. Time point 41 stood out with no other
time point requiring more than 33 million simulations. In Figure 5, the estimated posterior means of the
α parameters are given along with lines denoting the mean plus and minus two standard deviations for
every fifth time point from time point 5 to 50. A similar plot is observed for ω. In all cases the estimated
posterior mean after 50 time points are close to the true simulated parameters with good estimation of
the parameters being apparent from as few as 10 time points for some parameters. This suggests that
the mRNA levels are very informative about the parameters of the model. However, there is greater
uncertainty in α3, which governs the protein production and decay rates, than the other parameters.
This is not surprising as the estimation of α3 depends exclusively on the unobserved protein levels.
Similar observations concerning parameter estimates were seen with other simulated data sets. Finally,
the estimated posterior means and standard deviations for θα|y0:50, z0 are given in Table 6.
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Figure 5: Plots of mean of α parameters plus/minus two standard deviations.
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7 Conclusions
This paper has introduced a sequential Monte Carlo (SMC) algorithm for discretely observed Markov
processes which can successfully and efficiently obtain samples from the posterior distribution of the
parameters. The two key innovations of coupled simulations and a simple, yet effective, importance
sampler have been central to this success and are complementary to each other. Both innovations offer
improvements throughout the SMC algorithm, however, the coupled simulations are particularly effective
in the early stages where there is greater uncertainty about the parameters with larger sets B. The
importance sampling on the other hand is particularly useful when the outcome Y(ti) is unusual given
X(ti−1) and θ. The coupled simulations are straightforward to implement given the reparameterisation,
whereas the importance sampling is problem specific but the importance sampling approaches taken in
this paper, especially the local linearisation in Section 5, should be generally applicable.
There are a few concluding remarks to make about the SMC algorithm. Firstly, it is trivial to parallelise
as at any given time point simulations can be run independently. Thus as the simulations are the time
consuming part of the SMC algorithm efficient use of available computing power can be made. Secondly,
we have assumed that the observations from the Markov process are exact, if only sometimes partial. It
is however straightforward to extend the SMC algorithm to data with observation error.
The SMC algorithm has its origins in the ABC algorithm (Tavare´ et al. (1997), Beaumont et al. (2002))
and the ideas developed in this paper could be more widely applied to refining ABC algorithms. The
sequential approach of building up the simulation of a stochastic process with refinement of the posterior
distribution could be widely used. Also as noted in White et al. (2014), simulating a stochastic processes
in stages allows for greater precision to be used in the agreement between the simulated and observed
data without severely compromising the acceptance probability. Moreover, coupled simulations and in
particular, importance sampling within simulations are worth considering in the implementation of ABC
algorithms. Whilst, considerable attention in the ABC literature has been devoted to choice of θ (for
example, MCMC-ABC, Marjoram et al. (2003) and SMC-ABC, Sisson et al. (2007)) and the choice and
evaluation of summary statistics (for example, local-linear regression, Beaumont et al. (2002) and semi-
automatic ABC, Fearnhead and Prangle (2012)), there has been little research into improvement of the
simulation process to make the ABC algorithm more efficient. As illustrated in this paper it is possible
to improve on the simulation process without significantly compromising the efficiency of the simulation
process.
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Appendix: Random variable sets
We outline how sets of values can be drawn from a random variable and how these can be exploited
to give unbiased estimates of key quantities of interest. In particular, we show how this relates to the
construction and use of B in Section 4.3.
Let a random variable X have probability density function f(x) and let κ = supx{f(x)}. Then if
U ∼ U [0, 1], let AU = {x : f(x) ≥ Uκ} be a set drawn from X . For any function g(·),
θˆ = κ
∫
x∈AU
g(x) dx (.1)
is an unbiased estimate of θ = E[g(X)], since
E[θˆ] =
∫ 1
0
κ
∫
x∈Au
g(x) dx du
= κ
∫ ∞
−∞
g(x)
∫ 1
0
1{x∈Au} du dx
= κ
∫ ∞
−∞
g(x)
f(x)
κ
dx = θ. (.2)
Let Bu denote the set B constructed in Section 4.3, step (c), with explicit dependence on u. Note that
the maximum of the probability density function of N(φ˜, σφ) is κ = 1/(
√
2πσφ), independent of φ˜. It
then follows from (.2) that ̟/(
√
2πσφ), given by (4.5) satisfies
E
[
̟√
2πσφ
]
=
∫
1√
2πσφ
∫ 1
0
{∫
φ∈Bu
kφ dφ du
}
fR(a; (θ˜
∗
, φ),xi−1) da
=
∫ ∫
kφπ(φ|θ˜∗,X(ti−1) = xi−1)fR(a; (θ˜∗, φ),xi−1) da dφ
= π(Y(ti) = yi|θ˜∗,X(ti−1) = xi−1) (.3)
as required.
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