ABSTRACT. In this paper, a comparative assessment of the Image Divide and Link Algorithm (ID&L) in different color spaces is presented. This, in order to show the significance of choosing a specific color space when the algorithm computes the dissimilarity measure between adjacent pixels. Specifically, the algorithm procedure is based on treating a digital image as a graph, assigning a weight to each edge based on the dissimilarity measure between adjacent pixels. Then, the algorithm constructs a spanning forest through a Kruskal scheme to order the edges successively while partitions are obtained. This process is driven until all the pixels of the image are segmented, that is, there are as many regions as pixels. The results of the algorithm which have been compared with those generated using different color spaces are shown.
Introduction
Image processing has the main objective of solving complex tasks, for which it uses methods or techniques such as image capture, digitization, pre-processing, edge detection, region segmentation, classification of regions, high-level identification, quantitative conclusions/qualitative, among others [18] . In this way, depending on the task to be developed and the desired output, it is necessary to apply a certain technique. In other words, there is a variety of image processing techniques aimed at solving certain types of tasks that are executed using different techniques and algorithms of information processing and automatic learning. For example, edge detection, as the name suggests, detects edges in an image by analyzing the intensity function of each pixel [3] , [18] . On the other hand, segmentation is a technique in which an image is divided into multiple regions or objects, in order to simplify or modify the representation of the image to make it more meaningful and easy to analyze [1] . In addition, sometimes it is necessary to combine different techniques to achieve the desired objective.
Furthermore, a digital image can be associated to a graph, where the nodes represent the pixels of the image and the edges represent the relations between pairs of pixels. Thus, the digital image can be modeled by a two-dimensional structure of pixels, where each pixel is connected to its natural neighborhood in the image [7] . In this way, some image processing techniques are based on graph theory, for example normalized cuts [16] , intelligent scissors using Dijkstra algorithm [13] , graph theory approach and its connection to Markov fields [11] , random walks [20] , graph cuts [2] and regions adjacency graphs [22] .
In addition, color spaces in image processing plays an important role because in most cases it helps in the simplification and extraction of objects in a digital image. Color spaces can be represented by a limited number of dimensions and are usually defined as geometrical models of human color experiences [14] . Most models try to encompass the greatest number of colors visible to the human eye, although many times they try to isolate a set of them with some purpose. Some of the most known color spaces in image processing are RGB, HSV, YUV, CIELab. Table 1 shows the color space and its number of dimensions. In summary, the objective of a color model is to facilitate the specification of colors in a standardized and generally accepted way. Thus, a color model refers to the specification of a three-dimensional coordinate system and a subspace of this system in which each color is represented by a single point.
In this paper, the performance of the edge detection algorithm ID&Ln based on a graph theory approach, is compared on different color spaces. Edge detection is one of the most important research areas of image processing and its applications. Edge detection methods identify the edges of a digital image through analysing the brightness variations between the image pixels. In more detail, edge detection methods analyze the intensity function of each pixel to determine a set of edges when a brightness changes sharply occurs. There are some algorithms for edge detection (see for example [3] , [17] ). An important aspect of these algorithms is that the image input has to be in gray-scale image.
However, there is an edge detection algorithm based on a hierarchical graphpartition approach that can work with a color image as an input. This algorithm is called Image-Divide-and-Link (ID&L) [8] . The ID&L algorithm consists on a divisive method that allows a hierarchical partition of a network with a low computational cost and then, identifies the edges over the hierarchical partitions.
The structure of this paper is following: in Section 2, we provide a basic description of color spaces. In Section 3, an edge detection algorithm based on a hierarchical clustering named Image Divide and Link is described. Section 4 contains a comparison of all four color spaces considered over the Divide and Link algorithm. Finally, the conclusions are summarized in Section 5.
Color space
A digital image can be represented in different color space for several applications of image processing [4] , [5] . A color space is a system of color interpretation, that is, a specific organization of colors in an image or video. A color space can be arbitrary, with particular colors assigned according to the system and mathematically structured.
In next subsection, some different color spaces are described.
Categorization of color spaces
Color spaces can be classified in the following way:
RGB based color space: is based on three components, red (R), green (G) and blue (B), describing a color space with additive color composition [9] .
HSV based color space: is based on three components, hue, saturation and brightness and is very useful because it is often more natural since it separates out the intensity from the color information [19] .
YUB based color space: is based on the characteristics of the human visual perception, describing a color by using the color components luminance and chrominance [9] .
CIE color spaces: two of their properties are device-independency and perceptual linearity. Some of these types are CIE XYZ, Lab and Luv [21] .
Notice that in general a color of a certain color space can be converted to another color space, and vice versa. However, some color spaces may have range limitations, and the conversion of colors outside that range will not produce correct results. In addition, it is possible that there might be rounding errors when converting, especially when the range of 256 different values is maintained for each dimension.
Next section is dedicated to present the ID&L edge detection algorithm, which will be applied on different color spaces.
Image Divide and Link algorithm
The Image Divide and Link algorithm (D&L) [8] is an edge detection algorithm based on a hierarchical graph-partition approach [7] . Before we introduce how the algorithm works, we define some basic concepts.
Digital image representation
A digital image I M ×N can be represented by a graph whose nodes are the pixels and the edges expressed the neighbourhood between the pixels. Formally, let G = (V, E) be a graph of a digital image I M ×N , let
• V = p i,j |1 ≤ i ≤ r; 1 ≤ j ≤ s be the set of pixels;
• E = e = {p ij ; p i j }|p ij , p i j ∈ V be the set of non-ordered pairs of neighbour pixels.
There exists an edge e = {p; p } ∈ E if two pixels p and p are neighbours, otherwise e = {p; p } E. A simple topology for an image is the one that a pixel is linked with its four neighbours. The four neighbours topology is used in this work for simplicity (see Figure 1) . Each e = {p; p } ∈ E edge has a weight which expresses the degree of dissimilarity (d e ≥ 0) between two pixels, where the greater d e is, the more dissimilar p and p are. Thus, let D = {d e |e ∈ E} be the set of all dissimilarity between neighbours pixels. Notice that establishing the degree of dissimilarity (d e ≥ 0) depends on the problem under consideration. In this way, the complete information about a digital image I M ×N can be summarized by a network: N (I M ×N ) = {G; D} (see Figure 2) . Image Divide and Link (ID&L) algorithm consists in a divisive process which starts from a unique cluster and ends with partitions obtained successively until having as many clusters and pixels as an image network [8] .
Before introducing the ID&L algorithm, some definitions of graph partition context are introduced.
Graph partition
Given G = (V, E) a graph, let P be a graph partition and let P = {C 1 , . . . , C r } be a set of partition, it holds that:
• ∀i the subgraph (C i , E |C i ) is connected.
Before we introduce the hierarchical partition concept, first we define the finer partition concept. Let P and Q be two partitions of a graph G = (V, E). We say that P is finer than Q (P⊆Q) if ∀A ∈ P there is B ∈ Q such that A ⊆ B.
Then, the hierarchical partition concept is presented. Let G = (V, E) be a graph and let D = (P , . . . , P r ) be a sequence of partitions. We say that D is a hierarchical segmentation of G (obtained in a divisive form) if:
• There exist two trivial partitions: P 0 the partition which has all pixels; and P r containing all pixels as singleton clusters P r = {i}, i ∈ V .
• |P
i | > |P i−1 | ∀i = 1, . .
. , r, (in each iteration the number of cluster increase).
• P i⊆ P i−1 ∀i = 1, . . . , r, P i is finer than P i−1 .
Graph coloring
A graph coloring induces a partition of a graph. Let i ∈ V be a binary colored node (col(i) ∈ {0, 1}). Then the color of any adjacent node j ∈ V depends on the dissimilarity measure d e of each e = {i, j} ∈ E when it is compared with a predefined threshold α:
In order to color a graph, it has to be over a spanning forest related with the graph under consideration, to avoid cycles. A spanning forest or spanning tree is a graph without cycles, and their connected components are trees. Given a N network and a set of thresholds
Let us build the family of spanning forest F i = (V, T i ) through the following steps:
• Let F i = (V, T i ) the minimum spanning forest of the partial graph
Following a similar Kruskal algorithm [10] , the construction of F i is based on sorting the edges whose weights belong to the interval (α i , α i+1 ] in a decreasing order.
• If F i is already a spanning forest of
, end the process. Otherwise, edges lower than α i will be sorted in increasing order, and then they are iteratively added to T i (if they do not make cycles); and the process is finished when F i is a spanning forest.
Contraction of nodes
In order to maintain compact homogeneous regions for any threshold in the coloring procedure, we need to consider a similarity threshold α τ . Assuming a similarity threshold α τ , any edge lower than this value and those which were incident to them are considered as a unique pixel. In this way, these pixels will be never separated in the process. Let E(α τ ) = {e ab ∈ E|d ab ≤ α τ } be the set of edges with lower weights than this value. Then, any connected component of the G(α τ ) = V, E(α τ ) partial graph is merged into a single node.
In summary, ID&L partitions the set of pixels of the G = (V, E) graph by a binary iterative procedure that classifies V nodes in two classes, V 0 and V 1 . At any step, E d ⊂ E represents the set of edges of division and E l ⊂ E represents the set of link edges.
• If e = {p; p } ∈ E d , then the nodes p and p are classified in different classes (e.g., p ∈ V 0 and p ∈ V 1 ).
• If e = {p; p } ∈ E l , then the nodes p and p are classified in the same class (e.g., p, p ∈ V 0 ).
Determining boundary maps
Once the hierarchical region map is determined, we delimit the edges of each region. To this aim, the pixels of a given hierarchical region map are classified into White and Black classes as follows: Let G = (V, E) be a graph, and let P = {C 1 , . . . , C t } be a partition of such a graph. Let also C(p) ∈ P denote the region to which the pixel p belongs, with p ∈ V for all i ∈ {1, . . . , n}. Then, the White and Black classes are defined in the following way:
• W hite = V − Black.
General algorithm
The ID&L algorithm consists of the following main steps:
(1) Calculate the weights of division and link to each edge. (2) Organize subgraph edges G t sequentially according to the weights of the previous step. 
Example of the algorithm Image Divide and Link
In order to visualize an output of the ID&L algorithm, let us consider the image shown in Figure 3 , that has a size of 478 × 321 pixels.
The output of the ID&L algorithm is shown in Figure 4 . As it can be seen, an advantage of the ID&L algorithm is that it provides the sequence of partitions obtained. In this way, the user has the option to choose the part of the sequence that is most informative to solve its problem, contrarily to other algorithms that provide a single partition image.
We would like to remark that since the ID&L algorithm modelled a digital image as a graph, it can be used in images with more dimensions, as for instance, hyperspectral images. 
Computational experiences
In this section, the assessment of the ID&L algorithm is performed by comparing the outputs obtained in different color spaces, RGB, CIELab, YUV and HSV. To this aim, we applied the ID&L algorithm over 20 images of the Berkeley Segmentation Dataset (BSDS500) [12] . First, we applied a pre-processing over the input image (a RGB image) to convert it to each of the color spaces considered.
Once the pre-processing was realized, we applied the ID&L algorithm on those images, including the RGB image. The dissimilarity measure considered between every channel or dimension is the Euclidean distance. Let P dcs 1 = (d 1 , c 1 , s 1 ) and P dcs 2 = (d 2 , c 2 , s 2 ) be two pixels on a specific color space and "dcs" represents each dimension of the color space. Then, to measure the dissimilarity between P 1 and P 2 the following expression is used: In addition, we considered a set of thresholds of K = 7. Finally, in order to quantify the performance of each color space over the ID&L, we computed the F-measure [6] on each output of the ID&L following the approach of [15] . The resulting F-measures are shown in Table 2 . 
Conclusions
An advantage of the ID&L algorithm is that it provides a sequence of partitions. In this way, the user has the option to choose the part of the sequence that is most informative. Contrary to other algorithms that provide a single partition output created from any constraint and that output may not be so informative.
As we have seen, the selection of the color space is very important in image processing, specifically in algorithms that work with a dissimilarity measure. The Image Divide and Link algorithm has better performance using the CIELab color space. Indeed, the CIELab color space is the chromatic model normally used to describe all the colors that the human eye can perceive.
