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MEROMORPHIC MATRIX TRIVIALIZATIONS OF
FACTORS OF AUTOMORPHY OVER A RIEMANN
SURFACE
JOSEPH A. BALL, KEVIN F. CLANCEY, AND VICTOR VINNIKOV
In memory of Leiba Rodman, a dear friend and dedicated colleague
Abstract. It is a consequence of the Jacobi Inversion Theorem that
a line bundle over a Riemann surface of genus g has a meromorphic
section having at most g poles, or equivalently, the divisor class of a
divisor D over M contains a divisor having at most g poles (counting
multiplicities). We explore various analogues of these ideas for vector
bundles and associated matrix divisors overM . The most explicit results
are for the genus 1 case. We also review and improve earlier results
concerning the construction of automorphic or relatively automorphic
meromorphic matrix functions having a prescribed null/pole structure.
1. Introduction
Let M be a closed Riemann surface of genus g ≥ 1 and ρ : M̂ → M the
universal cover with G the group of covering transformations. The collection
of equivalence classes of rank r holomorphic vector bundles over M is equiv-
alent to the collection of equivalence classes of rank r holomorphic factors of
automorphy on M̂. Recall that a rank r holomorphic factor of automorphy
on M̂ is a map ζ : G × M̂ → GL(r,C), which is holomorphic on M̂ for T
fixed in G, satisfying
ζ(ST, u) = ζ(S, Tu)ζ(T, u), S, T ∈ G, u ∈ M̂.
Two rank r factors of automorphy ζ and η are holomorphically equivalent
in case there is a holomorphic function h : M̂ → GL(r,C) satisfying
h(Tu)ζ(T, u) = η(T, u)h(u), T ∈ G, u ∈ M̂.
A rank r factor of automorphy that is given by a representation ζ : G →
GL(r,C) is called a rank r flat factor of automorphy.
Every rank r factor of automorphy ζ on M̂ is meromorphically trivial
in the sense that there is an r × r-meromorphic matrix function F̂ on M̂ ,
nondegenerate in the sense that det F̂ 6≡ 0, such that
F̂ (Tu) = ζ(T, u)F̂ (u), T ∈ G, u ∈ M̂. (1.1)
A nondegenerate r × r-meromorphic matrix function F̂ satisfying (1.1) will
be called a meromorphic matrix trivialization, or simply a trivialization, of
1
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ζ. When (1.1) holds, we also say that F̂ is a relatively automorphic mero-
morphic matrix function on M̂ (with respect to the factor of automorphy
ζ). In case the factor of automorphic is trivial (i.e., ζ(T, u) = Ir for all
T and u), we say simply that F is an automorphic meromorphic matrix
function. If F is a meromorphic matrix trivialization of ζ, then any other
meromorphic matrix trivialization of ζ will have the form FK, where K is
a nondegenerate r× r-automorphic meromorphic matrix function on M̂ , or
what amounts to the same, a (single-valued) global meromorphic function
on M . Equivalently, the columns of a meromorphic matrix trivialization
form a basis for the space of meromorphic sections of ζ over the field of
meromorphic functions on M.
In the scalar case (r = 1), there is a well-known correspondence between
three types of objects: (1) factors of automorphy (flat or general) on M̂ , (2)
holomorphic line bundles on M , and (3) divisors (i.e., pole/zero multiplicity
specifications) on M . While to some extent the analogue of this structure is
understood for the higher rank case (see in particular [18, 19]), one goal of
this paper is to delineate more concretely the higher rank analogue of this
correspondence between (1) (left) matrix factors of automorphy on M̂ , (2)
holomorphic (row) vector bundles on M , and (3) (right) matrix null-pole
divisors (or right nondegenerate matrix germs) on M . In particular, we
continue the work of [4] by using the parametrization of a null-pole subspace
from [6] to get a more explicit analogue of divisor (i.e., an encoding of zero
and pole data) for the higher rank case.
If one starts with a divisor D (i.e., an encoding of pole/zero structure
which amounts to simply pole/zero multiplicity in the scalar case—precise
definitions can be found in Section 4 below), one can pose three basic Inter-
polation Problems:
(I) First Interpolation Problem: Find an automorphic meromor-
phic matrix function F on M (i.e., an automorphic meromorphic
matrix function F̂ on the covering surface M̂ with trivial factor of
automorphy) with right null/pole structure prescribed by D;
(II) Second Interpolation Problem: Find a relatively automorphic
meromorphic matrix function F̂ on M̂ with flat (left) factor of au-
tomorphy and with right null/pole structure on M prescribed by
D;
(III) Third Interpolation Problem: Find a relatively automorphic
meromorphic matrix function F̂ on M̂ (with not necessarily flat fac-
tor of automorphy) with right null/pole structure on M prescribed
by D.
Problem (I) was addressed in [4] for the case of “simple” null-pole struc-
ture (for precise definitions see Section 3 below) while Problem (II) was
addressed in [5]. Here we revisit Problems (I) and (II) and complete the
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results obtained there to a more satisfactory form (see Theorem 4.10 be-
low). We also make explicit the connections with the solution of a variant
of Problem (I) studied in [10]. It turns out that Problem (III) always has a
solution; we give a simple direct proof of this result based on the theorem
of Grauert [17] guaranteeing the triviality of any holomorphic vector bundle
over a simply-connected domain (see the end of Section 4.1 below).
In the line bundle case (r = 1), a well known consequence of Abel-Jacobi
theory is that one can find a meromorphic trivialization F of a flat line bun-
dle having a divisor with total zero multiplicity equal to the pole multiplicity
with multiplicity value equal to at most g (the genus of M). One purpose of
this paper is to find an analogue of this result for the vector bundle case, i.e.,
to analyze to what extent it is possible to find a meromorphic trivialization
F of a given flat matrix factor of automorphy so that the matrix null-pole
structure is as simple as possible (see Theorem 4.8 and Corollary 4.9 below).
In Section 2 we present two explicit trivializations of a flat factor of auto-
morphy over an elliptic curveM (i.e., Riemann surface of genus 1) when the
curve is presented in the form M = C/(Z + τZ). In Section 3, we demon-
strate how to construct trivializations of a flat factor of automorphy on an
elliptic curve that has simple null-pole structure while maintaining a count
on the number of poles and zeros in such trivializations. These results use
the fact that the uniformization ofM in the elliptic case is the complex plane
C where one can make use of theta functions (including theta functions with
matrix arguments) to give explicit constructions of relatively automorphic
functions on M̂ = C.
For generalizations to higher genus (the setting of Section 4), there are
two distinct approaches which coalesce to a single approach for the case of
genus g equal to 1.
• The first approach uses the Abel-Jacobi map to embed the Riemann
surface M into the Jacobian variety Cg/Λ (where Λ is the period
lattice), The universal cover is thereby embedded into Cg where one
can use the function theory of Cg (in particular theta functions in g
variables). We use this approach in Subsection 4.4 to obtain explicit
formulas for the canonical functions used earlier in Section 4 to adapt
the theory of null/pole subspaces from [6] to the Riemann-surface
setting. From these explicit formulas one can read off continuous-
dependence results which are needed to guarantee that a certain
bundle-trivialization procedure leads to simple pole structure (The-
orem 4.9 below).
• The second approach works directly with the uniformization M̂ which
can be taken to be either the unit disk D or the upper or right half
plane H contained in C, with the group of deck transformations con-
cretely identified with a Fuchsian group of linear-fractional trans-
formations on M̂ . The analogue of a theta function (constructed
by adding up over all terms obtained via the action of a group of
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Mo¨bius transformations) is what is called a Poincare´ series (see e.g.
[3, 11, 12, 14]). It would be of interest to find higher-genus analogues
of the genus-1 theta-function constructions in Sections 2 and 3 by
using this second approach.
In the first approach an explicit description of the universal cover (an em-
bedded submanifold in Cg) is somewhat cumbersome while the group of deck
transformations is simply the group of translations by elements of the period
lattice; in the second approach the universal cover is simple but the group
of deck transformations (linear-fractional maps rather than translations) is
less explicit.
The present study can be viewed as the latest installment in developing
the higher-genus analogue of the theory of interpolation for rational matrix
functions (meromorphic matrix functions on the Riemann sphere C∪∞, the
essentially unique compact Riemann surface of genus g = 0), a topic devel-
oped in much of the work of Leiba Rodman, especially in the monograph
[6]. It is with sadness and respect that we dedicate this paper to our dear
friend and collaborator Leiba Rodman.
2. Explicit trivializations of flat bundles when g = 1
In this section, we describe two natural meromorphic matrix trivializa-
tions of a rank-r flat factors of automorphy over an elliptic curve. In spite of
the natural forms of these trivializations, the associated meromorphic matrix
functions do not have simple null-pole divisor structure. This complication
is addressed in the next section.
I. Theta function trivializations: LetM be an elliptic curve presented
in the formM = C/(Z+τZ), where as is customary Im τ > 0. The universal
cover forM can be taken to be M̂ = C and the group of deck transformations
can be identified with G = Z + τZ in a natural way. Then a rank-r flat
vector bundle ζ over M as discussed in the Introduction corresponds to
a representation ζ : Z + τZ → GL(r,C). A flat factor of automorphy
ζ is equivalent to a normalized flat factor of automorphy ξV where the
representation has the form
ξV (1) = Ir : ξV (τ) = V, (2.1)
with V an invertible r × r-matrix. The form of V will be further simpli-
fied below. Meromorphic matrix trivializations of ξV correspond to r × r-
meromorphic matrix functions F on C that satisfy
F (u+m+ nτ) = ξV (m+ nτ)F (u) = V
nF (u).
The scalar case: As is well known, in the case r = 1, meromorphic triv-
ializations of flat factors of automorphy on C (or, equivalently, line bundles)
can be given explicitly using theta functions. To see this, for α 6= 0, let ξα be
the degree-zero line bundle corresponding to the character ξα(m+ τn) = α
n
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and let θ be the classical theta function defined for u ∈ C by
θ(u) =
∑
n∈Z
exp 2πi
(
n2τ
2
+ nu
)
. (2.2)
The function θ has the following automorphic behavior
θ(u+ 1) = θ(u) : θ(u+ τ) = exp (−πiτ − 2πiu)θ(u).
As a consequence, when α 6= 1, the function
fα(u) =
θ(u− lα)
θ(u)
, (2.3)
where lα =
logα
2πi , provides a meromorphic trivialization of the factor of
automorphy ξα. The function fα has a simple zero at points in ∆−lα+Z+τZ
and simple poles at points in ∆ + Z + τZ, where ∆ = 12 +
1
2τ. In the case
α = 1, nonzero meromorphic functions on M provide trivializations. In
particular, if
z1, · · · , zN : w1 · · · , wN
are 2N points on M with
z1 + · · ·+ zN − w1 − · · · − wN ≡ 0 mod (Z+ τZ),
then when considered on C the function
f(u) =
N∏
i=1
θ(u+∆− zi)
θ(u+∆− wi)
provides a trivialization of ξ1 with zeros and poles at points over the divisor
(f) given on M by
(f) = z1 + · · · + zN − w1 − · · · − wN .
The matrix case: Less well known is that one can use theta functions
with matrix arguments to obtain trivializations of flat matrix factors of
automorphy over M = C/Z + τZ that is analogous to the line bundle case
as follows.
For A an r × r-matrix, define the matrix-valued theta function on C by
ΘA(u) = θ(uIr +A) =
∑
n∈Z
exp 2πi
(
n2τ
2
Ir + n(uIr +A)
)
. (2.4)
The function ΘA has the following automorphic behavior:
ΘA(u+ 1) = ΘA(u) : ΘA(u+ τ) = exp (−2πiA) exp(−πiτ − 2πiu)ΘA(u).
As a result the meromorphic matrix function
ΘA = (θ)
−1ΘA (2.5)
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is a trivialization of the rank r flat factor of automorphy ξA corresponding
to the representation of Z+ τZ given by
ξA(1) = Ir : ξA(τ) = exp(−2πiA). (2.6)
If one sets V = exp(−2πiA), then GV = ΘA is a trivialization of the factor of
automorphy ξV corresponding to the representation (2.1). Note with these
identifications,
GV (u) = θ
−1(u)
∑
n∈Z
V −n exp 2πi
(
n2τ
2
+ nu
)
. (2.7)
The representation ξV can be assumed to be in the form
ξJ(1) = Ir : ξJ(τ) = J, (2.8)
where the matrix J is in Jordan canonical form. In particular, J is a direct
sum of matrices of the form
Jα =

α 1
. . .
. . .
α 1
α
 (2.9)
(with unspecified entries equal to 0) where α 6= 0.
Providing trivializations of flat factors of automorphy ξ on C can be ac-
complished by providing trivializations of the representations of Z + τZ
corresponding to irreducible factors, i.e., to trivializations of ξJα where Jα
is the r × r-matrix given by (2.9). It should be noted that the factor of au-
tomorphy ξ1 corresponds to the unique equivalence class of indecomposable
rank r vector bundles of degree 0 on M that have a holomorphic section.
These bundles form the basic building blocks used by Atiyah in the classic
paper [2] describing vector bundles over an elliptic curve.
The trivialization GJα given by (2.7) can be expressed explicitly as follows.
Write Jα = αI +Q, where Q is the r × r nilpotent matrix
Q =

0 1
. . .
. . .
0 1
0

Using the binomial expansion for (α+ x)−n, one obtains
J−nα = (αI +Q)
−n = α−n(I − (−α−1Q))−n
=
r−1∑
j=0
(−1)jn(n+ 1) · · · (n+ j − 1)
αn+jj!
Qj .
Substitution of this expression for J−nα as V
−n into (2.7) combined with an
interchange of the order of summation then gives GJα(u) = (θ(u))
−1 ·G˜Jα(u)
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where
G˜Jα(u)
=
r−1∑
j=0
(−1)j
αjj!
(∑
n∈Z
n(n+ 1) · · · (n+ j − 1) exp 2πi
(
n2τ
2
+ n(u− lα)
))
Qj,
(2.10)
where lα =
logα
2πi .
For j = 0, . . . , r − 1, introduce the differential operators Lj , with L0 = I
and
Lj =
(−1)j
αjj!
D′(D′ + 1) · · · (D′ + j − 1)
where D′ = 12πi
d
du
. Since
Lj exp(2πinu) =
(−1)jn(n+ 1) · · · (n+ j − 1)
αjj!
exp(2πinu)
one concludes that
GJα(u) = (θ)
−1(u)
r−1∑
j=0
(Lj(D
′)θ)(u− lα)Q
j
or, equivalently,
GJα(u) = (θ)
−1(u)

θ L1[θ] L2[θ] · · · Lr−1[θ]
θ L1[θ]
. . .
...
. . .
. . . L2[θ]
. . . L1[θ]
θ
 (u− lα). (2.11)
The determinant of the trivialization GJα of ξJα has a zero of order r at
points in ∆+ lα+Z+τZ and a pole of order r at points in ∆+Z+τZ. These
zeros and poles correspond to the simple zeros and poles of the diagonal
elements at these points. Any other trivialization of ξα will have the form
GαK, where K is a nondegenerate meromorphic r × r-matrix function on
M.
II. Single pole trivializations: Another natural trivialization of the
rank-r vector bundle ξJα can be constructed as follows. For a ∈ C, let
λa(u) = −
1
2πi
θ′(u− a− 12 −
τ
2 )
θ(u− a− 12 −
τ
2 )
, u ∈ C.
The salient properties of λa are that the poles of this function are simple
poles at points in a+ Z+ τZ, and that
λa(u+ 1)− λa(u) = 0, λa(u+ τ)− λa(u) = 1. (2.12)
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Note that λa is a (multiple of) the translate λa(u) = ζ(u − a) of the
Weierstrass function
ζ(u) =
1
u
+
∑
(m,n)6=(0,0)
(
1
u− Ωm,n
+
1
Ωm,n
+
u
Ω2m,n
)
,
where Ωm,n = m+ τn (see e.g. Problem #5 page 279 and Problem #1 page
309 in [25]).
For fixed α 6= 0 we will use a sequence of polynomials {pn}n≥0 with pn of
degree n, p0(u) = 1, which satisfy
pn+1(u+ 1)− pn+1(u) = α
−1pn(u), u ∈ C. (2.13)
Such a sequence of polynomials is uniquely determined if one requires that
pn(0) = 0 for n ≥ 1, and p0 = 1. These polynomials are then given by
pn(u) =
α−n
n!
(u− (n− 1)) · · · (u− 2)(u− 1)u, n ≥ 1. (2.14)
Note that the relations (2.12) satisfied by λa implies that the composite
functions pn ◦ λa satisfy the relations
pn+1(λa(u+ 1)) = pn(λa(u)),
pn+1(λa(u+ τ)) = pn+1(λa(u)) + α
−1pn(λa(u)). (2.15)
If we define the r × r matrix function Pr(λ) by
Pr(λ) =

p0(λ) p1(λ) p2(λ) · · · pr−1(λ)
p0(λ) p1(λ)
. . .
...
. . .
. . . p2(λ)
p0(λ) p1(λ)
p0(λ)
 ,
then, for a ∈ C and α 6= 0 fixed, it is easily seen from the relations (2.15)
that the meromorphic matrix function
Gr(u) = Pr(λa(u)) (2.16)
satisfies
Gr(u+ 1) = Gr(u), Gr(u+ τ) = α
−1JαGr(u),
and hence, more generally,
Gr(u+m+ nτ) = α
−nξJα(m+ nτ)Gr(u).
Thus any trivialization Fr of ξJα will have the form
Fr = GrSr (2.17)
where Sr is a nondegenerate r × r-meromorphic matrix function satisfying
Sr(u+m+ nτ) = α
nSr(u). (2.18)
When α = 1, the matrix function Gr given by (2.16) already provides a
trivialization of ξJ1 .When α 6= 1 a trivialization of ξJα can be given by Fr of
the form (2.17), where Sr is a diagonal meromorphic matrix function on C
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with diagonal entries s11, . . . , srr satisfying sii(u+m+ nτ) = α
nsii(u), i =
1, . . . , r. These trivializations of ξJα (when r > 2) have high order poles at
points in a+ Z+ τZ.
3. Meromorphic trivializations with simple null-pole
structure when g = 1
As mentioned in the Introduction, one of the goals of the present paper is
to find trivializations of flat factors of automorphy on M̂ which have simple
null-pole structure. Throughout this section we again assume that M is an
elliptic curve (i.e., M has genus 1).
Suppose that the meromorphic matrix function F is a trivialization of
the flat factor of automorphy ξ. The condition that F have simple null-
pole structure must be defined precisely. Let z1, . . . , zN : w1, . . . , wN be 2N
distinct points in “the” fundamental domain for C/(Z+τZ). Let x1, . . . ,xN :
y1, . . . ,yN be nonzero (column) vectors in C
r. An r×r-meromorphic matrix
function F on C is said to interpolate the simple null-pole data
D : (z1,x1), . . . , (zN ,xN ) : (w1,y1), . . . , (wN ,yN ) (3.1)
if the following conditions are satisfied:
(1) The null-pole divisor of detF on the fundamental domain is
(detF ) = z1 + · · ·+ zN − w1 − · · · − wN .
(2) The only poles of any entry of F are at most simple poles at points
of wi + Z+ τZ, i = 1, . . . , N.
(3) The matrix function F is analytic at points in zi + Z+ τZ (already
a consequence of condition (2) above) and the vector xj spans the
right kernel of F at these points, j = 1, . . . , N.
(4) The matrix function F−1 is analytic at points in wi + Z + τZ and
y⊤i (here ⊤ denotes transpose) spans the left kernel of F
−1, at these
points i = 1, . . . , N.
When all these conditions are satisfied, it can be shown that the poles of
F are all simple and occur precisely at the points w1, . . . , wN with rank 1
residue at wi having left image spanned by the vector y
⊤
i for each i, while
the poles of F−1 are all simple and occur precisely at the points z1, . . . , zN
with rank-1 residue at zi having right image spanned by the vector xi for
each i. For further information, see [6, 20].
If F satisfies (1)–(4), then we say that F has simple null-pole data struc-
ture and that D given by (4.10) is the null-pole divisor of F , or that F
interpolates the data set D.
We will establish the following:
Theorem 3.1. Given a rank r flat factor of automorphy ξ over the elliptic
curve M = C/(Z+ τZ), there exist a simple null-pole data set D of the form
(3.1) and a trivialization F of ξ such that F interpolates D. In general, the
size N = Nr of D can be taken to satisfy Nr < 2r. Moreover, if ξ does not
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have a direct summand equivalent to a representation ξJ1, then it is possible
to take Nr = r.
This theorem follows directly from the next proposition which is estab-
lished via a constructive inductive proof based on the rank r.
Proposition 3.2. For α 6= 0 there exist a simple null-pole data set D of
the form (4.10) and a trivialization Fr of the form (2.17) of ξJ(r)α
which
interpolates D. If α = 1 , N = Nr can be taken in the form Nr = 2(r − 1).
If α 6= 1, then it is possible to take Nr = r.
Proof. Consider first the case r = 1. If α = 1, the constant function f(p) = 1
is a trivialization of ξ1. If α 6= 1, as shown in (2.3), one can use theta
functions to obtain a scalar function having one simple zero and one simple
pole with factor of automorphy equal to α.
Inductively suppose now that the proposition has been established for
ξ
J
(r)
α
for the case where J
(r)
α is the r × r matrix of the form (2.9). In more
detail, we suppose that it has been shown that there is a trivialization Fr =
GrSr as in (2.17) with Gr of the form (2.16) and Sr satisfying (2.18) such
that Fr interpolates a simple null-pole data set Dr as in (4.10) (so F = Fr
satisfies conditions (1)–(4)) with N = Nr = r if α 6= 1, and N = Nr =
2(r − 1), if α = 1. It will be further assumed that the interpolation points
z1, . . . , zNr : w1, . . . , wNr are different from a. For convenience, we also
assume that a = 0..
Write S = Sr in the form
Sr =

sr
sr−1
...
s1
 ,
where s1, . . . , sr−1, sr are r-dimensional row vector functions.
We wish to construct a trivialization Fr+1 of ξJ(r+1)α
of the form
Fr+1 = Gr+1Sr+1 (3.2)
also as in (2.17). Thus Gr+1 should have the form
Gr+1(u) =
[
1 p(u)
0 Gr(u)
]
(3.3)
with p equal to the r-dimensional row vector function
p(u) =
[
p1(λ0(u)) p2(λ0(u)) . . . pr(λ0(u))
]
where pj (j = 1, 2, . . . ) are the polynomials as in (2.13) and (2.14), and
Sr+1(u) should be an (r + 1) × (r + 1) matrix function satisfying (2.18)
which we assume to have the form
Sr+1 =
[
s0 sr+1
0 Sr
]
. (3.4)
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From (3.2) combined with (3.3) and (3.4) we get
Fr+1 = Gr+1
[
s0 sr+1
0 Sr
]
=
[
s0 sr+1 + pSr
0 GrSr
]
(3.5)
where here we use the fact that p0(u) = 1.
By assumption Fr = GrSr trivializes ξ
(r)
α and has a simple matrix null-
pole divisor supported on z1 + · · · + zNr − w1 − · · · − wNr . The goal is to
choose s0 and sr+1 so that
(i) Fr+1 trivializes ξJ(r+1)α
, and
(ii) Fr+1 has a simple matrix null-pole divisor with one additional pole
and zero, if α 6= 1 and two additional poles and zeros, if α = 1.
To achieve condition (i), by the analysis in Section 2 we need only guar-
antee that Sr+1 satisfies (2.18). As Sr satisfies (2.18) by the induction
hypothesis, this condition reduces to the two conditions
s0(u+ 1) = s0(u), s0(u+ τ) = αs0(u). (3.6)
and
sr+1(u+ 1) = sr+1(u), sr+1(u+ τ) = αsr+1(u) (3.7)
We therefore take the scalar function s0 to be a meromorphic function
on C satisfying (3.6). To help meet requirement (ii), we arrange that the
null-pole divisor (s0) of s0 is as small as possible; in case α = 1, we can
arrange that
(s0) = ζ1 + ζ2 − π1 − π2
where the points ζ1, ζ2, π1, π2 are chosen disjoint from points in the data Dr
and a = 0. In the case where α 6= 1, we shall take the divisor (s0) to be of
the simpler form
(s0) = ζ1 − π1.
The vector function sr+1 is an r dimensional meromorphic row vector
function on C that satisfies
sr+1(u+ 1) = sr+1(u), sr+1(u+ τ) = αsr+1(u) (3.8)
that remains to be chosen.
From the automorphic properties of Fr+1 (as also can be seen directly
from (3.6) and (3.7)) we have
sr+1(u+ 1) + p(u+ 1)Sr(u+ 1) = sr+1(u) + p(u)Sr(u) (3.9)
and
sr+1(u+τ)+p(u+τ)Sr(u+τ) = αsr+1(u)+αp(u)Sr(u)+p(u)Sr(u). (3.10)
where
p(u) =
[
p0(λ0(u)) p1(λ0(u)) . . . pr−1(λ0(u))
]
.
For later reference, note that the term pSr appearing in equation (3.10) is the
first row of Fr = GrSr. In particular, the induction assumption guarantees
that this term does not have a pole at u = 0.
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To complete the achievement of requirement (ii), the entries sr+1,j, (j =
1 . . . , r) of sr+1 must be chosen so that the null-pole divisor of Fr+1 is simple.
For j ≥ 1 the (1, j + 1)-entry in Fr+1 is
sr+1,j + (p1 ◦ λ0)[Sr]1,j + · · ·+ (pr ◦ λ0)[Sr]r,j. (3.11)
We first choose sr+1,j to remove any pole of (p1 ◦ λ0)[Sr]1,j + · · · + (pr ◦
λ0)[Sr]r,j at a = 0. In the case α 6= 1, the removal of poles at a = 0 can be
accomplished by using theta functions. In more detail, given a polynomial p
with p(0) = 0, there exists a meromorphic function s = s(u) with pole only
at 0 satisfying
s(u+m+ τn) = αns(u), p(1/u)− s(u) is analytic at u = 0. (3.12)
This statement can be established as follows: Let ∆ = 12 +
1
2τ. First assume
α 6= 1 and let µk =
1
2πik logα + ∆. For an appropriate choice of Ck the
function
qk(u) = Ck
(
θ(u− µk)
θ(u−∆)
)k
satisfies qk(u+m+nτ) = α
nqk(u) and has a Laurent expansion about u = 0
which begins with the term 1
uk
. By choosing appropriate linear combinations
of the functions qk, ..., q1, for k ≥ 1, one can construct functions pk satisfying
pk(u +m + nτ) = α
npk(u) with principal part
1
uk
at u = 0. Therefore, in
the case α 6= 1, the existence of a function s with property (3.12) follows.
When α = 1, given a polynomial p = p(u) with p(0) = 0, there exists an
elliptic function s such that the principal part of s at u = 0 is p( 1
u
). This
is easily established using the Weierstrass functions ς, ℘, ℘′, . . . associated
with the lattice Z+ τZ. Thus the existence of a function s satisfying (3.12)
follows.
The existence of s satisfying (3.12) allows one to choose sr+1,j so that the
entries (3.11) do not have poles at a = 0. It follows from equations (3.9) and
(3.10) that Fr+1 does not have poles at points in 0 + Z+ τZ.
At this point the (1,2)-entry
−s−10 (sr+1 + pSr)F
−1
r
of F−1r+1 may have poles at points in {w1, . . . , wN} + Z + τZ. As above, by
suitably modifying the entries in sr+1, one can remove any of these poles at
fixed representatives of the points, while maintaining (3.7) . The identities
(3.9) and (3.10) along with the fact that pSrF
−1
r is the row of the identity
matrix, imply that the first row of F−1r does not have poles at any point in
{w1, . . . , wN} + Z + τZ. It follows that Fr+1 has the correct pole structure
at
{w1, ..., wN , π1, π2}+ Z+ τZ
when α = 1 and at
{w1, . . . , wN , π1}+ Z+ τZ,
when α 6= 1.
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There remains to check that Fr+1 and F
−1
r+1 have the correct zero struc-
ture. The zero divisor of the determinant of Fr+1 is z1+ · · ·+ zN + ζ1 in the
case α 6= 1 and z1 + · · ·+ zN + ζ1 + ζ2 in the case α = 1. The form
F−1r+1 =
[
s−10 −s
−1
0 (sr+1 + pSr)F
−1
r
0 F−1r
]
allows one to conclude that the entries of F−1r+1 have at most simple poles
and only at the zeros of the determinant of Fr+1. At zj , j = 1, . . . , N the
right kernel of Fr+1(zj) is spanned by[
−s−10 (zj)(sr+1 + pSr)(zj)(xj)
xj
]
.
The zero divisor of the determinant of F−1r+1 is w1+ · · ·+wN +π1 in the case
α 6= 1 and w1 + · · · + wN + π1 + π2 in the case α = 1. At wj, j = 1, . . . , N
the right kernel of F−1r+1(wj) is spanned by [0,y
⊤
j ]. At πi the right kernel is
spanned by the r + 1-dimensional row vector[
1 −(s−10 (sr+1 + pSr)F
−1
r )(πi)Fr(πi)
]
for i = 1, 2. The proof is complete. 
4. Trivialization of factors of automorphy via matrix-divisor
constructions
4.1. Right matrix null/pole divisors, matrix-divisor spaces, vec-
tor bundles, and factors of automorphy. A general theory of null-pole
divisors of meromorphic matrix functions, extending the case of simple null-
pole structure described in the preceding section, is presented in [6]. This
general theory can be used to elucidate the concrete results on trivializa-
tions described above, and furthermore applies equally well to the higher
genus case. Suppose F is a meromorphic r × r-matrix function defined in
a neighborhood of a point q0 on a Riemann surface with detF 6≡ 0. In
local coordinates (z, U) near q0 with z(q0) = 0 one introduces a local (right)
null-pole triple Υ, that captures the null-pole behavior of F. This null-pole
triple has the form
Υ = ((Bζ , Aζ), (Aπ, Cπ), S). (4.1)
In this triple, the pair of matrices, (Aπ, Cπ), where Aπ is nπ × nπ and Cπ
is nπ × r captures the pole behavior of F at q0 in the sense that for some
matrix B˜ the matrix function
F (q)− B˜(z(q)I −Aπ)
−1Cπ (4.2)
is analytic at q0 and the matrix size nπ is as small as possible so that (4.2)
holds. The pair (Aπ, Cπ) is called a left pole pair for F since it is a left
null pair for F−1 in the sense that (z(q)I − Aπ)
−1CπF (q)
−1 has analytic
continuation to q0 (the zero of F
−1, i.e., pole of F , is canceled by the pole
of (z(q)I − Api)
−1Cπ at q0). In a similar manner, the pair (Bζ , Aζ), where
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Aζ is nζ × nζ and Bζ is r× nζ , captures the zero behavior of F at q0 in the
sense that for some matrix C˜,
F−1(q)−Bζ(z(q)I −Aζ)
−1C˜ (4.3)
is analytic at q0 with the matrix size nζ again as small as possible. We then
refer to (Bζ , Aζ) as a right null pair for F since F (q)Bζ(z(q)I − Aζ)
−1 has
analytic continuation to q0 (the zero of F is cancelled on the right by the
pole of Bζ(z(q)I −Aζ)
−1 at q0).
The nπ × nζ matrix S, called the coupling matrix, is that solution of the
Sylvester equation
AπS − SAζ = CπBζ (4.4)
which encodes the additional information needed to completely specify the
Oq0-row module O
1×r
q0
· F (where Oq0 is the space of germs of functions
holomorphic on a neighborhood of q0). Information equivalent to knowledge
of the row module O1×rq0 ·F is knowledge of right germ of the nondegenerate
meromorphic matrix function F at q0. Here the right germ of F at q0 is
the equivalence class of nondegenerate meromorphic matrix functions on
a neighborhood of q0, where two such functions F and F
′ are considered
equivalent if there is matrix function H holomorphic and invertible on a
neighborhood of q0 such that F
′ = HF .
The precise connection between the right null-pole triple Υ given as in
(4.1) and the module O1×rq0 · F is as follows (see [6] as well as [7, 8] for
the genus 0 case, [20] for an expository treatment of the simple-multiplicity
genus 0 case, and [5] for the Riemann surface case). Suppose the local null-
pole triple Υ of F at q0 ∈M0 has the form (4.1) given in terms of the local
coordinate z at q0. Then
O1×rq0 · F = S(Υ, q0, z) (4.5)
where we set
S(Υ, q0, z) ={x(z(q)I −Aπ))
−1Cπ + h(q) : x ∈ C
1×nπ , h ∈ O1×rq0
such that xS = resq0 [h(q)Bζ(z(q)I −Aζ)
−1]}. (4.6)
The set S(Υ, q0, z) defined by [4.6] will be referred to as the singular subspace
of the 0-admissible Sylvester data set Υ at the point q0 with respect to local
coordinate z. For simplicity we shall assume that it is understood that there
is choice of local coordinate understood and write simply S(Υ, q0). It should
be noted that the residue appearing in this last equation is a matrix residue.
We also point out that the role of the Sylvester equation (4.4) is to guarantee
that the set S(Υ, q0, z) is indeed a left module over Oq0).
Moreover those quintuples of matrices Υ (4.1) which can arise as the
local null-pole triple for a nondegenerate meromorphic matrix function F at
a point q0 are characterized as the 0-admissible Sylvester data sets, i.e., the
quintuples of matrices Υ (4.1) such that:
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(a) Aπ is nilpotent (i.e., σ(Aπ) = {0}) and the input pair (Aπ, Cπ) is
controllable (i.e., span{RanAjπCπ : 0 ≤ j ≤ nπ − 1} = C
nπ),
(b) Aζ is nilpotent (i.e., σ(Aζ) = {0}) and the output pair (Bζ , Aζ) is
observable (i.e.,
⋂nζ−1
j=0 KerBζA
j
ζ = {0}),
(c) S satisfies the Sylvester equation (4.4).
Different local null-pole triples for F are related by a pair of similarities of Aπ
and Aζ . More specifically, if U and V are invertible matrices of appropriate
respective sizes, then
Υ˜ = ((BζU,U
−1AζU), (V
−1AπV, V
−1Cπ), V
−1SU) (4.7)
is also a local null-pole triple for F and any other local null-pole triple (with
respect to the same local coordinate z at q0) has this form. The 0-admissible
Sylvester data sets Υ and Υ˜ given by (4.1) and (4.7) are then said to be
similar Sylvester data sets.
Remark 4.1. In the discussion that follows we will work mainly with rela-
tively automorphic meromorphic matrix functions on the universal cover M̂
of the Riemann surfaces M . If we fix a choice of coordinate for a sufficiently
small neighborhood at a point q0 in a Fundamental Domain M0 ⊂ M̂ and
then use a deck transformation T to lift this coordinate to a coordinate for
a neighborhood of the point T (q0) lying above q0, the relative-automorphy
property of F guarantees that the local null-pole triple at T (q0) for F is
exactly the same as the local null-pole triple at q0 for F (since the invertible
left factor of automorphy ξ(T, u) can be absorbed into the free invertible
matrix left factor H in the definition of right matrix germ). In summary,
this compatible choice of local coordinates leads to identical null-pole triples
for points over the same base point in the fundamental domain M0.
The reader should be aware however that our definitions here correspond
to right null-pole triples (describing the row module O1×rq0 ·F or equivalently
the right matrix germ {H · F : H±1 ∈ Or×rq0 }) whereas the main focus in
[6] is on left null-pole triples which describe the column module F · Or×1q0 or
equivalently the left matrix germ {F ·H : H±1 ∈ Or×rq0 }.
We now illustrate the characterization (4.5) with a simple example.
Example 4.2. Let f be the scalar function defined in local coordinates near
zero by f(u) = u2. Note that
O0 · f = {h(u) =
∞∑
j=0
hju
j holomorphic at 0: h0 = h1 = 0}. (4.8)
On the other hand, any local null-pole triple for f at u = 0 consists only of
a zero pair, i.e., nπ = 0, and the condition in (4.5) collapses to
res0 [h(u)Bζ(uI −Aζ)
−1] = 0. (4.9)
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One choice of null pair for f at u = 0 is the pair (Bζ , Aζ) = ([ 1 0 ] , [ 0 10 0 ]),
where equation (4.3) holds with C˜ = [ 01 ]. If h(u) = h0+h1u+ · · · is analytic
at zero, then
res0
{
h(u) [ 1 0 ] ([ u 00 u ]− [
0 1
0 0 ])
−1
}
= res0
{
h(u) [ 1 0 ]
[
u−1 u−2
0 u−1
]}
=
[
h0 h1
]
.
Combining (4.8) with (4.9), we arrive at a verification of the characterization
(4.5) for this case.
Remark 4.3. We define the adjoint Υ∗ of a 0-admissible Sylvester data set
Υ = ((Bζ , Aζ), (Aπ , Cπ), S)
as the Sylvester data set
Υ∗ = ((C⊤π , A
⊤
π ), (A
⊤
ζ , B
⊤
ζ ),−S
⊤)
whereX⊤ denotes the transpose of the matrixX. If the meromorphic matrix
F locally interpolates Υ at q0, then (F
⊤)−1 locally interpolates the divisor
Υ∗ at q0 (with respect to the same local coordinate).
Let us introduce the notation
D = {(Υq0 , q0) : q0 ∈M0} (4.10)
for a collection of 0-admissible Sylvester data sets
Υq0 = ((Bζq0 , Aζq0 ), (Aπq0 , Cπq0 ), Sq0) (4.11)
tagged to each point q0 ∈ M0. Here it is understood that for each point q0
there is also specified a choice z of local coordinate at q0 in order for the
formula (4.6) for the singular subspace S(Υ, q0, z0) to be well defined. For
definiteness, the sizes of the matrices in Υu0 are specified as follows: Aπu0
is nπu0 ×nπu0 and Cπu0 is nπu0 × r, Aζu0 is nζu0 ×nζu0 and Bζu0 is r×nζu0 ,
and Su0 is a nπu0 × nζu0 matrix for i = 1, . . . , k. We shall also impose the
restriction that the local data (Υu0 , u0) are trivial (i.e., both nπu0 = 0 and
nζu0 = 0) for all but finitely many points u0 = u1, . . . , uk in M0. In the
sequel a data set D as in (4.10) subject to this finite-support restriction will
be referred to as a (right matrix) null-pole divisor. The integer
deg(D) =
∑
u0∈M0
(nζu0 − nπu0 )
is called the degree of the divisor D. In what follows, it will often be as-
sumed that the degree of D is zero. Thus in this case N :=
∑
u0∈M0
nζu0 =∑
u0∈M0
nπu0 .
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For later purposes, it is useful to have a partitioning of the index set
{1, . . . , k} into three types:
I = {i : nπui > 0 while nζui = 0},
II = {i : both nπui > 0 and nζui > 0},
III = {i : nπui = 0 while nζui > 0}. (4.12)
Without loss of generality we may assume that
I = {1, . . . , n∞},
II = {n∞ + 1, . . . , n∞ + nc},
III = {n∞ + nc + 1, . . . , n∞ + nc + n0}.
Then k = n∞ + nc + n0 where n∞ counts the number of points where there
is a pole but no zero, n0 counts the number of points where there is a zero
but no pole, nZ = n0+nc counts the number of points where there is a zero,
and nP = n∞ + nc counts the number of points where there is a pole and
nc counts the number of points in M0 where there there is both a zero and
a pole.
One can lift the data to D̂ on the universal cover M̂ (as in Remark 4.1)
and ask whether there are automorphic meromorphic matrix functions or
relatively automorphic meromorphic matrix functions with respect to a flat
factor of automorphy interpolating the data D̂ on M̂. Such questions were
addressed in [5, 10] and will be discussed below.
Given a null-pole divisor (4.10), we associate a linear matrix-divisor space
L∗(D) of meromorphic (1× r)-row vector functions on M by
L∗(D) = {f ∈ M(M)
1×r : f(q) ∈ S(Υq0 , q0) for all q0 ∈M} (4.13)
or the more general sheaf version: for U equal to any open subset of M ,
define L∗(D)|U by
L∗(D)|U = {f ∈ M(U)
1×r : f(q) ∈ S(Υq0 , q0) for all q0 ∈ U}.
The matrix-divisor space L∗(D) is a matrix analogue of the space L(−D)
for D =
∑
p∈M0
npp a classical scalar divisor (formal sum of points in M0
with multiplicities nq0 such that nq0 = 0 for all but finitely many q0) given
by
L(−D) = {f ∈ M(M) : (f) ≥ D}
where (f) denotes the pole-zero divisor of f . Analogous to what is done
for the scalar-valued case (see [15, Section 29.11]) where one associates a
holomorphic line bundle with a scalar divisor, one can associate a holomor-
phic vector bundle ED with the right matrix null-pole divisor D in such
a way that the space of holomorphic sections of the adjoint bundle E∗D is
isomorphic to the space of meromorphic functions L∗(D) (4.13) as follows.
Given a data set D as in (4.10), by the results from [6] we can find a open
covering U = {Uα}α∈A ofM and invertible r×r-matrix-valued meromorphic
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functions Lα on Uα so that Lα solves the zero-pole interpolation problem
for D restricted to Uα:
O1×rq0 · Lα = S(Υu0 , u0) for all u0 ∈ Uα.
The collection of transition functions
Φα,β = LαL
−1
β ∈ O
r×r
Uα∩Uβ
defines the equivalence class of an r-dimensional holomorphic vector bundle
E∗D on M (with sections locally identified with row vector functions). In
view of the connection (4.5) between interpolants and null-pole subspaces,
we see that: if U is any open subset of M , then the row-vector function f
is in L∗(D)|U if and only if
f |U∩Uα ∈ O
1×r
U∩Uα
· Lα|U∩Uα for all α ∈ A,
i.e., if and only if the function hα(u) := f(u)Lα(u)
−1 is holomorphic on
U ∩ Uα for all α. It then follows that hαLα = hβLβ (= f) on U ∩ Uα ∩ Uβ,
and hence
hβ = hαLαL
−1
β on U ∩ Uα ∩ Uβ. (4.14)
This observation has the implication that the functions {h⊤α }α∈A piece to-
gether to form a holomorphic section for the bundle ED (with sections lo-
cally identified with column vector functions) dual to E∗D and defined via
the collection of transition functions
Φ∗α,β = (Φ
⊤
α,β)
−1 = (L⊤α )
−1((L⊤β )
−1)−1 ∈ Or×rUα∩Uβ .
From the correspondence f |Uα 7→ h
⊤
α = (L
⊤
α )
−1 (f |Uα)
⊤ derived above, we
see that then the matrix-divisor space L∗(D) is in one-to-one correspondence
with holomorphic sections of the bundle ED (with local sections given in the
more conventional form of column-vector functions).
So far, for a given right matrix divisor D, we have obtained an equivalence
between the matrix-divisor space L∗(D) and the vector bundle E
∗
D. We now
explain how one can associate a factor of automorphy ζD on the universal
cover M̂ of M with any divisor D. We let M̂ be the universal cover of M
with projection map ρ : M̂ → M . Let {Uα} be the cover described above
determining the transition functions Φα,β = LαL
−1
β defining the bundle
ED. It can be assumed that this cover is chosen so that for all α, the set
Ûα = ρ
−1(Uα) is the disjoint union ∪{T V̂α : T ∈ G}, where V̂α is a fixed
component of Ûα. For s ∈ Ûα define L̂α(s) = Lα(ρ(s)). Then the collection
of transition functions Φ̂α,β = L̂αL̂
−1
β defines a vector bundle ÊD on M̂ . By
a theorem of Grauert [17], the bundle ÊD is holomorphically equivalent to
the trivial bundle. Thus for each α there exists an invertible holomorphic
matrix functions Hα on Uα such that
HαL̂αL̂
−1
β H
−1
β = I.
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The meromorphic matrix function defined on M̂ by FD(u) = Hα(u)L̂α(u)
for u ∈ Ûα is a trivialization of the left factor of automorphy
ζD(T, u) = FD(Tu)F
−1
D (u) (4.15)
associated with the divisor D, i.e., one can verify: FD is a well-defined
invertible r × r matrix-valued meromorphic function on M̂ satisfying (1)
FD(Tu) = ζD(T, u)FD(u) for all u ∈ M̂ , and (2) FD has right null-pole
divisor D at points in ρ−1(q0) for all q0 ∈ M0 (with compatible choice
of local coordinates as in Remark 4.1), i.e., we have obtained an (albeit
not particularly constructive) solution of the Third Interpolation Problem
mentioned in the Introduction.
Thus the matrix-divisor space L∗(D) lifts to the space L̂∗(D) consisting of
all meromorphic row-vector functions f̂ on M̂ such that (1) f̂(q) ∈ S(Υq0 , q0)
for all q0 ∈ M̂ , and (2) f̂ is relatively automorphic with factor of automorphy
ζD:
f̂(Tu) = ζD(T, u)f̂(u) for all T ∈ G.
Now that we have identified a global solution FD of the interpolation problem
for divisor D (lifted to M̂), we may adjust the correspondence (4.14) between
L∗(D) and the space of holomorphic section of E
∗
D to the global form
f̂ 7→ ĥ := (F⊤D )
−1f̂⊤ (4.16)
which puts the elements of L̂∗(D) in one-to-one correspondence with global
holomorphic column-vector functions ĥ which are relatively automorphic
with (left) factor of automorphy ζ∗D := (ζ
⊤
D )
−1: ĥ(Tu) = ζ∗D(T, u)ĥ(u).
In short, the bundle E∗D corresponds to the factor of automorphy ζD on
M̂, given as in (4.15) in terms of the trivialization FD, with the space of
holomorphic sections H0(ζ∗D) of the dual factor of automorphy ζ
∗
D being
holomorphic vector functions as in (4.16).
4.2. Trivializations of flat factors of automorphy via divisor con-
structions. In the case where degD = 0, a method developed in [5] leads
to a condition sufficient for the existence of a trivializations of ζD where the
entries have only limited poles over points on M in a nonspecial divisor of
degree g. In order to formulate this result, we first recall some basic results
about holomorphic vector bundles.
A nonnegative degree g divisor D = p1 + · · ·+ pg on the closed Riemann
surface of genus g is called a nonspecial divisor in case i(D) = 0, where i(D)
is the dimension of the space of meromorphic 1-forms ω whose divisor (ω)
satisfies (ω) ≥ D. As is customary, the collection of nonnegative divisors of
degree g can be identified with the (topological) g-fold symmetric product
M (g). The collection of nonspecial divisors forms an open subset ofM (g) and
given the nonspecial divisorD, there is a nonspecial divisorD′ = p1+· · ·+pg
close to D where the points p′1, . . . , p
′
g are distinct [13, page 91]. It follows
from the Riemann-Roch Theorem [13, page 73] that the nonnegative degree
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g divisor is nonspecial if and only if the degree g − 1 divisor D0 = D − p0
satisfies h0(λD0) = 0, where as is customary, h
0(λD0) is used to denote
the dimension of the space of holomorphic sections of the line bundle λD0
associated with the divisor D0 or, equivalently, the dimension l(D0) of the
linear space L(D0) of meromorphic functions f on M whose divisors satisfy
(f)+D0 ≥ 0; here and in the sequel, p0 is any point disjoint from p1, . . . , pg.
In case D is nonspecial, then by the Riemann-Roch Theorem the degree
g − 1 divisor D0 = D − p0 satisfies
h0(λD0) = h
0(λ−1D0κ) = 0,
where κ is the canonical line bundle. Applying the Jacobi inversion theorem
(see e.g. [13, page 97]) to the divisor (λ−1D0κ) + p0, one obtains a linearly
equivalent degree g divisor D˜ = p˜1 + · · ·+ p˜g. The degree g − 1 divisor
D˜0 = p˜1 + · · · + p˜g − p0
is equivalent to the divisor (λ−1D0κ) and therefore also satisfies l(D˜0) = 0. As
noted above, it follows that D˜ = p˜1 + · · ·+ p˜g is nonspecial.
It is a consequence of Weil’s characterization of flat bundles [26] (see also
[19, page 110]) that a rank r bundle E of degree zero over M will be flat
in case, for some line bundle λ of degree g − 1, one has h0(λ ⊗ E) = 0. In
case of genus one, this condition is also sufficient. In particular, if the line
bundle λ has the form λD0 where D0 = p1 + · · ·+ pg − p0 with p1 + · · ·+ pg
nonspecial and E is a rank-r vector bundle of degree zero over M such that
h0(λD0 ⊗ E) = 0, (4.17)
it follows that E is flat. In such a case we will say that the degree-0 vector
bundle E has the property NSF (nonspecial flat). To summarize the preced-
ing discussion in terms of the notion of NSF bundles, we see that any NSF
bundle is flat and in the genus 1 case the classes of flat and NSF bundles
coincide. The goal of this section (see Theorem 4.8 below) is to show that,
given a flat factor of automorphy ζ associated with an NSF bundle Eζ , there
is a meromorphic matrix function F automorphic with respect to ζ having
matrix divisor supported on only g+1 points. Before arriving at this result,
we need to go through a number of preliminaries.
The property NSF is symmetric with respect to bundle adjoints on the
collection of degree zero bundles. Indeed, if E has property NSF and (4.17)
holds, then it follows from the Riemann-Roch Theorem for vector bundles
(see [19, page 64]) that
h0((λD0)
−1κ⊗ E∗) = 0.
As mentioned earlier, the line bundle λ−1D0κ is equivalent to a degree g − 1
line bundle λ˜ associated with a divisor of the form
D˜0 = p˜1 + · · ·+ p˜g − p0,
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where the nonnegative degree g divisor p˜1+ · · ·+ p˜g is nonspecial. Thus E
∗
has property NSF.
Remark 4.4. As noted in [5], there are examples in higher genus of degree
0 (even semi-stable) rank 2 bundles where h0(λ⊗E) 6= 0 for all degree g−1
line bundles λ.
Following [5], we introduce automorphic meromorphic matrix functions
on M̂ that have a prescribed (left) pole pair (Aπ, Cπ) at the point Gw where
w is a fixed point in the fundamental domain M0. To this end let D0
be a divisor of degree g − 1 on M of the form D0 = p1 + · · · + pg − p0,
where p1 + · · · + pg is nonspecial and such that the points p0, p1, . . . , pg are
distinct from w. We also fix a local coordinate z for M0 centered at w (so
z(w) = 0). Since h0(λD0) = 0, it follows that for any integer k ≥ 1 there
is a unique meromorphic function fD0kw on M , equivalently, an automorphic
meromorphic function on M̂ , whose divisor satisfies (fD0kw ) + D0 + kw ≥ 0
and which is normalized so that the principal part of the Laurent series at
w with respect to the local coordinate z at w has the form z(u)−k (see [5,
page 147]). Suppose that A is the n× n Jordan cell
A =

0 1
. . .
. . .
0 1
0
 .
Introduce the matrix function
fD0w,A =

fD0w f
D0
2w f
D0
3w · · · f
D0
nw
fD0w f
D0
2w
. . .
...
. . .
. . . fD03w
. . . fD02w
fD0w

(4.18)
where as usual unspecified entries are equal to 0. This definition is extended
to an arbitrary nilpotent matrix A by setting fD0
w,SAS−1
= SfD0w,AS
−1 and
fD0w,A1⊕A2 = f
D0
w,A1
⊕ fD0w,A2, where S is an invertible matrix. It follows that
for any nilpotent matrix N the difference
fD0w,N(u)− ((z(u)I −N)
−1
is analytic at u = w. This last statement follows from the fact that, when
N is r× r Jordan cell with eigenvalue 0, the local (left) pole pair of fD0w,N at
w has the form (Aπ, Cπ) = (N, Ir). The only other poles of entries of the
meromorphic matrix function fD0w,N are at the points p1, . . . , ps of the divisor
D0. In fact, if the divisor D0 is written in the form
D0 = n1p1 + · · ·+ nsps − p0,
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where the distinct points p1, . . . , ps appear with the positive multiplicities
n1, . . . , ns, respectively, then at p1, . . . , ps the entries of f
D0
w,N have poles of
order at most n1, . . . , ns, respectively.
Let the degree g − 1 divisor D0 = p1 + · · · + pg − p0 be as above with
points p0, p1, . . . , pg distinct from points u1, . . . , uk on which D is supported.
For D a right matrix null-pole divisor supported at the points u1, . . . , uk as
in (4.10) with the set of indices {1, . . . , k} partitioned into subsets I, II,
III as in (4.12), we introduce the space MD0D of r-dimensional row-vector
meromorphic functions on M given by
k = u0 +
∑
i∈I∪II
uif
D0
ui,Aπui
Cπui , (4.19)
where u0 ∈ C
1×r and ui ∈ C
1×nπui , i = 1, . . . , nP . The linear map T from
C
1×(r+nu1+···+nunP
) to MD0D that associates the vector
[
u0 u1 · · · unP
]
with the vector k given by (4.19) is one-to-one. Indeed, if
k = T(
[
u0 u1 · · · unP
]
) = 0,
then the singular part of k at ui or, equivalently, the singular part of
ui(zi(u)I −Aπi)
−1Cπui
(where zi is the local coordinate at ui) at ui, is zero. This leads one to
conclude that uiA
j
πui
Cπui = 0 for j = 0, 1, . . . , nπui − 1. The controllability
of the pair (Aπui , Cπui) for each i = 1, . . . , nP implies that ui = 0. As u0 is
the value of k at p0 (since each f
D0
ui,A
vanishes at p0), we get u0 = 0 as well.
We conclude that T is one-to-one.
When one assumes that the meromorphic matrix function k has the form
(4.19), there is a convenient test for identifying when k ∈ O1×rui ·FD for each
of the points ui (i = 1, . . . , k = n∞ + nc + n0) in the support of the matrix
divisor D. Before presenting this result we need some additional notation.
For i ∈ I ∪ II and j ∈ II ∪ III and i 6= j in case both i and j are in II, let
ΓD0D,ij = −resu=uj [f
D0
ui,Aπui
(u)CπuiBζuj ((zj(u)I −Aζuj )
−1] (4.20)
and for i and j both in II with i = j, let
ΓD0D,ij = Γ
D0
D,jj =: Suj
− resuj
[(
fD0uj ,Aπuj
(u)− (zj(u)I −Aπuj )
−1
)
CπujBζuj (zj(u)I −Aζuj )
−1
]
.
(4.21)
These matrices form the block entries for an nP × nZ block matrix Γ
D0
D
having rows indexed by i ∈ I ∪ II and columns indexed by j ∈ II ∪ III:
ΓD0D = [Γ
D0
D,ij]i∈I∪II,j∈II∪III. (4.22)
We are now able to describe and prove the following result.
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Proposition 4.5. Assume that the meromorphic row-vector function k has
the form (4.19). Then k ∈ O1×rui FD for each point ui in the support of D if
and only if
u0Bζ = rowi∈I∪II[ui] · Γ
D0
D (4.23)
where Bζ = rowi∈II∪III[Bζi ].
Proof. Suppose k is given in the form (4.19) and one wishes to investigate
if this meromorphic row-vector function belongs to O1×ru · FD at u = uj for
j ∈ I ∪ II ∪ III.
If j ∈ I, no extra condition is required: k is already of the correct form
to be in the O1×ruj · FD.
For j ∈ III, then using the description (4.5) one sees that the germ of k
belongs to O1×r({uj}) · FD if and only if
resu=uj
{[
u0 +
nP∑
i=1
uif
D0
wi,Aπi
(u)Cπi
]
Bζj(zj(u)I −Aζj )
−1
}
= 0,
or, equivalently,
u0Bζj =
nP∑
i=1
uiΓ
D0
D,ij. (4.24)
For j ∈ II, we rewrite k near uj as
k =[uj(zj(u)I −Aπuj )
−1Cπj ]
+
[(
u0 +
∑
i∈I∪II
uif
D0
ui,Aπui
Cπui
)
− uj(zj(u)I −Aπuj )
−1Cπj
]
.
Note that the second bracketed term in this decomposition is holomorphic
at uj since the singular parts at uj cancel out. We then apply the charac-
terization (4.5) to this decomposition to see that k ∈ O1×kuj FD if and only
if
resu=uj
{[(
u0 +
∑
i∈I∪II
uif
D0
ui,Aπui
Cπui
)
− uj(zj(u)I −Aπuj )
−1Cπj
]
·
· Bζuj (zj(u)I −Aζuj )
−1
}
= ujSuj .
This condition collapses to (4.24) for the case where j ∈ II.
When we arrange the conditions (4.24) as an equality of two block row
matrices (with block-row entries indexed by j ∈ II ∪ III), we arrive at the
single matrix equation (4.23). As the analysis is necessary and sufficient,
the result of Proposition 4.5 follows. 
The subspace (MD0D )0 of M
D0
D consisting of the meromorphic functions
k on M of the form (4.19) with u0 = 0 was used in [5] to describe the
holomorphic sections of (λ−D0⊗ED)
∗ ∼= λD0⊗E
∗
D. In fact, what is described
directly is the matrix-divisor subspace L∗((−D0) ⊗ D) for the right matrix
divisor (−D0)⊗ D. By the discussion in Section 4.1, we see that the space
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L∗((−D0) ⊗ D) is isomorphic to the space of holomorphic sections for the
bundle (λ−D0 ⊗ED)
∗. That is, after taking transposes, the space of sections
of the bundle λD0 ⊗E
∗
D is seen to be equivalent to the space L∗((−D0)⊗D)
of multivalued functions k on M satisfying k ∈ O1×ru ·FDf
−1
D0
where fD0 is a
trivialization of the line bundle λD0 (with classical line bundle conventions).
As noted in [5, page 149], L∗((−D0) ⊗ D) can be identified concretely as a
subspace of (MD0D )0; the result is as follows.
Proposition 4.6. Let D0 be a degree g − 1 divisor of the form n1p1 +
· · ·+ nsps − p0, where D = n1p1 + · · ·+ nsps is a nonspecial divisor and let
the degree zero null-pole divisor D be of the form (4.10) with partitioning
of indices as in (4.12). Define the block matrix ΓD0D as in (4.22). Then the
matrix-divisor space L∗((−D0)⊗D) of the divisor (−D0)⊗D, an isomorphic
copy of the space of holomorphic sections of the bundle λD0 ⊗ E
∗
D, is equal
to the subspace of row vector meromorphic functions k in (MD0D )0, i.e., k
has the form (4.19) with u0 = 0
k =
∑
i∈I∪II
uif
D0
ui,Aπui
Cπui , (4.25)
where the row vector u = rowi∈I∪II[ui] satisfies
uΓD0D = 0. (4.26)
In particular, h0(λD0 ⊗ E
∗
D) equals the dimension of the left-kernel of Γ
D0
D
acting on C
1×(nπu1+···+nπunP
)
.
Proof. By assumption the points p0, p1, . . . , pg are assumed to be disjoint
from the points ui (i ∈ I ∪ II ∪ III) of the support of D. Thus the criterion
(4.23) from Proposition 4.5 (applied with u0 = 0) informs us that any k
of the form (4.25) is in O1×rui · FDf
−1
D0
for each point ui in the support of
D. Moreover, since each function fD0ui,Aπui
(i ∈ I ∪ II) has a simple pole at
each pi and a simple zero at p0, we see that any k of the form (4.25) is in
O1×rpj · FDfD−10
for j = 0, 1, . . . , g as well.
Conversely we argue that any function k′ in L∗((−D0) ⊗ D) necessarily
has the form (4.25) as follows. We choose vectors u1, . . . ,unP so that the
function k given by (4.25) has the property that its singularities at the points
u1, . . . , unP exactly cancel the singularities of k
′ at these points, i.e., so that
k− k′ is analytic on M \ {p0, p1, . . . , pg}.
From the assumptions on k and k′, it follows that each matrix entry of k−k′
is in the classical divisor space L(D0). As D is nonspecial, it follows that
k− k′ = 0, i.e., k = k′ is in the space (M
D)
D )0. 
The content of Proposition 4.6 is essentially the same as Theorem 6 from
[5]; we note that our analysis here also corrects some misprints in the formula
for Γλ given in [5, page 149].
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If the divisor D given as in (4.10) has degree zero, then it follows from
Proposition 4.6 that a necessary and sufficient condition for the bundle ED
(or, equivalently, E∗D) to have property NSF is that there be a choice of
nonspecial divisor D = p1 + · · · + pg so that, with D0 = p1 + · · · + pg − p0,
the associated matrix ΓD0D is invertible.
The matrix ΓD0D can be used to give criteria for the existence of a nonde-
generate (i.e., with determinant not vanishing identically) r×r-meromorphic
matrix function with controlled pole behavior. To see this let D be given
as in (4.10) and D0 = p1 + · · · + pg − p0 be a divisor of degree g − 1 with
D = p1 + · · ·+ pg a nonspecial divisor. As usual we assume that the points
p0, p1 . . . , pg of D0 are distinct from the points u1, . . . , uk (k = n∞+nc+n0)
of the divisor D. Introduce the r × r meromorphic matrix function
K = U0 +
∑
i∈I∪II
Uuif
D0
ui,Aπui
Cπui , (4.27)
where the matrix Ui ∈ C
r×nπui for i = 1, . . . , nP and U0 is r × r.
Proposition 4.7. Let D be a rank r degree zero right matrix null-pole divisor
on M of the form (4.10) and let D0 be a divisor of degree g − 1 of the
form D0 = n1p1 + · · · + nsps − p0 (p0, p1, . . . , ps taken to be distinct with
multiplicities nj ≥ 0, j = 1, . . . , s) satisfying n1 + · · · + ns = g) such that
n1p1 + · · · + nsps is a nonspecial divisor and the points p0, p1, . . . , ps are
all distinct from the points u1, . . . , uk(k = n∞ + nc + n0). Let K be the
meromorphic matrix function given in (4.27). The condition
U0 · rowj∈II∪III[Bζnζj
] = rowi∈I∪II[Ui] · Γ
D0
D (4.28)
is necessary and sufficient for the germ of the meromorphic matrix function
K given by (4.27) at u0 to satisfy
Or×ru0 K ⊂ O
r×r
u0
FD for all u0 ∈M \ {p1, . . . , pg}. (4.29)
In particular, if ΓD0D is invertible, then for a fixed r×r-matrix U0 there exists
a unique meromorphic matrix function K satisfying
(1) K(p0) = U0,
(2) K satisfies (4.29), and
(3) each entry of K has a possible pole at pj of order at most nj for
j = 1, . . . , s.
Proof. The existence part of the result follows from the condition (4.24)
which gives necessary and sufficient conditions for the rows of K to belong
to O1×ru0 · FD. We omit further detail. As for the uniqueness, the conditions
imply that each entry of K has its only poles in {ui : i ∈ I∪ II}∪{p1, . . . , ps}
with the various multiplicities controlled by D and D0. This forces K to
have the form (4.27). Specifying the value of K at p0 determines the matrix
U0. The fact that K ∈ O
r×r
uj
FD for j ∈ II ∪ III then leads to the system of
equations (4.28) which is just a matrix version of (4.23). The assumption
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that ΓD0D is invertible then leads to the remaining coefficients U1, . . . , UnP
being uniquely determined. 
Proposition 4.7 as presented here is a corrected version of Proposition 8
from [5, p. 152]. (The assertion that F−1 is analytic off {z1, . . . , zk, p0, . . . , pg}
should not have been included in the statement of Proposition 8 in [5, p.
152].)
We can now establish the following result:
Theorem 4.8. Let E be a rank r vector bundle of degree zero over the
closed Riemann surface M of genus g and let ζ be the corresponding factor
of automorphy on M̂ . If the vector bundle E has property NSF, then there
exists a nonspecial divisor Dns, which we write out in the more detailed
form Dns = n1p1 + · · · + nsps where p1, . . . , ps are distinct with respective
multiplicities n1, . . . , ns adding up to g, and a trivialization F of ζ such that
the only poles of entries of F are at points in M̂ over the points pj in the
support of Dns, with pole order at pj at most equal to the multiplicity nj of
pj in Dns for j = 1, . . . s.
Proof. Assume that E has property NSF. Then we may choose a nonspecial
divisor D so that h0(λD ⊗ E) = 0 Let G be a trivialization of the factor of
automorphy ζ∗ associated with E∗, so that G∗ = (G
⊤)−1 is a trivialization
of the factor of automorphy ζ associated to E. Let D be the right matrix
divisor of G restricted to M0. Note that E
∗ ∼= E∗D. Since h
0(λD0 ⊗ ED) =
h0(λD0 ⊗ E) = 0, it follows from Proposition 4.6 that the matrix Γ
D0
D is
invertible. We may then apply Proposition 4.7 to get a uniquely determined
nondegenerate meromorphic matrix functionK satisfying properties (1), (2),
(3) with U0 = Ir (or any invertible matrix). By taking transposes, we may
conclude from property (2) that the germ of K⊤ belongs to G⊤ · Or×ru0 =
(G∗)
−1 · Or×ru0 for u0 6= p1, . . . , pg. Thus G∗K
⊤ is analytic off p1, . . . , pg.
Since K is a nondegenerate meromorphic function, F = G∗K
⊤ of ζ is also a
trivialization of ζ. The only poles of entries of F are at the points pj, with
multiplicity at most nj, j = 1, . . . , s. Thus F is a trivialization of ζ with the
desired properties. 
The next result assures us that degree zero vector bundles having property
NSF always have trivializations with pole behavior analogous to that of the
trivializations (2.11) when g = 1. The proof of this result depends on the
fact that the entries of the matrix ΓD0D depend continuously on the divisor
D; we postpone the proof of this latter result to Section 4.4 where we discuss
explicit formulas for the entries of the matrix ΓD0D .
Theorem 4.9. Let E be a rank r vector bundle of degree zero over the
closed Riemann surface M of genus g and let ζ be the corresponding factor
of automorphy on M̂ . If the vector bundle E has property NSF, then there
exists a non-special divisor p1 + · · · + pg, where the points p1, . . . , pg are
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distinct and a trivialization F of ζ such that the only poles of entries of F
are simple poles at points in M̂ over the points p1, . . . , pg.
Proof. Suppose that the bundle E has property NSF with associated non-
special divisor D = p1 + · · · + pg and D0 = p1 + · · · + pg − p0 such that
h0(λD0 ⊗ E) = 0. Again by Proposition 4.6 we get that the matrix Γ
D0
D is
invertible. A consequence of [13, page 91] already noted is that the nonspe-
cial divisor D = g1 + · · · + pg can be approximated arbitrarily well (in the
topology of M (g)) by a nonspecial divisor D′ = p′1 + · · ·+ p
′
g with p
′
1, . . . , p
′
g
distinct. The block entries of the matrix ΓD0D involve the building blocks
fD0kw as in formula (4.18). We keep the local admissible Sylvester data sets
Υq0 (4.11) fixed and perturb only the divisor D0. Then the matrix entries
of ΓD0D move continuously as long as the canonical scalar functions f
D0
kw are
continuous with respect to the support p1 + · · ·+ pg ∈M
(g) of D0, which is
precisely the content of Corollary 4.16 discussed below. Since invertibility is
an open condition, it follows that Γ
D′0
D is again invertible as long as the point
(p′1, . . . , p
′
g)) is arranged to be sufficiently close to (p1, . . . , pg) in M
(g). We
now use the construction in Theorem 4.8 to see that E has a trivialization F
having only possible poles occurring at the points p′1, . . . , p
′
g with pole order
at p′j at most 1. 
4.3. Automorphic interpolants with given divisor. Let D be a degree
zero null-pole divisor. We say that the meromorphic r × r matrix-valued
function F interpolates the right matrix null-pole divisor D if
Or×ru0 F = O
r×r
u0
FD for all u0 ∈M. (4.30)
An equivalent condition is that
O1×ru0 F = S(Υu0 , u0) for all u0 ∈M
if the divisor D is given in terms of tagged 0-admissible Sylvester data sets as
in (4.10). We now present our solutions of the First and Second Interpolation
Problems from the Introduction.
To formulate the solution, it is useful to introduce another definition and
some additional notation. Given the degree zero null-pole divisor D as in
(4.10), let us say that a divisor D0 is D-admissible if D0 is a degree (g − 1)
divisor of the form
D0 = p1 + · · · + pg − p0 (4.31)
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where D = p1+ · · ·+ pg is nonspecial with distinct points p0, . . . , pg distinct
from u1, . . . , uk (k = n∞ + nc + n0). The additional notation is:
Rij = respj [f
D0
ui,Aπi
(u)Cπi ] for i = 1, . . . , nP , j = 1, . . . , g,
R =
 R11 · · · R1g... ...
Rn
P
1 · · · Rn
P
g
 , FD0Aπ (u) = diag.i∈I∪II[fD0ui,Aπi (u)],
Bζ = rowj∈II∪III[Bζi ], Cπ = col.j∈I∪II[Cπj ]. (4.32)
Theorem 4.10. Let D be a degree zero null/pole divisor as in (4.10). Then:
(1) Solution of the First Interpolation Problem: The First Inter-
polation Problem has a solution, i.e., there exists a (single-valued)
meromorphic function F on M which interpolates the divisor D, if
and only if, for any choice of D-admissible divisor D0 as in (4.31),
the the matrix ΓD0D given by (4.22) is invertible with inverse (Γ
D0
D )
−1
satisfying the side constraint (with notation as in (4.32))
Bζ(Γ
D0
D )
−1R = 0. (4.33)
When this is the case, then the unique interpolant with invertible
value U0 at p0 is given by
K(u) = U0(Ir +Bζ(Γ
D0
D )
−1FD0Aπ (u)Cπ) (4.34)
(2) Solution of the Second Interpolation Problem: A sufficient
condition for the Second Interpolation Problem to have a solution,
i.e., for the existence a relatively automorphic meromorphic matrix
function F̂ on M̂ with a flat factor of automorphy ζ
F̂
which inter-
polates the null/pole divisor D, is that there exist a D-admissible
divisor D0 as in (4.31) so that the matrix Γ
D0
D given by (4.22) is
invertible. If M has genus g = 1, then this sufficient condition is
also necessary.
Proof. Statement (2) is the content of Corollary 7 from [5]. It remains to
verify statement (1).
Assume first that there is an r× r-meromorphic matrix function G on M
interpolating the null-pole data D. We first note that the existence of such
a G is equivalent to the holomorphic triviality of the the bundle ED and the
factor of automorphy ζD. As a consequence, h
0(λD0 ⊗ E
∗
D) = 0. It follows
from Proposition 4.6 that ΓD0D is invertible.
For each i ∈ I ∪ II, near ui (i ∈ I ∪ II) there is a r × nπi- matrix B˜i such
that
G(u)− B˜i((u− ui)−Aπi)
−1 (4.35)
is analytic. Let K be the meromorphic matrix function
K = G(p0) +
nP∑
i=1
B˜if
D0
wi,Aπi
Cπi ,
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which is of the form (4.27). It follows that the matrix function H = G−K
can only have poles at p1, . . . , pg. Moreover, the divisors (Hij) of the entries
Hij of H = G−K satisfy (Hij) +D0 ≥ 0. Thus G = K. Since G does not
have poles at the points p1, . . . , pg, then[
B˜1 . . . B˜nP
]
R = 0. (4.36)
From the fact that K ∈ Or×rui FD for i ∈ II ∪ III, application of the criterion
(4.23) to each row of K shows that[
B˜1 · · · B˜nP
]
ΓD0D = G(p0)Bζ .
As both ΓD0D and G(p0) := U0 are invertible, we may solve uniquely for[
B˜1 · · · B˜nP
]
to get[
B˜1 · · · B˜nP
]
= U0Bζ(Γ
D0
D )
−1.
Substituting this expression for B˜i into (4.36) and (4.35) leads us to the
validity of the side condition (4.33) and to the formula (4.34) for G.
We next turn to the sufficiency of the stated conditions. We define K(u)
by (4.34). Note that K has the form (4.27) with[
Uu1 · · · UunP
]
= U0
[
Bζ1 · · · BζnP
]
(ΓD0D )
−1.
By Proposition 4.7, K is the unique meromorphic matrix function satisfying
conditions (1), (2), (3) in Proposition 4.7. The fact that condition (4.33)
is satisfied tells us that K has no poles in {p1, . . . , pg}. We conclude that
condition (4.29) actually holds at all u0 ∈M . It remains to show that (4.29)
actually holds with equality on all of M .
To this end we let FD be a trivialization of ζD. We now view K as an
automorphic meromorphic matrix function on all of M̂ . From condition
(4.29) we read off that the r× r matrix function H := KF−1D is holomorphic
on all of M̂ . Note that K(p0) = U0 is invertible, so detK does not vanish
identically. As detK is a single-valued meromorphic matrix function on
M , the winding number of detK around the boundary of the fundamental
domainM0 is zero. The function FD a priori is multivalued when considered
as a function on M , but since it is interpolating the divisor D which has
degree equal to 0, it follows that the winding number of detFD around the
boundary of M0 is also zero. As a consequence, detH has no zeros on M0.
This implies H is invertible on M̂ and hence
Or×ru0 K = O
r×r
u0
HFD = O
r×r
u0
FD
for all u0 ∈ M̂ , i.e., equality holds in (4.29) for all u0 as required. This
completes the proof. 
Remark 4.11. The First Interpolation Problem was addressed in [4] for
the case g = 1 and in [5] (see Theorem 9 there) for the case of arbitrary
genus. The result in [4] stated the result only for the simple multiplicity
case; the actual statement was somewhat more cumbersome since it was
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missed there that the matrix ΓD0D necessarily is invertible. Theorem 9 in
[5] handles the general multiplicity case but the proof there has a gap since
it appears to rely on the misstatements in Proposition 8 there mentioned
above. The present proof uses the corrected version (Proposition 4.7 above)
of Proposition 8 from [5].
Remark 4.12. Interpolation problems for relatively automorphic meromor-
phic matrix functions on Riemann surfaces closely related to those consid-
ered here were also studied in [9, 10]. The problem considered in [10] was
as follows:
(IV) Fourth Interpolation Problem: Given two flat factors of auto-
morphy ζ˜ and ζ such that h0(E
ζ˜
⊗∆) = h0(Eζ ⊗∆) = 0 where ∆ is
a line bundle (or divisor) of half-order differentials (see Section 4.4
below) and given a left matrix null/pole divisor D onM (assumed to
have pole and zero order of at most 1 at each point), find a meromor-
phic matrix function Ĝ on M̂ so that (i) Ĝ(Tu) = ζ˜(T )Ĝ(u)ζ(T )−1
for all u ∈ M̂ and deck transformations T , and (ii) the null/pole
structure of F on M is as prescribed by D.
The interpolation problem considered in [9] was the same with two modifica-
tions: (1) rather than specifying the input factor of automorphy ζ (or equiv-
alently, the associated bundle Eζ), it was only specified that there should be
such a bundle and part of the problem was to solve also for this bundle, and
(2) the formulation was more concrete: it was assumed that M is the nor-
malizing Riemann surface for an algebraic curve C = {µ ∈ Pw : p(µ) = 0}
embedded in projective space P2 and that the given bundle E
ζ˜
and the bun-
dle to be found Eζ are presented concretely as kernel bundles associated with
determinantal representations of the polynomial pr (r equal to the rank of
the E
ζ˜
and Eζ):
E
ζ˜
= {((µ, u) : µ ∈ C, u ∈ CM : (µ2σ˜1 + µ1σ˜2 + µ0γ˜)u = 0},
Eζ = {((µ, u) : µ ∈ C, u ∈ C
M : (µ2σ1 + µ1σ2 + µ0γ)u = 0}
where
p(µ)r = det(µ2σ˜1 + µ1σ˜2 + µ0γ˜) = det(µ2σ1 + µ1σ2 + µ0γ).
The precise connection between the Fourth Interpolation Problem and the
variant considered in [9] is explained in some detail in Section 6 of [10]
To compare Problems (IV) and (I), we identify a special case of Problem
(IV) which can be related to a special case of Problem (I) as follows. We
first note that one point of incompatibility between the two problems is
that Problem (IV) is formulated in terms of a left matrix null/pole divisor
while Problem (I) is formulated in terms of a right matrix null/pole divisor.
However, if D as in (4.10) and (4.11) is a right matrix null/pole divisor, then
D′ = {Υq0 : q0 ∈M0} with
Υ′q0 = {(Cπq0 , Aπq0 ), (Aζq0 , Bζq0 ),−Sq0)
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is a left matrix null/pole divisor and if the meromorphic matrix function
F̂ has right null/pole structure fitting D if and only if G = F−1 has left
null/pole structure fitting D′. Thus we may reformulate Problem (IV) in
terms of F = G−1 rather than F : then we must have an F with prescribed
right null/pole structure prescribed by the right matrix null/pole divisor D
over M0 which in addition has the relative automorphy property
F (Tu) = ζ(T )F̂ (u)ζ˜(T )−1. (4.37)
If we also insist that ζ = ζ˜ = ζ0⊗ Ir for a flat scalar factor of automorphy
ζ0, then the relative automorphy property (4.37) imposed on F just means
that F is automorphic: F (Tu) = F (u) for all deck transformations T . Let
D = p1 + · · · + pg be a nonspecial divisor and choose ζ0 to be the flat
line bundle so that so that ζ0 ⊗ ∆ = λD0 where D0 = D − p0. Then
the reformulation of Problem (IV) becomes exactly Problem (I). The one
additional point is that the work in [10] was only carried out for the case
where the divisor D has pole and zero order of at most 1 at each point. To
compare solutions, for simplicity we shall also insist that poles and zeros are
disjoint and of multiplicity 1.
We therefore assume that there are points µ1, . . . , µN ∈ M (the poles)
and λ1, . . . , λN ∈M (the zeros), all distinct, along with a specified nonzero
1× r row vector uj (the left pole vector at µj) and a nonzero r × 1 column
vector xj (the right null vector at λj) (j = 1, . . . , N) so that
Υq0 =

((xj , 0), (∅, ∅), ∅) if q0 = µj,
((∅, ∅), (0, ui), ∅) if q0 = λi,
∅ otherwise.
(4.38)
Then the solution criterion from [10, Theorem 3.1] (after transcription from
right to left formulation as explained above) is: a (necessarily unique) solu-
tion exists if and only if
Γ0 =
[
Γ0ij
]N
i,j=1
= [−ui (K(ζ0;µi, λj)⊗ Ir) xj]
N
i,j=1 (4.39)
is invertible, together with a linear side-constraint to guarantee that the so-
lution has no poles at the points p1, . . . , pg. Here K(ζ0; ·, ·) is the Cauchy
kernel associated with the flat factor of automorphy ζ0 (see the appendix
Section 4.4 below for a brief introduction to this Cauchy kernel).
We note that the same problem has a solution via statement (1) in The-
orem 4.10: a (necessarily unique) solution exists if and only if the matrix
ΓD0D = [−resp=λjf
D0
µi
(p)xiuj(zλj )
−1]Ni,j=1
is invertible, together with a linear side-constraint to guarantee that the solu-
tion has no poles at the points p1, . . . , pg. By our assumptions that poles and
zeros are distinct, fD0µi is analytic at λj . From the formula (4.72) explained
in Theorem 4.14 below, there is a connection between the building-block
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functions fD0µ and the Cauchy kernel, namely:
fD0µi (λj) =
K(ζ0;λj , µi)
K(ζ0;λj , p0)
K(ζ0;µi, p0).
Trivially resp=λj (zλj )
−1 = 1 (where zλj is the local coordinate onM centered
at λj). Hence the formula for Γ
D0
D in this case becomes
ΓD0D =
[
−fD0µi (λj)xiuj
]N
i,j=1
. =
[
−
K(ζ0;λj , µi)
K(ζ0;λj, p0)
K(ζ0;µi, p0)xiuj
]N
i,j=1
.
(4.40)
We note that the matrix ΓD0D is equal to the matrix Γ
0 (4.39) multiplied on
the left and on the right by invertible diagonal matrices, i.e., invertibility
of Γ0 is equivalent to invertibility of ΓD0D . In this way we see directly the
equivalence of the solutions of this special interpolation problem as given by
Theorem 4.10 and as given by Theorem 3.1 in [10].
Remark 4.13. Abel’s theorem. Let us specialize the setting of Remark
4.12 even further by assuming that r = 1, i.e., we wish to solve for a scalar
meromorphic function (or more generally, relatively automorphic function
with flat factor of automorphy) on M̂ with prescribed distinct simple zeros
λ1, . . . , λN and prescribed distinct simple poles µ1, . . . , µN in M . We there-
fore assume that the divisor D is given as D = {Υq0 : q0 ∈ M} where Υq0
is given as in (4.38) with each uj and xi taken to be the complex number
1. When combined with formula (4.69) from the Appendix for the Cauchy
kernel, we see that the formula (4.40) for ΓD0D simplifies further to
ΓD0D =
[
−fD0µi (λj)
]N
i,j=1
=
[
−
K(ζ0;λj , µi)K(ζ0;µi, p0)
K(ζ0;λj , p0)
]N
i,j=1
(4.41)
=
[
−
1
θ(e)
θ(φ(µi)− φ(λj) + e)
E∆(µi, λj)
E∆(p0, λj)
θ(φ(p0)− φ(λj) + e)
θ(φ(p0)− φ(µi) + e)
E∆(p0, µi)
]
We note that our Theorem 4.10 part (2) gives invertibility of ΓD0D for some
D-admissible divisor D0 as a sufficient condition for the existence of a flat
relatively automorphic solution of the interpolation problem.
On the other hand, it is well known for this scalar version of the problem
that, given such a scalar divisorD = λ1+· · ·+λN−µ1−· · ·−µN , there always
exists a function fD on M̂ with flat factor of automorphy interpolating the
data D on M . Such a function can be constructed using the prime form:
f(p) =
∏N
j=1E∆(p, λj)∏N
i=1E∆(p, µi)
. (4.42)
The construction in the single-valued case where
∑N
i=1 φ(µi) =
∑N
j=1 φ(λj)
mod the period lattice is carried out in Mumford’s book[23, pages 3.209–
3.212]; the reader can check that more generally the factor of automorphy
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in (4.42) is flat as long as the number of prescribed zeros is equal to the
number of prescribed poles (counting multiplicities).
This stronger result for the scalar case can be explained as follows. From
the last formula for ΓD0D in (4.41), we see the factorization for Γ
D0
D :
ΓD0D = −
1
θ(e)
·Dµ ·M ·Dλ (4.43)
where
Dµ = diag1≤i≤N
[
θ(φ(p0)− φ(µi) + e)
E∆(p0, µi)
]
,
M =
[
θ(φ(µi)− φ(λj) + e)
E∆(µi, λj)
]N
i,j=1
,
Dλ = diag1≤j≤N
[
E∆(p0, λj)
θ(φ(p0)− φ(λj) + e)
]
.
As Dµ andDλ are invertible diagonal matrices, we see that Γ
D0
D is invertible
if and only if the middle factor M is invertible. It turns out the detM can
be computed explicitly (see Corollary 2.19 page 33 in Fay’s book [16]):
detM =
θ
∑
i
φ(µi)−
∑
j
φ(λj) + e
 θ(e)N−1∏i<j E∆(µi, µj)E∆(λj , λi)∏
i,j E∆(µi, λj)
. (4.44)
Since θ(e) 6= 0 and the last factor is automatically nonzero by the assump-
tion that the points µ1, . . . , µN , λ1, . . . , λN are all distinct, we see that the
criterion for det ΓD0D 6= 0 is given by
θ
 N∑
i=1
φ(µi)−
N∑
j=1
φ(λj) + e
 6= 0 (4.45)
where(by (4.70) e = aΩ + b. By inspection we see that condition (4.45)
holds for a generic choice of line bundle ζ. We conclude that in the scalar
case, part (2) of Theorem 4.10 can be strengthened to: the matrix ΓD0D is
invertible for a generic choice of D-admissible divisor D0 and the Second
Interpolation Problem is always solvable.
Unlike the classical solution in terms of prime forms from [22], our solution
of the Second Interpolation Problem for the simple-multiplicity scalar case
goes through Weil’s characterization of flat bundles and is not constructive.
The formula (4.34) used to solve the First Interpolation Problem for this case
gives an automorphic (single-valued) meromorphic function interpolating
the divisor D but carrying possible extra poles in {p1, . . . , pg} along with
compensating additional zeros at undetermined points. The side constraint
(4.33) removes any extra poles in {p1, . . . , pg} and thereby generates a single-
valued solution of the interpolation problem (i.e., a solution of the First
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Interpolation Problem). The linear side constraint (4.33), when spelled out
for this case, becomes
N∑
i,j=1
[
(ΓD0D )
−1
]
ij
K(ζ0; pk, µj)K(ζ0;µj , p0)
d
dp
|p=pk{K(ζ0; p, p0)}
= 0 for k = 1, . . . , g (4.46)
with ΓD0D as in (4.41).
The entries of (ΓD0D )
−1 can be spelled out more explicitly as follows. From
the factorization (4.43) for ΓD0D , we get the factorization for (Γ
D0
D )
−1:
(ΓD0D )
−1 = −θ(e) ·D−1λ ·M
−1 ·D−1µ . (4.47)
We note that each minor of M, Mij (the (N − 1) × (N − 1) submatrix of
M formed by crossing out row i and column j), has the same form as M ;
the only adjustment is that the set of poles is one less with µi omitted and
the set of zeros is one less with λj omitted. One can therefore compute the
entries Cαβ = (−1)
α+β detMβα by another application of Fay’s identity; the
result is
Cαβ =(−1)
α+β θ(
∑
j 6=β
φ(µj)−
∑
i 6=α
φ(λi) + e) · θ(e)
N−2
·
∏
i<j : i,j 6=β E∆(µi, µj)
∏
i<j : i,j 6=αE∆(λj , λi)∏
i,j : i 6=α,j 6=β E∆(µj , λi)
(4.48)
By Cramer’s Rule, the entries (M−1)αβ (1 ≤ α, β ≤ N) of M
−1 are given
by (M−1)αβ =
Cαβ
detM . We then compute
(M−1)αβ =
Cαβ
detM
= (−1)α+β
1
θ(e)
·
θ(
∑
j 6=β φ(µj)−
∑
i 6=α φ(λi) + e)
θ(
∑
j φ(µj)−
∑
i φ(λi) + e)
·
·
∏
i<j : i,j 6=β E∆(µi, µj)∏
i<j E∆(µi, µj)
·
∏
i<j : i,j 6=αE∆(λj, λi)∏
i<j E∆(λj , λi)
·
∏
i,j E∆(µj, λi)∏
i,j : i 6=α,j 6=β E∆(µj , λi)
.
Noting the cancellations in the prime-form terms then compactifies this ex-
pression to
(M−1)αβ = (−1)
α+β 1
θ(e)
·
θ(
∑
j 6=β φ(µj)−
∑
i 6=α φ(λi) + e)
θ(
∑
j φ(µj)−
∑
i φ(λi) + e)
·
·
1∏
i<β E∆(µi, µβ) ·
∏
β<j E∆(µβ , µj)
·
1∏
i<αE∆(λα, λi) ·
∏
α<j E∆(λj , λα)
·
·
∏
i
E∆(µβ, λi) ·
∏
j
E∆(µj, λα) ·
1
E(µβ , λα)
=
1
θ(e)
·
θ(
∑
j 6=β φ(µj)−
∑
i 6=α φ(λi) + e)
θ(
∑
j φ(µj)−
∑
i φ(λi) + e)
·
·
∏
iE∆(µβ , λi) ·
∏
j E∆(µj, λα)∏
j 6=β E∆(µj, µβ) ·
∏
i 6=αE∆(λα, λi) · E(µβ, λα)
(4.49)
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where we used the prime-form property E∆(x, y) = −E∆(y, x) in the last
step. From the factorization (4.47) we get the still longer formula for
(ΓD0D )
−1:
[(ΓD0D )
−1]αβ = (4.50)
−
θ(φ(p0)− φ(λα) + e)
E∆(p0, λα)
·
θ(
∑
j 6=β φ(µj)−
∑
i 6=α φ(λi) + e)
θ(
∑
j φ(µj)−
∑
i φ(λi) + e)
·
·
∏
j E∆(µj , λα) ·
∏
iE∆(µβ, λi)∏
j 6=β E∆(µj , µβ) ·
∏
i 6=αE∆(λi, λα)
·
1
E∆(µβ, λα)
·
E∆(p0, µβ)
θ(φ(p0)− φ(µβ) + e)
.
On the other hand, Abel’s Theorem (see e.g. [13, page 97], [22, pages
145–160], or [21, Chapter 8]) tells us that this scalar null/pole interpolation
problem has a solution exactly when
N∑
i=1
φ(µi) =
N∑
j=1
φ(λj) +m+ nΩ for some m,n ∈ Z
g (4.51)
where φ is the Abel-Jacobi map (4.60); indeed, this is just the condition to
force the prime-form solution (4.42) to be single-valued. It follows that the
side condition (4.46) must be equivalent to the Abel condition (4.52).
Assume that the Abel condition (4.52) holds. For purposes of compu-
tation, we can view all functions as being defined on the universal cover
of M and choose a new divisor λ˜1 + · · · λ˜N − µ˜1, . . . , µ˜N sitting above
λ1 + · · · + λn − µ1 − · · · − µN on the universal cover so that we have the
stronger version
∑N
i=1 φ(µ˜i) =
∑N
j=1 φ(λ˜j) of the Abel condition (4.51). In
the sequel we shall assume that this normalization has been done so that we
can assume the stronger form of the Abel condition:
N∑
i=1
φ(µi) =
N∑
j=1
φ(λj). (4.52)
Then it is immediate from the Fay criterion (4.45) (in fact, even without the
normalization) that detM and hence also det ΓD0D are nonzero, since in this
case
θ(
∑
i
φ(µi)−
∑
j
φ(λj) + e) = θ(e).
Then we have two formulas for the zero-pole interpolant, namely (4.42) and
(4.34). If U0 in (4.34) is chosen to match the value of the first solution at the
point p0, these two formulas must yield the same function. For the simple-
multiplicity scalar-valued case which we are discussing here, the formula
(4.34) can be made more explicit as follows. Recall that Bζ =
[
1 · · · 1
]
,
Cπ =
[ 1
...
1
]
and the matrix FDζ0 has a theta function representation by
formula (4.72):
F
Dζ0
Aπ
(p) = diag1≤j≤N
[
f
Dζ0
µj (p)
]
.
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We then arrive at the conclusion: if the Abel condition (4.52) is satisfied,
then there is a nonzero complex number K so that the following identity for
all p ∈M \ {µ1, . . . , µN}:
1 +
N∑
i,j=1
[
(Γ
Dζ0
D )
−1
]
ij
f
Dζ0
µj (p) = K
∏N
j=1E∆(p, λj)∏N
i=1E∆(p, µi)
(4.53)
where the value of the constant K is necessarily given by
K =
∏N
i=1E∆(p0, µi)∏N
j=1E∆(p0, λj)
(4.54)
in order that the two sides of this expression agree at the base point p0. We
now give an independent direct computational verification that the identity
(4.53) indeed does hold under the assumption that the Abel condition (4.52)
holds as follows.
As a first observation, we note that: to show that (4.53)–(4.54) holds, it
suffices to show the equality of residues
resp=µβ
1 + N∑
i,j=1
[
(Γ
Dζ0
D )
−1
]
ij
f
Dζ0
µj (p)

= resp=µβ
∏N
i=1E∆(p0, µi)∏N
j=1E∆(p0, λj)
∏N
j=1E∆(p, λj)∏N
i=1E∆(p, µi)
(4.55)
for each β = 1, . . . , N . Indeed, suppose that (4.55) for all β and set
h(p) = 1 +
N∑
i,j=1
[
(Γ
Dζ0
D )
−1
]
ij
f
Dζ0
µj (p)−
∏N
i=1E∆(p0, µi)∏N
j=1E∆(p0, λj)
∏N
j=1E∆(p, λj)∏N
i=1E∆(p, µi)
.
Then h is a (single-valued) meromorphic function on M which has a zero
at p0 and only possible poles equal to at most simple poles at p1, . . . , pg,
i.e., g is a holomorphic section of the bundle associated with the divisor
D − {p0}. Since D by assumption is nonspecial, it follows that h ≡ 0, i.e.,
(4.53)–(4.54) holds. As the right-hand side of (4.53) has no poles at the
points p1, . . . , pg, it follows that the apparent possible poles at p1, . . . , pg of
the left-hand expression are all removable, from which the side condition
(4.46) follows as well.
We now assume that the strong Abel condition (4.52) holds. Our goal is
to show the residue equality (4.55).
We first note that the second factor in the formula (4.50) simplifies when
(4.52) holds, namely:
θ(
∑
j 6=β φ(µj)−
∑
i 6=α φ(λi) + e)
θ(
∑
j φ(µj)−
∑
i φ(λi) + e)
=
θ(φ(λα)− φ(µβ) + e)
θ(e)
.
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Thus the expression (4.50) for [(ΓD0D )
−1]αβ simplifies to
[(ΓD0D )
−1]αβ
= −
θ(φ(p0)− φ(λα) + e)
E∆(p0, λα)
·
θ(φ(λα)− φ(µβ) + e)
θ(e)E(µβ, λα)
·
E∆(p0, µβ)
θ(φ(p0)− φ(µβ) + e)
·
·
∏
j E∆(µj, λα) ·
∏
iE∆(µβ , λi)∏
j 6=β E∆(µj , µβ) ·
∏
i 6=αE∆(λi, λα)
= −fD0λα (µβ) ·
∏
j E∆(µj , λα) ·
∏
iE∆(µβ, λi)∏
j 6=β E∆(µj , µβ) ·
∏
i 6=αE∆(λi, λα)
.
where we use the identity (4.73) as well as E(µβ , λα) = −E∆(λα, µβ) for the
last step.
The problem of verifying (4.55) therefore comes down to verifying
N∑
α=1
[(ΓD0D )
−1]αβ =
∏N
j=1E∆(p0, µj)∏N
i=1E∆(p0, λi)
·
∏
iE∆(µβ , λi)∏
j 6=β E∆(µβ, µj)
(4.56)
for all β = 1, . . . , N , Let us rewrite the right-hand side of (4.56) as∏N
j=1E∆(p0, µj)∏N
i=1E∆(p0, λi)
·
∏
iE∆(µβ, λi)∏
j 6=β E∆(µβ, µj)
= −
∏N
j=1E∆(µj , p0)∏N
i=1E∆(p0, λi)
·
∏
iE∆(µβ, λi)∏
j 6=β E∆(µj, µβ)
.
The left-hand side of (4.56) is given by
N∑
α=1
[(ΓD0D )
−1]αβ =
N∑
α=1
−fD0λα (µβ) ·
∏
j E∆(µj, λα) ·
∏
iE∆(µβ , λi)∏
j 6=β E∆(µj , µβ) ·
∏
i 6=αE∆(λi, λα)
.
Cancellation of the common factor
∏
i E∆(µβ ,λi)∏
j 6=β E∆(µβ ,µj)
and writing fD0λα in the
more explicit form fD−p0λα then converts the desired identity (4.56) to
N∑
α=1
fD−p0λα (µβ)
∏
j E∆(µj , λα)∏
i 6=αE∆(λi, λα)
=
∏
j E∆(µj , p0)∏
iE∆(p0, λi)
. (4.57)
We now view fD−p0λα (µβ) as a function of p0 for each fixed λα and µβ. As
noted in Corollary 4.15 below, when viewed as a (single-valued) meromor-
phic function on M as a function of p0, f
D−p0
λα
(µβ) has a simple pole at λα
with residue equal to −1 together with a zero at µβ, and other possible poles
at most g in number in the zero divisor of K(ζ0;µβ , ·) on M . For generic
choice of µβ, this zero divisor is nonspecial. Hence we can argue just as
in the proof of the reduction of (4.53)–(4.54) to (4.55) above that to show
(4.57), it suffices to verify the equality of residues at p0 = λα for the two
sides of (4.57) for α = 1, . . . , N . Again making use of the general identity
E∆(x, y) = −E∆(y, x) as well as the local development (4.66) for the prime
form, one can check that the residues of the left and right hand sides at the
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simple pole λα have the common value
−
∏
j E∆(µj , λα)∏
i 6=αE∆(λi, λα)
.
for each α = 1, . . . , N . Putting all the pieces together, we see that we
have now verified the identity (4.53), providing an independent proof of the
formula (4.34) for the solution of the First Interpolation Problem for this
simplest case.
A similar phenomenon occurs already in the genus g = 0 case. Given
specified distinct simple-multiplicity poles {µ1, . . . , µN} and distinct simple-
multiplicity zeros {λ1, . . . , λN} in the complex plane C, it is completely
elementary to write down the associated rational zero-pole interpolant
f(z) =
∏N
i=1(z − λi)∏N
j=1(z − µj)
, (4.58)
the genus-0 analogue of the prime-form solution of the problem given in [22].
On the other hand, one can solve the same problem in realization or partial
fraction form
f(z) = 1 +
[
1 · · · 1
] (z − µ1)
−1
. . .
(z − µN )
−1
S−1
1...
1
 (4.59)
where S = −
[
1
µj−λi
]
i,j=1,...,N
is the Cauchy matrix (see [6, Theorem 4.3.2]),
the genus-0 analogue of the formula (4.34). Note that in the genus-0 case,
there is no analogue of the side constraint (4.46). The fact that (4.58) and
(4.59) agree can be seen via explicit inversion of the Cauchy matrix (see [24]
as well as [6, Lemma A.1.5]).
4.4. Appendix: Explicit formulas for building-block functions fD0kw .
For completeness we now review here results on theta functions and the
prime form; for more complete details we refer to [1, 16, 13, 23]
We assume that we are given a compact Riemann surfaceM . We let ∆ be
a line bundle of half-order differentials, i.e., ∆⊗∆ ∼= KM where KM is the
canonical line bundle with local holomorphic sections equal to holomorphic
differentials on M . Assume also that we are given a holomorphic complex
bundle E of rank r and degree 0 over M such that h0(E ⊗ ∆) = 0. As
necessarily deg∆ = g − 1, it follows from the discussion in Section 4.2
that E has property NSF (with test line bundle λ taken to be equal to ∆)
and so in particular E is flat with flat factor of automorphy denoted by χ.
We let π1 : M ×M → M be the projection map onto the first component
and π2 : M ×M → M be the projection map onto the second component.
The defining property for the Cauchy kernel K(χ, ·, ·) is that K(χ; ·, ·) be a
meromorphic mapping between the vector bundle π∗2E and π
∗
1E⊗π
∗
1∆⊗π
∗
2∆
on M ×M which is holomorphic outside of the diagonal D = {(p, p) ∈M ×
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M : p ∈M}, and that the singularity of K(χ; ·, ·) on the diagonal be a simple
pole with residue equal to the identity Ir. It is straightforward to show by
making use of the assumption that h0(E⊗∆) = 0 that such a Cauchy kernel
is unique if it exists. The main result of Section 2 of [10] is that the Cauchy
kernel indeed does exists (se also [9] for an alternative derivation in terms
of a representation of the Riemann surface as the normalizing Riemann
surface for an algebraic curve C embedded in projective space P2 with the
representation of the bundle E as a kernel bundle (up to a twist) associated
with a determinantal representation for the defining polynomial of the curve
C).
Let us next restrict to the case where E is taken to be a line bundle.
Without loss of generality, we may assume that χ is a flat unitary line
bundle (see [16, page 4]). Then in this case there is an explicit formula for
K(χ; ·, ·) in terms of theta functions which we now describe. We first need
to recall some Riemann-surface function theory.
We mark M by fixing a canonical A1, . . . , Ag, B1, . . . , Bg basis for the
the homology of M . We then also fix a normalized basis for holomorphic
differentials on M , where normalized means that
∫
Aj
ωi = δij . Then the
B-period matrix Ω for M is defined as the matrix with j-th column equal
to

∫
Bj
ω1
...∫
Bj
ωg
. The matrix Ω has positive imaginary part and the Jacobian
variety ofM is defined to be the quotient space J(M) = Cg/(Zg+ΩZg). We
fix a base point p0 ∈M and then define the Abel-Jacobi map φ : M → J(M)
by
φ(p) =
(∫ p
p0
ω1, . . . ,
∫ p
p0
ωg
)
. (4.60)
We write θ(z) for the theta function associated with the lattice Zg + ΩZg
where Ω is the period matrix of M (the multivariable version of the classical
theta function already introduced above in (2.2)), namely
θ(z) =
∑
m∈Zg
eπi〈Ωm,m〉+2πi〈z,m〉.
We will also need the theta function with characteristic, defined for a, b ∈
(R/Z)g as:
θ [ ab ] (z) =
∑
m∈Zg
eπi〈Ω(m+a),m+a〉e2πi〈z+b,m+a〉. (4.61)
which can be expressed directly in terms of θ as
θ [ ab ] (z) = exp(πi〈Ωa, a〉 + 2πi〈z + b, a〉)θ(z +Ωa+ b). (4.62)
In particular, if we set a = b = 0, then θ [ 00 ] (z) = θ(z). A direct verification
shows that that θ [ ab ] has the quasi-periodicity property with respect to the
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period lattice Zg +ΩZg given by
θ [ ab ] (z+m+Ωn) = exp(2πi〈m,a〉−2πi〈n, b〉−πi〈Ωn, n〉−2πi〈z, n〉)θ [
a
b ] (z).
(4.63)
A closely related gadget is a variant of the prime form (defined below)
given by
Ee(p, q) = θ(e+ φ(p)− φ(q))
where e ∈ Cg, p, q ∈M and θ(e) = 0. By following the construction in [22,
pages 158–160], one can show that, given a divisor
D = λ1 + · · ·+ λn − µ1 − · · · − µn (4.64)
of degree zero, for an appropriate choice of e with θ(e) = 0, the function f
given by
f(p) =
∏n
i=1Ee(p, λi)∏n
j=1Ee(p, µi)
is relatively automorphic on M̂ with divisor D̂ having projection down to
M equivalent to the prescribed divsor D (4.64) and has flat factor of au-
tomorphy holomorphically equivalent to the factor of automorphy χ whose
action on the canonical basis for the homology of M is given by
χ(Aℓ) = e
−2πiaℓ , χ(Bℓ) = e
2πibℓ for ℓ = 1, . . . , g where φ(D) = Ωa+ b,
a = (a1, . . . , ag) and b = (b1, . . . , bg) ∈ R
g/Zg.
In this way we may associate a flat factor of automorphy and associated line
bundle La with a point a = Ωa+ b (modulo the period lattice Z
g +ΩZg) in
the Jacobian J(M) of M .
An important special case of theta function with characteristic (4.61)
is the situation where the characteristic components a, b are taken to be in
(12Z/Z)
g (half-order characteristic): for the case where say a∗, b∗ ∈ (
1
2Z/Z)
g,
the associated theta function with half-order characteristic θ
[ a∗
b∗
]
has the
property that its zero set is invariant under the symmetry z 7→ −z:
θ
[ a∗
b∗
]
(z) = 0⇔ θ
[ a∗
b∗
]
(−z) = 0.
This happens in exactly two possible ways: either θ
[ a∗
b∗
]
is even (θ
[ a∗
b∗
]
(−z)
= θ
[ a∗
b∗
]
(z)) or θ
[ a∗
b∗
]
is odd (θ
[ a∗
b∗
]
(−z) = −θ
[ a∗
b∗
]
(z)). In the first case
(a∗, b∗) is said to be an even half-order characteristic and in the second case
(a∗, b∗) is said to be an odd half-order characteristic. An important result is
that nonsingular odd half-order characteristics always exist, i.e., an odd half-
order characteristic (a∗, b∗) for which in addition the differential dθ
[ a∗
b∗
]
(0)
is not zero (see Lemma 1 page 3.208 of [23]).
Let us now fix a choice (a∗, b∗) of nonsingular odd half-order character-
istic. Since the half-order characteristic (a∗, b∗) is nonsingular, Riemann’s
zero theorem (see e.g. [22, page 149] or [13, pages 308–309]) implies that
θ
[ a∗
b∗
]
(φ(q) − φ(·)) has precisely g zeros p1, . . . , pg which are uniquely de-
termined by the equality
φ(p1) + · · ·+ φ(pg) = −κ0 + φ(q) + Ωa∗ + b∗
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where κ0 is Riemann’s constant. Since (a∗, b∗) is odd, one of these zeros is
q. Hence without loss of generality we may take pg = q and we are left with
φ(p1) + · · ·+ φ(pg−1) = −κ0 +Ωa∗ + b∗.
As 2(Ωa∗ + b∗) = 0 in J(M), multiplying this last expression by 2 converts
it to
2(φ(p1) + · · ·+ φ(pg−1) + a∗) = −2κ0 (4.65)
where we set a∗ = Ωa∗ + b∗. It is known that a divisor K is the divisor of
a meromorphic differential on M if and only if φ(K) = −2κ (see [13, page
318]). We let ∆∗ be the line bundle associated with the divisor p1+· · ·+pg−1.
We now conclude from the equality (4.65) that
(La∗ ⊗∆∗)⊗ (La∗ ⊗∆∗) = KM
where KM is the line bundle associated with the canonical divisor on M .
Thus the bundle ∆ := La∗ ⊗ ∆∗ is a bundle of half-order differentials; we
shall henceforth assume that the bundle of half-order differentials in the
definition of the Cauchy kernel arises in this way from a half-order charac-
teristic (a∗, b∗). The fact that dθ
[ a∗
b∗
]
(0) is nonzero also implies that the
bundle ∆ has only one nonzero holomorphic section (up to a multiplicative
constant) (see [1, page 293]). We let
√
ξ∗(p) denote the choice such that(√
ξ∗(p)
)2
=
g∑
j=1
∂θ
[ a∗
b∗
]
∂zj
(0)ωj(p).
We now define the prime form E∆(p, q) by
E∆(p, q) =
θ
[ a∗
b∗
]
(φ(q) − φ(p))√
ξ∗(p)
√
ξ∗(q)
.
If we use ξ∗(p) =
∑g
j=1
∂θ
[
a∗
b∗
]
∂zj
(0)ωj(p) as a local coordinate t = t(p), then
E∆ has a local representation at points (p, q) near p = q given by
E∆(p, q) =
t(q)− t(p)√
dt(p)
√
dt(q)
(1 +O(t(p)− t(q))2) (4.66)
(see formula (26) page 19 of [16], a corrected version of Property 4 page
3.210 of [23]).
Let now χ be a general rank-1 unitary factor of automorphy, with action
on the generators A1, . . . , Ag, B1, . . . , Bg for the homology basis for M given
by
χ(Aℓ) = exp(−2πiaℓ), χ(Bℓ) = exp(2πibℓ) (4.67)
for ℓ = 1, . . . , g where a, b ∈ (R/Z)g. It then can be checked that the Cauchy
kernel K(χ; ·, ·) is given explicitly by
K(χ; p, q) =
θ [ ab ] (φ(q)− φ(p))
θ [ ab ] (0)E∆(q, p)
(4.68)
(see [9, 10]).
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By using the formula (4.62) for θ [ ab ], we can express K(χ; p, q) in terms
of the theta function θ itself:
K(χ; p, q) =
exp(2πia⊤(φ(q)− φ(p)) · θ(φ(q)− φ(p) + e)
θ(e) · E∆(q, p)
(4.69)
where we use the notation
e = b+Ωa. (4.70)
As the following result shows, the Cauchy kernel and the building-block
functions fD0kw used to build the matrices of the form f
D0
w,A (4.18) are closely
related.
Theorem 4.14. Suppose that D0 = p1 + · · · + pg − p0 is the divisor on M
where the divisor D = p1 + · · · + pg is nonspecial. Write the associated line
bundle λD0 in the form
λD0 = ζ0 ⊗∆ (4.71)
for a degree-0 necessarily flat line bundle ζ0, where ∆ is the bundle of half-
order differentials used in the prime form E∆(·, ·). Then the canonical func-
tion fD0w (p) associated with D0 as introduced in Section 4.2 is given by
fD0w (p) =
K(ζ0; p,w)
K(ζ0; p, p0)
K(ζ0;w, p0) (4.72)
or in terms of theta functions,
fD0w (p) =
1
θ(e)
θ(φ(w) − φ(p) + e)
E∆(w, p)
E∆(p0, p)
θ(φ(p0)− φ(p) + e)
θ(φ(p0)− φ(w) + e)
E∆(p0, w)
.
(4.73)
Furthermore, for k > 1, the function fD0kw (p) is given by
fD0kw (p) =
1
(k − 1)!
d(k−1)
dw(k−1)
fD0w (p). (4.74)
Proof. Let us set the right hand side of (4.72) equal to f˜D0w (p). It is easily
seen that the right-hand side of (4.72) is automorphic as a function of p
and has a pole at w with residue 1. Use p0 as the base point for the Abel-
Jacobi map φ. Note that the zero divisor Dp0 is equal to the zero divisor of
θ [ ab ] ◦ (φ(·)) which is also arranged to be the same as the divisor D. Thus
Dp0 = D. By definition we also know that K(ζ0; ·, p0) has a pole at p0.
From the formula (4.72) we conclude that (f˜D0w ) + w + D ≥ 0. Note also
that f˜D0w is normalized so that the pole at w has residue equal to 1. By the
uniqueness of the solution of the properties defining fD0w we conclude that
fD0w = f˜
D0
w . Substitution of the formula (4.69) for the Cauchy kernel (three
times) converts the formula (4.72) to (4.73).
The formula for the higher multiplicity case is checked similarly. 
The following corollaries are of interest for us in the body of the paper.
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Corollary 4.15. When the building-block function fD0w (p) = f
D−p0
w (p) is
considered as a function of p0 for each fixed w and p, then f
D0
w (p) = f
D−p0
w (p)
is a single-valued meromorphic function on M with only pole a simple pole
at w having residue there given by
resp0=wf
D−p0
w (p) = −1. (4.75)
Proof. Use either of formulas (4.72), (4.73) to see that fD−p0w (p) as a function
of p has a pole of residue 1 at p = w while as a function of p0 there is a pole
at p0 = w of residue −1. In fact one can make the identification
fD−p0w (p) = −f
D′−p
w (p0).
where D is the zero divisor of K(ζ0; ·, p0) (or equivalently of θ [
a
b ] (φ(p0) −
φ(·) + e)) while D′ is the zero divisor of K(ζ0; p, ·) (or equivalently of
θ [ ab ] (φ(·) − φ(p) + e)). 
Corollary 4.16. The matrix ΓD0D depends continuously on the support of
the divisor D.
Proof. We fix the base point p0 and write D0 = D − p0. From the identifi-
cation (4.71), we have
D0 = (ζ0) + (∆)
where (∆) (the divisor of the bundle ∆ of half-order differentials) is fixed.
The divisor (ζ0) of the flat line bundle ζ0 in turn is specified by
φ((ζ0)) = Ωa+ b
where a, b ∈ Rg are such that the Cauchy kernel K(ζ0; p, q) is given by the
right-hand side of (4.68). Without loss of generality we can fix all the poles
in the divisor (ζ0) to be also at the base point p0. From formula (4.61) and
the fact that the theta function is infinitely differentiable in its arguments,
we se that θ [ ab ] (φ(q) − φ(p)) is continuous with respect to the parameters
a, b. From formulas (4.68) and (4.72) (and more generally (4.74)), we see
that fD0kw is continuous with respect to the parameters a, b. Then by Jacobi
inversion, we see that fD0kw depends continuously on the support of the divisor
((ζ0)), and hence also on the support of the divisor D0. As we are fixing
the base point, we then have continuous dependence on the support of the
divisor D. 
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