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1. Premessa (da D. Palladino)
La creazione della teoria degli insiemi ad opera di Georg Cantor
(1845-1918) va considerata uno degli eventi più importanti della storia
del pensiero matematico; essa oltre ad essere stata l’origine di una im-
ponente sequenza di risultati tecnici, ha comportato, unitamente all’e-
voluzione del metodo assiomatico, la vera e propria svolta concettuale
che consente di contraddistinguere la matematica del nostro secolo da
quella delle epoche precedenti. Essa può essere fatta risalire ai lavo-
ri che Cantor pubblicò a partire dal 1872 - in una memoria del 1873
sono presentate le definizioni del concetto di potenza (cardinalità) di
un insieme e di insieme numerabile - e soprattutto alla serie di articoli
dallo stesso titoto (Uber unendiliche, lineare Punktmannigfaltigkeiten)
comparsi fra il 1879 e il 1884 sui Mathematische Annalen. La teoria
cantoriana non ha in sé e per sé, né nelle intenzioni dell’autore, quel
significato fondazionale che è venuta assumendo a partire dall’inizio
del nostro secolo, ma scaturì piuttosto dalle ricerche del matematico
tedesco nel campo dell’analisi infinitesimale. Infatti lo studio della rap-
presentazione delle funzioni in serie trigonometriche condusse Cantor a
considerare insiemi infiniti di punti della retta e del piano e ad avverti-
re l’esigenza di estendere ad insiemi arbitrari i concetti di grandezza e
di ’numero’; in tal modo, attraverso generalizzazioni molto ardite per
quei tempi, pervenne ai concetti di numero cardinale e ordinale e alla
classificazione degli insiemi infiniti. In sintesi si può affermare che con
Cantor l’infinto attuale è divenuto oggetto di studio matematico, dato
che gli insiemi infiniti, venendo assoggettati all’aritmetica del transfini-
to, sono entrati nel dominio della matematica tradizionalmente intesa
come scienza della quantità e del contare.
1I titoli dei paragrafi seguono per lo più la nomenclatura del cap 7 di Cantini e
Minari, questo per facilitare gli studenti che desiderano approfondire gli argomenti
trattati.
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L’aspetto ’fondazionale’ della teoria degli insiemi si manifestato quan-
do ci si è resi conto che tutti i principali concetti che intervengono
nello sviluppo delle teorie matematiche (funzione, proprietà, relazione,
numero, struttura,..) possono venire ricondotti a pochissimi concetti
assunti come primitivi (essenzialmente quelli di insieme e di apparte-
nenza ad un insieme). Il linguaggio insiemistico, quindi, costituisce uno
degli elementi unificanti dell’intero corpo delle discipline matematiche
e della logica.
2. Il concetto intuitivo di insieme (da P. Halmos)
Un branco di lupi, un grappolo d ’uva o uno stormo di colombi sono
tutti esempi di insiemi di oggetti. La presente esposizione non conter-
rà una definizione di insieme; quest’esposizione si prefigge di indicare
alcune delle molte cose che è possibile fare in modo corretto con gli
insiemi.
Gli insiemi, come li si intende in genere, posseggono degli elementi.
Un elemento di un insieme può essere un lupo, un acino d’uva, un co-
lombo,... È importante ricordare che un insieme può essere un elemento
di un altro insieme. La matematica è ricca di esempi di insiemi di insie-
mi. Una retta è un insieme di punti; l’insieme di tutte le rette nel piano
è un esempio naturale di un insieme di insiemi (di punti). Ciò che può
sorprendere, non è tanto che gli insiemi possono presentarsi come ele-
menti, ma che, per gli scopi della matematica, non occorre considerare
altri oggetti all’infuori degli insiemi. Noi studieremo insiemi, ed insiemi
di insiemi e simili catene di lunghezza e complessità spesso addirittura
paurose, e niente altro. Per fare degli esempi, potremo eventualmente
parlare di insiemi di cavoli, di re, e simili, ma ci serviremo di questi
esempi solo per fornire una situazione chiarificatrice e non come parte
della teoria che vogliamo sviluppare.
Definizione Cantoriana di insieme: “Per ’insieme’ intendiamo
ogni riunione M in un tutto di oggetti distinti e determinati della nostra
intuizione o del nostro pensiero (i quali sono chiamati gli elementi di
M).”
“Unter einer ’Menge’ verstehen wir jede Zusammenfassung M von
bestimmten wohlunterschiedenen Obiekten m unserer Anschauung oder
unseres Denkens (welche die Elemente von M gennant werden) zu ei-
nem Ganzen”. (G.Cantor, 1985, Yeiträge zur Yegründung der transfi-
niten Mengenlehre.I)
Questa definizione è palesemente circolare (collezione, famiglia, ag-
gregato, ’Zusammenfassung’ ... sono sinonimi di insieme, ’Menge’), e
serve solo a guidare la nostra intuizione.
Nell’ambito della teoria assiomatica degli insiemi il concetto di insie-
me è assunto come primitivo e definito ’implicitamente’ dagli assiomi:
gli insiemi sono quei tali oggetti per i quali gli assiomi sono veri.
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Data una proprietà (una condizione) A (x) relativa ad oggetti x,
denotiamo “l’insieme degli x tali che A (x)” nel modo seguente:
{x : A (x)} .
Esempio
l’insieme dei biondi:
{x : x è biondo},
l’insieme di coloro che sono biondi e alti:
{x : x è biondo e x è alto},
l’insieme dei numeri divisibili per 3:
{x : x è divisibile per 3},
l’insieme dei numeri pari o divisibili per 3:
{x : x è pari oppure x è divisibile per 3}.
L’insieme {x : A (x)} è detto anche l’estensione della proprietà A (x).
La teoria degli insiemi può essere vista proprio come una teoria esten-
sionale delle proprietà, dei concetti. Problema fondamentale è se sia
possibile accettare che esista l’estensione di ogni proprietà, ovvero che
ad ogni concetto corrisponda nell’universo insiemistico un oggetto che
raccoglie tutti e soli quegli enti che cadono sotto quel concetto. Come
vedremo la risposta è negativa.
A questo livello non occorre dilungarsi (anche se è un problema im-
portante) sul linguaggio in cui è espressa la proprietà (la condizione)
A (x); la risposta, come vedremo in seguito, è che si tratta di un linguag-
gio del primo ordine le cui formule atomiche sono della forma x ∈ X
oppure X = Y . Al momento considereremo proprietà esprimibili nel
linguaggio naturale.
Relazione di appartenenza. Il concetto più importante della teoria
degli insiemi è il concetto di appartenenza: x appartiene all’insieme X
(x è un elemento di X, x è in X), scriveremo:
x ∈ X.
Questa versione tipografica della lettera greca epsilon, ∈, è così spes-
so usata per indicare l’appartenenza, che l’utilizzarla per qualsiasi altro
scopo è pressoché proibito.
Forse sarà utile una breve parentesi sulle convenzioni alfabetiche da
noi usate. La distinzione fra maiuscole e minuscole, del tipo di quella
del capoverso precedente, non ci è stata dettata da nessun motivo parti-
colare; avremmo potuto benissimo scrivere, e spesso scriveremo, x ∈ y
eX ∈ Y . Tuttavia, ogniqualvolta sarà possibile, cercheremo di indicare
la situazione di un insieme nel particolare contesto che staremo conside-
rando, convenendo che le prime lettere dell’alfabeto indicano elementi,
e le ultime denotano insiemi che li contengono; similmente lettere in
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caratteri relativamente semplici indicano elementi, e lettere in caratte-
ri più grandi o più ornati indicano gli insiemi che li contengono. Ad
esempio:
x ∈ X, X ∈ Y, Y ∈ F .
Per indicare che ’x non appartiene ad X’, useremo la notazione:
x /∈ X.
Relazione di uguglianza
Un’altra relazione fra insiemi è quella di uguaglianza. L’uguaglianza
di due insiemi X e Y è indicata universalmente dal noto simbolo:
X = Y ;
il fatto che X e Y non sono uguali si indica con
X 6= Y.
La relazione di appartenenza è legata alla relazione di uguaglianza
dal seguente principio:
Principio di estensionalità
Due insiemi sono uguali se e solo se hanno gli stessi elementi. In
simboli:
X = Y ↔ ∀x (x ∈ X ↔ x ∈ Y )
In modo più sofisticato si potrebbe dire che un insieme è determinato
unicamente dalla sua estensione.
È importante rilevare che il principio di estensionalità non è solo
una proprietà logica necessaria dell’uguaglianza (indiscernibilità degli
identici),
• X = Y → ∀x (x ∈ X ↔ x ∈ Y ),
ma una condizione assolutamente non banale sull’appartenenza:
• ∀x (x ∈ X ↔ x ∈ Y ) → X = Y ,
(identità degli indiscernibili rispetto alla relazione di appartenenza).
Consideriamo una situazione in cui il principio di estensionalità non
è valido. Consideriamo, per esempio, esseri umani invece che insiemi
e, se x ed X sono esseri umani, scriviamo x ∈ X ogniqualvolta x è
un ascendente di X. (Gli ascendenti di un essere umano sono i suoi
genitori, i genitori di questi ultimi, e così via.) L’analogo dell’assioma di
estensionalità, direbbe che se due esseri umani sono uguali, essi hanno
gli stessi ascendenti (e questo corrisponde al ’solo se’ ed è vero), ed
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anche che, se due esseri umani hanno gli stessi ascendenti, essi sono
uguali (questo corrisponde al ’se’, ed è falso).
Principio di astrazione (o comprensione)
Data una proprietà A (x), esiste l’insieme {x : A (x)}, ovvero esiste
l’insieme degli oggetti x che godono di A (x), e per tale insieme vale
che, preso un qualunque oggetto z,
z ∈ {x : A (x)} ↔ A (z) .
La teoria cantoriana degli insiemi si fonda sui due principi di esten-
sionalità e comprensione.
Notiamo subito che il principio di comprensione è un principio di
carattere esistenziale nel senso che afferma l’esistenza di insiemi (a
partire da date condizioni), è quindi un principio creativo, mentre il
principio di estensionalità, è, per così dire, un principio riduttivo nel
senso che porta ad identificare insiemi che contengono gli stessi elementi
anche se sono stati individuati da condizioni tutt’affatto diverse, ad es.
l’insieme che contiene il più piccolo numero primo è uguale all’insieme
che contiene il più piccolo numero pari poiché entrambi contengono gli
stessi elementi, il numero 2.
I due principi insieme ci dicono che in corrispondenza ad ogni pro-
prietà A (x) esiste ed è unico l’insieme degli enti che godono di A;
infatti per il principio di comprensione esiste l’insieme {x : A (x)} e
per il principio di estensionalità esso è unico. Si supponga infatti che
ce ne sia un altro che contiene esattamente gli oggetti che godono di A
e chiamiamolo Y . Allora:
z ∈ {x : A (x)} sse A (z) sse z ∈ Y,
e dunque, per il principio di estensionalità,
{x : A (x)} = Y.
Nozione di parte o sottoinsieme
Una relazione fondamentale tra insiemi è la relazione di essere sot-
toinsieme di. Questa relazione non è primitiva, ma esprimibile tramite
la relazione di appartenenza e dice che un insieme X è sottoinsieme (o
parte) dell’insieme Y (o X è sottoinsieme di Y ) se e soltanto se ogni
elemento di X è anche elemento di Y , in simboli: X ⊆ Y .
X ⊆ Y =df ∀z(z ∈ X → z ∈ Y )
Se X e Y sono insiemi tali che X ⊆ Y e X 6= Y , si dice che X è
sottoinsieme proprio di Y e si scrive
X ⊂ Y.
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Se X e Y sono insiemi tali che X ⊆ Y e Y ⊆ X, allora X e Y hanno
gli stessi elementi e quindi, per il principio di estensionalità, X = Y .
È possibile, di fatto, leggere l’assioma di estensionalità anche in que-
sti termini: se X e Y sono due insiemi, condizione necessaria e suffi-
ciente affinché X = Y è che X ⊆ Y e Y ⊆ X. Corrispondentemente,
quasi tutte le dimostrazioni di uguaglianza fra due insiemi X e Y si
dividono in due parti: prima si dimostra che X ⊆ Y e poi che Y ⊆ X.
Osserviamo che appartenenza (∈) ed inclusione (⊆) sono due con-
cetti molto diversi: per l’inclusione vale sempre che X ⊆ X, mentre
non è affatto detto che X ∈ X. Ciò non accade certo per gli insiemi
’ragionevoli’ che sono sotto gli occhi di tutti.
Due insiemi notevoli: l’insieme vuoto e l’insieme universale
L’insieme vuoto, ∅, è così definito:
∅ =df {x : x 6= x} .
L’insieme universale, V , è così definito:
V =df {x : x = x} .
L’insieme vuoto non ha elementi. L’insieme vuoto è un sottoinsieme
di qualsiasi insieme, ∅ ⊆ X per ogni X. Per stabilire questo fatto,
possiamo ragionare nel seguente modo. Dobbiamo provare che ogni
elemento in ∅ appartiene ad X: poiché in ∅ non vi sono elementi, la
condizione è automaticamente soddisfatta. Il ragionamento è corretto,
ma forse non è persuasivo. Poiché si tratta di un tipico esempio di
un fenomeno frequente e cioè di una condizione valida ’a vuoto’, sarà
utile qualche parola di chiarimento per il lettore meno esperto. Per
dimostrare che una certa cosa è vera per l’insieme vuoto, proviamo che
non può essere falsa. Come può essere falso, per esempio che ∅ ⊆ X?
Potrebbe essere falso solo nel caso in cui ∅ avesse un elemento che non
appartiene ad X. Poiché ∅ non ha alcun elemento, questo è assurdo.
Conclusione: ∅ ⊆ X non è falso, e quindi , ∅ ⊆ X per ogni X.
L’insieme singoletto e l’insieme coppia
Per ogni coppia di insiemi X e Y , l’insieme coppia {X, Y } è così
definito:
{X, Y } =df {w : w = X ∨ w = Y } .
Per ogni insieme X, l’insieme singoletto di X, {X} è così definito:
{X} =df {w : w = X} .
Esso è caratterizzato univocamente dal fatto che X è il suo unico
elemento.
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Così per esempio, ∅ e {∅} sono due insiemi completamente diversi:
il primo non ha elementi, mentre il secondo ha come unico elemento ∅.
Dire che a ∈ X equivale a dire che {a} ⊆ X. Un’altra osservazione è
che, dalle ipotesi che abbiamo formulato fino ad ora, possiamo dedurre
l’esistenza di molti insiemi. Consideriamo ad esempio gli insiemi ∅, {∅},
{{∅}}, {{{∅}}}, ...ad infinitum; consideriamo le coppie formate da due
qualsiasi di queste coppie (ad esempio {∅, {∅}}), oppure le coppie miste
formate da un qualsiasi singoletto e da una qualsiasi coppia; e si può
continuare così all’infinito.
Insiemi dati per collezione
A partire da una successione finita di enti arbitrari a1, . . . , an, si am-
mette di poter formare un insieme che contiene esattamente gli elementi
della lista. Tale insieme viene designato da
{a1, . . . , an}
Cosí l’insieme dei numeri naturali pari minori di 6 si lascia presentare
come {0, 2, 4}
Naturalmente, l’operazione di raccogliere un numero finito di oggetti
in un insieme si lascia giustificare sulla base del principio di astrazione,
se si dispone del concetto di identità. Basta porre:
{a1, . . . , an} =df {x : x = a1 ∨ · · · ∨ x = an}
Esempi di insiemi finiti designati esplicitamente mediante l’operazio-
ne di collezione sono il singoletto e l’insieme coppia. [Vedi Cantini e
Minari]
Operazioni su insiemi
Dati due insiemi X e Y , l’insieme unione X ∪ Y è così definito:
X ∪ Y =df {z : z ∈ X ∨ z ∈ Y } .
X∪Y contiene sia gli elementi di X che gli elementi di Y (considerati
una sola volta!)
Ecco alcuni fatti relativi all’operazione di unione:
• X ∪ ∅ = X
• X ∪ Y = Y ∪X (commutatività),
• X ∪ (Y ∪ Z) = (X ∪ Y ) ∪ Z (associatività),
• X ∪X = X (idempotenza),
• X ⊆ Y se, e soltanto se, X ∪ Y = Y .
Ci si può render conto della loro validità anche utilizzando i diagrammi
di Venn. Le loro dimostrazioni si basano sulle corrispondenti proprietà
elementari dell’operatore logico ∨, e verranno svolte nel seguito del
corso.
Un fatto altrettanto semplice ma suggestivo è che {a}∪ {b} = {a, b}
e questo suggerisce il modo di generalizzare l’operazione di unione.
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In particolare scriveremo:
{a, b, c} = {a} ∪ {b} ∪ {c} .
L’equazione serve a definire il primo membro. Il secondo membro
avrebbe diritto ad avere almeno un paio di parentesi, ma, per la as-
sociatività, il tralasciarle non provoca alcuna possibilità di equivoco.
Analogamente:
{a, b, c, d} = {a} ∪ {b} ∪ {c} ∪ {d} .
Intersezione di due insiemi
Dati due insiemi X e Y l’insieme intersezione di X e Y , X ∩ Y , è
così definito:
X ∩ Y =df {x : x ∈ X ∧ x ∈ Y } .
Gli elementi di X ∩ Y sono gli elementi comuni ad X e Y . I fatti
principali concernenti le intersezioni, così come le loro dimostrazioni,
sono simili a quelle delle unioni:
• X ∩ ∅ = ∅
• X ∩ Y = Y ∩X (commutatività)
• X ∩ (Y ∩ Z) = (X ∩ Y ) ∩ Z (associatività)
• ] X ∩X = X (idempotenza)
• X ⊆ Y se, e solamente se, X ⊆ Y = X.
Insiemi disgiunti
Due insiemi X e Y si dicono disgiunti sse X ∩ Y = ∅, ovvero se non
hanno elementi comuni.
Due fatti utili riguardanti simultaneamente unioni ed intersezioni
sono i seguenti:
X ∩ (Y ∪ Z) = (X ∩ Y ) ∪ (X ∩ Z)
e
X ∪ (Y ∩ Z) = (X ∪ Y ) ∩ (X ∪ Z) .
Queste identità si chiamano leggi distributive. Proveremo la seconda,
per dare un esempio di una dimostrazione di teoria degli insiemi. Se
x appartiene al primo membro, x appartiene ad A oppure tanto a Y
quanto a Z; se x è in X, appartiene sia ad X ∪ Y sia ad X ∪Z; se x è
in Y ed in Z, x è in X ∪ Y ed è in X ∪ Z; ne segue che, in ogni caso
x appartiene al secondo membro. Ciò prova che il secondo membro
contiene il primo. Per stabilire l’inclusione inversa, basta osservare che
se x appartiene tanto ad X∪Y che a X∪Z, x appartiene ad X oppure
a Y e Z.
Numeri naturali
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Fra gli insiemi introdotti finora, alcuni risultano essere, come ve-
dremo in seguito, buoni rappresentanti dei numeri naturali. Con n
indichiamo l’insieme che rappresenta il numero naturale n. Definiamo
0 = ∅
1 = {∅}
2 = {∅, {∅}}
3 = {∅, {∅} , {∅, {∅}}}
...
In genere definiamo:
0 = ∅
n+ 1 = n ∪ {n}
Dalla definizione data segue che:
0 = ∅
1 =
{
0
}
2 =
{
0, 1
}
3 =
{
0, 1, 2
}
4 =
{
0, 1, 2, 3
}
.......
Per ogni numero naturale n: n =
{
0, 1, ..., n− 1}, ovvero n è uguale
all’insieme dei suoi predecessori.
Si osservi che c’è del metodo in questa apparente follia: il nume-
ro di elementi negli insiemi 0, 1, 2 (nel senso comune della parola) è
rispettivamente zero, uno, o due.
Differenza di due insiemi.
Dati due insiemi X e Y , l’insieme differenza fra X e Y , X − Y , è
così definito:
X − Y =df {x ∈ X : x /∈ Y } .
X − Y si chiama anche il complemento relativo di Y in X.
Complemento assoluto.
−X =df {x : x /∈ X}.
Per indicare il complemento assoluto di X, spesso si usa la scrittura
X ′.
Esercizio Alcune proprietà del complemento assoluto:
(X ′)′ = X
X ∩X ′ = ∅
e
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X ∪X ′ = V
X ⊆ Y se e solo se Y ′ ⊆ X ′.
Gli enunciati più importanti riguardo i complementi sono le cosid-
dette leggi di De Morgan:
(X ∪ Y )′ = X ′ ∩ Y ′
e
(X ∩ Y )′ = X ′ ∪ Y ′.
Grande unione
Data una collezione arbitraria di insiemi ci si può porre il problema di
raccogliere gli elementi dei membri della collezione in un unico insieme.
La grande unione (o riunione),
⋃
, è una operazione che si applica
ad una qualsiasi collezione (insieme) di insiemi e genera l’insieme che
contiene esattamente tutti gli elementi che appartengono ad almeno un
insieme della collezione data. Dato un insieme F , l’insieme unione su
F denotato ⋃F è così definito:⋃
F =df {z : z ∈ X per qualche X ∈ F}
o, meno idiomaticamente, ma più accettabile matematicamente,⋃
F =df {z : ∃X (X ∈ F ∧ z ∈ X)}
Grande intersezione
Ora vogliamo far vedere che è possibile definire una operazione di
grande intersezione su una collezione non vuota di insiemi. Per ogni
collezione (insieme) F , diversa da ∅, esiste un insieme, che indichiamo
con
⋂F , così definito:⋂
F =df {z : z ∈ X, per ogni X ∈ F} ,
o, meno idiomaticamente,⋂
F =df {z : ∀X (X ∈ F → z ∈ X)} .
L’operazione di potenza insiemistica
Dato un insieme X l’insieme potenza di X, in simboli P (X), è dato
da:
P (X) = {Y : Y ⊆ X} .
Poichè l’insieme P (X) è molto grande rispetto ad X, non è facile
dare esempi. Se X = ∅, la situazione è abbastanza chiara; l’insieme
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P (∅) è il singoletto del vuoto, {∅}. È ancora facile descrivere gli insiemi
potenze di singoletti e di coppie; abbiamo:
P ({a}) = {∅, {a}}
e
P ({a, b}) = {∅, {a} , {b} , {a, b}} .
L’insieme potenza di una terna ha otto elementi. Il lettore può pro-
babilmente indovinare (ed è invitato a giustificarla razionalmente) la
generalizzazione che include tutti questi enunciati: l’insieme potenza
di un insieme finito, costituito da n elementi, ha 2n elementi. (Na-
turalmente, concetti come ’finito’ e ’2’ non hanno ancora per noi un
significato ufficiale; ciò naturalmente non impedisce che se ne com-
prenda in modo non ufficiale il significato.) La presenza di n come
esponente (la n-esima potenza di 2) giustifica in parte il motivo per
cui un insieme potenza si chiami appunto così.
L’insieme potenza riveste un ruolo fondamentale sia in teoria degli
insiemi che in logica. Nella semantica tarskiana si adotta l’atteggia-
mento estensionale, vale a dire si identificano le proprietà in un certo
insieme X con i sottoinsiemi di X. Chiariremo questo aspetto con un
esempio. Sia X = {1, 3, 4, 5, 7, 8, 12, 15, 17, 20}.
Intuitivamente parlando, le proprietà in X corrispondono ad espres-
sioni linguistiche che indicano attributi degli elementi di X, quali ad
sempio, ’essere pari’, ’essere dispari’, ’essere multiplo di 4’, ’essere pri-
mo’, ’essere minore di 10’, ecc. Più precisamente si può dire che una
proprietà è indicata da una espressione linguistica, contenente una va-
riabile individuale, che diviene vera o falsa - che diviene un enunciato
- quando la variabile viene sostituita col nome di un individuo; nell’e-
sempio, ’x pari’, ’x dispari’, ’x multiplo di 4’, ’x primo’, ’x minore di
10’, ecc. Secondo il punto di vista estensionale, una certa proprietà in
X si identifica con quel sottoinsieme di X i cui elementi verificano la
proprietà in questione. Dunque, per X = {1, 3, 4, 5, 7, 8, 12, 15, 17, 20}:
essere pari (in X) = {4, 8, 12, 20},
essere dispari (in X)= {1, 3, 5, 7, 15, 17},
essere multiplo di 4 (in X)= {4, 8, 12, 20},
essere primo (in X)= {3, 5, 7, 17},
essere minore di 10 (in X) = {1, 3, 5, 7, 8}.
Si assume inoltre che valga anche il viceversa, ossia che ogni sot-
toinsieme di X sia una proprietà in X (indipendentemente dall’aver
associato ad esso una espressione linguistica del tipo ora considerato).
Così, ad esempio, anche {1, 3, 7, 8} e {4, 7, 8, 15, 17} sono proprietà in
X. In definitiva:
proprietà in X = sottoinsieme di X = elemento di P (X)
e quindi P (X)) è l’insieme delle proprietà in X.
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La coppia ordinata e il prodotto cartesiano
Che cosa significa sistemare gli elementi di un insieme X in un cer-
to ordine? Supponiamo per esempio che l’insieme X sia la quaterna
{a, b, c, d, } di elementi distinti, e supponiamo di voler considerare gli
elementi nell’ordine
cbda.
Un modo di rendere insiemisticamente questo concetto di ordine è
quello di associare ad ogni elemento della successione cbda, l’insieme
che contiene quell’elemento e quelli che lo precedono:
{c} {c, b} {c, b, d} {c, b, d, a} .
Diciamo che A = {{c} {c, b} {c, b, d} {c, b, d, a}} rappresenta la suc-
cessione cbda (in quest’ordine). Dato A è sempre possibile risalire alla
successione, basta trovare quell’elemento che sia incluso in tutti gli altri
e porlo come primo elemento. Il successivo, cioè quello che è compreso
in tutti quelli che rimangono, una volta eliminato {c}, è {b, c} e quin-
di b, deve essere il secondo elemento. Continuando in questo modo
(ripetendo il procedimento altre due volte) passiamo dall’insieme A,
all’ordine assegnato nel dato insieme X. Per una coppia tutto diviene
molto più semplice. Se X = {a, b} e se, nell’ordine desiderato, a viene
per primo, risulta A = {{a} , {a, b}}, mentre se viene prima b, allora
A = {{b} , {b, a}}.
Dati gli insiemi a e b, la coppia ordinata con prima coordinata a e
seconda coordinata b, 〈a, b〉, è così definita:
〈a, b〉 =df {{a} , {a, b}} .
Per convincente che sia la motivazione di questa definizione, dob-
biamo ancora dimostrare che il risultato è dotato della proprietà più
importante di cui deve godere una coppia ordinata per chiamarsi ta-
le. Dobbiamo provare che se 〈a, b〉 e 〈x, y〉 sono coppie ordinate, e se
〈a, b〉 = 〈x, y〉, allora a = x e b = y.
[ DIMOSTRAZIONE FACOLTATIVA]
Per dimostrarlo osserviamo prima di tutto che se per caso a e b sono
uguali, la coppia ordinata 〈a, b〉 è identica al singoletto {{a}}. Vice-
versa, se 〈a, b〉 è un singoletto, allora {a} = {a, b}, cosicchè b ∈ {a},
e quindi a = b. Supponiamo ora che 〈a, b〉 = 〈x, y〉. Se a = b, sia
〈a, b〉 che 〈x, y〉 sono singoletti, sicché x = y, poichè {x} ∈ 〈a, b〉 e
{a} ∈ 〈x, y〉, ne segue che a, b, x e y sono tutti uguali. Se a 6= b, per
definizione di coppia ordinata tanto 〈a, b〉 che 〈x, y〉 contengono esatta-
mente un singoletto: rispettivamente {a} e {x}, onde a = x. Poichè in
questo caso è vero altresì che ambedue 〈a, b〉 e 〈x, y〉 contengono esat-
tamente una coppia non ordinata che non è un singoletto - e cioè {a, b}
e {x, y} rispettivamente - ne consegue che {a, b} = {x, y}, e quindi, in
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particolare, b ∈ {x, y}. Poichè b non può essere x (poiché in tal caso
avremmo che a = x e b = x, e quindi che a = b, contrariamente al fatto
che abbiamo supposto a 6= b), dovrà essere b = y e la dimostrazione è
completa.
[FINE DIMOSTRAZIONE]
Il concetto di terna ordinata di tre elementi a, b e c si può ricondurre
a quello di coppia:
〈a, b, c〉 = 〈a, 〈b, c〉〉 ,
quello di quaterna ordinata a quello di terna e coppia:
〈a, b, c, d〉 = 〈a, 〈b, 〈c, d〉〉〉 ;
in generale, una n− pla ordinata è definita da:
〈a1, ..., an〉 = 〈a1, 〈a2, ..., an〉〉 ,
e si dimostra che 〈a1, ..., an〉 = 〈b1, ..., bn〉 se e solo se a1 = b1 e a2 = b2
e ... e an = bn.
Dati due insiemi X e Y , l’insieme prodotto cartesiano fra X e Y è
dato da:
X × Y = {〈a, b〉 : a ∈ X e b ∈ Y } .
Come si vede dalla definizione, gli elementi di X × Y sono le coppie
ordinate il cui primo elemento è in X ed il secondo in Y .
In generale, il prodotto cartesiano di n insiemi X1, ..., Xn è così
definito:
X1 × ...×Xn = {〈a1, ..., an〉 : a1 ∈ X1 ∧ · · · ∧ an ∈ Xn} .
Qunidi X1 × ...×Xn è l’insieme delle n− ple ordinate il cui i-esimo
elemento appartiene all’insieme Xi, con 1 ≤ i ≤ n. Se X1 = ... = Xn,
allora scriveremo anche (X1)
n invece di X1 × ...×Xn.
In particolare X × X = X2 è l’insieme delle coppie ordinate aventi
primo e secondo elemento in X.
Relazioni
In analogia a quanto esposto a proposito delle proprietà, si adotta
un corrispettivo atteggiamento a proposito delle relazioni. Una rela-
zione a due argomenti (binaria) in X è indicata da una espressione
linguistica contenente due variabili individuali che diviene vera o falsa
quando le due variabili sono sostitutite con i nomi di due elementi (non
necessariamente distinti) di X. Ad esempio, se X = {3, 4, 6, 7, 9, 12},
corrispondono a relazioni in X ’x è minore di y’, ’x è primo con y’, ’x
è multiplo ma non sottomultiplo di y’, ecc. Adottando l’atteggiamento
estensionale si identifica la relazione con l’insieme delle coppie ordinate
che la soddisfano:
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essere minore di = {〈3, 4〉 , 〈3, 6〉 , 〈3, 7〉 , 〈3, 9〉 , 〈3, 12〉 , 〈4, 6〉 ,
〈4, 7〉 , 〈4, 9〉 , 〈4, 12〉 , 〈6, 7〉 , 〈6, 9〉 , 〈6, 12〉 , 〈7, 9〉 , 〈7, 12〉 , 〈9, 12〉};
essere primo con = {〈3, 4〉 , 〈4, 3〉 , 〈3, 7〉 , 〈7, 3〉 , 〈4, 7〉 , 〈7, 4〉 ,;
, 〈4, 9〉 , 〈9, 4〉 , 〈6, 7〉 , 〈7, 6〉 , 〈7, 9〉 , 〈9, 7〉 , 〈7, 12〉 , 〈12, 7〉};
essere multiplo ma non sottomultiplo di = {〈6, 3〉 , 〈9, 3〉 , 〈12, 3〉 ,
〈12, 4〉 , 〈12, 4〉}.
Una relazione in X si identifica quindi con un sottoinsieme del prodotto
cartesiano X2. Anzi si definisce relazione binaria in X un qualsiasi
sottoinsieme di X2:
Relazione (binaria) in X = sottoinsieme di X2 = elemento di P (X2).
Con considerazioni analoghe si arriva ad identificare una relazione tra
due insiemi X e Y con un sottoinsieme del prodotto cartesiano X×Y .
Se X è l’insieme degli uomini e Y l’insieme delle macchine, la relazione
di ’possedere (almeno) una macchina’ è quel sottoinsieme R di X × Y
costituito da tutte e sole le coppie ordinate 〈a, b〉, in cui a un è uomo,
b è una macchina ed a ’possiede’ b.
Se R è una relazione binaria, spesso conviene esprimere il fatto che
〈a, b〉 ∈ R scrivendo
aRb
e dicendo, come si usa dire nel linguaggio di ogni giorno, che a sta
nella relazione R con b.
Esempi di relazioni:
La relazione limite è quella vuota (Per dimostrare che ∅ è un insieme
di coppie ordinate, si cerchi un elemento di ∅ che non sia una coppia
ordinata.) Un altro esempio limite è la relazione totale, ’tutti sono
relati a tutti’, che coincide con il prodotto cartesiano di due insiemi X
e Y .
SiaX un insieme qualsiasi, e sia IX = {〈x, y〉 : 〈x, y〉 ∈ X ×X e x = y}.
La relazione IX non è altro che la relazione di identità su X.
Funzioni
Dati due insiemi X e Y si dice funzione (unaria) di dominio X e
codominio Y un qualsiasi sottoinsieme f di X × Y avente le seguenti
due proprietà:
(1) per ogni x ∈ X esiste un elemento y ∈ Y tale che 〈x, y〉 ∈ f
(2) se 〈x, y〉 ∈ f e 〈x, z〉 ∈ f , allora y = z.
Altrimenti detto una funzione è una relazione ovunque definita (1.) e
univoca a destra (2.).
Anziché 〈x, y〉 ∈ f si può scrivere conformemente all’uso comune in
matematica, f(x) = y. L’elemento y si chiama il valore che la funzione
f assume (o prende) sull’argomento x; allo stesso modo possiamo dire
che f applica o rappresenta o trasforma x in y. I termini applicazione,
trasformazione, corrispondenza e operatore sono alcuni tra i molti usati
talvolta come sinonimi di funzione. La notazione
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f : X → Y
è usata per indicare che ’f è una funzione da X a Y ’.
Esempio: se X = {3, 5, 6, 7} e Y = {4, 8, 9, 10, 12}, sono funzioni da
X a Y :
f = {〈3, 8〉 , 〈5, 9〉 , 〈6, 9〉 , 〈7, 4〉}
g = {〈3, 12〉 , 〈5, 10〉 , 〈7, 9〉 , 〈6, 4〉}
h = {〈3, 3〉 , 〈5, 3〉 , 〈7, 3〉 , 〈6, 3〉}
...
mentre non sono funzioni da X a Y :
p = {〈3, 4〉 , 〈5, 6〉 , 〈6, 12〉}
q = {〈3, 8〉 , 〈5, 10〉 , 〈5, 9〉 , 〈6, 12〉 , 〈7, 12〉}
...
Con Y X indichiamo {f : (f : X → Y )}, ovvero l’insieme di tutte le
funzioni da X a Y .
Dati gli insiemi Xn e Y si dice funzione n-aria di dominio X e co-
dominio Y un qualsiasi sottoinsieme f di Xn × Y avente le seguenti
proprietà:
(1) per ogni x ∈ Xn esiste un elemento y ∈ Y tale che 〈x1, ..., xn, y〉 ∈
f
(2) se 〈x1, ..., xn, y〉 ∈ f e 〈x1, ..., xn, z〉 ∈ f , allora y = z.
Per indicare che f è una funzione n-aria, si scrive solitamente fn ed n
è detto l’arietà della funzione.
Si noti che una funzione n-aria una è relazione n+1-aria.
Con Y Xn indichiamo l’insieme di tutte le funzioni n-arie da Xn a Y ,
{fn : (fn : Xn → Y )} .
Classificazione delle funzioni
(1) f : X → Y è detta suriettiva o da X su Y se l’immagine di f è
tutto Y ; ovvero per ogni y ∈ Y , si ha che y = f(x), per qualche
x ∈ X.
(2) f : X → Y èdetta iniettiva sse f associa ad elementi distinti di
X elementi distinti di Y ; in altri termini se f(x) = f(y) allora
x = y.
(3) f : X → Y è detta biiettiva o corrispondena biunivoca tra X e
Y se f sia suriettiva che iniettiva.
Equivalenze e quozienti
R è una relazione di equivalenza sse R è riflessiva, simmetrica e
transitiva.
Le relazioni di equivalenza rivestono un ruolo particolare perchè ci
consentono di definire insiemisticamente alcuni concetti astratti. Ini-
ziamo con un facile esempio. Supponiamo di voler rappresentare il
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concetto di ’età’. Si consideri l’universo U degli uomini e si introduca
la relazione Z di coetaneità, per cui xZy sse ’x e y hanno la stessa
età’. Si vede facilmente che Z una relazione di equivalenza. Per ogni
x ∈ U , si consideri l’insieme {y : xZy}, tale insieme si denota usual-
mente con [x]Z e si chiama la classe di equivalenza di x modulo Z. È
ovvio che [x]Z contiene tutti i coetanei di x e, se x ha 18 anni e due
giorni, [x]Z rappresenta insiemisticamente l’età: ’18 anni e due giorni’.
Se ora si considera la famiglia F di tutte le classi di equivalenza mo-
dulo Z, si ottiene una rappresentazione insiemistica del concetto di età
(come insieme di tutte le specifiche età):
F = {[x]Z : x ∈ U} .
Questa costruzione - dalla relazione Z alla famiglia F - è resa possibi-
le da una proprietà fondamentale delle relazioni di equivalenza, che esse
inducono una partizione del dominio U della relazione in sottoinsiemi
che sono:
(1) non vuoti, per ogni x, [x]Z 6= ∅,
(2) a due a due disgiunti, per ogni x ed y, [x]Z ∩ [y]Z = ∅ oppure
[x]Z = [y]Z ,
(3) ed esaustivi,
⋃ {[x]Z : x ∈ U} = U
Su un insieme X, si possono definire, ovviamente, diverse relazio-
ni di equivalenza. La più piccola (nel senso che dà luogo a clas-
si di equivalenza col minor numero possibile di elementi) è quella di
uguaglianza
F = {[x]= : x ∈ U} = {{x} : x ∈ X} ,
ogni classe di equivalenza è un singoletto.
La più ampia relazione di equivalenza è la relazione totale: xTy, per
ogni x, y ∈ X;
F = {[x]T : x ∈ U} = {X} .
Sia N l’insieme dei numeri naturali e sia W = N× N. Definiamo
la seguente relazione fra elementi di W , cioè fra coppie ordinate di
naturali:
〈n,m〉 ≈ 〈n′,m′〉 sse n+m′ = n′ +m.
Verifica che ≈ è una relazione di equivalenza in W . Ciò segue dal fatto
che per ogni n,m, n′,m′, n′′,m′′ ∈ N, vale che:
• 〈n,m〉 ≈ 〈n,m〉
• se 〈n,m〉 ≈ 〈n′,m′〉 allora 〈n′,m′〉 ≈ 〈n,m〉
• se 〈n,m〉 ≈ 〈n′,m′〉 e 〈n′,m′〉 ≈ 〈n′′,m′′〉 allora 〈n,m〉 ≈
〈n′′,m′′〉.
IL LINGUAGGIO DELLA TEORIA DEGLI INSIEMI 17
Poni F = {[〈n,m〉]≈ : per qualche 〈n,m〉 ∈ W}, ovvero F è l’insieme
delle classi di equivalenza di W modulo ≈.
La classe di equivalenza di 〈0, 0〉 è l’insieme {〈0, 0〉 , 〈1, 1〉 , 〈2, 2〉 , ...}
La classe di equivalenza di 〈1, 0〉 è l’insieme {〈1, 0〉 , 〈2, 1〉 , 〈3, 2〉 , ...}
La classe di equivalenza di 〈0, 1〉 è l’insieme {〈0, 1〉 , 〈1, 2〉 , 〈2, 3〉 , ...}
La classe di equivalenza di 〈0, 4〉 è l’insieme {〈0, 4〉 , 〈1, 5〉 , 〈2, 6〉 , ...}
...
Ogni classe rappresenta in modo naturale un numero intero che conve-
niamo di indicare via un rappresentante canonico della classe stessa, ad
esempio quelle coppie di cui almeno un elemento sia zero: 〈0, 0〉 , 〈1, 0〉 〈0, 1〉 , 〈0, 4〉 ...
Queste coppie si denotano per semplicità anche con 0,+1,−1,−4, ....
L’insieme F sopra definito non è altro che l’insieme degli interi.
Sia N l’insieme dei numeri naturali. Definiamo la seguente relazione
fra elementi di W = N × (N − {0}) (W non è altro che l’insieme delle
frazioni):
〈n,m〉 ≈ 〈n′,m′〉 sse n ·m′ = n′ ·m.
Verifica che ≈ è una relazione di equivalenza in W .
Poni F = {[〈n,m〉]≈ : per qualche 〈n,m〉 ∈ W}, ovvero F è l’insie-
me delle classi di equivalenza di W modulo ≈.
La classe di equivalenza di 〈0, 1〉 è l’insieme {〈0, 1〉 , 〈0, 2〉 , 〈0, 3〉 , ...}
La classe di equivalenza di 〈1, 1〉 è l’insieme {〈1, 1〉 , 〈2, 2〉 , 〈3, 3〉 , ...}
La classe di equivalenza di 〈1, 2〉 è l’insieme {〈1, 2〉 , 〈2, 4〉 , 〈3, 6〉 , ...}
La classe di equivalenza di 〈2, 5〉 è l’insieme {〈2, 5〉 , 〈4, 10〉 , 〈6, 15〉 , ...}
...
Ogni classe di equivalenza contiene frazioni equivalenti fra loro, ed ogni
classe rappresenta in modo naturale un numero razionale. Facciamo la
convenzione di denotare i numeri razionali con le frazioni ridotte ai
minimi termini: 0, 1/1, 1/2, 2/5, ...
Quindi sia i numeri interi che i numeri razionali possono essere visti
come concetti astratti rappresentanti ’grandezze’ definibili a partire dai
numeri naturali.
3. Insiemi finiti - infiniti (da D. Palladino)
Per illustrare meglio uno degli aspetti più rilevanti della teoria degli
insiemi apriamo una breve parentesi. Senza entrare nel dettaglio delle
ragioni che già a partire dalla cultura greca hanno favorito l’accetta-
zione dell’infinito in matematica solo nella sua accezione potenziale,
sostanzialmente secondo i canoni più volte espressi da Aristotele - si
può ricordare che il rifiuto della concezione attuale dell’infinito era do-
vuto, almeno in grande misura, alle difficoltà evidenziate dall’insorge-
re di vari ’paradossi dell’infinito’ che già a partire da Zenone di Elea
hanno sollevato interrogativi ai quali non era facile trovare risposte
soddisfacenti. Ad esempio, consegue dall’esistenza di segmenti incom-
mensurabili, quali la diagonale e il lato del quadrato o il lato e l’altezza
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di un triangolo equilatero, dimostrata già dalla scuola pitagorica, che
i segmenti contengono infiniti punti (altrimenti il punto sarebbe il sot-
tomultiplo comune). Allora dati due segmenti disuguali, da un lato
bisognerà affermare che un’infinità di punti (quella del segmento più
corto) è minore dell’altra infinità di punti, ma, d’altro lato, mediante
una semplice proiezione centrale, è possibile porre in corrispondenza
biunivoca i punti dei due segmenti, per cui sembra doversi concludere
che le due infinitè di punti si equivalgono. È ben noto l’esempio di Ga-
lileo relativo agli insiemi dei numeri naturali e dei loro quadrati: da un
lato essi si equivalgono (perchè ogni numero ha uno ed un solo quadra-
to), dall’altro i numeri quadrati perfetti costituiscono un sottoinsieme
proprio dell’insieme dei numeri naturali (anzi i numeri quadrati vanno
sempre più diradandosi nella sequenza dei numeri naturali).
È interessante la risposta che Galileo offre all’insorgere di questo pa-
radosso: ’Queste son di quelle difficoltà che derivano dal discorrere che
noi facciamo col nostro intelletto finito intorno a gl’infiniti, dandogli
quegli attributi che noi diamo alle cose finite e terminate, il che penso
sia inconveniente perché stimo che questi attributi di maggioranza, mi-
norità ed eguaglianza non convenghino agl’infiniti, de i quali non si può
dire, uno esser maggiore o minore o eguale all’altro’ (G.Galilei, Ediz.
Naz., Vol VIII, pp.77-78). In una famosa lettera di Gauss a Schumacher
si legge: ’Io protesto ... contro l’uso di grandezze infinite come se fosse-
ro qualcosa di compiuto; questo uso non è ammissibile in matematica.
L’infinito è solo una façon de parler : si tratta solo di limiti approssi-
mati da certe grandezze tanto quanto si vuole, mentre altre grandezze
possono crescere indefinitamente’. C.F.Gauss, presumibilmente il più
eminente matematico dell’800, espresse questo punto di vista nel 1831
in risposta ad una idea di Schumacher e con ciò espresse un horror
infiniti che fu l’attitudine comune dei matematici fin quasi la fine del
secolo e apparve inconfutabile vista l’autorità di Gauss. La matematica
deve trattare grandezze finite e numeri finiti e la trattazione dell’infi-
nito attuale, sia infinitamente piccolo che infinitamente grande, doveva
essere lasciato alla filosofia. Fu Cantor che osò combattere questo pun-
to di vista e, nell’opinione della maggioranza dei matematici del XX
sec., ha avuto successo nel dare legittimità alle grandezze infinitamente
grandi. Anche coloro i quali non hanno assunto un atteggiamento di
rifiuto dell’infinito attuale, hanno tuttavia identificato l’infinito come
un’entità assoluta, alla quale non ci si può rivolgere con consapevolezza
a causa dei limiti della ragione umana, e nella cui analisi non si pos-
sono far intervenire le categorie con le quali si opera nell’ambito del
finito. Cantor, invece è riuscito ad individuare le tecniche mediante
le quali ’dominare’ gli insiemi infiniti, assoggetandoli a relazioni di or-
dine e ad una articolata aritmetica. Lo strumento principale è quello
della corrispondenza biunivoca: se tra due insiemi X e Y esiste una
corrispondenza biunivoca, i due insiemi sono detti equipotenti, si scrive
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X ≈ Y , intuitivamente parlando, essi sono ’equinumerosi’. È facile
vedere che la relazione di equipotenza è una relazione di equivalenza,
quindi è legittimo passare alla classe di equivalenza di X
{Y : Y ≈ X}
e di pensare tale classe di equivalenza come ’il numero’ che esprime
’la numerosità di X’. Tale classe viene chiamata il numero cardinale
di X, Card(X) e, spesso, indicata con X. (Il numero due, inteso come
cardinale degli insiemi contenenti due elementi, viene ad identificarsi,
in questo approccio, con l’insieme di tutte le coppie.)
Questo modo semplice ed elegante di introdurre i numeri cardinali
non può essere accettato, pena la consistenza dell’intera teoria. Una via
di uscita è identificare il cardinale di un insieme X con un insieme, op-
portunamente scelto, appartenente alla classe degli insiemi equipotenti
ad X.
In questa luce può essere letta la definizione precedentemente data
di numero naturale; un numero naturale n è un particolare insieme
contenente n elementi.
L’insieme ω. Sia ω l’insieme tale che
0 ∈ ω
e
se n ∈ ω allora n ∪ {n} ∈ ω.
Come vedremo, asserire l’esistenza dell’insieme ω significa asserire l’e-
sistenza di un insieme infinito. Ancora non abbiamo dato una defi-
nizione precisa di infinito, ma sembra ragionevole che insiemi come ω
meritino di essere chiamati infiniti. Quanto meno, per ω si ripresenta
il ’paradosso’ di Galileo:
Teorema. Esiste una corrispondenza biunivoca tra ω ed un suo sot-
toinsieme proprio.
Dimostrazione. Sia f : ω → (ω − {∅}) tale che f(n) = n∪{n}. Si vede
facilmente che f è una corrispondenza biunivoca. 
Definizione. Un insieme X è finito se esiste un numero naturale n ed
una biiezione tra n ed X.
Ad esempio:{x, y, z} è finito perchè se definisco f(0) = x, f(1) = y
e f(2) = z, la funzionef :
{
0, 1, 2
} → {x, y, z} è una biiezione (posto
che x 6= y 6= z).
Definizione. Un insieme è infinito sse non è finito.
Teorema. ω è infinito.
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Definizione. Un insieme X è infinito numerabile sse esiste una corri-
spondenza biunivoca f : ω → X.
In altri termini gli elementi di X possono essere posti in una succes-
sione x1, x2, x3, .... infinita senza ripetizioni.
Il cardinale di ogni insieme infinito numerabile è ℵ0 (si legge: alef
con zero).
Esempi di insiemi infiniti numerabili:
• L’insieme dei pari, dei dispari, dei primi, ...
• L’insieme degli interi; infatti Z = 0,+1,−1,+2,−2,+3,−3, ...
Sia ora X0, X1, X2...Xn... una successione infinita senza ripetizioni di
insiemi numerabili e poniamo in successione gli elementi di ciascuno di
essi indicando con ahk il k-esimo elemento dell’insieme Xh:
X0 a00, a01, a02, a03, ...
X1 a10, a11, a12, a13, a14, ...
X2 a20, a21, a22, a23, ...
X3 a30, a31, a32, a33, a34, ...
... .............................
... ..............
Gli elementi che figurano in questo quadro doppiamente infinito (verso
destra e verso il basso) possono essere disposti in un’unica successione
mettendo prima gli elementi con minore somma degli indici e, a parità
di somma degli indici, mettendo prima quello il cui primo indice è
minore:
a00, a01, a10, a02, a11, a20, a03, a12, a21, a30, a04, a13, a22, a31, a40, a05, a14,
a23, a32, ......
L’unione di tutti gli insiemi della successione, essendo un sottoinsie-
me infinito di quest’ultima successione, è numerabile:
L’unione di una collezione numerabile di insiemi numerabili un in-
sieme numerabile.
Analogamente si vede che il prodotto cartesiano di due insiemi nu-
merabili è ancora un insieme numerabile. Infatti, se i due insiemi
sono:
X = {a0, a1, a2, ..., an, ...}
e
Y = {b0, b1, b2, ..., bn, ...}
si può scrivere il prodotto cartesiano X × Y come un quadro dop-
piamente infinito analogo al precedente in cui al posto di ahk figura la
coppia ordinata 〈ah, bk〉.
Pertanto, è numerabile l’insieme delle frazioni (essendo l’unione del-
l’insieme numerabile delle frazioni di denominatore 1, di quello delle
frazioni di denominatore 2, di quello delle frazioni di denominatore 3,
ecc.) e, quindi, è numerabile l’insieme dei numeri razionali.
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Si fa vedere che l’insiemeK delle successioni finite di numeri naturali
è numerabile. (cfr Palladino, p.15)
Dalla numerabilità di K segue subito quella dell’insieme delle equa-
zioni polinomiali a coefficienti interi e, quindi, dato che ogni siffatta
equazione, per il teorema fondamentale dell’algebra, ha un numero
finito di radici, si ottiene facilmente la numerabilità dell’insieme dei
numeri reali (o complessi) algebrici, ossia quei numeri, come radice di
2, che sono soluzione di una equazione polinomiale a coefficienti inte-
ri. Sempre dalla numerabilità di K segue facilmente che è numerabile
l’insieme delle formule che sono stringhe finite di simboli di un alfabeto
numerabile.
Ci si può domandare se ogni insieme infinito sia automaticamente nu-
merabile (ovvero se l’unico tipo di infinità sia quello dei numeri natura-
li). La risposta negativa ed legata ad un semplice quanto fondamentale
risultato di Georg Cantor.
Teorema. Non esiste alcuna corrispondenza biunivoca tra ω e P (ω).
Dimostrazione. Basta far vedere che non esiste alcuna suriezione
f : ω → P(ω).
Supponiamo per assurdo che esista una f siffatta. Consideriamo il
seguente sottoinsieme di ω
Z = {n : n /∈ f(n)}
Allora preso un qualsiasi naturale m,
m ∈ Z sse m /∈ f (m) .
Poiché si è supposto che f sia suriettiva, c’è un k ∈ ω tale che
f(k) = Z. Allora
k ∈ Z sse k ∈ f (k) sse k /∈ Z
ed abbiamo così raggiunto una contraddizione. Dunque non esiste
una suriezione di ω su P (ω). In conseguenza esistono insiemi infiniti
non numerabili. 
Si noti che con questo teorema si dimostra anche che siamo in pos-
sesso di una procedura, il passaggio all’insieme potenza, che produce
cardinalità sempre più grandi:
ω P (ω) PP (ω) PPP (ω) PPPP (ω) .....
Definizione. Un insieme è detto più che numerabile se è infinito, ma
non infinito numerabile.
Teorema (G. Cantor). L’insieme R dei numeri reali è più che nume-
rabile.
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Dimostrazione. Facciamo vedere che l’intervallo aperto (0, 1) è più che
numerabile, quindi a maggior ragione R è più che numerabile. Consi-
deriamo l’insieme S di tutte le successioni consistenti dell’espansione
decimale dei numeri reali dell’intervallo (0, 1). Dimostriamo che S è
più che numerabile. Procediamo per assurdo, supponendo che S sia
numerabile. Allora S = {s0, s1, s2, s3, ..} ed ogni si è una successione
infinita di elementi dell’insieme {0, ..., 9}.
s0 = s00, s01, s02, s03, ...
s1 = s10, s11, s12, s13, ...
s2 = s20, s21, s22, s23, ...
s3 = s30, s31, s32, s33, ...
... = .......................
Consideriamo ora la successione ottenuta considerando le cifre sulla
diagonale :
d = s00, s11, s22, s33, ...
e definiamo una nuova successione
c = c0, c1, c2, c3, ...
ove per ogni k, ck = skk + 1 (quando skk = 9, allora skk + 1 = 0) 
Anche c è l’espansione decimale di un numero reale dell’intervallo
(0, 1) e dunque per qualche n,
c = sn
quindi in particolare
cn = snn
ma per definizione di c,
cn = snn + 1 e dunque cn 6= snn,
per cui
cn 6= cn.
Ottenendo così una contraddizione.
Poiché vi è poi una corrispondenza biunivoca tra i numeri reali e i
numeri compresi nell’intervallo (0, 1) data dalla legge y = tangpi(x −
1/2), l’insieme R dei reali è della stessa cardinalità dell’intervallo (0, 1).
Teorema. L’intervallo (0,1) è in corrispondenza biunivoca con l’insie-
me potenza P(N) dei numeri naturali.
Ne segue che R è in corrispondenza biunivoca con P (N).
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L’antinomia di Russell
Il principio di comprensione così come lo abbiamo formulato è troppo
forte e porta alla famosa antinomia di Russell (1902). Consideriamo la
proprietà di un insieme di ’non appartenenre a se stesso’: x /∈ x. Per
il principio di comprensione esiste l’insieme di tutte e sole le cose che
godono della proprietà di ’non appartenere a se stesse’, {x : (x /∈ x)}.
Chiamiamo r tale insieme. Allora
r = {x : (x /∈ x)}
e, per il principio di comprensione,
(y ∈ r) sse (y /∈ y) .
Ma ciò vale per un generico y e dunque anche per r:
(r ∈ r) sse (r /∈ r) .
Abbiamo così raggiunto una contraddizione.
Tratto peculiare del principio di comprensione è la sua natura ’di
principio assolutamente generale’, ’di principio logico’, asserente che
’le estensioni delle proprietà esistono’, sono oggetti del nostro universo,
oggetti che a loro volta possono essere soggetti di predicazione, ovvero
elementi di altri insiemi. Come l’antinomia di Russell ci ha mostrato,
però, tale principio non è accettabile nella sua generalità.
Quello che possiamo fare, e che di fatto si fa nelle varie teorie assioma-
tiche degli insiemi, è di asserire l’esistenza di insiemi in corrispondenza
di particolari condizioni A (x), opportunamente scelte. Per esempio:
dato un insieme X, si consideri la condizione y ⊆ X e si postuli che
esista l’insieme {y : y ⊆ X}. La scelta dipende, in genere, dagli sco-
pi che il matematico si prefigge di raggiungere con tale teoria. Così
facendo però la teoria degli insiemi perde il suo carattere di ’teoria lo-
gica’, di ’teoria estensionale dei concetti’ per diventare una delle tante
teorie matematiche. Solo a scopo esemplificativo citiamo un principio
accettato in tutte le teorie assiomatiche note, molto simile al principio
di comprensione, ma di gran lunga più debole. Il principio che asse-
risce che, una volta che si ha già un insieme X, possiamo considerare
l’insieme di quegli elementi di X che godono di una proprietà A (x).
Prima di formulare questo principio in termini esatti faremo un esem-
pio euristico. Sia X l’insieme di tutti gli uomini. La proposizione ’x
è sposato’ è vera per alcuni degli elementi x di X e falsa per altri. Il
principio che stiamo cercando di chiarire giustifica il passaggio dall’in-
sieme dato X degli uomini all’insieme di tutti gli uomini sposati. Per
indicarne la costruzione, si scrive di solito:
{x : x ∈ X e x è sposato} .
Similmente:
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{x : x ∈ X e x non è sposato}
è l’insieme di tutti gli scapoli;
{x : x ∈ X e il padre di x è Adamo}
è l’insieme che contiene Caino, Abele e nient’altro; e
{x : x ∈ X e x è il padre di Abele}
è l’insieme che contiene Adamo e nient’altro.
Principio di specificazione (o di isolamento o di separazione).
Per ogni insieme X e per ogni condizione A (x), esiste l’insieme Y i
cui elementi sono esattamente quegli elementi x di X per i quali è vera
A (x).
Tale insieme Y si denota con {x : x ∈ X ∧ A (x)} e per esso vale che:
z ∈ {x : x ∈ X ∧ A (x)} ↔ (z ∈ X ∧ A (z))
Solitamente l’insieme {x : x ∈ X ∧ A (x)} viene scritto nella forma
{x ∈ X : A (x)}
per meglio evidenziare l’insieme di riferimentoX, e si legge: l’insieme
degli elementi x di X, tali che A (x).
Interessante è applicare ora il ragionamento di Russell ad un gene-
rico insieme X. Abbiamo che in virtù del principio di specificazione,
esiste
{x ∈ X : x /∈ x} .
Sia r = {x ∈ X : x /∈ x}. Allora
y ∈ r sse y ∈ X ∧ y /∈ y
da cui
r ∈ r sse r ∈ X ∧ r /∈ r.
Ora, r ∈ r è impossibile, perché altrimenti r /∈ r. Dunque r /∈ r. Ma
se r /∈ r ed inoltre r ∈ X, allora si arriva ad un assurdo, ovvero che
r ∈ r. Ne segue che r /∈ X. La parte interessante di questa conclusione
è che esiste qualcosa (appunto r) che non appartiene ad X. L’insieme
X, in questo discorso, era completamente arbitrario. In altre parole,
abbiamo provato che
non esiste qualcosa che contiene tutto,
o, in modo più spettacolare,
non c’è universo.
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Il termine ’universo’ è qui usato nel senso di ’universo di discorso’, e
con ciò si intende, in ogni particolare discussione, l’insieme degli oggetti
che intervengono nella discussione.
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4. ESERCIZI
Esercizio. 1
1.1 Esprimi 4 usando solo i simboli {, },∅.
1.2 Stabilisci quali dei seguenti fatti sono veri o falsi:
1 ∈ 2; (1 ∩ 2) = ∅; (0 ∩ 2) ∈ 1; 1 ⊆ 2; (1 ∪ 2) = 2.
Esercizio. 1.3 Stabilisci di quali dei seguenti insiemi x è elemento,
sottoinsieme o nessuno dei due.
{{x} , y}; x; (∅ ∩ x); {x} − {{x}}; {x} ∪ x; {x} ∪ {∅}.
Esercizio. 2
2.1 Trova
⋂
(
⋃
X − 4), ove X = {{2, 5} , 4, {4}}.
2.2 Trova
⋃
X,
⋂
X,
⋃⋃
X,
⋂⋂
,
⋃⋂
X,
⋂⋃
X,
ove X = {{{1, 2} , {1}} , {{0, 1}}}.
2.3 Dai esempi di insiemi tali che (
⋂
X) ∩ (⋂Y ) = ⋂ (X ∩ Y ).
Esercizio. 3
3.1 Esprimi i seguenti insiemi usando gli insiemi 0, 1, 2, ...
∅; ⋃ ∅; P (∅); ⋃⋃ ∅; PP (∅); ⋃⋃⋃ ∅; PPP(/O).
3.2 Trova (3−⋃P (1)) e ⋂⋃ (P (2)− 2).
3.3 Dimostra che P (X ∩ Y ) = P (X) ∩ P (Y ).
Esercizio. 4
4.1 Dimostra che {x, y} non è una buona definizione di coppia or-
dinata poiché non gode della proprietà che 〈x, y〉 = 〈a, b〉 se e solo se
x = a e y = b.
4.2 Una coppia ordinata è, per definizione, un insieme. Fai vedere
con un esempio che non ogni coppia ordinata ha due elementi.
4.3 Dimostra che
⋂⋂ 〈x, y〉 = x
4.4 Dimostra che
⋂⋃ 〈x, y〉 ∪ (⋃⋃ 〈x, y〉 −⋃⋂ 〈x, y〉) = y.
Esercizio. 5
5.1 Costruisci questi insiemi:
2 ∪ 3; 2 ∩ 3; 2× 3; 2× 1; 1× 2; 0 ∪ 1; 1× 1.
5.2 Se X = ∅ o Y = ∅, risulta X × Y = ∅, e inversamente.
5.3 Se X ⊆ X e Y ⊆ Y , allora (X × Y ) ⊆ (X × Y ), e (purché
X × Y 6= ∅) inversamente.
5.4 Dimostra che il prodotto cartesiano non è commutativo, ovvero
che esistono insiemi X e Y per i quali falso che X × Y = Y ×X.
5.5 Dai un esempio di due insiemi tali che X × Y = Y ×X.
5.6 Dimostra che il prodotto cartesiano è distributivo rispetto al-
l’unione, cioé per ogni insieme X, Y e Z si ha che X × (Y ∪ Z) =
(X × Y ) ∪ (X × Z)
5.7 Dai esempi di insiemi tali che X∪(Y × Z) 6= (X ∪ Y )×(X ∪ Z).
5.8 Dimostra che X ×X = Y × Y implica che X = Y .
5.9 Dimostra che X × Y = X × Z e X 6= ∅ implica che Y = Z.
Esercizio. 6
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6.1 Elenca tutte le relazioni binarie da X = {a, b, c} a Y = {s}.
6.2 Elenca tutte le relazioni binarie sull’insieme 1.
Esercizio. 7
7.1 Definisci l’ordine lessicografico e fai vedere che è un ordine totale
stretto.
7.2 Sia L l’insieme di tutte le rette del piano euclideo. Verifica che
il parallelismo è una relazione di equivalenza.
7.3 Sia T l’insieme dei triangoli. Verifica che la relazione di similitu-
dine è una relazione di equivalenza.
Esercizio. 8
8.1 Costruisci tutti gli ordini parziali sull’insieme 3. Quali sono totali
?
8.2 Verifica che l’inclusione è un ordine parziale su X. A
8.3 Aia A una relazione binaria da X a Y . Dimostra che A−1 è una
relazione binaria da Y a X.
8.4 Sia S una relazione da X a Y . Dimostra che IY ◦ S = S e
S ◦ IX = S.
8.5 Dimostra che per una relazione binaria S su X:
S è riflessiva sse IX ⊆ S
S è irriflessiva sse IX ∩ S = ∅
S è transitiva sse (S ◦ S) ⊆ S
S è atransitiva sse (S ◦ S) ∩ S = ∅
S è simmetrica sse S = S−1
S è antisimmetrica sse S ∩ S−1 ⊆ IX
8.6 Sia S una relazione binaria su X. Dimostra che se S è transitiva
e riflessiva, allora S ◦ S = S. È vero il viceversa ?
Esercizio. 9
9.1 L’insieme Y ∅ ha esattamente un elemento, e precisamente ∅, sia
quando Y è vuoto sia quando non lo è.
9.2 Se X non è vuoto, ∅X è vuoto.
Esercizio. 10
10.1 Sia N l’insieme dei naturali, Z degli interi e R dei reali. Dai un
esempio di una funzione:
- da N a un sottoinsieme proprio di N che non sia una iniezione;
- che sia una iniezione da N ad un sottoinsieme proprio di N;
- da Z a un sottoinsieme proprio di Z che non sia una iniezione;
- che sia una iniezione da Z ad un sottoinsieme proprio di Z;
- da R a N;
- da R a N tale che per ogni x, f(x) 6= x.
10.2 Dimostra che non ogni iniezione di un insieme in se stesso è una
biiezione.
10.3 Costruisci una funzione:
- da 1 a 1
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- da 0 a 1
- da (2× 3) a 6 e da 6 a (2× 3), entrambe biiezioni.
10.4 Elenca gli elementi dei seguenti insiemi:
- 23
- 32
- 20
- 00
- 10
- 11
- 01
- 21
-12
10.5 Supponiamo che esista una funzione da X a Y che non sia
iniettiva. Dimostra che X 6= ∅ e che Y 6= ∅.
10.6 Supponiamo che esista una funzione da X a Y che non sia
suriettiva. Dimostra che Y 6= ∅.
10.7 Dimostra che PPP (∅) è equipotente a 4.
10.8 Siaf : X → X. Dimostra che se IX ⊆ f , allora f = IX .
Esercizio. 11
11.1 Dimostra che l’uguaglianza tra insiemi è riflessiva, simmetrica
e transitiva:
- X = X,
- se X = Y allora Y = X,
- se X = Y e Y = Z allora X = Z.
11.2 Dimostra che l’inclusione tra insiemi è riflessiva, antisimmetrica
e transitiva:
- X ⊆ X,
- se X ⊆ Y e Y ⊆ X allora X = Y ,
.- se X ⊆ Y e Y ⊆ Z allora X ⊆ Z.
11.3 Dimostra che:
se X ⊂ Y e Y ⊂ Z allora X ⊂ Z.
11.4 Dimostra che:
se X ⊆ Y e Y ⊆ Z e Z ⊆ X allora X = Y = Z.
11.5
Dimostra che:∅ ⊆ X .
11.6 Dimostra che:
- X ∪ ∅ = X,
- X ⊆ (X ∪ Y ),
- Y ⊆ (X ∪ Y ),
- X ∪ Y = Y ∪X (commutatività),
- X ∪ (Y ∪ Z) = (X ∪ Y ) ∪ Z (associatività),
- X ∪X = X (idempotenza),
- X ⊆ Y se, e soltanto se, X ∪ Y = Y ,
- (X ⊆ Z ∧ Y ⊆ Z)→ X ∪ Y ⊆ Z.
11.7 Dimostra che:
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- X ∩ ∅ = ∅,
- (X ∩ Y ) ⊆ X,
- (X ∩ Y ) ⊆ Y ,
- X ∩ Y = Y ∩X (commutatività),
- X ∩ (Y ∩ Z) = (X ∩ Y ) ∩ Z (associatività),
- X ∩X = X (idempotenza),
- X ⊆ Y se, e solamente se, X ∩ Y = X,
- (Z ⊆ X ∧ Z ⊆ Y )→ Z ⊆ (X ∩ Y )
11.8 Dimostra che:
- X ∩ (Y ∪ Z) = (X ∩ Y ) ∪ (X ∩ Z) (distributività di ∩ su ∪)
- X ∪ (Y ∩ Z) = (X ∪ Y ) ∩ (X ∪ Z) (distributività di ∪ su ∩)
11.9 Dimostra che:
X − Y = X ∩ Y ′
X ⊆ Y se e solo se X − Y = ∅
X − (X − Y ) = X ∩ Y
X ∩ (Y − Z) = (X ∩ Y )− (X ∩ Z)
X ∩ Y ⊆ ((X ∩ Z) ∪ (Y ∩ Z ′))
((X ∪ Z) ∩ (Y ∪ Z ′)) ⊆ X ∪ Y
- (X ′)′ = X,
- X ∩X ′ = ∅ e X ∪X ′ = V ,
- ∅′ = V e V ′ = ∅,
- X ⊆ Y se, e solamente se, Y ′ ⊆ X ′,
- (X ∪ Y )′ = X ′ ∩ Y ′ e (X ∩ Y )′ = X ′ ∪ Y ’.
11.10 Dimostra che:
- X − Y = X ∩ Y ′,
- X ⊆ Y se e solamente se X − Y = ∅,
- X − (X − Y ) = X ∩ Y ,
- X ∩ (Y − Z) = (X ∩ Y )− (X ∩ Z),
- X ∩ Y = (X ∩ Z) ∪ (Y ∩ Z ′),
- (X ∪ Z) ∩ (Y ∪ Z ′) ⊆ X ∪ Y .
11.11 Siano P , Q e R sottoinsiemi di X. Dimostra che:
- P ⊆ Q sse P ∩ (X −Q) = ∅,
- P ⊆ Q sse (X − P ) ∪Q = X,
- P ⊆ Q sse (P ∪ (X −Q)) ⊆ (X − P ),
- P ⊆ Q sse (P ∩ (X −Q)) ⊆ Q.
11.12 Dimostra che:
- (X + Y ) = (Y +X),
- (X + (Y + Z)) = ((X + Y ) + Z),
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- X + ∅ = X e X +X = ∅.
11.13 Siano X, Y , X e Y insiemi; dimostra che:
- (X ∪ Y )×X = (X ×X) ∪ (Y ×X),
- (X ∩ Y )× (X ∩ Y ) = (X ×X) ∩ (Y × Y ),
- (X − Y )×X = (X ×X)− (Y ×X).
11.14 Dimostra che:
- se X = ∅ o Y = ∅, allora X × Y = ∅, e inversamente,
- se X ⊆ X e Y ⊆ Y , allora (X × Y ) ⊆ (X × Y ), e (purché X×Y 6=
∅) inversamente.
11.15 Siano S e T relazioni binarie da X a Y . Dimostra che:
- (S ∩ T )−1 = S−1 ∩ T−1,
- (S ∪ T )−1 = S−1 ∪ T−1.
11.16 Sia S una relazione da X a Y , e T una relazione da Y a Z.
Xllora dimostra che: X - (T ◦ S)−1 = S−1 ◦ T−1.
11.17 Dimostra che: ((
⋂
X) ∩ (⋂Y )) ⊆ ⋂(X ∩ Y )
Soluzione di alcuni esercizi:
1.1 4 = {Ø,{∅} ,{Ø,{∅} } ,{∅ {∅} , {Ø,{∅} }} }.
1.2
1 ∈ 2 Vero, infatti 1∈ {0, 1}
(1 ∩ 2) = ∅ Falso, infatti {0} ∩ {0, 1} = {0} 6= 0
(0 ∩ 2) ∈ 1 Vero, infatti 0 ∩ 2 = (0 ∈ {0}) = 1
1 ⊆ 2 Vero, infatti {0} ⊆ {0, 1}
1 ∪ 2 = 2 Vero, infatti {0} ∪ {0, 1} = {0, 1} = 2
1.3
- x /∈ {{x} , y}
x ⊆ {{x} , y}
- x /∈ x
x ⊆ x
- ∅ ∩ x = ∅, quindi x /∈ (∅ ∩ x) e x * (∅ ∩ x) [a meno che x = ∅]
- {x} − {{x}} = {x}, quindi x ∈ ({x} − {{x}}) e x * {x}
- {X} ∪X = {z : z ∈ {X} oppure z ∈ X} = {z : z = X oppure z ∈ X},
quindi X ∈ {X} ∪X e X * ({X} ∪X)
- {X} ∪ {∅} = {X, ∅}, quindi X ∈ {X} ∪ {∅} e X * ({X} ∪ {∅})
2.1 ⋂
(
⋃
X − 4) = ⋂ (⋃ {{2, 5} , 4, {4}} − 4) =
=
⋂
(
⋃ {{2, 5} , {0, 1, 2, 3} , {4}} − {0, 1, 2, 3}) =
=
⋂
({0, 1, 2, 3, 4, 5} − {0, 1, 2, 3}) =⋂ {4, 5} = ⋂ ({0, 1, 2, 3, } , {0, 1, 2, 3, 4}) = {0, 1, 2, 3} = 4
2.2⋃
X =
⋃ {{{1, 2} , {1}} , {{0, 1}}} = {{1, 2} , {1} , {0, 1}}⋂
X =
⋂ {{{1, 2} , {1}} , {{0, 1}}} = ∅⋃⋃
X =
⋃ {{{1, 2} , {1}} , {{0, 1}}} = {0, 1, 2} = 3⋂⋂
X =
⋂ ∅, non definita⋃⋂
X =
⋃ ∅ = ∅⋂⋃
X =
⋂ {{1, 2} , {1} , {0, 1}} = {1}
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2.3
X = {{1, 2} , {1, 2, 3}} e Y = {{2, 3} , {1, 2, 3}}
(
⋂
X) ∩ (⋂Y ) = {1, 2} ∩ {2, 3}⋂
(X ∩ Y ) = ⋂ {{1, 2, 3}} = {1, 2, 3}
3.1
∅ = 0⋃ ∅ = 0
P(/O) = {0}⋃⋃ ∅ = 0
PP (∅) = P ({0}) = {0, {0}} = 2⋃⋃⋃ ∅ = 0
PPP (∅) = P ({0, {0}}) = {0, {0} , {{0}} , {0, {0}}} = {0, 1, {1} , 2}
3.2
3−⋃P (1) = {0, 1, 2} −⋃ {0, {0}} = {0, 1, 2} − {0} = {1, 2}⋂⋃
(P (2)− 2) = ⋂⋃ ({0, 1, {1} , 2} − {0, 1}) =
=
⋂⋃ {{1} , 2} = ⋂ {{1} , {0, 1}} = ⋂ {0, 1} = 0
3.3 Dobbiamo far vedere che preso un generico x, x ∈ P(A∩Y )
sse x ∈ P(X)∩P(Y ). Infatti x ∈ P(X∩Y ) sse x ⊆ (X∩Y )
sse x ⊆ X e x ⊆ Y sse x ∈ P(X) e x ∈ P(Y ) sse x ∈
P(X) ∩ P(Y ).
4.1 {0, 1} = {1, 0}, ma 0 6= 1.
4.2 〈x, x〉 = {{x} , {x, x}} = {{x}}.
4.3
⋂⋂ 〈x, y〉 = ⋂⋂ {{x} , {x, y}} = ⋂ {{x}} = x.
4.4 ⋃ {x} = {z : z ∈ x} = x⋃ {x, y} = {z : z ∈ w per qualche w ∈ {x, y}} = {z : z ∈ x oppure z ∈ y} = x ∪ y
4.5 ⋂⋃ 〈x, y〉 ∪ (⋃⋃ 〈x, y〉 −⋃⋂ 〈x, y〉) =
=
⋂⋃ {{x} , {x, y}} ∪ (⋃⋃ {{x} , {x, y}} −⋃⋂ {{x} , {x, y}}) =
=
⋂ {x, y} ∪ (⋃ {x, y} −⋃ {x}) =
= (x ∩ y) ∪ ((x ∪ y)− x) =
= (x ∩ y) ∪ y = y
5.1
2 ∪ 3 = 3
2 ∩ 3 = 2
2× 3 = {〈0, 0〉 , 〈0, 1〉 , 〈0, 2〉 , 〈1, 0〉 , 〈1, 1〉 , 〈1, 2〉}
2× 1 = {〈0, 0〉 , 〈1, 0〉}
1× 2 = {〈0, 0〉 , 〈0, 1〉}
0 ∪ 1 = 1
1× 1 = {〈0, 0〉}
5.3 SeX = ∅ o Y = ∅, risultaX×Y = ∅. ∅×Y = {〈x, y〉 : x ∈ ∅ e y ∈ Y }.
Se X × Y = ∅, allora {〈x, y〉 : x ∈ X e y ∈ Y } = ∅, .... e
inversamente.
5.4 Se X ⊆ X e Y ⊆ Y , allora (X × Y ) ⊆ (X × Y ). Infatti
〈x, y〉 ∈ (X × Y ) allora x ∈ X e y ∈ Y , dunque x ∈ X
e y ∈ Y , così 〈x, y〉 ∈ X × Y . Se (X × Y ) ⊆ (X × Y ) e
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X × Y = ∅ allora X ⊆ X e Y ⊆ Y . Sia x ∈ X ed y ∈ Y
(poiché X × Y = ∅ almeno un x ed un y siffatti esistono),
dunque 〈x, y〉 ∈ (X × Y ), 〈x, y〉 ∈ X × Y , allora x ∈ X ed
y ∈ Y , da cui X ⊆ X e Y ⊆ Y .
5.5 X = {1} e Y = {0}. X × Y = 〈1, 0〉 6= 〈0, 1〉 = Y ×X.
5.6 X = Y .
5.7 〈x, y〉 ∈ (X × (Y ∪ Z)) sse (x ∈ X e (y ∈ Y oppure y ∈ Z))
sse (x ∈ X e y ∈ Y ) oppure (x ∈ X e y ∈ Z) sse 〈x, y〉 ∈
(X × Y ) sse 〈x, y〉 ∈ (X × Z) sse 〈x, y〉 ∈ ((X × Y ) ∪ (X × Z)).
5.8
X = {0} , Y = {0} e Z = {1}.
X ∪ (Y × Z) = {0} ∪ {〈0, 1〉} = {0, 〈0, 1〉}.
(X ∪ Y )× (X ∪ Z) = ({0} ∪ {0})× ({0} ∪ {1}) = {0} × {0, 1} = {〈0, 0〉 , 〈0, 1〉}.
5.9 x ∈ X sse 〈x, x〉 ∈ X ×X sse 〈x, x〉 ∈ Y × Y sse x ∈ Y .
5.10 y ∈ Y sse 〈x, y〉 ∈ X × Y (per qualche x ∈ X) sse 〈x, y〉 ∈
X × Z sse y ∈ Z.
6.1
∅
{〈a, s〉}
{〈b, s〉}
{〈c, s〉}
{〈a, s〉 , 〈b, s〉}
{〈a, s〉 , 〈c, s〉}
{〈b, s〉 , 〈c, s〉}
{〈a, s〉 , 〈b, s〉 , 〈c, s〉}
6.2 ∅ e {〈0, 0〉}.
9.1 Y ∅ = {f : f : ∅ → Y }. Ogni tale f è sottoinsieme di Y ×∅ =
∅. Se f = ∅, f è banalmente una funzione ovunque definita
e univoca a destra, Y ∅ = {∅}.
9.2 ∅X = {f : f : X → ∅}. Poiché le funzioni sono ovunque
definite, non esiste alcuna f : X → ∅, a meno che X = ∅.
Dunque se X 6= ∅ allora ∅X = ∅.
10.2 Dimostra che non ogni iniezione è di un insieme in se stesso è
una biezione. Xd esempio: f : N→ N, tale che f (n) = 2n.
10.3 Costruisci una funzione:
a. da 1 a 1
b. da 0 a 1
c. da 2× 3 a 6 e da 6 a 2× 3, entrambe biezioni.
10.4 Elenca gli elementi dei seguenti insiemi:
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a. 23 =
{{〈0, 1〉 , 〈1, 1〉 , 〈2, 1〉},
{〈0, 1〉 , 〈1, 1〉 , 〈2, 0〉},
{〈0, 1〉 , 〈1, 0〉 , 〈2, 1〉},
{〈0, 1〉 , 〈1, 0〉 , 〈2, 0〉},
{〈0, 0〉 , 〈1, 1〉 , 〈2, 1〉},
{〈0, 0〉 , 〈1, 1〉 , 〈2, 0〉},
{〈0, 0〉 , 〈1, 0〉 , 〈2, 1〉},
{〈0, 0〉 , 〈1, 1〉 , 〈2, 0〉}}
b. 32 =
{{〈0, 0〉 , 〈1, 0〉},
{〈0, 0〉 , 〈1, 1〉},
{〈0, 0〉 , 〈1, 2〉},
{〈0, 1〉 , 〈1, 0〉} ,
{〈0, 1〉 , 〈1, 1〉},
{〈0, 1〉 , 〈1, 2〉},
{〈0, 2〉 , 〈1, 0〉},
{〈0, 2〉 , 〈1, 1〉},
{〈0, 2〉 , 〈1, 2〉}}
c. 20 = {0}
d. 02 = 0
e. 00 = {0}
f. 10 = {0}
g. 11 = {〈1, 1〉}
h. 01 = 0
i. 21 = {〈0, 0〉 , 〈0, 1〉}
j. 12 = {〈0, 0〉 , 〈1, 0〉}
10.5 Se f : X → Y non è iniettiva, allora esistono x ∈ X e y ∈ Y
tali che f (x) = f (y) e x 6= y. Dunque in particolare X 6= ∅
e Y 6= ∅.
10.6 Se f : X → Y non è suriettiva, allora esiste un y ∈ Y ,
tale che per ogni x ∈ X, f (x) 6= y. Dunque in particolare
Y 6= ∅
10.7 PPP (∅) = {0, 1, {1, } , 2} e 4 = {0, 1, 2, 3}. Sia f : 4 →
{0, 1, {1, } , 2}, tale che f (0) = 0, f (1) = 1, f (2) = 2 e
f (3) = 1.
10.8 Sia f : X → X. Dimostra che se IX ⊆ f , allora f = IX .
Basta far vedere che f ⊆ IX . Sia 〈x, y〉 ∈ f . Poiché IX ⊆ f ,
〈x, x〉 ∈ f , dunque y = x, altrimenti f non sarebbe univoca
a destra, così 〈x, y〉 ∈ IX .
11.1 Poiché x ∈ X ↔ x ∈ X è sempre vero (è una tautologia),
allora per il principio di estensionalità, X = X. In sintesi
x ∈ X ↔ x ∈ X
X = X
taut.
est.
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X = Y
x ∈ X ↔ x ∈ Y
x ∈ Y ↔ x ∈ X
Y = X
est.
R.valida
est.
X = Y
x ∈ X ↔ x ∈ Y
Y = Z
x ∈ Y ↔ x ∈ Z
x ∈ X ↔ x ∈ Z
X = Z
est.
R.valida
est.
11.2
x ∈ X → x ∈ X
X ⊆ X
taut.
⊆ Def.
X ⊆ Y
x ∈ X → x ∈ Y
Y ⊆ X
x ∈ Y → x ∈ X
x ∈ X ↔ x ∈ Y
X = Y
⊆ Def.
R.valida
⊆ Def.
X ⊆ Y
(X ⊂ Y ) ∨ (X = Y )
X ⊆ Y
Y ⊆ C
(Y ⊂ Z) ∨ (Y = Z)
Y ⊆ Z
X ⊆ Z
R.v.
⊂ Def.
per 11.2
Rimane da far vedere che X 6= Z. Sia x ∈ Z e x /∈ Y . Poiché
X ⊂ Y , x /∈ X, dunque X 6= Z.
11.4 SeX ⊆ Y e Y ⊆ Z e Z ⊆ X allora X = Y = Z.
Y⊆Z
X ⊆ Y Y ⊆ Z
X ⊆ Z Z⊆X
X = Z X⊆Y
Z ⊆ Y
Y = Z
per 11.2
est.
sost.
est.
11.5 Vale banalmente che (x ∈ ∅ → x ∈ X) essendo sempre falso
che x ∈ ∅.
11.6 X ∪ ∅ = {z : z ∈ X ∨ z ∈ ∅} = {z : z ∈ X} = X.
Se x ∈ X allora (x ∈ X ∨ x ∈ Y ), quindi x ∈ (X ∪ Y ), dunque
X ⊆ (X ∨ Y ).
Y ⊆ X ∪ Y , analogamente.
X ∪ Y = {z : z ∈ X ∨ z ∈ Y } = {z : z ∈ Y ∨ z ∈ X} = Y ∪ X
(commutatività),
X∪(Y ∪ Z) = {z : z ∈ X ∨ (z ∈ Y ∨ z ∈ Z)} = {z : (z ∈ X ∨ z ∈ Y ) ∨ z ∈ Z} =
(X ∪ Y ) ∪ Z (associatività)
X ∪ X = {z : z ∈ X ∨ z ∈ X} = {z : z ∈ X} = X X Å X = {z : z
Æ X Ã z Æ X)} = {z : z Æ X} = X (idempotenza).
Facciamo vedere che X ⊆ Y se, e soltanto se, X ∪ Y = Y .
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x∈(X∪Y )→x∈X∨x∈Y
X ⊆ Y
(x ∈ X)→ (x ∈ Y )
x ∈ (X ∪ Y )→ x ∈ Y ∨ x ∈ Y
x ∈ (X ∪ Y )→ x ∈ Y
(X ∪ Y ) ⊆ Y
Def. ⊆
R.valida
R.valida
Def. ⊆
x ∈ Y → (x ∈ X ∨ x ∈ Y ) (x ∈ X ∨ x ∈ Y )→ x ∈ (X ∪ Y )
x ∈ Y → (X ∪ Y )
Y ⊆ (X ∪ Y )
R.valida
Def. ⊆
Facciamo vedere che (X ⊆ Z ∧ Y ⊆ Z)→ (X ∪ Y ) ⊆ Z.
X ⊆ Z
x ∈ X → x ∈ Z
Y ⊆ Z
x ∈ Y → x ∈ Z
(x ∈ X ∨ x ∈ Y )→ x ∈ Z
x ∈ (X ∪ Y )→ x ∈ Z
(X ∪ Y ) ⊆ Z
Def. ⊆
R.valida
Def.∪
Def. ⊆
11.7 Dimostra che:
X ∩ ∅ = ∅
(X ∩ Y ) ⊆ X
(X ∩ Y ) ⊆ Y
(X ∩ Y ) = (Y ∩X) (communtatività)
X ∩ (Y ∩ Z) = (X ∩ Y ) ∩ Z (associatività)
X ∩X = X (idempotenza)
X ⊆ Y se, e solamente se,X ∩ Y = X
(Z ⊆ X) ∧ (Z ⊆ Y )→ Z ⊆ (X ∩ Y )
11.8 Dimostra che
X ∩ (Y ∪ Z) = (X ∪ Y ) ∩ (X ∪ Z) distributività di ∩ su ∪
X ∪ (Y ∩ Z) = (X ∩ Z) ∪ (Y ∩ Z) distributività di ∪ su ∩
x ∈ X∩(Y ∪Z) sse x ∈ X∧x ∈ (Y ∪Z) sse x ∈ X∧(x ∈ Y ∨x ∈ Z)
sse (x ∈ X ∧ x ∈ Y )∨ (x ∈ X ∧ x ∈ Z) sse x ∈ (X ∩ Y )∨ x ∈ (X ∩Z)
sse x ∈ (X ∩ Y ) ∪ (X ∩ Z).
11.9 Dimostra che
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(X ′)′ = X
X ∩X ′ = ∅
X ∪X ′ = V
∅′ = V
V ′ = ∅
X ⊆ Y se, e solamente se, Y ′ ⊆ X ′
(X ∪ Y )′ = X ′ ∩ Y ′
(X ∩ Y ′) = X ′ ∪ Y ′
11.10 Dimostra che
X − Y = X ∩ Y ′
X ⊆ Y se, e solamente se, X − Y = ∅
X − (X − Y ) = X ∩ Y
X ∩ (Y − Z) = (X ∩ Y )− (X ∩ Z)
X ∩ Y ⊆ ((X ∩ Z) ∪ (Y ∩ Z ′))
(X ∪ Z) ∩ (Y ∪ Z ′) ⊆ X ∪ Y
11.11 Siano P,Q e R sottoinsiemi di X. Dimostra che
a. P ⊆ Q sse P ∩ (X −Q) = ∅
b. P o¨Q sse (X − P )X˚Q = X
c. P ⊆ Q sse (P ∪ (X −Q)) ⊆ (X − P )
d. P ⊆ Q sse (P ∩ (X −Q)) ⊆ Q
11.12 Dimostra che
a. (X + Y ) = (Y +X)
b. (X + (Y + Z)) = ((X + Y ) + Z)
c. (X + ∅) = X
d. (X +X) = ∅
11.13 Se X, Y,X e Y sono insiemi, dimostra che
a. (X ∪ Y )×X=(X ×X) ∪ (Y ×X):
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〈y, x〉 ∈ (X ∪ Y )×X sse
(y ∈ X ∨ y ∈ Y ) ∧ x ∈ X sse
(y ∈ X ∧ x ∈ X) ∨ (y ∈ Y ∧ x ∈ X)sse
(〈y, x〉 ∈ (X ×X)) ∨ (〈y, x〉 ∈ (Y ×X))sse
〈y, x〉 ∈ ((X ×X) ∪ (Y ×X))
b. (X ∩ Y )× (X ∩ Y ) = (X ×X) ∩ (Y × Y ):
〈y, x〉 ∈ (X ∩ Y )×X sse
(y ∈ X ∧ y ∈ Y ) ∧ x ∈ X sse
(y ∈ X ∧ x ∈ X) ∧ (y ∈ Y ∧ x ∈ X)sse
(〈y, x〉 ∈ X ×X) ∧ (〈y, x〉 ∈ Y ×X)sse
〈y, x〉 ∈ ((X ×X) ∩ (Y ×X))
c. (X − Y )×X = (X ×X)− (Y ×X)
〈y, x〉 ∈ (X − Y )×X sse
(y ∈ X ∧ y /∈ Y ) ∧ x ∈ X sse
(y ∈ X ∧ x ∈ X) ∧ y /∈ Y sse
(y ∈ X ∧ x ∈ X) ∧ (y ∈ Y ∧ x ∈ X)′ sse
(〈y, x〉 ∈ X ×X) ∧ (〈y, x〉 ∈ (Y ×X)′) sse
〈y, x〉 ∈ ((X ×X)− (Y ×X))
11.14 Se X = ∅ o Y = ∅, allora X × Y = ∅, e inversamente.
Se X ⊆ X e Y ⊆ Y , allora (X × Y ) ⊆ (X×), e (purché X × Y 6= ∅)
inversamente.
11.15 Siano S e T relazioni binarie da X a Y . Dimostra che
a. (S ∩ T )−1 = S−1 ∩ T−1
b. (S ∪ T )−1 = S−1 ∪ T−1
11.16 Sia S una relazione da X a Y e T una relazione da Y a Z.
Xllora dimostra che
(T ◦ S)−1 = S−1 ◦ T−1
11.17 Dimostra che
(
⋂
X) ∩ (⋂Y ) = ⋂ (X ∩ Y )
