We examine path-integral methods for computing electronic coupling matrix elements relevant to long-ranged electron transfer. Formulas are derived that generalize those already found in the literature. These extensions allow for efficient computation, especially for complex systems where there is either no inherent symmetry, or that symmetry is difficult to ascertain a priori. The usefulness of the computational methods based on these formulas is demonstrated by carrying out calculations for the ferrous-ferric exchange.
I. INTRODUCTION
The aqueous ferrous-ferric system is a prototype for electron-transfer reactions, a class of reactions which is of fundamental importance in chemistry and biology. In this paper we extend earlier computer modeling of this system '-3 and consider explicitly the nature of electron paths contributing to the rate of exchange. At fixed interionic separation, the rate constant k, is well described by the golden rule formula
where 2K is twice the electronic matrix element or tunnel splitting, treated as a constant, and (FC) denotes the Franck-Condon factor. 4 We show herein that, indeed, K is only weakly dependent upon solvent configuration. But that is not our main purpose in this work. Rather, we are mostly concerned with methodology-the demonstration that path-integral calculations can provide a quantitative estimate of K in eIectron-transfer systems. Ceperley and Jacucci S(a) demonstrated the feasibility and utility of the path-integral method for the case of exchange in solid helium. Alexandrou and Negele5'b' further demonstrated its feasibility studying a model of fission. Kuki and Wolynes 5(c) described its qualitative use in a biological electron-transfer system. To make the analysis of electrontransfer quantitative, however, further development seems required, and that is the subject of this paper.
We derive two different expression for K in terms of imaginary-time Feynman path integrals. One is essentially the same as that of Alexandrou and Negele,5'b' which slightly generalizes the results of Cepereley and Jacucci.5(a) We also derive a second expression, which we believe is new. In either case, evaluation is facilitated by the discretization of the path integrals.6 It is then possible to perform the required path integrals by Monte Carlo7 (MC) or molecular dynamics (MD>.8 The application of free-energy methods' with these simulation techniques is also pertinent as discussed in Sets. II and III. Within statistical errors, the methods we discuss are exact.
To demonstrate the approach, we have computed K for two Fe2 .' -Fe' + distances. Our calculation was performed on configurations of hydrated ions involving two equivalent Fe3 + ions and several hundred water molecules. Each configuration used was representative of the reaction transition state where the electronic charge is equally distributed on both ions. Along with computing K, we have identified the most probable tunneling paths between the redox centers.
This article is arranged as follows. In Sets. II and III, we derive a path-integral expression for the tunnel splitting in a double-well potential and outline a convenient statisticalmechanics free-energy technique to carry out its calculation. Details of the simulations of the ferrous-ferric exchange reaction are given in Sec. IV. In Sec. V we present our calculations of the tunnel splitting for two constrained interionic distances. The paper ends with a brief discussion in Sec. VI.
II. TUNNELING AND PATH INTEGRALS
Let us assume an electron with position r experiences a static and symmetric or nearly symmetric double-well potential, Y(r). In the present context, the two wells in I '(r) are located at the redox centers A and B in an electron-transfer system. If uncoupled, the stable ground states in the A and B regions of V(r) are degenerate or nearly degenerate. A weak coupling between the wells will produce resonant behavior. The resonance energy is the coupling K.
Since weak coupling between IA > and IB ) corresponds to a high-energy barrier in V(r), the Euclidean time spent in the barrier region during a transition from the left to the right well is very short. This rapid process or instanton corresponds to a kink in the quantum path of the quanta1 particle.5*6 The imaginary time associated with the kink is the instanton time. We use the notation of Ref. 5 (a) , and denote this time by flP+i. To say it is a "small" time is to say P,fi<WK.
In most cases of physical importance, the difference between the degenerate first excited and degenerate ground energy levels, AE, is large compared to the resonance energy K, i.e, AE)K.
(3) This inequality means that the time scales of intrawell and well-to-well fluctuations are widely separated. Accordingly, intrawell dynamics can be integrated out when only well-towell motion is relevant. To study the latter, we can choose an imaginary-time intermediate between #i/K and WAE as the elementary time scale, namely fi/hE(<&&i/K.
If both inequalities are satisfied, the intrawell fluctuations are integrated out in the diagonal and off-diagonal imaginary-time propagators,
r and r' J LSr(t)81'cr);d1 = (rlemcHlr').
r Here, S[r( t) ;di] is the imaginary-time action functional in units of ci. One may use the above propagators to derive a relation between the free energy of a quantum path and the splitting of the degenerate energy levels. In particular, note that (r(e-'Hlr') = #(r)$o(r')e-'c'
where E, and E, are, respectively, the ground and first excited states of the bistable potential V(r), and r,& and $, are the associated wave functions. According to the definition of K, we have E, -E. = 2K. With the choice of E satisfying Eq. (4), the expansion (7) can be truncated at the second term.
With the omitted terms neglected, and with r and r' on opposite sides of the potential wells, Eq. (7) can be rearranged to give eK=$ln 1 + (RR ')"2 +z(r r,) l-(RR')"2 I ' ' where z(r,r') = 3 In [I $?(rM(r') ICb*(r)tio(r') II and Rr (rk-cHIr'> (r(e-eH(r) ' (8) (9) (10) R tE (rk-fHlr') (r'(EecH Ir') *
Finally, the logarithm in Eq. (8) can be expanded to give
The omitted terms are of the order RR ' -( EK) * which are negligible due to the inequality (4). Thus, we see that by evaluating R and R ' at different Euclidean times, E, it is possible to compute the tunnel splitting, K, as the slope of a straight line. The intercept with the time axis provides an equation for the instanton time, namely 13, = z( r,r')/K.
(13) Clearly, the validity of Eq. ( 12) is limited to Euclidean times E larger than the instanton time. To the extent that r&,(r) and +i (r) are symmetric and antisymmetric linear combinations of two localized states, z = z( r,r') and thereforep, are virtually independent of r and r '. Equation ( 12) has been derived before by Alexandrou and Negele. 5(b) Their derivation and ours are slight generalizations of Ceperley and Jacucci's.5(a) The most significant feature in the generalization of Ceperley and Jacucci's formula is that one is not required apriori to know the plane of symmetry which separates the two stable states. As such, r need not be exactly a reflection of r'. This flexibility in choosing the precise values of r and r' is crucial for quantitative calculations in complex systems where planes of symmetry, if they exist at all, are difficult to identify. If the symmetry is known, one can choose r and r' such that R = R ', in which case the above equations reduce to those given by Ceperley and Jacucci.' (') If in addition, the instanton time pP is ignored, the equations reduce further to an expression for K discussed by Kuki and Wolynes"" and by Chandler and Wolynes. 6(a) For realistic numerical calculations, however, P/E is not negligible, and the finite intercept in Eq. ( 12) is important as perhaps first recognized by Ceperley and Jacucci.
It is important to realize that
is the free energy to create a kink in the quantum path.5S6 Accordingly, the calculation of the energy splitting can be carried out using standard computer-simulation free-energy techniques. ' To evaluate K from Eq. (12), one must compute the slope of (RR ') I'*. Thus, Eq. (12) requires carrying out at least two calculations as described by Ceperely and Jacucci5@') and by Alexandrou and Negele.5'b' It is likely that more than two are necessary to achieve good accuracy in the evaluation of K. Direct computation of the derivative of (RR ') "2 can be more efficient.
By differentiating both sides of Eq. ( 12), we obtain
The derivatives of R and R ' can be analyzed using the discretized form for the path integrals?
Xexp [ -eW(ro,r ,,. .., rp)], As a result, the tunnel splitting is K = (RR ') '12p, (21) where ii? = $ (E, + E,., ) -E,,. .
Equations ( 12) and (21) If the free energy of creating a kink in the electron path is known exactly for the reference potential V,(r), the kink free energy in the actual potential V(r) can be computed carrying out a set of simulations with the potential V,(r) +A[ Y(r) -VJr)], O<R< 1. Here, r denotes electron position in three-dimensional space. The simulations are arranged in a series of steps resembling a thermodynamic cycle in which the system is reversibly charged up from the reference potential at ;I = 0 to the full potential at R = 1 or vice versa. The change in free energy from R = ;2, to ;Z = ;1, is computed in the standard way" to give where the subscripts 0 and 1 are relative, respectively, to the reference and actual potential field. Equation (26) is similar but different than a perturbation procedure suggested by Kuki and Wolynes.""
To estimate the relative change in the electronic matrix element when the potential field is varied another route is possible. In particular, according to Eq. (2 1 ),
staging6'b"" were not necessary. The straightforward primitive algorithm6 was implemented throughout. The MC moves were the Metropolis type, the MD steps employed the Verlet algorithm.12 As in previous simulations of the ferrous-ferric chargetransfer reaction,Ie3 electron-ion and electron-water interactions were Shaw-type pseudopotentials. Given the steepness of the ferric ion pseudopotential, it was found that an adequate discretization was achieved with P = 2000 beads on the full electron path at T = 300 K. In the MD simulations the electron polymer bead mass and the time step were set, respectively, to 10.0 amu and 2 fs. The MC maximum allowed move was chosen to produce an acceptance rate of about 40%. One of the end points of the simulated electron path was fixed on one of the ions while, depending upon which matrix element was evaluated, the other was constrained on either the same or the remaining ion. The change in the tunnel-splitting procedure produced by ion hydration was carried out on a few samples of waters and ions at a transition state produced by classical MD simulations. The samples included 430 water molecules in a cubic box 23.46 A long. The electron-water interaction was smoothly cut at 9.0 .&by a third-order spline function. The transition states are located by the sampling procedure described in Ref.
3.
A typical MC run for the electron was carried out by initially equilibrating the system for 500 000 passes. Statistics were then accumulated for 400 000 more passes. A pass was composed of the attempted move of all the electron beads.
The free-energy calculations consisted of a series of MD simulations carried out by decreasing the value of the charging parameter il from 1 to 0. In the bare ions case, five simulations were performed for ;1 equally spaced between the extremes. Typically, an initial run was carried out at 2 = 0.8 which consisted of 200 000 equilibration and 400 CQO average accumulation steps. The runs at lower /z involved 100 000 equilibration and 400 000 acquisition steps. The initial electron coordinates used to start a new run were the final coordinates of the preceding run, a run at one higher value of the charging parameter. The choice of spacing between subsequent il 's was tested by reproducing the calculated free energy using a finer grid.
When water molecules were included, the parameter il was defined according to
IV. PATH-INTEGRAL SAMPLING
We have applied the relations between the kink free energy and the tunnel splitting discussed in the preceding sections to the ferrous-ferric charge-transfer reaction. Calculations were carried out for the bare and hydrated ion pairs. While molecular dynamics (MD) was used to sample the isomorphic one-kink electron path in the free-energy calculations, the evaluation of E in Eq. (22) utilized Monte Carlo (MC) sampling. Since only a segment of the full electron path is simulated, sophisticated sampling techniques such as Or) = F,,, 0) + a [ V,,, 0-1 -ho,, h-11, (27) where V,,, (r) and Vi,,, (r) are the potential acting on the electron due, respectively, to both water molecules and ions, and ions only. These MD simulations were performed at values of the charging parameter il = 0.5 and /z = 0.0. The runs involved about 70 000 equilibration steps and 100 OOO-140 000 remaining steps of averaging. The electron bead coordinates used in the initial runs at ;1 = 0.5 were taken from the corresponding simulations of the bare ions.
V. RESULTS

A. Bare ions
To test and compare the utility of Eqs. (12) and (21), we have first studied an electron in a potential composed of two ferric ions placed at a given interionic distance r. In a previous study, Kuharski and co-workers3 calculated the tunnel splitting 5 of the same model for distances in the range of 4.5-7.0 A by numerically solving the Schriidinger equation. The r dependence of K was shown to obey an empirical exponential law. ? We have computed K at r = 5.5 A (which is the opti-0 1.5 -. mum interionic distance for this reaction), and also for r = 9.0 A. The latter calculation enabled us to test the accuracy of our method for long-ranged electron transfer where K is very small compared to k, T = p -'. The temperature we refer to in all these calculations is T = 300 K. For the case r = 5.5 A we evaluated R, defined in Eq. (lo), for Euclidean times E within the range of 0.95-2.2 x IO-'/?. The tunnel splitting is given by the slope of R with respect to E taken at an imaginary time larger than the instanton time. In addition, direct calculations of K by means of Eq. ( 19) were also performed. Our results are presented in Fig. 1 . The linear dependence of R vs e is observed for an imaginary time larger than 1.4 X lo-' fl, while at smaller times R becomes nonlinear and vanishes as e-+0. 
Hydrated ions
Both techniques give the same value of the tunnel splitting within the error bar. We find K = 0.63 ( 13%) k, T, while Kuharski and co-workers obtained K = 0.59k, T. The instanton time can now be calculated from Eq. (2 1) which giveso, = 0.92X low2 (3%),& In Fig. 2 the results at r = 9.0 A are presented. Although the tunnel splitting is now 3 orders of magnitude smaller than at r = 5.5 A, we are able to compute K with the same degree of accuracy as before. The calculation gives K= 1.9X10Y4(13%)kr,T and @, = 1.4X10-2(3%)P. Our calculated tunnel splitting is in agreement with pK = 1.8X 10M4 extrapolated from the exponential law with parameters estimated by Kuharski and co-workers. We summarize our numerical results in Table I. We have investigated the effect of solvent molecules on the electronic matrix element of the ferrous-ferric exchange at interionic separations of 5.5 and 9.0 A. We carried out our quantum simulations on a few configurations of water molecules and ferrous-ferric pair at classical transition states generated by MD.3
We carried out simulations for one configuration of solvent ions at r = 5.5 A (configuration I) and for two at r = 9.0 A (configurations II and III). Equation (26) was used to evaluate the change in K relative to the bare ions case. The simulations at r = 5.5 and 9.0 A were carried out at Euclidean times chosen to be larger than the exchange instanton time and, at the same time, small enough to minimize computer resources. Specifically, we found E= 1.7X 10V2,8 at r= 5.5 A and E = 2.15X lo-'p at r = 9.0 A to be satisfactory. As clearly seen in Figs. 1 and 2 , at these values of imaginary time R is linear in E for the bare ions case. Nevertheless, the presence of solvent molecules can affect the instanton time. We have computed fi, for the chosen times according to Eq. (2 1) and found values similar to the bare ion case (see Table II line is slightly bent due to the force field generated by the surrounding waters. The same type of behavior is found for configuration III. Although an individual path can visit single water molecules, we did not find any evidence of average path density lingering near water molecules. This finding does not support a superexchange mechanism for the ferrous-ferric electron transfer.
bc. Another quantitative measure of the fluctuations in path is given by studying the mean-square fluctuations in the component of the electron path, r(t), that is perpendicular to the interionic axis. Call this component rL (t), its average FL (t) , and Ar, (t) = rl (t) -T, (t) . The mean-square fluctuations averaged over all kink paths, ) Ar, (t) I= is plotted in Fig. 5 for configuration III.
The effect of the solvent configuration on the tunnel splitting is evident from the entries to Table II . We found that the electronic matrix element of configuration I is, within statistical error, unchanged with respect to the bare ions result. This result means that at the optimum electron exchange distance the dependence of K on solvent configuration does not seem to have a significant effect on the dynamics of electron transfer and the observed rate. The situation changes for configurations II and III: K is now affected by the solvent configuration to an extent that would be relevant to the reaction rate if the ions were forced to remain this far apart. In particular, for configuration II we find that the solvent reduces K * by a factor of 2.
VI. CONCLUDING REMARKS
The calculations presented here demonstrate the feasibility of quantitative path-integral calculations of tunneling matrix elements for electron transfer. Particularly significant is the demonstration for the case of long-ranged electron transfer. In that case, the path-integral approach would seem to have a distinct advantage over alternative numerical approaches based on basis-set expansions. To implement the latter in a complex system would require an unwieldy number of basis functions.
The path-integral method, however, may not be without its own limitations. As developed here, it applies to symmetric electron transfer, involving only one electron. There are other cases of interest too. For example, the electronic coupling between a photoexcited state of one electron potential well and the ground state of another potential well is often pertinent. This situation is relevant, for example, in many photochemical systems. It is also possible for electron transfer to occur through a mechanism involving more than one electron as is sometimes hypothesized, for example, in photosynthesis.
In these more general cases, it is still possible to write down path-integral expressions for the relevant electronic coupling matrix elements. When more than one electron is involved, the expressions involve electron exchange and associated negative weights. It remains an open question and one worthy of future examination to see whether the pathintegral procedure is a practical and more convenient route to compute K in the more general cases.
