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Abstract
In this paper, the stability on nonlinear scalar delay differential equations is studied and improved
(3/2)-stability theorems are presented.
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1. Introduction
Let g : [t0,∞) → R be a nondecreasing continuous function such that g(t) t for t  t0
and g(t) → ∞ as t → ∞. Consider the one-dimensional delay differential equation
x ′(t) = F (t, x(τ (t))), (1)
where F ∈ C[[t0,∞) × R,R] with F(t,0) ≡ 0 for t  t0, τ ∈ C[[t0, ∞),R] satisfy-
ing g(t)  τ (t)  t for t  t0 and x ′(t) denotes the right-hand derivative of x(t). For
t1  t0 and φ : [τ (t1), t1] → R, we denote by x(t; t1, φ) the solution of Eq. (1) such that
x(s; t1, φ) = φ(s) for s ∈ [τ (t1), t1]. We notice that x(t) ≡ 0 is a solution of Eq. (1), which
will be called zero solution. For β > 0 and t  t0, let Cβ(t) be the set of continuous func-
tions φ : [τ (t), t] → R satisfying ‖φ‖t = sups∈[τ (t),t ] |φ(s)| < β .
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there exists δ = δ(t1, ) > 0 such that φ ∈ Cδ(t1) implies |x(t; t1, φ)| <  for all t  t1. The
zero solution of Eq. (1) is said to be uniformly stable, if the above δ is independent of t1.
Definition 2. The zero solution of Eq. (1) is said to be asymptotically stable if it is sta-
ble and for each t1  t0, there exists δ0 = δ0(t1) > 0 such that for each φ ∈ Cδ0(t1),
x(t; t1, φ) → 0 as t → ∞. The zero solution of Eq. (1) is said to be globally asymptot-
ically stable if it is stable and every solution of Eq. (1) tends to zero as t → ∞.
Denote t∗ = min{t  t0, g(t) t0}. Throughout this paper, we always assume that there
exist functions P,Q ∈ C[[t0,∞), [0,∞)] and numbers H,p,q ∈ (0,∞) such that
Q(t)min{0,−x} F(t, x) P(t)max{0,−x}, t  t0, |x| < H, (2)
and
t∫
g(t)
P (s) ds  3
2
p,
t∫
g(t)
Q(s) ds  3
2
q, t  t∗. (3)
In the special case where P(t) ≡ Q(t) for t  t0 and p = 1, (2) and (3) reduce to
P(t)min{0,−x} F(t, x) P(t)max{0,−x}, t  t0, |x| < H,
t∫
g(t)
P (s) ds  3
2
, t  t∗. (∗)
For the study of the asymptotic behavior of Eq. (1), we refer the reader to [1–10]. When
τ (t) = g(t) for t  t0, it has been shown in [6] that if (∗) holds, then the zero solution of
Eq. (1) is uniformly stable. When F(t, x) = −P(t)f (x) with f ∈ C[R,R] and xf (x) > 0
for x = 0 and g(t) = τ (t) ≡ t − σ for some σ > 0, Eq. (1) reduces to
x ′(t) = −P(t)f (x(t − σ)), t  t0. (4)
It has been shown in [5] that if f is a nondecreasing and continuously differentiable func-
tion satisfying |f (x)| < |x| for x = 0 and f ′(0) = 1, then 3/2 is the best possible in (∗) for
the zero solution of Eq. (4) to be stable. When F(t, x) = −P(t)x and g(t) = τ (t) ≡ t − σ ,
Eq. (1) reduces to
x ′(t) + P(t)x(t − σ) = 0, t  t0. (5)
By an example in [7], we know that 3/2 is the best possible in (∗) for the zero solution of
Eq. (5) to be stable.
It is noticed that the condition (∗) has been playing an important role in investigating the
asymptotic behavior of Eq. (1). In this paper, by relaxing the restriction in (∗), improved
(3/2)-stability theorems for Eq. (1) are obtained and some applications are presented to
illustrate the advantage of our results.
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Denote
g−1(t) = sup{s  t0: g(s) = t} for t  t0
and
g2(t) = g(g(t)) for t  g−1(g−1(t0)).
We need the following lemmas to prove our main results.
Lemma 1. Assume that (2) and (3) hold. Let x(t) satisfy Eq. (1) on [g(t¯ ), g−1(t¯ )] for
some t¯  g−2(t0) such that x(t¯ ) = 0. Then for any η > 0 and t ∈ [ t¯ , g−1(t¯ )], we have the
following statements:
(i) If x(s) > −η for s ∈ [g2(t¯ ), t] and x(s) is not decreasing on (t¯ − , t¯ ) for all  > 0,
then x(t) < ηp max{1,p}.
(ii) If x(s) < η for s ∈ [g2(t¯ ), t] and x(s) is not increasing on (t¯ − , t¯ ) for all  > 0, then
x(t) > −ηq max{1, q}.
Proof. We will prove Lemma 1(i). The proof of Lemma 1(ii) is similar and will be
omitted. First assume t ∈ [t¯ , g−1(t¯ )] and x(s) > −η for each s ∈ [g2(t¯ ), t]. Denote
ηt = −min{x(s): s ∈ [g2(t¯ ), t]}, then ηt < η. By (1) and (2),
x ′(s) ηtP (s), s ∈
[
g(t¯ ), t
]
. (6)
Since s ∈ [ t¯ , t] implies that t  τ (s) g(s) g(t¯ ), we have by integrating (6) from τ (s)
to t¯ ,
x
(
τ (s)
)
−ηt
t¯∫
τ (s)
P (ξ) dξ −ηt
t¯∫
g(s)
P (ξ) dξ, s ∈ [ t¯ , t].
Substituting this inequality into (1) and using (2), we have for s ∈ [ t¯ , t],
x ′(s) ηtP (s)
t¯∫
g(s)
P (ξ) dξ = ηtp2P1(s)
t¯∫
g(s)
P1(ξ) dξ, (7)
where P1(s) = p−1P(s) for s  t0. Noticing that
∫ s
g(s)
P1(s) ds  3/2 for s  t∗, we have
two possible cases.
Case 1:
∫ g−1(t¯ )
t¯
P1(s) ds < 1. We get by integrating (7) from t¯ to t ,
x(t) ηtp2
t∫
P1(s)
[ t¯∫
P1(ξ) dξ
]
dst¯ g(s)
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g−1(t¯ )∫
t¯
P1(s)
[ t¯∫
g(s)
P1(ξ) dξ
]
ds
= ηp2
g−1(t¯ )∫
t¯
P1(s)
[ s∫
g(s)
P1(ξ) dξ −
s∫
t¯
P1(ξ) dξ
]
ds
 ηp2
[
3
2
g−1(t¯ )∫
t¯
P1(s) ds − 12
( g−1(t¯ )∫
t¯
P1(s) ds
)2 ]
.
Since the function (3/2)λ− (1/2)λ2 is strictly increasing on [0,1], it follows that
x(t) < ηp2  ηp max{1,p}.
Case 2: 1 
∫ g−1(t¯ )
t¯
P1(s) ds  3/2. Then there exists γ ∈ [ t¯ , g−1(t¯ )), such that∫ g−1(t¯ )
γ P1(s) ds = 1. We consider two subcases.
(i) t¯  t  γ . In this case, integrating (6) from t¯ to t and noticing ∫ γ
t¯
P1(s) ds  1/2,
we get
x(t) ηtp
γ∫
t¯
P1(s) ds 
1
2
ηp < ηp max{1,p}.
(ii) γ < t  g−1(t¯ ). By (6) and (7),
x ′(s)
{
ηtp max{1,p}P1(s), s ∈ [ t¯ , γ ],
ηtp max{1,p}P1(s)
∫ t¯
g(s) P1(ξ) dξ, s ∈ (γ, t].
(8)
From the definition of γ , we know that P1(s) ≡ 0 for s ∈ [γ,g−1(t¯ )]. Since x(s) is not
decreasing on (t¯ − , t¯ ) for all  > 0, we have P1(s) ≡ 0 on (t¯ − , t¯ ) for all  > 0, which
implies that
∫ t¯
g(s) P1(ξ) dξ > 0 for s ∈ [γ,g−1(t¯ )). It follows that P1(s)
∫ t¯
g(s) P1(ξ) dξ ≡ 0
for s ∈ [γ,g−1(t¯ )]. If P1(s)
∫ t¯
g(s) P1(ξ) dξ ≡ 0 for s ∈ [γ, t], integrating (8) from t¯ to t and
noticing ηt < η, we get
x(t) ηtp max{1,p}
[ γ∫
t¯
P1(s) ds +
t∫
γ
P1(s)
( t¯∫
g(s)
P1(ξ) dξ
)
ds
]
< ηp max{1,p}
[ γ∫
t¯
P1(s) ds +
t∫
γ
P1(s)
( t¯∫
g(s)
P1(ξ) dξ
)
ds
]
 ηp max{1,p}
[ γ∫
P1(s) ds +
g−1(t¯ )∫
γ
P1(s)
( t¯∫
P1(ξ) dξ
)
ds
]
. (9)t¯ g(s)
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∫ t¯
g(s) P1(ξ) dξ ≡ 0 for s ∈ [γ, t], then t < g−1(t¯ ) and P1(s)
∫ t¯
g(s) P1(ξ) dξ ≡ 0 for
s ∈ [t, g−1(t¯ )], by which and (8),
x(t) ηp max{1,p}
[ γ∫
t¯
P1(s) ds +
t∫
γ
P1(s)
( t¯∫
g(s)
P1(ξ) dξ
)
ds
]
< ηp max{1,p}
[ γ∫
t¯
P1(s) ds +
g−1(t¯ )∫
γ
P1(s)
( t¯∫
g(s)
P1(ξ) dξ
)
ds
]
. (10)
From (9) and (10), we know that in the subcase where γ < t  g−1(t¯ ),
x(t) < ηp max{1,p}
[
1 ·
γ∫
t¯
P1(s) ds +
g−1(t¯ )∫
γ
P1(s)
( t¯∫
g(s)
P1(ξ) dξ
)
ds
]
 ηp max{1,p}
[ g−1(t¯ )∫
γ
P1(ξ) dξ
γ∫
t¯
P1(s) ds +
g−1(t¯ )∫
γ
P1(s)
( t¯∫
g(s)
P1(ξ) dξ
)
ds
]
= ηp max{1,p}
[ g−1(t¯ )∫
γ
P1(ξ)
( γ∫
g(ξ)
P1(s) ds
)
dξ
]
= ηp max{1,p}
[ g−1(t¯ )∫
γ
P1(ξ)
( ξ∫
g(ξ)
P1(s) ds −
ξ∫
γ
P1(s) ds
)
dξ
]
 ηp max{1,p}
[
3
2
g−1(t¯ )∫
γ
P1(ξ) dξ − 12
( g−1(t¯ )∫
γ
P1(s) ds
)2 ]
= ηp max{1,p}
(
3
2
− 1
2
)
= ηp max{1,p}.
So Lemma 1(i) holds and the proof is complete. 
Lemma 2. Assume that (2) and (3) hold and that
min{p,q} · max{p2, q2} 1. (11)
Let x(t) satisfy Eq. (1) on [g(t¯ ),∞) for some t¯  g−1(g−1(t0)). Then for any η > 0, we
have the following statements:
(i) If p  1 and −ηq max{1, q}< x(t) < η for t ∈ [g2(t¯ ), t¯ ], then
−ηq max{1, q}< x(t) < η, t ∈ [g2(t¯ ),∞). (12)
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−η < x(t) < ηp max{1,p}, t ∈ [g2(t¯ ),∞). (13)
Proof. We will prove Lemma 2(i). The proof of Lemma 2(ii) is similar and will be omitted.
Assume that p  1 and −ηq max{1, q} < x(t) < η for t ∈ [g2(t¯ ), t¯ ]. If (12) is false, we
denote
T = inf{t > t¯: x(t) = −ηq max{1, q} or x(t) = η}.
It is easy to see that
−ηq max{1, q}< x(t) < η, t ∈ [ t¯ , T ), (14)
and that x(T ) = η or x(T ) = −ηq max{1, q}. If x(T ) = η, (14) implies that x ′(T )  0.
By (1) and (2), we have x(τ(T ))  0, which implies that x(t) has at least one zero on
[τ (T ), T ). Denote T0 = inf{t ∈ [τ (T ), T ): x(t) = 0}. Then x(T0) = 0 and T0 ∈ [τ (T ), T ).
If T0 ∈ (τ (T ), T ), then x(t) < 0 for t ∈ (τ (T ), T0) and then x(t) is not decreasing on
(T0 − , T0) for all  > 0. If T0 = τ (T ), it follows from the definition of T that x(t) is also
not decreasing on (T0 −, T0) for all  > 0. By the nondecreasing of g and g(T ) T0 < T ,
we have T0 < T  g−1(T0). Noticing that x(t) > −ηq max{1, q} for t ∈ [g2(T0), T ], we
get from Lemma 1(i) and (11),
x(T ) < ηq max{1, q}pmax{1,p} = ηpq max{1, q}

{
η, when 0 < q  1,
ηpq2, when q > 1,
 η = x(T ),
a contradiction. On the other hand, if x(T ) = −ηq max{1, q}, (14) implies that x ′(T ) 0.
By (1) and (2), we have x(τ(T ))  0, which implies that x(t) has at least one zero on
[τ (T ), T ). Denote T1 = inf{t ∈ [τ (T ), T ): x(t) = 0}. Then x(T1) = 0 and T1 ∈ [τ (T ), T ).
If T1 ∈ (τ (T ), T ), then x(t) > 0 for t ∈ (τ (T ), T1) and then x(t) is not increasing on
(T1 − , T1) for all  > 0. If T1 = τ (T ), it follows from the definition of T that x(t) is also
not increasing on (T1 − , T1) for all  > 0. By the nondecreasing of g and g(T ) T1 < T ,
we have T1 < T  g−1(T1). Noticing that x(t) < η for t ∈ [g2(T1), T ], we get from
Lemma 1(ii),
x(T ) > −ηq max{1, q} = x(T ),
also a contradiction. So (12) holds and the proof is complete. 
Theorem 1. Assume that (2), (3) and (11) hold. Then the zero solution of Eq. (1) is uni-
formly stable.
Proof. For any 0 <  < H , choose σ > 0 such that
σ max
{
p max{1,p}, q max{1, q},1}e3 max{p,q} < . (15)
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φ ∈ Cδ(t1), denote x(t) = x(t; t1, φ). We will prove that∣∣x(t)∣∣< , t ∈ [t1,∞). (16)
To this end, we first prove that∣∣x(t)∣∣ 2δe3 max{p, q}, t ∈ [t1, g−1(g−1(t1))]. (17)
For t ∈ [t1, g−1(g−1(t1))], define
x¯(t) = max{sup{∣∣x(s)∣∣: max{g2(t), τ (t1)} s  t}, δ}.
Then x¯(t) is nonnegative and nondecreasing on [t1, g−1(g−1(t1))] and |x(τ(t))| x¯(t) for
t ∈ [t1, g−1(g−1(t1))]. By the definition of x¯(t), we can choose ξ(t) ∈ [max{g2(t), τ (t1)}, t]
such that x¯(t) < |x(ξ(t))| + δ/2. For t ∈ [t1, g−1(t1)], if ξ(t) ∈ [τ (t1), t1], then x¯(t) 
(3/2)δ and if ξ(t) ∈ [t1, t], by (1) and (2), we get
x¯(t) δ
2
+ ∣∣x(ξ(t))∣∣ δ
2
+ ∣∣x(t1)∣∣+
ξ(t)∫
t1
∣∣F (s, x(τ (s)))∣∣ds
 δ
2
+ δ +
t∫
t1
max
{
P(s),Q(s)
}∣∣x(τ (s))∣∣ds
 3
2
δ +
t∫
t1
max
{
P(s),Q(s)
}
x¯(s) ds.
By the Gronwall inequality, it follows that
x¯(t) 3
2
δe
∫ t
t1
max{P(s)Q(s)}ds  3
2
δe(3/2)max{p,q}, t ∈ [t1, g−1(t1)]. (18)
Further, by the similar argument to the above, we get for t ∈ [g−1(t1), g−1(g−1(t1))],
x¯(t) δ
2
+ ∣∣x(ξ(t))∣∣ δ
2
+
∣∣∣∣∣x(g−1(t1))+
ξ(t)∫
g−1(t1)
F
(
s, x
(
τ (s)
))
ds
∣∣∣∣∣
 δ
2
+ 3
2
δe(3/2)max{p,q} +
t∫
g−1(t1)
max
{
P(s),Q(s)
}∣∣x(τ (s))∣∣ds
 2δe(3/2)max{p,q} +
t∫
g−1(t1)
max
{
P(s),Q(s)
}
x¯(s) ds
and
x¯(t) 2δe(3/2)max{p,q}e(3/2)max{p,q} = 2δe3 max{p,q}, t ∈ [g−1(t1), g−1(g−1(t1))],
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If p  1, (17) implies that
−ηq max{1, q}< x(t) < η, t ∈ [t1, g−1(g−1(t1))],
which, by Lemma 2(i), leads to
−ηq max{1, q}< x(t) < η, t ∈ [t1,∞). (19)
If q  1, (17) implies that
−η < x(t) < ηp max{1,p}, t ∈ [t1, g−1(g−1(t1))],
which, by Lemma 2(ii), leads to
−η < x(t) < ηp max{1,p}, t ∈ [t1, ∞). (20)
By (15), (19) and (20), we have∣∣x(t)∣∣< ηmax{p max{1,p}, q max{1, q},1}< , t ∈ [t1, ∞).
The proof is complete. 
Remark 1. From the proof of Theorem 1, we know that if H = ∞ in (2), then (2), (3) and
(11) will imply that every solution of Eq. (1) is bounded.
Corollary 1. Assume that there exists a continuous function r : [t0,∞) → [0,∞) and
H, l, k ∈ (0,∞) such that for t  t0 and |x| < H ,
r(t)min{0,−lx} F(t, x) r(t)max{0,−kx} (21)
and for t  t∗,
l1/3k2/3
t∫
g(t)
r(s) ds  3
2
if l  k or l2/3k1/3
t∫
g(t)
r(s) ds  3
2
if l > k. (22)
Then the zero solution of Eq. (1) is uniformly stable.
Proof. Set P(t) = kr(t) and Q(t) = lr(t), then (2) is satisfied. In the case where l  k, set
p = (k/l)1/3 and q = (l/k)2/3, then (22) implies that for t  t∗,
t∫
g(t)
P (s) ds  3
2
p and
t∫
g(t)
Q(s) ds  3
2
q.
In addition,
min{p,q} · max{p2, q2} = qp2 =
(
l
k
)2/3(
k
l
)2/3
= 1.
By Theorem 1, the zero solution of Eq. (1) is uniformly stable. In the case where l > k, the
proof is similar and will be omitted. The proof is complete. 
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min{p,q} · max{p2, q2} < 1. (23)
Further, suppose that there exists T  t0 and a continuous function η : [T ,∞)× (0,∞) →
[0,∞) such that for each  > 0,
sup
x
F (t, x)−η(t, ), inf
x− F (t, x) η(t, )
for t  T and
∞∫
T
η(t, ) dt = ∞. (24)
Then the zero solution of Eq. (1) is asymptotically stable.
Proof. In view of Theorem 1, we see that the zero solution of Eq. (1) is stable. Therefore,
for any t1  t0, there exists δ = δ(t1) > 0 such that φ ∈ Cδ(t1) implies∣∣x(t)∣∣= ∣∣x(t; t0, φ)∣∣< 12H, t  t1.
Next we prove that
lim
t→∞x(t) = 0. (25)
When x(t) is eventually positive or negative, we can easily prove by (2) that x(t) is even-
tually nonincreasing or nondecreasing. Thus, by (24), we see that (25) holds. Now assume
that x(t) is oscillatory. Set
λ1 = lim sup
t→∞
x(t), −λ2 = lim inf
t→∞ x(t).
Then −H/2−λ2  0 λ1 H/2. The proof will be complete if we prove λ1 = λ2 = 0.
For any 0 <  < H/2, there exists a sufficiently large T such that
−λ2 −  < x(t) < λ1 + , t  T . (26)
Choose an increasing infinite sequence {ξn} such that ξn → ∞ and x(ξn) → λ1 as n → ∞
and that g2(ξn) > T and x(ξn) > 0 for n = 1,2, . . . and that there exists ηn > 0 such that
0 < x(t) < x(ξn) for t ∈ (ξn − ηn, ξn), n = 1,2, . . . . It is easy to see that x ′(ξn)  0 and
x(τ(ξn)) 0, which implies that x(t) has at least one zero on [τ (ξn), ξn). Set ln = inf{t ∈
[τ (ξn), ξn): x(t) = 0}, then ln ∈ [τ (ξn), ξn) and x(ln) = 0. By the similar argument to that
in the proof of Lemma 2, we know that x(t) is not decreasing on (ln − , ln) for all  > 0.
It follows from (26) and Lemma 1(i) that
x(t) < (λ2 + )p max{1,p}, t ∈
[
ln, g
−1(ln)
]
, n = 1,2, . . . .
Since ln ∈ [τ (ξn), ξn) ⊂ [g(ξn), ξn) and g(t) is nondecreasing, we have ξn ∈ (ln, g−1(ln)]
for n = 1,2, . . . . It follows that
x(ξn) < (λ2 + )p max{1,p}, n = 1,2, . . . .
Letting n → ∞ and  → 0, we obtain
λ1  λ2p max{1,p}. (27)
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λ2  λ1q max{1, q}, (28)
which, combining with (27), leads to
λ1  λ1p max{1,p} · q max{1, q} =
{
λ1pq max{1, q}, p < 1,
λ1qp max{1,p}, q < 1.
Noticing that (23) implies that p < 1 or q < 1, if λ1 > 0, it follows from (23) that λ1 < λ1.
This contradiction shows that λ1 = 0, which, by (28), implies that λ2 = 0. The proof is
complete. 
Remark 2. From the proof of Theorem 2 and Remark 1, we know that if H = ∞ in (2),
then the conditions of Theorem 2 will imply the global asymptotic stability of the zero
solution of Eq. (1).
Theorem 2 has the following corollary whose proof is similar to that of Corollary 1 and
will be omitted.
Corollary 2. Assume that (21) and (24) hold and that there exists α ∈ (0,1) such that for
t  t∗,
l1/3k2/3
t∫
g(t)
r(s) ds  3
2
α if l  k or l2/3k1/3
t∫
g(t)
r(s) ds  3
2
α if l > k.
Then the zero solution of Eq. (1) is asymptotically stable.
Remark 3. When l = k = 1, Corollaries 1 and 2 reduce, respectively, to [6, Theorem 2.1]
and [6, Theorem 2.3(i)].
Consider the following population model:
y ′(t) = −r(t)y(t − σ){a − y(t)}{b + y(t)}, −b < y(0) < a, (29)
where a, b and σ are positive constants and r ∈ C[[0,+∞), [0,+∞)]. The study of the
asymptotic behavior of Eq. (29) can be seen in [5] and references cited therein. By [5,
Corollary 4.1 and Remark 2.1], the following result stands.
Corollary A [5]. Suppose that
(
a + b
2
)2 t∫
t−σ
r(s) ds  3
2
, t  σ.
If ∫∞0 r(s) ds = ∞, then the zero solution of Eq. (29) is globally asymptotically stable.
Applying our results, we have the following new stability result on Eq. (29).
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(ab)1/3
(
a + b
2
)4/3 t∫
t−σ
r(s) ds  3
2
α, t  σ.
Then the zero solution of Eq. (29) is uniformly stable. Further, if α ∈ (0,1) and∫∞
0 r(s) ds = ∞, then the zero solution of Eq. (29) is globally asymptotically stable.
Proof. By the change of variables (see [5])
x(t) = 1
a + b ln
1 + b−1y(t)
1 − a−1y(t) ,
Eq. (29) is equivalent to
x ′(t) = −r(t)h0
(
x(t − σ)), (30)
where
h0(x)
eax − e−bx
a−1eax + b−1e−bx .
By calculation, we get
max
x0
h′0(x) =
{(
a+b
2
)2
, if a  b,
ab, if a < b,
max
x0
h′0(x) =
{
ab, if a  b,(
a+b
2
)2
, if a < b.
Set F(t, x) = r(t)h0(x), then (21) holds with l = ab and k = (a + b)2/4 when a  b or
with l = (a + b)2/4 and k = ab when a < b. From Corollaries 1, 2 and Remark 2, we get
the conclusion for Eq. (30) and equivalently for Eq. (29). The proof is complete. 
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