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By studying the local time of reﬂecting diffusion processes, explicit gradient estimates of the
Neumann heat semigroup on non-convex manifolds are derived from a recent derivative
formula established by Hsu. As an application, an explicit lower bound of the ﬁrst Neumann
eigenvalue is presented via dimension, radius and bounds of the curvature and the second
fundamental form. Finally, some new estimates are also presented for the strictly convex case.
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Let M be a d-dimensional compact connected Riemannian manifold with C2-
smooth boundary qM, and let Pt be the reﬂecting diffusion process on M generated
by L:¼Dþ Z for some C1-vector ﬁeld Z. Let K 2 R be such that
RicðX ; X Þ  hrX Z; X iXK jX j2; X 2 TM. (1.1)see front matter r 2005 Published by Elsevier B.V.
.spa.2005.04.004
d in part by NNSFC(10121101) and RFDP(20040027009).
86 106 220 8811.
dress: wangfy@bnu.edu.cn.
ARTICLE IN PRESS
F.-Y. Wang / Stochastic Processes and their Applications 115 (2005) 1475–14861476It is well-known that when qM is either convex or empty, (1.1) implies (and is indeed
equivalent to) the gradient estimate
jrPtf jpðPtjrf jpÞ1=peKt; f 2 C1bðMÞ; tX0 (1.2)
for all pX1 (or for some p 2 ½1; 2). We refer to e.g. [1,13] for proofs of the assertion
and to [1,12,15,17,19] for more equivalent statements of (1.2) and applications to
functional and transportation cost inequalities. Moreover, (1.2) with p ¼ 2 implies
the following uniform gradient estimate:
jrPtf j2p K
e2tK  1 ½Ptf
2  ðPtf Þ2p Kkf k
2
1
e2tK  1 , (1.3)
which is in particular useful in the study of isoperimetric constants (cf. [11,18]).
On the other hand, however, when qM is non-convex, there is no explicit gradient
estimates for the Neumann diffusion semigroup of types (1.2) and (1.3). This is a
main obstruction for the study of functional inequalities and the Neumann heat
kernel. In this paper, we aim to prove these gradient estimates for non-convex
manifolds with K replaced by a quantity depending also on the bounds of the second
fundamental form of the boundary. As an application, explicit lower bounds of the
ﬁrst Neumann eigenvalue are presented.
Let g; s40 be such that
gjX j2XhrX N; X iX sjX j2; X 2 TqM, (1.4)
where N is the outward unit normal vector ﬁeld of qM. If, in particular, (1.4) holds
for s ¼ 0, then the boundary qM is called convex. Moreover, let
Sectpk; dðZÞ:¼ suphZ;rrqMiþpkZk1, (1.5)
where kX0, Sect is the sectional curvature of M, and rqM is the Riemannian distance
function to qM. Let iqM be the distance between qM and its focal cut locus cutðqMÞ.
Recall that for any x 2 M there exists a minimal geodesic of length rqM ðxÞ linking x
and some point x 2 qM; the focal cut locus cutðqMÞ is then deﬁned as the set of all
points in M such that the corresponding point x 2 qM is not unique. It is useful to
note that cutðqMÞ is a closed set with zero volume and rqM is smooth outside this set,
see e.g. [4].
Our ﬁrst result is the following.
Theorem 1.1. Assume (1.4) and (1.5). Let hðtÞ:¼ cos
ﬃﬃﬃ
k
p
t  gﬃﬃ
k
p sin
ﬃﬃﬃ
k
p
t; tX0; and let
r0:¼minfh1ð0Þ; iqMg, where h1ð0Þ:¼k1=2 arcsin
ﬃﬃ
k
pﬃﬃﬃﬃﬃﬃﬃﬃ
kþg2
p is the first zero point of h.
Define
a:¼½1 hðr0Þ1d
Z r0
0
½hðsÞ  hðr0Þd1 ds,
b:¼ 1
a
Z r0
0
½hðsÞ  hðr0Þ1d ds
Z r0
s
½hðuÞ  hðr0Þd1 du.
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jrPtf j
ðPtjrf jpÞ1=p
p exp sbþ t s
2p
p  1þ sðdðZÞ þ a
1Þ  K
  
p exp d
2
r0sþ t
s2p
p  1þ sðd=r0 þ dðZÞÞ  K
  
. ð1:6Þ
If in particular qM is connected, then iqMXh
1ð0Þ and hence,
jrPtf j
ðPtjrf jpÞ1=p
p exp d
2
h1ð0Þsþ t s
2p
p  1þ sðd=h
1ð0Þ þ dðZÞÞ  K
  
p exp dps
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k þ g2
p þ t s2p
p  1þ s d
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k þ g2
p
þ dðZÞ
 	
 K
 " #
. ð1:7Þ
The proof of Theorem 1.1 is based on a derivative formula of the Neumann
semigroup due to Hsu [8], which in particular leads to a gradient inequality involving
the local time on qM of the reﬂecting L-diffusion process. Thus, the key point of our
study is to estimate the local time. To this end, we make use of Kasue’s Laplacian
comparison theorem and Itoˆ’s formula with proper choices of test functions, see the
next section for details.
A direct application of Theorem 1.1 is to derive semigroup functional inequalities.
More precisely, for ﬁxed p 2 ½1; 2 and q:¼2p=ð3p  2Þ, if there is a strictly positive
function xq 2 Cð½0;1ÞÞ such that
jrPtf jpxqðtÞðPtjrf jqÞ1=q; t40; f 2 C1ðMÞ, (1.8)
then the proof of [17, Theorem 1.2] implies
Ptf
2  ðPtf pÞ2=p
2ð2 pÞ pðPtjrf j
2Þ
Z t
0
xqðsÞ2 ds; t40; f 2 C1ðMÞ; fX0, (1.9)
where when p ¼ 2 the left-hand side means the limit as p ! 2. Indeed, for
p 2 ð1; 2Þ and strictly positive f 2 C1ðMÞ, it follows from (1.8) and the Ho¨lder
inequality that
Ptf
2  ðPtf pÞ2=p ¼
Z t
0
d
ds
PsðPtsf pÞ2=p
 
ds
¼ 2ð2 pÞ
p2
Z t
0
Ps
jrPtsf pj2
ðPtsf pÞ2ðp1Þ=p
ds
p 2ð2 pÞ
p2
Z t
0
xqðt  sÞ2Ps
ðPtsjrf pjqÞ2=q
ðPtsf pÞ2ðp1Þ=p
ds
p2ð2 pÞ
Z t
0
xqðt  sÞ2Ptjrf j2 ds
¼ 2ð2 pÞðPtjrf j2Þ
Z t
0
xqðsÞ2 ds.
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gradient estimate of Pt:
jrPtf j2p p
2ðPtf Þ2ðp1Þ=pðPtf 2=p  ðPtf Þ2=pÞ
2ð2 pÞ R t
0
xqðsÞ2 ds
; t40; f 2 C1ðMÞ; fX0. (1.10)
The proofs of these implications are standard due to Bakry’s semigroup arguments,
cf. [1,12].
Next, we use Theorem 1.1 to estimate the ﬁrst Neumann eigenvalue. Let L:¼Dþ
rV for some V 2 C2ðOÞ, where O is a regular domain in a d-dimensional complete
Riemannian manifold. Let l1ðLÞ be the ﬁrst Neumann eigenvalue of L, that is, the
smallest positive number l such that Lf ¼ lf for some non-constant function f on
O with Nf ¼ 0; where as in above, N is the outward unit normal vector ﬁeld on qO.
When O is convex, the lower bound estimate of l1 has been studied intensively via
the Ricci curvature lower bound, the dimension and the diameter, by using both
analytic and probabilistic approaches, see e.g. [5,14,2,16] and references within. The
gradient estimate presented above enables us to derive explicit lower bounds of l1 on
non-convex domains.
Theorem 1.2. Let k; g;sX0 be such that (1.4) and Sectpk hold for O. If K4sðd=r0 þ
dðrV ÞÞ þ s2; then
l1ðLÞXK  sðd=r0 þ dðrV ÞÞ  s2. (1.11)
Consequently, for O a regular domain in a Cartan-Hadamard manifold with radius
R:¼ inf
x2O
sup
y2O
distðx; yÞ,
if Ros1 and RicXK0 on O for some K0 2 R, then
l1ðDÞX
2ð1 sRÞ
R2
exp  1þ R
2ðs2 þ sd=r0  K0Þ
2ð1 sRÞ
 þ" #
. (1.12)
If qO is connected, then (1.12) holds with r0 replaced by 1=g.
Eq. (1.11) will follow from (1.6) by taking f to be the ﬁrst Neumann eigenvalue
and letting p ! 1. To derive (1.12) from (1.11), we make use of a perturbation
argument by adding a drift term srr2 (sX0) to the Laplacian operator, where r is
the Riemannian distance function to a point reaching the minimum in the deﬁnition
of R. This term will contribute 2s to the curvature lower bound K and add
sdðsrr2Þðp2ssRÞ to the negative part in (1.11). Thus, to obtain a non-trivial lower
bound, we have to assume sRo1 so that the lower bound given by (1.11) for the
perturbed operator will be positive for big s40. Although this assumption is
technical, we do not know how can one get a non-trivial lower bound of l1 by using
above gradient estimates for the case where DsX1. Nevertheless, we believe that
non-trivial lower bounds of l1 can be derived for general non-convex regular
domains by using some other analytic and probabilistic approaches. This will
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under the so-called interior rolling e condition or under the geodesically star-shaped
condition.
The above two theorems are proved in the next section. On the other hand, known
gradient estimates for the convex case are simply borrowed from the case without
boundary, so that the contribution of the convexity was not included. To clarify the
role of the second fundamental form in the convex case, some new estimates are
presented in Section 3 as suggested by the referee, which in particular improve the
ones known for a long time.2. Proofs of Theorems 1.1 and 1.2
The starting point of our proofs is the following inequality due to [8, Theorem 5.1]
(the factor 1
2
in front of K therein disappears here since the present generator does
not contain this factor in front of D):
jrPtf ðxÞjpExjrf ðxtÞjeKtþslt ; f 2 C1bðMÞ; x 2 M; tX0, (2.1)
where lt is the local time of the reﬂecting L-diffusion process on qM. Although
Hsu only considered the case where Z ¼ 0, his proof works also for the case
with drift by using the reﬂecting L-diffusion process to replace the reﬂecting
Brownian motion. We will see in the proof of Theorem 1.2 that the appearance of the
drift is important in applications. It is obvious that to derive explicit gradient
estimate from (2.1), the key point is to get rid of the local time lt. This will be realized
by using Itoˆ’s formula for proper choices of test functions as indicated in the
following principal lemma.Lemma 2.1. Let j 2 C2bð½0;1ÞÞ be increasing such that jð0Þ ¼ 0;j0ð0Þ ¼ 1;
j0X0;j00p0 and j  rqM 2 C2ðMÞ, where rqM is the Riemannian distance function
to qM. Let c:¼ supðLj  rqM Þ. Then
jrPtf jpðPtjrf jpÞ1=p exp½sjð1Þ þ tðcsþ s2p=ðp  1Þ  KÞ (2.2)
holds for any f 2 C1bðMÞ; tX0 and p41.
Proof. Let xt be the reﬂecting L-diffusion process on M. Since j0ð0Þ ¼ 1; 0pj0p1
and j  rqM 2 C2ðMÞ, by Itoˆ’s formula we have
dj  rqM ðxtÞ ¼ dMt þ Lj  rqM dt þ dlt,
where Mt is a martingale with M0 ¼ 0 and dhMitp2 dt so that E exp½aMt
p exp½a2t; a 2 R; tX0. Since Lj  rqMX c and j;j0X0, we obtain
ltpct þ jð1Þ  Mt; tX0. (2.3)
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jrPtf ðxÞjpeðcsKÞtþsjð1ÞExjrf ðxtÞjesMt
peðcsKÞtþsjð1ÞðPtjrf ðxÞjpÞ1=p Ex exp 
sp
p  1Mt
  ðp1Þ=p
pðPtjrf jpðxÞÞ1=p exp ðcs KÞt þ sjð1Þ þ
s2p
p  1 t
 
: & ð2:4Þ
We remark that (2.3) implies that for any a40 there exists a040 such that
Eealtpea0t holds for all t40. This was proved by Hsu (cf. [8, Lemma 3.2]) using a
priori Gaussian bound of the Neumann heat kernel.
To prove Theorem 1.1, we adopt the Laplacian comparison theorem due to Kasue
[9] which is a consequence of the Hessian comparison theorem presented in the
Appendix.
Theorem 2.2 (Kasue [9, Theorem 0.3]). In the situation of Theorem 1.1. Let h solve
the equation
h00 þ kh ¼ 0; hð0Þ ¼ 1; h0ð0Þ ¼ g. (2.5)
Then
DrqMðxÞX
ðd  1Þh0
h
ðrqM ðxÞÞ; xecutðqMÞ;rqMðxÞoh1ð0Þ, (2.6)
where h1ð0Þ is the first (smallest) zero point of h, which is infinite if h does not have any
zero points.
As a consequence of Theorem 2.2, the next corollary shows that when qM is
connected one has cutðqMÞ  fx : rqM ðxÞXh1ð0Þg, or equivalently, iqMXh1ð0Þ.
Corollary 2.3. If qM is connected then iqMXh
1ð0Þ.
Proof. To describe the focal cut locus, let us consider the Ferri coordinates around
qM: ðr; xÞ:¼expx½rNx, where rX0; x 2 qM and N is the outward unit normal
vector ﬁeld of qM. Under these coordinates, the Riemannian metric has the
expression
ds2 ¼ dr2 þAðr; xÞdx2,
whereAðr; xÞ is a positive deﬁnite metric for given rpiqM and x 2 qM. When qM is
connected, the focal cut locus of qM coincides with the set of all points in M such
that detAðr; xÞ ¼ 0 (see [4, p. 134]). For any x ¼ ðrqM ðxÞ; xÞ 2 cutðqMÞ, by the
second variation formula (cf. [4]) and Theorem 2.2, we have
d
dt
log detAðt; xÞ ¼ DrqM ðt; xÞX
ðd  1Þh0
hðtÞ ; tominfh
1ð0Þ; rqM ðxÞg.
Since detAð0; xÞ ¼ 1, we obtain
det Aðt; xÞXhd1ðtÞ40; if tominfh1ð0Þ;rqMðxÞg.
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x 2 cutðqMÞ. &
Proof of Theorem 1.1. The function h given in Theorem 1.1 is the solution of (2.5)
and hence, (2.6) holds by Theorem 2.2. To apply Lemma 2.1, let
jðrÞ:¼ 1
a
Z r
0
½hðsÞ  hðr0Þ1dds
Z r0
minfs;r0g
½hðuÞ  hðr0Þd1 du; rX0.
Then jð0Þ ¼ 0;j0ð0Þ ¼ 1 and j 2 C1bð½0;1ÞÞ with
j0ðrÞ ¼ 1
a
½hðrÞ  hðr0Þ1d
Z r0
minfr;r0g
½hðsÞ  hðr0Þd1ds; rX0.
Moreover, we have j00ðrÞ ¼ 0 for r4r0 and j00ðrÞ is bounded on ½0; r0. To apply
Lemma 2.1, we make an approximation of j as follows. For any e 2 ð0; r0Þ, let
he 2 C1½0;1Þ such that 0phep1; hej½0;r0e ¼ 1; hej½r0;1Þ ¼ 0. Let
jeðrÞ:¼ce
Z r
0
ds
Z r0
s
ðhej00ÞðtÞdt; rX0,
where ce40 is such that j0eð0Þ ¼ 1. Since j00 is bounded on ½0; r0 and jð0Þ ¼
j0ðr0Þ ¼ 0, we have ce ! 1; je ! j and j0e ! j0 uniformly as e! 0. Moreover,
since he 2 ½0; 1 and h0;j00p0 on ½0; r0, we have
j0e
ðd  1Þh0
h
þ j00eXce j0
ðd  1Þh0
h
þ j00
 
X ce
a
.
Therefore, (2.6) implies that (recall that j0 2 ½0; 1)
LjeX
e
a
 dðZÞ.
Applying Lemma 2.1 to je and letting e! 0, we obtain the ﬁrst inequality in (1.6).
Next, since h and h0 are decreasing on ½0; r0 and
R r0
0
ðh0ðsÞÞds ¼ 1 hðr0Þ, by the
FKG inequality we have
a:¼ð1 hðr0ÞÞ1d
Z r0
0
½hðsÞ  hðr0Þd1 ds
X
r0
ð1 hðr0ÞÞd
Z r0
0
½hðsÞ  hðr0Þd1ðh0ðsÞÞds ¼ r0
d
. ð2:7Þ
Moreover, since h is decreasing on ½0; r0, we haveZ r0
0
½hðsÞ  hðr0Þ1d ds
Z r0
s
½hðuÞ  hðr0Þd1 dup
r20
2
.
Therefore, (2.7) implies that bp d
2
r0. Thus, the second inequality in (1.6) follows
immediately.
Finally, to prove (1.7) for the case where qM is connected, we ﬁrst note that by
Corollary 2.3, one has r0 ¼ h1ð0Þ. Since sin ypyp p2 sin y for any y 2 ½0; p2; we have
ðk þ g2Þ1=2ph1ð0Þp p
2
ðk þ g2Þ1=2. Hence (1.7) follows from (1.6). &
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jrPtf j ¼ el1tjrf j; t40.
Combining this with (1.6) we obtain
el1tkrf k1pckrf k1 exp½tðK  sðd=r0 þ dðrV ÞÞ  s2Þ
for some constant c40 and all t40. This implies (1.11) immediately.
Next, we consider the case where L ¼ D and O is a regular domain in a Cartan-
Hadamard manifold. In this case one may take k ¼ 0 so that r0 ¼ g1. Let x0 2 O
such that supy2O distðx0; yÞ ¼ R and let L:¼Dþ rV for V :¼ sr2, where sX0 and r
is the Riemannian distance function to x0. We have HessVp2s and hence (1.1) holds
for K ¼ 2s þ K0. Moreover, dðrV ÞpkrVk1 ¼ 2sR. Therefore, by (1.11) and the
perturbation inequality for the spectral gap, we have
l1ðDÞXesR
2
l1ðLÞXesR
2 ð2s þ K0  sðd=r0 þ 2sRÞ  s2Þ.
Thus, the desired estimate (1.12) follows by maximizing in s, that is
s:¼ 1
R2
þ s
2 þ sd=r0  K0
2ð1 RsÞ
 þ
.
If qO is connected then as observed in the proof of Theorem 1.1, r0X1=g since in
the present setting k ¼ 0. &3. The strictly convex case
In the strictly convex case (1.4) holds with so0, so that it is possible to derive
better gradient estimates from (2.1) by studying the expectation of minus exponential
of the local time lt.
Lemma 3.1. Let R0:¼supx2M rqM ðxÞ. If there exists a non-negative function f 2
C2½0; R0 such that f 0X0; f 00p0 and Lf  rqMp 1 outside cutðqMÞ, then
Exelltp2 exp lf  rqMðxÞ
f 0ð0Þ 
lt
8f 0ð0Þð2lf 0ð0Þ þ 1Þ
 
; l40; t40; x 2 M.
Proof. Obviously, one has f 0ð0Þ ¼ sup jf 0j40; so that the claimed upper bound
makes sense. Kendall [10] established a Itoˆ formula for the distance of the Brownian
motion to a ﬁxed point in M. Since LrqM is bounded above (see [18, Lemma 2.3])
and cutðqMÞ possesses all properties used by Kendall for the cut locus of a single
point, his argument works also for rqM in place of the distance to a ﬁxed point. Thus,
there exists an increasing process Lt, which increases only when xt 2 cutðqMÞ, such
that for some one-dimensional Brownian motion bt
drqMðxtÞ ¼
ﬃﬃﬃ
2
p
dbt þ LrqMðxtÞdt  dLt þ dlt,
where xt is the reﬂecting L-diffusion process with local time lt at qM, and LrqM ðxÞ is
regarded as zero if x 2 cutðqMÞ. By Itoˆ’s formula and noting that xtecutðqMÞ a.s.
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df  rqMðxtÞ ¼
ﬃﬃﬃ
2
p
f 0  rqM ðxtÞdbt þ Lf  rqM ðxtÞdt
 f 0  rqM ðxtÞdLt þ f 0ð0Þdlt
p
ﬃﬃﬃ
2
p
f 0  rqM ðxtÞdbt  dt þ f 0ð0Þdlt.
Thus, letting Mt:¼
ﬃﬃﬃ
2
p R t
0
f 0  rqM ðxsÞdbs; we have dhMitp2f 0ð0Þ2 dt and
f 0ð0ÞltXðf  rqM ðxtÞ  f  rqM ðx0Þ þ t  MtÞþXðt  MtÞþ  f  rqM ðx0Þ.
This implies
Exelltpelf rqM ðxÞ=f 0ð0ÞExelðtMtÞþ=f 0ð0Þ. (3.1)
Since for any r40
PxðMtXrtÞ ¼ inf
e2ð0;1Þ
PxðeMtXertÞp inf
e2ð0;1Þ
exp½e2hMit=2 ret
p inf
e2ð0;1Þ
exp½e2f 0ð0Þ2t  ret ¼ exp  r
2t
4f 0ð0Þ2
 
; t40,
we have
ExelðtMtÞ
þ=f 0ð0Þp inf
r2ð0;1Þ
exp  r
2t
4f 0ð0Þ2
 
þ elð1rÞt=f 0ð0Þ
 
¼ 2 exp  r
2
0t
4f 0ð0Þ2
 
,
where r040 solves the equation r2 ¼ 4lf 0ð0Þð1 rÞ. By the mean-valued formula we
have
r0:¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4l2f 0ð0Þ2 þ 2f 0ð0Þl
q
 2lf 0ð0ÞX lf
0ð0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4l2f 0ð0Þ2 þ 2f 0ð0Þl
q .
Thus,
ExelðtMtÞ
þ=f 0ð0Þp2 exp  lt
8f 0ð0Þð2lf 0ð0Þ þ 1Þ
 
; l40.
Combining this with (3.1) we ﬁnish the proof. &
Theorem 3.2. Assume (1.1) and hrX N; X iXa0jxj2 for some a040 and all X 2 TqM.
Let K0 2 R be such that RicðX ; X ÞXK0jX j2 for all X 2 TM. Let b0:¼dðZÞ þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðd  1ÞK0p and c0:¼ðeb0R0  1Þ=b0; where K0 :¼minf0; K0g, and let
f ðrÞ:¼ 1
b20
ðeb0R0  eb0ðR0rÞ  b0rÞ; r 2 ½0; R0.
Then for any p; p041 with 1
p
þ 1
p0 ¼ 1,
jrPtf ðxÞjp2ðPtjrf jpðxÞÞ1=p exp
a0f  rqMðxÞ
c0
 t K þ a0
8c0ð2p0a0c0 þ 1Þ
  
ARTICLE IN PRESS
F.-Y. Wang / Stochastic Processes and their Applications 115 (2005) 1475–14861484holds for all f 2 C1bðMÞ, all x 2 M and all t40. Consequently, if L is symmetric (i.e.
Z ¼ rV for some V 2 C2ðMÞÞ
l1ðLÞXK þ
a0
8c0ð2a0c0 þ 1Þ
.
Proof. By [18, Lemma 2.3] we have
LrqMpdðZÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðd  1ÞK0
p
¼: b0.
Indeed, in the present setting conditions (1.5)–(1.7) in [18] hold for d ¼ dðZÞ;s ¼ 0
and k ¼ K0 =ðd  1Þ. Then f meets the requirement of Lemma 3.1 and f 0ð0Þ ¼ c0.
Therefore, the desired assertions follow immediately from (2.1) with s ¼ a0,
Lemma 3.1 and the argument in the proof of Theorem 1.2. &
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Appendix A. The Hessian comparison theorem
Since we did not ﬁnd out any explicit proof of Theorem 2.2 in references, we
include below a complete proof for readers’ reference. Indeed, what we present here
is the Hessian comparison theorem which is stronger than Theorem 2.2.
Theorem A.1. In the situation of Theorem 2.2. For any unit vector X orthogonal to the
minimal geodesic linking x and qM, we have
HessrqM ðX ; X ÞX
h0
h
ðrqMÞ; if rqMominfiqM ; h1ð0Þg.
Proof. Let us ﬁx a point x 2 M such that 0or:¼rqMðxÞominfiqM ; h1ð0Þg, and let
l: ½0; r ! M with l0 2 qM be the minimal geodesic linking x and qM. We have
l00 ¼ Nl0 , where N is the outward unit normal vector ﬁeld of qM. Let X 2 TxM be unit
and orthogonal to l0r. We may ﬁnd out a family of parallel vector ﬁelds fEigdi¼1 such that
E1ðxÞ ¼ X ; Ed ¼ l0 and they consist of an orthonormal basis at lðsÞ for any s 2 ½0;r.
Next, recall that a qM-Jacobi ﬁeld J is a Jacobi ﬁeld along l perpendicular to
Ed :¼l0 such that SNJ0  rNJ0 is perpendicular to Tl0qM, where SNJ0 is the
orthogonal projection of rJ0N to Tl0qM (note that N is outward). Let X 2 TxM
be a unit vector perpendicular to l0. It is classical that there exists a unique qM-
Jacobi ﬁeld J along l such that Jr ¼ X . By the second variational formula,
HessrðJ; JÞ ¼ IðJ; JÞðrÞ:¼ hrJ0N; J0i þ
Z r
0
ðjrl0Jj2  hRðl0; JÞJ; l0iÞðsÞds,
(A.1)
where R is the curvature tensor.
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manifold M with constant sectional curvature k, and O a geodesic ball in M such
that hrY N; Y i ¼ gjY j2 for all Y 2 TqO; where h; i;r and N are, respectively,
the Riemannian metric, the Levi–Civita connection on M, and the unit outward
normal vector ﬁeld of qO. Then the radius of O is equal to h1ð0Þ. Let ~l: ½0;r ! O be
a geodesic with ~l0 2 qO and ~l00 ¼ N~l0 , and let fE

i gdi¼1 with Ed ¼ ~l
0
a family of
constant vector ﬁelds along ~lconsisting of an orthonormal basis at each point. Then
it is trivial to see that
J:¼ h
hðrÞE

1
is a qO-Jacobi ﬁeld with Jr a unit vector orthogonal to ~l
0
. Let
~J

:¼
Xd1
i¼1
hJ; EiiEi .
We have ~J

r ¼ Jr, so that the index lemma implies (cf. e.g. [3, Theorem 11.2.4])
Ið ~J; ~JÞXIðJ; JÞ ¼
h0
h
ðrÞ (A.2)
due to the deﬁnition of h, where I is the index form along ~l. On the other hand, since
Sect pk and hrJ0N; J0ipgjJ0j2 ¼ hr~J0N
; ~J

0i; we have
IðJ; JÞXIð ~J; ~JÞ.
Then the proof is ﬁnished by combining this with (A.1) and (A.2). &
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