[1] Hydrological processes within the terrestrial water cycle operate over a wide range of 7 time and space scales, and with governing equations that may be a mixture of ordinary 8 differential equations (ODEs) and partial differential equations (PDEs). In this paper we 9 propose a unified strategy for the formulation and solution of fully coupled process 10 equations at the watershed and river basin scale. The strategy shows how a system of 11 mixed equations can be locally reduced to ordinary differential equations using the 12 semidiscrete finite volume method (FVM). Domain decomposition partitions the 13 watershed surface onto an unstructured grid, and vertical projection of each element forms 14 a finite volume on which all physical process equations are formed. The projected 15 volume or prism is partitioned into surface and subsurface layers, leading to a fully 16 coupled, local ODE system, referred to as the model ''kernel.'' The global ODE system is 17 assembled by combining the local ODE system over the domain, and is then solved by a 18 state-of-the-art ODE solver. The unstructured grid, based on Delaunay triangulation, is 19 generated with constraints related to the river network, watershed boundary, elevation 20 contours, vegetation, geology, etc. The underlying geometry and parameter fields are then 21 projected onto the irregular network. The kernel-based formulation simplifies the process 22 of adding or eliminating states, constitutive laws, or closure relations. The strategy is 23 demonstrated for the Shale Hills experimental watershed in central Pennsylvania, and 24 several phenomena are observed: (1) The enslaving principle is shown to be a useful 25 approximation for soil moisture-water table dynamics for shallow soils in upland 26 watersheds; (2) the coupling shows how antecedent moisture (i.e., initial conditions) can 27 amplify peak flows; (3) the coupled equations predict the onset or threshold for upland 28 ephemeral channel flow; and (4) 
36 1. Introduction
37
[2] In this paper we address the problem of process 38 integration for hydrologic prediction in watersheds and river 39 basins. Simulation is now widely utilized as a complemen-40 tary research methodology to theory and experiment [Post 41 and Votta, 2005] . However, the grid resolution, scale of the 42 model, and range of hydrologic processes operating in 43 watersheds and river basins offer the dilemma of what is 44 necessary to predict hydrologic response or to simulate 45 certain behaviors of the coupled system. In this paper we 46 formulate a multiscale strategy that incorporates constitutive 47 relationships representing volume-average state variables. 48 For small watersheds and fine numerical grids, local contin-49 uum relationships (e.g., Darcy's law) lead to a fully coupled, 
57
[3] Current hydrologic models may be described from [6] The decision of using a lumped, distributed, or semi-118 distributed approach to model watershed systems ultimately 119 depends on the purpose of the model, and each has its 120 advantages and disadvantages. For the distributed case, the 121 governing equations are derived from local constitutive 122 relationships. For instance, the Darcy equation is applicable 123 at the plot or perhaps hillslope scale, but it is not clear what 124 should be the effective relation of flux-to-state variable 125 when integrated over larger scales where semidistributed 126 or lumped models are used (e.g., the hydrologic closure 127 problem discussed by Beven [2006] ). At present there is 128 considerable discussion in the literature about the relation of 129 data needs and predictive models, including the issues of 130 model type (lumped, semidistributed, distributed), unique-131 ness, and the appropriate scales of integration [Sivapalan et 132 al., 2002] . distributing a priori parameter estimates to each grid cell.
142
In the limit of small-scale numerical grids, the finite volume Renaud, 1986; Polis and McKeown, 1993] containing the scalar c, the integral over the depth takes the
We can evaluate the boundary terms, by rewriting terms are eliminated and the remaining terms must balance 181 as we approach the interface from both sides, leading to a 182 definition of the net interface flux:
184 where Q b is the net flux across z = z b . A similar expression 185 is found for Q a at z = z a . Equation (2) is now written in 186 terms of vertically integrated storage in the layer:
188 where c is the volumetric storage per unit area (L) in the 189 layer defined by
191 and w is the vertically integrated source/sink term
193 To complete the volume integration, equation (4) is now 194 written
196 where the divergence theorem was applied to the second 197 term, G is the perimeter of A, and N is the unit normal vector 198 on G. Writing (7) in semidiscrete finite volume form 199 [Leveque, 2002] yields
201 where c is now interpreted as the volumetric storage (L 3 ) of 202 c in the control volume (incompressible fluid), Q i is net 203 volumetric flux through the sides i = 1, 2, 3 of the control 204 volume, and Q k is the net volumetric flux across the upper 205 and lower boundaries k = 1, 2. Later it will be convenient to 206 divide (8) by the projected horizontal surface area of the 207 finite volume such that storage is an equivalent depth, and 208 volumetric flux terms are normalized to a unit horizontal 209 surface area.
210
[9] The vector form of equation (8) represents all pro-211 cesses c = {c 1 , c 2 ,. . .c k } within the control volume and 212 forms a fully coupled local ODE system. The fluxes across 213 the sides of the control volume are evaluated by appropriate 214 constitutive (or closure) relationships for specific processes 215 and applications. We note again that the finite volume 216 method guarantees mass conservation for each control 217 volume [Leveque, 2002] , and that the semidiscrete repre-218 sentation reduces all equations to a standard form. [Madsen, 1975] , here applied to a system of differential experiments [Duffy, 1996] , or theoretical derivation 255 [Reggiani et al., 1999; Reggiani and Rientjes, 2005] . It is 256 noted that constitutive relationships are sensitive to the scale 257 of volume integration [Beven, 2006] Figure 1 illustrates the decomposition and 283 kernel for the system to be studied here. [12] The choice of equations in any situation is a practical 287 balance of the most important physical processes assumed 288 to operate on a watershed (Shale Hills, in our case), the 289 assumptions made about these processes in a particular 290 representation, and the scale of computation. We note that 291 there are no intrinsic limitations to more complex (or 292 simpler) equations/processes. Those presented here are 293 sufficient to characterize the physics of the particular 294 physical setting we have chosen to demonstrate. using Riemann approach [Leveque, 2002] , and we follow 304 their approach here. Letting c ! h o (x, y, t), the vertically 305 integrated form of the continuity equation (4) is given by
Figure 1. Schematic view of domain decomposition for hillslopes and stream reach. The finite control volumes, elements, are prisms projected from the triangular irregular grid also referred to as a TIN (triangular irregular network). The TIN is generated with channels as constraints, which will guarantee that the channel is along the element boundary. In the upper part of the figure, the basic element is shown to the left with multiple hydrological processes. A channel segment for a triangle bounded by a stream is shown to the right. 331 where h o (x, y, t) is the local water depth. Here u and v are 332 velocities in the plane x, y; q k are the surface flux terms 333 normalized by surface area. Note that there are three 334 unknowns, h o , u, and v, for each element. To reduce the 335 complexity of solving the full St. Venant equations, we 336 neglect inertia terms in the momentum equation, and 337 Manning's formula is used to close equation (9), which 338 yields the diffusion wave approximation [Gottardi and 339 Venutelli, 1993] 
341 with
343 where H(x, y, t) is the water surface elevation above an 344 horizontal datum, n is Manning roughness coefficients, s = 345 s(x, y) is the vector direction of maximum slope, and q k are 346 the layer top and bottom input/output.
347
[14] Since the basic element in our implementation is a 348 vertically projected prism (Figure 1 ), the evaluation for k s is 349 slightly complicated. Let (x i , y i , H i ) be the local coordinates 350 of the free water surface at vertex V i . Assume the free 351 surface plane is determined by vertex V 2 , V 3 , V 4 and that the 
Note that
and thus the hydraulic head gradient along the maximum
For elements that border a channel, special handling is 361 required, and we discuss this in section 3.1.3. For the 362 diffusion wave approximation, the surface flux per unit width of flow is given by 
Subsurface Flow

374
[15] For subsurface flow we start again from (1) and let 375 our scalar be the moisture content (volume water/void 376 volume), c ! q, which we write (1) as The layer is partitioned into two parts, where the soil above 384 tension forces, while gravity alone governs below the water 385 table (z À ). Using (2) and (3) and integrating over the depth 386 of the layer yields (Figure 1) . 404 Applying the Reynolds transport theorem [Slattery, 1978] 405 and the divergence theorem yields equations for flow above 406 and below the water table, respectively:
408 See Duffy [1996] for details. Finally, the balance equations 409 are formed for a fully coupled unsaturated-saturated flow 410 within the layer, its volume-average form [Duffy, 2004] given by simple exponential-type soil characteristic [Gardner, 1958] ,
454
which has the form 
479 where h c is depth of water in the channel, p and e are 480 precipitation and evaporation for the channel segment, and 481 q l g and q l s are the lateral interaction terms for the aquifer and 482 surface flow from each side of the channel. The upstream 483 and downstream channel segments are q in c and q out c , 484 respectively. The volumetric fluxes are normalized by the 485 horizontally projected surface area of the channel segment, 486 where the channel is a 1-D prismatic volume with a 487 trapezoidal or other cross section. As in the case of overland 488 flow, the diffusion wave approximation is applied to the 489 upstream and downstream channel flux terms.
490
[20] The interaction of surface overland flow and channel 491 routing, q l s in equation (15) and (23), is controlled by a weir-492 type equation following Panday and Huyakorn [2004] . For 493 the case of channel flooding (i.e., the channel depth exceeds 494 critical depth), the condition becomes a submerged weir 495 where the discharge is a function of flow depth in surface 496 overland flow and the channel segment. The interaction 497 between the saturated groundwater flow and channel rout-498 ing q l g in equation (20) and (23) canopy density, and even the precipitation intensity (22). The figure shows the relationship of unsaturated and saturated storage with recharge, and is based on a solution to Richard's equation for an exponential-type soil characteristic [Duffy, 2004] . For this example we neglect lateral flow in the unsaturated zone.
528 [Dingman, 1994] . When the canopy reaches the upper 529 threshold, all precipitation becomes throughfall. 530 3.2.2. Snowmelt Process
531
[23] The accumulation and melting process of snow is a 532 cold-season counterpart to interception. Although a more 533 comprehensive physics of snow could be applied, here we 534 use a simple index approach to snow accumulation and melt 535 [Dingman, 1994] . Assuming that vegetation is dormant 536 during the snow season, and while air temperature is below 537 snow-melting temperature T m , the snowpack will accumu-538 late during precipitation, and if air temperature exceeds the 539 melting temperature the snowpack melts. The dynamic 540 snowmelt conservation equation is given by
542 where Dw is snow melting rate, which is also an input to 543 overland flow. It can be calculated by the air temperature 544 with
546 where M is melt factor, which can be estimated from 547 empirical formulas [Dingman, 1994] , and e s is evaporation 548 directly from snow. 549 3.
Evaporation and Evapotranspiration
550
[24] Evaporation from vegetation interception, overland 551 flow, and snow and river surfaces is estimated using the 552 Pennman equation [Bras, 1990] , which represents a com-553 bined mass-transfer and energy method:
555 Potential evapotranspiration from soil and plant is estimated 556 using Pennman-Monteith equation
558 Here et 0 refers to potential evapotranspiration, R n is net 559 radiation at the vegetation surface, G is soil heat flux 560 density, e s À e a represents the air vapor pressure deficit, and 561 r a is the air density, C p is specific heat of the air. (15), (20), (23), (24), and (25) 572 leads to a local system of ODEs representing multiple 573 hydrological processes within the prism or kernel element i. 574 Spatial interactions are evaluated with appropriate consti-575 tutive or closure relationships for (14), (21), (22), (26) close to equilateral as possible for a quality grid, etc.).
595
[28] We apply Delaunay triangulation [Delanunay, 1934; 596 Voronoi, 1907; Du et al., 1999] hand side. However, the multiple timescales arising from Figure 4 . Schematic view of the steps in domain decomposition. During the disaggregating process, catchments boundary, river network, and critical terrain points, etc., are introduced as constraints for generation of the TIN. GIS tools along with soil survey and/or gelogic maps are utilized to assign a priori hydraulic properties for each model element.
666 watershed processes typically make (29) a highly stiff 667 system [Ascher and Petzold, 1998 ]. For stiff problems, the 668 overall computational cost of an explicit solution may 669 actually be higher than an implicit solver due to stability 670 concerns. The implicit sequential solver used here is the 671 SUNDIALS package (suite of nonlinear and differential/ 672 algebraic equation solvers), developed at the Lawrence 673 Livermore National Laboratory. The code has been widely 674 applied, with extensive testing, and with excellent support.
675
[34] For the initial condition y(t 0 ) = y 0 , a multistep 676 formula is written
678 where a and b are coefficients. For stiff ODEs, CVODE 679 [Cohen and Hindmarsh, 1994] in the SUNDIAL package 680 applies the backward differentiation formula (BDF) with 681 an adaptive time step and method order varying between 682 1 and 5. Applying (30) to (29) yields a nonlinear system 683 of the form
684 with a n X i>0 a n;i y nÀi þ h n b n;i y
687 Numerically solving equation (31), with some variant of 688 Newton iteration, is equivalent to iteratively solving a 689 linear system of the form
691 where M is I À hb n,0 J with J = @f/@y.
692
[35] The GMRES (generalized minimal residual) iterative University [Lynch and Corbett, 1985; Lynch, 1976] . The 
Water Budget
757
[39] Figure 7 illustrates the forcing and runoff data mea-758 sured at 15-min intervals from late July to early September. the soil moisture such that
where 
Figure 10. Observed and model groundwater levels for 1 August, 16 August, and 29 August. The fit is not significantly different from a slope of 1. 850 Bierkens [1998] uses the van Genuchten soil characteristic 851 function to derive a form for G(h g ) in (34) given by
853 where h g and z s are height of phreatic surface and surface 854 elevation of the layer relative to some reference. The e 0 is a 855 small parameter to handle the singularity in the function 856 G(h g ) À1 when h g ! z s . The q s and q r are saturated and 857 residual moisture content, and a and n are soil parameters. 858 Substituting (18) and (35) into (37) , and performing the 859 integration yields an expression for h u as a function of h g :
A similar expression can be developed for the exponential 862 soil characteristic (22) shown earlier which is given by
Using the site averaged data for h u and h g , the parameters in 865 (38) and (39) 
870
Also note in Figure 9 that the height of saturation above the 871 shale bedrock elevation is plotted using h s = h g À z b . 
Model Results
874
[45] For the domain, forcing, and a priori parameters 875 described above, the simulation was carried out on a dual-876 processor desktop machine, completing the simulation in a Figure 12 . The simulated surface saturation area immediately after each of the six rainfall events. Note that the saturation area is patchy and unconnected after the first two events, with little connectivity to the channel. The patches of saturation occur at a local break in slope or within topographic depressions. For later events, the connectivity increases as the water table rises and saturation overland flow occurs. It is noted that the saturation values were interpolated to 1-m resolution using inverse distance weighting from the triangle elements. and Black [1970a, 1970b] at other northeastern watersheds.
929
[47] Another aspect of the simulation observed in 10 hours, when it reaches a maximum and begins to relax.
941
After 3000 min the channel reach is largely dry again. The 942 ability to examine the internal details of the flow is an 943 important aspect of the fully coupled approach, including 944 thresholds of wet and dry channels. 946 6.7. Sensitivity to Initial Conditions
947
[48] Next we simulate the impact of very dry antecedent 948 soil moisture and low water table conditions to get some 949 idea of the time it takes the watershed to recover from a 950 major drought. The model is run with the same forcing 951 sequence except that the initial states (groundwater and soil 952 moisture) are reduced to the minimum possible values. The 953 response at the outlet weir is shown in Figure 14 . Note that 954 it takes a relatively short time for a complete recovery of 955 peak flow as compared with the previous simulation (third 956 event or 333 hours). This simple result offers a clue that 957 there is some problem with our assumptions in the model, 958 since it has been subsequently observed during the 1990's 959 drought, that the outlet weir completely dried up and did not 960 recover for several years. This suggests that there might be a 961 slower and deeper flow component (e.g., a multiyear 962 timescale) within the underlying less permeable shale rego-963 lith. This might also explain the missing mass described 964 earlier, and this study is currently under way. ODE system is solved with a state-of-the-art ODE solver.
981
The strategy provides an efficient and flexible way to The model is referred to as the Penn State Integrated
986
Hydrologic Model (PIHM).
987
[50] The approach has been implemented at the Shale Figure 14 . Simulation of the effect of a dry initial condition (drought persistence) on runoff at the outlet. The initial condition for soil moisture and groundwater level was set to very low values and then the experimental forcing was applied to the model. Note that the recovery is complete at approximately 333 hours.
