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Brief Reports 
A Note On MLEs For Normal Distribution Parameters 
Based On Disjoint Partial Sums Of A Random Sample 
 
W. J. Hurley 
Royal Military College of Canada 
 
 
 
Maximum likelihood estimators are computed for the parameters of a normal distribution based on 
disjoint partial sums of a random sample. It has application in the disaggregation of financial data. 
 
 
Introduction 
 
Motivation  
The Canadian Forces conducts much of 
its army individual training at the Combat 
Training Center (CTC) in eastern Canada. Over 
the 2001-2002 Training Year, 97 serials (a 
“serial” is an instance of a “course”) were run 
for a total of 2008 students. The overall 
expenditure on ammunition was $28.8 million. 
The Commander, CTC, was interested in 
developing a model of the ammunition dollar 
cost for each type of course in order to help him 
assess the risk of over-expending his annual 
ammunition budget for a given slate of serials. 
At the point of budgetary deliberations for a 
given fiscal year, the ammunition cost for any 
serial is uncertain due primarily to uncertain 
course enrollments, uncertain student failure 
rates, and uncertain weather (ranges are closed 
when it gets dry due to the threat of forest fires). 
As a first pass, we conceptualized the 
ammunition cost of a course as a normal random 
variable. To estimate its mean and variance, it 
would be reasonable to use historical data. For 
some courses this is what we did. However there 
were some high demand courses where a 
number of serials were run each year, and 
unfortunately, ammunition expenditures for 
these individual serials were aggregated into a 
single number for the year.  
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The expenditures for individual serials were not 
tracked. Hence, for these high demand courses, 
the problem was to estimate the normal 
distribution parameters using this aggregated 
data. 
With this background in mind, suppose 
the ammunition cost for a particular course is a 
normal random variable with mean µ  and 
variance 2σ .  Let   
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be an iid sample from this distribution. 
Unfortunately we cannot observe individual 
elements of this sample.  Rather, we can only 
observe a sample of disjoint partial sums. 
Suppose the sample is partitioned into sets 
mSSS ,...,, 21  with cardinalities mkkk ,...,, 21  
where  
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Let )(iκ  be the set of indices of the elements of 
iS .  For instance if },,{ 7322 XXXS = , then 
}7,3,2{)( =iκ .  Then we observe the set of 
partial sums, },...,,{ 21 mYYYY = , where 
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We want to compute MLEs for µ  and 2σ  
using Y  rather than .X  
There has been a lot of research on 
grouped and combined datasets. See, for 
example, the work of Rao (1973). However, to 
my knowledge, the estimation problem 
described above has not been mentioned in the 
literature. 
 
Solution 
Note first that iY  is normally distributed 
with mean µik  and variance 2σik .  Also, the 
iY  are independent since the partial sums are 
disjoint. Hence the likelihood function is  
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Maximizing the ln of this likelihood function 
gives  
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Note that for the special case nm =  (we are 
working at the level of the iid sample), the last 
equation returns the usual MLE for variance. 
As for the properties of these estimators, 
the MLE for the mean is unbiased, 
 ( ) ,µ=YE  
 
but, not surprisingly, the estimator for the 
variance is biased:  
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Hence, the estimator  
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is an unbiased estimate of the variance. 
Another aspect of this problem is how to 
revise these estimates as new data becomes 
available. At the CTC, this new data will not be 
aggregated. Suppose the new sample is 
}.,...,,{ 21 pZZZZ =   What now are the 
maximum likelihood estimates (MLEs) of µ  
and 2σ  based on Y  and ?Z   The answer is a 
straightforward application of the previous 
development. We simply think of iZ  as an 
additional element of Y  having cardinality 
.1=ik   Hence we have that 
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Another Example 
Returning to the CTC problem, suppose 
we have the following data set for a given 
course: 
 
  Total 
Ammunition 
Fiscal Year #Serials Dollars 
Expended 
2001 3 713,316 
2002 2 486,345 
2003 3 728,408 
2004 3 700,843 
2005 2 462,004 
  
The MLEs for the mean and standard deviation 
are 
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and 
 
2
2
1
( )1ˆ
1
11,691
m i i
i
i
y k y
m k=
−σ = ∑−
=
 
 
respectively. 
 
Discussion 
 
This analysis suggests that it would be easy to 
find maximum likelihood estimators for the 
parameters of other underlying distributions. The 
main requirement is to identify the distributions 
of sums of these random variables. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 An interesting extension would be to 
calculate maximum likelihood estimators in the 
case where the partial sums overlapped. In this 
case the iY  are no longer independent, and 
hence the likelihood function is more difficult to 
calculate. 
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