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Abstract
Nonlinear system theory ideas have led to a
method for approximating the dynamics of a non-
linear system in a bounded region of its state
space, by training a feedforward neural network
which is then reconfigured in recursive mode to
provide a stand-alone simulator of the system.
The input layer of the neural network contains
time-delayed samples of one or more system out-
puts and control inputs. Autonomous systems
can be simulated in this way by providing impulse
inputs.
Introduction
In the past, methods for identifying nonlinear
systems have typically used static polynomial
(or sinusoidal) nonlinearities with linear dynam-
ical blocks (Hammerstein or Wiener operators);
Volterra functional series (for short times and
small inputs); and other polynomial-based meth-
ods such as Larimore’s CVA [2]. Feedforward
1Portions of this research were supported by the Na-
tional Science Foundation under Grant ECS 9216530. To
appear, Proc. 1995 American Control Conference.
neural networks using past samples of system out-
puts and inputs seem to be a reasonable method
for predicting future outputs of time series (a
common task in the neural network literature)
and for system identification. Work in the control
community [3] has used neural network simulators
in control applications with some success. The
hope is that future inexpensive neural network
hardware will provide fast parallel computation.
It is of course necessary to store past informa-
tion about system inputs and outputs in the net-
work to successfully train the weights and recon-
struct dynamics: the network must contain delay
elements. In the architecture here presented, all
these elements are incorporated in delay-lines at
the front end of the network. Others have used
delays between the nodes of the network. .
Linear Case
Linear adaptive ARMA filters trained by the
Widrow-Hoff LMS algorithm can be used to iden-
tify linear systems [1] by finding an empirical
transfer function. A sufficiently-exciting input is
presented to a linear plant of interest; the past
values of the input and output are sampled at
clock interval τ and their values uk and yk are
used as inputs to two delay-lines of length L. The
    
delayline values are related by the plant transfer
function: ŷ = H(z)û,
H(z) = (B1 + · · ·+BnzL)/(1+A1z+ · · ·+ALzL).
The two delay-lines are used to construct an
adaptive “transverse filter” as follows. The delay-
line taps are provided with adjustable weights
Ak, Bk and the outputs summed to give
Yt = ΣLk=1(Akyt−kτ +Bkut−kτ ).
The most recent sample y(t) of the plant output
is compared with the value Yt predicted by the
filter, and the squared error minimized by adjust-
ing the Ak and Bk. online by the LMS rules for
1 ≤ k ≤ L:
∆Ak = α(Yt − yt)yt−kτ ,
∆Bk = α(Yt − yt)ut−kτ (1)
or by similar rules (normalized LMS) in which the
right-hand sides of Eq. (1) are normalized by the
variances of y and u respectively.
Note that these difference equations (1) are lin-
ear in the weights. Finding the best L and α to
achieve rapid convergence is difficult, and those
problems are of course no easier in the nonlinear
generalization to be discussed below.
Neural Networks for Nonlinear Systems
The advent of neural network technology has
raised the prospect of highly parallel computa-
tional approaches to identification, based on the-
orems showing that several of the function sys-
tems used in neural networks can be used to uni-
formly approximate multivariable functions that
are sufficiently smooth. The transition maps for
nonlinear systems appear to be an appropriate
application.
The task may be attacked through the use of re-
current neural networks [3] – in the above case
of the linear adaptive filter this means ∆Ak =
α(Yt−yt)Yt−kτ , which is quadratic in the weights,
so that the dynamics in weight-space may become
chaotic. Recurrent networks, like adaptive con-
trol systems, rely on slow variations of the trained
parameters (weights) to ensure stability. How-
ever, the training can be performed by a feedfor-
ward network [4, 6, 10]; in this case recursion is
used in the trained network but not during
training. That is the approach we adopt here.
Our work is based on a state-space approach, re-
lated to control theory notions of state, observ-
ability and controllability. The approach of [4]
involves input-output relations.
Learning the Dynamics
Even some autonomous systems ẋ = f(x) can be
treated as input-driven; we initialize at an equi-
librium point (we could assume f(0) = 0 for in-
stance) and provide a control bu(t) in such a way
that for the controlled system ẋ = f(x) + bu(t)
the region of interest in the state space can be
reached from 0. The input u(t) consists of one
or more short pulses whose amplitudes vary ran-
domly. As an example consider a van der Pol
oscillator equipped with an input which makes it
completely reachable with one pulse
ξ̇1 = ξ2
ξ̇2 = −ξ1 − (aξ2(ξ21 − 1)− 1) + u(t)
y = ξ1 (2)
The system is simulated digitally by any method
which well-approximates the system dynamics.
We know the output only through randomly cho-
sen finite sequences of clocked samples Y =
y(t) : t = kτ , k = 0,−1,−2, · · · ,−T . The choice
of τ and the training length T is problem-
dependent.
First consider the autonomous (no input) case.
Suppose initial states x(0) for identification ex-
periments can be randomly chosen, uniformly dis-
tributed in a box B of side β. The random output
sequences Y are now looked at with a sliding win-
dow of length N ≥ n. The N -vectors of sample
values Y (t) = [y(t − Nτ), · · · , y(t − τ)] (defined
for y a system output) will determine the future
of y, and are called lag coordinates for the sys-
tem, if the map x(t)→ YN (t) is a regular embed-
ding. That is a stronger requirement than the
local rank conditions used in local-observability
theory. For observable linear systems N = n suf-
fices for almost all τ , from elementary consider-
ations. From the work of Floris Takens [7] and
independently Dirk Aeyels [8] it is known that
for smooth ”generic” choices of nonlinear {f, h}
and almost all τ , N = 2n + 1 is enough to guar-
antee regular embedding. For particular systems










































Figure 1: Training the network
the value of N must be determined by experimen-
tation or careful analysis. (Since in this study
the inputs are used only to initialize the plant,
the same considerations apply to examples like
Eq. (2) provided that the input is known.)
A generic smooth nonlinear system is thus observ-
able using a sliding window of N = 2n + 1 sam-
ples. That is, the state space can be mapped one-
to-one into (not onto) Euclidean space of dimen-
sion N by the lag coordinates Z(t) = [y(t), y(t−
τ), ..., y(t − (N − 1)τ)]. The Nonlinear Science
research community uses this technique in study-
ing the dimension of strange attractors. Recently
Sauer [5] used low-pass filtered delay coordinates,
and local low-dimensional linear models (as in the
work of Farmer and Sidorowich) for prediction. In
the Systems community, Moraal and Grizzle [9]
have constructed nonlinear state observers using
n lag coordinates under the hypothesis that the
map x(t)→ Z(t) has full rank.
Neural Network Design
In this study σ(s) = tanh(s), or σ(s) = s1+|s| .
These both have good differential equations to
permit fast “backpropagation”: σ′ = 1 − σ2 for
the first one, σ′ = (1 − |σ|)2 for the second, as I
have shown elsewhere.
The first layer of our neural net implements
the sliding window by two delay-lines or “FI-
FOs”. The first FIFO at time 0 ≤ t ≤ T
holds a sliding array of samples of y() denoted by
Yt = [y(t− (N + 1)τ), · · · , y(t− τ)]. This FIFO
is left-shifted at each clock time kτ . The sec-
ond FIFO holds a similar array of input sam-
ples, Ut = [u(t−Nτ), · · · , u(t)]. The layers of
the net are built of linear combinations and sig-
moidal functions. Yt and Ut are used as the first
layer of our network. They are stacked up in a
single vector r = [Y,U ]. Now we want to project
r down to a vector x whose dimension P is that
of our plant (P = 2 for van der Pol’s oscillator).
This projection may be done either directly by a
matrix, or via a sigmoidal hidden layer z of size
M (to be chosen in the application) as shown in




h=1(aihYh + bihUh) + ai0)
for 1 ≤ i ≤ M (with, as usual, bias weights
ai0). We used the notation ai and bi in anal-
ogy to the linear adaptive filter notation above;
they are stacked up in Figure 1, w0 = [a, b]. For




where z0 = 1 for the bias term; likewise x0 = 1.
In some applications it is possible and convenient
to train several network outputs Y1, · · · , YR cor-
responding to plant observables (in Figures 1 and
2, R = 4). The outputs are now computed by R
independent subnetworks, or segments, each with







One of the outputs, denoted Y1(t) in Figure 1,
predicts y(t). The others predict other plant ob-
servables (which, for a plant observable with a
single output, need not be stored in delay-lines).
To allow successful prediction one must train the
network by providing sufficiently many inputs u.
In Figure 1, c is used for the class of admissi-
ble controls u, which are treated as random func-
tions on [0,T]. Training consists of changing the
weights by backpropagation (the multi-layer ver-
sion of LMS).
The region in the plant’s state space explored by
these inputs is the interior of the reachable set,
allowing for bounds on the inputs. We want to
minimize the expected sum of the errors over the
ensemble of controls, so the goal (if not always the
accomplishment) of backpropagation is to find
w∗ = argmin
w
EcΣNk=1(Y (t− kτ)− y(t− kτ))2
This will be our operational definition of identifi-

















































Figure 2: Trained, recurrent network
cation, and it must be understood that ordinarily
it cannot be accomplished. The best we can do
is, as usual with nonlinear least-squares problems,
to find a good local minimum, and use that for
w∗. Now, as in Figure 2, we use w∗ in a different
configuration of the network, in which y from the
plant is replaced by the output Y1 of the network,
giving a recursive network which as will be seen
in some example figures, can mimic the original
plant. The bottleneck layer x of dimension n may
be treated as a state vector in some problems and
assigned initial values. The parameters (number
of nodes, learning rates) are a matter of art.
A comparison of the impulse response of the con-
trolled van der Pol oscillator of Eq. (2) with our
neural network reconstruction is shown in Figure
3; these are lag-coordinate plots of (y(t), y(t −
0.15)) and (Y (t), Y (t−0.15)). and Figure 4 shows
time plots. Here I used the single plant output of




h=1(aihYh + bihUh) + ai0),
with P = 2, one output and Q = 36 to obtain
the accuracy shown for large transients and good
limit-cycle fit.
Conclusion
It has been the intent of this study to show
that a simple, canonical architecture with delay-
lines and layered feedforward networks is ade-
quate to perform the identification of some inter-
esting and useful nonlinear systems. More com-
plex schemes may well have advantages, but may
also require more than off-the-shelf circuits to im-
plement. Single-Instruction Multiple Data paral-
lel circuits can implement the methods presented
here.
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Figure 3: Pulse input excites van der Pol oscillator













Figure 4: Time plot for van der Pol oscillator
