A problem is said to be ill-posed if the solution of the problem does not depend continuously on the input data. In this survey paper, we consider two different information-based settings for the optimal computation of approximate solution of ill-posed linear problems, namely the worst case and average case settings. These settings are studied for two different error criteria, namely, the absolute error and the residual error criteria. The main result for the absolute-error criterion is that algorithms having finite error exist for a given setting if and only if the solution operator is bounded in that setting. In the worst case setting with an absolute error criterion, this means that there is no algorithm for solving ill-posed problems having finite error. In the average case setting with an absolute error criterion, this means that algorithms having finite error exist if and only if the solution operator is "bounded on the average." Furthermore, when this holds, we exhibit optimal information of cardinahty n, finding that the nth minimal average error goes to zero as n ---) cc. The main result for the residual error criterion is that the problem may be formally reduced to the approximation problem. Hence, finite-error algorithms always exist. We exhibit optimal information of cardinality n. In the worst case setting, we give a necessary and sufficient condition for the nth minimal error to go to zero as n + q in the average case setting, this always occurs. We use these results to determine the &-complexity of ill-posed problems. The E-complexity is infinite for any E > 0 in the worst case setting with the absolute criterion. However, in the average case setting with either error criterion and the worst case setting with the residual error criterion, we determine necessary and sufficient conditions for the &-complexity to be finite for ah E > 0; moreover, we find algorithms yielding e-approximations with almost-minimal cost. D 1987 Academic press, Inc.
In this paper, we will assume that L is an injection, so that for anyfE D, there exists a unique u E U satisfying (1.1). This will allow us to talk about the solution of the problem (1.1).
To help fix our ideas, it will be useful to consider the following example, which we will follow throughout this paper. EXAMPLE 1.1. The problem of inverting the finite Laplace transform arises in the "measurement of the distribution of an absorbing gas (such as ozone in the earth's atmosphere) from the spectrum of scattered light" (see pp. 12-13 of Twomey (1977) for details).
For the sake of normalization, we let I denote the unit interval [0, 11. We take U = L*(Z), the usual space of (Lebesgue) square-integrable functions on I. Given a nonnegative integer r, we choose V = H'(Z), the Soboleu space consisting of those functions whose (r -1)st derivative is absolutely continuous and whose rth derivative is in L2(Z). The space H'(Z) is a Hilbert space under the usual Sobolev norm ]]-](Hr (l) . (See Ciarlet (1978) for further discussion of Sobolev spaces and norms.)
We define an operator L: Lz(Z) --, H'(Z) by setting (Lu)(s)= 1: e-"'u(t)& (0 5 s I 1)
for u E L2(Z). It is straightforward to verify that L is a compact operator. Moreover, Marti (1983) shows that the operator L is injective.
Since the inverse of a compact linear transformation with infinite-dimensional domain is always unbounded, this means that the solution of a Fredholm problem of the first kind does not depend continuously on its data. Thus, the Fredholm problem of the first kind is ill-posed. Most of the important ill-posed problems arise as Fredholm problems of the first kind. Hence, we limit our discussion of ill-posed problems in this paper to such problems. We do this partially for expository purposes; many of the results described below hold for more general kinds of ill-posed problems.
There is a huge literature dealing with the calculation of approximations to solutions of ill-posed problems (see, e.g., Carasso and Stone (1975) , Hammerlin and Hoffmann (1983) , Tikhonov (1963) , and Tikhonov and Arsenin (1977) , as well as the references contained therein). One successful technique is regularization, in which the ill-posed problem to be solved is replaced by a (well-posed) minimization problem:
Let f E D. Given A > 0, find uA E U such that &(uJ = inf Z&(w), WEU where E*(w) = I(Lw -fl12 + wf),
.Z being a quadratic "penalty functional."
See, e.g., Tikhonov (1963) , Tikhonov and Arsenin (1977) for further discussion. Clearly, the success of a regularization method depends on the choice of the regularization parameter A and the penalty functional .Z. Note that a careful balance must be maintained in the choice of h: if A is too large, the error of the method will be large; however, as A gets small, the minimization problem becomes less and less well-posed. This problem seems to be well addressed in the literature. Perhaps one of the most successful techniques for choosing X is generalized cross validation, as described in, e.g., Wahba (1985 Wahba ( , 1986 . Unfortunately, good criteria for choosing the penalty functional are harder to find. A typical choice is to let Z(f) be the rthorder Sobolev seminorm off, for some value of r.
There is one additional problem with regularization methods. To get a bound on the error of a regularization method, it appears to be necessary to make additional a priori assumptions about the solution. Such assumptions are often difficult to verify in practice.
Why do we need such assumptions for regularization methods? The problem can be traced to one of two sources:
(1) The fault lies with using regularization methods for these problems. That is, we should look at a wider class of algorithms.
(2) There is something inherent in ill-posed problems that causes difficulties. That is, no matter what class of algorithms we use, we can expect ill-posed problems to be hard to solve.
This survey paper describes how information-based complexity has recently been used to analyze ill-posed problems. An expository account of information-based complexity may be found in Woiniakowski (1986); a more technical discussion may be found in Traub and Woiniakowski (1980) . For more detailed information about the results in this paper (including more general statements of those results, as well as proofs of all the theorems), the interested reader is referred to Werschulz (1986 Werschulz ( , 1987 .
To use the information-based approach, we first specify the problem and the permissible information about the problem. Since this information is generally incomplete, in the sense that the information available about a particular right-hand sidefdoes not completely determinef, no algorithm using this information can give the exact solution for allf. Hence, we must also specify our measure of the accuracy of an algorithm that (approximately) solves the problem using this information. Having done this, we may then seek the best algorithm for the problem that uses this information, where we say an algorithm is "best" if its error is minimal among all algorithms using the same information.
Our results will depend strongly on the problem, the available information, and the way in which we measure error. In this paper, our problem will be given by (1.1). We shall assume (mainly for expository purposes) that the spaces U and V are Hilbert spaces, although many of the results of this paper extend to more general normed linear spaces. In addition, we shall also assume that the range D of L is dense in V; of course, this is no loss of generality since we can always replace V by the closure D of D in V.
We assume that the available information about a problem element f consists of the values of a finite number of linear functionals atf. Since we are dealing with a Hilbert space setting, this means that we assume that there exist f,, . . . , fn such that for any f E V, the only knowledge we have off is the information Nf given by (1.2) where (., *) denotes the inner product of V. The cardinafity of information N defined by (1.2) is the number of linearly independent elements among u-l,. . f ,fn}. Thus, information N of cardinality n is a linear operator N: v-+ RF. 
(continued).
For the problem of the finite Laplace transform, we assume that for any set {fi, . . . , fn} of linearly independent functions from H-'(Z), we can evaluate the information
Vf E H'(Z).
Clearly, N is information of cardinality n.
Once we have determined the available information, an algorithm is merely a function that combines the information values for a particular problem elementfinto an approximation of the solution u of the problem Lu = J Hence, an algorithm using information N of cardinality n is a mapping (o: VP + U, and cp(Nf) is the approximation to u = L-lfproduced by the algorithm cp. Now, we must specify how to measure the error of an algorithm cp using information N. This may be conveniently divided into two parts. First, we must choose an error criterion; that is, we must decide how to measure the error at a particular problem element J Then, we must choose a setting that tells us how to combine these error measurements at eachf into a measurement over the full set of problem elements. In this paper, we will consider two error criteria. The absolute error criterion measures the error of cp atfby
The residual error criterion measures the error of cp at f by Here, W is a Hilbert space containing V such that V is densely embedded in W; that is, V is a dense subspace of W, and the inclusion mapping from V into W is continuous. Thus, the norm of the space W measures the error in the residual atf, whereas the norm of the original space V measures the smoothness of the problem elements. EXAMPLE 1.1 (continued). For the problem of inverting the finite Laplace transform, we let W = L2(Z) when using the residual error criterion. That is, we use the L;?(Z)-norm to measure the residual error and the H'(Z)-norm to measure smoothness of the problem elements. It is well known that the inclusion mapping from H'(Z) into &(Z) is a dense embedding.
We also consider two settings. Let e denote either e&s or eres. First, we give the worst case setting by defining the worst case error of cp by the restriction to problem elements whose norm is at most one being a normalization. Next, we give an average case setting. Let Z.L be a probability measure on V such the range D of L is a full measure, i.e., p(D) = 1. Then the average case error of q~ is given by eaY(p, N = (I, e(v, N,f)2~W))"2.
So, we have four possibilities to consider when measuring the error of the algorithm, since the choice of setting and the choice of how error is measured at a particular problem element are independent. We will denote these four possibilities by ezl, ez, et:!, and e:Jf, which respectively denote the worst case setting with the absolute error criterion, the worst case setting with the residual error criterion, the average case setting with the absolute error criterion, and the average case setting with the residual error criterion.
The crucial idea underlying the results of this paper is the radius of information, which is defined to be the minimal error among all algorithms using given information. Note that the radius of information is a function only of the problem, the way that the error is measured, and the information. In particular, it is independent of any particular algorithm. Stated differently, the radius is an invariant of the problem, depending only on the problem formulation and the resources that are available to solve the problem.
We now outline the remainder of this paper. In Section 2, we give results for the absolute error criterion. Our results for this setting may be summarized by saying that there exist algorithms having finite error for a given setting if and only if L-l is bounded with respect to that setting. In the worst setting, this means that there is no algorithm for solving an illposed problem whose error is finite. In the average case setting, this means that finite-error algorithms exist if and only if the operator L-l is "bounded on the average." When this holds, we exhibit an optimal error algorithm using N, i.e., an algorithm whose average case error is minimal among all algorithms using N. Then, we exhibit optimal information N, of cardinality n (i.e., information such that the average radius of N,, is minimal among all information of cardinality at most n) and show that the nth minimal average radius (i.e., the radius of NJ goes to zero as n + ~0, Hence, we can get arbitrarily accurate solutions of an ill-posed problem in the average case setting for the absolute error criterion if and only if L-l is bounded on the average.
In Section 3, we give results for the residual error criterion. Our approach for both the worst case and average settings is to reduce the illposed problem to the standard "approximation problem" of approximating F in W. We find that finite-error algorithms always exist for either setting, and we exhibit optimal error algorithms. In particular, we show that for any information N, the same algorithm is optimal in the average case setting for both the absolute error criterion and the residual error criterion. We also exhibit optimal information of cardinality n for either setting. In the worst case setting, we show that the nth minimal radius goes to zero as IZ --+ w if and only if the embedding of V in W is compact, whereas in the average case setting, the nth minimal radius always goes to zero.
Finally, in Section 4, we use these results to determine the E-complexity of ill-posed problems, i.e., the minimal cost of finding an &-accurate approximation. In the worst case setting with the absolute error criterion, the &-complexity is infinite for any E > 0. In the worst case setting with the relative error criterion and the average case setting with the absolute error criterion, we find conditions that are necessary and sufficient for the Ecomplexity to be finite for all E > 0. In the average case setting with the relative error criterion, we find that the &-complexity is always finite for all E > 0. Moreover, we find algorithms yielding E-accurate approximations with almost minimal cost in all these cases.
THE ABSOLUTE ERRORCRITERION
In this section, we cite results about the existence of optimal error algorithms when the error at a given problem element is measured by the absolute error e&s. In some instances, we sketch the proofs of results mentioned in this survey paper, while in others, we omit the proofs. The proofs of all results in this section may be found in Werschulz (1986) .
We deal with the worst case and average case settings. In the worst case setting, we find that the error is always infinite. Moreover, we find that bad cases happen often, i.e., that the set of problem elements at which the error is large is "big." In the average case setting, we show that the error is finite iff L-i is "bounded on the average." Furthermore, when L-i is bounded on the average, we describe, for any information, a linear optimal error algorithm, i.e., an algorithm that is a linear combination of the information it uses whose error is minimal among all algorithms using that information. Finally, when L-l is bounded on the average, we describe optimal information of cardinality n for any nonnegative integer n.
The Worst Case Setting
Recall that we are trying to solve the problem Lu = f tlf such that llfllv 5 1, where L: U + V is a compact injection whose range D is dense in V. As before, our sole knowledge of a problem elementf is the information Nf, where N: V + UP is a continuous linear transformation. Hence, there existf,, . . . , fn such that vj-E v.
In this section, the error of an algorithm cp using information N is given by Our main result is THEOREM 2.1.1.
Sketch of Proof
For any algorithm cp using information N, egl(cp, N) = +m. Then h E D rl ker N, from which we easily see that 1, -i Ilhll"llPIdlu + PEW). ll~;~llu < j=l Since L-' is unbounded, this inequality implies that pgl(N) is infinite, which in turn implies that rrg(N) is infinite. Hence, there exists no finiteerror algorithm using the information N. n So, no algorithm can give finite worst case error for our problem. But perhaps we can find an algorithm whose worst case behavior (which, by the previous theorem, must be bad) does not often occur. The next result quashes that hope. For any information N, define the zero algorithm cp" using N by (P~(NY-> = 0 VfED. Admittedly, the zero algorithm is about as naive an algorithm as one could possibly invent. The next theorem tells us that no algorithm can be much better than the zero algorithm: What does this really tell us? For 0 5 q I 1, the set A, is the set of all problem elements fat which That is, f E A, if and only if the absolute error of (o atfis no worse than q times the absolute error of the zero algorithm at J The theorem tells us that A, has empty relative interior, i.e., that A, is "small." Since q can be arbitrarily close to 1, this means that the set of problem elements at which the algorithm cp does appreciably better than the zero algorithm is small. Note that this result does not make use of the worst case setting; it tells us what happens at an arbitrary problem element. Hence, it tells us that there are many problem elements that are "bad cases." So, there is no algorithm with finite worst case absolute error. Moreover, the bad cases occur often. One might think that the fault may be found in the class of permissible information, i.e., this class is too restrictive. In Werschulz (1986) , we show that this is not the case. We can greatly generalize the class of permissible information, including such cases as adaptive information, noncontinuous linear information, and mildly smooth nonlinear information; in all these cases, there is no algorithm for the Fredholm problem of the first kind whose worst case absolute error is finite.
The Average Case Setting
We now turn to the average case setting for the absolute error criterion. To do this, we must first put a probability measure on the Hilbert space V (see, e.g., Kuo, 1975; Skorohod, 1974) . Let A: V+ V be a compact, selfadjoint, positive definite injection whose trace (i.e., the sum of its eigenvalues) is finite. We then let ,u be a Gaussian measure whose mean element is zero, i.e., and covariance operator is A, i.e., (Au, w) = I v CL VU J~P. (&-) vu, w E v.
Expressed using the characteristic functional, this means that
Alternatively, for any v E V and any d E R, we have which gives a relation between Gaussian measures on Hilbert spaces and the familiar Gaussian distribution on the real numbers. In what follows, we will write S, for the covariance operator A of the measure k, to emphasize the connection between the measure and the covariance operator.
Given such a measure p on V, we make one further assumption relating L and p, namely, that D is measurable and p(D) = 1. The reason for this assumption is that we are interested in average behavior over the domain D of L-l. Since L is compact, it may be checked that L-l is measurable, and so epf(cp, N) is well-defined. Note that the average case error etg$(q, N) can be either finite or infinite.
Guided by our experience in Section 2.1, we first ask whether there exist algorithms whose error is finite. Let denote the (average case) radius of information. We need to know when G:!(N) is finite.
Let us say that L-l is bounded on the average if Note that there exist unbounded operators that are bounded on the average: EXAMPLE 2.1.1 (continued). With the measure or. defined above, we find that Hence, L-l is bounded on the average, even though L-' is unbounded.
We then have THEOREM 2.2.1. The following are equivalent:
(1) L-' is bounded on the average. (2) For any continuous linear information N, So, if L-i is not bounded on the average, then for any information N, there exists no algorithm using N whose average case error is finite. If L-l is bounded on the average, then for every information N, there exists an algorithm using N whose average case error is finite. (1 5 i, j 5 n).
Define P: V + V by we say that Pf is the p-spline interpolating f E V. Then the k-spline algorithm @ using N is given by
It may be shown that under the assumptions of this subsection, the mapping L-lSz*: V + (I is a bounded linear transformation. From this, it follows that the p-spline algorithm is well-defined. The well-definedness of the p-spline algorithm holds, regardless of whether L-l is bounded on the average.
We then have THEOREM 2.2.2. For any information N, the p-spline algorithm using N is an optimal error algorithm, i.e., &W, N) = GW) = [lD IIL-!fll~cLklf) -2 IIL-1~rfll12]"2.
Thus the algorithm (oS is an optimal error algorithm using N in the average case. Note that this optimal error algorithm is linear, i.e., it is a linear combination of the information it uses. Hence, the structure of this optimal error algorithm is uncomplicated, which makes it easy to implement.
Now that we know the optimal algorithm using given information, it is only natural to seek optimal information of given cardinality n. Let rig!(n) = inf{r$KN) : N is information of cardinality at most n} denote the nth minimal radius of information. Information N,, of cardinality at most n is said to be nth optimal information if If L-i is not bounded on the average, then and so any information is (trivially) optimal. We now suppose that L-l is bounded on the average. Let
Since L-'SF is bounded, its adjoint (L-1Sz2)* is defined; however, since L-l is unbounded, it is not generally true that (L-IS:*)* = S:/*(L-l)*. We find that K is compact and has finite trace. More precisely, if we let K! 2 K2>-.
. . > 0 denote the eigenvalues of K, corresponding to the orthonormal eigenvectors zI, z?, . . . , it may be shown that
We now describe how to find nearly optimal information of cardinality n. Let 6 > 0. Choose It may be shown that there exist f,, . . . , fn such that
(1 I i,j 5 n) ARTHURG. WERSCHULZ Define information N,,J of cardinality II by VfE v.
We than have THEOREM 2.2.3. Let L-' be bounded on the average. For any nonnegative integer n, the nth minimal average radius is given by
Moreover, for any 6 > 0, and so the information N,,,h is nth optimal information, to within a factor of ViT5.
Note also that this result implies that when L-' is bounded on the average, lim r:{:(n) = 0.
li-+p
This means that for any E > 0, one can find information and an algorithm using that information, such that the average case absolute error of that algorithm is at most E. In the terminology of Traub and Wofniakowski (1980) , this means that the problem is convergent.
We apply these results to our EXAMPLE 2.2.1 (concluded). We find that we find that ei = SFJ. So, we will be able to find optimal information, rather than information that is optimal only to within a factor of V???? for arbitrary 6 > 0. Using the construction of Theorem 2.2.3, we define information N,, by VfE v.
Then N,, is nth optimal information, i.e., Finally, define an algorithm (c,, using N, by cp,(N,f) = i y u;.
i=l 1 Then (P,, is an optimal error algorithm using N,, i.e., and so (P,, is an nth minimal error algorithm for this problem, i.e., for any algorithm (o using information N of cardinality at most n.
THERESIDUAL ERRORCRITERION
In this section, we cite results about the existence of optimal error algorithms when the error at a given problem element is measured by the residual error eres. Our main approach is to show that for the residual error criterion, the solution of the problem Lu = fusing information Nf about the problem element f can be formally reduced to the approximation problem of approximating f using information NJ In particular, this means that optimal information for the two problems is the same.
As in the previous section, we deal with worst case and average case settings. The results of the worst case setting are taken from Werschulz (1987) , whereas the results of the average case setting are new. For the worst case setting, we find that the problem is convergent if and only if the embedding of the space V (which measures the smoothness of the problem elements) into the space W (in which we are measuring the error) is compact. For the average case setting, we find that the problem is always convergent. In each of these settings, we characterize nth optimal information.
The Worst Case Setting
In this section, the error of an algorithm (o using information N is given by (3.1.1) Here, W is a Hilbert space containing V such that V is densely embedded in W.
Our first goal is to find the minimal error among all algorithms using information N. This is given by the radius of information rz(N) = i;f eE(q, N).
The following theorem gives a simple formula for the radius of information: Since q is an arbitrary algorithm using N, it follows that r=(N) is bounded from below by the right-hand side of (3.1.3). Finally, since D is dense in V, it may be shown that the right-hand sides of (3.1.2) and (3.1.3) are equal, which establishes that r=(N) is bounded from below by the right-hand side of (3.1.2). n Note that since V is embedded in W, the radius rE(N) is finite for any information N. Hence, for any information, there always exists a finiteresidual algorithm using that information. We now exhibit an algorithm with almost optimal error.
Let N be information of the form where the inner product (., -) is the inner product in V, and not that of W.
Without loss of generality, we may assume that f,, . . . , fn E W have been chosen so that
Choose 6 > 0. Since D is dense in U, there exist ul, . . . , u,, E U such that Define the algorithm cps using N by
We then have the following result: Thus the algorithm cps is, to within a factor of 1 + 6, an optimal error algorithm using N. Note that this almost-optimal error algorithm is linear, which makes it easy to implement. satisfies and so ~08 is an almost-optimal algorithm using N. Unfortunately, it may be difficult to explicitly construct such functions. However, this part of the algorithm is independent of any particular problem elementfE H'(Z). So, finding such UI , . . . , u,, may be considered as preprocessing that can be done before calculating qbs(Nf) for any problem element J Alternatively, one can start out with functions ~1, . . . , u,, E L*(Z) and definefi, . . . ,fn E W(Z) by
Assume without loss of generality that ul, . . . , u, have been chosen so that (3.1.5) holds. For information N of the form (3.1.4), withf,, . . . ,fn given by (3.1.6), we define an algorithm 'p* using N by Then 'p* is an optimal error algorithm using the information N. Knowing the optimal algorithm using given information, we seek optimal information of given cardinality n. Let rz(n) = inf{rz(N) : N is information of cardinality at most n} denote the nth minimal radius of information. Information N, of cardinality at most n is said to be nth optimal information if rZ(N,J = rZ(n).
To do this, we recall the concept of the Gelfand n-width (see e.g., Pinkus, 1985) . Let s$~ denote the class of subspaces of W whose codimension is at most n. For a balanced convex subset X of W, the Gelfand nwidth d" (X, W) of X in W is defined to be d"(X, W) = inf sup jlx/IW.
SdEdB" XEAnX
Furthermore, if there exists a subspace A" E tin such that then A" is said to be a Gelfand extremal subspace of codimension at most n.
Using Theorem 2.6.1 of Traub and Woiniakowski (1980) , we immediately have Let us say that the problem is convergent if lim,, rz(n) = 0. Using standard results on n-widths, such as Pinkus (1985) , we find COROLLARY 3.1.1.
The problem is convergent if and only if the embedding of V into W is compact.
We now consider convergent problems in more detail. Let E denote the embedding of V into W, which is now a compact dense injection. Denote the singular values of E by K1 2 K2 2 . . . 2 0.
There is a complete orthonormal basis {uj}&t for V such that E*Evj = KjVj, j=l,2,. . . .
We then have the following We illustrate the ideas of this subsection by their application to our example of inverting the finite Laplace transform.
Recall that the class of problem elements is the unit ball of H'(Z), and that the (residual) error of an algorithm is being measured in the Lz(Z) norm. Suppose first that r = 0. Then the embedding of H'(Z) = &(Z) into Lz(Z) is not compact, and so the problem is not convergent. This means that for some positive threshold Ed, there is no algorithm whose residual error is less than co. Hence, we need only consider the case where r is a positive integer.
Since r 2 1, the embedding E: W(Z) + &(Z) is compact. Integrating by parts, we find that the eigenfunctions uj and eigenvalues of of E*E are the nonzero solutions v and ~~ of the eigenproblem i: So, we see that the information N, defined by
is nth optimal information, and the nth minimal radius is Suppose first that r = 1. We find that G. WERSCHULZ Unfortunately, exact determination of the eigenvalues and eigenfunctions appears to be intractable for arbitrary r. However, an asymptotic result for arbitrary r may be found in, e.g., Pinkus (1985) . Using the standard theta notation of Knuth (1976) , we have as n + w.
Moreover, it is possible to show that inner products with the basis functions of an n-dimensional spline space of piecewise polynomials of degree r -1 taken over a uniform discretization of Z is (to within a constant factor, independent of n) nth optimal information.
The Average Case Setting
We now consider the average case setting for the residual error criterion. The results of this subsection are new, and so we prove them in somewhat more detail than the results of previous sections.
Since we are dealing with an average case setting, we first need a measure ZL on the Hilbert space V. We suppose that ZL has the properties described in Section 2.2. That is, we assume that Z.L is a Gaussian measure on V with zero mean and positive definite covariance operator S,. Moreover, we also assume that D is measurable and that p(D) = 1.
Once again, our only knowledge of a problem element f is the information Nf, where N: V ---) Iw" is a continuous linear transformation. An algorithm cp using N is then a mapping cp: Iw" --, U such that (/Lc,cJ(*)/~ is measurable. We then let denote the error of an algorithm cp using information N. Since the informa-tion N is continuous and V is a Hilbert space, there existf, , . . . ,fn E V satisfying such that VfE v.
Our first goal is to find the minimal error among all algorithms using the information N. This is given by the radius of information. In addition, we wish to find an optimal error algorithm using N, which is an algorithm cp* using N whose error is minimal, so that
To do this, we will reduce our problem to that of approximating the identity injection E of V into W (which we call the approximation problem for short). For information N of the form (3.2. l), an algorithm for the approximation problem is a mapping Ji: IW --, V such that )I$(N*)[[& is measurable. The error of such an algorithm 4 for the approximation problem will be denoted by
Let denote the radius of information for the approximation problem.
Recalling the definition of the p-spline algorithm (ps using information N from Section 2.2, we have (1) The radii of information for the Fredholm problem and the approximation problem are the same, i.e.,
(2) The p-spline algorithm cp" is an optimal error algorithm for the Fredholm problem, i.e., Proof.
Let N be information of cardinality n. We first show that Let (c be an algorithm for the Fredholm problem. Then Lq is an algorithm for the approximation problem. Since D is of full measure, we find 2 iyf 1, IIWYf) -fllbp(df) = 4ZW>2.
Since cp is an arbitrary algorithm using N for the Fredholm problem, we may take the infimum over all such algorithms to establish the desired lower bound.
To complete the proof of the theorem, it suffices to show that
We have
where Pf is the p-spline interpolating f. As we pointed out in Section 2.2, Pf is in the range of L, and so the p-spline algorithm qs using N is welldefined. Now Pf depends on f only through Nf. Hence we may write Pf = +*(Nf).
From the results of Wasilkowski and Woiniakowski (1986) , +* is an optimal error algorithm for the approximation problem. i.e., Since 295 the desired result follows immediately. n Hence, for any information N, the CL-spline algorithm is an optimal error algorithm using N in the average case setting, regardless of which error criterion (absolute or relative) we are using.
Knowing the optimal algorithm using given information, it is natural to seek optimal information of given cardinality II. Let r::!(n) = inf{$Zf(N) : N is information of cardinality at most n} denote the nth minimal radius of information. Information N,, of cardinality at most n is said to be nth optimal information if Moreover, an optimal error algorithm using nth optimal information is said to be an nth minimal error algorithm, since the error of such an algorithm is minimal among all algorithms using information of cardinality at most n.
The main idea that we use in finding nth optimal information is to reduce the problem to the approximation problem, since Theorem 3.2.1 implies that That is, the nth minimal radii for the problems are the same, and the same information is optimal information for both problems.
Let q L o2 2 . . . > 0 be the eigenvalues of the covariance operator S,. Let el, e2, . . . denote the corresponding eigenvectors, which we assume to be orthonormal without loss of generality. Of course, tr S, = C c; < w. We also define an algorithm qd, using N,, by cpAN,f) = i (f, ei)l-'ei.
i= I
Note that the algorithm (P,, is well-defined since the eigenvectors of the covariance operator lie in the range of S,, which is a subset of the range of L-1. Using the results of Wasilkowski and Woiniakowski (1986) , along with Theorem 3.2.1, we immediately find THEOREM 3.2.2. For any nonnegative integer n, the information N,, is nth optimal information and the algorithm (P,, is an nth minimal error algorithm. That is,
Since the covariance operator has finite trace, Theorem 3.2.3 implies that That is, for any positive error tolerance E, there exists an algorithm whose error is at most E. Hence the problem is always convergent when the residual error criterion is used in the average case setting.
COMPLEXITY ANALYSIS
The previous sections of this paper dealt with optimal error algorithms for the Fredholm problem of the first kind. In this section, we use these results to find the a-complexity of such problems, i.e., the minimal cost of finding an approximation whose error is at most E. Of course, we expect the complexity to depend on the error criterion and the setting. Moreover, it will also depend on the model of computation used, which defines the cost of any algorithm.
Our first step in defining our model of computation is to decide how much to charge for basic operations. As in Traub and Woiniakowski (1980) , we assume that (1) the cost of evaluating any linear functional is c > 0, and (2) any arithmetic operation has unit cost.
Next, we determine the cost of evaluating an algorithm (o using information N at a particular problem element f as follows. Let cost(Nf) denote the cost of evaluating the information Nf, and let cost(cp, Nf) denote the cost of combining this information to find cp(Nf). Then cost(cp, N,f) = cost(Nf) + cost(cp, Nf).
That is, the cost of evaluating an algorithm using given information at a particular problem element is the sum of its informational cost and its combinatory cost. Finally, we define the cost of an algorithm cp using information N to be costba, N) = gt cost(p, N,f).
Ilf /IvCl
We can now define the complexity of the problem. Fix a particular error criterion (absolute or residual) and setting (worst or average case). This, of course, determines the error e(cp, N) of an algorithm cp using information N. For E > 0, we define the &-complexity of the problem to be camp(s) = inf{cost(cp, N) : cp and N such that e(cp, N) 5 E}.
Note that there are four ways of defining camp(s), depending on the error criterion and the setting. r.> Remark 4.1 Note that we are using a worst case model of computation, i.e., cost(cp, N) is given by a worst case of cost(q(Nf)) over all problem elements J One can also consider an average case model of computation, in which we take costh N) = I, cost(cp, N fhw).
Since we are dealing with information offixed cardinality (i.e., the cardinality of the information is independent of the problem element), it is easy to see that the results of this section are the same for either model of computation. From the results of Wasilkowski (1986) we find that this will also be true for information of varying cardinality (in which the cardinality can vary with the problem element).
Our main goal is to find conditions that are necessary and sufficient for camp(s) to be finite for all E > 0. To do this, we define the &-cardinality number to be Since c % 1 in practice, we see that the e-complexity is roughly equal to cm(E). Of course, m(E) will depend on the setting and the error criterion, and so there will be four different &-cardinality numbers.
We first look at the absolute error criterion. For the worst case setting, it is easy to see that the results of Section 2.1 imply that rnZl(&) = +m for any E > 0. This immediately gives us Hence, it is impossible to find an &-approximation using the absolute error criterion in the worst case setting, no matter how large E is. For the problem of inverting the finite Laplace transform with problem elements in the unit ball of H'(Z), we have compgl(s) = +a for any E > 0. This means that it is impossible to find a finite-error approximation to this problem with finite cost. Note that this result is true for all r, no matter how large (where, as before, r denotes the smoothness of the class of problem elements).
Next, we turn to the average case setting: Thus the &-complexity is finite for all E > 0 if and only if L-l is bounded on the average. When this holds, we can find an almost-optimal complexity algorithm as follows. Let n = m::!(E), and let N, be nth optimal information. (Of course, if N, does not exist, we can use the approximation techniques of Section 2.2). Then the CL-spline algorithm using N,, is an almost-optimal complexity algorithm.
We now turn to the residual error criterion. Recall that E denotes the embedding of V into W. In the wort case setting, we have THEOREM 4.3. The following alternatives hold for the worst case setting using the residual error criterion:
(1) If E is not compact, then there exists co > 0 such that compz(c) = $00 if 0 < E 5 zo.
(2) Zf E is compact, then m=(E) = inf{n : K,+, I E}, where K, is the nth-largest singular value of E. Hence, cmE(e) I compE(s) I (c + 2)mZ(&) -1 v/E > 0.
Thus the e-complexity is finite for all E > 0 if and only if V is compactly embedded in W. In that case, we can find an almost-optimal complexity algorithm as follows. Let n = mz(&), and let N,, be nth optimal informa-tion. Then a linear optimal error algorithm using N,, will be an almostoptimal complexity algorithm. where ui is the ith-largest eigenvalue of the covariance operator S,. Hence, the e-complexity is given by
In particular, this means that the e-complexity is finite for all E > 0. We find an almost-optimal complexity algorithm as follows. Let n = rn~~f(e), and let N,, be nth optimal information. Then the p.-spline algorithm using N, will be an almost-optimal complexity algorithm.
