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a b s t r a c t
The equilibrium problem (EP) can be reformulated as an unconstrained minimization
problem through the generalized D-gap function. In this paper, we propose an algorithm
for minimizing the problem and analyze some convergence properties of the proposed
algorithm. Under some reasonable conditions, we show that the iteration sequence
generated by the algorithm is globally convergent and converges to a solution to the EP
and the generalized D-gap function provides a global error bound for the algorithm.
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1. Introduction
Consider the following equilibrium problem (EP for short):
find y∗ ∈ K such that f (x, y∗) ≥ 0 for all x ∈ K ,
where f : R2n → R is a givenmappingwith f (x, x) = 0 for all x ∈ K , and K is a nonempty closed convex set in Rn. EP provides
a general framework which includes several problems such as variational inequalities, mixed variational inequalities,
complementarity problems, optimization problems, saddle points and Nash equilibria in noncooperative games, etc. For
example, if we define f (x, y) := 〈F(y), x− y〉, then EP reduces to the well-known variational inequality problem (VIP):
find y∗ ∈ K s.t. 〈F(y∗), x− y∗〉 ≥ 0 ∀x ∈ K ,
where F : Rn → Rn and 〈·, ·〉 is the inner product in Rn. We refer to [1] for a survey concerning the main applications and
existence results of solutions to EP.
In 1969, Zukhovitskii et al. [2,3] introduced the first gap function for EP. Recently, Mastroeni [4] extended the theory of
gap functions for VIP developed in the literature to study solution methods for EP. Mastroeni discussed two gap functions
g(y) := sup
x∈K
[−f (x, y)], and h(y) := max
x∈K
[−f (x, y)− H(x, y)],
where H : R2n → R is a nonnegative, continuously differentiable, strongly convex function with respect to x, such that
H(y, y) = 0 and ∇xH(y, y) = 0 for y ∈ K . Note that gap functions g and h are extensions of the Auslender gap function [5]
and the Zhu–Marcotte gap function [6] for VIP, respectively. Based on these two functions, Mastroeni [4] reformulated EP
as a constrained minimization problem and presented descent methods for solving this problem. It was proven that gap
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functions g and h provide a global error bound for EP, and descentmethods have global convergence. However, these results
are obtained under strong assumptions such as strong convexity w.r.t. x and convexity w.r.t. y of f , and a feasible starting
point, etc., see [4]. In this paper we focus on studying the EP merit function which can formulate EP as an unconstrained
optimization and developing descent algorithms to solve the obtained optimization problem.
It is well known that the D-gap function can cast a VIP as an unconstrained minimization problem. For details, see [7–
11] and references therein. Based on the regularized gap function [12,13], the D-gap function was first introduced in [9].
Subsequently, Yamashita et al. [11] extended the results of [9] and introduced the generalized D-gap function
pαβ(y) := pα(y)− pβ(y), (β > α > 0 are parameters), (1)
where
pα(y) := max
x∈K
{〈F(y), y− x〉 − αH(x, y)}.
Based on (1), Yamashita et al. [11] reformulated VIP as an unconstrained minimization problem and provided error bound
estimation for stronglymonotoneVIPwith Lipschitz continuity.Moreover, a hybridNewtonmethodwas proposed in [10] for
solving VIP via the function (1)with a special caseH(x, y) = ‖x−y‖2/2. For stronglymonotoneVIPwith Lipschitz continuity,
they established global convergence and local quadratic convergence of the hybrid Newton method. More recently, Zhang
and Han [14] extended the generalized D-gap function defined by (1) to EP, which is written as follows:
ψαβ(y) = hα(y)− hβ(y), (2)
where hα(y) = maxx∈K [−f (x, y)− αH(x, y)] and β > α > 0. Note that through the function ψαβ , EP can be reformulated
as an unconstrained minimization problem. They studied various properties of the function ψαβ such as conditions for a
stationary point and error bound. However, algorithms were not mentioned and the assumptions in the paper are also very
strong. Konnov and Pinyagina [15] discussed the regularized D-gap function for EP. Under the assumptions that∇yf (·, ·) and
∇xf (·, ·) are all uniformly Lipschitz continuous and ∇xf (x, ·) is monotone, they proved that the descent algorithm in [15]
was convergent.
In this paper, we generalize the Newton-type algorithm in [10] for EP based on the generalized D-gap function (2) and
focus on analyzing the convergence properties of the algorithm. It is an important job because the extension can increase
flexibility in designing a merit function in practice. We show that any accumulation point of the sequence generated by
the algorithm is a solution of EP with an assumption that ∇yf (·, y) is strictly monotone. Moreover, the level sets of the
generalized D-gap function ψαβ are bounded for EP with an assumption that ∇xf (x, ·) is strongly monotone. In addition, it
is proved that
√
ψαβ provides a global error bound for the algorithm. We also note that these results are obtained under
weaker assumptions than those in [4,11,14].
Throughout this paper, we assume that the mapping f (x, y) : R2n → R is twice continuously differentiable and convex
with respect to x, and the symbol ‖ · ‖ stands for the 2-norm and 〈·, ·〉 denotes the inner product. In Section 2, we describe
the algorithm based on the function ψαβ . In Section 3, we discuss some properties of the proposed algorithm. We establish
global convergence and global error bound for the algorithm in Section 4.
2. Algorithm
In this section, we extend the Newton-type algorithm in [10] for EP through the generalized D-gap function (2) and give
some results.
Zhang and Han [14] introduced the generalized D-gap function (2) for EP, where H : R2n → R satisfies the following
conditions:
(C1) H is continuously differentiable on R2n;
(C2) H is nonnegative on R2n;
(C3) H(·, y) is strongly convex with respect to x; i.e., there exists a constant ρ > 0 such that, for any y ∈ Rn,
H(x1, y)− H(x2, y) ≥ 〈∇xH(x2, y), x1 − x2〉 + ρ‖x1 − x2‖2, ∀x1, x2 ∈ Rn;
(C4) H(x, y) = 0 if and only if x = y.
There are many functions satisfying (C1)–(C4). For example, H(x, y) = 12‖x− y‖2, or H(x, y) = 〈x− y, B(x)(x− y)〉, where
B(x) is a continuously differentiable, symmetric, and uniformly positive-definite n × n matrix; see [11]. Therefore, the
extension work was important because we can choose a suitable H(x, y) to construct a merit function depending on the
special structure of EP being considered.
It is shown in [14] that ψαβ is differentiable and its gradient is given by
∇ψαβ(y) = ∇yf (xβ(y), y)+ β∇yH(xβ(y), y)−∇yf (xα(y), y)− α∇yH(xα(y), y), (3)
where xα(y) = argminx∈K {f (x, y) + αH(x, y)}. Moreover, ψαβ(y) ≥ 0 for all y ∈ Rn, and ψαβ(y) = 0 if and only if y is a
solution of EP. Therefore, EP can be equivalently reformulated as the following unconstrained differentiable optimization
problem:
min
y∈Rn
ψαβ(y). (4)
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Now, we give the following algorithm and some results.
Algorithm 2.1.
Step 0. Choose y0 ∈ Rn, γ , δ, η, ω ∈ (0, 1) and ε ≥ 0 sufficiently small. Set k := 0.
Step 1. If ψαβ(yk) ≤ ε or ‖∇ψαβ(yk)‖ ≤ ε, stop.
Step 2. Let
dk := xα(yk)− yk,
where xα(yk) is the unique solution of the problem
min
x∈K {f (x, y
k)+ αH(x, yk)}. (5)
If
ψαβ(yk + dk) ≤ ηψαβ(yk), (6)
then let λk := 1 and go to Step 4. If dk does not satisfy the condition
〈∇ψαβ(yk), dk〉 ≤ −ωmax{‖∇ψαβ(yk)‖2, ‖dk‖2}, (7)
then set dk := −∇ψαβ(yk).
Step 3. Find the first number λk ∈ {1, γ , γ 2, . . .} satisfying
ψαβ(yk + λkdk)− ψαβ(yk) ≤ δλk〈∇ψαβ(yk), dk〉. (8)
Step 4. Set yk+1 := yk + λkdk and k := k+ 1. Go to Step 1.
The following two lemmas were established in [11].
Lemma 2.1. Let H satisfy conditions (C1)–(C4). Then, ∇xH(x, y) = 0 if and only if x = y.
The following lemmas were shown in [14].
Lemma 2.2. If H satisfies (C3) then we have
(β − α)H(xβ(y), y) ≤ ψαβ(y) ≤ (β − α)H(xα(y), y), ∀y ∈ Rn.
Lemma 2.3. Let H satisfy (C1)–(C4). Then, for any α > 0, y = xα(y) if and only if y is a solution of EP.
From a straightforward calculation, we obtain the following lemma.
Lemma 2.4. If H satisfies (C3) then for any x1, x2 ∈ Rn, we have
〈∇xH(x1, y)−∇xH(x2, y), x1 − x2〉 ≥ 2ρ‖x1 − x2‖2.
3. Convergence analysis
In this section we analyze the convergence of Algorithm 2.1.
Theorem 3.1. Suppose that Algorithm 2.1 generates an infinite sequence {yk}. Let Ω be a closed convex set which contains an
infinite subsequence {yk} with k ∈ N0 ⊆ {1, 2, . . .}, and ∇ψαβ(y) is uniformly continuous onΩ . Then,
either lim
k→∞ψαβ(y
k) = 0, or lim
k→∞, k∈N0
∇ψαβ(yk) = 0.
Moreover, any accumulation point y∗ of {yk} is a stationary point of the problem (4).
Proof. Let y∗ be an accumulation point of {yk}, then there exists a subsequence {yk}k∈No converging to yk, with No ⊆{1, 2, . . .}. Hence there exists a bounded closed convex set S containing {yk}k∈No . Since∇ψαβ(·) is continuous, it is uniformly
continuous on S. Note that the sequence {ψαβ(yk)} is monotonically decreasing and nonnegative, we may assume that it
converges to ψ∗ ≥ 0. If ψ∗ = 0, then the theorem is proved. If ψ∗ > 0, we would like to show that
lim
k→∞, k∈No
∇ψαβ(yk) = 0.
Suppose on the contrary that there exist ε1 > 0 and N1 ⊆ No such that
‖∇ψαβ(yk)‖ ≥ ε1, ∀k ∈ N1. (9)
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Then there can only be finitely many k with dk satisfying (6), because ψ∗ > 0. Then, by Step 3, condition (7) is satisfied for
all k. Consequently, (7) and (9) imply
〈∇ψαβ(yk), dk〉 ≤ −ωε21, ∀k ∈ N1. (10)
Since {ψαβ(yk)} is convergent, the Armijo-type linear search rule (8) yields
lim
k→∞, k∈N1
λk〈∇ψαβ(yk), dk〉 = 0.
Together with (10), we have
lim
k→∞, k∈N1
λk = 0. (11)
It then follows from (8) and (10) that
ψαβ(yk + tkdk)− ψαβ(yk) > δtk〈∇ψαβ(yk), dk〉
for k ∈ N1 being sufficiently large and tk = λk/γ . The mean-value theorem says that there exists a ρk ∈ (0, 1) such that
〈∇ψαβ(yk + ρktkdk), dk〉 > δ〈∇ψαβ(yk), dk〉.
By Cauchy–Schwarz inequality, (7) and (9) imply
‖∇ψαβ(yk + ρktkdk)−∇ψαβ(yk)‖ ≥ (1/‖dk‖)〈∇ψαβ(yk + ρktkdk)−∇ψαβ(yk), dk〉
> ((δ − 1)/‖dk‖)〈∇ψαβ(yk), dk〉 ≥ ω(1− δ)max{ε21/‖dk‖, ‖dk‖}. (12)
On the other hand, from (7) and (8), we have
ψαβ(yk)− ψαβ(yk+1) ≥ ωδλkmax{‖∇ψαβ(yk)‖2, ‖dk‖2}
≥ ωδλk‖dk‖2.
With (11), we know
lim
k→∞, k∈N1
λkdk = 0,
since {ψαβ(yk)} converges. It follows that
lim
k→∞, k∈N1
‖∇ψαβ(yk + ρktkdk)−∇ψαβ(yk)‖ = 0
from the uniform continuity of ∇ψαβ(·) on S. From (12), we have
lim
k→∞, k∈N1
‖dk‖ = 0 and lim
k→∞, k∈N1
1
‖dk‖ = 0.
The above two equations contradict each other. Hence the proof is complete. 
Theorem 3.1 indicates that any accumulation point of the sequence {yk} generated by Algorithm 2.1 is a stationary point
of the problem (4). In what follows, we study conditions to guarantee an accumulation point of {yk} to be a solution of EP.
The following assumption is necessary.
Assumption (A1). ∇yf (·, y) is strictly monotone for any y ∈ Rn, i.e.,
〈∇yf (x1, y)−∇yf (x2, y), x1 − x2〉 > 0, ∀x1, x2 ∈ Rn, x1 6= x2.
In this case, EP is said to be strictly monotone.
Remark 3.1. Note that, in the case of f (x, y) := 〈F(y), x− y〉, EP reduces to VIP and (A1) holds for f (x, y) provided that F is
strictly monotone, i.e., ∇F(·) is positive definite. In fact, here ∇yf (x, y) = ∇F(y)(x− y)− F(y), then (A1) turns into
〈∇F(y)(x1 − x2), x1 − x2〉 > 0,
i.e., F is strictly monotone. Hence, Assumption (A1) is very mild.
Under Assumption (A1),we can show that any stationary point of the problem (4) is a solution of EP by using the following
condition:
(C5): ∇xH(x, y) = −∇yH(x, y), ∀x, y ∈ Rn.
Note that, for the case H(x, y) = ‖x− y‖2/2, condition (C5) obviously holds.
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Theorem 3.2. Let H satisfy (C1)–(C5). If (A1) holds and y∗ ∈ Rn is a stationary point of the problem (4), then y∗ solves EP.
Proof. It follows from (3) and (C5) that
0 = ∇ψαβ(y∗)
= ∇yf (xβ(y∗), y∗)+ β∇yH(xβ(y∗), y∗)−∇yf (xα(y∗), y∗)− α∇yH(xα(y∗), y∗)
= ∇yf (xβ(y∗), y∗)− β∇xH(xβ(y∗), y∗)−∇yf (xα(y∗), y∗)+ α∇xH(xα(y∗), y∗). (13)
In addition, by the definitions of xα(y∗) and xβ(y∗), we have
〈∇xf (xα(y∗), y∗)+ α∇xH(xα(y∗), y∗), xβ(y∗)− xα(y∗)〉 ≥ 0, (14)
and
〈∇xf (xβ(y∗), y∗)+ β∇xH(xβ(y∗), y∗), xα(y∗)− xβ(y∗)〉 ≥ 0. (15)
Multiplying (13) by xβ(y∗)− xα(y∗), we obtain
0 = 〈∇yf (xβ(y∗), y∗)−∇yf (xα(y∗), y∗), xβ(y∗)− xα(y∗)〉
+ 〈α∇xH(xα(y∗), y∗)− β∇xH(xβ(y∗), y∗), xβ(y∗)− xα(y∗)〉
= 〈∇xf (xα(y∗), y∗)+ α∇xH(xα(y∗), y∗), xβ(y∗)− xα(y∗)〉
+ 〈∇xf (xβ(y∗), y∗)+ β∇xH(xβ(y∗), y∗), xα(y∗)− xβ(y∗)〉
+ 〈∇xf (xβ(y∗), y∗)−∇xf (xα(y∗), y∗), xβ(y∗)− xα(y∗)〉
+ 〈∇yf (xβ(y∗), y∗)−∇yf (xα(y∗), y∗), xβ(y∗)− xα(y∗)〉
≥ 〈∇yf (xβ(y∗), y∗)−∇yf (xα(y∗), y∗), xβ(y∗)− xα(y∗), 〉
where the inequality holds since f is convexwith respect to x and inequalities (14) and (15) are true. Thus, if xβ(y∗) 6= xα(y∗),
then a contradiction will be deduced from (A1). Hence, we get
xβ(y∗) = xα(y∗).
Then, by (3) we have
0 = (β − α)∇yH(xα(y∗), y∗),
which, together with (C5) and 0 < α < β , implies that
∇xH(xα(y∗), y∗) = 0.
Hence, by Lemma 2.1 we have xα(y∗) = y∗. Consequently, by Lemma 2.3, y∗ is a solution of EP. 
Using Theorems 3.1 and 3.2, we immediately obtain the following theorem.
Theorem 3.3. Let H satisfy (C1)–(C5). If (A1) holds, then any accumulation point of the sequence {yk} generated by
Algorithm 2.1 is a solution of EP.
Theorem 3.3 indicates that any accumulation point of {yk} is a solution of strictly monotone EP, while [4,11,14] require
additional conditions such as Lipschitz continuity to get the same result for VIP or EP.
4. Error bound estimation
In this section, we study conditions to guarantee the level sets of ψαβ to be bounded and then develop a global error
bound for Algorithm 2.1. We require the following assumption.
Assumption (A2). ∇xf (x, ·) is strongly monotone for any x ∈ K , i.e., there exists a constant µ > 0 such that
〈∇xf (x, y1)−∇xf (x, y2), y1 − y2〉 ≥ µ‖y1 − y2‖2, ∀y1, y2 ∈ Rn.
In this case, we call EP as strongly monotone.
Remark 4.1. Note that, in the case of f (x, y) := 〈F(y), x− y〉, EP reduces to VIP and (A2) holds for f (x, y) provided that F is
strongly monotone, i.e., ∇F(·) is uniformly positive definite with constant µ. In fact, here ∇xf (x, y) = F(y), then (A2) turns
into
〈F(y1)− F(y2), y1 − y2〉 ≥ µ‖y1 − y2‖2.
That is, F is strongly monotone. Hence, Assumption (A2) is very mild. In addition, similar to strongly monotone VIP, (A2) can
guarantee EP to have at most one solution.
Lemma 4.1. If Assumption (A2) holds, then EP has at most one solution.
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Proof. Assume that y1 and y2 are two solutions of (EP). Then we have
y1 ∈ K , y2 ∈ K , f (x, y1) ≥ 0, f (x, y2) ≥ 0, ∀x ∈ K .
Moreover,
0 ≥ f (y1, y1)− f (y2, y1) ≥ 〈∇xf (y2, y1), y1 − y2〉, (16)
where the first inequality comes from the fact that f (x, x) = 0 for all x ∈ K and the second comes from the convexity of
f (x, y). Now, since f (y2, y2) = 0 and f (x, y2) ≥ 0, ∀x ∈ K , we have
y2 = argmin
x∈K
{f (x, y2)}.
This further implies
〈∇xf (y2, y2), y1 − y2〉 ≥ 0, (17)
because y1 ∈ K and f (x, y) is convex with respect to x. Assumption (A2) leads to
〈∇xf (y2, y1)−∇xf (y2, y2), y1 − y2〉 ≥ µ‖y1 − y2‖2.
Together with (16) and (17), we have
0 ≥ 〈∇xf (y2, y1), y1 − y2〉
≥ 〈∇xf (y2, y2), y1 − y2〉 + µ‖y1 − y2‖2
≥ µ‖y1 − y2‖2. (18)
Since µ > 0, it is easy to see from (18) that y1 = y2. 
Now, we assume that the function H satisfies the following condition:
(C6) ∇xH(·, y) is Lipschitz continuous with respect to x for any y ∈ Rn, i.e., there exists a constant L > 0 such that
‖∇xH(x1, y)−∇xH(x2, y)‖ ≤ L‖x1 − x2‖, ∀x1, x2 ∈ Rn.
Then we have the following lemma [14].
Lemma 4.2. Let H satisfy (C1)–(C4) and (C6). Then, for any y ∈ Rn, we have
ρ(β − α)‖y− xβ(y)‖2 ≤ ψαβ(y) ≤ L(β − α)/2‖y− xα(y)‖2.
Theorem 4.1. Let H satisfy (C1)–(C4)and (C6) and the level sets of the generalized D-gap function ψαβ be defined by
L˜(c) := {y ∈ Rn|ψαβ(y) ≤ c}. (19)
If (A2) holds, then L˜(c) are bounded for all c ≥ 0.
Proof. By Lemma 2.2, we have
ψαβ(y) ≥ (β − α)H(xβ(y), y), ∀y ∈ Rn,
which implies that if y ∈ L˜(c), then
H(xβ(y), y) ≤ c
β − α .
Hence, we need only to prove that the following sets
Υβ(c) := {y ∈ Rn|H(xβ(y), y) ≤ c}
are bounded for all c ≥ 0. By contradiction, we assume that there exists a constant c∗ ≥ 0 and an infinite sequence {yk}
such that
lim
k→∞ ‖y
k‖ = +∞, H(xβ(yk), yk) ≤ c∗.
Then, it follows from (C3) that
H(xβ(yk), yk)− H(yk, yk) ≥ 〈∇xH(yk, yk), xβ(yk)− yk〉 + ρ‖xβ(yk)− yk‖2. (20)
Together with (20), Lemma 2.1, and (C4), we obtain
H(xβ(yk), yk) ≥ ρ‖xβ(yk)− yk‖2.
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Hence, it follows
‖xβ(yk)− yk‖ ≤
√
c∗/ρ. (21)
Choose x˜ ∈ K and 0 < σ < min{1, µ/(Lβ)}, and set
x˜β(yk) := σ x˜+ (1− σ)xβ(yk), Zβ(yk) := x˜+ yk − xβ(yk).
Then, from (21) we may assume that
lim
k→∞
xβ(yk)
‖yk‖ = limk→∞
yk
‖yk‖ = y
∗
β with ‖y∗β‖ = 1, (22)
and
f (x˜β(yk), yk)− f (xβ(yk), yk)+ β(H(x˜β(yk), yk)− H(xβ(yk), yk)) ≥ 0. (23)
Moreover, the sequence {Zβ(yk)} is bounded, and we also obtain
f (x˜β(yk), yk)− f (xβ(yk), yk) ≤ −µσ‖Zβ(yk)− yk‖2 + σ‖∇xf (x˜, Zβ(yk))‖‖Zβ(yk)− yk‖. (24)
In addition, by (C3), (C6), and Lemma 2.1, we have
H(x˜β(yk), yk)− H(xβ(yk), yk) ≤ 〈∇xH(x˜β(yk), yk), x˜β(yk)− xβ(yk)〉 − ρ‖xβ(yk)− x˜β(yk)‖2
≤ 〈∇xH(x˜β(yk), yk)−∇xH(yk, yk), x˜β(yk)− xβ(yk)〉
≤ L‖x˜β(yk)− yk‖‖x˜β(yk)− xβ(yk)‖
= Lσ‖σ x˜+ (1− σ)xβ(yk)− yk‖‖x˜− xβ(yk)‖. (25)
Hence, by (23)–(25), we obtain
− µσ‖Zβ(yk)− yk‖2 + σ‖∇xf (x˜, Zβ(yk))‖‖Zβ(yk)− yk‖
+ Lβσ‖σ x˜+ (1− σ)xβ(yk)− yk‖‖x˜− xβ(yk)‖ ≥ 0. (26)
Since {Zβ(yk)} is bounded and ∇xf (x˜, ·) is continuous, {∇xf (x˜, Zβ(yk))} is also bounded. By dividing both sides of (26) by
‖yk‖2 and letting k→∞, it follows from (22) that
Lβσ 2 − µσ ≥ 0,
which implies σ ≥ µLβ . However, 0 < σ < min{1, µ/(Lβ)}. This is a contradiction. The proof is completed. 
Theorem 4.1 indicates that the Assumption (A2) provides the existence of accumulation points of the iteration sequence
{yk}.
Theorem 4.2. Let H satisfy (C1)–(C6). If (A1) and (A2) hold, then for any initial point y0 ∈ Rn, the sequence {yk} generated by
Algorithm 2.1 is convergent, i.e., limk→∞ yk = y∗ with y∗ is the unique solution of EP.
Proof. Since (A2) holds, then Theorem 4.1 says that the level sets L(c) are bounded for all c ≥ 0. Hence, the sequence
{yk} generated by Algorithm 2.1 is bounded since the sequence {ψαβ(yk)} is monotonically decreasing. Therefore, {yk} has
at least one accumulation point, denoted by y∗. Since (A1) holds, by Theorem 3.3, we know that y∗ is a solution of EP. That
is, EP has at least a solution. By Lemma 4.1, y∗ is the unique solution of EP. 
Next, we establish the error bound results which holdwithout the assumption of Lipschitz continuity that was used in [4,
11,14].
Lemma 4.3. Given that EP has a solution and H satisfy (C1)–(C4) and (C6). If (A1) and (A2) hold, then for any c ≥ 0 there exist
constants ∆˜1(c) > 0 and ∆˜2(c) > 0 such that
∆˜2(c)‖y− xα(y)‖ ≤ ‖y− y∗‖ ≤ ∆˜1(c)‖y− xβ(y)‖, ∀y ∈ L˜(c), (27)
where y∗ is the unique solution of EP and the level set L˜(c) is defined by (19).
Proof. First, we prove that the right-hand side of (27) holds. Because y∗ solves (EP), we know y∗ ∈ K and f (x, y∗) ≥ 0 for
all x ∈ K . For any y ∈ L˜(c), since xβ(y) ∈ K and f (x, y) is convex with respect to x, we have
〈∇xf (xβ(y), y∗), y∗ − xβ(y)〉 ≤ f (y∗, y∗)− f (xβ(y), y∗) ≤ 0. (28)
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By the definition of xβ(y), we know
〈∇xf (xβ(y), y)+ β(xβ(y)− y), y∗ − xβ(y)〉 ≥ 0. (29)
It follows from (28) and (29) that
〈∇xf (xβ(y), y)−∇xf (xβ(y), y∗), y∗ − xβ(y)〉 ≥ −β〈xβ(y)− y, y∗ − xβ(y)〉. (30)
Note that {xβ(y) : y ∈ L˜(c)} is also bounded since xβ(·) is continuous and L˜(c) is bounded. For any y ∈ L˜(c), since
∇xf (xβ(y), ·) is continuously differentiable, from Corollary 2.2.1 in [16], we know ∇xf (xβ(y), ·) is Lipschitz continuous on
L˜(c). Hence there exists L˜1 > 0 such that
‖∇xf (xβ(y), y)−∇xf (xβ(y), y∗)‖ ≤ L˜1‖y− y∗‖, ∀y ∈ L˜(c).
From (30) and Assumption (A2), we have
µ‖y− y∗‖2 ≤ L˜1‖y− y∗‖‖xβ(y)− y‖ + β〈∇xH(xβ(y), y), y∗ − xβ(y)〉. (31)
Since
〈∇xH(xβ(y), y), y∗ − xβ(y)〉 = 〈∇xH(xβ(y), y), y− xβ(y)〉 + 〈∇xH(y, y)−∇xH(xβ(y), y), y− y∗〉
≤ H(y, y)− H(xβ(y), y)+ L‖xβ(y)− y‖‖y− y∗‖
≤ L‖xβ(y)− y‖‖y− y∗‖,
where the first inequality follows from (C3) and (C6), and the last inequality follows from (C2) and (C4). Thus (31) yields
µ‖y− y∗‖2 ≤ L˜1‖y− y∗‖‖xβ(y)− y‖ + βL‖xβ(y)− y‖‖y− y∗‖.
Set ∆˜1(c) := (βL+ L˜1)/µ. Then, we have
‖y− y∗‖ ≤ ∆˜1(c)‖y− xβ(y)‖, ∀y ∈ L˜(c).
Next, we prove that the left-hand side of (27) holds. Analogous to the argument used in deriving inequality (30), we know
that, for any y ∈ L˜(c),
〈∇xf (xα(y), y)−∇xf (xα(y), y∗), y∗ − xα(y)〉 ≥ α〈xα(y)− y, xα(y)− y∗〉. (32)
Note that {xα(y) : y ∈ L˜(c)} is bounded since xα(·) is continuous and L˜(c) is bounded. For any y ∈ L˜(c), since
∇xf (xα(y), ·) is continuously differentiable, from Corollary 2.2.1 in [16], we know ∇xf (xα(y), ·) is Lipschitz continuous on
L˜(c). Consequently, there exists L˜2 > 0 such that
‖∇xf (xα(y), y)−∇xf (xα(y), y∗)‖ ≤ L˜2‖y− y∗‖, ∀y ∈ L˜(c).
Inequality (32) and Assumption (A2) imply that
L˜2‖y− y∗‖‖y∗ − xα(y)‖ ≥ 〈∇xf (xα(y), y)−∇xf (xα(y), y∗), y∗ − xα(y)〉
≥ α〈∇xH(xα(y), y), xα(y)− y∗〉 (33)
holds for any y ∈ L˜(c). In addition, we have
〈∇xH(xα(y)− y), xα(y)− y∗〉 = 〈∇xH(xα(y), y)−∇xH(y∗, y), xα(y)− y∗〉 + 〈∇xH(y∗, y), xα(y)− y∗〉
≥ 2ρ‖xα(y)− y∗‖2 + 〈∇xH(y∗, y)−∇xH(y, y), xα(y)− y∗〉
≥ 2ρ‖xα(y)− y∗‖2 − ‖∇xH(y∗, y)−∇xH(y, y)‖‖xα(y)− y∗‖
≥ 2ρ‖xα(y)− y∗‖2 − L‖y− y∗‖‖xα(y)− y∗‖,
where the first inequality follows from Lemmas 2.1 and 2.4, and the last inequality follows from (C6). Hence, (33) yields
(αL+ L˜2)‖y− y∗‖ ≥ 2αρ‖xα(y)− y∗‖,
which implies
‖y− xα(y)‖ ≤ ‖y− y∗‖ + ‖xα(y)− y∗‖
≤
(
1+ αL+ L˜2
2αρ
)
‖y− y∗‖.
Taking ∆˜2(c) := 1+ αL+L˜22αρ , we obtain the lemma. 
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By Lemmas 4.2 and 4.3, we obtain the following result about error bound.
Theorem 4.3. Let H satisfy (C1)–(C4)and (C6). If (A2) holds, then for any c ≥ 0, there exist constants M˜1(c) > 0 and M˜2(c) > 0
such that
M˜1(c)‖y− y∗‖ ≤
√
ψαβ(y) ≤ M˜2(c)‖y− y∗‖, ∀y ∈ L˜(c),
where y∗ is the unique solution of EP.
From Theorems 4.2 and 4.3, it is clear that
√
ψαβ provides a global error bound for Algorithm 2.1.
Corollary 4.1. Let the function H satisfy (C1)–(C6). If Assumptions (A1) and (A2) hold, then for any initial point y0 ∈ Rn, there
exists M˜ > 0 such that the sequence {yk} generated by Algorithm 2.1 satisfies
‖yk − y∗‖ ≤ M˜
√
ψαβ(yk), ∀k > 0,
where y∗ is the unique solution of EP.
The aforementioned conclusions in this section indicate that Algorithm 2.1 has strongly global convergence under (A1)
and (A2), and has a global error bound for strongly monotone EP. In addition, Algorithm 2.1 generates a bounded sequence
for strongly monotone EP. While [4,11,14] require stronger conditions to get the relative results for VIP or EP.
Acknowledgement
The first author’s work was supported by NSFC Grant #10871113.
References
[1] E. Blum, W. Oettli, From optimization and variational inequalities to equilibrium problems, The Mathematics Student 63 (1993) 1–23.
[2] S.I. Zukhovitskii, R.A. Polyak, M.E. Primak, Two methods of search for equilibrium points of n-person concave games, Soviet Mathematics Doklady 10
(1969) 279–282.
[3] S.I. Zukhovitskii, R.A. Polyak, M.E. Primak, On an n-person concave game and a production model, Soviet Mathematics Doklady 11 (1970) 522–526.
[4] G. Mastroeni, Gap functions for equilibrium problems, Journal of Global Optimization 27 (2003) 411–426.
[5] A. Auslender, Optimization: Methods Numeriques, Masson, Paris, France, 1976.
[6] D.L. Zhu, P.Marcotte, An extended descent framework for variational inequalities, Journal of Optimization Theory andApplications 80 (1994) 349–366.
[7] C. Kanzow,M. Fukushima, Solving box constrained variational inequalities by using the natural residualwithD-gap function globalization, Operational
Research Letters 23 (1998) 45–51.
[8] C. Kanzow, M. Fukushima, Theoretical and numerical investigation of the D-gap function for box constrained variational inequalities, Mathematical
Programming 83 (1998) 55–87.
[9] J.-M. Peng, Equivalence of variational inequality problems to unconstrained optimization, Mathematical Programming 78 (1997) 347–356.
[10] J.-M. Peng, M. Fukushima, A hybrid Newtonmethod for solving the variational inequality problem via the D-gap function, Mathematical Programming
86 (1999) 367–386.
[11] N. Yamashita, K. Taji, M. Fukushima, Unconstrained optimization reformulations of variational inequality problems, Journal of Optimization Theory
and Applications 92 (1997) 439–456.
[12] G. Auchmuty, Variational principles for variational inequalities, Numerical Function Analysis and Optimization 10 (1989) 863–874.
[13] M. Fukushima, Equivalent differentiable optimization problems and descent methods for asymmetric variational inequality problem, Mathematical
Programming 53 (1992) 99–110.
[14] L.P. Zhang, J.Y. Han, Unconstrained optimization reformulations of equilibrium problems, Acta Mathematica Sinica, English Series 25 (2009) 343–354.
[15] I.V. Konnov, O.V. Pinyagina, D-gap functions for a class of equilibrium problems in Banach spaces, Computational Methods in Applied Mathematics 3
(2003) 274–286.
[16] F.H. Clarke, Optimization and Nonsmooth Analysis, John Wiley, New York, NY, 1983.
