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Abstract 
The formula in the title gives the dimension of the space of all classical semi-invariants of 
given weight and given degrees, and appears in a memoir of the Belgian mathematician 
J. Deruyts [2] on classical invariant theory. We interpret this formula in the language of 
representation theory, and show that it is equivalent to I. Schur’s [12] formula for an 
irreducible character of GL(n, C). 
1991 Math. Subj. Class.: 13A50, 15A72, 2OC99 
1. Introduction 
Throughout this paper K is an infinite field. If Y is a positive integer, then z= 
(1, 2, . . . , r} and G, = G_&(K). 
Let rr, 1 be positive integers with n I 1, and let C,~(VE 12, 1~1) be independent 
variables over K. The polynomial ring A = A,, 1 = K [cvI 1 v E r~, Iz EJ ] is regarded as 
a (G,, G,)-bimodule, with elements g E Gr, h E G, acting on A by K-algebra automor- 
phisms; the actions on the generators c,~ are given by 
9 a &A = 1 S,nC”, 9 GA 0 h = C hwczn. (1) 
asl ren 
In classical invariant theory, an element f of A may be regarded as a function of the 
1 linear forms L1 = cllxl + ... + c,,+, (2 EJ), where x1, . . . , x, are independent 
variables. Then f is an invariant of weight w if j-0 h = 1 hl”f, for all h E G,. It was 
recognized that functions which were similarly “invariant” to the actions of various 
subgroups of G, have a part to play. For example f is isobaric of weight 
7t = (711, . ..) TC,,)E N; - or as we shall say, has right weight TC - if p t = t;’ ... t:.ffor 
*This is a revised version of the talk given at the Internat. Conf. “Contact France-Belge en Algtbre VI”, 
under the title “Induction of representations for GL”“. 
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all t = diag(tl, . . . , t,) in the diagonal subgroup T, of G,; equivalently, if for each v E n, 
the polynomial f is homogeneous of degree 71, in the set of 1 variables c,r , . . . , cvI. In 
the same same way, f has lef weight M = (al, . . . , CQ) E N 6 if, for each 2 ~1, f is 
homogeneous of degree czI in the coefficients cll, . . . , c,,~ of the linear form LA. Let r be 
a positive integer. We define the following sets of weights: 
A(n,r)={71=(zn,,..., 71,)l7L,EN& be,; ZJC, = r}, 
A’(n, r) = {nefi(n, r)ln1 2 712 2 ... 2 TJ, 
and define n(l, Y), /1+ (1, r) similarly. Since n I 1, we may regard ,4(n, r) as a subset of 
n(l, r), by identifying rc = (ni, . . . , TC,) E A(n, r) with (rci, . . . , q,, 0, . . . , 0) E A(& r). Notice 
that if SEA has right weight n~A(n,r), or if it has left weight cr~,4(l, r), 
then f lies in the finite-dimensional subspace A(r) = A,,,(r) of A = & consisting of 
all polynomials in the cVI which are homogeneous of total degree r in these nl 
variables. 
Some further notation will be required. Let S be any subspace of A, let Z be any 
subgroup of G,, and let z E _4(n, r). Then we define Sz = { f~ Slfi z = J; Vz E Z}, and 
S” = (fgSlfh as right weight rr>; analogous definitions are made of ‘S, “S when Y is 
a subgroup of G1, and c( l /l(l, r). 
In 1890 J. Deruyts completed a memoir [2] which foresaw, although in the 
language of invariant theory, deep results on the representations of the general inear 
group (see [7]). His treatment was based on a study of semi-invariants, i.e. of elements 
of AU, where U = U, = U;(K) is the group of all unipotent lower triangular 
matrices in G,. The formula of our title [2, p. 1421 gives the dimension of the space 
aA”~” of all semi-invariants of given (right) weight n~n(n, r) and of given degrees 
cI=(cQ,..., CQ) in the linear forms L1,...,LI. 
Let p, 4 be unequal elements of n, and let UP,, be the sub-group of G, consisting of 
all matrices I, + tE,,,, t E K (E,,, is the usual matrix unit). Deruyts proves that if 
f~ A’s,. ( f # 0) has right weight 7~ E N”, then zq 2 rcP. His proof [2, p. 421 is valid only 
if char K = 0, but the theorem holds in any characteristic (see e.g. [13, p. 843). Since 
U is generated by the U,,, for all 1 I q < p I n, it follows that A”,” is zero unless 
rcl 2 7t2 2 ... 2 zn, i.e. unless xE/i+(n,r). Assume now that nEA+(n,r). 
Deruyts’s expression for dim “A “,a is compact and elegant, but I shall give it in 
another form, which displays its representational significance. The space A”‘” is a left 
GI-module, and its formal character is, by definition, the following polynomial over 
7 in 1 independent variables X1 . . . ,Xl: 
ch(A”3”) = 1 (dimaA”,“)X”,l ...XF’ 
zc/i(/,r) 
(see e.g. [lo, p. 361 or [5, p. 403). This may be regarded simply as a generating function 
for dim”A’,“. Formula (12) of [2, p. 1421 translates at once into the equation 
un ch(A s 1 = det(h,-i+j)i,js~, (2) 
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where h, = h,(Xr, . . . , X,) is the homogeneous symmetric function of degree 
s in X1,... ,XI. In other words, Deruyts shows that (for K = a=) ch(A”*“) is the 
Schur function (or S-jiinction) s,(Xr , . , X,) as defined, for example, in [ll, 
p. 241. 
Deruyts did not have the language of representation theory, which was introduced 
by Frobenius in 1897 [4]. But his “systbmes transformable? [2, p. 151 correspond to 
Cl-submodules of A, and he invented a technique to describe the G,-submodule 
generated by a given element of A (see [7, pp. 260-2621). He proved - among many 
other things - theorems which imply that (for K = a=) the G-module A”*” is irredu- 
cible, and has highest weight rc (see [7, Sections 10 and 111. Notice that in [7], 
semi-invariants are defined with respect o U,’ , rather than U = U, , and that G, and 
GI act on left and right, respectively.) 
In 1901 appeared the famous dissertation [12] of I. Schur, who (apparently in 
ignorance of Deruyts’s achievement) described all the irreducible matrix polynomial 
representations of GI = GLl(C), parametrized them by dominant weights 
n =(rcr,..., rc,), and gave a character formula which implies (2). Schur’s proof of (2), 
based on Frobenius’s formula for the irreducible characters of the finite symmetric 
groups, is entirely different from that of Deruyts. 
In Section 2 of the present paper I describe Deruyts’s proof of (2) in modern 
language; I think there is some mathematical as well as historical interest in this. In 
Sections 3 and 4 I show how to make this proof “characteristic-free”, by using 
techniques with standard tableaux and standard bideterminants which were not 
available to Deruyts. That (2) is valid for infinite fields of finite characteristic is, of 
course, well known. The left Cl-module Au,” can be identified with the induced 
module Indg(K,), where B = B; is the lower Bore1 subgroup of G = Cl (see Sec- 
tion 5), or with the sheaf cohomology module Ho(n) (see [lo, p. 1991). Then (2) is 
a (very) special case of Weyl’s character formula for reductive algebraic groups 
(see [lo, p. 2501). The most direct proof of (2) uses the basis of standard bideter- 
minants for A”,’ (see Section 4) to show that dim”A”9” is the “Kostka number” 
K,,; from this (2) follows by a standard formula for s, [ll, p. 561. But Theorem 2 
(Section 4) seems to give greater insight into the representations which underly 
Deruyts’s original proof. 
This proof is by induction on n, and may be expressed in terms of induced modules; 
some remarks on this interpretation are given in Section 5. From this point of view, 
Deruyts’s formula (4) (Section 2) is an example (and surely the earliest) of a “branching 
rule” of the kind now familiar from the representation theory of the classical inear 
groups. 
2. Outline of Deruyts’s proof 
We keep the notation of Section 1. Thus A = A,,I = K[c,~: v E n, 1~11, 
U = U, I G, = GL,(K) and nE(l+(n,r). Au,” is regarded as a left G,-module. Our 
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aim is to sketch Deruyts’s proof of the formula: 
ch(A”,“) = sn(X1, . . . ,X,) = det(h,-i+j)i,jsc. (2) 
Deruyts worked with K = C, but we shall keep to an arbitrary (infinite) field K as long 
as possible. 
It is easy to prove (2) when n = 1. For then we must have rc = (rci) = (r), U = {l}, 
and A”,” is the space AI,!(r) of all polynomials in c1 i, . . . , cl1 which are homogeneous 
of degree r. It is clear that aAu,rr = K. CT; ... c$‘~, hence dim aAU,R = 1, for all a E A(/, r). 
Therefore ch(A’y”) = h,(X 1, . . . ,X1), which agrees with (2). 
Deruyts now proceeds by induction on n. Assume n 2 2, and that (2) is true, for all 
relevant values of 1, when n is replaced by IZ - 1. Let X be the subgroup of U = U, 
which consists of all matrices (x,,) in U such that x,,~ = 0 (h = 1, . . . , n - 1); clearly 
X 2 U;_ 1. Deruyts considers the space AXgx, for a weight 7~ E A(n, Y) not necessarily in 
A+ (n, P). However A X,n is zero unless rci 2 rc2 2 ... 2 E,_~, since X is generated by 
the U,,, with 1 I q < p < n - 1 (see Section 1). So we assume until further notice that 
rc lies in the set ,4’(n,r) = {n~/l( n,r n1 > x2 2 ... 2 r~,,_~}, and observe that rc lies ) 1 _ 
inn”(n,r)ifandonlyifn’=(rc,,..., z,_~) lies in ,4’(n - 1, Y - rcn,). For such rc there 
holds 
ch(AX,“) = ch(A;l;:,). h,“, (3) 
where U’ = U,,, and we regard A,_l,, as (G,, G,_ ,)-bimodule. This follows from 
the special case n’ = n - 1, a” = 1 of Lemma 5.1 (Section 5), which is elementary. 
Deruyts’s second formula for ch(AX9”) is more substantial, and its proof will take 
up most of the present paper. It is 
ch(AX*“) = c ch(A”,I), 
P&T(n) 
(4) 
where the sum is over the set r(rc) for all ,?~n(n,~) such that 
Notice that (5) can hold, for /2, rc E /i(n, r), only if A E ,4’(n, r), 7~ E n’(n, r). In part (ii) of 
the next lemma, we express (5) in terms of Young diagrams - of course this technique 
was not available to Deruyts. 
Lemma 2.1. Let i E A +(n, r), n EA’(~, r). Then 2~ r(x) if and only if either of the 
following statements holds. 
(i) There are integers al, . . . ,a, such that O<a,,<7t,,_.-x,, (h=2 ,..., n-l), 
01a,~n,_I,al+a2+ 1.. + a,, = rc,, and /z = (xl + al, . . . ,7cnP1 + u,-~, a,). 
(ii) In the language of [ll, p. 41, 2 I> rc’ and 2 - Z’ is a horizontal n, - strip. 
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The proof of Lemma 2.1 is left to the reader. The situation described is shown in (6), 
which is the diagram of 1. 
(6) 
Proof of formula (2), assuming (3) and (4). We now take 71 E A+ (n, r), so we may regard 
x and rc’ as partitions of r and r - n,. There is an identity 
(7) 
given for example in Macdonald’s book [ll, p. 421, where the sum is over all 
partitions of r such that i 1 rc’ and A - rr’ is a horizontal nn,-strip, i.e. over all I E r(n). 
By our inductive hypothesis the term ch(Af>;:r) in (3) is equal to s,,. So taking (3), (4) 
and (7) together we find that 
C ch(A”*“) = c sa, fir all nE,4+(n,r). (8) 
Id(n) J&r(n) 
Now we may prove (2) by downward induction on A’(n,r), using the “dominance 
order” 4 (see e.g. [9, p. 231). (2) certainly holds for the maximum element p = (r, 
0 , . . . ,O) of A’(n, r), because T(p) = {p}. Suppose n~A+(n,r), n # p, and assume 
inductively that ch(A”,“) = sA for all ;1 E A+(n, r), 2~7~. It is clear that A~rr for all 
A E r(rc) (use (5)). So, by our inductive assumption, (8) gives ch (A”,“) = s,. 
Remark. The proof just given differs in its details from that of Deruyts, but its 
principal ingredients (3), (4) and (7) correspond to the main stages in Deruyts’s 
arguments. Deruyts first proves (4) [2, p. 138, (9)], and then “inverts” it to give an 
interesting expression for ch(A”,“) in terms of ch(AX,“) for various weights g asso- 
ciated to rc [2, p. 139, (lo)] - I shall not give this expression, but refer to it as (E). 
Deruyts gives [2, p. 139, Section 941 the argument which proves (3). Finally he shows 
that the Schur functions s, satisfy a formal identity analogous to (E) - this compares 
with the identity (7) in our proof, which is the analogue of the equation in formal 
characters which one gets by comparing the right sides of (3) and (4). This last stage of 
Deruyts’s proof [2, Sections 95-1001 is difficult, and displays its author’s technical 
resource, which is considerable. But it is clear that he did not know that he was dealing 
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with polynomials already studied by Jacobi in 1841 (see [ll, p. 321); he had to 
re-discover their properties himself. 
We end this section with two general remarks. The first is that Deruyts usually 
expressed the condition for f E A to be invariant to the left action of one of the groups 
UP,, by a differential equation (4, ~)f = 0; see [7, pp. 255,256] for the definition of the 
differential operators (q, p). However the equivalence f~ ‘p,q,4 o( q, p) f = 0 holds 
only if char K = 0. 
The second remark, is that in many contexts “left” and “right” actions on A are 
interchangeable. For example the “left-hand version” of the statement “If x E A(n, r), 
then A’-‘,” is zero unless n, 2 7c2  ... 2 rc,” is the statement “If 1 E A(1, r), then ‘*“‘A 
is zero unless A1 2 A2 2 ... 2 Al” (see Section 3). The equivalence of such pairs of 
statements can be proved by the formal trick of using the K-algebra isomorphism @: 
A Il.1 + Al,, which maps cY1 + cAU, for all Van, 1 ~1: see 16, pp. 192, 1931. 
3. The space ‘qu’AX*n 
In this section we give the first half of a “characteristic-free” proof of Deruyts’s 
formula (4). Some notation and terminology from [S] will be used. Let Z(I, r) be the set 
of all r-vectors j = (j,, . . . , j,) with entries j,, . . . , j,.el, and define Z(n,r) similarly. 
Since II d 1, Z(n, r) s Z(1, r). The weight wt( j) of j E Z(Z, r) is defined to be the element 
aEA(l,r) such that CI~ = I{pErl j, = A}( for all 1~1. 
Given 1 E A+ (n, r) we make a basic l-tableau T”by putting the numbers 1, 2, . . . , r 
into a A-diagram in some fixed order. Then for any i E I(/, r), the I-tableau T? is made 
by replacing each entry p in T A by i,. T” is standard if its entries increase weakly ( I ) 
from left to right in each row, and increase strongly ( < ) from top to bottom in each 
column. Define Zn(Z, r) to be the set of all iEZ(l,r) such that T f is standard; define 
ZA(n, r) similarly. Let Z(A) be the element of Zn(n, r) such that T&., is the canonical 
l-tableau, for which each entry in row h is equal to h (all hen). For example if 
A = (3220)~A’(4,4), then 
1 1 1 
T.;,,, = 2 2 
3 3 
Notice that wt(Z(1)) = A. 
For given i E Z(n, r), j E Z(Z, r), G.-C. Rota has defined the bideterminant (T :: Tf) to 
be ndet(&), where the product is over the Ai columns of T ‘, and for given k E II, 
Dk is the square matrix (c,_,~,) whose rows (resp. columns) are indexed by the entries 
ai, a2, . . . (resp. bl, bZ, . ..) of the kth column of T” (resp. T;) (see [S, p. 521). For 
example if ;1 = (2, l), 
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and 
T; = 1 1 
2 ’ 
then 
In general, (Tf : Ti) lies in A(r) = A,,,(r), and has left, right weights (in the sense of 
Section 1) CI = wt(j), rc = wt(i), respectively. 
Let U + = U:(K) denote the group of all unipotent upper triangular matrices in GI. 
Deruyts observes that the determinant 
co,1 ... ca,h 
6&l,...,Uh) = .. ... .. (9) 
G7J ‘.. ca,h 
lies in “‘A, for any hEi and any al, . . . , ahe& Let 2~A(l,r). As we saw at the end of 
Section 2, ‘,“*A is zero unless A~n’(l, r). Deruyts proves that in this case, each 
element of “*“‘A is a linear combination of products P of determinants (9), each such 
product having A1 - & factors 6i, i, - I, factors d2, finishing with I, factors & [2, 
p. 601. Such a product P can be written as a bideterminant (T: : T &,,), where the 
columns (ai, . . , ah)’ of Tf correspond to the factors 6h(&, . . . , ah) of P. However (9) is 
zero if h > n, since the al,..., &, must all lie in 12. Therefore P is zero unless 
1 n+l = ... = AI = 0, i.e. unless 2 E n + (n, r). So we get 
Lemma 3.1. Let I~n(l,r). Then 
(i) ‘3 “A is zero unless A E A ’ (n, r), and if 2 E A + (n, r) then 
(ii) *,“‘A is spanned us K-space by the set of all bideterminunts (T f : T f,,,), i E I(n, r). 
Later Capelli gave another proof of Lemma 3.1 using his “H-operator” (see [1.5, 
p. 2191). The proofs of Deruyts and Capelli are valid only if char K = 0, but it was 
proved by de Concini et al. [l, p. 1473 that Lemma 3.1 is true in any characteristic. 
These authors prove in fact that the set {(T f : T fCA,) 1 i E Z,(n, r)} is a K-basis of ‘,‘*A, 
and we shall need this in the next section (Lemma 4.2), in order to get a characteristic- 
free proof of formula (2). However Deruyts proved (2), for K = C, without giving an 
explicit basis for ‘,“‘A For the present section we need only the following corollary of . 
Lemma 3.1. 
Corollary 3.2. Let 2 E A+ (n, r). Then any element f E *,‘+A can be written us f = A”n. F, 
where A = 6,( 1, 2, . . . , n) and FE A,,, _ 1. 
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Proof. First notice that SEA,,,, since f has left weight in /i(n, Y). We have seen that 
f is a linear combination of products P of determinants (9), exactly 1, of which have 
the form &(ai, . . . , a,). Since al,. . . , a, all lie in n, this last determinant is either zero or 
f d. All the 6 (h < n) lie in A,,,_i, and so the corollary follows. 0 
Deruyts’s proof of formula (4) is based on his description of the space “‘AX, see 
Theorem 1, below. Notice that ‘?lx is a K-subalgebra of A = A,,I. It is easy to verify 
that it contains all the determinants 
&h=&(l)...) h-1,/l), l&,=&(1 )...) h-l,n), (10) 
for h E G. For given h E n, &,,,,, 6,,,, have right weights (1, . . . , 1, 1, 0, . . . , 0), (1, . . . , 1, 0, 
0 , . . . , l), respectively, and they both have left weight (1, . . . , 1, 1, 0, . . . ,O) (in each of 
these weights there are h l’s and n - h O’s). Let a = (ai, . . . , a,) E Ni”,, b = 
(bI,...,b,_l)EN~-‘. Define the polynomial 
(11) 
All statements in the next lemma follow from the facts given above. 
Lemma 3.3. (i) P(u, b) lies in A(r), where r = CC: :v(uY + b,) + nu,. 
(ii) P(u, b) has left, right weights A, TC E A(n, r) given by 
n-1 n-1 
lh= 1 (av+b,)+a,, nh= 1 (b,+a,+l), 
v=h v=h 
(12) 
for h = l,..., II-_;&=a,, 7c,=ul+u2+ ... +a,. 
(iii) /2, n satisfy condition (5), hence A E A + (n, r), 7~ E AO(n, r) and A E P(z). 
(iv) Conversely iffeE+(n, r), z~/i’(n, r) are weights such that AE~(TC), then there 
exist unique UEN”,, bEN/-l such that (12) holds, namely a, = il,, and uh = &, - zh, 
bh=71h-~h+lfOYUllh=l,..., n - 1. In this case P(u, b) is equal to the bideterminunt 
M&x) = (T$A,,j: T&J, where T$A,~) is the standard I-tableau obtained by putting 
Q entries h into row h of the diagram (6) (h = 1, . . . ,n - l), and putting n into the 
remaining al + u2 + ‘.. + a, = n, places. 
Example. Let il = (7, 4, 2)~/1+(3, 13), TC = (5, 3, 5)~,4’(3, 13). We get a = (2, 1, 2), 
b = (1, l), so that 
1111133 1111111 
Ti:AJ) = 2 2 2 3 > T:(A) = 2 2 2 2 2 
3 3 3 3 
Theorem 1 (Deruyts [2, p. 137, Section 911). (i) “‘A x is generated as a K-algebra by the 
2n- 1polynomiuls61,,,61,1 ,..., 6,_1,,,6,_1,,_1,6 “,“. (ii) LetIIEA+(n,r),zEE’(n,r). 
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The space **“+AX,rr is zero unless A E r(rc). If A E r(rc), then ‘*“‘AX*n is the l-dimensional 
K-space spanned by M(J., 7~). 
Proof. We show first how (ii) follows from (i). (i) shows that “Ax is spanned as 
K-space by the P(a,b), aeN”,, bEN(-l. Le mma 3.3 proves that if ;1~r(rc), there is 
exactly one pair (a, b) such that P(a, b) has left weight 2 and right weight 71, and in that 
case P(a, b) = M(,I, n). If ,? $ r(n), then by Lemma 3.3(ii) and (iii), there is no such pair 
(a, b). Both assertions of Theorem 1 (ii) now follow. (Remark. Since the weight-pairs 
(1, rc) attached to the various P(a, b) are distinct, the P(a, b) are linearly independent. 
Hence the 2n - 1 generators shown in (i) are algebraically independent.) 
We prove (i) by induction on n, following [2, pp. 134-1371. In case n = 2, 
“Ax = “‘A, and by Lemma 3.1 this is generated as K-algebra by d1 (al), 6*(al, az), aI, 
a2 E { 1, 2); hence by 6 1,1 = &i(l), &,2 = h,(2) and 6 2,2 = 6,(1,2). Thus (if holds for 
n = 2. Assume now y1 2 3 and that (i) holds with y1 replaced by n - 1. Take an 
arbitrary non-zero f e “‘A’. The subgroups U + I GI, X I G, are normalized by the 
respective diagonal subgroups T,(K), T,(K), therefore “‘Ax is the sum of its left, and 
right, weight spaces. So we may assume that f l l,“+Ax*rr for some I l /l(l, r), n E A(n, r). 
And we must have l~/i +(a, r) (since otherwise ‘,“‘A = 0 by Lemma 3.1) and 
n E A’(n, Y) (since otherwise Ax,” = 0, see Section 2). 
By Corollary 3.2, f = d"n. F, where A = a,,, and FE A,,,_ 1. Because A E ‘*Ax and 
A has left and right weight (1, 1, . . . , l)~A(n, n), it follows that 
f= A”“.F, with FE P*utAX,a, (13) 
where ~=((;1i -A,,..., R,_i-/2,)~A+(n-1, Y-&J, and ~=(ni-AR,,..., 
rc, - 2,) E AO(n, Y - n&). 
Now write F as polynomial in the variables cnl, . . . , c,,,_ 1, 
F=&n, , fll . . . c$,‘1 .f’(/j). > (14) 
P 
the sum is over all BE N “o- ‘, and the coefficients F(p) lie in An_I,n_l. Since F and 
c,l,‘.‘?c,,.-l alllieinAX,(14)showsthatalltheF(~)~A~_l,,~l.ButA~_l,,_listhe 
same as A:: l,n-1 W’ = Un-lW)) ‘f 1 we think of A,_ l,n_ 1 as right G,_ i-module. By 
comparing right weights on the two sides of (14) we find that all the F(/?) E A::::,_ 1, 
where 0’ = (aI, . . . , oneI). By the “right-hand” version of Corollary 3.2 (with n re- 
placed by y1 - l), we have for each p that F(P) = (A’p-1. H(P), where A’ = a,_ l,n- 1 
and ~~(B)EA,-~,,~I. Re-assembling F by (14) we have 
F = (A’)+1 .H, (15) 
where H = C,cfil ...c,,:,,:~ -H(b) lies in Aa,,_l. We are using here the notation B- 
R = ~\{n - l> = (1, 2, . . . . n - 2, n), and Ao,._l = K[c,,lv~l3, IEn - 11. Moreover 
since F and A’ both lie in “*Ax, and A’ has left weight (1, 1, . . . , 1, O)~/i(n,n - l), (15) 
shows that HE~~“+A~~_~, where z = (pl - B,_~, . . . . pL,_l - ~~_i)~/i+(n - 1, 
Y - ni, - (n - l)~,_~). 
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Now apply Corollary 3.2 once more (with n replaced by n - 1) to the element 
HET’U’ Ai,_ 1. We must be careful to see which determinant should take the place 
of d in Corollary 3.2. H is a linear combination of products P of factors &(al, . . . , ah) 
with al, . . . , ah E S and h E n - 1. In each P, there are exactly r,_ 1 factors of form 
6,_ l(ul, . . . ,a,_ 1). Since al, . . . , a,_ 1 ~13, such a factor is either zero or 
f 6,-r&2, . . . ,n - 2, n) = f 6,_1,,. Hence 
H = S>:;_,,J, with JE”A&_~. (16) 
Nowfrom(13),(15)and(16),f= 6~,6~:~,._,6$:\,.J.Alittlethoughtshowsthatour 
inductive hypothesis implies that J may be expressed as a polynomial in the &,h, &,,, 
(h = 1, . . , n - 2). Therefore f may be expressed as a polynomial in the generators 
shown in (i), and Theorem 1 is proved. lJ 
4. Proof of formula (4) 
Deruyts is able to deduce the key formula (4) from Theorem 1 very easily, because 
he has already made certain major discoveries regarding (what we now call) the 
structure of the left G1-module A = A,,I, in particular, 
(i) Any non-zero f E ‘,“+A generates a simple left G,-module KG,0 f which is G,- 
isomorphic to A’,“, and 
(ii) There is a direct sum decomposition 
A = 1 $ KG”.f~k, 
2. k=l 
(17) 
where i runs over A ’ (n, r), and for each such 2, { fnk 1 k = 1, . . . , dn} is a K-basis (which 
may be chosen arbitrarily) of ‘,“A. 
This shows that A is semisimple as left GI-module. (For references, see [7, Sec- 
tions 10-121) 
Now fix nn A'(n,r). If nor, choose the basis { fnk} so that it contains 
M(l,rc), which is a non-zero element of ‘,“+A (see Lemma 3.3(iv)). Then it is 
easy, using Theorem 1 and the semisimplicity of A, to extract from (17) a direct 
sum 
Ax,” = c KGIoM(i,x). (18) 
Isi- 
By (i) above, KGI 0 M(L, x) G A ‘7’ for each nor. So (4) follows from (18) by taking 
formal characters. 
This argument is valid when char K = 0, but in arbitrary characteristic (17) and (18) 
no longer hold. However we shall see (Theorem 2, below) that Ax,” always has 
a sequence (or “filtration”) of G,-submodules, from which (4) may be deduced. This 
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filtration may be regarded as a “characteristic-free” version of the direct sum de- 
composition (18). 
We need some facts on the structure of the (G,, G,)-module A = A,,1 proved in [l, 
Section 33; see also [6, Ch. II; 8, Section 71. 
Proposition 4.1. Fix the positive integer r. There is a sequence 
A(r)=A’2A22 ... >A’>A’+‘=(o) (19) 
of(Gt, G,)-submodules of A(r) = A,,,(r), and a numbering ofthe t = IA’(n, r)) elements 
n(l), . . ..l(t) ofA’(n,r), such thatfor each ae! 
(i) A” contains all bideterminants (Tt(“) : Tt(“)), i E Z(n, r), j E Z(1, r), and 
(ii) A”/A” + ’ has a K - basis whose elements are 
ti”,?) = (TA@): T;‘“)) + Aa+l, (20) 
for all i E I,dn, 4, j E ~,dk 4. 
For the moment keep aEy fixed, and write 2 = A(a). Let In = I,(,,(n, r), 
Jn = Zl~rr~(l, r). From Proposition 4.1 (ii) we have 
A”/A ‘+I = ,F;R’ = z.L:, (21) 
n A 
where R; = CislAKt$, L: = CjsJiKt$, for all jeJ1, iel,. The sums in (21) are clearly 
direct. We have 
Lemma 4.2. (i) The right G,-module ‘*‘+A has K-basis {(T! : Tt,,,) 1 i E IA). For each 
j E JA, Rf is a right G,-submodule of Aa/Aa’l, and there is a G,-isomorphism 
g;&R;-# ‘A which takes t$ + (T” : 7’&,) for all i E IA. 
(ii) The left Gt-module A’,” has K-basis {(T&: q’) 1 je JA}. For each i E II, L: is 
a left Gt-submodule of An/A”+‘, and there is a G,-isomorphism $f: Lf + Au*” which 
takes tfj + (Tt:,,: Tj’) for all je Jn. 
Proofs of these statements can be deduced from [l, Lemma 3.1, and Theorem 3.21; 
see also [S, Theorem 7.31. 
Theorem 2. Let rtE A’(n,r). Dejine the sequence A*,” = M’ 2 M2 2 ... 2 
M’ 2 M’+’ = (0) by M” = A”nAX,‘=, for all set. Then for each aE& M” is a left 
Gt-submodule of Ax*“. Zf 2(a) E Z(n), Ma/Ma+ ’ g A”~“(“); if n(a) $ Z(n), then Ma/M“+ ’ 
is zero. 
Corollary. Since ch is additive on short exact sequences [lo, p. 361 we have 
ch(AX,“) = CaEch(Ma/MBfl) = &srcn~ch(A”~‘). 
This proves formula (4). 
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Proof of Theorem 2. Fix a E;, let il = A(a). If fe A”, we denote the coset f + Aai1 by J: 
By the usual isomorphism, Ma/M”+’ E (M” + A”+l)/Aa+l = Ma as left G,-modules. 
LetfeM”“.By(21)7=C. h JEJ, rJ, w ere Yj E R; for all j E Jn. Since f E Ax,=, each rj is right 
X-invariant and has right weight 71; hence by Lemma 4.2(i), Q,“(rj) E ‘,U’AX,n, for all je Jn. 
If n(a)q!r(n), Theorem l(ii) shows that Oi(rj) = 0, hence rj = 0, for all jE Ji,. So in 
this case f= 0 for all f~ M”, which implies that Ma/Ma+’ = (0). 
If not, Theorem l(ii) shows that, for each j E J2, g,“(rj) = cjM(n,x) = 
cj(T~~~,~, : Tt,,,), for some CjE K. Hence f= Crj = C~jt~~l,~),j~L~~n,~), for all fe M”. 
It is not hard to show that, if 2 E T(x), then (Z$,,: 7”) lies in AXsn, for all j E 1(1, r) 
(and hence for all j E Jn). (For example, use [6, p. 180, Lemma 2.2(c)] together with 
the fact that X is generated by the group UP,, (1 I q I p < n - I).) So (T &_): 
T;)E A”nAX,” = M”, for all j E Jn. Therefore L&,, = &Kt$,,n,,j & M”. Combining 
this with the concolusion of the last paragraph, we have M” = L$n,z, if /l(a) E r(rc). But 
Lemma 4.2(ii) gives L&n) g A”,“, and so Theorem 2 is proved. 0 
5. Induced modules 
In this section we describe, without detailed proofs, some interpretation of De- 
ruyts’s work in terms of induced modules. An element f~ At,t which has right weight 
,I~E’(n,rr), lies in A,,t. By considering the right action on f of the groups U,,, 
(1 I q < p I 1) we see that 
Au”,” = A&A 
n,I 1,1 for any 2 En + (n, r). (22) 
Here U, = U;(K) = U, and UI = U;(K) is the corresponding sub-group of GI. 
Elements of At,t may be regarded as polynomial functions on GI (e.g. cV1 as the 
function cVn(g) = gYn. See [S, p. IS]). Then for given x E GI, fe At,t, the functions fox 
and xof are given by (fox)(g) =f(xg) and (xOf)(g) =f(gx), g E GI. 
For 2 ~A(l,r) let xi: TI + K be given by xn(r) = t:l... tp, and extend this to a map xn: 
B1 + K, where B1 = TIUI, by xA(tu) = XL(t), for all tE Tl, UE Ut. Let Kk denote K, 
considered as left &-module, with b EBB acting by bc = Xn(b)c, for all CE K. Then 
A?[’ = {f~ At,t Ifi b = xn(b)f; all b E&}, and if fe At,t is interpreted as a (polynomial) 
map f: G1 + K2, this space becomes { f: GI -+ Kn 1 f(bg) = bf(g), all b E Bt, g E G,}, which is 
the induced module Dn(Gl) = Indg;(K,) (see [lo, p. 453. Jantzen would have 
f(gb) = b-If(g) where we have f(bg) = bf(g), but our version is better for our purposes). 
Now suppose 2 E A+ (n, v). Then (22) allows us to interpret the left GI-module AZ1 
as the induced module D,(G,) = Indg;(Kn). 
Lemma 5.1. Let n = n’ + n”, where n’, n” are positive integers, and let X’, x” be 
subgroups of G,,, G,,,,, respectively. Let X be the subgroup 
of Gn. 
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Thenfor any 7~ E A(n, r), there is a left G,-isomorphism $: A;; + As:,“’ 0 A$>:“, where 
0 = OK, and z’ = (x1, . . . , n,,,), d’ = (n,, + 1, . . . ,n,,). In particular, if X’ = U,(K), 
X” = U,,(K), we have an isomorphism 
A 2; E D,,(G,) 0 D,,,(G,). 
The proof of Lemma 5.1 
map&,, + &,lQ &,,l which 
consists in verifying that the K-algebra 
takes &A--) c,a 0 I (1 < v I n’) and 
cVA -+ 1 @ c,_,,,n(n’ + 1 I v I n), induces the required left G+omorphism. 
Remark. The G,-module D,(G,) is sometimes called a Schur module or dual Weyl 
module (it is denoted Dn,K in [S]). The sequence M’ 2 M2 2 ... 2 M’ 2 M’+’ = (0) 
of Theorem 2 is a “good filtration” of A ‘JI in Donkin’s language [3, p. 21. Since 
Ax,” E D,,(G,) 0 D&GI) by the lemma above, the existence of a good filtration for 
Ax,” follows from a theorem of Wang Jian-Pan [14, p. 1641; however Wang’s 
construction would not give the sequence in such an explicit form as we have in 
Theorem 2. 
Finally, take n = 1, and identify G,_ 1 with the subgroup 
of G,. 
Write 71’ = (x1, . . . . n,- r), n: E A’(n,r), as above and in Section 2. Then the result 
of inducing D,. (G,_ 1) = Indg;:;(K,,) f rom G, _ 1 to G, is, by transitivity of induction, 
the left G, - module V = Ind&(K,,). W e 1 eave it to the reader to verify that I/ is 
a right T,-module, and that its right 7~ weight space is AX*n, in the notation of 
Section 2. 
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