Modeling signals by a sparse and redundant representations is drawing a considerable attention in recent years. Coupled with the ability to train the dictionary using signal examples, these techniques have been shown to lead to state-of-the-art results in a series of recent applications. In this paper we propose a novel structure of such a model for representing image content. The new dictionary is itself a small image, such that every patch in it (in varying location and size) is a possible atom in the representation. We refer to this as the Image-Signature-Dictionary (ISD), and show how it can be trained from image examples. This novel structure enjoys several important features, such as shift and scale flexibilities, and smaller memory and computational requirements, compared to the classical dictionary approach. As a demonstration of these benefits, we present high-quality image denoising results based on this new model.
In the case where m > n, the representation x becomes redundant, and there are infinitely many possible solutions to the system y = Dx. Among this infinitely large set of solutions, the sparsest one is preferred, i.e. the one with the smallest x 0 -norm [8] . Thus, the task of computing a representation for a signal can be formally described by min x x 0 subject to y = Dx.
(
As often happens in this field, the exact equality in the constraint above is relaxed and replaced by the alternative requirement y − Dx 2 ≤ , to allow for additive noise and model deviations.
Solving this problem was proved to be an NP-hard problem [24] . However, many approximation techniques for this task were proposed. Two common methods are the MatchingPursuit (MP) [23, 26] and the Basis-Pursuit (BP) [19, 8] . A wide theoretical study has shown that if sparse enough solution exists, it will be found by these approximation techniques [11, 12, 13, 33] .
A key question in a successful deployment of the above model to signals is the choice of the dictionary. Pre-specified dictionaries, based on known transforms and their variations, have been used extensively in the past decade with varying degrees of success. These include various forms of wavelets and wavelet packets [9] , steerable wavelet [27] , curvelets [31] , contourlets [10] , and bandeletts [22] .
An alternative approach is one of training: a design of the dictionary to efficiently represent a given set of signals by a learning procedure. In this approach, a dictionary D of size n×m is built such that it leads to the sparsest representation for a set of training signals. A pioneering work by Olshausen and Field set the stage for such techniques [25] , later to be followed by a sequence of contributions, among which we mention [20, 17, 2, 3, 18] . In all these methods, an example set of training signals is gathered. These examples are expected to be of similar nature to the signals to be operated upon. After initializing the dictionary, these methods iterate between sparse representation of the training signals based on the current dictionary, and updating the dictionary to improve the representations. It was shown in [2, 3] that such an approach can be thought of as a generalization of the K-Means algorithm for the vector quantization problem, which addresses the limited case of finding the best dictionary for representation of signals by one atom only, and with coefficients limited to identity.
The combination of sparse and redundant representation modeling of signals, together with a learned dictionary, proved its superiority in various applications in image processing.
State-of-the-art results are obtained in texture classification [30] , denoising of still images and video [15, 16, 29] , color image inpainting and demosaicing [21] , facial image compression [7] , and more. Multi-scale version of the learning process, and various other applications in signal and image processing are topics of current study.
This Paper
In this work we adopt the above-described dictionary learning approach and apply it with a novel structure that enjoys several important features, such as shift and scale flexibilities, and smaller memory and computational requirements, compared to the classical dictionary approach. This novel structure, referred to hereafter as the Image-Signature-Dictionary (ISD), is an image (2D array of scalar values), in which each patch can serve as a representing atom. As such, near shift-invariant property is obtained, due to the overlap between atoms extracted from the ISD in near-by locations. Similarly, by taking patches of varying sizes, near scale-invariance is potentially obtained and exploited.
In the next section we introduce the proposed structure, and compare its features with those of a regular dictionary. Section 3 is devoted to the development of a training algorithm for the ISD, presenting both the algorithm, along with preliminary experimental results.
Section 4 presents a detailed image denoising algorithm relying on the ISD, exploiting its special structure to gain both in computations and in output quality. We conclude the paper in Section 5 with a summary of this work and description of its possible future extensions.
ISD -The Proposed Structure
be such a signature dictionary, and assume that an image patch y ∈ R √ n× √ n is to be represented by its atoms. Here and throughout the paper we use square arrays for both the ISD and the patches extracted form it as atoms. This is done for simplicity of notation, as nothing in the following developments restrict the choice to squares. We define
as a vector obtained by a column-lexicographic ordering of the ISD, and similarly, y ∈ R n a vector representing the given image patch as a single column.
as the linear operator that extracts a patch of size
S is the extracted patch as a column vector. We shall assume hereafter that such an extraction is a cyclic operation, implying that when the chosen patch rolls over the right side of the array or its bottom, it proceeds with the assumption that the ISD is periodic.
Using the above, y can be represented as a linear combination of patches (atoms) of the same size, taken at various locations in D S :
This construction could be reformulated by extracting all m possible patches of size √ n × √ n from D S and converting them to vectors (this can be achieved by computing
, and gathering these vectors as columns of a matrix D ∈ R n×m . Once constructed, the representation shown in Equation (2) becomes identical to the one posed earlier, namely,
We see that for the sizes chosen, the number of atoms in the dictionary is the same (m) in the two methods -the original and the signature dictionaries. However, there is a marked difference -whereas the number of free parameters in a regular dictionary is mn, here it is only m. Indeed, the ISD atoms are highly constrained, as each atom resembles other ones extracted from close-by locations. Such overlap between the atoms is natural for representation of image patches, as it is tightly coupled with the idea of the shift-invariance property, although in a different flavor from the one discussed in [6, 18, 1] .
The fact that fewer parameters are involved in the definition of the ISD means that smaller number of computations could potentially be used for its training and use in applications.
On the other hand, it is also clear that with reduced number of degrees of freedom, the flexibility of such a model to describe natural data is more limited. However, since shiftinvariance (or rather, affinity to it) is a property we expect natural images to benefit from, we could hope that the new structure brings an overall benefit. Experimental results to be presented hereafter confirm this hope in various ways. 3 ISD Training and Usage
Formulating the Problem for the Single-Scale
Given a set of training patches {y
that leads to the best (i.e. sparsest) representation of all these patches. For simplicity we shall assume that each patch is represented by a fixed number of atoms 1 , L. We start by defining the energy function that the ISD is expected to minimize. Similar to the way it has been defined in [20, 17, 2, 3, 18] , we writê
where the vector x is simply the concatenation of the m coefficients in the array x [k,l] . This problem is a Bi-Level Optimization (BLO) problem [4] : per any chosen signature dictionary d S , the inner part seeks a sparse enough representation (with L atoms at the most) that leads to minimal representation error for each of the examples. This defines a representation
. Among all possibilities of d S we desire the one with the smallest accumulated such error.
The approach we take for solving this problem is an iterated and interlaced update of the ISD and the sparse representations. Given the current value of d S we can solve the inner optimization problem and find the sparse representation for each example -we refer to this stage as the Sparse Coding stage. Once found, we can consider these as fixed, and solve the outer optimization, forming the Dictionary Update Stage. We now turn to discuss the details of this algorithm.
The Sparse Coding Stage
Assuming that d S is known and fixed, the inner optimization task in Equation (4) readŝ
which is equivalent tô
where D is the accumulation of all m atoms in in the ISD.
The solution of this problem can be obtained by any pursuit algorithm, as mentioned in the introduction. In this work we use a greedy method -the Orthogonal Matching Pursuit (OMP) -because of its relative simplicity and efficiency [23, 26] . The OMP selects at each stage an atom from the dictionary that best resembles the residual. After each such selection, the signal is back projected onto the set of chosen atoms, and the new residual signal is calculated.
A direct use of the OMP with the ISD could be proposed by converting D S (or d S ) to a regular dictionary format D ∈ R n×m , as described above. However, in such a format, we do not exploit the inner structure of the ISD, namely, the overlap between the atoms. Considering this fact, the OMP and other pursuit techniques can be accelerated. For example, all projections between a signal and all dictionary atoms can be computed by only one inner product between the Fourier transforms of the signal and the ISD, exploiting the equivalence between a convolution in the spatial-domain and an inner product in the frequency domain [28] . While a straight forward projection of a signal onto all possible atoms is done in O(mn) flops, The same result can be achieved in O(m log m) ones, including forward and inverse Fourier transforms of the signal. Moreover, this bound can be reduced to O(m) per signal, when the dictionary is assumed fixed, and its Fourier transform is computed off-line before-hand.
Dictionary Update Stage
Assuming now that the sparse representation vectorsx i have been computed, we seek the
This is a simple quadratic expression with respect to d S . As such, the update of the ISD can be performed in one step, by solving a set of m linear equations, similar to the way the MOD algorithm operates [20, 17, 18] . The gradient of the error expression in Equation (7) is given by
where we have defined
and
Thus, the optimal ISD is obtained simply bŷ
Assuming that only L entries of the x i vectors are non-zeros, the summations in the definition of R and p include N L terms, which is far smaller than N m. For moderate sizes of m (up to m = 1000) one could solve the above directly. For a larger ISD, an iterative solver, such a conjugate gradient, could be proposed.
Each dictionary update stage is promised to reduce the overall representation error. If we assume that the sparse coding stage is successful too in finding the smallest representation error for the given sparsity, the overall algorithm necessarily converges. In rare cases where OMP fails to find the proper solution, this can be easily detected (by comparing the result to the previous one), and then the solution is simply chosen as the previous one. This guarantees a monotonic decrease of the representation error for the set of training examples.
Stochastic-Gradient Approach
The training algorithm described above updates the sparse representations x i for all the
and then turns to update the dictionary. An alternative approach is to update the dictionary after the computation of each representation x i . Considering again the penalty function posed in (7), the expression Rd S − p stands for its gradient. This gradient accumulates N similar terms, each corresponding to one example y i . Instead of first computing N sparse representations and then accumulating them into this gradient, we could interlace the two: assuming that the i-th representation has been updated by sparse coding as described in Equation (5), we can update the dictionary by the formulâ
In this update formula, the update term comes from the gradient of the error of the i-th example only, i.e., it is the gradient Rd computerized tomography, and neural network learning algorithms [5] .
The SG approach typically converges faster than the parallel one, and especially in the several first iterations. Each round over all the training data is roughly equivalent in complexity to one update iteration of the previously described algorithm. Furthermore, in scenarios where the input training data includes a drift in its statistics, such algorithm is able to track these changes over time, and then the step-size parameter µ should be chosen as a small and fixed value. In this work we do not consider such cases, and restrict our interest to stationary sources, for which µ should be diminishing as a function of the iteration number, but with non-integrable sum [5] . A typical such choice is µ = µ 0 /Iteration.
Despite its appearance, the update formula in Equation (12) The above SG algorithm proposes an update of the ISD after the sparse coding of each example. One could similarly update the ISD after a block of such sparse coding steps.
The update formula remains the same, accumulating the derivatives referring to the treated examples. By varying the size of the block we get that the parallel algorithm and the SG are its two extremes, one for a block size of size N , and the other for blocks having a single example.
The order of the incoming patches influences the convergence rate. When handling a typical image, it is most likely that the lexicographic ordering of patches will be inferior to a random one. This is because of the poor variability of patches found in a local vicinity in the image. Thus, in the experiments reported below we feed the algorithm with a pseudo-random ordering of the image patches.
Treatment of the Mean
In all the above steps we assume that the image patches are treated as given, and no constraints are induced on the dictionary. As already observed in [25] and later practiced in practically every dictionary learning algorithm (e.g., [20, 17, 18, 2, 3] ), the mean (DC) of the patches stands as an obstacle to a better representation. Thus, a different treatment of the DC should be practiced.
The DC problem could be easily treated removing it from the training and testing data, and returning it in the image reconstruction. The removal of the DC from the training (and testing examples) is trivial, but this alone is not sufficient, as the training process should take into account the new setting. In reference to Equation (4), one should redefine the operator C [k,l] to also remove the DC of the extracted patch -this is still a simple linear operator.
This will have a direct influence on both the sparse coding stage (where the atoms to be used are DC-free), and the dictionary update formula. All the algorithm implementations (including the comparative studies with the MOD algorithm) presented in this paper are using this option.
Demonstrating the Single-Scale ISD
We now turn to show the construction of the ISD for actual images, and demonstrate its behavior and properties. We gathered a set of 123 stage and the other after the dictionary update. For the SG algorithm, the representation error is shown after each ISD update (123 times in each sweep). As can be seen, the SG algorithm converges faster than the regular algorithm, and to a better final error.
In order to see how well the obtained representation is, we study generalization performance, i.e., assessing the average representation error for a new image. Another set of 15, 129 patches was extracted from a test image taken from the same video sequence 2/3-rd second apart -it is shown in Figure 2 on the right. The representation error for the test image using parallel-trained ISD is 6.27, whereas it is 5.78 for the stochastic-gradient approach.
Beyond the two trained ISDs described above, we have also trained a regular dictionary using the MOD algorithm In principle, due to the increased degrees of freedom with the regular dictionary, one could expect a better representation of the training and testing examples with the MOD results. Nevertheless, we deliberately chose m = 128 for the regular dictionary because it leads to roughly the same representation RMSE, both in the training phase (see Figure   4) , and on the test data (MOD gives an error of 6.37). This shows that comparable (or even better) representation results are obtained for a new kind of shift-invariance-induced dictionary structure with much fewer degrees of freedom.
Muti-Scale ISD Training and Usage
An important benefit of the ISD structure is its ability to handle signals of varying sizes by extracting flexible size atoms from the signature. This multi-scale flexibility cannot be matched by the regular dictionary concept, where different size atoms require training and storage of several separate dictionaries. In the following we will follow closely the formulation shown in Section 3.1, and extend the learning algorithm to varying scales. While the following discussion is brought for the completeness of the presentation, in this paper we do not explore experimentally the multi-scale option of the ISD. A separate work is required for studying this option and the potential is brings.
We assume that we are given a set of training patches of varying sizes, {y
). We aim to find an ISD of specific size D S ∈ R √ m× √ m that leads to the smallest representation error for each patch, while using L i (may vary!)
atoms. Similar to the problem defined in Equation (4), we define an energy function of the A problem that remains unsolved at this stage is the question of how many examples to use from each size, and how to allocate L i to each accordingly. We do not propose in this paper a recipe for this problem, as it depends on the application in mind.
Another possibility that we do not explore in this work is a true mixture of scales in the composition of signals: If we aim to represent an image of size √ n 0 × √ n 0 pixels, we could, in principle, compose it with atoms of varying sizes that are extracted from the ISD. When an atom of size √ n 1 × √ n 1 is used, where n 1 ≤ n 0 , this implies that this atom covers a portion of the image in a specific location.
Image Denoising with ISD
We test the applicability of the ISD by experimenting on the image denoising problem. Generally speaking, we adopt a similar method to the one suggested in [15, 16] , which leads to state-of-the-art denoising results using a 'regular' dictionary. In the following experiments we restrict our algorithms to the single-scale ISD, with the understanding that better performance could be obtained when exploiting the multi-scale freedom that ISD provides.
LetĨ be a corrupted version of the image I, after the addition of white zero-mean Gaussian noise with power σ n . The first algorithm we consider is built of the following steps:
• Training: A global ISD is trained on patches of a set of appropriate images that do not belong to the test set. We used an ISD of size 75 × 75 pixels, trained on single-scale patches of size 8 × 8. This ISD is presented in Figure 5 .
• Sparse Coding: Each patch y i of size 8 × 8 from the noisy image is extracted and sparse-coded using OMP and the obtained ISD. We consider all the possible patches with overlaps. The OMP accumulates atoms until a representation error of C · σ n is reached (C = 1.1). This leads to an approximate patch with reduced noise,x i .
• Averaging: The output image is obtained by adding the patchesx i in their proper locations and averaging the contributions in each pixel (a more sophisticated averaging technique that can be applied here is suggested in [32] ) . The obtained ISD requires only a third of the space required by the global dictionary in [16] , and yet its denoising performance are roughly equivalent (±0.1 dB compared to the results reported in [16] , testing on the Barbara, and House images, shown in Figure 6 ). A better denoising scheme, introduced originally in [16] , is one that trains the ISD using the overlapping patches from the noisy image directly. While the training data in such a setting is indeed corrupted, the potential of using a dictionary that is well-fitted to the image content seems to be promising. As was shown in [16] , this, in fact, leads to state-of-the-art denoising performances, competing favorably with the results reported in [27] . We repeated this idea, this time with the ISD, achieving similar, and sometime superior (the results obtained are ±0.2dB around those reported in [16] ) results to those reported in [16] , while reducing the computational requirements, as also the memory requirements dramatically.
This was done by exploiting the semi-shift-invariant property of the ISD, and we further explain below. Figure 7 presents the ISDs obtained for the images Barbara and House. As can be seen, the ISDs are very different, and well-adapted to the type of image they are serving.
The most time consuming part in the training process of both a regular dictionary and an ISD one is the sparse representation part, done with OMP. In the tested application, Barbara, (75x75) Dictionary, σ = 15
House, (75x75) Dictionary, σ = 15 
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In this paper we have described the 'Image Signature Dictionary' (ISD) -a novel structure of a dictionary for sparse and redundant representations. We have shown how such a dictionary can be trained and used, and demonstrated several advantages it provides, over the use of a 'regular' dictionary. We believe that the important features of the ISD make it a promising alternative to the classical dictionary structure. Further investigation is needed to see how to exploit is scale-flexibility, and more.
