We extend the area of applications of the Abstract Harmonic Analysis to lower bounds on the circuit and decision tree complexity of Boolean functions related to some number theoretic problems. In particular, we prove that deciding if a given integer is square-free and testing co-primality of two integers by unbounded fan-in circuits of bounded depth requires superpolynomial size.
Introduction
In recent years spectral techniques based on the Abstract Harmonic Analysis on the hypercube have been shown to represent a very useful tool for obtaining lower complexity bounds. Various links between Fourier coe cients of Boolean functions and their complexity characteristics have been studied in a number of works, see 1, 2, 3, 4, 6, 8, 13, 19, 20, 22, 23] . In particular, these spectral techniques have been successfully applied to the parity function and to threshold functions. 
where x = x 1 : : : x n 1 is the bit representation of x, 0 x 2 n ? 1 (if necessary we add several leading zeros). We provide an estimate for the Fourier coe cients of (1) and derive some complexity lower bounds on the circuit and decision tree complexity of g. In particular, we show that this function does not belong to the complexity class AC o .
We then apply the same technique to obtaining similar lower bounds for the Boolean function h of n = 2m variables which decides whether two given (m + 1)-bit odd integers are co-prime. That is, the function h for which h(u 1 
Basic De nitions
Let B n = f0; 1g n denote the n dimensional Boolean cube. We consider Boolean functions as mapping from B n to f1; ?1g, where ?1 stands for \accept" and 1 stands for \reject".
Given a binary string w 2 B n , we denote with jwj the Hamming weight of w which is the number of ones in w.
A restriction is a mapping of the set of the subscripts of input variables x 1 ; : : : ; x n to the set f0; 1; ?g, where (i) = 0 means that we substitute the value 0 for x i ; (i) = 1 means that we substitute the value 1 for x i ; (i) = ? means that x i remains a variable.
Given a function f depending on n binary variables, we will denote by f the subfunction obtained from f by applying the restriction ; f will be a function of the variables x i for which (x i ) = ?, 1 i n. Given a decision tree with input variables x 1 ; : : : ; x n let l i denote the number of inputs whose computation paths have length i. We call l 0 ; : : :; l n the leaf numbers of the tree. Observe that the size M of the tree is given by
Throughout the paper we denote by log x the binary logarithm of x.
As usual for non-negative real functions A and B notations like A(n) = O(B(n))or A(n) = (B(n)), respectively, mean that for su ciently large n holds A(n) cB(n) and A(n) cB(n), respectively, where c > 0 is an absolute constant.
3 Abstract Harmonic Analysis, Circuits, and Decision Trees
We give some background on abstract harmonic analysis on the hypercube. We refer to 20, 23] for a more detailed exposition.
We consider Boolean functions as embedded in the space F of all real-valued functions on B n . The domain of F is a locally compact Abelian group and the elements of its range, can be added and multiplied as complex numbers.
On F we consider the standard scalar product
with induced norm kfk = q hf; fi. 
is the Fourier expansion of f . In particular,
where 0 denotes the all zeros string and E(f) denotes the expectation of a function f with regard to the uniform distribution on it's domain.
As a consequence of the orthogonality of the functions Q w , it is also possible to derive a very useful identity, the Parseval identity:
Note that for Boolean functions f with values in f?1; 1g it holds kfk 2 = 1.
The following interesting application of harmonic analysis to circuit complexity is due to Linial, Mansour 
For a subset G F let span(G) denote the linear subspace of F generated by G. 4 A Technique to Prove Lower Bounds on Circuit and Decision Tree Size
In 1] and 2] a technique has been developed with the aim of proving lower bounds on the size-complexity of Boolean functions presenting a rather strong combinatorial structure. This technique is based both on the abstract harmonic analysis on the hypercube, and on the spectral characterization of the size-depth trade-o of Boolean circuits which has been given in Lemma 1.
Let f : B n ! f1; ?1g be a Boolean function depending on n variables. Now, let k, 1 k n, be the smallest integer such that f has the following property: for any subfunction f depending on k variables, E(f ) = E(f).
In this case, we say that the function f is of level k (see 2] for more details). Proof. An application of Lemma 1 yields the following inequality:
Let us choose # = n ? k. Then, by using the Parseval identity (3) we obtain We are now left with the evaluation of the sum of the squares of the Fourier coe cients of order less or equal to our threshold n ? k. First of all we need a result about the uniformity of distribution of odd square-free numbers with some xed binary digits.
Let be a restriction on the set f1; : : : ; ng. We denote by M (n) the set of integers x, 0 x 2 n ? 1 such that x i = (i) for all xed subscripts i 2 f1; : : : ; ng, where x = x 1 : : :x n is the bit representation of x. We also denote by Q (n) the number of x 2 M (n) for which 2x + 1 is square-free. Finally, since for r n 1=2 =3 ? 1 the rst term in the`O'-symbol dominates, the result follows.
u t
We now need a result about the number of pairs of odd co-prime numbers with some xed binary digits.
Let n = 2m be an even integer and let be a restriction on the set f1; : : :; ng. We also remark that some elementary number theoretic considerations have been used in 25] to obtain a very tight lower bound on the sensitivity of the function which decides whether its input x is a square-free integer.
Recall that the sensitivity, (f), of a Boolean function f : B n ! f0; 1g
(which is also known as the critical complexity) is de ned as the largest integer s n such that there is a binary vector x 2 B n for which f(x) 6 = f(x (i) ) for s values of i, 1 i n, where x (i) is the vector obtained from x by ipping its ith coordinate,
f(x) ? f(x (i) ) :
In other words, (f) is the maximum, over all binary vectors x 2 B n , of the number of vectors y 2 B n on the unit Hamming sphere around x with f(y) 6 = f(x).
Let us de ne the function g 0 (x 1 ; : : :; x n ) = ( 1; if x is square-free; 0; if x is square-full;
deciding if a given n-bit integer x = x 1 : : :x n is square free. Thus g 0 is very similar to the function g given by (1) . It has been shown in 25] that the bound (g 0 ) bn=60c holds.
This parameter is of interest because it can be used to obtain lower bounds for the CREW PRAM complexity of Boolean functions (see 10, 11, 21, 26] ), that is the complexity on a parallel random access machine with an unlimited number of all-powerful processors, such that simultaneous reads of a single memory cell by several processors are permitted, but simultaneous writes are not. In particular, from the above bound on (g 0 ) one immediately concludes that the CREW PRAM complexity of g 0 is at least 0:5 log n+O(1), see can be expressed via the Fourier coe cients of f , see 1, 4, 6] . Applying our results, one can derive the estimate av (f) c n 1=2 log ?2 n for the functions g and h given by (1) and (2) where c > 0 is an absolute constant. It would be interesting to obtain a linear lower bound on the average sensitivity of g and h.
There are also close relations between the Fourier coe cients and the formula size of a Boolean function, see 4], and we hope that our methods will apply to this complexity characteristic as well.
