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In order to study as a whole the major part of entropy measures, we introduce a two-parameter
non-extensive entropic form with respect to the h-derivative which generalizes the conventional
Newton-Leibniz calculus. This new entropy, Sh,h′ , is proved to describe the non-extensive systems
and recover several types of the well-known non-extensive entropic expressions, such as the Tsal-
lis entropy, the Abe entropy, the Shafee entropy, the Kaniadakis entropy and even the classical
Boltzmann – Gibbs one. As a generalized entropy, its corresponding properties are also analyzed.
I. INTRODUCTION
Since it was proposed over one hundred years ago,
the conventional Boltzmann – Gibbs (BG) statistics has
been developed very delicately and successfully with wide
applications in many disciplines. During the last few
decades people, however, noticed that more and more
systems become difficult to be described by this simple
BG distribution, such as the long-range interactions [1],
the gravitational systems [2], the Le´vy flights and frac-
tals [3], and so on [4]. In order to cope with this chal-
lenge, some attempts have been done to generalize the
BG statistics. Among them the most investigated for-
malism is the non-extensive entropy. It was inspired by
the geometrical theory of multi-fractals and its system-
atic use of powers of probabilities by C. Tsallis [5]:
Sq = kB
1−∑Wi=1 pqi
q − 1 . (1)
where kB is the Boltzmann constant (hereafter we as-
sume kB = 1 for simplicity) and q stands for the Tsallis
non-extensive parameter. It describes the departure of
non-extensive systems from the BG statistics. This en-
tropy goes back to the usual BG form when q → 1. For
the researches and developments more than two decades,
the Tsallis entropy has been s uccessfully applied to va-
rieties of domains: physics, chemistry, economics, com-
puter science, biosciences, linguistics and so on [6–11].
The Tsallis entropy is indeed not unique. By now a
large body of different expressions of the non-extensive
entropy have been proposed, for instance the Kaniadakis
entropy [12], the Shafee entropy [13], the q − q−1 sym-
metric modification of Tsallis’s entropy [14], and the two-
parameter (q, q′)-entropy [15]. For more details of the
definitions of these entropies please see the Appendix.
∗Electronic address: bwzhang@mail.ccnu.edu.cn
These expressions were obtained within quite different
ways and investigated by distinct motivations. There-
fore, it will be of great interest to find the relationship
among these formulas, or to find a simple formula to
study them as a whole.
In this paper we firstly introduce a two-parameter
non-extensive entropy, Sh,h′ , based on the h-derivative.
The h-derivative is known as a mathematical generaliza-
tion of the normal Newton-Leibniz calculus. We address
that Sh,h′ unifies different types of expressions of non-
extensive entropies, namely, it can connect a family of
non-extensive entropies. On the other hand, we also dis-
cuss its properties in order to better understand this new
established non-extensive entropy.
II. h-DERIVATIVE
In the conventional mathematical theory, the Newton-
Leibniz derivative is defined as:
Df(x) ≡ df(x)
dx
= lim
δ→0
f(x+ δ)− f(x)
δ
. (2)
Classically most of the physical quantities are continuous
and it is natural to apply the Newton-Leibniz derivative.
In quantum physics, on the other hand, all the physical
quantities will be quantized; people then try to develop
quantum calculus, which utilizes the discrete forms of
derivatives instead and presents a generalization of this
Newton-Leibniz derivative.
One formalism of quantum calculus is the h-
derivative [16]. For an arbitrary function f(x), its h-
differential is defined as follows:
dhf(x) = f(x+ h)− f(x) . (3)
It is easily verified that
dhx = h , (4)
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dh (f(x)g(x)) = f(x+ h)dhg(x) + g(x)dhf(x) . (5)
Thus can we obtain the h-derivative of f(x):
Dhf(x) ≡ dhf(x)
dhx
=
f(x+ h)− f(x)
h
. (6)
When f(x) is differentiable the following property is ob-
viously obtained:
lim
h→0
Dhf(x) =
df(x)
dx
, (7)
which is nothing but the definition of the conventional
Newton-Leibniz derivative. Note that for the Newton-
Leibniz derivative, we need the function f(x) is contin-
uous, but this requirement gets unnecessary for the h-
derivative.
Next some basic rules of this h-derivative are listed:
a. Sum and difference Consider the sum and differ-
ence rules of the h-derivative, we have
Dh [f(x)± g(x)] = Dhf(x)±Dhg(x) . (8)
b. Product and quotient rules As for the product
and quotient rules,
Dh [f(x)g(x)] = f(x)Dhg(x) + g(x+ h)Dhf(x) , (9)
Dh
[
f(x)
g(x)
]
=
g(x)Dhf(x)− f(x)Dhg(x)
g(x)g(x+ h)
. (10)
c. h-derivative of elementary functions Some other
basic calculations of it are expressed:
DhC = 0 (here C is constant) , (11)
Dhx =
(x+ h)− x
h
= 1 , (12)
Dhx
n =
n−1∑
k=0
n!
k!(n− k)!x
khn−k−1 (n ∈ N) , (13)
Dh
1
x
= − 1
x2 + hx
, (14)
Dh
1
xn
=
1
h(x+ h)n
− 1
hxn
, (15)
Dhe
bx =
ebh − 1
h
ebx (here b ∈ R) , (16)
Dha
bx =
abh − 1
h
abx (here b ∈ R) . (17)
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FIG. 1: The behavior of Dhe
x when h varying from −5 to 5.
The red line denotes (ex)′.
In Fig. 1 we illustrate the behavior of Dhe
x at different
values of h as an example. We could see that it behaves
as an exponential when h = 0. For any fixed values
of h, Dhe
x is a monotonically increasing function with
respect to the variable x. The values of this derivative
also increase when the parameter h gets larger.
With the definition of h-derivative V. Kac and P. Che-
ung [16] developed a type of quantum calculus, known
as h-calculus. As a matter of fact, the operator like h-
derivative is called the forward difference quotient oper-
ator. Analogously, it also has the backward difference
quotient operator ∇h and the central difference quotient
operator δh, defined as that [17]
∇hf(x) = f(x)− f(x− h)
h
, (18)
δhf(x) =
f(x+
1
2
h)− f(x− 1
2
h)
h
. (19)
Note that the symbol ∇ is not the normal vector differ-
ential operator. We then explore the connection between
the h-derivative entropy and its modified forms.
III. H -DERIVATIVE AND NON-EXTENSIVE
ENTROPY
In order to generalize the non-extensive entropic forms,
one could utilize Eq. (6) and give out the following equa-
tion,
Sh = −Dh
W∑
i=1
pxi
∣∣∣∣∣
x=1
= −
∑W
i=1 p
1+h
i − 1
h
, (20)
with the normalization condition
∑W
i=1 pi = 1. When
h→ 0 it will go back to the usual BG entropy. Note that
it also recovers the Tsallis non-extensive entropy, Sq, cf.
Eq. (1) under the transformation of h = q − 1.
3Following the ways of central difference quotient oper-
ator of Eq. (19), we define a new form of two-parameter
(h, h′)-derivative,
Dh,h′f(x) =
f(x+ h)− f(x− h′)
h+ h′
(h, h′ ∈ R) . (21)
The corresponding (h, h′)-entropy is
Sh,h′ = −Dh,h′
W∑
i=1
pxi
∣∣∣∣∣
x=1
= −
W∑
i=1
p1+hi − p1−h
′
i
h+ h′
. (22)
Similarly when h = h′ → 0, the entropy Sh,h′ returns
to the BG one. It is shown that,
lim
h=h′→0
Sh,h′ = − lim
h=h′→0
W∑
i=1
p1+hi − p1−h
′
i
h+ h′
= − lim
h=h′→0
W∑
i=1
pi
eh ln pi − e−h′ ln pi
h+ h′
= − lim
h=h′→0
W∑
i=1
pi
eh ln pi ln pi + e
−h′ ln pi ln pi
2
= −
W∑
i=1
pi ln pi = SBG . (23)
Note that the L’Hospital’s rule has been applied within
the formula deαx/dx = αeαx for the last step in the
above.
It is constructive to explore the connections with the
already known statistical distributions. For example, the
Tsallis entropy is obtained by h = q − 1, h′ = 0. While
taking h = q − 1, h′ = 1 − q−1 we can obtain the Abe’s
symmetry entropy Eq. (43) (see the discussion in the Ap-
pendix) [14]. The non-extensive entropy given in Eq. (45)
proposed by Borges and Roditi [15] (also see the Ap-
pendix) can then be recovered with the relationship of
h = q − 1, h′ = 1− q′.
By assuming h′ = h we could also obtain another new
form of entropy, Sh,h,
Sh,h = −
W∑
i=1
p1+hi − p1−hi
2h
, (24)
which is obviously invariance under the interchange h↔
−h. Specially it is nothing new but the well-known Ka-
niadakis non-extensive κ-entropy [12]:
SKκ = −
W∑
i=1
pi ln
K
κ pi , (25)
where
lnKκ pi ≡
pκi − p−κi
2κ
(lnK0 pi = ln pi) . (26)
Last but not the least, it is set that h′ → −h and h′ =
−h+ δ. Considering the limit of δ → 0 and h′ → −h, we
could also cover the exact Shafee’s entropy formalism [13,
18] with taking the transformation of q = h + 1 into
account:
lim
h′→−h
Sh,h′ = −
W∑
i=1
lim
δ→0
p1+hi − p1+h−δi
h− h+ δ
= −
W∑
i=1
pi lim
δ→0
eh ln pi − e(h−δ) ln pi
δ
= −
W∑
i=1
p1+hi ln pi . (27)
TABLE I: The two-parameter entropy Sh,h′ recovers other
entropy functions by the variation of h, h′.
Entropy type Sh,h′
BG h = h′ → 0
Tsallis [5] h = q − 1, h′ = 0
or h = 0, h′ = 1− q
κ [12] h′ = h = κ
(κ, r) [19] h = r + κ, h′ = κ− r
γ [19] h = 2γ, h′ = γ
Abe [14] h = q − 1, h′ = 1− q−1
or h = q−1 − 1, h′ = 1− q
Shafee [13, 18, 20] h′ → −h
modified Abe h′ = −1/h
In Table. I, we summarize the different entropy func-
tions which can be represented by this two-parameter
Sh,h′ entropy through taking different values of h and h
′.
In addition, by choosing h′ = −1/h the function Sh,h′
becomes
Sh,−1/h = −
W∑
i=1
p1+hi − p1−1/hi
h+ 1/h
, (28)
Note that this entropic form looks much similar to the
Abe’s entropy [14], but it is totally different in fact.
Hereby we name it as the modified-Abe entropy func-
tion.
IV. PROPERTIES
Now we shall address some properties of this h-
derivative entropy, Sh,h′ . Different from the other non-
extensive entropic formulas, it is well defined whether or
not one or more states have zero probability. The pa-
rameters, h and h′, on the other hand, could take some
negative values, which does not work explicitly for the
Tsallis non-extensive parameter, q, for example.
A. Non-negativity
First of all, we consider a thermal system within any
possible states. The probability distribution of each mi-
crostate i is defined as pi. If we assume p
1+h
i > p1−h
′
i ,
4namely, 1 + h 6 1 − h′, for 0 6 pi 6 1, thus can we get
h+ h′ 6 0 and this two-parameter entropy Sh,h′ > 0.
B. Extremal at equal probabilities
As for the Tsallis entropy, STq =
∑W
i=1 p
q
i−1
1−q , this two-
parameter entropy Sh,h′ can be expressed with it as,
Sh,h′ =
1
h+ h′
(
hST1+h + h
′ST1−h′
)
. (29)
In this case it is set that f(x) = ST1+h(x) and g(x) =
ST1−h′(x). The corresponding extreme value is placed at
the point of 1/W . In details we calculate the derivative
of Sh,h′ ,
d
dx
Sh,h′ =
1
h+ h′
[hf ′(x) + h′g′(x)] , (30)
In order to get the results we need hf ′(x) + h′g′(x) =
0, namely, f ′(x) = 0 = g′(x), which leads to it that
x = 1/W . Thus we prove that Sh,h′ obtains the extreme
value at the state of equal probability.
C. Expansibility
It is straightforwardly verified that Sh,h′ is expansible
for any values of h and h′, since
Sh,h′(p1, p2, · · · , pW , 0) = Sh,h′(p1, p2, · · · , pW ). (31)
This property trivially follows from the definition itself.
It means when we add some events with zero probabili-
ties, Sh,h′ keeps invariant.
D. Non-additivity
When we consider a system that can be decomposed
into two independent sub-systems, A and B, (pA+Bij =
pAi p
B
j ),
Sh,h′(A+B) = −
WA∑
i=1
WB∑
j=1
(
pA+Bij
)1+h − (pA+Bij )1−h′
h+ h′
= Sh,h′(A) ·
WB∑
j=1
(
pBj
)1+h
+Sh,h′(B) ·
WA∑
i=1
(
pAi
)1−h′
, (32)
The values of h and h′ cannot be zero together in case
or h = −1 and h′ = 1 appear at the same time). In
other words, Sh,h′ is said to be non-additive similar to
the Tsallis non-extensive entropy.
E. Lesche-stability
As we all know, a physically meaningful function of a
probability distribution should not change drastically if
the underlying distribution function is slightly changed.
One such function (physical quantity) is stable and can
be used to describe the system. For any function of prob-
abilities, if and only if it satisfies the following property,
we can say this function is Lesche-stable [21, 22]:
∀ > 0,∃δ > 0,
W∑
i=1
|pi − p′i| 6 δ ⇒
∣∣∣∣F [p]− F [p′]Fmax
∣∣∣∣ < .
(33)
Following the way of Lesche and Abe [21, 22], we set
pi = δi1, p
′
i =
(
1− δ
2
W
W − 1
)
pi +
δ
2
1
W − 1 . (34)
Then we have
W∑
i=1
p1+hi = 1,
W∑
i=1
p1−h
′
i = 1, (35)
W∑
i=1
p′1+hi =
(
1− δ
2
)1+h
+
(
δ
2
)1+h
(W − 1)−h, (36)
W∑
i=1
p′1−h
′
i =
(
1− δ
2
)1−h′
+
(
δ
2
)1−h′
(W − 1)h′ . (37)
As a result, we get
5F =
∣∣∣∣∣Sh,h′ [p]− Sh,h′ [p′]Smaxh,h′
∣∣∣∣∣ =
∣∣∣∣∣∣ (1−
δ
2 )
1+h − (1− δ2 )1−h
′
+
(
δ
2
)1+h
(W − 1)−h − ( δ2)1−h′ (W − 1)h′
W−h −Wh′
∣∣∣∣∣∣ , (38)
For h > 0 and h′ > 0, when the state W → ∞, F →(
δ
2
)1−h′
, i.e., if δ is taken as δ < 21/(1−h
′), the entropy
Sh,h′ will be Lesche-stable. For h < 0 and h
′ < 0, it
is also Lesche-stable in the case of δ < 21/(1+h). For
h > 0, h′ < 0, when W → ∞, F → ∞, namely, the
h-derivative entropy is not Lesche-stable. As for h <
0, h′ > 0, the entropy Sh,h′ is still Lesche-stable: when
h+h′ < 0, we need to take δ < 21/(1+h); when h+h′ > 0,
the conditions of δ < 21/(1−h
′) is taken.
V. SUMMARY AND OUTLOOK
Summarizing, with the generalized h-derivative we
firstly propose a two-parameter non-extensive entropy,
Sh,h′ , in order to connect several non-extensive entropy
functions. The h-derivative motivated non-extensive en-
tropy, Sh,h′ , is demonstrated to recover different kinds
of non-extensive entropy formalisms, like the Tsallis en-
tropy (h = q − 1, h′ = 0), the Abe one (h = q − 1, h′ =
1− q−1), the Borges and Roditi entropy (h = q− 1, h′ =
1− q′), the Kaniadakis κ- (h′ = h = κ) and the Shafee’s
(h′ → −h or h′ = −h+ δ, here δ → 0) non-extensive en-
tropy by varying the values of h, h′. On the other hand,
the present two-parameter entropy exhibits all the rel-
ative properties as a generalized non-extensive entropy.
Furthermore, the remarkable relationship between Sh,h′
and other non-extensive entropies may cast a light on
the connection of non-extensive entropy and some math-
ematical structure such as quantum calculus. It may in
turn lead to a deeper understanding of mathematical and
physical foundations of the non-extensive statistics.
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A. Appendix
S. Abe has proven an interesting property [14] that the
BG entropy can be rewritten as a derivative of
SBG = − d
dx
W∑
i=1
pxi
∣∣∣∣∣
x=1
, (39)
and the Tsallis one has a similar property
Sq = −Dq
W∑
i=1
pxi
∣∣∣∣∣
x=1
, (40)
where Dq is Jackson q-derivative [23–26],
Dqf(x) ≡ f(qx)− f(x)
qx− x . (41)
Obviously, we have D1f(x) = df(x)/ dx. With respect
to the symmetry that plays a central role in quantum
groups [27], Abe applied the symmetric q ↔ q−1 to give
a new modified q-derivative as follows:
Dq,q−1f(x) ≡ f(qx)− f(q
−1x)
qx− q−1x , (42)
thus a symmetric modification of Tsallis’s entropy goes
like,
SSq = −
W∑
i=1
(pi)
q − (pi)q−1
q − q−1 . (43)
Inspired by S. Abe, Borges and Roditi define a two-
parameter q-derivative [15]:
Dq,q′f(x) ≡ f(qx)− f(q
′x)
qx− q′x , q, q
′ ∈ R , (44)
and its corresponding entropic form is
Sq,q′ = −
W∑
i=1
pqi − pq
′
i
q − q′ . (45)
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