This paper presents an experimental investigation into the properties of the optimal communication spanning tree (OCST) problem. The OCST problem seeks a spanning tree that connects all the nodes and satisfies their communication requirements at a minimum total cost. The paper compares the properties of random trees to the properties of the best solutions for the OCST problem that are found using an evolutionary algorithm. The results show on average, that the optimal solution and the minimum spanning tree (MST) share a higher number of links than the optimal solution and a random tree. Furthermore, optimal solutions for OCST problems with randomly chosen distance weights share a higher number of links with an MST than OCST problems with Euclidean distance weights. This intuitive similarity between optimal solutions and MSTs suggests that some heuristic optimization methods for OCST problems might be improved by starting with an MST. Using an MST as starting solution for a greedy search in the tested cases either improves median running time up to a factor of 10 while finding solutions of the same quality, or increases solution quality up to a factor of 100 while using the same number of search steps in comparison to starting the greedy search from a random tree. Starting a local search, a simulated annealing approach, and a genetic algorithm from an MST increases solution quality up to a factor of three in comparison to starting from a random solution.
Introduction
The optimal communication spanning tree (OCST) problem [19] seeks a spanning tree that connects all given nodes and satisfies their communication requirements at a minimum total cost. Like other constrained spanning tree problems, the OCST problem is N P-hard [13, ND7] . This paper presents an investigation into the properties of optimal solutions for OCST problems. It examines the properties of existing OCST problem instances from the literature, as well as randomly generated OCST problems using either Euclidean, or randomly chosen distance weights.
The main results presented in this paper are: 1. For OCST problems, on average, the distance between optimal solutions and the minimum spanning tree (MST) is lower than the distance between optimal solutions and randomly created trees. Furthermore, on average, MSTs share a higher number of edges with optimal solutions than with randomly created solutions.
2. Optimal solutions for OCST problems with randomly chosen distance weights have, on average, a lower distance to an MST than optimal solutions for OCST problems with Euclidean distance weights.
3. The intuitive similarity between MSTs and optimal solutions suggests that some heuristic optimization methods for the OCST problem might be improved by starting with an MST. In particular, this is shown for a simple greedy strategy. Starting from an MST either improves median running time up to a factor of 10 while finding solutions of the same quality or increases solution quality up to a factor of 100 while using the same number of search steps as when starting from a random tree. 4 . Starting a local search, a simulated annealing approach, and a genetic algorithm from an MST increases solution quality up to a factor of three in comparison to starting from a random tree. In comparison to existing state-of-the-art approaches solution quality increases up to 10%. Furthermore, starting from an MST increases solution quality up to a factor of two in comparison to starting from solutions generated by an O(log 3 n) approximation (random distance weights), and up to 10% in comparison to starting from solutions generated by an O(log n) approximation (Euclidean distance weights). The following section describes the OCST problem and analyzes existing problem instances from the literature. Section 3 analyzes random problem instances. Section 4 discusses the impact of the results on the design of optimization methods, especially search heuristics. In particular, the performance of a greedy search strategy and other heuristic optimization methods starting from an MST is investigated in Section 5.
The Optimal Communication Spanning Tree Problem

Problem Description
The OCST problem [19] seeks a tree that connects all given nodes and satisfies their communication requirements for a minimum total cost. The number and positions of the nodes are given a priori and the cost of the tree is determined by the cost of the edges. An edge's flow is the sum of the communication demands between all pairs of nodes communicating either directly, or indirectly, over the edge. Therefore, the cost for each edge is not fixed a priori but depends on the structure of the tree.
Let G = (V, E) be a connected, undirected graph with n = |V | nodes and m = |E| edges. There are communication, or transportation demands, between every pair of nodes. An n × n demand matrix R = (r ij ) specifies the demands, where r ij is the amount of traffic required between nodes v i and v j . Similarly, an n × n distance matrix W = w ij determines the distance weights between each pair of nodes. Cayley's formula identifies the number of spanning trees on n nodes as n n−2 [7] . Furthermore, there are n different stars on a graph of n nodes. The similarity between two spanning trees T i and T j can be measured using the distance d ij ∈ {0, 1, . . . , n − 1} as
where l i uv is 1 if an edge from u to v exists in T i and 0 if it does not exist in T i . The number of edges that two trees T i and T j have in common is n − 1 − d ij .
Like other constrained spanning tree problems, the OCST problem is N P-hard [13, p. 207 ]. Furthermore, it was later shown in Reshef [38] that the problem is MAX SN P-hard [31] which means it can have a constant-factor approximation algorithm, but no approximation schemes unless P = N P. Therefore, the OCST problem belongs to the class of optimization problems that behave like MAX-3SAT [13] .
The current best approximation algorithm for the OCST problem with Euclidean distance weights finds a tree with cost w(T ) = O(log n) · w(G) [32, 38] , where w(G) = i,j∈E r ij t G ij is the volume of communication in the complete graph G and t G ij is the sum of all weights along the shortest path between i and j in G. w(G) is a trivial lower bound for w(T ) as the weight of a path between node i and j in a spanning tree T is greater, or equal to, the weight of the path in G. Furthermore, due to the N P-hardness of the problem many researchers have applied search heuristics to OCST problems. In this context a large variety of representations and heuristic search operators have been developed [30, 4, 3, 28, 27, 33, 25, 9, 41] . Raidl and Julstrom [36] presented a genetic algorithm using the edge-set encoding which represents the current state-of-the-art heuristic for OCST problems.
Analysis of Existing Problem Instances
Test instances for the OCST problem have been proposed in the literature by Palmer [30] , Berry et al. [3] , and Raidl [37] . Palmer [30] described OCST problems with six (palm6), twelve (palm12), 24 (palm24), 47, and 98 nodes. The nodes correspond to cities in the United States and the distances between the nodes are obtained from a tariff database. The inter-node traffic demands are inversely proportional to the distances between the nodes. Berry et al. [3] presented three instances of the OCST problem, one with six nodes (berry6) and two with 35 nodes (berry35 and berry35u). For berry35u, w ij = 1. The cost of the optimal solution for berry6 is 534 and for berry35 is 16,915 [28] . Finally, Raidl [37] proposed several test instances ranging from 10 to 100 nodes. The distances and the traffic demands were generated randomly and are uniformly distributed in [0, 100].
In the following paragraphs, we perform an investigation into specific properties of these test problems. The goal is to gain additional information about the problems as well as their optimal solutions. To identify relevant properties of randomly generated solutions, we randomly generated 10,000 solutions (trees) for each test problem. Raidl and Julstrom [36] showed that it is not as simple as it might seem to choose spanning trees of a graph so that all are equally likely, as techniques based on Prim's or Kruskal's MST algorithms using randomly chosen distance weights, do not associate uniform probabilities with spanning trees. An appropriate method for generating unbiased trees is generating random Prüfer numbers [35, 29] and creating the corresponding tree from the Prüfer number. Prüfer numbers belong to the class of Cayley codes and are a constructive proof of Cayley's theorem [7] . They describe a pair of inverse one-to-one mappings between spanning trees on n nodes and strings of length n − 2 using an alphabet of cardinality n. The Prüfer number string corresponding to a tree is generated by sequentially deleting the tree's leaves and recording the neighbors of these leaves. Different Cayley codes use a different set of rules that determine the order of leaf deletions. A tree can be constructed from a randomly chosen Prüfer number in O(n log n). The use of Prüfer numbers ensures that the probability of generating trees is uniformly distributed. Table 1 lists the properties of randomly created solutions and the properties of the optimal (or best known solution) for the test instances. It shows the mean µ, the normalized mean µ/n, and the standard deviation σ of the distances d mst,rnd between randomly generated trees and MSTs and of the minimum distances min(d star,rnd ) between random trees and the n different stars. In the instance berry35u, all distance weights are uniform (w ij = 1), so all spanning trees are minimal and for each d mst,rnd = 0. For the optimal solutions, we calculated their distance to an MST 
Analysis of Random Problem Instances
We created for each problem size, ranging from eight to 28 nodes, 100 random problem instances.
The real-valued demands r ij are generated randomly and are uniformly distributed in ]0, 100]. For the w ij , there are two possibilities:
• Random distance weights: The real-valued distance weights w ij are generated randomly and are uniformly distributed in ]0, 100].
• Euclidean distance weights: The nodes are randomly placed on a 1,000x1,000 grid. The w ij are the Euclidean distances between the nodes i and j. For each of the 100 problem instances, we generated 10,000 random trees. Table 2 presents the mean µ, the normalized mean µ/n, and the standard deviation σ of d mst,rnd and min(d star,rnd ). As we get the same results using random or Euclidean distance weights, we neglect the distance weights used. Both µ(d mst,rnd ) and µ(min(d star,rnd )), increase approximately linearly with n.
For finding optimal or near-optimal solutions for randomly created problem instances we implemented an evolutionary algorithm (EA). Although EAs are heuristic search methods that can not guarantee that the optimal solution is found, we choose its design in such a way that we can assume that the found solution is optimal or near-optimal. Due to the proposed EA design and due to the N P-hardness of the problem, the effort for finding optimal solutions using an EA is high, and optimal solutions can only be determined for small problem instances (n < 30). Instead of an EA, in theory, other heuristic and non-heuristic optimization approaches like integer programming can also be used for determining optimal solutions. For example, the OCST problem can be represented as an integer linear program and the relaxed linear program can be solved exactly in polynomial time. The cost of the found (fractional) solution is a lower bound on the cost of the optimal tree. However, to get a valid solution the fractional solution must be rounded into an integral feasible solution. There are no methods available that can perform the rounding in polynomial time and the ratio between the cost of the optimal integral solution and the optimal fractional solution is larger than Ω(log n) [38] .
Like other search approaches that are applied to N P-hard problems like the OCST problem, the computational effort of EAs grows exponentially with n. For a fixed n the probability that an EA fails to find an optimal solution is O(exp(−N )) [17] , where N is the EA's population size. As EA performance increases with N , we iteratively apply an EA to the problem and increase N after Table 2 Properties of randomly created solutions for the OCST problem ) that is found during the n iter runs. In a next round, we double the population size and again apply an EA n iter times with a population size of
denotes the best solution with cost w(T best 1 ) that can be found in the second round. We continue the iterations and double the population size
is found in more than 50% of the runs in round i. n(T best i ) denotes the number of runs that find the best solution T best i in round i. Although the computational effort of this approach is high and grows exponentially with n, it allows us to find optimal (or near-optimal) solutions for OCST problems with low n.
For determining the optimal solution we use a classical canonical genetic algorithm (cGA) [16] with crossover and mutation and traditional parameter settings. The problem was encoded using the NetKey encoding [43] . This representation ensures good EA performance (similar to the edgesets from Raidl and Julstrom [36] ) [41] and represents all possible trees uniformly. The cGA uses one-point crossover and tournament selection without replacement. The size of the tournament is three. The crossover probability is set to p cross = 0.7 and the mutation probability (assigning a random value [0, 1] to one allele) is set to p mut = 0.02.
In our experiments, we applied the cGA for each problem size n to the same 100 problem instances as in Table 2 . The purpose is to find optimal or near-optimal solutions using a GA and to examine the properties of the best found solutions T best i . We started with N 0 = 100 and set n iter = 20. The computational effort for the experiments is high. For calculating the optimal or near-optimal solutions of all 100 problem instances for n = 28 using the proposed GA, we spent some 100 hours of computing time on a P4 processor at 2 GHz. Table 3 and 4 present the properties of the best solutions T best i that have been found for the 100 problem instances of each problem size n using the proposed cGA. We distinguish between Euclidean w ij (Table 3 ) and random w ij ( Table 4 . For random w ij , the average distance d mst,opt between optimal solutions and MSTs is lower than for Euclidean w ij . Comparing the properties of the best found solutions to the properties of randomly created solutions (see also Table 3 Properties of optimal solutions for OCST problems with Euclidean distance weights Table 4 Properties of optimal solutions for OCST problems with random distance weights 
We show how µ(d opt,rnd ) and µ(dmst,opt) using random and Euclidean distance weights depend on the problem size n. The error bars indicate the standard deviation. As µ(dmst,opt) < µ(d opt,rnd ), optimal solutions share many edges with the MST. 
Figure 2
We show for 1000 randomly generated instances of 20-node OCST problems the distribution of d opt,rnd and d mst,opt for random and Euclidean w ij . generated instances of 20-node OCST problems. Optimal solutions and MSTs share a larger number of edges than optimal solutions and random solutions.
Designing Heuristic Optimization Methods for OCST Problems
The similarity between optimal solutions for OCST problems and MSTs can be of importance for the design of optimization methods as it is well known that their performance can be increased if problem-specific knowledge is considered. Therefore, we can make use of this observation and design efficient and problem-specific heuristic optimization methods for the OCST problem. Important determinants of heuristic optimization methods are the initial solution (starting point), the problem representation, the search operators, and the evaluation of solutions. Consequently, four promising approaches on how to consider the similarity between optimal solutions and MSTs can be identified:
• Start with solutions that are similar to MSTs.
• Design redundant representations such that solutions similar to MSTs are overrepresented.
• Design search operators that favor trees similar to MSTs.
• Assign a higher fitness value to solutions similar to MSTs. The following paragraphs discuss these four possibilities. The performance of many heuristic optimization approaches, especially local search methods, rely on the starting point of the search. Therefore, as µ(d mst,opt ) is low it is a reasonable approach to start the search with solutions that are an MST or similar to it. We make use of this observation in Section 5 and examine how the performance of different heuristic search methods depend on the starting solution. The experimental results confirm that some heuristic optimization methods need either less fitness evaluations, or find better solutions when starting from an MST than starting from a random tree.
Using an MST as the starting solution has already been used for the design of efficient heuristics for other tree and tree-related problems. For example, for the metric traveling salesman problem (TSP), creating an Eulerian graph from an MST (each edge is taken twice) and producing an Eulerian tour on this graph results in a tour whose cost is at most twice the cost of the optimal tour. The 3/2-approximation algorithm from Christofides [11] follows this concept. It starts with an MST, computes a minimum cost perfect matching on the set of odd-degree vertices, and then generates an Eulerian graph. Also for the Steiner tree problem, using an MST as the starting solution is a promising strategy for heuristics as constructing an MST on the set of required nodes already results in a 2-approximation [10] . Therefore, different heuristics (e.g. the ER heuristic from Borah et al. [6] ) start with an MST. Robins and Zelikovsky [40] presented an efficient polynomialtime approximation scheme for the Steiner tree problem that starts with an MST and results in the best-known performance ratio approaching 1 + ln 3/2 ≈ 1.55. Hwang [20] showed for the rectilinear Steiner tree problem that an MST is a 3/2-approximation. Consequently, a variety of approaches either start with an MST and improve this solution in subsequent steps [18, 8, 21, 40] , or imitate the MST construction of Kruskal and Prim [2, 39] . For more information on heuristics for Steiner tree problems, compare Kahng and Robins [22] and Robins and Zelikovsky [40] . Another example where using an MST as the starting solution results in efficient heuristics is the capacitated MST problem. The objective is to find a minimum cost tree such that some capacity constraints (usually on node weights) are observed. As an MST is already the optimal solution if it is a feasible solution (capacity constraints are met), many simple heuristics consider edge weights and either construct a solution similar to an MST (e.g. the unified algorithm from Kershenbaum and Chou [24] , or the modified Kruskal algorithm from Boorstyn and Frank [5] ), or modify an infeasible MST solution (e.g. the start procedure of Elias and Ferguson [12] ). Examples for heuristic optimization methods for the CMST problem that start with an MST are presented in Kershenbaum et al. [23] , or Gavish et al. [15] . For a survey on heuristics for the CMST problem compare Amberg et al. [1] and Vo [46] . When using search methods or search heuristics, the solutions (trees) must be encoded using a representation. For redundant representations, the number of solutions in the search space exceeds the number of possible trees. Redundant representations are commonly used for heuristics like EAs and increase EA performance if solutions that are similar to optimal solutions are overrepresented [42] . Therefore, overrepresenting solutions that are similar to MSTs can increase the performance of heuristic search approaches for OCST problems. This principle was, for example, used for the link-and-node biased representation proposed by Palmer [30] . This is a redundant representation that overrepresents solutions similar to MSTs [14] . Consequently, when using this representation for OCST problems, EA performance can be increased [44] .
Another possibility to increase search performance is to use search operators that favor MST-like trees. If this principle is applied to search approaches for the OCST problem, search operators do not undirectedly explore the search space, but prefer edges of low weight. This concept was implicitly used by Raidl and Julstrom [36] who proposed the edge-set representation, a direct representation of trees for the degree-constrained MST problem and other tree problems [45] . The search operators are combined with additional heuristics that prefer low-weight edges. As a result, the search operators favor solutions similar to MSTs which results in higher performance in comparison to search approaches that do not consider edge weights [36] .
The final possibility is to modify the fitness evaluation of trees such that solutions that are similar to MSTs get an additional bonus. As a result, heuristic optimization methods would converge faster to MST-like solutions (if the quality of the solutions guides the search), and the performance of the search can be increased. Currently, the author is not aware of any approaches that apply this heuristic to the OCST problem.
Heuristic optimization algorithms that favor MST-like solutions can only be reasonable for problems where optimal solutions are similar to MSTs. This paper presents experimental evidence that OCST problems have this specific property. However, if there is no such problem-specific knowledge (e.g. all distance weights w ij = 1 and all trees are MSTs), it makes no sense to use the proposed techniques. Therefore, methods that can solve OCST problems efficiently are not necessarily appropriate for other tree problems where optimal solutions are not similar to MSTs.
Performance of Heuristic Optimization Methods
We investigate how the performance of different heuristic optimization methods depend on the type of starting solution T s . We show results for a greedy search strategy, a simulated annealing (SA) approach, local search (LS), and genetic algorithms (GA).
The greedy search starts with the initial solution T s and iteratively examines all neighboring trees that are different in one edge and chooses the tree T j with lowest cost w(T j ). The neighborhood of T i consists of all T j that can be created by the change of one edge (d ij = 1). The heuristic stops if the current solution can not be improved any more. The number of different neighbors for a tree depends on the structure of the tree and varies between (n − 1)(n − 2) and 1 6 n(n − 1)(n + 1) − n + 1. In the SA approach, a new, neighboring solution T n replaces the original solution T o if it has lower cost (w(T n ) < w(T o )). Otherwise, T n replaces T o with probability P (U ) = exp(
w(To)−w(Tn) U
). P depends on the temperature U which is reduced during each SA run according to a fixed cooling schedule. In each iteration, U is reduced by 0.995 (U i = 0.995 × U i−1 ). With lowering U , the probability of accepting worse solutions decreases. The initial temperature U 0 is set with respect to the different test problems that should be solved. For each test problem, 1,000 random solutions T i are generated before the SA run and the initial temperature is set to U 0 = 0.1 × σ(w(T i )), where σ(w(T i )) denotes the standard deviation of the cost of the 1,000 randomly generated solutions T i . U 0 is set relatively low as large values of U 0 would result in a high probability of accepting worse solutions at the beginning of an SA run and thus the performance of the search would become independent of T s . Each SA run is stopped after eval m search steps.
In the LS approach, a new, neighboring solution replaces the original solution if it has lower cost. This approach is equivalent to a SA approach with U = 0. As for the other heuristics, LS is stopped after eval m search steps.
Raidl and Julstrom [36] presented two GA variants for solving tree problems that can be applied to OCST problems. Both variants are steady-state GAs with a population pop of size N . In each search step, a new solution T of f is created by recombination and mutation. Mutation is applied after crossover with probability p mut to each edge of T of f and replaces it by a random edge. The resulting offspring T of f is inserted into the population pop if it has lower cost than the worst solution in the population (w(T of f ) < max T ∈pop w(T )). The two variants differ in the used initialization and crossover operators. In the first variant (denoted as GA) the initial population is created randomly and crossover creates a new offspring T of f from two randomly chosen parents T 1 , T 2 ∈ pop such that in a first step all edges (E 1 ∩ E 2 ) of both parents are included in T of f . Then, T of f is completed by randomly inserting edges from (E 1 ∪ E 2 )\(E 1 ∩ E 2 ). Edges that would result in a cycle are discarded. The second variant (denoted as GA-ESH) uses heuristic initialization and crossover operators that favor low-weight edges. As recommended by Raidl and Julstrom [36] , we use the heuristic initialization operator with α = 1.5. With lower parameter α (0 ≤ α ≤ (n − 1)/2), lowweight edges are encoded with higher probability [45] . The proposed heuristic crossover operator transfers all edges (E 1 ∩ E 2 ) that exist in both parents T 1 and T 2 to T of f . Then, the remaining edges are chosen randomly from (E 1 ∪ E 2 )\(E 1 ∩ E 2 ) using a tournament with replacement of size two. This means, the distance weights of two edges are compared and the edge with the lower weight is inserted into T of f (if no cycle is created). GA-ESH represents the current state-of-the art approach for solving the OCST problem. For the experiments, we use a population size N = 50, a mutation probability of p mut = 1/n, and stop the GA after eval m tree evaluations.
Peleg and Reshef [32] and Reshef [38] presented an O(log n) approximation for OCST problems with Euclidean distance weights and an O(log 3 n) approximation for arbitrary (non-Euclidean) distance weights. They developed a recursive construction algorithm which uses a partitioning algorithm that clusters the nodes in different partitions. The proposed algorithms are the best approximation algorithms that are currently available for OCST problems.
In the experimental study we compare the performance of different heuristic optimization methods for three different starting solutions T s : either the solution generated by the approximation algorithm from Peleg and Reshef [32] (denoted as PeRe), or a random tree (denoted as rnd), or an MST. Table 5 presents the results for the test instances from the literature (compare Section 2.2). It shows for different starting solutions T s the cost w(T ) of 1,000 randomly generated solutions of type T s (denoted as random), the performance (average cost of best found solution and average number of evaluations) of a greedy search starting with T s , the maximum number eval m of evaluations for SA, LS, GA, and GA-ESH, and the average cost of the best found solution for SA, LS, We compare the performance of different heuristic optimization methods using different starting solutions Ts for test instances from the literature. For greedy search, on average the cost of the best found solution is similar, however, the number of evaluations are lowest when starting from an MST. For SA, LS, and GA, starting from an MST on average results in better solutions than starting from a random tree.
GA, and GA-ESH. For the population-based GA, one randomly chosen individual in the initial population of size N is set to T s . Therefore, this randomly chosen solution is either an MST, a randomly chosen tree, or the result of the PeRe-approximation. All other solutions in the initial population are random trees. 50 independent runs are performed for each problem instance and the gap (w(T Table 1 ) is shown in brackets. For all problem instances the average cost of randomly created solutions and PeRe is greater than the cost of an MST. For the greedy heuristic there are no great differences between the cost of the best found solution for different T s . However, there are large differences in the average number eval of trees that are evaluated during a run of the greedy search. Starting from a randomly generated tree always results in the highest eval; starting from an MST always results (except for palmer24) in the lowest eval. On average, eval for starting from PeRe is between the results for starting from an MST and starting from a random tree. For SA, LS, and GA, starting with an MST always results (except for palmer24 and raidl10) in better solutions than starting from a random tree, and often in better solutions than starting from PeRe. Using SA or LS and starting from an MST always results (except palmer6 and berry35) in the same (berry6) or better performance than GA-ESH. Summarizing the results, the cost of an MST is on average lower than the cost of the PeRe-approximation (up to a factor of 6 for raidl100) and the cost of a random tree (up to a factor of 35 for raidl100). The different heuristic optimization methods find better solutions (up to a factor of 4 for raidl75) when starting the search from an MST in comparison to starting from a random tree. We compare the performance of different heuristic optimization methods using different starting solutions Ts for randomly created OCST test instances with Euclidean distance weights. When starting from an MST, greedy search needs either less evaluations (n < 100) or finds better solutions (n ≥ 100) than starting from a random solution. SA, LS, and GA starting from an MST find better solutions than starting from a random tree or from PeRe. Tables 6 and 7 extend the analysis and show results for randomly generated OCST problem instances with 10, 25, 50, 100, and 150 nodes. As before, we compare the average cost of an MST, 1,000 randomly generated trees, and the PeRe-approximation (denoted as random). Furthermore, we present results (average cost of best found solution and average number of evaluations) for a greedy search using different types of T s and for SA, LS, GA, and GA-ESH the average cost of the best solution found after eval m evaluations (compare Table 8 ). The values in brackets show the gap (in %) between the average cost of the best found solution and the overall best found solution. For each size and type, we generated 100 random problem instances (for n ≥ 100 we only generated 50 problem instances) and performed 20 runs of the different heuristics for different T s . Due to computational restrictions we limited the number of search steps of the greedy search to 1,000,000.
For the results in Table 6 we generated random problem instances with Euclidean distance weights. The nodes are placed randomly on a two-dimensional grid of size 10x10. For the results in Table 7 the distance weights are randomly generated and uniformly distributed in ]0,10]. For both tables, the demands r ij are randomly generated and either uniformly distributed in ]0,10] or Zipf distributed with z = 1 and N = 10. The Zipf distribution [47] is a power law probability distribution and describes natural phenomenas like Internet traffic, population distribution, or We compare the performance of different heuristic optimization methods using different starting solutions T s for randomly created OCST test instances with distance weights uniformly distributed in ]0, 10]. When starting from an MST, greedy search either needs less evaluations (n < 100) or finds better solutions (n ≥ 100) than starting from a random solution or from PeRe. SA, LS, and GA starting from an MST find better solutions than starting from a random tree or from PeRe. n 10 25 50 100 150 evalm 500 2,500 10,000 40,000 80,000 Table 8 Maximum number of search steps for different problem sizes word usage [26, 34] . A discrete Zipf distribution is defined by P z (x), which denotes the probability of x ∈ {1, 2, . . . , N }:
The results for the randomly created OCST problem instances are similar to the results for the problem instances from the literature. The average cost of an MST is always lower than the average cost of random solutions (significant using a t-test with an error level of 0.01). Because for Euclidean distance weights (Table 6 ) the PeRe approximation is more tight and because optimal solutions have a larger average distance µ(d mst,opt ) towards an MST (compare Figure 1) , the PeRe approximation results in better solutions and the results are similar to an MST. When using random distance weights (Table 7) , the average cost of an MST is always lower than the average cost of the PeRe approximation (also significant using a t-test with an error level of 0.01). For Euclidean distance weights (Table 6 ), greedy search starting from an MST either finds good solutions faster (n < 100), or finds better solutions (n ≥ 100) than starting from a random tree. With increasing n, greedy search starting from PeRe performs similar to when starting from an MST. For SA, LS, and GA, starting from an MST always finds better solutions than starting from a random solution or from PeRe. Furthermore, starting from an MST results in better results than GA-ESH (except n = 10).
For uniformly distributed distance weights (Table 7) starting from an MST always results in better performance than starting from a random tree or PeRe (significant using a t-test with an error level of 0.01, except SA with n = 10). Furthermore, using SA, LS, or GA and starting with an MST results in better performance than GA-ESH (except n = 10).
Conclusions
By analyzing the properties of optimal solutions, we have experimentally found for test instances from the literature, and random OCST problems with either uniform or Euclidean distance weights, that the distances between optimal solutions and MSTs are on average lower than the distances between optimal solutions and randomly created trees. Furthermore, optimal solutions for problems with random distance weights are more similar to MSTs than optimal solutions for problems with Euclidean distance weights. Consequently, the performance of several heuristic optimization methods can be increased if solutions similar to MSTs are preferred. Doing this, either the initial solution, the problem representation, the search operators, or the evaluation of solutions can be modified such that solutions similar to MSTs are favored. Results presented for a simple greedy heuristic using different starting solutions show that starting from MSTs results in a lower number of search steps in comparison to starting from random trees or starting from solutions generated by an approximation algorithm. Starting a local search, a simulated annealing approach, and a genetic algorithm from MSTs also increases solution quality in comparison to starting either from a random solution or from a solution generated by an approximation algorithm. Starting from an MST also finds better solutions than existing state-of-the-art heuristics.
