Uniqueness and stability of traveling waves to the time-like extremal
  hypersurface in Minkowski space by Liu, Jianli & Zhou, Yi
ar
X
iv
:1
90
3.
04
12
9v
1 
 [m
ath
.A
P]
  1
1 M
ar 
20
19
Uniqueness and stability of traveling waves to the time-like extremal
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Abstract
There is a few results about the global stability of nontrivial solutions to quasilinear wave equations. In this paper
we are concerned with the uniqueness and stability of traveling waves to the time-like extremal hypersurface in
Minkowski space. Firstly, we can get the existence and uniqueness of traveling wave solutions to the time-like
extremal hypersurface in R1+(n+1), which can be considered as the generalized Bernstein theorem in Minkowski space.
Furthermore, we also get the stability of traveling wave solutions with speed of light to time-like extremal hypersurface
in 1 + (2 + 1) dimensional Minkowski space.
Keywords: Quasilinear wave equations; Time-like extremal surface; Stability; Traveling wave solutions.
1. Introduction and main results
The extremal surface in Minkowski space is the C2 surface with vanishing mean curvature. The time-like extremal
surface is an interesting model which may be viewed as simple but nontrivial examples of membrane in field theory.
The equation to time-like extremal hypersurface in 1 + (n + 1) dimensional Minkowski space are as follows

vt√
1 + |∇v|2 − v2t

t
− ∇ ·

∇v√
1 + |∇v|2 − v2t
 = 0. (1.1)
where ∆
.
= 1 + |∇v|2 − v2t > 0, v(t, x) is the scalar function, t is the time variable and x = (x1, · · · , xn) is the space
variable.
In this paper, we will give the uniqueness and stability of the traveling wave solution to the time-like extremal
hypersurface in Minkowski space. There are two main parts. Firstly, we will give the existence and uniqueness of
traveling wave solution to time-like extremal surface in Minkowski space, which is correspondent to the famous Bern-
stein theorem of minimal surface in Rn. The classical Bernstein Theorem is solved by Bernstein in three dimensional
Riemanian manifold [6]. It was proved in dimensions up to 8 by [33], [18],[12], [3], [38], [7]. For the space-like
maximal surface in a n-dimensional Lorentzian manifold, there is the similar Calabi-Bernstein theorem, which was
first proved by Calabi in [9], and extended to the general n-dimensional case by Cheng and Yau [10]. We can also
refer to [23], [34], [15–17], [36], [4]. Now we will consider the Bernstein type theorem of the system (1.1) and find
out the representation of traveling wave solution. We assume that there exists a traveling wave solution of the form
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f (x − ~ct), where f is scalar funtion. Without loss of generality, let the generalized velocity is ~c = (0, · · · , 0, c), c , 0.
Then, ∆ = 1 +
n−1∑
i=1
|∂i f |2 + (1 − c2)|∂n f |2. Therefore, system (1.1) can be rewritten as
c2∂n
(
∂n f√
∆
)
− ∂1
(
∂1 f√
∆
)
− · · · − ∂n−1
(
∂n−1 f√
∆
)
− ∂n
(
∂n f√
∆
)
= 0. (1.2)
Thus
∂1
(
∂1 f√
∆
)
+ · · · + ∂n−1
(
∂n−1 f√
∆
)
+ (1 − c2)∂n(
∂n f√
∆
) = 0. (1.3)
When |c| < 1, let x′n = 1√1−c2 (xn − ct), the above system (1.3) can be rewritten as
∂1
(
∂1 f√
∆
)
+ · · · + ∂n
(
∂n−1 f√
∆
)
+ ∂˜n(
∂˜n f√
∆
) = 0. (1.4)
where ∂˜n = ∂x′n . Then, system (1.4) can be considered as the equation to minimal surface in R
n. By Bernstein theorem
of minimal surface in Euclidean space, f (x − −→c t) is the linear function of x1, · · · , (xn − ct) for n ≤ 8. Then, we can
get the affine solutions of time like extremal surface
f = a1x1 + · · · + anx′n + b = a1x1 + · · · +
1√
1 − c2
(xn − ct) + b.
For the stability of this kind of flat plane solution for time-like extremal surface in Minkowski space, Allen et al. gave
the positive answer about its stability in [1].
When c = 1, we can get ∆ = 1 +
n−1∑
i=1
|∂i f |2. Therefore, the system (1.3) can be rewritten as
∂1(
∂1 f√
∆
) + · · · + ∂n−1(
∂n−1 f√
∆
) = 0. (1.5)
Then, the equation (1.5) can be considered as the minimal surface equation in Rn−1, which is independent of the n-th
variable. Using Bernstein theorem in Euclidean space, we can get
f (x1, · · · , xn ± t) = (a1x1 + a2x2 + · · · + an−1xn−1 + b)F(xn ± t). (1.6)
We can easily check the following form
f (x1, · · · , xn ± t) = a1x1F1(xn ± t) + a2x2F2(xn ± t) + · · · + an−1xn−1Fn−1(xn ± t) + bFn(xn ± t) (1.7)
is also the exact solution of time-like extremal surface equation, where Fi (i = 1, · · · , n) are C2 functions.
Remark 1. In Minkowski space R1+(1+n), the authors [24] gave the coefficient and necessary condition of the global
classical solution to time-like extremal surface in one dimensional space. Liu and Zhou gave the asymptotic behavior
to global classical solutions, which tends to the combinations of traveling wave solutions [26] and got the exact
solutions of the traveling wave solutions with the form φ(x ± t). The authors also got the stability of traveling wave
solution to Cauchy problem to the equation of timelike extremal surface in Minksowski space R1+(1+n) [30]. The
global existence of the initial boundary value problem of timelike extremal surface equation was studied in [28] and
[29].
Remark 2. In this case, we get the exact solutions with the form as (1.6) or (1.7) for n ≤ 9 for time-like extremal
hypersurface in Minkowski space. It is different to the Bernstein theorem of minimal surface. In the second part in
this paper, we will also consider the global stability of traveling wave solution having the special form with the speed
of light.
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When c > 1, ∆ = 1 +
n−1∑
i=1
|∂i f |2 − (c2 − 1)|∂n f |2. Therefore,
∂n
(
∂n f√
∆
)
− 1
c2 − 1∂1
(
∂1 f√
∆
)
− 1
c2 − 1∂2
(
∂2 f√
∆
)
− · · · − 1
(c2 − 1)∂n−1
(
∂n−1 f√
∆
)
= 0.
Using the variable transformation x′n =
1√
c2−1 (xn − ct), we have
∂˜n
(
∂˜n f√
∆′
)
− ∂1
(
∂1 f√
∆′
)
− ∂2
(
∂2 f√
∆′
)
− · · · − ∂n−1
(
∂n−1 f√
∆′
)
= 0. (1.8)
where ∂˜n = ∂x′n ,∆
′
= 1 +
n−1∑
i=1
|∂xi f |2 − |∂x′n f |2. Then, we find that the system (1.8) is the equation of time-like extremal
hypersurface in Minkowski space R1,n−1.
Remark 3. The above results can be considered as the generalized Bernstein theorem of the time-like extremal surface
in Minkowski space.
The equation (1.1) can be considered as the n-dimensional quasilinear wave equation. Most of the global results
to nonlinear wave equations are concerned with Cauchy problem with small initial data, especially in high space
dimensional case. Recently, one kind of large solution called ”short pulse solution” are considered in [11], [21].
For semilinear wave equations satisfying the null condition, global solution with large inital data is considered in
[40], [41], [32], [42]. Wang and Wei gave the global existence of short pulse solution to relativistic membrane
equations [43]. For the stability of time-like extremal surface in Minkowski space, Brendle obtained the stability of
a flat hyperplane for n ≥ 3 in [8]. Krieger and Lindblad [22] studied the radial perturbations of the static catenoid
solution to hyperbolic vanishing mean curvature flow which are supported far away from the ‘collar’ of the catenoid.
Donninger, Krieger, Szeftel and Wong [13] showed that the linear instability of catenoid is the only obstruction to the
global nonlinear stability. In the following, we will consider the stability of traveling wave solutions with the speed of
light for the time-like extremal hypersurface in 1 + (2 + 1) dimensional Minkowski space. The equation to time-like
extremal hypersurface in R1+(2+1) is as follows
(
vt√
1 − Q0(v, v)
)t −
2∑
i=1
(
vxi√
1 − Q0(v, v)
)xi = 0 (1.9)
where Q0(φ, ψ)
.
= φtψt − φx1ψx1 − φx2ψx2 is the null form (see [20], [2]). Barbashov, Nesterenko and Chervyakov
studied the nonlinear differential equations and obtained explicitly their general solutions to relativistic string in one
dimensional case [5]. Milnor described all entire time-like minimal surfaces in the three-Minkowski space via a
kind of Weierstrass representation [31]. Recently, for the vanishing mean curvature equation, the existence of global
smooth solutions for small initial data has been addressed successfully by Lindblad [25]. Allen, Andersson and
Isenberg [1] proved the small data global existence for timelike extremal submanifold with codimension larger than
one. Here, we first consider the stability of a class of traveling wave solution with the velocity 1. We denote v(t, x) as
a small perturbation of the traveling wave solution with the speed of light. By rotational symmetry, we assume that
the traveling wave is of the form (ax2 + b)F(x1 + t). Let
v(t, x) = (ax2 + b)F(x1 + t) + u(t, x) (1.10)
where x = (x1, x2). Then, we can get
(
ut + (ax2 + b)Ft√
1 − Q0(u, u) − 2[(ax2 + b)F′(ut − ux1) − aux2F]
)t −
2∑
i=1
(
uxi + (ax2 + b)Fxi√
1 − Q0(u, u) − 2[(ax2 + b)F′(ut − ux1) − aux2F]
)xi = 0.
(1.11)
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We recast the system (1.11) as follows
u = −1
2
Q0(u + (ax2 + b)F, Q0(u, u) + 2[(ax2 + b)F
′(ut − ux1) − aux2F])
1 − Q0(u, u) − 2[(ax2 + b)F′(ut − ux1) − aux2F]
=
1
2
(1 − H˜)Q0(u + (ax2 + b)F, Q0(u, u) + 2[(ax2 + b)F′(ut − ux1) − aux2F]) (1.12)
where = ∂tt − ∂x1x1 − ∂x2x2 and H˜ = 11−Q0(u,u)−2[(ax2+b)F′(ut−ux1 )−aux2 F] + 1.
Then, because of the traveling wave solutions, there is one more linear term in above system than the original
system. We can also rewrite the system as
u − Q0((ax2 + b)F, 2[(ax2 + b)F′(ut − ux1) − aux2F])
=
1
2
(1 − H˜){Q0(u, Q0(u, u) + 2[(ax2 + b)F′(ut − ux1) − aux2F]) + Q0((ax2 + b)F, Q0(u, u))}
−1
2
H˜Q0((ax2 + b)F, 2[(ax2 + b)F
′(ut − ux1) − aux2F])
It is easily get the above system is also hyperbolic.
Under the assumptions
H˜1) |(ξ
d
dξ
)k2(
d
dξ
)k1F(ξ)| ≤ Ck1,k2(2 + ξ)−1
where k1 ≥ 0, k2 ≥ 0, k1 + k2 ≤ s (s ≥ 13) and ξ = t + x1, we shall consider the following Cauchy problem
t = 0 : u = f (x), ut = g(x), x ∈ R2 (1.13)
with
Supp { f , g} ⊂ {x| |x| ≤ 1} and ‖ f ‖H s+1 + ‖g‖H s < ε, s ≥ 13.
By the finite propagation speed of waves, we can obtain
Supp u(t, ·) ⊂ {x| |x| ≤ t + 1}. (1.14)
Then, we can get the following result
Theorem 1.1. Under the assumption H˜1), there exists the global classical solutions to Cauchy problem (1.11) (1.13),
provided that ε is sufficiently small.
Remark 4. The above main result establishes some kind of stability of the traveling wave solution F(x1 + t) for the
equation of time-like extremal hypersurface in Minkowski space. For the global solution u, uη and ux2 are decaying in
ξ with exponent −1/4 and uξ are increasing in ξ with the rate (2 + ξ)δ. The parameter δ is the arbitrary small positive
constant.
Remark 5. Using the above main result, we can also get the interesting result above the stability of certain kind
of traveling wave solution with the speed larger than 1. For n = 2, system (1.8) can be considered as the time-
like extremal hypersurface in Minkoski space R1+(1+1). Using the result in [28], there is an exact traveling solutions
Φ(x1 ± x′2), The exact traveling wave solution of time-like extremal hypersurface in Minkowski space R1+(2+1) is
Φ(x1± 1√
c2−1 (x2−ct)), where the speed of travelingwave c is large than the speed of light. Using Lorentz transformation
x˜1 =
√
c2 − 1
c
x1 +
1
c
x2, x˜2 =
1
c
x1 −
√
c2 − 1
c
x2
we can get the traveling wave solution Φ(
√
c2
c2−1 (x˜1 − t)) = Φ˜(x˜1 − t). By the above main result of Theorem 1.1, we
can get the stability of this kind of traveling wave solution.
4
Remark 6. The above result establishes the global existence of classical solutions for a class of large initial data of
quasilinear wave equations.
By the local existence result of nonlinear wave equations with small initial data, we can get the classical solutions
in the time interval [−2, 0]. For getting the global existence result for nonlinear wave equations, the now classical
method is to use Lorentz invariance and introduce the Klainerman’s vector fields. we will introduce operator Z which
are infinitesimal generators of the Lorentz group as follows
Z = {∂t, ∂x1 , ∂x2 , L0, L1, L2,Ω} (1.15)
where
L0 = t∂t + x1∂x1 + x2∂x2 , L1 = x1∂t + t∂x1 , L2 = x2∂t + t∂x2 ,Ω = x1∂x2 − x2∂x1 . (1.16)
However, Z operators does not communicate with multiplication of F′(x1 + t) . Then we introduce the Γ operator
Γ = {Γ1, Γ2, Γ3, Γ4, Γ5, Γ6} (1.17)
where 
Γ1 = ∂t + ∂x1 , Γ2 = ∂t − ∂x1 , Γ3 = ∂x2 , Γ4 = (t − x1)(∂t − ∂x1) + x2∂x2 = L0 − L1,
Γ5 = (t + x1)(∂t + ∂x1) + x2∂x2 = L0 + L1, Γ6 = (t + x1)∂x2 + x2(∂t − ∂x1) = L2 + Ω.
(1.18)
These operators will communicate with the linearized equation for u. Compared to the Z operators, the Γ operator
has just one operator less. However, this is the crucial point to prove our main result. Although, we can also get the
decay in the global Klainerman Sobolev inequality in Klein-Gorden equations without the commutator L0 and wave
equations with multiple speed without the commutator Li by the Klainerman-Sideris inequality. Here we can not get
any decay of the classical solutions in t direction with only Γ operators. Because the effect of traveling wave solution,
we will consider the system in Goursat coordinates. Fortunately, using the Goursat coordinates, we can get the decay
in ξ direction, which is also more weak (only of exponent −1/4) than the usual Cauchy problem (which is −1/2 in t
direction). It is another main difficulty in our problem. Therefore, in the following we can recast our problem to study
the generalized Goursat problem. Let ξ = t + x1, η = t − x1, we consider the Goursat problem with the data as follows
ξ = −1 : v = h1(η, x2); η = −1 : v = h2(ξ, x2)
and satisfy the compatibility condition of order s + 1 at the line (ξ, η) = (−1,−1). Moreover, by the local existence
theorem of quasilinear wave equation, we have
‖h1‖H s+1 ≤ C0ε, ‖h2‖H s+1 ≤ C0ε
where C0 is a positive constant independent of ε. Moreover,
Supp h1 ⊂ {−1 ≤ η ≤ 0,−1 ≤ x2 ≤ 1}
Supp h2 ⊂ {−1 ≤ ξ ≤ 0,−1 ≤ x2 ≤ 1}
Noting (1.14), we can get
Supp v ⊂ {(ξ, η, x2)| |x2| ≤
√
(2 + ξ)(2 + η)}. (1.19)
Therefore, we will consider the generalized Goursat problem in coordinates (ξ, η, x2) instead of the original system.
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2. Preliminaries
For getting the stability result of the traveling wave solutions, we will give the key estimates in this section, which
plays an important role in proving our main result. Noting (1.18), in coordinates (ξ, η), we have

Γ1 = 2∂ξ, Γ2 = 2∂η, Γ3 = ∂x2 ,
Γ4 = 2η∂η + x2∂x2 , Γ5 = 2ξ∂ξ + x2∂x2 , Γ6 = ξ∂x2 + 2x2∂η.
(2.1)
Firstly, the elementary facts about Γ operators are as follows
Lemma 2.1. ([27])Noting the relations of Z and Γ, we can easily get
Γ
kQ0(φ, ψ) =
∑
0≤k1+k2≤k
Ak1,k2Q0(Γ
k1φ, Γk2ψ), (2.2)
Γkv = Γkv +
∑
k′<k
A
(1)
k′,kΓ
k′v. (2.3)
Through a simple computation, we can also get
 = 4∂ξη − ∂x2x2 , Q0(φ, ψ) = 2(φξψη + φηψξ) − φx2ψx2 (2.4)
In the following, we will consider the estimates of the commutators in coordinates (ξ, η, x2).
Lemma 2.2. In Goursat coordinates, for the null form Q0, there hold
|Q0(φ, ψ)| . (2 + ξ)−1(|Γφ||∇ψ| + |∇φ||Γψ|), (2.5)
|Q0(φ, ψ)| . (2 + η)−1[|Γφ|(|ψξ| + |ψx2 |) + (|φξ | + |φx2 |)|Γψ|), (2.6)
where ∇ = {∂η, ∂x2}.
Proof. Noting the null form of (2.4), we have
(2 + ξ)Q0(φ, ψ) = 2Q0(φ, ψ) + ξ[2(φξψη + φηψξ) − φx2ψx2]
= 2Q0(φ, ψ) + Γ5φψη + Γ5ψφη −
1
2
Γ6ψφx2 −
1
2
Γ6φψx2
Then, we can get the estimate of (2.5). By the similar way, we can easily obtain the estimate (2.6).
Lemma 2.3. Let φ having the compact support as (1.19), we have
| φ(ξ, ·)√
(3 + ξ)(3 + η) − |x2|
|L2(D) . |φx2(ξ, ·)|L2(D), (2.7)
|φ(ξ, η, x2)|√
(3 + ξ)(3 + η) − |x2|
. sup
x2
|φx2(ξ, ·)|. (2.8)
where, the domain D = {(η, x2)| − 1 ≤ η < +∞, −∞ < x2 < +∞}.
Proof. We first prove the estimate (2.7). It is only necessary to prove
| f (x2)
a − |x2|
|L2(R) ≤ 2| fx2 |L2(R), (2.9)
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provided that Supp f ⊂ {x2 | |x2| < a}. In fact, we can get the desired estimate by takeing a =
√
(3 + ξ)(3 + η), f = φ
and taking L2-norm on the both side of (2.9) for η.
| f (x2)
a − |x2|
|2
L2
=
∫ a−ε
−(a−ε)
| f (x2)|2
(a − |x2|)2
dx2
=
∫ 0
−(a−ε)
| f (x2)|2
(a + x2)2
dx2 +
∫ a−ε
0
| f (x2)|2
(a − x2)2
dx2
= −2 f
2(0)
a
+ 2
∫ 0
−(a−ε)
f f ′
a + x2
dx2 − 2
∫ a−ε
0
f f ′
a − x2
dx2
≤ 2| f (x2)
a − |x2|
|L2 | fx2 |L2 .
In a similar way, to prove (2.8), we only need to get
| f (x2)|
a − |x2|
≤ sup
x2
| fx2 |. (2.10)
Without loss of generality, we may assume x2 > 0 and f (a) = 0, then
| f (x2)| = | −
∫ a
x2
fydy| ≤ sup
x2
| fx2 |(a − x2).
2.1. Sobolev inequality
For proving our main result, in this subsection we will give Sobolev inequalities as follows
Proposition 1. Let φ having the compact support as (1.19), we have
|φ(ξ, η, x2)| . (2 + η)−
1
4 (2 + ξ)−
1
4
∑
0≤|k1|,|k2|≤1
|Γk1∇k2φ(ξ, ·)|L2(D) (2.11)
where ∇ = {∂η, ∂x2}.
Proof. We first consider the case |x2| ≤
√
(2+ξ)(2+η)
4
. Then, we have
|φ(ξ, η, ·)|L∞(|x2 |≤λ)
≤ C|φ(ξ, η, ·)|
1
2
L2(|x2|≤ λ)(|∂x2φ(ξ, η, ·)|
1
2
L2(|x2 |≤λ) +
1
λ
1
2
|φ(ξ, η, ·)|
1
2
L2(|x2 |≤λ)). (2.12)
When λ = 1, the above inequality follows fromNirenberg’s inequality. Then the general case follows from the scaling.
In our case, we take
λ =
√
(2 + ξ)(2 + η)
4
.
Noting the definition of Γ, we can get
(2 + η)(Γ6φ + 2φx2) − x2(Γ4φ + 4φη) = [(2 + ξ)(2 + η) − x22]φx2
Then,
|φx2 | ≤ [(2 + η)−
1
2 (2 + ξ)−
1
2 + (2 + ξ)−1]|Γφ|. (2.13)
Therefore,
|φ(ξ, η, ·)|
L∞(|x2 |≤
√
(2+ξ)(2+η)
4
)
. [(2 + η)−
1
4 (2 + ξ)−
1
4 + (2 + ξ)−
1
2 ]
∑
|k|≤1
|Γkφ(ξ, η, ·)|L2(R) (2.14)
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When ξ ≥ η, we apply one dimensional Sobolev inequality for the η variable to get
|φ(ξ, η, x2)| . (2 + η)−
1
4 (2 + ξ)−
1
4
∑
0≤|k1|,|k2|≤1
|Γk1∇k2φ(ξ, ·)|L2(D) for |x2| ≤
√
(2 + ξ)(2 + η)
4
. (2.15)
When ξ ≤ η, we have
[(2 + ξ)(2 + η) − x22]∂η =
1
2
[(2 + ξ)(Γ4 + 4∂η) − x2(Γ6 + 2∂x2)].
Therefore
|φη| . (2 + η)−
1
2 (2 + ξ)−
1
2 |Γφ|.
Noting that
φ(ξ, η, x2)
2
= −
∫ ∞
η
∂ηφ
2dη,
then apply one dimensional Sobolev inequality for the x2 variable, we can get
|φ(ξ, η, x2)| . (2 + η)−
1
4 (2 + ξ)−
1
4
∑
0≤|k1|,|k2|≤1
|Γk1∇k2φ(ξ, ·)|L2(D) for |x2| ≤
√
(2 + ξ)(2 + η)
4
. (2.16)
On the other hand, for the case of |x2| ≥
√
(2+ξ)(2+η)
4
, we introduce the polar coordinates√
2 + η = r cos θ, x2 = r sin θ.
Then, we can get
r∂r = 2(2 + η)∂η + x2∂x2 = 4∂η + Γ4, ∂θ =
√
2 + η∂x2 − x2∂√2+η =
√
2 + η(∂x2 − x2∂η) (2.17)
2
√
2 + ηrdrdθ = dηdx2 (2.18)
By Nirenberg’s inequality,
sup
θ∈S1
|φ(ξ, r, θ)|2 ≤ |φ(ξ, r, ·)|L2(θ∈S1)(|∂θφ(ξ, r, ·)|L2(θ∈S1) + |φ(ξ, r, ·)|L2(θ∈S1))
= −
∫ ∞
r
∂r{|φ(ξ, r, ·)|L2(θ∈S1)(|∂θφ(ξ, r, ·)|L2(θ∈S1) + |φ(ξ, r, ·)|L2(θ∈S1))}
Noting,
−∂r |φ(ξ, r, ·)|L2(θ∈S1) = −
1
2|φ(ξ, r, ·)|L2(θ∈S1)
∫
θ∈S1
φφrdθ ≤ |φr(ξ, r, ·)|L2(θ∈S1)
Similarly, we can get
−∂r|φθ(ξ, r, ·)|L2(θ∈S1) ≤ |φθr(ξ, r, ·)|L2(θ∈S1)
Then,
sup
θ∈S1
|φ(ξ, r, θ)|2 . 1√
(2 + ξ)(2 + η)
∫ ∞
r
r{|φr(ξ, r, ·)|L2(θ∈S1)(|∂θφ(ξ, r, ·)|L2(θ∈S1) + |φ(ξ, r, ·)|L2(θ∈S1))
+ |φ(ξ, r, ·)|L2(θ∈S1)(|φrθ(ξ, r, ·)|L2(θ∈S1) + |φr(ξ, r, ·)|L2(θ∈S1))}dr (2.19)
Noting (2.17)(2.18), it is not difficulty to get
|φ(ξ, η, x2)| . (2 + ξ)−
1
4 (2 + η)−
1
4
∑
0≤|k1|,|k2|≤1
|Γk1∂k2φ(ξ, ·)|L2(D) for |x2| ≥
√
(2 + ξ)(2 + η)
4
. (2.20)
Therefore, the estimate (2.11) follows from (2.16) and (2.19).
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Proposition 2. Let φ has the compact support as (1.19), we can obtain
|φη(ξ, η, x2)| . (2 + η)−
3
4 (2 + ξ)
1
4
∑
0≤|k1|+|k2|≤2
|Γk1∇k2φx2(ξ, ·)|L2(D) (2.21)
|φξ(ξ, η, x2)| . (2 + η)
1
4 (2 + ξ)−
3
4
∑
0≤|k1 |+|k2|≤2
|Γk1∇k2φx2(ξ, ·)|L2(D) (2.22)
Proof.
2(2 + η)φη = (4∂η + Γ4 − x2∂x2)φ
By Proposition 1,
|x2∂x2φ| ≤ (2 + η)
1
2 (2 + ξ)
1
2 |∂x2φ|
≤ (2 + η) 14 (2 + ξ) 14
∑
0≤|k1|,|k2|≤1
|Γk1∇k2φx2 |L2(D)
By Lemma 2.3 and Proposition 1, we get
(4∂η + Γ4)φ = (2 + η)
1
2 (2 + ξ)
1
2 sup
x2
∣∣∣∣∣∣
(4∂η + Γ4)φ
(2 + η)
1
2 (2 + ξ)
1
2 − |x2|
∣∣∣∣∣∣
≤ (2 + η) 12 (2 + ξ) 12 sup
x2
∣∣∣(4∂η + Γ4)φx2 ∣∣∣
≤ (2 + η) 14 (2 + ξ) 14
∑
0≤|k1|+|k2|≤2
|Γk1∇k2φx2 |L2(D)
Combining the above estimates, we can get the proof of the estimate (2.21). Using the similar procedures, we can get
the estimate (2.22).
Corollary 1. Combining Proposition 1 and Proposition 2, we can get
|φη(ξ, η, x2)| . (2 + η)−
1
2
∑
0≤|k1|+|k2+1|≤2
|Γk1∇k2φ(ξ, ·)|L2(D) (2.23)
3. Stability of the traveling wave solution with the form F(x1 + t) in R
1+(2+1)
In the following we will prove the stability of the traveling wave solution with the form F(x1 + t), i.e. we take
a = 0, b = 1 in (1.10). Then we can get the perturbed system of timelike extremal hypersurface in Minkowski space
R
1+(2+1) as follows
(
ut + F
′√
1 − Q0(u, u) − 2F′(ut − ux1)
)t−(
ux1 + F
′√
1 − Q0(u, u) − 2F′(ut − ux1)
)x1−(
ux2√
1 − Q0(u, u) − 2F′(ut − ux1)
)x2 = 0. (3.1)
We rewrite the system (3.1) as the following form
u = −Q0(u + F, Q0(u, u) + 2F
′(ut − ux1))
2(1 − Q0(u, u) − 2F′(ut − ux1))
. (3.2)
Under the weaker assumption than (H˜1)
H1) |(ξ
d
dξ
)k2(
d
dξ
)k1F′(ξ)| ≤ Ck1,k2(2 + ξ)−1
we will prove the stability of traveling wave solution F(x1+ t) to system (3.1). The proof of the general traveling wave
solution (1.10) is similar to that of above theorem. In the end of this paper, we will point out the key difference in the
proof.
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We can rewrite system (3.2) in coordinates (ξ, η, x2) as following
u − 4F′2uηη = 4∂ξηu − ∂x2x2u − 4F′2uηη (3.3)
=
1
2
(1 − H)[Q0(u, Q0(u, u)) + 4F′Q0(u, uη) + 6uξF′uηη + 8F′′u2η] − 4F′2uηηH
where H(ς) = 1 + 1
1−ς . Taking the operator Γ
k to the above equation and denoting uk = Γ
ku, we have
uk − 4Γk(F′2uηη) = 4∂ξηuk − ∂x2x2uk − 4Γk(F′2uηη) (3.4)
=
1
2
(1 − H)[Q0(u, 2Q0(u, uk)) + 6F′Q0(u, ukη) + Jk] − 4
∑
k1+k2=k,k2≥1
Γ
k1(F′2ukηη)Γk2H
with
Jk =
∑
k1+k2+k3+k4=k,k3<k,k4<k
Γ
k1(1 − H)Q0(Γk2u, Q0(Γk3u, Γk4u)) + · · · + 4Γk(F′′u2η).
For proving main result, we will give the energy estimates. Define the higher order energy
Es =
∑
|k|≤s
( ∫∫∫ u2
kη
(2 + ξ)1+
1
10 (2 + η)
1
10
dξdηdx2 +
∫∫∫ u2
kξ
(2 + η)1+
1
10 (2 + ξ)
1
10
dξdηdx2
+
∫∫∫
u2
kx2
(2 + ξ)1+
1
10 (2 + η)
1
10
dξdηdx2 +
∫∫∫
u2
kx2
(2 + η)1+
1
10 (2 + ξ)
1
10
dξdηdx2
)
,
(3.5)
and the lower order energies
es = sup
ξ
∑
|l|≤s−7
∫∫
(u2lη + u
2
lx2
)dηdx2. (3.6)
For getting the low order energy estimate, we also introduce the weighted lower derivative L∞ norm estimates
e˜s = (2 + ξ)
−δ
∑
|k|≤[ s−7
2
]+1
|Γku|. (3.7)
where the parameter δ is an arbitrary positive small constant less than 3
20
.
3.1. Higher order energy estimates
In the subsection we will give the energy estimates terms by terms. For get our main result, firstly we introduce
the weight function B(ξ) satisfying
B′(ξ) = F′2(ξ).
Then, we have
m ≤ e−B(ξ) ≤ M.
where m, M are positive constants.
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Firstly, multiplying (2 + ξ)−
1
10 (2 + η)−
1
10 ukηe
−B(ξ) to the equation (3.4), we can get the left hand side term
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 e−B(ξ)ukη[uk − 4Γk(F′2uηη)]dξdηdx2
=
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 e−B(ξ)ukη[4∂ξηuk − ∂x2x2uk − 4Γk(F′2uηη)]dξdηdx2
=
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 e−B(ξ)[2
d
dξ
u2kη −
d
dx2
(ukx2ukη) +
1
2
d
dη
u2kx2 − 2F′2
d
dη
u2kη]dξdηdx2
=
∫∫∫
2
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 e−B(ξ)u2kη] +
1
2
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 e−B(ξ)u2kx2]
− 1
2
d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 e−B(ξ)ukηukx2]dξdηdx2
+
1
5
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 e−B(ξ)u2kηdξdηdx2 +
1
20
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 e−B(ξ)u2kx2dξdηdx2
The right hand side terms are as follows
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukηe
−B(ξ)(1 − H)[Q0(u, 2Q0(u, uk)) + 4F′Q0(u, ukη) + Jk
−4
∑
k1+k2=k
Γ
k1(F′2uηη)Γk2H]dξdηdx2
By the bound of e−B(ξ) and the decay property of B′(ξ), without loss of generality, we can estimate the right hand terms
above without the weighted function e−B(ξ). Then, the first term of the right hand side can be rewritten as
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukη(1 − H)Q0(u, 2Q0(u, uk))dξdηdx2
=
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukη(1 − H)[4uξQ0η + 4uηQ0ξ − 2ux2Q0x2]dξdηdx2
=
∫∫∫
4{ d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukηQ0] − (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξηukηQ0
− [(2 + ξ)− 110 (2 + η)− 110 (1 − H)ukη]ηuξQ0} + 4{
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukηQ0]
− (2 + ξ)− 110 (2 + η)− 110 (1 − H)uξηukηQ0 − [(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukη]ξuηQ0}
− 2{ d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukηQ0] − (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2x2ukηQ0
− [(2 + ξ)− 110 (2 + η)− 110 (1 − H)ukη]x2ux2Q0}dξdηdx2
=
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukηQ0] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukηQ0]dξdηdx2
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukηQ0]dξdηdx2 − 2
∫∫∫
Q0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H)ukη, u)Q0(uk, u)dξdηdx2
− 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukη(u + 4F′2uηη)Q0(uk, u)dξdηdx2.
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The second term of the right hand side is
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′Q0(u, u2kη)
= 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′[2uξ(u2kη)η + 2uη(u2kη)ξ − ux2(u2kη)x2]dξdηdx2
=
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη] − 4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]u2kη
+ 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kη] − 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη]u2kη
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2u2kη] + 2
d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]u2kηdξdηdx2
=
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kη]
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2u2kη] − 2[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′](u + 4F′2uηη)u2kη
− 4[(2 + ξ)− 110 (2 + η)− 110 (1 − H)F′]ηuξu2kη − 4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′]ξuηu2kη
+ 2[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′]x2ux2u2kηdξdηdx2.
Noting
Q0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H)ukη, u)Q0(uk, u)
= (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(ukη, u)Q0(uk, u) + ukηQ0((2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H), u)Q0(uk, u)
=
1
2
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H) d
dη
Q20(uk, u) − (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, uη)Q0(uk, u)
+ ukηQ0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H), u)Q0(uk, u)
Then, the right hand side term as follows
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukη(1 − H)[Q0(u, 2Q0(u, uk)) + 4F′Q0(u, ukη) + Jk − 4
∑
k1+k2=k
Γ
k1(F′2ukηη)Γk2H]dηdx2
=
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukηQ0] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukηQ0]
−2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukηQ0]dξdηdx2
−
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q20(uk, u)] − [(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ηQ20(uk, u)
−2(2 + ξ)− 110 (2 + η)− 110 (1 − H)Q0(uk, uη)Q0(uk, u) + 2ukηQ0((2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H), u)Q0(uk, u)dξdηdx2
−2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukη(u + 4F′2uηη)Q0(uk, u)dξdηdx2
+
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kη]
−2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2u2kη] − 2[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′](u + 4F′2uηη)u2kη
12
−4[(2 + ξ)− 110 (2 + η)− 110 (1 − H)F′]ηuξu2kη − 4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′]ξuηu2kη
+2[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′]x2ux2u2kηdξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukη(1 − H)Jkdξdηdx2
−4
∑
k1+k2=k
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukηΓ
k1(F′2uηη)Γk2Hdξdηdx2.
Finally
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 u2kηdξdηdx2 +
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 u2kx2dξdηdx2
. Cε +
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ηQ20(uk, u) − 2(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, uη)Q0(uk, u)
+2ukηQ0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H), u)Q0(uk, u)dξdηdx2
+2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukη(u + 4F′2uηη)Q0(uk, u)dξdηdx2
+
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′](u + 4F′2uηη)u2kη − 4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′]ηuξu2kη
−4[(2 + ξ)− 110 (2 + η)− 110 (1 − H)F′]ξuηu2kη + 2[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′]x2ux2u2kηdξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukη(1 − H)Jkdξdηdx2
−4
∑
k1+k2=k,k2≥1
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukηΓ
k1(F′2uηη)Γk2Hdξdηdx2
.
= Cε + A1 + A2 + A3 + A4 + A5. (3.8)
In the following we will estimate the above equation terms by terms. Firstly, we will deal with the term A1. Noting
Proposition 1 and Proposition 2,
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ηQ20(uk, u)dξdηdx2
=
∫∫∫
− 1
10
(2 + ξ)−
1
10 (2 + η)−
11
10 (1 − H)Q20(uk, u) + (2 + ξ)−
1
10 (2 + η)−
1
10 HηQ
2
0(uk, u)dξdηdx2
.
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |Hη|[u2ξu2kη + u2x2u2kx2 + u2ηu2kξ]dξdηdx2
.
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |(Q0η + 4F′(ξ)uηη)|[u2ξu2kη + u2x2u2kx2 + u2ηu2kξ]dξdηdx2
. (1 + es)esEs +
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |(Q0η + 4F′(ξ)uηη)|[u2ξu2kη + u2x2u2kx2 + u2ηu2kξ]dξdηdx2. (3.9)
Noting Proposition 1 and Proposition 2, we can get
|Γu| . (2 + ξ) 12 (2 + η) 12 |Γu|√
(2 + ξ)(2 + η)
. (2 + ξ)
1
2 (2 + η)
1
2 |Γux2 | . (2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s .
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By Lemma 3.2 and (3.6),∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 Q0η[u
2
ξu
2
kη + u
2
x2
u2kx2 + u
2
ηu
2
kξ]dξdηdx2
≤
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|Γuη||∇u| + |Γu||∇uη|)[u2ξu2kη + u2x2u2kx2 + u2ηu2kξ]dξdηdx2
.
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|Γuη||∇u| + |Γu||∇uη|)u2ξu2kηdξdηdx2
+
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|Γuη||∇u| + |Γu||∇uη|)[u2x2u2kx2 + u2ηu2kξ]dξdηdx2
.
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |Γu||∇uη|u2ξu2kηdξdηdx2 + e2s Es
.
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s (2 + η)
− 1
2 e
1
2
s (2 + ξ)
− 3
4 (2 + η)
1
4 e
1
2
s (2 + ξ)
δe˜su
2
kηdξdηdx2 + e
2
s Es
. e
3
2
s e˜sEs + e
2
s Es. (3.10)
Noting the assumption of H1) and Proposition 2,
4
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |F′(ξ)uηη|[u2ξu2kη + u2x2u2kx2 + u2ηu2kξ]dξdηdx2
.
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |uηη|[u2ξu2kη + u2x2u2kx2 + u2ηu2kξ]dξdηdx2
.
∫∫∫
(2 + ξ)−
13
5 (2 + η)−
1
10 e
3
2
s u
2
kηdξdηdx2 +
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 uηη[u
2
x2
u2kx2 + u
2
ηu
2
kξ]dξdηdx2
. e
3
2
s +
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |uηη|[u2x2u2kx2 + u2ηu2kξ]dξdηdx2. (3.11)
By Proposition 1 and Proposition 2, we can get∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |uηη|u2x2u2kx2dξdηdx2
≤
∫∫∫
(2 + ξ)−
37
20 (2 + η)−
17
20 e
3
2
s u
2
kx2
dξdηdx2 . e
3
2
s Es.
Combining with Corollary 1, we also have∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |uηη|u2ηu2kξdξdηdx2
. e
3
2
s
∫∫∫
(2 + ξ)−
8
5 (2 + η)−
11
10 u2kξdξdηdx2 . e
3
2
s Es. (3.12)
Therefore, we can get the first term of A1∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ηQ20(uk, u)dξdηdx2 . (es + e
3
2
s + e
3
2
s e˜s + e
2
s)Es. (3.13)
We will continue to estimate the second term of A1. Using Proposition 1 and Proposition 2,∫∫∫
2(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, uη)Q0(uk, u)dξdηdx2
. (1 + es)
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [|uξ||uηξ|u2kη + |uξ||ukη|(|uηη||ukξ| + |uηx2 ||ukx2 |)]dξdηdx2
+(1 + es)
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [u2ηξu
2
kη + (u
2
ηη + u
2
η)u
2
kξ + (u
2
ηx2
+ u2x2)u
2
kx2
]dξdηdx2. (3.14)
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Noting Proposition 2 and Corollary 1, we have
|uξ||uηξ| . (2 + ξ)−
3
4 (2 + η)
1
4 (2 + ξ)−
1
4 (2 + η)−
1
4 es.
Therefore, we can get ∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |uξuξη|u2kηdξdηdx2 . esEs. (3.15)
Noting Proposition 1, we have∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 u2x2u
2
kx2
dξdηdx2
. es
∫∫∫
(2 + ξ)−
3
5 (2 + η)−
3
5 u2kx2dξdηdx2
. es
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
11
10 + (2 + ξ)−
11
10 (2 + η)−
1
10 ]u2kx2dξdηdx2 . esEs. (3.16)
We note
Q0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H), u)Q0(uk, u)
= {2[(2 + ξ)− 110 (2 + η)− 110 (1 − H)]ξuη + 2[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ηuξ
−[(2 + ξ)− 110 (2 + η)− 110 (1 − H)]x2ux2 }[2ukξuη + 2ukηuξ − ukx2ux2]
= {−1
5
[(2 + ξ)−
11
10 (2 + η)−
1
10 (1 − H) + 2(2 + ξ)− 110 (2 + η)− 110 Hξ]uη
+2[−1
5
(2 + ξ)−
11
10 (2 + η)−
1
10 (1 − H)] + (2 + ξ)− 110 (2 + η)− 110 Hη]uξ
−[(2 + ξ)− 110 (2 + η)− 110 Hx2ux2 }[2ukξuη + 2ukηuξ − ukx2ux2].
Noting proposition 1 and corollary 1, the last term of A1∫∫∫
2ukηQ0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H), u)Q0(uk, u)dξdηdx2
=
∫∫∫
2ukη[2ukηuξ + 2ukξuη − ukx2ux2]{−
1
5
[(2 + ξ)−
11
10 (2 + η)−
1
10 (1 − H) + 2(2 + ξ)− 110 (2 + η)− 110 Hξ]uη
+2[−1
5
(2 + ξ)−
1
10 (2 + η)−
11
10 (1 − H)] + (2 + ξ)− 110 (2 + η)− 110 Hη]uξ − [(2 + ξ)−
1
10 (2 + η)−
1
10 Hx2ux2}
.
∫∫∫
[u2kη|uξ| + |ukηukξ ||uη| + |ukηukx2 ||ux2 |]{(2 + ξ)−
1
10 (2 + η)−
1
10 |Hξuη + Hηuξ + Hx2ux2 |
+[(2 + ξ)−
11
10 (2 + η)−
1
10 |uη| + (2 + ξ)−
1
10 (2 + η)−
11
10 |uξ|](1 − H)]}
. esEs +
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |1 − H||(uη + ux2)uη|u2kξdξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 (1 − H)|(uξ + uη + ux2)||uξ|u2kηdξdηdx2
+
∫∫∫
[u2kη|uξ| + (u2kη + u2kξ)|uη| + (u2kη + u2kx2)|ux2 |]{(2 + ξ)−
1
10 (2 + η)−
1
10 (Hξuη + Hηuξ + Hx2ux2)}dξdηdx2
.
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [u2kη|(uξ + uη + ux2)| + u2kξ|uη| + u2kx2 |ux2 |]|Hξuη + Hηuξ + Hx2ux2 |dξdηdx2
+esEs. (3.17)
Using the similar method as (3.5)-(3.15) in the above inequality, we can get∫∫∫
2ukηQ0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H), u)Q0(uk, u)dξdηdx2
. ε + esEs + e
3
2
s Es + e
2
s Es. (3.18)
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In the following we will estimate the term A2.∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukη(u + 4F′2uηη)Q0(uk, u)dξdηdx2
≤
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |ukη||[Q0(u, Q0(u, u)) + 4F′Q0(u, uη) + 4F′′u2η]|[|ukξuη| + |ukηuξ | + |ukx2ux2 |]dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |ukη||F′2|uηη|[|ukξuη| + |ukηuξ | + |ukx2ux2 |]dξdηdx2.
By the assumption of F and Proposition 2, we first give the estimate
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)2|ukη||4F′Q0(u, uη) + 4F′′u2η|[|ukξuη| + |ukηuξ| + |ukx2ux2 |]dξdηdx2
.
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |ukη||Q0(u, uη)|[|ukξuη| + |ukηuξ | + |ukx2ux2 |]dξdηdx2
+
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |ukη|u2η[|ukξuη| + |ukηuξ | + |ukx2ux2 |]dξdηdx2
. (1 + es)
2e
3
2
s
∫∫∫
(2 + ξ)−1(2 + η)−1|ukη||ukξ| + (2 + ξ)−
11
10 (2 + η)−
1
10 u2kη + (2 + ξ)
−1(2 + η)−
17
20 |ukx2ukη|]dξdηdx2
. (1 + es)
2e
3
2
s Es.
Using the similar method, we can also get the estimate of last term. Then, noting (3.3), we can get
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukη(u + 4F′2uηη)Q0(uk, u)dξdηdx2
≤
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |ukη|Q0(u, Q0(u, u))[|ukξuη| + |ukηuξ | + |ukx2ux2 |]dξdηdx2 + (1 + es)2e
3
2
s Es
.
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |Q0(u, Q0(u, u))|[u2kξ|uη| + u2kη(|uξ| + |uη| + |ux2 |) + u2kx2 |ux2 |]dξdηdx2
+(1 + es)
2e
3
2
s Es. (3.19)
Furthermore,
Q0(u, Q0(u, u))[u
2
kξ|uη| + u2kη(|uξ| + |uη| + |ux2 |) + u2kx2 |ux2 |]
= [2uξQ0η + 2uηQ0ξ − ux2Q0x2][u2kξ|uη| + u2kη(|uξ| + |uη| + |ux2 |) + u2kx2 |ux2 |].
Here we only estimate the first term and the other terms can be obtained using the similar way. By Proposition 1 and
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Proposition 2, we have
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)2|uξ ||Q0η|[u2kξ|uη| + u2kη(|uξ| + |uη| + |ux2 |) + u2kx2 |ux2 |]dξdηdx2
.
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |uξ |[|uξηuη| + |uξuηη| + |ux2ux2η|]|uη|u2kξdξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |uξ |[|uξηuη| + |uξuηη| + |ux2ux2η|](|uξ| + |uη| + |ux2 |)u2kηdξdηdx2
+C
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |uξ|[|uξηuη| + |uξuηη| + |ux2ux2η|]u2kx2 |ux2 |dξdηdx2
.
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [(2 + ξ)−
1
4 (2 + η)−1e˜se
3
2
s + (2 + ξ)
− 1
2 (2 + η)−
3
2 e2s]u
2
kξdξdηdx2
+e2s
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (2 + ξ)−1(2 + η)−1u2kηdξdηdx2
+e2s
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [(2 + ξ)−
1
2 (2 + η)−
3
2 + (2 + ξ)−
3
4 (2 + η)−
5
4 ]u2kx2dξdηdx2
. (e˜se
3
2
s + e
2
s)Es. (3.20)
Then we can get
A2 . e
3
2
s Es + e˜se
3
2
s Es + e
2
s Es + e
5
2
s Es. (3.21)
Noting the decay of F′ and the above process, we will estimate the term A3
A3 =
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (1 − H)(u + 4F′2uηη)u2kη + (2 + ξ)−
11
10 [(2 + η)−
1
10 (1 − H)]ηuξu2kη
+ [(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′]ξuηu2kη + (2 + ξ)−
21
10 (2 + η)−
1
10 Hx2ux2u
2
kηdξdηdx2
. e
1
2
s Es + esEs + e
2
s Es +
∫∫∫
(2 + ξ)−
31
10 (2 + η)−
1
10 (1 − H)|uη|u2kηdξdηdx2
. e
1
2
s Es + esEs + e˜se
3
2
s Es + e
2
s Es. (3.22)
For getting the estimation of the term A4, we will first estimate Jk. Denote
Jk1 =
∑
k1+k2+k3+k4=k,k3<k,k4<k
Γ
k1(1 − H)Q0(Γk2u, Q0(Γk3u, Γk4u))
Jk2 =
∑
0≤k1≤k
Γ
k1(1 − H)Γk−k1[F′Q0(u, uη)]
Jk3 =
∑
0≤k1≤k
Γ
k1(1 − H)Γk−k1[F′′u2η].
For Jk1, when k1 ≤ [ 1+s2 ], we have
|Jk1| = |
∑
k1+k2+k3+k4=k,k3<k,k4<k
Γ
k1(1 − H)Q0(Γk2u, Q0(Γk3u, Γk4u))|
≤ (1 + es)[|(Γk2u)ξQ0η(Γk3u, Γk4u)| + |(Γk2u)ηQ0ξ(Γk3u, Γk4u)| + |(Γk2u)x2Q0x2(Γk3u, Γk4u)|. (3.23)
Without loss of generality, we assume |k3|, |k4| ≤ [ s+12 ] and noting (2.21), then
Jk1 . (1 + es)|(Γk2u)ξ||Q0η(Γk3u, Γk4u)| + |(Γk2u)η||Q0ξ(Γk3u, Γk4u)| + |(Γk2u)x2 ||Q0x2(Γk3u, Γk4u)|
.
= Jk11 + Jk12 + Jk13. (3.24)
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Noting Lemma 3.2, Lemma 3.3 and Proposition 1,
Jk11 = C(1 + es)|(Γk2u)ξ||Q0η(Γk3u, Γk4u)|
. (1 + es)|(Γk2u)ξ|(2 + ξ)−1[|(ΓΓk3u)η||∇Γk4u| + (2 + ξ)
1
2 (2 + η)
1
2 |(∇Γk3u)η||
ΓΓ
k4u√
(2 + ξ)(2 + η)
|]
. (1 + es)|(Γk2u)ξ|(2 + ξ)−1[|(ΓΓk3u)η||∇Γk4u| + (2 + ξ)
1
2 (2 + η)−
1
2 |(2∇Γk3uη + Γ4∇Γk3u − x2∇Γk3ux2)||ΓΓk4ux2 |]
. (1 + es)|(Γk2u)ξ|(2 + ξ)−1[|(ΓΓk3u)η||∇Γk4u| + (2 + ξ)|(Γ∇Γk3u)||ΓΓk4ux2 |]
. (2 + ξ)−
1
2 (2 + η)−
1
2 (1 + es)es|(Γk2u)ξ| . (2 + ξ)−
1
2 (2 + η)−
1
2 (1 + es)es|ukξ|. (3.25)
Meanwhile,
Jk12 = C(1 + es)|(Γk2u)η||Q0ξ(Γk3u, Γk4u)|
. (1 + es)|(Γk2u)η|(2 + ξ)−1[|(ΓΓk3u)ξ||∇Γk4u| + (2 + ξ)
1
2 (2 + η)
1
2 |(∇Γk3u)ξ ||
ΓΓ
k4u√
(2 + ξ)(2 + η)
|]
. (1 + es)|(Γk2u)η|(2 + ξ)−1[(2 + ξ)−
3
4 (2 + η)
1
4 e
1
2
s (2 + ξ)
− 1
4 (2 + η)−
1
4 e
1
2
s + (2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s |ΓΓk4ux2 |]
. (1 + es)|(Γk2u)ξ|(2 + ξ)−1[(2 + ξ)−1es + es]
. (2 + ξ)−1(1 + es)es|(Γk2u)η| . (2 + ξ)−1(1 + es)es|ukη| (3.26)
and
Jk13 = C(1 + es)|(Γk2u)x2 ||Q0x2(Γk3u, Γk4u)|
. (1 + es)|(Γk2u)x2 |(2 + ξ)−1[|(ΓΓk3u)x2 ||∇Γk4u| + |(∇Γk3u)x2 |(2 + ξ)
1
2 (2 + η)
1
2 | ΓΓ
k4u√
(2 + ξ)(2 + η)
|]
. (1 + es)|(Γk2u)x2 |(2 + ξ)−1[(2 + ξ)−
1
2 (2 + η)−
1
2 es + (2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s |ΓΓk4ux2 |]
. (1 + es)|(Γk2u)x2 |(2 + ξ)−1[(2 + ξ)−
1
2 (2 + η)−
1
2 es + es]
. (2 + ξ)−1(1 + es)es|(Γk2u)x2 | . (2 + ξ)−1(1 + es)es|ukx2 |. (3.27)
For Jk1, when k1 ≥ [ 1+s2 ], we have
|Jk1| . |
∑
k′
1
+k2+k3+k4=k,k
′
1
<k1,k3<k,k4<k
Γ
k′
1(Q0 + F
′uη)Q0(Γk2u, Q0(Γk3u, Γk4u))|
≤
∑
k′
1
+k2+k3+k4=k,k
′
1
<k1,k3<k,k4<k
[|Γk′1Q0(u, u)| + |Γk′1(F′uη)|]|Q0(Γk2u, Q0(Γk3u, Γk4u))|.
In the following we will estimate the above two parts separately.∑
k′
1
+k2+k3+k4=k,k
′
1
<k1,k3<k,k4<k
|Γk′1Q0(u, u)||Q0(Γk2u, Q0(Γk3u, Γk4u))|
=
∑
k2+k3+k4+k5+k6≤k
|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||Q0(Γk2u, Q0(Γk3u, Γk4u))|
≤
∑
k2+k3+k4+k5+k6≤k
|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)|(2 + ξ)−1|ΓΓk2u||Q0(∇Γk3u, Γk4u)|
+
∑
k2+k3+k4+k5+k6≤k
|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)|(2 + ξ)−1|∇Γk2u||Q0(ΓΓk3u, Γk4u)|
.
= B1 + B2 (3.28)
where
B1 ≤ (2 + ξ)−1|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||ΓΓk2u|[|(∇Γk3u)ξ(Γk4u)η| + |(Γk3u)η(∇Γk4u)ξ| + |(∇Γk3u)x2(Γk4u)x2 |]
.
= B11 + B12 + B13. (3.29)
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For the case |k5| ≥ |k6|, by Corollary 1 and Lemma 3, we have
B11 = (2 + ξ)
−1|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||ΓΓk2u||(∇Γk3u)ξ||(Γk4u)η|
. (2 + ξ)−1(|Γk5uξ||Γk6uη| + |Γk5ux2 ||Γk6ux2 |)|ΓΓk2u||(∇Γk3u)ξ ||(Γk4u)η|
. [|Γk5uξ |(2 + η)−
1
2 + |Γk5ux2 |(2 + ξ)−
1
4 (2 + η)−
1
4 ]| ΓΓ
k2u√
(2 + η)(2 + ξ)
|(2 + ξ)− 12 e
3
2
s
. [|Γk5uξ |(2 + η)−
1
2 + |Γk5ux2 |(2 + ξ)−
1
4 (2 + η)−
1
4 ]|(ΓΓk2u)x2 |(2 + ξ)−
1
2 e
3
2
s
. [|Γk5uξ |(2 + η)−
3
4 (2 + ξ)−
3
4 + |Γk5ux2 |(2 + ξ)−1(2 + η)−
1
2 ]e2s
. e2s[(2 + η)
− 3
4 (2 + ξ)−
3
4 |ukξ| + (2 + ξ)−1(2 + η)−
1
2 |ukx2 |].
For the case |k5| ≤ |k6|, by Proposition 2 and Lemma 3, we have
B11 = (2 + ξ)
−1|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||ΓΓk2u||(∇Γk3u)ξ||(Γk4u)η|
. (2 + ξ)−1(|Γk5uξ ||Γk6uη| + |Γk5ux2 ||Γk6ux2 |)|ΓΓk2u||(∇Γk3u)ξ||(Γk4u)η|
. (2 + ξ)−1[(2 + ξ)−
3
4 (2 + η)−
1
4 e
1
2
s |Γk6uη| + (2 + ξ)−
1
4 (2 + η)−
1
4 e
1
2
s |Γk6ux2 |]|
ΓΓ
k2u√
(2 + η)(2 + ξ)
|es
. (2 + ξ)−1[(2 + ξ)−
3
4 (2 + η)
1
4 e
1
2
s |Γk6uη| + (2 + ξ)−
1
4 (2 + η)−
1
4 e
1
2 |Γk6ux2 |]|(ΓΓk2u)x2 |es
. (2 + ξ)−1[(2 + ξ)−
3
4 (2 + η)
1
4 e
1
2
s |Γk6uη| + (2 + ξ)−
1
4 (2 + η)−
1
4 e
1
2 |Γk6ux2 |](2 + ξ)−
1
4 (2 + η)−
1
4 e
3
2
s
. (2 + ξ)−1[(2 + ξ)−1|Γk6uη| + (2 + ξ)−
1
2 (2 + η)−
1
2 |Γk6ux2 |]e2s
. e2s[(2 + ξ)
−2|ukη| + (2 + ξ)−
3
2 (2 + η)−
1
2 |ukx2 |].
The estimation of B12 can be get using the similar way to B11. Next we will give the estimation of B13. For the case
|k5| ≥ |k6|, by Corollary 1 and Lemma 3, we have
B13 = (2 + ξ)
−1|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||ΓΓk2u||(∇Γk3u)x2 ||(Γk4u)x2 |
. (2 + ξ)−1(|Γk5uξ ||Γk6uη| + |Γk5ux2 ||Γk6ux2 |)|ΓΓk2u||(∇Γk3u)x2 ||(Γk4u)x2 |
. (2 + ξ)−1[|Γk5uξ |(2 + η)−
1
2 + |Γk5ux2 |(2 + ξ)−
1
4 (2 + η)−
1
4 ]| ΓΓ
k2u√
(2 + η)(2 + ξ)
|e
3
2
s
. (2 + ξ)−1[|Γk5uξ |(2 + η)−
1
2 + |Γk5ux2 |(2 + ξ)−
1
4 (2 + η)−
1
4 ]|(ΓΓk2u)x2 |e
3
2
s
. (2 + ξ)−1[(2 + η)−
3
4 (2 + ξ)−
1
4 |Γk5uξ| + |Γk5ux2 |(2 + ξ)−
1
2 (2 + η)−
1
2 ]e2s
. e2s[(2 + η)
− 3
4 (2 + ξ)−
5
4 |ukξ| + (2 + ξ)−
3
2 (2 + η)−
1
2 |ukx2 |].
For the case |k5| ≤ |k6|, by Proposition 2 and Lemma 3, we have
B13 = (2 + ξ)
−1|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||ΓΓk2u||(∇Γk3u)x2 ||(Γk4u)x2 |
. (2 + ξ)−1[|Γk5uξ ||Γk6uη| + |Γk5ux2 ||Γk6ux2 |]|ΓΓk2u||(∇Γk3u)x2 ||(Γk4u)x2 |
. (2 + ξ)−1[(2 + ξ)
1
2 (2 + η)
1
2 |Γk5uξx2 ||Γk6uη| + |Γk5ux2 ||Γk6ux2 |]|ΓΓk2u||(∇Γk3u)x2 ||(Γk4u)x2 |
. (2 + ξ)−1[(2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s |Γk6uη| + (2 + ξ)−
1
4 (2 + η)−
1
4 e
1
2
s |Γk6ux2 |]|
ΓΓ
k2u√
(2 + η)(2 + ξ)
|es
. (2 + ξ)−1[(2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s |Γk6uη| + (2 + ξ)−
1
4 (2 + η)−
1
4 e
1
2
s |Γk6ux2 |]|(ΓΓk2u)x2 |es
. e2s[(2 + ξ)
−1|ukη| + (2 + ξ)−
3
2 (2 + η)−
1
2 |ukx2 |].
Using the similar procedures, we can get the estimate of B2. Then, we can get the estimate of Jk1.
19
In the following, we will give the estimation of Jk2. When k1 ≤ [ k2 ], the other case can be get easily.
Jk2 ≤
∑
0≤k1+k2=k
Γ
k1(1 − H)Γk2[F′Q0(u, uη)]
. (1 + es)
∑
0≤k3+k4=k2
Γ
k3F′Γk4Q0(u, uη)
. (1 + es)(1 + ξ)
−2
∑
k5+k6=k4
Q0(Γ
k5u, Γk6uη)
. (1 + es)(1 + ξ)
−2
∑
k5+k6=k4
[|Γk5uξ||Γk6uηη| + |Γk5uη||Γk6uηξ | + |Γk5ux2 ||Γk6uηx2 |).
For the case of |k5| ≥ |k6|, noting Corollary 1, we can get
Jk2 . (1 + es)(2 + ξ)
−1(2 + η)−
1
2 e
1
2
s [|Γk5uξ | + |Γk5uη| + |Γk5ux2 |] (3.30)
For the case of |k5| ≤ |k6|, we can get
Jk2 . (1 + es)(2 + ξ)
−1e
1
2
s [(2 + ξ)
− 1
4 (2 + η)−
1
4 |Γk6uηη| + (2 + η)−
1
2 |Γk6uξη| + (2 + ξ)−
1
4 (2 + η)−
1
4 |Γk6uηx2 |]. (3.31)
Furthermore, we will estimate the last term Jk3. When k1 < k2, it is easily to get
Jk3 =
∑
0≤k1+k2=k
Γ
k1(1 − H)Γk2[F′′u2η]
. (1 + es)e
1
2
s (2 + ξ)
− 21
10 (2 + η)−
1
2
∑
0≤k2≤k
|Γk2uη| . (1 + es)e
1
2
s (2 + ξ)
− 21
10 (2 + η)−
1
2 |ukη|. (3.32)
When k1 > k2, we have
Jk3 .
∑
0≤k1+k2=k
|Γk1(Q0 + 4F′uη)||Γk2[F′′u2η]|
. (2 + ξ)−2(2 + η)−1es
∑
0≤k1≤k
[|Γk1(Q0(u, u)| + |Γk1uη|]
. (2 + ξ)−2(2 + η)−1es[((2 + ξ)
1
2 (2 + η)
1
2 | uξ√
(2 + ξ)(2 + η)
| + 1)|ukη| + |uη||ukξ| + |ux2 ||ukx2 |]
. (2 + ξ)−2(2 + η)−1es[((2 + ξ)
1
2 (2 + η)
1
2 |uξx2 | + 1)|ukη| + |uη||ukξ| + |ux2 ||ukx2 |]
. (2 + ξ)−2(2 + η)−1es[((2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s + 1)|ukη| + |uη||ukξ| + |ux2 ||ukx2 |]
. (2 + ξ)−
7
4 (2 + η)−
3
4 es(e
1
2
s + 1)|ukη| + (2 + ξ)−2(2 + η)−
3
2 e
3
2 |ukξ| + (2 + ξ)−
9
4 (2 + η)−
5
4 e
3
2 |ukx2 |. (3.33)
Then, the estimation of A4 can be got
A4 =
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukη(1 − H)Jkdξdηdx2
. e
1
2
s (1 + e
1
2
s + es + e
3
2
s + e
2
s + e
5
2
s )Es. (3.34)
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There is only last term A5 to be estimated.
A5 = −4
∑
k1+k2=k
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukηΓ
k1(F′2uηη)(Γk2H)dξdηdx2
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 [ukηηHukη + uηηΓ
k(Q0 + 4F
′′u2η)ukη]dξdηdx2
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 [H
d
dη
u2kη + |uηη|[(|Q0(u, uk)| + |uη||ukη|]|ukη|]dξdηdx2
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 |Hη|u2kη + |uηη|[(|Q0(u, uk)| + |uη||ukη|]|ukη|dξdηdx2
+
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
11
10 |H|u2kηdξdηdx2
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 |Q0(u, uη) + F′uηη|u2kη + |uηη||uηukξ + uξukη + ux2ukx2 ||ukη|dξdηdx2 + esEs + e
1
2
s Es
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 |uηuηξ + uξuηη + ux2uηx2 |u2kηdξdηdx2 + e˜se
1
2
s Es + esEs + e
1
2
s Es
. e˜se
1
2
s Es + esEs + e
1
2
s Es.
Then, we get the all estimates of (3.8).
Multiplying (2 + ξ)−
1
10 (2 + η)−
1
10 ukξe
B(ξ) to the system (3.4) and integrating it about ξ, x2 and η, we can get the left
hand side parts of system
4
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ∂ξηukukξdξdηdx2 −
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ∂x2x2ukukξdηdx2
+4
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 Γ
k(F′2uηη)ukξdξdηdx2
= 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10
d
dη
u2kξdξdηdx2 +
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [
d
dx2
(ukξukx2) −
1
2
d
dξ
u2kx2]dξdηdx2
= −1
2
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kx2]dξdηdx2 +
1
20
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 u2kx2]dξdηdx2
+
1
5
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 u2kξdξdηdx2 +
∫∫∫
2
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kξ]dξdηdx2
+
∫∫∫
d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 ukξukx2]dξdηdx2. (3.35)
The right hand side parts can be obtained as follows
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)[Q0(u, 2Q0(u, uk)) + 4F′Q0(u, ukη) + Jk + Γk(4F′2uηηH)]dξdηdx2
.
= II1 + II2 + II3 + II4.
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Then, we can get
II1 =
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)[4uξQ0η(u, uk) + 4uηQ0ξ(u, uk) − 2ux2Q0x2(u, uk)dηdx2
=
∫∫∫
4{ d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukξQ0] − (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξηukξQ0
− [(2 + ξ)− 110 (2 + η)− 110 (1 − H)ukξ]ηuξQ0} + 4{
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukξQ0]
− (2 + ξ)− 110 (2 + η)− 110 (1 − H)uξηukξQ0 − [(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ]ξuηQ0}
− 2{ d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukξQ0] − (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2x2ukξQ0
− [(2 + ξ)− 110 (2 + η)− 110 (1 − H)ukξ]x2ux2Q0}dξdηdx2
=
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukξQ0] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukξQ0]
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukξQ0]dξdηdx2
− 2
∫∫∫
Q0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H)ukξ, u)Q0(uk, u)dξdηdx2
− 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ(u + 4F′2uηη)Q0(uk, u)dξdηdx2
and
II2 = 4
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ukξ[2uξukηη + 2uηukηξ − ux2ukηx2]dξdηdx2
= 8
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ[
d
dη
(ukξukη) −
1
2
d
dξ
u2kη]dξdηdx2
+ 4
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη
d
dη
u2kξdξdηdx2
− 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2ukξukx2]dξdηdx2
+ 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2ukξ]ηukx2dξdηdx2
=
∫∫∫
8
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξukξukη] − 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη]dξdηdx2
− 8
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ηukξukηdξdηdx2 +
∫∫∫
4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
+ 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kξ]dξdηdx2 − 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uη]ηu2kξdξdηdx2
− 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2ukξukx2]dξdηdx2
+ 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ηukξukx2dξdηdx2
+ 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ukξηukx2dξdηdx2.
Noting (2.21),
4ukξη = uk + ukx2x2 + 4Γ
k(F′2uηη).
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Then, the last term of the above equation can be rewritten as
4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ukξηukx2dξdηdx2
=
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ukukx2dξdηdx2 +
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ukx2x2ukx2dξdη
+4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]Γk(F′2uηη)ukx2dξdηdx2
=
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2][uk + 4Γk(F′2uηη)]ukx2dξdηdx2
+
1
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 { d
dx2
[(1 − H)F′ux2u2kx2] − [(1 − H)F′ux2]x2u2kx2}dξdηdx2.
Therefore,
1
20
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 u2kx2dξdηdx2 +
1
5
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 u2kξdξdηdx2
=
1
2
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kx2]dξdηdx2 − 2
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kξ]dξdηdx2
−
∫∫∫
d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 ukξukx2]dξdηdx2
+
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukξQ0] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukξQ0]
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukξQ0]dξdηdx2
− 2
∫∫∫
Q0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H)ukξ, u)Q0(uk, u)dξdηdx2
− 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ(u + 4F′2uηη)Q0(uk, u)dξdηdx2
+
∫∫∫
8
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξukξukη] − 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη]dξdηdx2
− 8
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ηukξukηdξdηdx2 +
∫∫∫
4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
+ 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kξ]dξdηdx2 − 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη]ηu2kξdξdηdx2
− 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2ukξukx2]dξdηdx2
+ 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ηukξukx2dξdηdx2
+
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2][uk + 4Γk(F′2uηη)]ukx2dξdηdx2
+
1
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 { d
dx2
[(1 − H)F′ux2u2kx2] − [(1 − H)F′ux2]x2u2kx2}dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)Jkdξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)4Γk(F′2uηηH)dξdηdx2 (3.36)
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Noting
Q0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H)ukξ, u)
= (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(ukξ, u) + ukξQ0((2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H), u),
then, we have
2Q0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H)ukξ, u)Q0(u, uk)
= (2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H) d
dξ
Q20(u, uk) − 2(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, u)Q0(uξ, uk)
+2ukξQ0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H), u)Q(uk, u)
Furthermore, noting
Q0(u, ukη) = 2uξukηη + 2uηukξη − ux2ukηx2
= 2uξukηη +
1
2
uη[uk + ukx2x2 + 4Γ
k(F′2uηη)] − ux2ukηx2
then we can rewrite uk as follows
uk = (1 − H)[Q0(u, 2Q0(u, uk)) + 4F′Q0(u, ukη) + Jk − 4Γk(F′2uηη)] (3.37)
= (1 − H)[Q0(u, Q0(u, uk)) + 4F′(2uξukηη +
1
2
uη(uk + ukx2x2 + 4Γ
k(F′2uηη)) − ux2ukηx2)]
=
1 − H
1 − 2(1 − H)F′uη
[Q0(u, 2Q0(u, uk)) + 8F
′uξukηη + 2F′uηΓk(F′2uηη) + 2F′uηukx2x2 − 4F′ux2ukηx2 + Jk − 4Γk(F′2uηη)]
Substituting the above equations into (3.36), we can get
1
20
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 u2kx2dξdηdx2 +
1
5
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 u2kξdξdηdx2
=
1
2
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kx2]dξdηdx2 − 2
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kξ]dξdηdx2
−
∫∫∫
d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 ukξukx2]dξdηdx2
+
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukξQ0] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukξQ0]
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukξQ0]dξdηdx2
− 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H) d
dξ
Q20(u, uk) − 2(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, u)Q0(uξ, uk)
+2ukξQ0((2 + ξ)
− 1
10 (2 + η)−
1
10 (1 − H), u)Q(uk, u)dξdηdx2
− 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ(u + 4F′2uηη)Q0(uk, u)dξdηdx2
+
∫∫∫
8
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξukξukη] − 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη]dξdηdx2
− 8
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ηukξukηdξdηdx2 +
∫∫∫
4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
+ 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kξ]dξdηdx2 − 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη]ηu2kξdξdηdx2
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− 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2ukξukx2]dξdηdx2
+ 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ηukξukx2dξdηdx2
+
∫∫∫
P[Q0(u, 2Q0(u, uk)) + 8F
′uξukηη + 2F′uηukx2x2 − 4F′ux2ukηx2 + Jk + 8F′uηΓk(F′2uηη) − 4Γk(F′2uηη)]ukx2dξdηdx2
+
1
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 { d
dx2
[(1 − H)F′ux2u2kx2] − [(1 − H)F′ux2]x2u2kx2}dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)Jkdξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)4Γk(F′2uηηH)dξdηdx2
where
P(ξ, η, x2) = (2 + ξ)
− 1
10 (2 + η)−
1
10
(1 − H)2F′ux2
1 − 2(1 − H)F′uη
. (3.38)
Noting
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H) d
dξ
Q20(u, uk)dξdηdx2
=
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q20(u, uk)]dξdηdx2
−
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ξQ20(u, uk)dξdηdx2 (3.39)
Then
1
20
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 u2kx2dξdηdx2 +
1
5
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 u2kξdξdηdx2
=
1
2
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kx2]dξdηdx2 − 2
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kξ]dξdηdx2
−
∫∫∫
d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 ukξukx2]dξdηdx2
+
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukξQ0] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukξQ0]
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukξQ0]dξdηdx2
− 2
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q20(u, uk)]dξdηdx2
+ 2
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ξQ20(u, uk)dξdηdx2
+
∫∫∫
4(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, u)Q0(uξ, uk) − 4ukξQ0((2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H), u)Q(uk, u)dξdηdx2
− 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ(u + 4F′2uηη)Q0(uk, u)dξdηdx2
+
∫∫∫
8
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξukξukη] − 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη]dξdηdx2
− 8
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ηukξukηdξdηdx2 +
∫∫∫
4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
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+ 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kξ]dξdηdx2 − 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη]ηu2kξdξdηdx2
− 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2ukξukx2]dξdηdx2
+ 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ηukξukx2dξdηdx2
+
∫∫∫
P[Q0(u, 2Q0(u, uk)) + 8F
′uξukηη + 2F′uηukx2x2 − 4F′ux2ukηx2 + Jk + 8F′uηΓk(F′2uηη) − 4Γk(F′2uηη)]ukx2dξdηdx2
+
1
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 { d
dx2
[(1 − H)F′ux2u2kx2] − [(1 − H)F′ux2]x2u2kx2}dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)Jkdξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)4Γk(F′2uηηH)dξdηdx2
In the following we also deal with the term
∫∫∫
P[Q0(u, 2Q0(u, uk)) + 8F
′uξukηη + 2F′uηukx2x2 − 4F′ux2ukηx2 + Jk + 8F′uηΓk(F′2uηη) − 4Γk(F′2uηη)]ukx2dξdηdx2
.
= III1 + · · · + III7 (3.40)
III1 =
∫∫∫
PQ0(u, 2Q0(u, uk))ukx2dξdηdx2 =
∫∫∫
P[4uξQ0η + 4uηQ0ξ − 2ux2Q0x2]ukx2dξdηdx2
=
∫∫∫
d
dη
[4PuξQ0ukx2] − 4Puξukx2ηQ0 − 4[Puξ]ηQ0ukx2dξdηdx2
+
∫∫∫
d
dξ
[4PuηQ0ukx2] − 4Puηukx2ξQ0 − 4[Puη]ξQ0ukx2dξdηdx2
−
∫∫∫
d
dx2
[2Pux2Q0ukx2] − 2Puηukx2ξQ0 − 2[Pux2]x2Q0ukx2dξdηdx2
=
∫∫∫
d
dη
[4PuξQ0ukx2] +
d
dξ
[4PuηQ0ukx2] −
d
dx2
[2Pux2Q0ukx2]dξdηdx2
− 2
∫∫∫
PQ0(u, ukx2)Q0dξdηdx2
−
∫∫∫
{4[Puη]ξ + 4[P(x)uξ]η − 2[Pux2]x2 }Q0ukx2dξdηdx2
Using the integration by parts, we have
2
∫∫∫
PQ0(u, ukx2)Q0dξdηdx2 =
∫∫∫
P
d
dx2
Q20(u, uk)dξdηdx2
=
∫∫∫
d
dx2
[PQ20(u, uk)]dξdηdx2 −
∫∫∫
Px2Q
2
0(u, uk)dξdηdx2
26
Then,
III1 =
∫∫∫
d
dη
[4PuξQ0ukx2] +
d
dξ
[4PuηQ0ukx2] −
d
dx2
[2Pux2Q0ukx2]dξdηdx2
−
∫∫∫
d
dx2
[PQ20(u, uk)]dξdηdx2 +
∫∫∫
Px2Q
2
0(u, uk)dξdηdx2
−
∫∫∫
{4[Puη]ξ + 4[Puξ]η − 2[Pux2]x2 }Q0ukx2dξdηdx2,
III2 =
∫∫∫
P8F′uξukηηukx2dξdηdx2
= 8
∫∫∫
d
dη
[PF′uξukηukx2] − [PF′uξukηukx2η] − [PF′uξ]ηukηukx2dξdηdx2
=
∫∫∫
8
d
dη
[PF′uξukηukx2] − 4
d
dx2
[PF′uξu2kη] + 4[PF
′uξ]x2u
2
kη − 8[PF′uξ]ηukηukx2dξdηdx2
III3 =
∫∫∫
P2F′uηukx2x2ukx2dξdηdx2 =
∫∫∫
PF′uη
d
dx2
u2kx2dξdηdx2
=
∫∫∫
d
dx2
[PF′uηu2kx2] − [PF′uη]x2u2kx2dξdηdx2
III4 =
∫∫∫
P4F′ux2ukηx2ukx2dξdηdx2 =
∫∫∫
2PF′ux2
d
dη
u2kx2dξdηdx2
= 2
∫∫∫
d
dη
[PF′ux2u
2
kx2
] − [PF′ux2]ηu2kx2dξdηdx2
Then ∫∫∫
P[Q0(u, 2Q0(u, uk)) + 8F
′uξukηη + 2F′uηukx2x2 − 4F′ux2ukηx2 + Jk + 8F′uηΓk(F′2uηη) − 4Γk(F′2uηη)]ukx2dξdηdx2
=
∫∫∫
d
dη
[4PuξQ0ukx2] +
d
dξ
[4PuηQ0ukx2] −
d
dx2
[2Pux2Q0ukx2]dξdηdx2
−
∫∫∫
d
dx2
[PQ20(u, uk)]dξdηdx2 +
∫∫∫
Px2Q
2
0(u, uk)dξdηdx2
−
∫∫∫
{4[Puη]ξ + 4[P(x)uξ]η − 2[Pux2]x2}Q0ukx2dξdηdx2
+
∫∫∫
8
d
dη
[PF′uξukηukx2] − 4
d
dx2
[PF′uξu2kη] + 4[PF
′uξ]x2u
2
kη − 8[PF′uξ]ηukηukx2dξdηdx2
+
∫∫∫
d
dx2
[PF′uηu2kx2] − [PF′uη]x2u2kx2dξdηdx2
+ 2
∫∫∫
d
dη
[PF′ux2u
2
kx2
] − [PF′ux2]ηu2kx2dξdηdx2
− 4
∫∫∫
d
dη
[PF′2ukηu2kx2] − PηF′2ukηukx2 −
1
2
d
dx2
[PF′2u2kη] +
1
2
Px2F
′2u2kηdξdηdx2
+ 8
∫∫∫
d
dη
[PF′3ukηu2kx2] − PηF′3ukηukx2 −
1
2
d
dx2
[PF′3u2kη] +
1
2
Px2F
′3u2kηdξdηdx2
+
∫∫∫
PJkukx2dξdηdx2
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Finally, we can get
1
20
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 u2kx2dξdηdx2 +
1
5
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 u2kξdξdηdx2
=
1
2
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kx2]dξdηdx2 − 2
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 u2kξ]dξdηdx2
−
∫∫∫
d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 ukξukx2]dξdηdx2
+
∫∫∫
4
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uξukξQ0] + 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)uηukξQ0]
− 2 d
dx2
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ux2ukξQ0]dξdηdx2
− 2
∫∫∫
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q20(u, uk)]dξdηdx2
+ 2
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ξQ20(u, uk)dξdηdx2
+
∫∫∫
4(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, u)Q0(uξ, uk) − 4ukξQ0((2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H), u)Q(uk, u)dξdηdx2
− 2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ(u + 4F′2uηη)Q0(uk, u)dξdηdx2
+
∫∫∫
8
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξukξukη] − 4
d
dξ
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξu2kη]dξdηdx2
− 8
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ηukξukηdξdηdx2 +
∫∫∫
4[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
+ 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηu2kξ]dξdηdx2 − 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη]ηu2kξdξdηdx2
− 4
∫∫∫
d
dη
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2ukξukx2]dξdηdx2
+ 4
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ηukξukx2dξdηdx2
+
1
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 { d
dx2
[(1 − H)F′ux2u2kx2] − [(1 − H)F′ux2]x2u2kx2}dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)Jkdξdηdx2
+
∫∫∫
d
dη
[4PuξQ0ukx2] +
d
dξ
[4PuηQ0ukx2] −
d
dx2
[2Pux2Q0ukx2]dξdηdx2
−
∫∫∫
d
dx2
[PQ20(u, uk)]dξdηdx2 +
∫∫∫
Px2(x)Q
2
0(u, uk)dξdηdx2
−
∫∫∫
{4[Puη]ξ + 4[Puξ]η − 2[Pux2]x2 }Q0ukx2dξdηdx2
+
∫∫∫
8
d
dη
[PF′uξukηukx2] − 4
d
dx2
[PF′uξu2kη] + 4[PF
′uξ]x2u
2
kη − 8[PF′uξ]ηukηukx2dξdηdx2
+
∫∫∫
d
dx2
[PF′uηu2kx2] − [PF′uη]x2u2kx2dξdηdx2
+ 2
∫∫∫
d
dη
[PF′ux2u
2
kx2
] − [PF′ux2]ηu2kx2dξdηdx2
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+∫∫∫
PJkukx2dξdηdx2 +
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)4Γk(F′2uηηH)dξdηdx2
+
∫∫∫
P[8F′uηΓk(F′2uηη) − 4Γk(F′2uηη)]ukx2dξdηdx2
Therefore,∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 u2kx2dξdηdx2 +
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
11
10 u2kξdξdηdx2
. ε +
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ξQ20(u, uk)dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, u)Q0(uξ, uk) − ukξQ0((2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H), u)Q(uk, u)dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ(u + 4F′2uηη)Q0(uk, u)dξdηdx2
+
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ηukξukηdξdηdx2 +
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
+
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη]ηu2kξdξdηdx2
+
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ηukξukx2dξdηdx2 +
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [(1 − H)F′ux2]x2u2kx2dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)Jkdξdηdx2
+
∫∫∫
Px2(x)Q
2
0(u, uk)dξdηdx2 +
∫∫∫
{4[Puη]ξ + [Puξ]η − 2[Pux2]x2}Q0ukx2dξdηdx2
+
∫∫∫
[PF′uξ]x2u
2
kη − 8[PF′uξ]ηukηukx2dξdηdx2 +
∫∫∫
[PF′uη]x2u
2
kx2
dξdηdx2 +
∫∫∫
[PF′ux2]ηu
2
kx2
dξdηdx2
+
∫∫∫
PJkukx2dξdηdx2 +
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)4Γk(F′2uηηH)dξdηdx2
+
∫∫∫
P[8F′uηΓk(F′2uηη) − 4Γk(F′2uηη)]ukx2dξdηdx2
.
= A¯1 + · · · + A¯14.
In the following, we will estimate A¯i, i = 1, · · · , 14 respectively. Using the similar procedures to (3.8) and (3.14),
(3.18), we can get the estimations of A¯1 and A¯2
A¯1 =
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)]ξQ20(u, uk)dξdηdx2 . ε + (es + e
3
2
s + e
3
2
s e˜s + e
2
s)Es, (3.41)
A¯2 =
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)Q0(uk, u)Q0(uξ, uk) − ukξQ0((2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H), u)Q(uk, u)dξdηdx2
. (e˜se
3
2
s + e
2
s)Es. (3.42)
Noting the estimate of A2, we can get
A¯3 =
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)ukξ(u + 4F′2uηη)Q0(uk, u)dξdηdx2 . e
1
2
s Es + esEs + e˜se
3
2
s Es + e
2
s Es. (3.43)
Noting,
A¯41 =
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ηukξukηdξdηdx2
A¯42 =
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
29
we have
A¯41 . (1 + es)[
∫∫∫
[(2 + ξ)−
31
10 (2 + η)−
11
10 |uξ]ukξukη|dξdηdx2 +
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 uξη]ukξukηdξdηdx2
+
∫∫∫
[(2 + ξ)−
31
10 (2 + η)−
1
10 |HηF′uξ]ukξukη|dξdηdx2]
. (1 + es)e
1
2
s [Es +
∫∫∫
[(2 + ξ)−
21
10 (2 + η)−
1
10 |(Q0η + 4F′(ξ)uηη)uξ]ukξukη|dξdηdx2]]
. (1 + es)e
1
2
s [Es +
∫∫∫
(2 + ξ)−
3
2 (2 + η)−
17
20 (e
1
2
s + es)(2 + ξ)
δe˜s|ukξukη|dξdηdx2
. (1 + es)e
1
2
s [Es + e˜s(e
1
2
s + es)Es].
Furthermore, noting Proposition 3 and Corollary 1,
A¯42 =
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uξ]ξu2kηdξdηdx2
.
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)|F′′uξ |]u2kηdξdηdx2 +
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)|F′uξξ |]u2kηdξdηdx2
+
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 |HξF′uξ |]u2kηdξdηdx2
.
∫∫∫
[(2 + ξ)−
21
10 (2 + η)−
1
10 (1 − H)|uξ|]u2kηdξdηdx2 +
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 (1 − H)|uξξ|]u2kηdξdηdx2
+
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 |(Q0ξ + 4F′(ξ)uηξ)uξ|]u2kηdξdηdx2
. (1 + es)
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 (2 + ξ)δe˜su
2
kηdξdηdx2
+
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 (Q0ξ + F
′(ξ)uηξ)][(2 + ξ)
1
4 (2 + η)−
1
4 es + (2 + ξ)
1
2 es + es]u
2
kηdξdηdx2
. (1 + es)e˜sEs
+
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [(1 + (2 + ξ)
1
2 )e
3
2
s + (2 + ξ)
− 1
2 (2 + η)−
1
2 es + (2 + η)
− 1
2 e
1
2
s )][1 + (2 + ξ)
1
2 ]esu
2
kηdξdηdx2
. [(1 + es)e˜s + es + e
3
2
s + e
2
s + e
5
2
s ]Es. (3.44)
Denote
A¯5 =
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uη]ηu2kξdξdηdx2.
Noting Corollary 1, we can get
A¯5 =
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′uηη]u2kξdξdηdx2 +
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 HηF
′uη]u2kξdξdηdx2
. (1 + es)
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 [(2 + η)−1|Γuη + uηη| + (2 + ξ)
1
2 (2 + η)−
1
2 |ux2η|]u2kξdξdηdx2
+
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 HηF
′uη]u2kξdξdηdx2
. (1 + es)
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 [(2 + η)−
3
2 + (2 + ξ)
1
2 (2 + η)−1]e
1
2
s u
2
kξdξdηdx2
+
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |[Q0η + 4F′(ξ)uηη]uη|u2kξdξdηdx2
30
. (1 + es)
∫∫∫
[(2 + ξ)−
3
5 (2 + η)−1e
1
2
s u
2
kξdξdηdx2
+
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [|uξη||uη| + |uξ||uηη| + |ux2η||ux2 | + (2 + η)−
1
2 e
1
2
s ](2 + η)
− 1
2 e
1
2
s u
2
kξdξdηdx2
. (1 + es)e
1
2
s Es +
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [(2 + ξ)−
1
2 (2 + η)−
1
2 es + (2 + η)
− 1
2 e
1
2
s ](2 + η)
− 1
2 e
1
2
s u
2
kξdξdηdx2
. (1 + es)e
1
2
s Es + (es + e
3
2
s )Es. (3.45)
Denote
A¯6 =
∫∫∫
[(2 + ξ)−
1
10 (2 + η)−
1
10 (1 − H)F′ux2]ηukξukx2dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 [(1 − H)F′ux2]x2u2kx2dξdηdx2
.
= A¯61 + A¯62. (3.46)
Then, noting the estimate of A¯5,
A¯61 .
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
11
10 (1 − H)|ux2 ||ukξukx2 |dξdηdx2
+
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 (1 − H)|ux2η|]|ukξukx2 |dξdηdx2 +
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 |Hηux2 |ukξukx2 |dξdηdx2
. (1 + es)
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
3
5 e
1
2
s |ukξukx2 |dξdηdx2 +
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
7
20 |Hη|e
1
2
s |ukξukx2 |dξdηdx2
. (1 + es)e
1
2
s Es +
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
7
20 |(Q0η + 4F′(ξ)uηη)|e
1
2
s |ukξukx2 |dξdηdx2
. (1 + es)e
1
2
s Es +
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
7
20 [(2 + η)−1es + (2 + η)−
1
2 e
1
2
s ]e
1
2
s |ukξukx2 |dξdηdx2
. (1 + es)e
1
2
s Es + (es + e
3
2
s )
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
17
20 |ukξukx2 |dξdηdx2
. (1 + es)e
1
2
s Es + (es + e
3
2
s )Es. (3.47)
and
A¯62 .
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 (1 − H)|ux2x2 |]u2kx2dξdηdx2 +
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
1
10 |Hx2ux2 |u2kx2dξdηdx2
. (1 + es)[
∫∫∫
(2 + ξ)−
27
20 (2 + η)−
7
20 e
1
2
s u
2
kx2
dξdηdx2 +
∫∫∫
(2 + ξ)−
27
20 (2 + η)−
7
20 Hx2e
1
2
s u
2
kx2
dξdηdx2]
. (1 + es)e
1
2
s Es + (1 + es)
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
7
20 |Q0x2 + 4F′(ξ)uηx2 |e
1
2
s u
2
kx2
dξdηdx2
. (1 + es)e
1
2
s Es + (1 + es)(es + e
1
2
s )e
1
2
s
∫∫∫
[(2 + ξ)−
27
20 (2 + η)−
7
20 u2kx2dξdηdx2
. (1 + es)e
1
2
s Es + (1 + es)(es + e
3
2
s )Es. (3.48)
Denote
A¯7 =
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)Jkdξdηdx2.
31
Similar to the estimate of the term A4, we will first estimate Jk. Let
Jk1 =
∑
k1+k2+k3+k4=k,k3<k,k4<k
Γ
k1(1 − H)Q0(Γk2u, Q0(Γk3u, Γk4u))
Jk2 =
∑
0≤k1≤k
Γ
k1(1 − H)Γk−k1[F′Q0(u, uη)]
Jk3 =
∑
0≤k1≤k
Γ
k1(1 − H)Γk−k1[F′′u2η].
For Jk1, when k1 ≤ [ 1+s2 ], we have
|Jk1| = |
∑
k1+k2+k3+k4=k,k3<k,k4<k
Γ
k1(1 − H)Q0(Γk2u, Q0(Γk3u, Γk4u))|
≤ (1 + es)[|(Γk2u)ξQ0η(Γk3u, Γk4u)| + |(Γk2u)ηQ0ξ(Γk3u, Γk4u)| + |(Γk2u)x2Q0x2(Γk3u, Γk4u)|. (3.49)
Without loss of generality, we assume |k3|, |k4| ≤ [ s+12 ] and noting (2.21), then
Jk1 . (1 + es)|(Γk2u)ξ||Q0η(Γk3u, Γk4u)| + |(Γk2u)η||Q0ξ(Γk3u, Γk4u)| + |(Γk2u)x2 ||Q0x2(Γk3u, Γk4u)|
.
= Jk11 + Jk12 + Jk13. (3.50)
Noting Lemma 3.2, Lemma 3.3 and Proposition 1,
Jk11 . (1 + es)|(Γk2u)ξ||Q0η(Γk3u, Γk4u)|
. (1 + es)|(Γk2u)ξ|(2 + η)−1(∂η + Γ4 − x2∂x2)Q0(Γk3u, Γk4u)
. (1 + es)(2 + η)
−1|(Γk2u)ξ |(∂η + Γ4 − x2∂x2)[(Γk3u)η(Γk4u)ξ + (Γk3u)x2(Γk4u)x2]
. (1 + es)(2 + η)
−1|(Γk2u)ξ |[es + x2∂x2[(Γk3u)η(Γk4u)ξ + (Γk3u)x2(Γk4u)x2]]
. (1 + es)(2 + η)
−1|(Γk2u)ξ |[es + x2[(Γk3u)ηx2(Γk4u)ξ + (Γk3u)η(Γk4u)ξx2 + (Γk3u)x2x2(Γk4u)x2]]
. (1 + es)(2 + η)
−1|(Γk2u)ξ |[es + x2(Γk3u)x2η(Γk4u)ξ + (2 + η)
1
2 (2 + ξ)
1
2 [(2 + η)−
1
2 (2 + ξ)−
1
2 es]]
. (1 + es)(2 + η)
−1|(Γk2u)ξ |[es + x2(Γk3u)x2η(Γk4u)ξ].
By the definition of Γ operator, we have
2x2∂η(Γ
k3u)x2(Γ
k4u)ξ = (Γ6 − ξ∂x2)(Γk3u)x2(Γk4u)ξ
= (Γk4u)ξΓ6(Γ
k3u)x2 − ξ(Γk4u)ξ(Γk3u)x2x2
= (Γk4u)ξΓ6(Γ
k3u)x2 −
1
2
[Γ5 − x2∂x2](Γk4u)ξ(Γk3u)x2x2
= (Γk4u)ξΓ6(Γ
k3u)x2 −
1
2
Γ5(Γ
k4u)ξ(Γ
k3u)x2x2 −
1
2
x2∂x2(Γ
k4u)ξ(Γ
k3u)x2x2 .
Then, noting Lemma 3, Proposition 1 and Proposition 2,
|x2∂η(Γk3u)x2(Γk4u)ξ| . |(Γk4u)ξΓ6(Γk3u)x2 | + |Γ5(Γk4u)ξ(Γk3u)x2x2 | + |x2∂x2(Γk4u)ξ(Γk3u)x2x2 |
. es + (2 + η)
1
2 (2 + ξ)
1
2 |∂x2(Γk4u)ξ(Γk3u)x2x2 |
. es.
Therefore, we can obtain
Jk11 . (1 + es)es(2 + η)
−1|(Γk2u)ξ|. (3.51)
Meanwhile, noting Proposition 2, we can get
Jk12 = C(1 + es)|(Γk2u)η||Q0ξ(Γk3u, Γk4u)|
. (1 + es)|(Γk2u)η|[|(Γk3u)ξξ(Γk4u)η| + |(Γk3u)ξ(Γk4u)ξη| + |(Γk3u)x2ξ(Γk4u)x2 |]
. (1 + es)|(Γk2u)η|[(2 + ξ)−
3
4 (2 + η)
1
4 e
1
2
s (2 + ξ)
1
4 (2 + η)−
3
4 e
1
2
s + (2 + ξ)
− 1
2 (2 + η)−
1
2 es]
. (1 + es)es(2 + ξ)
− 1
2 (2 + η)−
1
2 |(Γk2u)η|. (3.52)
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and noting the estimate of kk11
Jk13 . (1 + es)|(Γk2u)x2 ||Q0(Γk3ux2 , Γk4u)|
. (1 + es)(2 + η)
−1|(Γk2u)x2 ||ΓΓk3ux2 ||ΓΓk4u|
. (1 + es)|(Γk2u)x2 |(2 + ξ)−
1
4 (2 + η)−
1
4 e
1
2
s (2 + ξ)
1
4 (2 + η)
1
4 e
1
2
s
. (1 + es)es|(2 + η)−1(Γk2u)x2 |. (3.53)
When k1 ≥ [ 1+s2 ], we have
|Jk1| . |
∑
k′
1
+k2+k3+k4=k,k
′
1
<k1,k3<k,k4<k
Γ
k′
1(Q0 + F
′uη)Q0(Γk2u, Q0(Γk3u, Γk4u))|
≤
∑
k′
1
+k2+k3+k4=k,k
′
1
<k1,k3<k,k4<k
[|Γk′1Q0(u, u)| + |Γk′1(F′uη)|]|Q0(Γk2u, Q0(Γk3u, Γk4u))|.
In the following we will estimate the above two parts separately.
∑
k′
1
+k2+k3+k4=k,k
′
1
<k1,k3<k,k4<k
|Γk′1Q0(u, u)||Q0(Γk2u, Q0(Γk3u, Γk4u))|
=
∑
k2+k3+k4+k5+k6≤k
|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||Q0(Γk2u, Q0(Γk3u, Γk4u))|.
When k5 ≤ k6, noting Lemma 2, we have
|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||Q0(Γk2u, Q0(Γk3u, Γk4u))|
. |Γk6uη||(Γk5uξ |(2 + η)−1|ΓΓk2u||Q0(ΓΓk3u, Γk4u)|
. |Γk6uη||(Γk5uξ |(2 + η)−1|ΓΓk2u|[|ΓΓk3uξΓk4uη| + |ΓΓk3uηΓk4uξ | + |ΓΓk3ux2Γk4ux2 |]|
. |Γk6uη|(2 + ξ)−
3
4 (2 + η)−
3
4 [(2 + ξ)δe
3
2
s e˜s + (2 + ξ)
1
4 (2 + η)
1
4 (2 + ξ)−
1
2 (2 + η)−
1
2 e2s]
. |Γk6uη|(2 + ξ)−
1
2 (2 + η)−
3
4 [e
3
2
s e˜s + e
2
s ]. (3.54)
For the case |k5| ≥ |k6|, by Corollary 1 and Lemma 3, we have
|(Γk5uξΓk6uη + Γk5ux2Γk6ux2)||Q0(Γk2u, Q0(Γk3u, Γk4u))|
. |(Γk5uξ|(2 + η)−
1
2 e
1
2
s (2 + η)
−1|ΓΓk2u||Q0(ΓΓk3u, Γk4u)|
. |(Γk5uξ|(2 + η)−
3
2 e
1
2
s |ΓΓk2u|[|ΓΓk3uξΓk4uη| + |ΓΓk3uηΓk4uξ | + |ΓΓk3ux2Γk4ux2 |]|
. |Γk5uξ |(2 + η)−
3
2 e
1
2
s [(2 + ξ)
− 3
4 (2 + η)
1
4 (2 + η)−
1
2 (2 + ξ)
1
4 (2 + η)
1
4 + (2 + ξ)−
1
4 (2 + η)−
1
4 ]e
3
2
s
. |Γk5uξ |(2 + η)−2e2s . (3.55)
It is easy to get the estimate of second part |Γk′1(F′uη)||Q0(Γk2u, Q0(Γk3u, Γk4u))|. Then, we can get the estimate of Jk1.
In the following, we will give the estimation of Jk2. When k1 ≤ [ k2 ], the other case can be get easily.
Jk2 ≤
∑
0≤k1+k2=k
|Γk1(1 − H)||Γk2[F′Q0(u, uη)]|
. (1 + es)
∑
0≤k3+k4=k2
|Γk3F′||Γk4Q0(u, uη)|
. (1 + es)(2 + ξ)
−1
∑
k5+k6=k4
|Q0(Γk5u, Γk6uη)|
. (1 + es)(2 + ξ)
−1
∑
k5+k6=k4
[|Γk5uξ||Γk6uηη| + |Γk5uη||Γk6uηξ | + |Γk5ux2 ||Γk6uηx2 |).
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For the case of |k5| ≥ |k6|, noting Corollary 1,
|Γk6uηη| . (2 + η)−1|(∂η + Γ4 − x2∂x2)(Γk6u)η|
. (2 + η)−1[|(Γk6u)ηη| + |Γ4(Γk6u)η|] + (2 + η)−
1
2 (2 + ξ)
1
2 (Γk6u)x2η
. (2 + η)−
3
2 e
1
2
s + (2 + η)
−1(2 + ξ)
1
2 e
1
2
s .
Then, we can get
Jk2 . (1 + es)(2 + ξ)
− 1
2 (2 + η)−
1
2 e
1
2
s [|Γk5uξ| + |Γk5uη| + |Γk5ux2 |]. (3.56)
For the case of |k5| ≤ |k6|, noting Lemma 2.2 and Lemma 2.3, we can have
Jk2 . (1 + es)(1 + ξ)
−1
∑
k5+k6=k4
|Q0(Γk5u, Γk6uη|
. (1 + es)(2 + ξ)
−1(2 + η)−1[|ΓΓk5uξ ||ΓΓk6uη| + |ΓΓk5u||ΓΓk6uξη|]
. (2 + ξ)−
1
2 (2 + η)−
1
2 (1 + es)e
1
2
s [|ΓΓk6uη| + |ΓΓk6uξη|].
Moreover, it is easily to get the estimate
Jk3 =
∑
0≤k1+k2=k
Γ
k1(1 − H)Γk2[F′′u2η] . (1 + es)(2 + ξ)−2(2 + η)−
1
2
∑
0≤k2≤k
|Γk2uη| (3.57)
Then, the estimation of A4 can be get
A¯7 . (e
1
2
s + e
2
s)Es. (3.58)
Denote
A¯8 =
∫∫∫
Px2(x)Q
2
0(u, uk)dξdηdx2 +
∫∫∫
{4[Puη]ξ + [Puξ]η − 2[Pux2]x2 }Q0ukx2dξdηdx2
.
= A¯81 + A¯82
where,
A¯81 =
∫∫∫
Px2(x)Q
2
0(u, uk)dξdηdx2
.
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |[ (1 − H)
2F′ux2
1 − 2(1 − H)F′uη
]x2 |[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
. (1 + es)
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |Hx2ux2 |[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
+ (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |Hx2ux2uη|[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |ux2ux2η|[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
. (1 + es)
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |(Q0x2 + 4F′(ξ)uηx2)ux2 |[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2 (3.59)
+ (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |(Q0x2 + 4F′(ξ)uηx2)ux2uη|[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |ux2ux2η|[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
34
. (1 + es)
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |Q0x2ux2 |[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2 + (1 + es)e2s Es
+ (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |Q0x2ux2uη|[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2 + (1 + es)2e
5
2
s Es
+ (1 + es)
3e2s Es
. (1 + es)
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|uξx2uη| + |uηx2uξ | + |ux2x2ux2 |)|ux2 |[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
+ (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|uξx2uη| + |uηx2uξ | + |ux2x2ux2 |)|ux2uη|[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
+ (1 + es)
3e2s Es + (1 + es)
2e
5
2
s Es
. (1 + es)
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|uξx2uη| + |uηx2uξ | + |ux2x2ux2 |)|ux2 |[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
+ (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|uξx2uη| + |uηx2uξ | + |ux2x2ux2 |)|ux2uη|[u2ξu2kη + u2ηu2kξ + u2x2u2kx2]dξdηdx2
+ (1 + es)
3e2s Es + (1 + es)
2e
5
2
s Es
. (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [|uηx2 ||ux2 ||uξ|3 + |uηx2 ||ux2uη||uξ|3]u2kηdξdηdx2
+ (1 + es)
3e2s Es + (1 + es)
2e
5
2
s Es.
By Proposition 2 , Proposition 3 and Corollary 1, we have∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [|uηx2 ||ux2 | + |uηx2 ||ux2uη|]|uξ|3u2kηdξdηdx2
.
∫∫∫
(2 + ξ)−
27
20 (2 + η)−
1
10 e
5
2
s u
2
kηdξdηdx2 . e
5
2
s Es.
Then,
A¯81 . (1 + es)
2e
5
2
s Es + (1 + es)
3e2s Es. (3.60)
A¯82 =
∫∫∫
{4[Puη]ξ + [Puξ]η − 2[Pux2]x2}Q0(uk, u)ukx2dξdηdx2
.
∫∫∫
|[Pξuη + Pηuξ + Px2ux2]||Q0(uk, u)ukx2 |dξdηdx2 +
∫∫∫
|P[8uηξ − 2ux2x2]Q0(uk, u)ukx2 |dξdηdx2
.
= A¯821 + A¯822.
Noting Proposition 2,
A¯822 . (1 + es)
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |F′||ux2 |(|uηξ| + |ux2x2 |)|uη||ukξukx2 |dξdηdx2
+ (1 + es)
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |F′||ux2 |(|uηξ| + |ux2x2 |)|uξ||ukηukx2 |dξdηdx2
+ (1 + es)
2
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |F′||ux2 |(|uηξ| + |ux2x2 |)||ux2 |u2kx2 |dξdηdx2
. (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (2 + ξ)−
3
4 (2 + η)−
3
4 e
3
2
s (|ukξukx2 | + u2kx2)dξdηdx2
+
∫∫∫
(1 + es)
2(2 + ξ)−
11
10 (2 + η)−
1
10 (2 + ξ)−
1
2 (2 + η)−
1
2 es|uξ||ukηukx2 |dξdηdx2}
. (1 + es)
2e
3
2
s Es + (1 + es)
2es
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |uξx2 ||ukηukx2 |dξdηdx2} . (1 + es)2e
3
2
s Es.(3.61)
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In the following, we will estimate A¯821.
A¯821 .
∫∫∫
|[(2 + ξ)− 110 (2 + η)− 110 (1 − H)
2F′ux2
1 − 2(1 − H)F′uη
]ξuηQ0(uk, u)ukx2 |dξdηdx2
+
∫∫∫
|[(2 + ξ)− 110 (2 + η)− 110 (1 − H)
2F′ux2
1 − 2(1 − H)F′uη
]ηuξQ0(uk, u)ukx2 |dξdηdx2
+
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 |[ (1 − H)
2F′ux2
1 − 2(1 − H)F′uη
]x2ux2Q0(uk, u)ukx2 |dξdηdx2
. (1 + es)
2
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 |ux2 ||uη||Q0(uk, u)||ukx2 |dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [(|Hξux2 | + |uξx2 |)(1 + |uη|) + |ux2 |(|Hξuη| + |uξη|)]|uη||Q0(uk, u)||ukx2 |dξdηdx2
+ (1 + es)
2
∫∫∫
[(2 + ξ)−
11
10 (2 + η)−
11
10 |ux2 ||uξ||Q0(uk, u)||ukx2 |dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [(|Hηux2 | + |ux2η|)(1 + |uη|) + |ux2 ||(Hηuη + uηη)|]|uξ||Q0(uk, u)||ukx2 |dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 [(|Hx2ux2 | + |ux2x2 |)(1 + |uη|) + (|Hx2uη| + |ux2η)ux2 |]|ux2 ||Q0(uk, u)||ukx2 |dξdηdx2.
Noting Proposition 2, we can estimate the above inequality terms by terms.
A¯821 . (1 + es)
2e
3
2
s Es + (1 + es)
2
∫∫∫
[(2 + ξ)−
21
10 (2 + η)−
11
10 |ux2 ||uξ||uξ||ukηukx2 |dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 [(|Hξux2 | + |uξx2 |)|uξ||ukηukx2 |dξdηdx2
+ (1 + es)
3(e
3
2
s + e
2
s)Es + (1 + es)
3(es + e
3
2
s + e
2
s)Es
. (1 + es)
3(es + e
3
2
s + e
2
s)Es + (1 + es)
2
∫∫∫
[(2 + ξ)−
21
10 (2 + η)−
11
10 (2 + ξ)
1
4 (2 + η)
1
4 e
3
2
s |ukηukx2 |dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (|(Q0 + 4F′(ξ)uη)ξux2 ||uξ| + es)|ukηukx2 |dξdηdx2
. (1 + es)
3(es + e
3
2
s + e
2
s)Es + (1 + es)
3
∫∫∫
(2 + ξ)−
11
10 (2 + η)−
1
10 (e2s + e
3
2
s )|ukηukx2 |dξdηdx2
. (1 + es)
3(es + e
3
2
s + e
2
s)Es. (3.62)
Therefore, we can get
A¯8 . (1 + es)
3(es + e
3
2
s + e
2
s)Es. (3.63)
Denote
A¯9
.
=
∫∫∫
[PF′uξ]x2u
2
kη − 8[PF′uξ]ηukηukx2dξdηdx2 = A¯91 + A¯92.
By Proposition 2, it is easily to get
A¯91 =
∫∫∫
[PF′uξ]x2u
2
kηdξdηdx2
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 |[ (1 − H)
2ux2uξ
1 − 2(1 − H)F′uη
]x2 |u2kηdξdηdx2
. (1 + es)
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 |[(Hx2ux2uξ + ux2x2uξ + ux2uξx2)(1 + uη) + ux2uξux2η]|u2kηdξdηdx2
. (1 + es)(es + e
3
2
s + e
2
s + e
5
2
s )Es. (3.64)
36
and
A¯92 =
∫∫∫
−8[PF′uξ]ηukηukx2dξdηdx2
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
11
10 | (1 − H)
2ux2uξ
1 − 2(1 − H)F′uη
||ukx2ukη|dξdηdx2
+
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 |[ (1 − H)
2ux2uξ
1 − 2(1 − H)F′uη
]η||ukx2ukη|dξdηdx2
. (1 + es)
2
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
11
10 |ux2uξ||ukx2ukη|dξdηdx2
+ (1 + es)
3
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 [(|Hηux2uξ | + |ux2ηuξ| + |ux2uξη|)(1 + |uη|) + |ux2uξuηη|]|ukx2ukη|dξdηdx2
. (1 + es)
2esEs + (1 + es)
3(es + e
3
2
s + e
2
s + e
5
2
s )Es. (3.65)
Therefore, we can obtain the estimate
A¯9 . (1 + es)
2esEs + (1 + es)
3(es + e
3
2
s + e
2
s + e
5
2
s )Es. (3.66)
Using the similar method to estimate A¯9, we can get
A¯10
.
=
∫∫∫
[PF′uη]x2u
2
kx2
dξdηdx2 +
∫∫∫
[PF′ux2]ηu
2
kx2
dξdηdx2
. (1 + es)
2esEs + (1 + es)
3(es + e
3
2
s + e
2
s + e
5
2
s )Es. (3.67)
We denote
A¯11 =
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10
(1 − H)2ux2uξ
1 − 2(1 − H)F′uη
Jkukx2dξdηdx2. (3.68)
Using the similar method to estimate A¯4, we can get the estimate of A¯11. Similarly, we can get the estimate
A¯12 =
∫∫∫
(2 + ξ)−
1
10 (2 + η)−
1
10 ukξ(1 − H)4Γk(F′2uηηH)dξdηdx2
.
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 ukξukηηHdξdηdx2 +
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 ukξukη(ΓH)dξdηdx2
+
∫∫∫
(2 + ξ)−
21
10 (2 + η)−
1
10 ukξuηη(Q0(u, uk) + F
′ukη)dξdηdx2
. ε + (es + e˜se
1
2
s + e
2
s)Es
It is easily to get the estimate
A¯13 = −
∫∫∫
P[4Γk(F′2uηη)]ukx2dξdηdx2 (3.69)
. ε + (e
1
2
s + es + e
3
2
s )Es
and
A¯14 =
∫∫∫
P[8F′uηΓk(F′2uηη)]ukx2dξdηdx2 (3.70)
. ε + (e˜se
1
2
s + es + e
3
2
s )Es
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3.2. Low order energy estimates
In this subsection, we will give the low order energy estimates. Firstly, we can get the following important lower
order L∞ estimate.
Proposition 3. If we suppose that es . ε, we can get
e˜s . ε. (3.71)
Proof. Using the foundational solution of system (3.3), we have
|Γku| = |Γku0 +
∫ t
0
∫∫
R2
Γ
k[
Q0(u+F,Q0(u,u)+2F
′(ut−ux1 ))
1−Q0(u,u)−2F′(ut−ux1 )
]√
|t − t′|2 − |x − x′|2
dx′dt′|
=
∫ t
0
∫∫
R2
Γ
k[
Q0(u,Q0(u,u)+2F
′(ut−ux1 ))
1−Q0(u,u)−2F′(ut−ux1 )
]√
|t − t′|2 − |x − x′|2
dx′dt′ +
∫ t
0
∫∫
R2
Γ
k[
Q0(F,Q0(u,u))
1−Q0(u,u)−2F′ (ut−ux1 )
]√
|t − t′|2 − |x − x′|2
dx′dt′
+
∫ t
0
∫∫
R2
|Γk[ Q0(F,F
′(ut−ux1 ))
1−Q0(u,u)−2F′ (ut−ux1 )
]|√
|t − t′|2 − |x − x′|2
dx′dt′
. |Γku0 +
∫ t
0
∫∫
R2
Γ
k[
Q0(u,Q0(u,u)+2F
′(ut−ux1 ))
1−Q0(u,u)−2F′(ut−ux1 )
]
√|t − t′| + |x − x′|
|x − x′|d
√
|t − t′| − |x − x′|d|t − t′||
+ |
∫ t
0
∫∫
R2
Γ
k[
Q0(F,Q0 (u,u))
1−Q0(u,u)−2F′(ut−ux1 )
]
√|t − t′| + |x − x′|
|x − x′|d
√
|t − t′| − |x − x′|d|t − t′||
+
∫ t
0
∫∫
R2
|Γk[ Q0(F,F
′ (ut−ux1 ))
1−Q0(u,u)−2F′(ut−ux1 )
]|√
|t − t′|2 − |x − x′|2
dx′dt′
. ε +
∫ t
0
∫∫
R2
|Γk[Q0(u, Q0(u, u) + 2F
′(ut − ux1))
1 − Q0(u, u) − 2F′(ut − ux1)
]|d
√
|t − t′| − |x − x′|d|t − t′|
+ |
∫ t
0
∫∫
R2
Γ
k[
Q0(F,Q0 (u,u))
1−Q0(u,u)−2F′(ut−ux1 )
]
√|t − t′| + |x − x′|
|x − x′|d
√
|t − t′| − |x − x′|d|t − t′||
+
∫ t
0
∫∫
R2
|Γk[ Q0(F,F
′ (ut−ux1 ))
1−Q0(u,u)−2F′(ut−ux1 )
]|√
|t − t′|2 − |x − x′|2
dx′dt′.
By integrating in part, we have
|Γku| . ε +
∫ t
0
∫∫
R2
∂|Γk[Q0(u, Q0(u, u) + 2F
′(ut − ux1))
1 − Q0(u, u) − 2F′(ut − ux1)
]|dxdt
+
∫ t
0
∫∫
R2
∂|Γk[ Q0(F, Q0(u, u))
1 − Q0(u, u) − 2F′(ut − ux1)
]|dxdt
+
∫ t
0
∫∫
R2
|Γk[ Q0(F,F
′ (ut−ux1 ))
1−Q0(u,u)−2F′(ut−ux1 )
]|√
|t − t′|2 − |x − x′|2
dxdt.
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Then
|Γku| . ε + |
∫∫∫
Γ|Γk[(1 − H)(Q0(u, Q0(u, u)) + 6F′Q0(u, uη) + 8F′′u2η) + 4F′2uηηH|dξdηdx2|
+
∫∫∫
| Γ
k(F′2uηη)√
(ξ − ξ′)(η − η′) − (x2 − x′2)2
|dξdηdx2
. ε +
∫∫∫
|Γk+1[(Q0(u, Q0(u, u)) + F′Q0(u, uη) + F′′u2η) + F′2uηηH|dξdηdx2
+
∫∫∫
| (2 + ξ)
− 7
4 (2 + η)−
7
4 e
1
2
k
+ (2 + ξ)−
5
4 (2 + η)−
5
4 e
1
2
k√
(ξ − ξ′)(η − η′) − (x2 − x′2)2
|dξdηdx2
. ε +
∫∫∫
|Γk+1Q0(u, Q0(u, u))|+ (2 + ξ)−2|Γk+1Q0(u, uη)| + (2 + ξ)−3|Γk+1u2η|dξdηdx2
+
∫∫∫
| (2 + ξ)
− 5
4 (2 + η)−
5
4 e
1
2
k√
(ξ − ξ′)(η − η′) − (x2 − x′2)2
|dξdηdx2
. ε +
∫∫∫
(2 + ξ)−1(2 + ξ + η)−1[|∇Γk1u||∇Γk2u||Γk3u| + |Γk′1u||Γk′2u||∇∇Γk3u|]dξdηdx2
+
∫∫∫
(2 + ξ)−1(2 + η)−1(2 + ξ)
1
2 (2 + η)
1
2 |Γk1uξx2 ||Γk2uη|dξdηdx2
+
∫∫∫
(2 + ξ)−2|Γk1uη||Γk2uη|dξdηdx2
. ε +
∫∫∫
(2 + ξ)−1(2 + ξ + η)−1[|∇Γk1u||∇Γk2u||Γk3u| + |Γk′1u||Γk′2u||∇∇Γk3u|]dξdηdx2
+
∫∫∫
(2 + ξ)−1(2 + η)−1(2 + ξ)
1
2 (2 + η)
1
2 |Γk1uξx2 ||Γk2uη|dξdηdx2 + e
1
2
k
+
∫∫∫
(2 + ξ)−2|Γk1uη||Γk2uη|dξdηdx2
. ε +
∫
(2 + ξ)−1(2 + ξ + η)−1(2 + ξ)
1
2 (2 + η)
1
2 (2 + ξ)δe˜kekdξ + ek + e
1
2
k
. ε +
∫
(2 + ξ)δ−1dξe˜sek + ek + e
1
2
k
. ε + (2 + ξ)δe˜sek + ek + e
1
2
k
. (3.72)
where we use the bootstrap step in the last two step. Then, we can get the conclusion.
Taking the operator Γl to (3.3), we have
Γlu + 4ΓlF′2uηη) = Γ˜l{
1
2
(1 − H)[Q0(u, Q0(u, u)) + 6F′Q0(u, uη) + 8F′′u2η] − 4F′2uηηH},
where Γ˜l = Γl +
∑
l′<l
Al,l′Γ
l′ . Multiplying ulηe
−B(ξ) into the above equation and integrating it for the variables x2 and η,
we have
2
d
dξ
∫∫
u2lηe
−B(ξ)dx2dη =
∫∫
e−B(ξ)ulηΓ˜l{
1
2
(1 − H)[Q0(u, Q0(u, u)) + 6F′Q0(u, uη) + 8F′′u2η] − 4F′2uηηH}dx2dη.
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Without loss of generality, we assume |l| ≥ 7. Noting the bound of B(ξ), we can get
d
dξ
∫∫
u2lηdx2dη
.
∑
|k|≤s
∫∫
|ukη||Γ˜l−7{(1 − H)[Q0(u, Q0(u, u)) + 6F′Q0(u, uη) + 4F′′u2η] − 4F′2uηηH}|dx2dη
.
∑
|k|≤s
∑
|l1|+|l2 |+|l3|+|l4|≤s−14
∫∫
|ukη||([Q0(Γl2u, Q0(Γl3u, Γl4u)) + Γl2F′Q0(Γl3u, Γl4uη)])|dx2dη
+
∑
|k|≤s
∑
|l1|+|l2 |+|l3|+|l4|≤s−14
∫∫
|ukη|(|Γl2F′′Γl3uηΓl4uη| + |F′2Γl3uηηΓl4 H|})dx2dη.
Then, integrating ξ from the Goursat boundary to ξ and noting Lemma 2.2, we obtain
∫∫
u2lηdx2dη
. ε + (1 + es)E
1
2
s (
∑
|l2 |+|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)
11
10 (2 + η)
1
10 [Q0(Γ
l2u, Q0(Γ
l3u, Γl4u))]2dx2dηdξ)
1
2
+ (1 + es)E
1
2
s (
∑
|l1|+|l2|+|l3 |+|l4|≤s−14
∫∫∫
(2 + ξ)−
9
10 (2 + η)
1
10 [Q0(Γ
l3u, Γl4uη)]
2dx2dηdξ)
1
2
+ (1 + es)E
1
2
s (
∑
|l1|+|l2|+|l3 |+|l4|≤s−14
∫∫∫
(2 + ξ)−
19
10 (2 + η)
1
10 (Γl3uηΓ
l4uη)
2dx2dηdξ)
1
2
+ E
1
2
s (
∑
|l1|+|l2|+|l3 |+|l4|≤s−14
∫∫∫
(2 + ξ)−
19
10 (2 + η)
1
10 (Γl3uηηΓ
l4H)2dx2dηdξ)
1
2
. ε + (1 + es)E
1
2
s (
∑
|l2 |+|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)−
9
10 (2 + η)
1
10 [|∇Γl2u|2|ΓQ0(Γl3u, Γl4u)|2 + |ΓΓl2u|2|∇Q0(Γl3u, Γl4u)|2]dx2dηdξ)
1
2
+ (1 + es)e
1
2
s E
1
2
s (
∑
|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)−
9
10 (2 + η)
1
10 {(2 + η)−2(Γl3u)2ξ + (2 + ξ)−
1
2 (2 + η)−
1
2 [(Γl3u)2η + (Γ
l3u)2x2]}dx2dηdξ)
1
2
+ (1 + es)e
1
2
s E
1
2
s (
∑
|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)−
19
10 (2 + η)−
9
10 (Γl4uη)
2dx2dηdξ)
1
2
+ E
1
2
s (
∑
|l1|+|l2|+|l3 |+|l4|≤s−14
∫∫∫
(2 + ξ)−
19
10 (2 + η)
1
10 (Γl3uηηΓ
l4(Q0(u, u) + F
′′u2η))
2dx2dηdξ)
1
2 (3.73)
. ε + (1 + es)E
1
2
s (
∑
|l2 |+|l′3|+|l′4|≤s−13
∫∫∫
(2 + ξ)−
9
10 (2 + η)−
19
10 |∇Γl2u|2|Γl′3u|2|∇Γl′4u|2dx2dηdξ)
1
2
+ (1 + es)E
1
2
s (
∑
|l2|+|l′3|+|l′4 |≤s−13
∫∫∫
(2 + ξ)−
9
10 (2 + η)−
19
10 |Γl˜2u|2|Γl˜3u|2|∇Γl˜4u|2dx2dηdξ)
1
2 + (1 + es)e
1
2
s Es
+ E
1
2
s (
∑
|l1|+|l2|+|l3 |+|l4|≤s−14
∫∫∫
(2 + ξ)−
19
10 (2 + η)
1
10 (Γl3uηηΓ
l4(Q0(u, u) + F
′′u2η))
2dx2dηdξ)
1
2
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Using the similar procedure to the proof of Proposition 3, we have∫∫
u2lηdx2dη
. ε + (1 + es)E
1
2
s (
∑
|l2|+|l′3 |+|l′4|≤s−13
∫∫∫
(2 + ξ)−
9
10 (2 + η)−
19
10 |∇Γl2u|2|Γl′3u|2|∇Γl′4u|2dx2dηdξ)
1
2
+ (1 + es)E
1
2
s (
∑
|l2 |+|l′3|+|l′4|≤s−13
∫∫∫
(2 + ξ)−
9
10 (2 + η)−
19
10 |Γl˜2u|2|Γl˜3u|2|∇Γl˜4u|2dx2dηdξ)
1
2
+ (1 + es)e
1
2
s Es + e
1
2
s Es
. ε + (1 + es)E
1
2
s es(
∫∫∫
(2 + ξ)−
2
5 (2 + η)−
7
5 |Γl′3ux2 |2dx2dηdξ)
1
2
+ (1 + es)E
1
2
s (
∫∫∫
(2 + ξ)−
9
10 (2 + η)−
19
10 (2 + ξ)2δe˜2s(2 + ξ)(2 + η)|Γl˜
′
3ux2 |2(2 + ξ)−
1
2 (2 + η)−
1
2 e2kdx2dηdξ)
1
2
+ (1 + es)e
1
2
s Es
. ε + (1 + es)esEs + (1 + es)ese˜sE
1
2
s (
∫∫∫
(2 + ξ)2δ−
2
5 (2 + η)−
7
5 |Γl˜′3ux2 |2dx2dηdξ)
1
2
. ε + (1 + es)esEs + (1 + es)ese˜sEs (3.74)
where l˜′3 is equal to l˜2 or l˜3 and we take the positive constant δ < 320 .
Similarly, multiplying ulξe
−B(ξ) into the above equation and integrating it for the variables x2 and η, by the bound
of B(ξ) we have∫∫
u2lx2e
−B(ξ)dx2dη
. ε +
∫∫∫
ulξΓ˜
l{(1 − H)[Q0(u, Q0(u, u)) + 4F′Q0(u, uη) + 4F′′u2η] − 4F′2uηηH}dx2dη
. ε + (1 + es)E
1
2
s (
∑
|l2 |+|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)
1
10 (2 + η)
11
10 [Q0(Γ
l2u, Q0(Γ
l3u, Γl4u))]2dx2dηdξ)
1
2
+ (1 + es)E
1
2
s (
∑
|l1|+|l2|+|l3 |+|l4|≤s−14
∫∫∫
(2 + ξ)−
19
10 (2 + η)
11
10 [Q0(Γ
l3u, Γl4uη)]
2dx2dηdξ)
1
2
+ (1 + es)E
1
2
s (
∑
|l1|+|l2|+|l3 |+|l4|≤s−14
∫∫∫
(2 + ξ)−
29
10 (2 + η)
11
10 (Γl3uηΓ
l4uη)
2dx2dηdξ)
1
2
+ esE
1
2
s (
∑
|l1 |+|l2|+|l3|+|l4 |≤s−14
∫∫∫
(2 + ξ)−
29
10 (2 + η)
11
10 (Γl3uηηΓ
l4H)2dx2dηdξ)
1
2
. ε + (1 + es)E
1
2
s (
∑
|l2 |+|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)
1
10 (2 + η)
11
10 [|∇Γl2u|2|ΓQ0(Γl3u, Γl4u)|2 + |ΓΓl2u|2|∇Q0(Γl3u, Γl4u)|2]dx2dηdξ)
1
2
+ (1 + es)e
1
2
s E
1
2
s (
∑
|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)−
9
10 (2 + η)
11
10 {(2 + η)−2(Γl3u)2ξ + (2 + ξ)−
1
2 (2 + η)−
1
2 [(Γl3u)2η + (Γ
l3u)2x2]}dx2dηdξ)
1
2
+ (1 + es)e
1
2
s E
1
2
s (
∑
|l3|+|l4|≤s−14
∫∫∫
(2 + ξ)−
19
10 (2 + η)−
9
10 (Γl4uη)
2dx2dηdξ)
1
2
+ esE
1
2
s (
∑
|l1 |+|l2|+|l3|+|l4 |≤s−14
∫∫∫
(2 + ξ)−
29
10 (2 + η)
11
10 (Γl3uηηΓ
l4(Q0(u, u) + F
′′u2η))
2dx2dηdξ)
1
2 . (3.75)
Using the similar procedures to
∫∫
u2
lη
dx2dη, we can get∫∫
u2lx2dx2dη . ε + (1 + es)esEs + (1 + es)ese˜sEs. (3.76)
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Therefore, Combining all the above estimates and by the bootstrap method, we can get the energy estimates
Es . ε, es . ε. (3.77)
Then, we can get the stability of the traveling wave solution F(x1 + t) to the time-like extremal hypersurface in
Minkowski space R1+(2+1).
Remark 7. Here we will give the difference of the proof of stability result to the general traveling wave solutions
(a+ bx2)F(x1 + t). There is one more term Q0(u, Fux2) in (1.12) than the terms in (3.2). In the proof of stability result,
the main step is to get the decay of the variables ξ and η. We can get the following two decay estimates
|Q0(u, Fux2)| . (2 + ξ)−2[|Γu||∇ux2 | + |∇u||Γux2 |]
|Q0(u, Fux2)| . (2 + ξ)−1(2 + η)−1[|Γu|(|uξx2 | + |ux2x2 | + (|ux2 | + |uξ |)|Γux2 |]
There is at least one good derivative in the right hand side. Using the similar procedures, we can get the main stability
result for the traveling wave solutions with the general form. We omit the details.
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