Abstract-Route selection based on performance measurements is an essential task in inter-domain Traffic Engineering. It can benefit from the detection of significant changes in RTT measurements and the understanding on potential causes of change. Among the extensive works on change detection methods and their applications in various domains, few focus on RTT measurements. It is thus unclear which approach works the best on such data.
I. INTRODUCTION
Border Gateway Protocol (BGP) route selection is agnostic of transmission performance, such as Round-Trip Time (RTT). Supplementary Traffic Engineering (TE) scheme is thus needed. Route selection based on latency measurements [1], [2] sends out traffic on paths with the smallest recent RTTs for each destination prefix. Re-routing could be overwhelmingly frequent due to the the noisy nature of RTT measurements, e.g. based on last RTT measurement [2] . Meanwhile, too much smoothing could delay the reaction to sudden RTT changes. In both cases, the most appropriate setting may vary from path to path, and is hence ad hoc. We therefore advocate route selection based on the detection of significant changes in RTT measurements. To that end, we study the techniques of change detection and how detected RTT changes correlate to network events.
Path changes and congestion are known to be the major reasons for RTT changes. It is generally agreed that interdomain routing changes impact the RTT level greatly. Pucha et al. [3] showed that inter-domain routing changes cause larger median RTT variation than intra-domain ones. Rimondini et al. [4] confirmed that 72.5% BGP route changes in their study are associated with RTT change. Similar observations were made in a large Content Delivery Network (CDN), where interdomain routing changes are responsible for more than 40% of severe user experience degradation [5] .
Intra-domain events are no less important. Pucha et al.
[3] discovered that intra-domain path changes can cause RTT changes of comparable amplitude as inter-domain ones. Moreover, they pointed out that it is intra-domain path changes, not congestion, that are responsible for the majority (86%) of RTT changes. A different claim was however made by Schwartz et al. [6] . They found out that most RTT variation is rather within paths (i.e. due to congestion) than among paths (i.e. due to path changes).
Conflicts in previous works could be caused by the difference in locations from where measurements were launched. For instance, Chandrasekaran et al. [7] observed that AS path changes only have marginal impact on RTT in the core of Internet, while previous works [3], [6] include as well access networks. Results might as well change over time. For instance, the "flattened" Internet topology, the increasing amount of traffic in private CDN over the last decade [8] , [9] might have changed the characteristics of path change and congestion, and consequently how they impact RTT.
Bearing this in mind, we emphasize the efforts on methods and tools enabling iterative analysis on the relationship between RTT and path changes over time, rather than one shot observation or analysis on a specific dataset.
The discussion and discovery of previous works are enlightening, yet their methods of processing RTT measurements can hardly fuel RTT change triggered intra-domain TE. In [3] , [6] , [7] , RTT measurements are first grouped by underlying paths; impact of path changes are then estimated through comparison of associated RTT statistics, e.g. percentiles. In our TE scheme, RTT rather than path are more intensively measured [10] . This is because path measurements do not necessarily reflect all the changes in RTT, meanwhile being more resource-consuming. For example, congestion in upstream network can only be learnt through change detection on RTT measurements.
Among the extensive studies on change detection methods and their applications in various domains [11], [12] , Rimondini et al. [4] are among the first to employ change detection in network measurements analysis. However, they tuned the detection sensitivity in a way that detected changes correlate best to the BGP changes of the destination prefix, which potentially ignores the RTT change due to intra-domain changes and congestion. Plus, such tuning is potentially required for each individual RTT time series, thus hard to scale. To achieve more general approach decoupled from path measurements, we propose an evaluation framework for the selection and calibration of change detection methods for RTT measurements.
IP-level load balancing (LB) is few discussed in previous investigations on the relationship between RTT and path changes. Schwartz et al. [6] regarded all paths between a source-destination pair as "parallel paths" and found out that RTTs over these paths were mostly overlapping. However, there are two kinds of transitions among "parallel paths" that need to be distinguished. They are 1) IP path changes caused by protocol level route recalculation and 2) those caused by LB mechanisms. Intra-domain path changes before the era of LB haven been shown to be responsible for important RTT changes [3] . On the other hand, LB paths are of equal/close administrative cost, hence similar characteristics [13] .
This work proposes a set of methods detecting and correlating individual RTT and path changes, preparatory to RTT change triggered inter-domian route selection. The pursuit is thus not to answer again which network event has most significant impact on RTT. The contribution brought forth are: 1) a customized scoring scheme together with a carefully labelled dataset are presented as evaluation framework; 2) a simple data transformation is proposed and shown to improve the detection performance of existing methods; 3) a heuristic is developed to distinguish path changes caused by routing change from those by LB. We further uncovered the characteristics, e.g. change detection sensitivity, and remaining issues with the proposed methods.
The remainder of the paper is organized as follows. Sec. II points to the code repository of this work and provides details on the data collection. Sec. III first offers a primer on change detection methods; then presents our propositions on change detection method evaluation. Sec IV reveals and addresses the challenge of distinguishing routing changes from LB path changes for RIPE Atlas built-in measurements. Sec. V correlates the detected RTT and path changes.
II. CODE SPACE AND DATA
The main code space of this work is made public on Github with documentation: https://github.com/WenqinSHAO/rtt. The implementations of proposed methods are decoupled from the context of this project, and thus can easily be employed elsewhere.
We applied our methods on RIPE Atlas built-in measurements [14] and performed data analysis. These measurements are openly available so that the results of this work can be reproduced by other researchers or compared to alternative approaches. We collected RIPE Atlas built-in ping and traceroute measurement toward The moments that cut a time series into segments of different characteristics are called changepoints. The problem of detecting the most appropriated changepoints is known as changepoint detection. Which method (among the wide variety of existing ones) is the most appropriate for Internet RTT time series is still not stated. Moreover, many changepoint detection methods are parametric. Identifying the best settings for these methods remains challenging. One fundamental issue in addressing the above problems is the lack of an evaluation framework.
In this section, we first introduce changepoint detection method. We explain the parameters to be set and their impacts on the detection results. Then, we dissect the challenges in building an evaluation framework and describe our attempt in solving them. Finally, we choose several state-of-art changepoint detection methods and evaluate their performance with the proposed evaluation framework.
A. Changepoint detection
One common approach translates the quest of finding the best changepoints into the following optimization problem 2 . Assume we are given a sequence of data, y 1:n = (y 1 , y 2 , ...y n ). We expect changepoint detection method to produce m ordered changepoints, τ 1:m = (τ 1 , τ 2 , ...τ m ). τ i is the position of i th changepoints and takes value from in 1, .., n − 1. We define τ 0 = 0 and τ m+1 = n. Together with the detected m changepoints, they cut y 1:n into m + 1 segments, with the i th segment containing y τi−1+1:τi . For each segment, a cost is calculated. The detection method seeks to minimize the cost sum of all the segments:
Here C is a cost function while βf (m) is a penalty to prevent overfitting -the two major parameters to be set.
One commonly used cost function is minus of the maximum log-likelihood of the segment following a certain distribu-
Here f (y|θ) is a density function with distribution parameter θ. In such case, the choice of cost function is restrained to the choice of distribution types. Currently supported distributions in [16] are: Normal, Exponential, Gamma and Poisson. A recent progress proposes a cost function based on empirical distribution likelihood, where the specification on distribution type is not necessary. It is thus a non-parametric method [12] .
When it comes to penalty, f (m) is generally a function linear to the number of parameters introduced by m changepoints: m + (m + 1)dim(θ)
3 . Common choices of β are
In order to determine which detection method works the best on RTT time series, a dataset with a priori labelled moments of RTT change is required, serving as ground truth, in the above presented scoring method. It's quality is essential to the relevance of evaluation results.
There are two approaches to a labelled ground truth: 1) artificially generated data; 2) real data with labels. Real data is naturally the preferred choice and can only be labelled by humans with domain knowledge in absence of systematic automation, which is however tedious and error-prone. Therefore, it is of importance to first design tools facilitating the labelling and second to evaluate the quality of so produced 'ground truth'. More specifically, 1) a set of tools for interactive visual inspection (for RTT time series and labels) are developed to minimize human errors 4 ; 2) we fabricated a synthetic RTT dataset with known moments of actual change, and compared the human detection results to generated change moments 5 . The labellers are the authors of this work, who are researchers/graduate students in networking.
The synthetic dataset contains 20 RTT timeseries representing 8646 hours of RTT measurements with 935 generated changepoints. An example of these synthetic RTT trace is shown in Fig. 1 . Each trace contains several stages of random RTT level representing different underlying paths. Each path has its own Markov process deciding the chance of getting into/out of a congestion phase. The detection performance of human labellers on the synthetic dataset is shown in Fig. 2 6 . Human labellers have 100% for both P recision and Recall on 14 traces. For the rest, the P recision remains high. A few changes are miss out, but their total weight remain limited.
Real RTT traces of various characters are selected from RIPE Atlas to construct the ground truth dataset. Some are full of fluctuations; some contain periodic congestion, some have many stage changes, etc. The entire dataset represents more than 34,008 hours, i.e. 1417 days, of RTT measurements. 1047 changepoints were identified by the labellers. The labelled RTT traces along with the synthetic traces are all available in the main project repository given in Sec. II.
E. Candidate changepoint methods
According to the primer on changepoint detection in Sec. III-A, there are two major parameters for a changepoint method formulated in that way: penalty and cost function/distribution.
We consider all the information criterion introduced (AIC, BIC, MBIC and Hannan-Quinn), and all the supported distribution types, including the non-parametric approach based on empirical distribution.
With some preliminary tests, we quickly realized that detection with Normal distribution tend to be over-sensitive, while Poisson, Exponential distribution are too numb. It is because the mean and variance of Normal distribution are independently controlled by two parameters, which increases the chance of fitting subtle changes either in level or volatility. Meanwhile, the mean and variance of Poisson and Exponential distribution are coupled by one parameter, which restrains their freedom of adjustment 7 8 . For instance, for a path including trans-Pacific links, we shall expect a minimum RTT above 80ms, in which case the corresponding Poisson distribution could easily tolerate several RTT deviations of 20ms, which is already non-negligible.
To boost the detection sensitivity with Poisson and Exponential distribution, we propose a data transformation: subtracting the RTT time series by its minimum value (baseline) to lower down its overall RTT level 9 . Changes are then detected for the baseline-removed RTT time series when assuming Poisson and Exponential distribution. Such setting is denoted as cpt_poisson and cpt_exp respectively. For the sake of comparison, we also consider Poisson distribution without data transformation and denote it as cpt_poisson_naive. Normal distribution and non-parametric approach are applied directly on initial RTT measurements. They are denoted as cpt_normal and cpt_np accordingly.
F. Evaluation of changepoint methods
Before evaluating with the scores defined in Sec. III-C, one might wonder whether the RTT segments labelled by human beings already (Sec. III-D) follow principally a specific distribution, and whether that distribution leads to the best detection performance. We performed distribution test for 813 RTT segments longer than 20 datapoints against each of the discussed distribution types under corresponding data transformation (Sec. III-E). 71 follow Normal distribution, 13 follow Poisson distribution, 11 follow Exponential distribution 10 . None of these distributions seems to to have dominant popularity among the labelled RTT segments. Changes are detected for selected real RTT traces with all distribution types. The detection performance in terms of P recision, Recall, Recall W , F 2 and weighted F 2 under optimal penalty are given in Fig. 3 . More than 75% of changes in terms of weight can be detected for more than half of the traces with any distribution. All distribution types have better score in terms of recall and F 2 with their weighted variation, indicating some changepoints missed out are indeed of little operational importance. Normal distribution has more fitting RTT segments than others, however its overall F 2 score (weighted or not) is not outstanding. This suggests that the goodness of fit is not a guarantee for detection performance. Fig. 3 confirms that the detection with Normal distribution is over-sensitive even with MBIC, the largest adaptive penalty setting. For the other methods, their performances are rather close. cpt_poisson seems to have a slight advantage according to weighted F 2 . Compared to cpt_poisson_naive, cpt_poisson achieves higher Recall W without obviously sacrificing P recision. As a matter of fact, without data transformation, assuming Exponential distribution detects no changepoint for a big part traces in the real RTT dataset. These imply that the proposed data transformation has the potential to improve detection performance for these distributions.
G. Detecting changes for collected ping measurements
cpt_poisson and cpt_np with MBIC are used to detected RTT changes for all the 6029 collected ping measurements. We consider cpt_poisson as it is the best performing one, though by a small margin. cpt_np is included as it performs well and its cost function follows a different principle. 4 shows the distribution of RTT change numbers per probe. 4844 probe traces each containing more than 30,000 ping measurements are considered. 854,626 RTT change are detected by cpt_np. cpt_poisson almost doubled this number with 1,638,858 RTT changes. However, the median change numbers for both methods is however the same (122). Fig. 4b shows that the change number by cpt_poisson spreads over a much wider range. With cpt_poisson, 711 probes (11.86%) have more than 500 changes, while only 35 probes (0.58%) with cpt_np experienced that many changes. This is probably because the cost function of cpt_np bases on the estimation of quantiles (by default 10 quantiles used, more can be set) of empirical distribution. The dimension of θ is much larger than Poisson and Normal distribution. The penalty value increases hence much faster for cpt_np when new changepoint is added, which prevents extremely large number of changepoints per probe trace. Wrap-up In this part, we described an evaluation framework adapted to change detection on RTT time series. A data transformation to improve the detection sensitivity is proposed, with which, Poisson distribution + MBIC achieves the most appropriate balance between sensitivity and relevance. The nuance between cpt_np and cpt_poisson will be further discussed in Sec V.
IV. PATH CHANGE DETECTION
Trivial as it may sound, detecting IP path changes is challenging for RIPE Atlas built-in traceroute measurements. The difficulties come from two aspects: 1) the wide deployment of IP-level Load Balancing (LB); 2) RIPE Atlas uses Paris traceroute with different Paris IDs every other measurement (incremented by 1, recycling between 0 and 15) [20] , [21] .
IP paths taken by two neighbouring measurements can naturally differ -load-balanced on different available paths. From this angle, plain IP path changes doesn't mean that there were topological or configuration changes that lead to any real routing change. On the other hand, having different Paris IDs every time can also be helpful in this context. If traceroute were locked on a single Paris ID, it would then be impossible to detect routing changes that only affect paths corresponding to other Paris IDs.
A. IP Forwarding Pattern change
When a different IP path is measured with a same Paris ID, there is potentially a routing change. We call this kind of IP path change an IP Forwarding Pattern (IFP) change. In the example below, the IFP change happens when Paris ID 2 begins to take IP path E instead of B. We refer to two measurements with same Paris ID but different IP paths as conflicting measurements. IFP changes can thus be identified by constructing a set of measurement series, each containing no conflicting measurements. Yet, across two series next to each other, there shall be as least one pair of conflicting measurements, otherwise they can be merged. This can be done by moving the boundary of measurement series forward to include non-conflicting measurements, till a conflict is encountered, as shown in the above example. We call this approach forward inclusion.
The drawback of forward inclusion is that it potentially delays the detection of actual IFP changes. This is because, when including non-conflicting measurements forwardly, a measurement series always has the chance to absorb measurements till it experiences all possible Paris IDs. However an actual IFP change could happen before that moment. An example of possibly delayed IFP change is given right below: With forward inclusion, an IFP change will be detected at the 2nd appearance of Paris ID 2. While the actual change probably happens at the 1st appearance of Paris ID 4, since starting from it, all the measurements are non-conflicting with the later measurement series. The 1st appearance of Paris 2 and 3 are in fact a short deviation from a popular IFP. Cases like this are highly possible, because networks tend to have some stable configurations that lead to a few dominant paths over time [3] , [7] . Deviations from dominant/popular IFPs are thus likely to be short living. With RIPE Altas builtin measurements, they probably won't last long enough to experience all the Paris IDs 11 . To maximize the presence of popular IFPs, we only push backwardly the boundary obtained by forward inclusion if 1) the latter measurement series is longer than the previous one; 2) the latter measurement series experiences all the Paris IDs at least twice. We refer to this approach as backward extension. We show later on that IFP changes detected by backward extension have a much larger chance matching with RTT changes.
B. Detecting path changes
AS-level path changes are as well detected after translating IP hops to ASN hops [22] . We didn't consider third-party address [23] , [24] and IP alias techniques [25] , [26] in this operation. It is because the focus is to detect changes instead of constructing an accurate Internet topology. We did detect the presence of IXPs using the heuristics proposed by traIXroute [27] , since individual studies have shown that IXP could be involved in large RTT changes [28] . We consider only AS path changes where the difference starts from a hop position involving public ASNs in both AS paths. Difference due to temporal presence of non-responding hops are ignored. IXP change happens when the difference starts from a position involving at least one IXP hop in the two AS paths. IFP changes, detected with backward extension, not overlapped with AS path/IXP changes are considered. They are potentially caused by intra-domain routing changes.
The distribution of number of path changes per probe trace is illustrated in Fig. 6 . One probe with the most complete traceroute measurements is selected for each of the 2050 source ASes. 1170 (57.07%) of them experienced no AS path
