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ABSTRACT

The data from 28 continuous BARGEN GPS stations in the Yucca Mountain
region were processed for January 2000 to June 2004. The data have been processed
independently using both the GIPSY and GAMIT software packages for quality
assurance purposes, yielding an RMS of velocity differences between the solutions of
0.06 mm/yr for the east and 0.10 mm/yr for the north. The velocity solution for the local
Yucca Mountain network has a relatively smooth signal showing NW-trending rightlateral shear. The magnitude of the velocity contrast across the local network, from east
to west, is 0.95 ± 0.04 mm/yr. The GPS results were inverted, using an elastic
dislocation model, to estimate fault parameters for the San Andreas (SA), Owens Valley
(OV), Panamint Valley-Hunter Mountain (PV-HM) and Death Valley-Furnace Creek
(DV-FC) fault systems. Estimated slip rates are 30.4 ± 0.2 mm/yr, 2.6 ± 0.7 mm/yr, 4.5 ±
1.3 mm/yr, and 5.0 ± 0.6 mm/yr, respectively. Estimated locking depths are 12.0 ± 1.0
km, 8.2 ± 7.8 km, 11.5 ± 6.6 km, and 33.0 ± 2.4 km, respectively. The estimated locking
depth of ~33 km for the DV-FC fault system is unreasonably deep and caused by the
inversion fit to the relatively steep velocity gradient across Yucca Mountain. With a
hypothetical local model fault at Yucca Mountain included in the inversion, estimated
slip rates are 30.8 ± 0.2 mm/yr, 3.2 ± 0.6 mm/yr, 4.7 ± 1.0 mm/yr, 2.8 ± 0.4 mm/yr, and
0.8 ± 0.2 mm/yr for the SA, OV, PV-HM, DV-FC and local model faults respectively.
This results in a total Eastern California Shear Zone (ECSZ) slip rate of 11.5 ± 1.2
mm/yr, which agrees with the GPS estimate of 11.5 ± 0.1 mm/yr. Estimated locking
depths are 11.9 ± 1.0 km, 6.6 ± 4.9 km, 7.6 ± 4.6 km, 11.8 ± 3.4 km, and 12.5 ± 3.2 km
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for the SA, OV, PV-HM, DV-FC and local model fault systems, respectively. Although
the RMS of velocity differences between model and GPS results is not significantly
improved by including a local model fault, this puts the DV-FC locking depth at a more
physically reasonable level of ~12 km. The addition of a local model fault (which could
represent deformation across any number of the mapped faults) is, therefore, one way to
explain the GPS results. The models do not account for factors such as varying fault
orientation, finite fault length, postseismic deformation, earthquake cycle effects, or
oblique slip, and the use of improved fault models is likely to change the estimated fault
parameters. However, the inversion results do suggest that it is difficult to explain the
GPS results for the local network using only models of the ECSZ faults. Estimated total
right-lateral shear strain rate for the local Yucca Mountain network, based on the fault
parameters estimated for the ECSZ faults, is 11.3 ± 1.4 ns/yr. This compares with a GPS
estimate for all stations in the local network of 18.1 ± 0.7 ns/yr, oriented N16 ± 1oW.
The GPS estimate of shear strain rate assumes uniform strain across the network, which
is not the case in reality. Estimated model shear strain for stations within the local
network at and to the west of Yucca Mountain is 13.6 ± 1.6 ns/yr. This agrees to within
one standard deviation with the GPS estimate for the western cluster of stations, which is
15.7 ± 1.1 ns/yr, oriented N20 ± 2oW. The estimate of model shear strain rate for stations
in the local network to the east of Yucca Mountain is 8.9 ± 1.1 ns/yr. This is
significantly lower than the GPS estimate of 25.1 ± 1.3 ns/yr, oriented N8 ± 2oW. This
suggests that it is possible to explain the GPS-measured strain rate for the western cluster
of stations using dislocation models of the ECSZ faults (with no local fault necessary),
but it is not possible to explain the GPS estimate of strain rate for the eastern cluster
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using these models. This highlights the need to investigate further the possibility of leftlateral deformation across the NE-trending Rock Valley fault zone, particularly since the
GPS estimate of strain rate is ambiguous, and could represent left-lateral strike-slip
faulting on a N82 ± 2oE trending fault system.
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1. Introduction

1.1 Political background

Yucca Mountain, in southern Nevada (Figure 1), has been selected as the
location at which the United States Department of Energy (DoE) is to build a repository
to store the approximately 70,000 metric tons of high-level nuclear waste currently being
housed at numerous locations across the United States. Yucca Mountain is on the
western edge of the Nevada Test Site, which has had a long history of nuclear exposure
through underground and atmospheric nuclear tests. Yucca Mountain was selected as the
location for a repository partly for political reasons and the low population density of the
area, but also because of the arid nature of the region and the low level of the water table;
although the repository will be situated approximately 300 m below the surface, it will
still be approximately 300 m above the water table. This is important because if water
seeps into the storage tunnels it will accelerate the corrosion of the containment canisters.
If the canisters break down, this water can then carry radionuclides to the water table and,
through both natural and human processes, such as ground water pumping, reach the
biosphere (Hanks et al., 1999). This is certainly going to happen at some point, but the
big question is how fast. Environmental Protection Agency (EPA) standards originally
dictated that for 10,000 years no member of the public should be exposed to >15 millirem
of radiation per year as a result of the repository (Macilwain, 2001). On 9 July 2004,
however, the Federal Appeals Court ruled that the EPA had ignored National Academy
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of Science (NAS) recommendations that the regulatory compliance period extend to at
least the time of peak radiation hazard, which is between 300,000 and 1 million years.
The cutoff time may therefore be changed to reflect these recommendations.

To complicate the situation, the area has abundant fractures and minor faults, and
lies within close proximity to areas of high tectonic activity. The most important variable
controlling seepage into the storage containers is likely to be climate change, but some
scientists have suggested that earthquake activity along the faults at Yucca Mountain
could close or open fractures in the ground and change the level of the water table as a
result (Davis and Archembeau, 1997), meaning that these factors, along with many others
(such as how the mountain will react to being heated to temperatures around 100oC for
thousands of years), need to be well understood. The likelihood of ‘unexpected
behavior’ from volcanism and seismic moment release also, obviously, needs to be well
quantified. DoE has therefore funded a multi-billion dollar risk assessment investigation.
This investigation has covered many aspects of site characterization, including
climatology, hydrology, geology and geophysics. As part of this project, DoE has funded
the installation and monitoring of a densely spaced, continuously monitoring GPS
network, centered around Yucca Mountain, in order to contribute to characterizations of
the local and regional tectonics of the area.

3

Figure 1. Yucca Mountain location map. Quaternary faults for California and Nevada are shown in
green (from Jennings (1975) and Dohrenwend et al. (1996) respectively). BARGEN continuous GPS
stations used in this study are shown as red dots.

1.2 Regional tectonic setting

The plate boundary between the Pacific and North American plates is unusually
broad and complex. Total relative plate motion is 48.8 ± 1 mm/yr, oriented at N44oW ±
1o, in southern California and 48.2 ± 1.0 mm/yr, oriented at N37oW ± 1o, in northern
California (Kreemer et al., 2003). Although, depending on location, 14-39 mm/yr of
relative motion is taken up by the San Andreas fault system (USGS Fault Database, 2004;
Bennett et al., 2003), the rest is taken up by a zone of deformation that extends at least
1100 km to the Colorado Plateau to the east. The faults in this wide, continental plate
boundary have many varied orientations and types of faulting. The plate boundary zone
can be divided into a number of distinct tectonic provinces, as shown in Figure 2. Both
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Figures 2 and 3 show that Yucca Mountain is located on the boundary of a number of
these tectonic provinces. It is located within the Walker Lane and the Basin and Range,
and to the east of the Eastern California Shear Zone (ECSZ).

Figure 2. General tectonics of southern Nevada and California. The Walker Lane is outlined by a
dotted line (Stewart, 1988). Quaternary fault traces, shown in green, are from Jennings (1975) and
Dohrenwend et al. (1996). The ECSZ is highlighted in pink. The Owens Valley (OV), Hunter
Mountain-Panamint Valley (HM-PV), Death Valley-Furnace Creek (DV-FC), and Las Vegas Valley
shear zone (LVV) are labeled.
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Figure 3. Simplified Quaternary fault map (fault coordinates from Jennings (1975) and
Dohrenwend et al. (1996)). BARGEN GPS stations are shown as red dots.

1.2.1 The Walker Lane

The Walker Lane is a topographically and tectonically complex zone of right- and
left- lateral faulting and normal faulting (Stewart, 1988) that sits along the western edge
of the Basin and Range. It is ~100-300 km wide and ~700 km long, and forms the
boundary zone between primarily extensional faulting along NNE-striking faults in the
Basin and Range to the east and the Sierra Nevada to the west. The Walker Lane has
accommodated a significant portion of Pacific-North American relative plate motion, via
right lateral shear and large-scale extension, since the mid- to late-Miocene (Dokka and
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Travis, 1990a). The southern end of the Walker Lane is better understood than the
northern end.

Stewart (1988) divides the Walker Lane into a number of regions that differ
significantly. Some, such as the ECSZ, to the south, and the Pyramid Lake and Walker
Lake sections, to the north, demonstrate right-lateral shear on NW-trending faults. In
contrast, some regions, such as the Carson Block, Excelsior-Coaldale Block and Spotted
Range-Mine Mountain section, contain mostly NE-trending left-lateral faults. The
sections defined by Stewart (1988) that concern Yucca Mountain are the Goldfield
section, which contains the Yucca Mountain site and is characterized by irregular
topography and a lack of major strike slip or Basin and Range style faults, the Spotted
Range-Mine Mountain section, to the south of the Goldfield section, which is dominated
by NE-striking left-lateral faults, and the Spring Mountain section, to the south of this,
which largely displays Basin and Range style faulting.

1.2.2 The Eastern California Shear Zone

The approximately 100 km-wide ECSZ, which partly overlaps the southern
Walker Lane, is a zone of concentrated shear strain located approximately 40 km to the
west of Yucca Mountain. The term ‘ECSZ’ (Dokka and Travis (1990a)) is used to
describe the zone of shear that stretches from the eastern end of the compressive ‘big
bend’ in the southern San Andreas fault, through the Mojave Desert and up into the area
bounded by the Sierra Nevada to the west and Death Valley - Furnace Creek fault to the
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east.

In the Mojave desert the ECSZ comprises a number of sub-parallel, primarily
right-lateral strike-slip faults. These are oriented northwest to easily accommodate
Pacific-North America relative plate motion with little secular rotation required. Major
historical earthquakes occurring in the Mojave desert have been the 28th June 1992
Mw7.3 Landers earthquake and the 1999 Mw7.1 Hector Mine earthquake. The 1992
Landers earthquake ruptured the ~NW-trending Johnson Valley, Landers, Homestead
Valley, Emerson and Camp Rock faults, with a total rupture length of ~85 km and an
average offset of 3-4 meters. It was followed by a series of aftershocks, the largest of
which being the Ms6.4 Big Bear earthquake, which occurred 4 hours later on a leftlateral, conjugate fault approximately 40 km to the west (for example, SCEC Earthquake
Database; http://www.data.scec.org, accessed February 2004; Blewitt et al. (1993); Miller
(1993)). The Landers earthquake is important to studies at Yucca Mountain as it also
served as a precursor to the Ms=5.4 June 1992 Little Skull Mountain earthquake (Section
1.3), which occurred ~22 hours later.

The 1999 Hector Mine earthquake is discussed in more detail in Chapter 2 as it
directly affected the Yucca Mountain GPS network. The location of the epicenter is
shown in Figure 2. This earthquake ruptured ~41 km of the ~NW-trending Bullion Lavic Lake faults, with a maximum offset of 5.2 meters. (SCEC Earthquake Database;
http://www.data.scec.org (accessed February 2004); Scientists from the USGS et al.
(2000)).
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It is worth noting that these historical earthquakes have often occurred on
previously unmapped faults. The Landers fault, which was ruptured during the 1992
Landers earthquake, was previously unknown, as was the fault which caused the Big
Bear aftershock (this fault did not rupture on the surface, so was only identified through
examination of its aftershocks). The Lavic Lake fault, which ruptured during the Landers
earthquake, had been partially mapped prior to the earthquake but was unnamed and
presumed to be inactive during the Holocene. Two possible explanations exist for this;
either the fault trace was hidden by high rates of alluvial deposition in the valley, or the
fault had not ruptured during the last 10,000 years.

North of the Garlock fault, in the region sometimes referred to as the Inyo-Mono
domain, faulting becomes more complex as faults are oriented in a more northerly
direction, so relative plate motion must be accommodated by not only right-lateral but
also normal faulting. The most important features of the ECSZ north of the Garlock fault
are the three, sub-parallel Owens Valley-White Mountain, Panamint Valley-Hunter
Mountain-Saline Valley and Death Valley-Furnace Creek-Fish Lake Valley fault zones
(discussed in more detail below). These are connected by a number of NW trending
normal faults (Reheis and Dixon (1996); Oswald and Wesnousky (2002)). This is the
part of the ECSZ concentrated on in this study, since it is located at the latitude of Yucca
Mountain.

The approximately 110km long, predominantly right-lateral, Owens Valley fault
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lies to the west of the ECSZ, on the eastern flank of the Sierra Nevada. The Owens
Valley fault was the location of one of California’s largest historical earthquakes, the
1872 Owens Valley earthquake of Mw~7.5, which ruptured 90 to 110 km of the fault,
with vertical offsets of ~1 m and right-lateral strike slip offsets averaging 6 m (Beanland
and Clark, 1991). The Owens Valley fault is connected at its northern end to the White
Mountain fault. To the west of the Owens Valley fault is the Sierra Nevada Independence fault, a normal fault system with a total length of ~280 km. The Owens
Valley and Sierra Nevada - Independence faults together illustrate a system of partitioned
slip, with strike slip faulting occurring on the valley-central Owens Valley fault and
normal faulting occurring on the range-bounding Sierra Nevada - Independence faults, so
as to accommodate relative motion between the Sierra Nevada and Basin and Range at a
relative azimuth difference of ~N35oW.

The N60oW trending, ~40 km long Hunter Mountain fault links the N20oW
trending, ~95 km long Panamint valley fault, to the south, with the N60oW trending
Saline Valley fault, to the north. The Saline Valley fault system comprises a complex
scattering of small, mostly < 5 km long, faults. The Hunter Mountain fault is primarily
right-lateral strike-slip, while the Panamint Valley and Saline Valley faults also have
some element of normal slip (Oswald and Wesnousky, 2002). Slip in Panamint Valley is,
again, partitioned, with normal faulting along the range front and right-lateral strike-slip
to the west of the range (Zhang et al., 1990).

The Death Valley fault is NNW-striking and 115-200 km long. The fault trace is
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complex, with strike-slip faulting along the valley floor and normal faulting along the
valley sides. At the northern end of the Death Valley fault, the trend of the fault bends
round to the NW and the fault becomes the 180-220 km long, right-lateral Furnace Creek
fault. This, in turn, becomes the right-lateral Fish Lake Valley fault at its northern
extension. The Fish Lake Valley fault is approximately 80 km long and strikes NW. It is
located along the eastern flank of the White Mountains. Dixon et al. (1995), Reheis and
Dixon (1996), and Reheis and Sawyer (1997) argue that almost all the slip from the HMPV and DV-FC fault zones is transferred to the north along the Fish Lake Valley fault,
probably along NE trending normal faults such as the Deep Springs or Eureka Valley
faults. This would make the Fish Lake Valley fault one of the most important faults in
the western Basin and Range.

The Sierra Nevada, to the west of the ECSZ, appears to behave as a relatively
rigid block (Dixon et al., 2000). The velocity of this block can be used to constrain total
strain over the ECSZ as approximately 11 mm/yr (this value is better constrained with the
GPS results from this study in Chapter 6), but it is still uncertain as to how this strain is
distributed across the zone. The uncertainty is illustrated by Table 1, which gives a
summary of published slip rates for the faults of ECSZ at the latitude of Yucca Mountain.
How much slip to allocate to the faults of the ECSZ at the latitude of Yucca Mountain is
a question that is vital to understanding the strain rates we observe with the GPS. Of
particular interest is whether strain is concentrated along the east or west of the ECSZ, as
this directly affects the expected magnitude of strain at Yucca Mountain.
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Reference

Source

OV

PV-HM

DV-FC

FLV

Dixon et al. (2003)

geodetic

2.1±0.3

2.4

8.3±1.2

-

Bennett et al. (2003)

geodetic

~3?

~3?

~3?

-

Oswald and Wesnousky (2002)

geologic

-

3.3-4.0

-

-

Miller et al. (2001)

geodetic

7.0

0.0-2.7

3.8 -13.0

-

McClusky et al. (2001)

geodetic

4.6±0.5

2.5±0.8

2.8±0.5

-

Lee et al. (2001)

geologic

1.8-3.6

-

-

-

Gan et al. (2000)

geodetic

6.9±1.6

3.3±1.6

3.2±0.9

-

Dixon et al. (2000)

geodetic

3.0±1.9

-

-

8.4±2.0

Hearn and Humphreys (1998)

geodetic

0.1-1.2

2.5-3.1?

5-6

-

Bennett et al. (1997)

geodetic

0-7

-

3-5

-

Reheis and Sawyer (1997)

geologic

-

-

-

~5

Reheis and Dixon (1996)

geologic

3.9±1.1

-

3.3±2.2

6.2±2.3

Savage and Lisowski (1995)

geodetic

~7

-

-

-

Dixon et al. (1995)

geodetic

3.9±1.1

2.6±1

3.3±2.2

6.2±2.3

Beanland and Clark (1991)

geologic

2±1

-

-

-

Dokka and Travis (1990b)

geologic

-

-

6-12

-

Savage et al. (1990)

geodetic

8

-

-

-

Zhang et al. (1990)

geologic

-

2.4±0.8

-

-

Butler et al. (1988)

geologic

-

-

2-3

-

Burchfiel et al. (1987)

geologic

-

2.0-3.2

-

-

Table 1. Published slip rates for the Owens Valley (OV), Panamint Valley – Hunter Mountain (PVHM), Death Valley – Furnace Creek (DV-FC) and Fish Lake Valley (FLV) faults. Positive slip rate
is right lateral. Slip rates are given in mm/yr.

Geologic studies have indicated that strain is either accommodated fairly evenly
between the Owens Valley, Panamint Valley - Hunter Mountain and Death Valley Furnace Creek faults, putting ~2-4 mm/yr of slip on the Owens Valley fault (for example;
Beanland and Clark (1991), Lee et al. (2001), Reheis and Dixon (1996)), 2-4 mm/yr on
the Hunter Mountain - Panamint Valley fault system (for example; Burchfiel et al.
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(1987), Zhang et al. (1990) and Oswald and Wesnousky (2002)), and 2-3 mm/yr on the
Death Valley - Furnace Creek fault system (Butler et al. (1988) and Reheis and Dixon
(1996)), or they have stated that slip rates towards the east are higher (for example,
Dokka and Travis (1990a) put 6-12 mm/yr on the Death Valley - Furnace Creek fault
system). Geodetic studies have, on the other hand, put concentrated slip towards the west
of the ECSZ, allocating slip rates to the Owens Valley fault that are 2-3 times larger than
those estimated through geologic studies and slip rates on the Death Valley - Furnace
Creek fault that are lower (for example; Gan et al. (2000), Miller et al. (2001), Bennett et
al. (1997)). Several studies put a high slip rate of ~6-8 mm/yr on the Fish Lake Valley
fault, suggesting that it takes up much of the slip to the north of the ECSZ (for example;
Dixon et al. (1995), Dixon et al. (2000) and Reheis and Dixon (1996)).

A number of explanations for the ‘ECSZ controversy’ exist. It could partly
reflect the difficulty that scientists face in estimating slip rates from geodetic data,
particularly when the faults are closely spaced and their strain fields overlap. By
necessity the models must simplify reality and ignore many of the complexities of fault
systems, so they cannot produce results that fully represent fault activity in the field.

Another explanation for the discrepancies could be the effect of the earthquake
cycle. The Owens Valley fault is in an early stage of its earthquake cycle, whereas the
Death Valley - Fish Lake Valley fault system is at a late stage. This could result in
current geodetically measured rates that are smaller than the average rate over geologic
time for faults late in the earthquake cycle, and geodetically measured rates that are
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larger for faults early in their earthquake cycle. Bennett et al. (2003) and Dixon et al.
(2000) tackle the idea that the geodetic studies are sensitive to the long-term postseismic
effects of the M~8 1872 Owens Valley earthquake, and Dixon et al. (2000) use a model
to correct their slip rates for the postseismic effects of the 1872 earthquake. This reduces
their slip rate for the Owens Valley fault system from 7 ± 2 mm/yr to 3 ± 2 mm/yr,
putting a greater proportion of strain on the faults to the east as a result (since total slip
must add up to ~11 mm/yr). Gan et al. (2000) also get an estimate 3 times that of
geologic rates for the Owens Valley fault, but concede that if this was averaged over the
entire earthquake cycle, taking into account that it is still in a postseismic period, the slip
rate would be closer to 2 mm/yr.

Alternatively, the explanation could be that slip rates have changed significantly
over time. For example, Reheis and Sawyer (1997) conclude that lateral slip rates along
the Fish Lake Valley fault have changed dramatically over time, decreasing from 6
mm/yr in the Miocene to 3 mm/yr in the Pliocene, then increasing to around 11 mm/yr in
the middle Pleistocene and decreasing to 2-3 mm/yr in the late Pleistocene. They suggest
that these changes are related to large volcanic eruptions; for example, the large increase
in slip rate during the Pleistocene occurred after the eruption of the Bishop Ash (0.76
Ma) and collapse of the Long Valley Caldera.

Coupled with the idea of changing slip rates is the idea that shear in the ECSZ has
shifted from east to west over time, with slip on the Death Valley -Furnace Creek fault
system decreasing over the last few million years and slip on the Owens Valley fault

14

system increasing (e.g. Dixon et al. (1995), Dokka and Travis (1990b)). This assumption
is based on the idea that the Owens Valley fault system developed later (~3 Ma) and has
less total right lateral offset (10-20km) (Beanland and Clark, 1991) than the Death Valley
-Furnace Creek fault zone, which developed around 12-8 Ma. The amount of offset on
the DV-FC fault system varies greatly between publications, but ranges between 35 km
(Butler et al., 1988) and 80 km (Stewart, 1967). Total offset is most likely between 4050 km (Reheis and Sawyer, 1997). The Hunter Mountain fault zone is somewhere inbetween, with age of inception around 4 Ma and total right lateral displacement
approximately 20-30 km (Smith (1979), Zhang et al. (1990)). Upon formation of faults
to the west, the slip rates on the DV-FC and/or the PV-HM fault systems had to decrease
to accommodate the new faults. Further evidence is the geometry of the Garlock fault.
Gan et al. (2003) suggest that the Garlock fault was formed before the initiation of the
ECSZ, so has recorded a history of ECSZ shear. Examination of the geometry of the
fault with this in mind suggests that, over time, the ECSZ has seen relatively uniform
shear across its width at this latitude, but that the shear zone has widened towards the
west over time, meaning that the Garlock fault has been displaced more at the eastern
edge of the ECSZ than at the west, hence the bend towards the southeast. Using this as a
model, Gan et al. (2003) conclude that the eastern side of the ECSZ originated about 5.0
± 0.4 Ma, but the western side did not start until ~1.6 Myr later.

The Garlock fault itself is a large, left-lateral structure, oriented approximately
orthogonal to the ECSZ. It is the subject of another discrepancy, with geologic slip rates
high and geodetic results that suggest that the fault is inactive at present (Savage et al.,
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2001). Long-term geologic slip rates are approximately 4-9 mm/yr (McGill and Sieh
1993). Examination of Figure 3 shows that fault traces are not continuous across the
Garlock fault. Peltzer et al. (2001), however, examined eight years of ERS radar data for
an area that trends NE from the Los Angeles basin in the south to the Coso volcanic field.
The InSAR data shows a concentrated zone of shear between the southern end of the
1872 OV earthquake rupture and the northern end of the 1992 Landers earthquake
rupture, with a slip rate of ~7 mm/yr. This complements GPS results that show a
concentration of shear to the west, and Peltzer et al. (2001) also suggest either
postseismic effects or a change in slip rate as an explanation for the discrepancy with
geologic results. The interesting thing about this is that the zone of shear clearly passes
through the Garlock fault, with a NW oriented, right lateral sense of slip across the fault,
completely different to the left-lateral signal that would be expected from geologic
results. The ECSZ and Garlock fault could together represent a conjugate fault system
(similar to the North and East Anatolian faults) that alternates between right-lateral shear
across the ECSZ and left-lateral shear across the perpendicular Garlock fault (Peltzer et
al., 2001).

Additional to the faults already discussed, the Pahrump-Stateline fault zone
extends for ~130 km along the California - Nevada state line. Total offset along the fault
is 16-19 km (Stewart, 1988). Whether these faults have been active in Quaternary time is
poorly understood, but it is generally accepted that the faults to the west have been more
recently active than these (Zhang et al., 1990). Schweickert and Lahren (1997), however,
argue for what would effectively be an extension of the ECSZ to the east, describing a
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“continuous, through-going, long-lived, NW-striking, dextral strike-slip shear system”
extending from the northern end of the Pahrump-Mesquite-Stateline-Ivanpah fault
through the Amargosa Desert and up into Crater Flat. The total length of such a fault
system would be ~250 km, and such a system could produce earthquakes of up to
Mw=7.5. Schweickert and Lahren (1997) base their hypothesis mainly on (1) gravity and
seismic reflection data, which indicate a fault underneath Amargosa Valley (the ‘Gravity
fault’); (2) the fact that a line of springs corresponds with the Gravity fault, and (3) the
observation that a projected line from this goes through the basaltic centers of Crater Flat.
Schweickert and Lahren (1997) claim that the normal faults of Yucca Mountain are part
of a rotation caused by a stepover in their proposed fault system, and that the faults of
NW Bare Mountain have undergone right-lateral displacement. The case has been
disputed, however, mainly due to the lack of any obvious surface trace, although it is true
that the fault could not have ruptured since deposition of alluvium across the Amargosa
Desert and Crater Flat. Stamatakos and Ferrill (1998) also argue that Schweickert and
Lahren (1997) have misinterpreted the sense of slip on the Bare Mountain faults,
interpreting them instead as down-to-the-southeast normal faults that have been rotated
so that they appear to have undergone strike-slip faulting. Stamatakos and Ferrill (1998)
further argue that the aligned springs and basaltic centers are consistent with a system of
WNW-directed extension.

Also to the east of the ECSZ, located to the southeast of Yucca Mountain, is the
somewhat poorly understood Las Vegas Valley shear zone, which is considered to be the
eastern margin of the Walker Lane. The shear zone is difficult to trace as the faults are
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largely buried beneath young volcanics and alluvium. The fault zone has not been active
in recent time (Carr (1990); Lagenheim et al. (2001)). The Las Vegas Valley shear zone
is right-lateral, and trends approximately NW-SE.

1.2.3 The Basin and Range

Yucca Mountain and the ECSZ are also located in the southern Basin and Range,
an approximately 1000 km wide region dominated by Cenozoic extensional faulting
along mostly NNE-trending normal faults and ranges. The Basin and Range is a textbook
example of a diffuse plate boundary and it accommodates some 25% of total PacificNorth American relative plate motion (Bennett et al., 1999). The ranges are separated by
basins filled with thick alluvium. Slip rates in the northern Basin and Range are higher
than in the south (Bennett et al., 1999), evidenced by high relief and broad alluvial
valleys in the north and lower relief separated by narrower valleys in the south, in the
area around Yucca Mountain. Historical seismicity has been concentrated near its
western and eastern margins (the Walker Lane and Intermountain seismic zone,
respectively), and in the northern Great Basin, in the central Nevada seismic zone
(Wallace, 1984). This is in contrast to longer-term geological results, which suggest that
deformation has been relatively uniform over the province; hence the uniform spacing
between ranges.

The question of what drives Basin and Range deformation has recently
been highlighted, particularly in the light of results showing that not just extension, but
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also right-lateral shear is an important part of the strain field (Bennett et al. (2003);
Hammond and Thatcher (2004)). Extension across the Basin and Range seems to be, in
part, a direct manifestation of Pacific - North America relative plate motion. There are
several other factors that could drive deformation in the Basin and Range, however, and
controversy exists over how important these are. The controversy also reflects an
uncertainty over whether the region is, as a whole, uplifting or subsiding. Two of these
alternative driving forces are gravitational collapse and magmatic instabilities.

Jones et al. (1996) examine the idea that gradients in gravitational potential
energy (GPE) can cause the lithosphere to collapse under its own weight. They use
crustal density structures (from seismic profiles) to calculate lithospheric GPE across the
western United States. They then compare their estimates of GPE with “modern-day”
deformation to conclude that buoyancy forces are, in fact, enough to produce “virtually
all active deformation” seen across the region. Jones et al. (1996) estimate near zero
values of GPE for the southern Basin and Range, which they associate with the low
extensional strain rates interpreted for that region. Jones et al. (1996) suggest that the
most likely cause of GPE gradients across the Basin and Range is the buoyancy of the
mantle. A thin lithosphere (true for the Basin and Range) is necessary to produce
significant differences in strain rate due to gradients in GPE.

Parsons et al. (1994), on the other hand, suggest that the southwest movement of
the North American plate over the Yellowstone hot spot (~ 16-17 Ma) may have created
a broad swell across the region, centered over northern Nevada, which would have
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caused extension across the Basin and Range. A mantle plume will leave a thermal
anomaly for a considerable amount of time. This could cause variations in lithospheric
mantle thickness or density across the region, which in turn could produce variations in
isostatic uplift. This is consistent with the thin crust, high elevation and high heat flow of
the Basin and Range.

Hammond and Thatcher (2004) compare dilitational strain rates (calculated using
campaign GPS results for the northern Basin and Range) with GPE gradients, to conclude
that the two are spatially anti-correlated, with the greatest dilitational strain rates
occurring where GPE gradients are lowest. The results of Hammond and Thatcher
(2004) would suggest that relative plate motion is more important to explaining Basin
and Range extensional deformation. Bennett et al. (2003), however, use a wide range of
GPS results to observe two distinct strain fields, one involving northwest directed, rightlateral shear and the other east-west extension. Bennett et al. (2003) conclude that they
cannot account for the strain fields using only plate boundary forces, but must also
include lithospheric buoyancy forces. The question of how much Basin and Range
deformation results from driving forces along the edge of the plate, and how much from
forces in the interior is, therefore, yet to be resolved.

1.3 Local tectonic setting

Yucca Mountain itself comprises the remnants of a middle-Miocene (15-7.5 Ma)
sheet of ash flow tuffs, faulted and tilted into a Basin and Range style range block. It is
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cut by a number of north-south trending, west-dipping normal faults (Figures 4 and 5).
Several of these faults show evidence of Quaternary displacement, but geologic slip rates
are very low, on the order of 0.01-0.02 mm/yr (Simonds et al. (1995), Whitney and
Keefer (2000)). For example, Quaternary slip rates on the Windy Wash, Fatigue Wash
and Solitario Canyon faults are given as 0.012 mm/yr, 0.0004 mm/yr and 0.01 mm/yr,
respectively, by Whitney and Keefer (2000). The majority of deformation is thought to
have occurred in the middle-Miocene. Most of the normal faults have at least several
hundred meters of displacement (Carr (1990), Simonds et al. (1995)) and are spaced at 13 km apart. The Yucca Mountain faults are thought by some (Scott (1990), Ofoegbu and
Ferrill (1998)) to be listric, dipping steeply at the surface and then merging into a lowangle detachment fault, most likely at some depth. To the west of Yucca Mountain is
Bare Mountain, which is flanked on the east by the Bare Mountain fault, an east-facing,
moderate to steeply dipping range-front fault. Estimated slip rates on the Bare Mountain
fault are 0.02 to 0.20 mm/yr (Wernicke et al., 1998).
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Figure 4. Local tectonic setting. BARGEN GPS stations are labeled in red.

The ENE-trending Rock Valley fault zone (RVFZ), located to the southeast of
Yucca Mountain (Figure 4) is an ~5km wide and ~32 km long zone of ENE-striking leftlateral and normal faults (O'Leary, 2000). The fault zone probably originated in
Oligocene time (~29 Ma) and is presently active, although estimates of long-term
geologic slip rates are low, on the order of 0.002 to 0.02 mm/yr (Anderson, 1998).
O'Leary (2000) suggests that it is capable of generating magnitude 7.0+ earthquakes.
Quaternary offsets show primarily left-lateral strike-slip displacements. Although the
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RVFZ is similar in size and style to other left-lateral fault zones in the Walker Lane, it is
not thought to be part of a conjugate system. Its relation to regional structures is poorly
known.

The 1992 ML5.6 and 2002 ML4.4 Little Skull Mountain earthquakes occurred on
faults adjacent to the RVFZ, approximately 20 km to the southeast of Yucca Mountain.
The ML5.6 1992 earthquake occurred on 29th June (it was triggered by the Landers event,
22 hours earlier) and was most likely generated by normal displacement on a N55o-60oE
striking, ~70o southeast-dipping fault (Smith et al. (2001); Lohman et al. (2002);
Meremonte et al. (1995)). The ML4.4, 14th June 2002 earthquake occurred in the
aftershock zone of the 1992 earthquake.

Figure 5. Simplified fault map of Yucca Mountain, adapted from (Simonds et al., 1995). Traces are
approximate and shown as green lines. GPS stations are labeled in red.

23

1.4 Volcanic hazards

The Coso volcanic field is located on the western edge of the ECSZ, between the
Sierra Nevada and Panamint Valley faults (Figure 3). The Coso Volcanic field has seen
three major episodes of volcanism since ~6 Ma, which has left a landscape of domes,
cinder cones and lava flows (Novak and Bacon, 1986). The Coso Volcanic field is
currently an active geothermal field with high rates of seismicity. Anomalous velocity at
a GPS station close to the Coso geothermal field was noted by Gan et al. (2000). This is
important to consider as it is within close proximity to our GPS station ARGU (Figure 2).
Wicks et al. (2001) have studied the area using European Remote Sensing satellite (ERS)
InSAR data, which shows deformation rates of up to 35 mm/yr in an area ~10 km by 15
km. They propose that the source of this is a leaking deep reservoir of magmatic fluids.

Yucca Mountain is located in the southern part of the southwest Nevada volcanic
field. A number of late Pleistocene basaltic centers exist at Crater Flat and at the south
end of Yucca Mountain (Figure 6). Volcanic activity in the area could cause localized
vertical uplift of the GPS stations. The date of the most recent volcanic activity around
Yucca Mountain has been debated, but most recent publications give an age of 81-77 ka;
Zreda et al. (1993) measured the accumulation of 36Cl in 11 samples from lava flows at
Lathrop Wells to obtain an average age of 81 ± 7.9 ka and Heizler et al. (1999) measured
an 40Ar/39Ar date of ~77 ka. These dates are now widely accepted. It was previously
thought to be more recent; Wells et al. (1990) estimated the age of the most recent
eruptions at Lathrop Wells as probably no more than 20 ka and gave ages of the Little,
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Red, Black and Northern cones ranging in date from 1.5 to 0.99 Ma. These eruptions,
and all eruptions since approximately 6 Ma, have been basaltic. The silicic volcanic
activity, which involved the formation of an extensive caldera complex and the eruption
of ash-flow sheets that eventually formed Yucca Mountain, started 10 to 11 Ma and
ended about 8 Ma (Wells et al., 1990).

Figure 6. LandSat Thematic Mapper image (bands are red=3, green=2, blue=1) showing
Quaternary basaltic centers at Crater Flat

As part of the Non-Proliferation Experiment (NPE), the U.S. Department of
Energy detonated a 1-kiloton chemical test on the northern part of the Nevada Test Site
in September 1993. Using a P-wave refraction profile recorded from this, Smith et al.
(2000) modeled the velocity structure of the upper crust around Yucca Mountain and
Crater Flat. The results showed a local body of higher velocity material (near 6.8 km/s),
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extending to several kilometers depth beneath Yucca Mountain and eastern Crater Flat.
There was no indication of anomalously low velocity material, suggesting that it is
unlikely that there is molten material at shallow depth at Yucca Mountain. The higher
velocity measured suggests that the body could be cooled magmatic material.

1.5 The Yucca Mountain GPS network

The Yucca Mountain GPS network was established in May 1999 as a
densification of the Basin and Range Geodetic Network (BARGEN) (http://cfawww.harvard.edu/space_geodesy/BARGEN (May 2003)). The network is small and
dense, which minimizes many of the signals associated with larger, regional-scale GPS
networks, and has been carefully designed to produce precise and robust results. The
network is quite unique in having identical hardware at each station, consisting of
Trimble 4000 SSI receivers and Trimble choke-ring antennas with Dorne Margolin
elements. Although the station setup design has several sources of multipath, particularly
in the form of chain link fences and solar panels, these are similar at each station (Figure
7). All antennas are mounted with one vertical and three slanted braces extending 5-10
meters into bedrock (Wernicke et al., 2002).
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Figure 7. GPS receiver and antenna setup at station BEAT (photograph from BARGEN website)

In order to provide quality assurance for the Yucca Mountain GPS results, the
GPS data has been independently processed and interpreted by two groups since network
installation. A group at the Harvard Center of Astrophysics (CfA) (James Davis and
Richard Bennett) and the California Institute of Technology (Brian Wernicke and Nathan
Niemi) has processed the data using the GAMIT (GPS at MIT) software developed by
the Massachusetts Institute of Technology, the Scripps Institute of Oceanography and
Harvard, while the group at the University of Nevada, Reno (Emma Hill and Geoffrey
Blewitt), has processed the data using the NASA Jet Propulsion Laboratory GPS Inferred
Positioning SYstem and Orbit Analysis and Simulation II (GIPSY-OASIS II, from
hereon referred to as GIPSY) software. These software packages are discussed in more
detail in Chapter 2. This has enabled us to analyze the precision of our results through
comparison of the two data sets, and has also provided a useful means of examining the
effects of using different processing techniques in the GIPSY software. The GAMIT
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results have been previously published by Bennett et al. (2003), Davis et al. (2003),
Wernicke et al. (2002) and Wernicke et al (2004). A comparison of the two data sets was
presented by Hill et al. (2002), and an analysis of vertical precision in Hill and Blewitt
(2004a). An interpretation of the GIPSY results was presented by Hill and Blewitt
(2004b).

1.6 Previous geodetic surveys of Yucca Mountain

One of the initial motivations for the installation of a continuous GPS network at
Yucca Mountain was to assess the results from a campaign GPS survey carried out in the
area from 1991 to 1997 (Wernicke et al., 1998). The survey consisted of five stations,
located between Bare Mountain and Jackass Flats. This study indicated WNW crustal
extension, with the four southeastern sites moving ‘significantly’ (1.0 ± 0.3 to 1.7 ± 0.3
mm/yr) eastward to southeastward relative to the site located on Bare Mountain (close to
the current location of BARGEN site PERL). This reflects a N65oW extensional strain
rate of 50 ± 9 ns/yr and is difficult to reconcile with expected strain rates based on local
and regional tectonics. It is a rate 3-4 times that of average Basin and Range strain rates.
Wernicke et al. (1998) therefore suggested that the Yucca Mountain area is undergoing
‘an epoch of anomalously rapid strain accumulation.’

In contrast, Savage et al. (1994) had previously conducted trilateration surveys of
Yucca Mountain in the years 1983, 1984 and 1993 and concluded that strain at Yucca
Mountain was negligible. In 1993 they complemented the survey with campaign GPS.
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After using a dislocation model (Okada, 1985) to estimate the effects of the 1992 Little
Skull Mountain earthquake on the network, they estimated a N65oW strain rate of 8 ± 20
ns/yr, a rate they indicated was not significantly different from zero (although with such a
large error bar, higher strain rates could not be ruled out). In 1998, in reaction to the
Wernicke et al. (1998) paper, they re-surveyed their network with GPS, producing an
updated engineering strain rate of 23 ± 10 ns/yr and an extensional strain rate of -20 ± 22
ns/yr (Savage et al., 1999). This corresponds to a N65oW extension rate of -2 ± 12 ns/yr.
Only the engineering strain rate is significant at the 95% confidence level. Savage et al.
(1999) then estimated strain rates at Yucca Mountain as a result of the Death Valley Furnace Creek and Hunter Mountain-Panamint Valley fault systems, using a model for
infinitely long faults in an elastic half-space and slip rates of 5 ± 1 mm/yr and 2 ± 1
mm/yr respectively. Using this model they estimated a strain rate of 10-14 ns/yr at
Yucca Mountain as a result of these faults. They therefore conclude that approximately
half of their 23 ± 10 ns/yr engineering strain rate can be attributed to the ECSZ, leaving a
remainder of 9-13 ± 10 ns/yr, which, they state, “is not significantly different to zero”
(although, again, these error bars cannot rule out strain rates of up to 23 ns/yr).

The large strain rates quoted by the Wernicke et al. (1998) study were
controversial, and several published responses criticized the study on a number of levels.
Savage (1998) noted that Wernicke et al. (1998) did not account for monument
instability, which meant that their errors were underestimated. The survey carried out by
Wernicke et al. (1998) used regular survey monuments, which are not designed for
stability (notably different to the monuments of the Yucca Mountain continuous stations
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now installed) and are of a type known to produce random walk noise. Davis et al.
(1998) responded that it is very difficult to evaluate the effect of monument noise.
Savage also suggested that they did not account well enough for the effects of the 1992
Little Skull Mountain earthquake.

Lohman et al. (2002) discuss the confusion in interpreting the GPS results of
Wernicke et al. (1998) due to uncertainty over which nodal plane had ruptured in the
1992 Little Skull Mountain earthquake; a dislocation model of the SE dipping plane
predicts ~7 mm lengthening of the the Wahomie-Mile baseline, whereas the same model
on the NW dipping plane gives a baseline lengthening of < 1 mm (Wernicke et al. 1998).
The NW dipping plane was favored by Wernicke et al. (1998), although Smith et al.
(2001) later confirmed that the SE dipping plane was the most likely. Furthermore,
Wernicke et al. (1998) and Savage et al. (1999) also used different locations for the
epicenter of the earthquake, which changed the magnitude of the effect on the GPS
results. Lohman et al. (2002) were able to invert a combination of seismology and
InSAR data to put a better constraint on location of the earthquake than was available
from seismology alone. Lohman et al. (2002) used their earthquake model to estimate a
Wahomie-Mile baseline lengthening of 4-8 mm, which would decrease the strain rates
quoted by Wernicke et al. (1998). Wernicke et al. (2004) confirmed that the 1992 Little
Skull Mountain earthquake caused the rapid rates measured in their earlier study.

Another possible explanation given by Wernicke et al. (1998) for their
unexpectedly high strain rates was that ‘the anomalous strain could reflect the
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development of a second line of north-northeast aligned, low-volume eruptive centers,
analogous to the cluster of events near 1.0 Ma on Crater Flat, with the eruption of the
Lathrop Wells cone representing the onset of a cluster that would continue over the next
few tens of thousands of years.” Conner et al. (1998) argued that this cannot be the case;
as they disagree with the date given by Wernicke et al. (1998) of 10 ka for the Lathrop
Wells basalts, giving instead a date of around 80 ka. Conner et al. (1998) argue that
faulting data is inconsistent with the idea that the Lathrop Wells volcano is part of a
currently episode of anomalously high strain.

One final note: the results for these studies were obtained by fitting velocity
gradients to only six (Wernicke et al., (1998), Figure 2) and three (Savage et al., 1994) or
four (Savage et al., (1999), Figure 2) data points. The results in Wernicke et al. (1998)
are given relative to station CLAIM, but examination of the time series for CLAIM,
particularly in the north component, reveals that the line used to infer zero velocity at
CLAIM is not a conclusive fit. The Savage et al. (1999) results show a similar problem.
This illustrates the need for a continuous network to solve the discrepancies.

More recently, Wernicke et al, (2004) have submitted an interpretation of the
GAMIT solution for the Yucca Mountain BARGEN stations (described in Section 1.5).
This study is based on the results of processing 3.75 years of continuous data, and
estimates a right-lateral shear strain of 20 ± 2 ns/yr, oriented N20oW, in the vicinity of
Yucca Mountain, a much smaller number than the ~50 ns/yr described by Wernicke et al.
(1998). Wernicke et al. (2004) do, however, propose that ~1 mm/yr of displacement
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must be taken up by local structures at Yucca Mountain, since they find that they cannot
explain all the measured strain using models of the Death Valley fault zone.

1.7 Aims of this study

1. One of the primary goals of this project was to confirm or disprove the high strain
rates measured by Wernicke et al. (1998).

2. More specifically, we were to provide high precision GPS velocities with proof of
quality assurance. This has comprised careful analysis of sources of GPS error,
refinement of GIPSY processing techniques to obtain the best results possible and
comparison with results independently produced by the Harvard Center for Astrophysics.

3. As described in Section 1.5, the Yucca Mountain GPS network is small, dense, well
designed and located in a region that has minimal atmospheric effects. It is also using
some of the most advanced hardware and software currently available. This makes it
interesting from more than a tectonic point of view. It is an excellent test site for
studying the potential success of similar networks in the future, an important topic in the
light of the proposed Earthscope Plate Boundary Observatory (PBO)
(http://www.earthscope.org/pbo), so this study will allow us to provide recommendations
as to how to most precisely process the data from PBO when it becomes available. Part
of this has been determining the length of time that the network must be in operation
before results become believable; at what point is the precision of the results sufficient
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for credible interpretation?

4. Previous geodetic studies of Yucca Mountain (Section 1.6) have illustrated the
importance of estimating the effect of earthquakes on GPS results. The Yucca Mountain
network has been affected by both the 1999 Hector Mine earthquake and the 2002 Little
Skull Mountain earthquake. Results may also be demonstrating the residual postseismic
effects of the 1992 Landers, 1972 Owens Valley and 1992 Little Skull Mountain
earthquakes. We therefore need to produce reliable methods of dealing with earthquakes
that directly affect the network, and need to determine whether historic earthquakes are
still affecting results. This ties in with interpreting the results, in that an important
element of understanding how geodetic results can be compared with geologic
information will come with better understanding of space-time change in slip rate and
how they tie into the earthquake cycle. Coupled with the problem of estimating
earthquake offsets in the time series is the problem of estimating offsets caused by
hardware changes within the network.

5. Having obtained the GPS velocities and strain rates, how do we interpret them? In
order to assess how much of the strain we measure at Yucca Mountain might actually be
due to local faults, we first need to understand how the Yucca Mountain strain field is
affected by regional tectonics. Specifically, to estimate the effect of the ECSZ we first
need to contribute to solving the controversy regarding slip rates of individual ECSZ
faults (discussed in Section 1.2.2) using our GPS velocities. If the slip rates are higher to
the east of the ECSZ, there is a greater chance of them affecting results at Yucca
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Mountain. Coupled with this, we must examine the suggestions made by Wernicke et al.
(2004) that local faults at Yucca Mountain play a more important role than previously
thought, firstly by producing models that more accurately portray ECSZ activity
(Wernicke et al. (2004) model only the DV-FC fault system).
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2. GPS Processing

2.1 Introduction to this chapter

This chapter is a discussion of the processing methods used to obtain GPS
velocity estimates at Yucca Mountain. Part of this study was a ‘quality assurance’
exercise carried out by comparing results independently obtained from two very
difference software packages; GIPSY-OASIS II (from hereon referred to as GIPSY)
software, and GAMIT. This chapter also, therefore, examines the differences between
the GIPSY and GAMIT software packages, and discusses lessons learned through this
comparison about how to improve processing techniques in GIPSY.

In Section 2.2 I give a brief, and simplified, overview of GPS theory. Those
familiar with GPS theory can skip this section. The main objective of this section is to
give the reader enough understanding of GPS theory and processing that they can
understand the difference between the GIPSY and GAMIT software packages, since an
understanding of the fundamental differences between the two facilitates the eventual
comparison of results. This section should also give the reader a brief introduction into
processing techniques such as ‘ambiguity resolution’, which were an important aspect of
this study. Section 2.2 is in large part an overview of information covered in Blewitt
(1997), Teunissen and Kleusberg (1998b) and Geoff Blewitt’s 2002 American
Geophysical Union Bowie Lecture (http://www.agu.org/webcast/Blewitt.html). These

35

sources give more detailed overviews of GPS theory.

2.2 Overview of GPS theory

The GPS system

The GPS system consists of 24 satellites that carry atomic clocks. These satellites
transmit two microwave L-band carrier signals, created by multiplying the frequency of
the atomic clock (10.23 MHz) by 154 for the L1 band (which gives a frequency of
1575.42 MHz and a wavelength of ~19.0 cm) and by 120 for the L2 band (which gives a
frequency of 1227.60 MHz and a wavelength of ~24.4 cm). The L1 band carries a course
acquisition (C/A) code. Both the L1 and L2 carry a precise (P) code. The codes are
‘pseudorandom’ (looks random, but is absolutely predictable) series of +1 and -1 bits.

Measurements using the pseudorandom code

The GPS system is essentially a timing device. GPS receivers are able to
calculate the length of time it takes for the GPS signal to travel from the satellite to the
receiver. The method by which a code-based receiver calculates travel time using the
pseudorandom code is shown diagrammatically in Figure 8. The receiver uses its own
clock to create a replica version of the satellite code, then calculates by how many bits it
must shift its own code to match the satellite code. The ‘pseudoranage’, Ps, to the
satellite can then be computed using Equation 1.
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PS = (TR − TS )c

[1]

where TR-TS is the signal travel time from satellite to receiver, and c is the speed of light
(in a vacuum). With pseudoranges to at least four satellites, receiver position can then be
computed using trilateration.

Figure 8. Diagram showing how travel time is calculated using satellite and receiver pseudorandom
codes (reproduced from Blewitt (1997)

Of course the situation is more complicated. Firstly, the signal passes through the
atmosphere, so it does not travel at the speed of light in a vacuum and, secondly, since
the receiver clocks are not high-precision atomic clocks they cannot be relied upon to
accurately replicate the satellite signal (hence the need for at least four pseudoranges, to
estimate position X, Y, Z and the receiver clock offset). It is also necessary to know the
precise position of the satellite to complete the trilateration problem. Furthermore, the
precision to which the pseudorange to a satellite can be measured is restricted to a few
meters by the fact that each bit of the C/A signal code has a chip length of 293 meters and
the chip length of the P code is 29.3 meters. This is why we must resort to the more
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complicated technique of ‘carrier phase’ GPS to obtain the sub-mm precision required for
measuring interseismic strain accumulation.

Measurements using the carrier phase

Assuming for simplicity that the satellite clock is perfect, the equation for the
satellite carrier wave signal can be written as a simple sine function.
S ( t ) = S o sin φs ( t )

[2]

where So is the amplitude of the signal and φs is the satellite carrier phase at time t
(Figure 9a).

Similarly, the equation for the phase of the receiver clock is
R( t ) = Ro sin φ R ( t )

[3]

where Ro is the amplitude of the signal and φR is the receiver oscillator’s phase at time t
(Figure 9b).

The two signals are then multiplied together to produce a single, combined signal
(Equation 4). Since the satellite clock will arrive with a slightly different frequency to
the receiver’s reference signal (due to the Doppler effect), the combined signal will have
a high frequency and a low frequency part (Figure 9c).

S ( t ) × R( t ) =

[

]

Ro S o
cos(φR − φs ) + cos(φR + φS )
2

[4]
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A “baseband” filter is then used to remove the high frequency component of the
mixed signal to produce a ‘carrier beat’ signal, which is essentially the difference
between the phases of the two signals (Figure 9d). The ‘carrier phase’ is the phase of this
beat signal, which represents the difference between the satellite and receiver phases
(Equation 5).

S ( t ) ⊗ R( t ) =

Ro S o
cos(φR − φS )
2

[5]

Figure 9. Schematic showing how the satellite and receiver signals can be mixed to produce a carrier
beat signal

An observation equation, relative to signal travel time and similar to that obtained
through pseudorange measurement, can now be formed, where the phase difference
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( φ = φR − φS ) is expressed as a multiple of fo, the nominal frequency, and clock time
( TR − TS );

φ = f o (TR − Ts ) + 2πN

[6]

Nominal wavelength is

λ=

c
fo

[7]

Multiplication of Equation 6 by wavelength gives an equation for range;
L = c(TR − TS ) + Nλ

[8]

where TR is receiver clock time and TS is satellite clock time; c is the speed of light in a
vacuum; and L is the range to the satellite. With carrier phase GPS, this can be measured
to ~0.1 mm. The difference between this and the pseudorange measurement, however, is
that now an integer ambiguity, N, remains.

The integer ambiguity comes about because to estimate the phase difference the
receiver must take the arc-cosine of the baseband signal;

(T

R

⎛ 2 S ( t ) ⊗ R( t ) ⎞
⎟
− TS ) = arccos⎜
S o Ro
⎝
⎠

[9]

In other words, it is possible to measure the exact phase in the last microwave to
arrive at the receiver, but not possible to measure the integer number of waves that came
before it. Resolving for the integer number, N, is known as 'ambiguity resolution.' There
are various techniques available to carry out ambiguity resolution. These techniques rely
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on the idea that although N is unknown, it is also constant, so provided the receiver
continuously tracks the satellite, the value of N does not change. An exception to this is
when the receiver ‘loses lock’ on the satellite (for example if the satellite temporarily
goes behind a building), which means it stops counting N. This is called a phase break,
or cycle slip.

GPS error sources

Numerous factors throughout the GPS system can affect results. Table 2
summarizes the important sources of GPS error, and indicates where in this chapter they
are discussed.

Which part of the
system is affected?

How is it affected?

Satellite clock

Clock error

Satellite position

2.4

Comments
Downloaded precise
satellite clock information
from JPL

General and special
relativity

Modeled

Gravity of sun, moon,
planets

Downloaded precise
satellite position and
velocity information from
JPL

Non-gravitational
forces acting on the
satellite (e.g. solar
radiation pressure)
Signal propagation
velocity not actually
speed of light in a
vacuum

Section addressing
the problem

2.5

Ionospheric delay

2.13

Removed using dual
frequency combination

Tropospheric delay

2.13

Modeled as random walk.
Desert environment
reduces tropospheric
effects
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Station clock

Clock error

2.4

Estimated as a stochastic
parameter

Station position

Monument instability

2.3

Braced monuments set
deep into bedrock
minimize monument
instability noise

Earth rotation

Downloaded from JPL
with the satellite
ephemerides.

Solid earth
deformation - daily
signals

Modeled

Solid earth
deformation - semiannual and annual
signals
Tectonic effects

Offsets in the time
series

2.15

Chapter 5

2.10 and
2.11

Long period signals
minimized by using
baselines to a local station
and 4.5 years of data
Tectonic effects part of the
GPS results - tectonic
effects analyzed as part of
interpretation of results
Offsets in the time series
included those from the
1999 Hector Mine
earthquake and radome
changes.

Table 2. Summary of sources of GPS ‘error’

2.3 Description of the GPS data

Basin and Range Geodetic Network (BARGEN - described in more detail in
Section 1.5 and shown in Figure 3) GPS data were processed in GIPSY for a total of 28
stations. 16 of these stations are local Yucca Mountain network stations (BEAT, BULL,
BUST, CHLO, CRAT, JOHN, LITT, MERC, PERL, POIN, RELA, REPO, SKUL, STRI,
TATE, TIVA) and 12 are far-field stations in southern California and Nevada (ALAM,
APEX, ARGU, DYER, ECHO, LIND, RAIL, ROGE, RYAN, SHOS, SMYC, TONO).
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Station locations are shown in Figures 2 and 4 (Chapter 1). A list of station coordinates
is given in Appendix A. Further site information is available at the BARGEN website
(http://cfa-www.harvard.edu/space_geodesy/BARGEN/).

All stations are outfitted with Trimble 4000 SSI receivers, Trimble choke-ring
antennas with Dorne Margolin elements and SCIGN radomes. All antennas are mounted
with one vertical and three slanted braces extending 10 meters into bedrock. They are
fixed in the bedrock, but not fixed to the less stable upper soil layers in order to reduce
the effects of monument instability (Wernicke et al., 2004).

The Yucca Mountain network installation was completed in May 1999. Although
some of the far-field stations were installed earlier than this, to ensure consistency we did
not process any data prior to May 1999. In the early stages of this project, data was
processed from May 1999 onwards, to ensure the longest observation time possible. The
1999 data, however, suffered from a number of offsets in the time series (discussed in
more detail in Section 2.10). Solutions using data from 1999 are only, therefore, used in
this project to discuss the problems of offsets in the time series. They are also used in the
GIPSY-GAMIT comparison, to match the solution available from the group at CfA,
which at the time of writing used data from May 1999 to October 2003. The final, ‘best’
solution in this dissertation, however, uses data from 16th January 2000 (the date after the
last known offset) to 31st June 2004, so does not include any known offsets. This is a
total of 4.5 years of data. Table 3 summarizes this information.
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Focus

Data span

Offsets?

Examination of offsets in the time
series

May 1999 to October 2003

yes

GIPSY-GAMIT comparison

May 1999 to October 2003

yes

Final results and interpretation

January 2000 to June 2004

no

Table 3. Summary of observation times used in this project

The BARGEN GPS raw data were downloaded as RINEX files from the
UNAVCO ftp site (ftp.data-out.unavco.ucar.edu/pub/rinex/<year>/<doy). The data were
processed in 24-hour batches (0.00 to 23.59 GMT), set to sample every 5 minutes. The
satellite elevation cut-off angle was set to 15o (i.e. no data from satellites that fell below
15o from the horizon were processed).

2.4 Satellite and receiver clock errors

An understanding of the different methods available to deal with satellite and
receiver clock errors is essential to understanding the main difference between the
GIPSY and GAMIT software packages. GAMIT and also, for example, the University of
Berne’s ‘Bernese’ software and Trimble’s GPSurvey, remove clock biases by forming a
series of linear equations that can be combined to remove the unwanted parameters. This
technique is called 'double differencing.' GIPSY, on the other hand, actually estimates
the clock bias as part of the processing routine.
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Double differencing (e.g. GAMIT)

‘Single differencing’ is the first step in double differencing, and it is used to
eliminate satellite clock bias. Two observation equations (Equations 10 and 11), in this
case for the carrier phase observables, although the equations are similar for pseudorange
measurements, are formed with two receivers (A and B) simultaneously viewing the
same satellite (j) (Figure 10).
L Aj = ρ Aj + cτ A − cτ j + Z Aj − I Aj + B Aj

[10]

LBj = ρBj + cτ B − cτ j + Z Bj − I Bj + BBj

[11]

LjA and LjB are the range to satellite j from receivers A and B, ρjA and ρjB are the ranges
to satellite j from receivers A and B, c is the speed of light in a vacuum, τA and τB are the
receiver clock biases, τj is the satellite clock bias, ZjA and ZjB are the tropospheric delay
to receivers A and B, IjA and IjB are the ionospheric delay terms and BjA and BjA are the
integer ambiguity terms (λNjA). The convention here is to use the symbol Δ to indicate a
difference between two ground-based measurements and the symbol ∇ to indicate a
difference between two satellite-based measurements.
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Figure 10. Diagram showing the satellite-receiver geometry required to form a single difference
equation

The ‘single difference’ is the difference between Equations 10 and 11, which removes the
satellite clock bias term;

[12]
j
Δ L AB
= ( ρ Aj − ρ Bj ) − (cτ A − cτ B ) − (cτ j − cτ j ) + ( Z Aj − Z Bj ) − ( I Aj − I Bj ) + ( B Aj − BBj )
j
j
j
j
= Δ ρ AB
+ cΔ τ AB + Δ Z AB
− Δ I AB
+ Δ B AB

‘Double
differencing’

cancels out both the receiver and satellite clock bias. A ‘double difference’ is formed
when two single differences, observing two different satellites, j and k, are differenced
(Figure 11);

j
j
j
j
j
Δ L AB
= Δ ρ AB
+ cΔ τ AB + Δ Z AB
− Δ I AB
+ Δ B AB
k
k
k
k
Δ LkAB = Δ ρ AB
+ cΔ τ AB + Δ Z AB
− Δ I AB
+ Δ B AB

[13]

46

The double difference is therefore
jk
j
k
j
k
j
k
j
k
∇ Δ L AB
= ( Δ ρ AB
− Δ ρ AB
) + (cΔ τ AB − cΔ τ AB ) + ( Δ Z AB
− Δ Z AB
) − ( Δ I AB
− Δ I AB
) + ( Δ B AB
− Δ B AB
)
jk
jk
jk
jk
= ∇ Δ ρ AB
+ ∇ Δ Z AB
− ∇ Δ I AB
+ ∇ Δ B AB

[14]

Figure 11. Diagram showing the satellite-receiver geometry required to form a double differencing
equation

Estimation of clock bias as a stochastic parameter (e.g. GIPSY)

GIPSY simultaneously estimates all ‘unwanted’ parameters at the same time as
inverting for ‘wanted’ parameters such as position. It is also possible to input precise
values for any parameters that are already well known. In this analysis, receiver clock
biases were estimated during processing. Satellite clock biases were fixed to precise
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values obtained through the NASA Jet Propulsion Laboratory (JPL). The receiver clock
bias was modeled as a stochastic, white noise process (i.e. the bias is uncorrelated from
epoch to epoch).

2.5 Satellite orbits and clocks

For the GIPSY analysis I used precise satellite orbit and clock information
obtained through JPL (ftp.sideshow.jpl.nasa.gov/pub/gipsy_products/<year>/orbits).
These are very similar in precision to the orbits that can be obtained directly through the
International GPS Service (IGS), but they are provided in Earth Centered Inertial (ECI)
format, meaning that they can be read directly into GIPSY. The ephemerides are
calculated using a global network of 365 tracking stations
(http://igscb.jpl.nasa.gov/network/list.html, March 2004).

IGS and JPL precise ephemerides are available ~ 2 weeks after an orbit is flown.
Prior to the final orbits becoming available, less accurate, provisional (rapid and ultrarapid) orbits are available. I never used ultra-rapid or rapid orbits for processing during
this study, but was careful to wait until final orbits were available. Final orbits are
accurate to < 5 cm and satellite clock information to < 0.1 ns
(http://igscb.jpl.nasa.gov/components/prods.html). This is in comparison to ~ 200 cm for
broadcast orbits and ~ 7 ns for broadcast satellite clocks.

A list of orbit files used in this analysis is provided in Appendix B. Also input to

48

GIPSY was a planetary ephemeris file obtained from JPL. This file contains the position
of planets, and precession and nutation information.

The GAMIT solution used precise orbits and earth orientation parameters from
the Scripps Orbit and Permanent Array Center (SOPAC), although these were not tightly
constrained. These orbits have a similar accuracy to those obtained through JPL.

2.6 The International Terrestrial Reference Frame

The International Terrestrial Reference Frame (ITRF) is maintained by the
International Earth Rotation Service (IERS). It is a physical realization of the
International Terrestrial Reference System (ITRS). The ITRF is realized by a
combination of many space geodetic measurements; GPS, VLBI, SLR, DORIS and LLR.
It is defined to be consistent in time with the NNR-NUVEL1A plate motion model
(McCarthy, 1996).

This study used non-fiducial satellite orbits throughout. Fiducial orbits are
calculated by fixing the coordinates of global tracking stations, which gives results
directly relative to the ITRF, but allows inaccuracies in the fixed station positions to
distort the network and therefore the orbits. Non-fiducial solutions only weakly constrain
the tracking station coordinates, and therefore do not suffer from network distortions
(Blewitt et al., 1992). This means that station coordinates estimated using non-fiducial
orbits make little sense until they have been transformed into the global solution using a
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7-parameter Helmert transformation (Blewitt et al., 1992) and transformation parameters
made available by the JPL;
⎛ x⎞ ⎛ X ⎞ ⎛ t x ⎞ ⎛ s
⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜
⎜ y⎟ = ⎜ Y ⎟ + ⎜ t y ⎟ + ⎜ θ z
⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜
⎝ z⎠ ⎝ Z ⎠ ⎝ tz ⎠ ⎝ − θy

− θz
s

θx

θy ⎞ ⎛ X ⎞
⎟⎜ ⎟
− θx ⎟ ⎜ Y ⎟
⎟⎜ ⎟
s ⎠⎝ Z⎠

[15]

where X, Y, Z are ITRF coordinates, x,y,z are GPS coordinates, tx, ty and tz are an offset
to the origin, s is a scaling factor, θx, θy and θz represent a change in orientation. tx, ty, tz,
s, θx, θy and θz are all provided by the JPL.

Using non-fiducial orbits has the benefit that as tracking station positions are
refined and updated, particularly because of plate tectonics, the processed results can be
easily updated. At the start of this project the current ITRF was ITRF97, but in February
2001 it was updated to ITRF2000. All positions in the GIPSY solution were therefore retransformed to ITRF2000 to avoid a reference frame offset.

2.7 Precise Point Positioning using the GIPSY processing software

The data were initially processed in GIPSY using the Precise Point Positioning
(PPP) technique (Zumberge et al., 1997). In PPP all ‘nuisance’ parameters are either
estimated as part of the inversion routine or fixed to previously determined values. This
means that it is unnecessary to process the data as a network solution (as required when
double differencing), so positions (and therefore velocities) can be obtained for each
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station independent of all other stations in the network (although the positions are tied to
the global GPS network as it is the global stations that are used to obtain precise satellite
clock and orbit parameters). The PPP approach has the benefit that errors at one station
will not propagate through to results for other stations, and time series for the individual
stations, relative only to the ITRF, can be examined for problems before a network
solution is calculated. It also has the advantage that processing times are significantly
reduced compared to processing methods that process all stations in a network
simultaneously.

In the PPP routine I used, precise satellite orbits, precise satellite clocks, precise
polar motion, earth rotation information, provisional station coordinates and, of course,
the raw GPS observations were input. Also input during post-processing were the
transformation parameters necessary to transform the ‘free network’ coordinates to ITRF2000 (Section 2.5). Parameters that were estimated were given a priori values (defined in
the ‘wash template’; Appendix C). Parameters that were estimated included precise
station coordinates, receiver clocks, tropospheric delay and phase biases.

For information on the algorithms used by GIPSY to estimate unknown
parameters, refer to Blewitt (1998), Gregorious (1996) and Teunissen and Kleusberg
(1998a). In essence, GIPSY creates a least squares design matrix that combines orbit,
earth and observation models. It then linearizes this model with a Taylor expansion and
inverts for the unknown parameters. Due to the large size of the design matrix, GIPSY
uses the mathematically stable Square Root Information Filter (SRIF) to carry out the
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matrix inversion (instead of inverting the matrix as one, it divides it into ‘batches’ and
inverts these separately).

GIPSY is a series of binary executables (in ANSI C and Fortran 77/90) that can
be run in the order the user chooses using a collection of c-shell and bourne scripts. The
scripts can be edited by the user, but not the executables. The processing steps I used to
complete the PPP processing are described in Appendix D.

2.8 Ambiguity Resolution

Ambiguity resolution is the determination of the carrier phase ambiguity (defined
in Section 2.2). Initially integer ambiguities were left unresolved in GIPSY, at the
expense of precision but for the purpose of minimizing the chance of blunders. For
example, as baseline length increases, it becomes harder to resolve ambiguities, which
can introduce the risk of inconsistency at the far-field stations. Ambiguities were
resolved throughout the GAMIT analysis. When results for the two software packages
were initially compared, there were significant differences, particularly for the east
component (Figures 12 and 13). For data processed between May 1999 and October
2003, with ambiguities resolved in GAMIT but not in GIPSY, the RMS of velocity
differences is 0.26 mm/yr in the east component and 0.18 mm/yr in the north.
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Figure 12. A comparison of GPS horizontal velocity estimates, with and without ambiguity
resolution. Shown in red are GIPSY results, with ambiguities unresolved. Shown in blue are
GAMIT results, with ambiguities resolved. Error ellipses are 95% confidence. Velocities are plotted
relative to station TIVA (blue triangle), in the North America fixed reference frame.
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Figure 13. A comparison of GPS horizontal velocity estimates, with and without ambiguity
resolution. Shown in red are GIPSY results, with ambiguities unresolved. Shown in blue are
GAMIT results, with ambiguities resolved. Error ellipses are 95% confidence. Velocities are plotted
relative to station TIVA, in the North America fixed reference frame.

A problem with performing integer ambiguity in GIPSY is that it would take a
huge amount of processing time to process an entire network simultaneously on the
computing power available at the time (although recent advances in computer technology
have made this a less important issue). It was therefore necessary to develop a method of
resolving ambiguities on a line-by-line basis. Instead of resolving ambiguities for all 28
stations simultaneously, ambiguities were resolved for each station as a single baseline to
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station LITT, which is located in the middle of the network. The processing steps taken
to achieve this using the GIPSY software are detailed in Appendix E. As part of the
processing software developed, if data for either LITT or the other station for any daily
baseline was available, that day was omitted from the processing.

Double differences of the ambiguity parameters are formed in GIPSY to solve for
the integer ambiguities, but the technique used in this study still results in a Precise Point
Position in the sense that all stations are estimated and satellite clocks remain fixed to
JPL values. This approach has the advantage of being able to resolve integer ambiguities
while minimizing processing time. It also allows us to maintain some understanding of
common mode signals, single station noise, etc. If the entire network was processed
simultaneously, it would be impossible to assess which stations are better than others, as
problems at one station will be incorporated into the entire network solution.

The resulting improvement in the fit between the GIPSY and GAMIT solutions
(after ambiguity resolution in GIPSY) was significant, with the RMS of residual velocity
differences reduced to 0.02 mm/yr in the east component and 0.11 mm/yr in the north
(Figures 14 and 15). This proves that the chance of blunders from ambiguity resolution
is small, and more than compensated for by the improvement in precision of the results.
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Figure 14. A comparison of GPS horizontal velocity estimates from GIPSY and GAMIT. Shown in
red are GIPSY results. Shown in blue are GAMIT results. Ambiguities are resolved for both
solutions. Error ellipses are 95% confidence. Velocities are plotted relative to station TIVA (blue
triangle).
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Figure 15. A comparison of GPS horizontal velocity estimates from GIPSY and GAMIT. Shown in
red are GIPSY results. Shown in blue are GAMIT results. Ambiguities are resolved for both
solutions. Error ellipses are 95% confidence. Velocities are plotted relative to station TIVA.

2.9 Satellite clock problems

Why did ambiguity resolution improve the solution as much as it did (Section
2.8)? Examination of the time series for results without ambiguities resolved reveals
unexpected signals in the time series of the PPP results, particularly in the east
component and even for baseline time series (Figure 16). The fact that the problems
were mainly in the east component is also evident in the velocities (Figures 12 and 13).
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Figure 16. East baseline component for LITT-SKUL. Ambiguities have not been resolved. Receiver
clocks were estimated, but satellite clocks were fixed to JPL values. Close examination of the time
series reveals an inconsistent signal.

Since systematic problems appeared mainly in the east component, one
hypothesis was that the signals were caused by satellite clock problems. To test this
hypothesis, I carried out a small study using only stations LITT and SKUL. Using only a
short data span, from May 1999 to November 2001, the baseline velocity between LITT
and SKUL was estimated to be 1.2 ± 0.1 mm/yr, with SKUL moving in an easterly
direction away from LITT. This was contrary to the GAMIT results and unlikely on
geological grounds, considering that the stations are within the local Yucca Mountain
network and only 9 km apart.

The reference clock was initially set at the average of all the satellite clocks, using
the satellite clock parameters provided by JPL. When satellite clocks were estimated as
part of the processing, however, rather than fixed to JPL values, the time series had a
clear sawtooth pattern (Figure 17).
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Figure 17. Baseline time series for LITT-SKUL. Ambiguities have not been resolved. Receiver
clocks were estimated. The satellite clock for SKUL was fixed to JPL values, but the satellite clock
for LITT was estimated.

Figure 17 illustrates that a problem with the satellite clocks was likely to be
causing the periodic signal in the time series with clocks fixed (Figure 16). If one station
can ‘see’ a satellite with problems and one cannot see this same satellite, this would bias
the time series. If both stations could see the problem satellite, the problem would be
obvious for time series plotted directly in ITRF, but would cancel out for baseline time
series. Ambiguity resolution solves the problem (Figure 18). This could partly be due to
a “book-keeping” effect: double differenced ambiguity parameters can only be formed if
BOTH receivers can see the satellite. If one receiver can see a satellite and the other one
cannot, the data for that satellite is effectively ignored. When ambiguities were resolved
for the LITT-SKUL example, the GIPSY velocity estimate for the May 1999 to
November 2001 time period was reduced to 0.02 ± 0.08 mm/yr (with satellite clocks
fixed).
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Figure 18. East baseline component for LITT-SKUL. Ambiguities have been resolved. Satellite
clocks were fixed to JPL values and receiver clocks were estimated. Note the change in y-axis scale
from Figures 16 and 17.

2.10 Offsets in the time series caused by the 1999 Hector Mine earthquake

The Mw7.1 Hector Mine earthquake occurred on 16th October 1999 (see also
Section 1.2). The epicenter (shown in Figure 2) was approximately 250 km from Yucca
Mountain. The earthquake ruptured the previously unnamed, NW-trending, Lavic Lake
and Bullion faults of the Mojave Desert (Scientists from the USGS, 2000).

An offset in the GPS baseline time series on the day of the earthquake is evident
for many of the stations (Figures 19-22). In comparison, it is difficult to resolve for an
offset in the time series for the 2002 Little Skull Mountain earthquake (described in
Section 1.3). Although the final GPS solution discussed in Chapters 3-5 does not include
data from 1999 (due to possible problems caused by the offsets), the offsets are discussed
here, partly for interest (particularly that GPS stations can be affected by an earthquake at
some distance) and partly because the 1999 data are included in the GIPSY-GAMIT
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comparison.

Figure 19. Baseline time series for far-field stations, north component. Red (left) line is 1999 Hector
Mine earthquake, blue line is 2002 Little Skull Mountain earthquake. Ambiguities have been
resolved.
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Figure 20. Baseline time series for far-field stations, east component. Red (left) line is 1999 Hector
Mine earthquake, blue line is 2002 Little Skull Mountain earthquake. Ambiguities have been
resolved.

62

Figure 21. Baseline time series for local stations, north component. Red (left) line is 1999 Hector
Mine earthquake, blue line is 2002 Little Skull Mountain earthquake. Ambiguities have been
resolved.
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Figure 22. Baseline time series for local stations, east component. Red (left) line is 1999 Hector Mine
earthquake, blue line is 2002 Little Skull Mountain earthquake. Ambiguities have been resolved.
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The 1999 Hector Mine earthquake offset was estimated during processing as an
additional parameter. The linear regression for determining velocity is given as;
xi = x o + vt i + ε (t i )

[16]

where xi is position at time ti, xo is position at time to, v is velocity and ε(ti) is the error
term.

This equation is adapted to include an offset (Williams, 2003);

xi = x o + vt i + pi x off + ε (t i )

[17]

where

pi = 1 for t ≥ t
i
off
and pi = 0 for t i < t off
with an offset at time toff, having a magnitude of xoff.

The velocities before and after the earthquake were also set to be highly correlated.
The GIPSY processing steps used to achieve this, as part of the post-processing routine,
are described in Appendix F. Although this procedure successfully removed the effects of
the offset, it was unable to resolve the magnitude of the offsets with any significant
precision (due to the fact that they are so close to the beginning of the time series).
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2.11 Offsets caused by hardware changes in the network

A ‘radome’ is simply a radio-transparent dome attached to the antenna for
protection against both the weather and the threat of vandalism (Figure 23). They are
important particularly because water damage to the antenna can cause a gradual
degradation of results, which can be accidentally interpreted as a signal (SCIGN Radome
Project - http://pasadena.wr.usgs.gov/scign/group/dome/). If the radome is changed, it can
change the height of the antenna phase center, which will affect the vertical velocity
estimates.

Figure 23. REPO station setup. A SCIGN radome is fixed to the antenna.

In late 1999 the BARGEN radomes were changed to specially designed radomes
that meet SCIGN specifications. The new radomes are injection molded, rather than
thermo-formed, so are stronger and have a more consistent wall thickness. Radome
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change dates for the Yucca Mountain network are documented in Appendix G. The first
radome changes were on 13th August 1999 and the last were on 15th January 2000.
Stations in the local Yucca Mountain network had almost simultaneous radome changes,
but stations in the far-field had changes at a later date. This introduced a ‘step function’
type offset in the baseline time series for the far-field stations (for example, see Figure
24), with one offset as a result of a radome change at the reference station at Yucca
Mountain (station LITT) and a second offset caused by the radome change at the far-field
station, or vice-versa in a few cases.

Figure 24. Vertical baseline time series for stations LITT and ALAM. Radome change offsets are
indicated by blue lines. The radome at LITT was changed on 19th August 1999 and the radome at
ALAM was changed on 21st December 1999.

If radome changes are ignored, the erroneously estimated vertical velocities have a
spatial pattern that gives Yucca Mountain the appearance of uplifting relative to stations
in the far-field (Figure 25). As with the 1999 Hector Mine earthquake, the effect was
most noticeable when the time series was short.
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Figure 25. Baseline velocity estimates for the vertical component, relative to station LITT, including
the effects of radome changes. Integer ambiguities have been resolved. Data is from May 1999 to
October 2003. Error bars are 1σ formal errors.

An effective way of dealing with the effects of these radome changes was to
simply remove the data between the two offsets. To ensure consistency I therefore
removed all data, for all stations, between the first (13th August 1999) and last (15th
January 2000) radome changes prior to velocity estimation. This removed the ‘uplift’
effect at Yucca Mountain and produced a series of vertical velocities for Yucca Mountain
that are tightly clustered around zero (Figure 26). The vertical velocities are discussed in
further detail in Chapter 3. Although there is no evidence in the time series for radome
offsets in the horizontal component, the data between radome changes was still removed
during processing.
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Figure 26. Baseline velocity estimates for the vertical component, relative to station LITT. Integer
ambiguities have been resolved. Data is from May 1999 to October 2003, but data from (and
including) 13th August 1999 to 15th January 2000 was removed before velocities were calculated.
Error bars are 1σ formal errors.

I experimented with estimating the radome offsets using the techniques used for
the 1999 Hector Mine earthquake offsets (Section 2.10), but did not favor this approach as
it added two additional unknown parameters to the inversion. This approach also tended
to over-estimate the magnitude of the offset, resulting in an ‘uplift’ of the far-field (Figure
27).
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Figure 27. Vertical velocity estimates, relative to LITT, with the radome offset (incorrectly) estimated
during the GIPSY inversion procedure.

2.12 Estimation of velocities using only data after the last offset

As increasing volumes of data were collected for the Yucca Mountain GPS
network, the period of time before the final offset in the time series became increasingly
short compared with the length of time after. This called into question the logic behind
using the additional steps described in Sections 2.10 and 2.11 to account for the 1999
offsets. As the data-span reached the 4.5 year mark, a comparison of results obtained
using the techniques described in Sections 2.10 and 2.11 with results obtained using only
data from after 16th January 2000 revealed almost identical solutions (Figures 28 and 29),
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with the RMS of residual velocities differences 0.14 mm/yr for the east component and
0.18 mm/yr for the north (and 0.04 mm/yr for the east and 0.05 mm/yr for the north for
only local stations < 55 km from Yucca Mountain). In other words, the benefit of the
additional data from 1999 was being lost due to requirements that the effects of the offsets
were removed. For this reason, the final solution was processed using data from 16th
January 2000 to 30th June 2004, eliminating the need to estimate any offsets. This study
does, however, illustrate that should future offsets occur in the time series, we have
proven methods of dealing with them. It also suggests that the tectonic velocities have
been constant, within error, throughout this time period.
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Figure 28. Comparison of results using data from 1st May 1999 to 31st October 2003 (with the effects
of the 1999 Hector Mine earthquake and radome offsets removed), shown in red, with results using
data from 15th January 2000 to 31st October 2003 (with no offsets estimated), shown in blue. Velocity
estimates are plotted relative to station TIVA. Error ellipses are 95% confidence.
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Figure 29. Comparison of results using data from 1st May 1999 to 31st October 2003 (with the effects
of the 1999 Hector Mine earthquake and radome offsets removed), shown in red, with results using
data from 15th January 2000 to 31st October 2003 (with no offsets estimated), shown in blue. Velocity
estimates are plotted relative to station TIVA. Error ellipses are 95% confidence.

2.13 Atmospheric noise and climate

Southern Nevada has a predominantly dry, continental desert climate, with low
annual precipitation and high daily temperature range. Precipitation is mainly in the form
of large, but infrequent, storms. Pacific storms from the west dominate in the winter,
large low-pressure systems originating to the northeast of Yucca Mountain dominate
during the spring months, from April to June, and warm summer monsoons, originating in
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the Gulf of Mexico and Gulf of California, dominate during the months of July and
August (Houghton et al., 1975). The Pacific storms provide the highest levels of
precipitation at Yucca Mountain, followed to a lesser extent by Great Basin and Gulf of
Mexico storms (Quittmeyer, 2000), although the latter two are more likely to provide
higher levels of precipitation throughout much of northern Nevada. Pacific storms
provide heavy precipitation to western California, with diminishing levels of moisture
towards the east as the air mass moves into the Sierra rain-shadow. Great Basin ‘lows’
develop in the interior of the continent, and deposit moisture primarily over eastern
Nevada. Summer monsoons bring moist, maritime tropical air to southeastern Nevada and
usually occur as thunderstorms, as high surface temperatures promote rapidly rising air.
The Yucca Mountain region is therefore spread over a region with varying climatic
regimes, so it is pertinent to examine how atmospheric delay is approached with our
processing technique, and whether local climatic variations could affect results. More
specifically, is SMYC, located on top of Mount Charleston, affected by annual snow
coverage? Does LIND, located on the Sierra Nevada, have very different tropospheric
delay patterns to the stations located in the desert? Are ECHO, RAIL and ALAM, located
towards the central Basin and Range, affected by the springtime ‘Great Basin Lows’? Is
APEX affected by a higher frequency of summer monsoon storms?

As the GPS signal enters the earth’s atmosphere, changes in pressure, temperature
and water vapor change the refractive index along the path of propagation. In other
words, the signal undergoes bending and retardation and no longer travels at the speed of
light in a vacuum, which increases the measured range to the satellite. The two layers of
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the atmosphere that cause particular problems are the ionosphere and the troposphere.

Ionospheric delay is almost entirely caused by large numbers of free electrons. If
left un-modeled, it can change the apparent range to the satellite by up to 30 m in the
zenith direction (the path through the atmospheric to a satellite positioned directly above
the receiver). Since the main source of energy for ionization is solar radiation,
ionospheric delay is variable over a diurnal and annual timescale. Ionospheric delay is,
however, dispersive, meaning that the propagation velocity depends on the frequency of
the electromagnetic wave. By design, the GPS signal is produced at two different
frequencies (L1, 1575.42 MHz and L2, 1227.60 MHz) so that it is possible to use a linear
combination of the observation equations for these two frequencies to virtually eliminate
ionospheric delay (Langley, 1998).

The effects of tropospheric delay are much harder to remove. Tropospheric delay
is non-dispersive within the GPS spectrum and variable on a temporal and spatial scale, so
its potential degradation of GPS accuracy can only be modeled. Tropospheric delay is
usually divided into a ‘hydrostatic’ (or ‘dry’) and a ‘wet’ contribution (Bevis et al., 1992).
Hydrostatic delay, which gives a zenith delay of approximately 2.3 m at sea level
(Johansson, 1996), is caused mainly by dry gases such as N2 and O2. Hydrostatic delay
can be estimated using surface measurements of air pressure if continuous meteorological
data is available. The ‘wet’ delay has the smallest potential effect, less than 1 cm to 40
cm in the zenith direction (Johansson, 1996), but causes the biggest problem. It is caused
by the presence of water vapor and is therefore affected by local meteorological
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phenomena. It is extremely variable (horizontally, vertically and over time) and difficult
to predict from surface measurements.

Ionospheric delay was not modeled in GIPSY, since it was removed by forming
the linear combination of the two GPS carrier frequencies (Langley, 1998). Tropospheric
wet zenith delay was modeled as a stochastic parameter and treated as random walk.
Tropospheric dry delay was estimated using a nominal pressure (based on the elevation of
the GPS station). Any residual error in the estimate of dry delay was absorbed into the
estimate for the tropospheric wet delay. Tropospheric zenith delays were modeled, then
mapped to the correct directions to the satellites using the Niell tropospheric mapping
function (Niell, 1996). The Niell model assumes that the atmosphere has horizontal
stratification and azimuthal symmetry. Although this is very simplified, this is the
common approach in GPS processing.

As part of the GIPSY processing routine, a value for tropospheric wet (plus any
residual dry) zenith delay (TZD) was output for every 5 minutes. The daily average TZD
was then plotted as a time series. Tropospheric delay data for all stations display a large
peak during the summer months and a smaller peak during the winter months (Figures 30
and 31). There are also daily variations, with highest delay between approximately noon
and 3pm (highest temperatures) and lowest TZD between approximately midnight and
3am (lowest temperatures) (Figure 32).
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Figure 30. Daily average tropospheric zenith delay for the far-field GPS stations
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Figure 31. Daily average tropospheric zenith delay for local GPS stations
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Figure 32. Variations in TZD over 24 hours, at station ALAM

Climate diagrams constructed using NOAA cooperative weather stations
(http://lwf.ncdc.noaa.gov/oa/climate/stationlocator.html) show peak levels of precipitation
in southern Nevada during the winter months of January and February. Little
precipitation is then recorded until the onset of summer monsoons, with relatively higher
levels of precipitation during the months surrounding August. All GPS stations show
higher levels of TZD in the summer, and a comparison of the TZD time series with the
climate diagrams (Figures 33-36) also shows a correlation between peaks in precipitation
and peaks in TZD. The higher levels of TZD in the summer months must be attributed to
the combination of summer storms, and more importantly, higher temperatures. Summer
storms will carry bodies of warm, wet, tropical air, compared with winter storms, where
lower temperatures will mean less water vapor can be stored in the air. There is also a
smaller peak in TZD during the winter months, when a peak in precipitation indicates the
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passing of winter storms, which will also carry relatively higher levels of water vapor.

Figure 33. Climate diagram and GPS tropospheric wet zenith delay for Beatty for the year 2000. On
all climate diagrams, average annual temperature is given at the top left, average annual precipitation
and elevation of the weather station are given at the top right. If the line of precipitation is above the
temperature line (blue fill) the month is humid. If the line of temperature is above the line of
precipitation (yellow fill) the month is arid and levels of evapotranspiration will be high

.
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Figure 34. Climate diagram and tropospheric zenith wet delay for Tonopah for the year 2000

81

Figure 35. Climate diagram and tropospheric wet zenith delay for Mercury, for the year 2000
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Figure 36. Climate diagram and tropospheric wet zenith delay for Las Vegas, for the year 2000

The effect of elevation dominates tropospheric delay in both summer and winter
(Figure 37). The signal traveling from GPS satellites to receivers at higher elevations
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travels through less atmosphere than receivers at lower elevations, and levels of water
vapor decrease with altitude.

Figure 37. Average tropospheric zenith delay plotted against station elevation

Fitting a linear regression through the data in Figure 37 gives Equation 18.
τ = -0.00002H + 2.4

[18]

where τ is tropospheric zenith delay in meters and H is elevation in meters.

2.14 Reference Frame

North American plate rotation was removed as part of the post-processing routine
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(Appendix F) by rotating the baseline velocity estimates, to station LITT, by an Euler
vector. The Euler vector was the vector provided in Lavallée (2000), but transformed to
ITRF-2000 (David Lavallée, personal communication, 2002). This vector has latitude
-3.45o, longitude 275.95o and magnitude 0.195o/Myr, and has no net rotation for the North
American plate. For comparison, the older NNR-NUVEL-1A solution (DeMets et al.,
1994) has latitude -2.438o, longitude 274.105o and magnitude 0.2069o/Myr.

The largest difference between velocity estimates before and after plate rotation
was removed is 0.09 ± 0.03 mm/yr in the east component and -0.53 ± 0.04 mm/yr in the
north, for the 150 km baseline between LITT and LIND. Figures 38 and 39 show a
comparison of results before and after North American plate rotation was removed. The
mean difference in magnitude between velocities rotated by the two different Euler poles
described above was 0.02 mm/yr. The maximum difference was 0.06 mm/yr.
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Figure 38. Comparison of results before (RED) and after (BLUE) North American plate rotation was
removed. Velocities are plotted relative to station TIVA (blue triangle).
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Figure 39. Comparison of results before (RED) and after (BLUE) North American plate rotation was
removed. Velocities are plotted relative to station TIVA.

The GAMIT reference frame was defined in a significantly different way to the
GIPSY reference frame. Instead of rotating the velocities by an Euler vector, the GAMIT
velocities were rotated so as to minimize the velocities at 45 GPS stations located on the
‘stable’ interior of the North American plate. The disadvantage of this technique is that
any non-tectonic effects measured at these stations, such as post-glacial isostatic rebound,
will propagate into the results for the Yucca Mountain stations.
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After plate rotation was removed, the data were plotted relative to a single station.
Ambiguities were resolved to station LITT due to its location in the center of the network.
The fact that LITT is in the center of the network, however, makes velocities plotted
relative to it difficult to interpret. Velocities were therefore recalculated relative to a
station at the edge of the local network, TIVA for the local Yucca Mountain stations and
ECHO or APEX for the regional network.

Velocities were also rotated into a Pacific plate frame for interpretation purposes.
The NNR-NUVEL-1A Euler vector (DeMets et al., 1994) was used. This vector has
latitude -63.045o, longitude 107.325o and magnitude 0.6408o/Myr.

2.15 Periodic signals in the GPS time series

There are many potential causes of periodic signals in GPS, for example; gravity
(from the sun, moon and planets), atmospheric pressure loading, ocean tide loading, nontidal ocean loading, snow and soil moisture mass loading, polar motion, groundwater
effects, thermal expansion of bedrock around the antenna, errors in satellite orbits and
clocks, errors in atmospheric and water vapor models, phase center variation, antenna
noise, multipath and seasonal effects such as snow cover on the antenna (Dong et al.,
2002). These signals have the greatest effect on the vertical component (hence the
difficulty in obtaining reasonable estimates of vertical velocity and position, compared
with the relative ease of obtaining horizontal results). Van Dam et al. (2001) examine the
loading effect of continental water storage (in snow-pack, soil and groundwater) on GPS
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vertical velocities, resulting in an annual vertical signal with an RMS of up to 8 mm.
They note that this can cause a long-period signal, resulting in a linear trend over several
years that would be difficult to distinguish from a tectonic signal

Dong et al. (2002) analyzed 171 globally distributed, continuous GPS sites with at
least 2.3 years of data. They processed the data in GAMIT. They estimated that most
vertical annual signal amplitudes are typically 4-10 mm in a global reference frame, with
corresponding formal errors of < 1 mm, and most horizontal annual amplitudes are in the
range 1-3 mm, with formal errors of ~ 0.5 mm. They then compared their results with
daily solutions from the IGS processing center at JPL (GIPSY in PPP mode). They
determined that although GIPSY and GAMIT are able to detect the common seasonal
signals, there are significant differences in residual signals.

ITRF-2000 is temporally defined by the velocities of its global tracking stations, so
has good long-term stability. On a seasonal timescale, however, un-modeled periodic
signals at the tracking stations can contaminate the reference frame. The frame will
undergo regional changes as different subsets of the ITRF will suffer different seasonal
influences at different times. Also, the entire frame will shift due to seasonal changes in
the geocenter (Dong et al., 2002; Blewitt, 2003). Again, this is particularly an issue for
vertical GPS results.

An important question to ask when processing continuous GPS data is ‘when is a
good time to stop’? As a rule, how many years of data are necessary before the results
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represent a reliable reflection of the current tectonic rates rather than the effect of periodic
signals? And after that time should the data processing end in a particular month, after an
integer or half-integer number of years? These questions apply directly to the Yucca
Mountain GPS data.

Blewitt and Lavallée (2002) assess the effects of periodic signals on GPS results.
They conclude that a minimum of 2.5 years of data must be processed in order that
periodic signals do not significantly bias velocity results. Blewitt and Lavallée (2002)
also state that “solutions are minimally biased at data spans of integer-plus-half years”,
rather than integer numbers of years. They determine that after 3.5 years periodic signals
become less important and, after 4.5 years, periodic signals may become insignificant to
the results. Section 2.3 described the GPS data used in this project. There are two
solutions, one (for the GIPSY-GAMIT comparison) that uses data from May 1999 to
October 2003 and one (for the final results) that uses data from January 2000 to June
2004. Both solutions contain 4.5 years of data, the optimal amount suggested by Blewitt
and Lavallée (2002). The former solution, however, does not fully meet these
requirements since it contains offsets in the time series.

There are several methods of dealing with the effects of periodic signals in GPS.
One ‘method’ is just to ignore them, which is the preferred method in many published
results. This is reasonable if, as proven by Blewitt and Lavallée (2002), the data span is
greater than 3.5 years (preferably 4.5 years) and is a half-integer number of years. A
second method is to produce a solution with a regional reference frame. If the baselines
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are short enough, common-mode signals will be similar at each station and will largely
cancel out; Figures 40-45 show the PPP time series for the Yucca Mountain network,
which all show very similar signals. The idea of ‘spatial filtering’ is discussed by further
by Wdowinski et al. (1997). An extension of this can be achieved by producing time
series relative to the average of a number of stations in the local network. A third method
is to try to estimate the amplitude of the phase of the periodic signals as part of the
processing inversion. This method only works if the data spans more than 2.5 years, due
to problems caused by correlated parameters, but beyond 4.5 years there is negligible gain
in estimating these parameters (Blewitt and Lavallée, 2002).

For the Yucca Mountain GPS results, the first two methods were used. Data were
processed for a total of 4.5 years, and common-mode signals were reduced by producing
baseline velocities to a station in the center of the network (Section 2.8). Figures 40-45
show the time series for the PPP results, which include a clear periodic signal. Figures
46-51 show the baseline time series, where periodic signals have been largely eliminated.
There is one station that continued to show clear periodic signals in the time series even in
the baseline time series and this was station CHLO. This station had the greatest
difference in velocity of the local stations (0.16 mm/yr, compared with a mean of 0.07
mm/yr), between results using data from May 1999 to October 2003 (4.5 years, but
including offsets) and January 2000 to June 2004 (4.5 years, but with no offsets). The
most likely cause of this periodic signal is multipath.
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Figure 40. Latitude component of PPP time series for far-field GPS stations, plotted in ITRF2000
relative to the position at the mid-point of the time series.
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Figure 41. Longitude component of PPP time series for far-field GPS stations, plotted in ITRF2000
relative to the position at the mid-point of the time series.
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Figure 42. Height component of PPP time series for far-field GPS stations, plotted in ITRF2000
relative to the position at the mid-point of the time series.
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Figure 43. Latitude component of PPP time series for local GPS stations, plotted in ITRF2000
relative to the position at the mid-point of the time series.
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Figure 44. Longitude component of PPP time series for local GPS stations, plotted in ITRF2000
relative to the position at the mid-point of the time series.
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Figure 45. Height component of PPP time series for local GPS stations, plotted in ITRF2000 relative
to the position at the mid-point of the time series.
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Figure 46. Detrended baseline time series for far-field GPS stations, east component, relative to
station LITT.
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Figure 47. Detrended baseline time series for far-field GPS stations, north component, relative to
station LITT.
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Figure 48. Detrended baseline time series for far-field GPS stations, vertical component, relative to
station LITT.
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Figure 49. Detrended baseline time series for local GPS stations, east component, relative to station
LITT.

101

Figure 50. Detrended baseline time series for local GPS stations, north component, relative to station
LITT.
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Figure 51. Detrended baseline time series for local GPS stations, vertical component, relative to
station LITT.
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2.16 Changes in the GPS velocity estimates with increasing volumes of data

In order to assess the direct results of having more data for the Yucca Mountain
network, GPS velocities were calculated for batches of data, each with an additional 6
months of data. The results are shown in Figures 52 and 53. In the figure key, Jan00JunYY represents data processed from 16th January 2000 to 30th June YYYY. Jan00DecYY is data from 16th January to 31st December YYYY.

These results show the velocities stabilizing after ~2.5 years of data was
processed. This agrees with the conclusions of Blewitt and Lavallée (2002), who state
that 2.5 years is the minimum recommended data span to avoid an unacceptably large
velocity bias caused by annual signals in the time series.
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Figure 52. GPS results with increasing volumes of data. Each color increment indicates an addition
of 6 months of data. Error ellipses are 95% confidence. Velocities are plotted relative to station
TIVA.
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Figure 53. GPS results with increasing volumes of data. Each color increment indicates an addition
of 6 months of data. Error ellipses are 95% confidence.
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2.17 Discussion of this chapter

This chapter described the processing techniques used to produce the GPS results
discussed in the remainder of this dissertation. The GPS data were processed first using
the Precise Point Positioning (PPP) method, then PPP time series were analyzed for
inconsistencies and outliers. Significant outliers were removed. The data were then
processed with ambiguity resolution on a line-by-line basis to a single reference station.
Data were processed using precise satellite orbit and clock data from the NASA Jet
Propulsion Laboratory. The results were transformed to ITRF-2000 using a Helmert
transformation. North American plate rotation was removed using an Euler vector
rotation. Tropospheric wet delay was estimated as random walk. Tropospheric dry delay
was estimated using a nominal pressure (based on the elevation of the station), with any
residual error in the estimate absorbed by estimate of wet delay. The reliability of this
processing technique was tested by comparison with GAMIT results from the group at
Harvard Center for Astrophysics.

A useful outcome from this project has been the development of processing code
that resolves integer ambiguities in GIPSY on a line-by-line basis, which dramatically
reduces processing time but results in a similar solution. Although recent increases in
computer processing speed have made the consideration of processing time less important,
increases in the volume of data (for example with the Plate Boundary Observatory) could
again make processing time an important consideration.
The GPS time series show a number of offsets in the time series, all occurring in
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1999. The data for 1999 was not included in the final GIPSY solution, but techniques for
dealing with these offsets were discussed since the GIPSY-GAMIT comparison does
include 1999 data. The offset for the 1999 Hector Mine earthquake was estimated and
removed as part of the least squares inversion. Offsets from radome changes in the
network were removed simply by removing all data between the first and last radome
changes.

When plotted as PPP results in ITRF2000, the time series have clear periodic
signals. The signals are generally very similar for all stations, however, so the majority of
common mode signals were successfully removed by producing baseline time series to a
local station. The effect of periodic signals was also minimized by following the advice of
Blewitt and Lavallée (2002) to use a total data span of 4.5 years. Examination of the
changes in the velocity results over time has shown the importance of obtaining enough
data before attempting to interpret GPS velocities, as the solution has changed
significantly over time and did not begin to stabilize until after 2.5 years of data had been
processed.
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3. GPS Velocity Results

3.1 Introduction to this chapter

This chapter describes the horizontal and vertical GPS velocities. I first discuss
the results from the GIPSY - GAMIT software and then discuss the final horizontal
velocity solution from GIPSY. Strain rates are discussed in Chapter 4. An interpretation
of these results, and a discussion of velocity profiles across the network, is given in
Chapter 5.

This chapter also discusses the GIPSY vertical velocity estimates. Possible
sources of vertical motion across the network were discussed in Section 1.2 (normal
faulting, variations in gravitational potential energy and magmatic instabilities) and
Section 1.4 (localized volcanism). Since the vertical GPS results are not reliable, the
section on vertical results begins with a discussion of why it is still very difficult to
obtain accurate vertical velocities with GPS.

3.2 Results of the GIPSY - GAMIT comparison

The differences between the GIPSY and GAMIT processing software packages
were discussed throughout Chapter 2. Figures 54 and 55 show a comparison of GIPSY
and GAMIT results after all the procedures described in Chapter 2 had been carried out
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(including ambiguity resolution, removal of North American plate rotation and removal
of offsets in the time series). The two solutions are very similar, with an RMS of residual
velocity differences of 0.06 mm/yr for the east velocity estimates and 0.10 mm/yr for the
north (see Appendix H for table showing a comparison of velocity estimates).
Considering the number of variables involved, the different algorithms used and the fact
that both software packages contains over 1 million lines of code, it is encouraging that
the two solutions match so well.
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Figure 54. Comparison between GIPSY and GAMIT results (shown in red and blue respectively) for
the regional Yucca Mountain network. Data was processed from 1st May 1999 until 31st October
2003. Integer ambiguities have been resolved and the effect of the 1999 Hector Mine earthquake
removed. Velocities are shown as baselines relative to TIVA (small blue triangle), with North
American plate rotation removed. Error ellipses are 95% confidence

111

Figure 55. Comparison between GIPSY and GAMIT results (shown in red and blue respectively) for
the local network. Data was processed from 1st May 1999 until 31st October 2003. Integer
ambiguities have been resolved and the effect of the 1999 Hector Mine earthquake removed.
Velocities are shown as baselines relative to TIVA, with North American plate rotation removed.
Error ellipses are 95% confidence.

3.3 Horizontal velocity results

The most recent velocity results for the Yucca Mountain network are given in
Table 4. These results are for data processed from 16th January 2000 to 30th June 2004
and are plotted as relative velocities to station TIVA. All steps described in Chapter 2
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were carried out to obtain these results (including rotation into a North American
reference frame), but no offsets were removed (since all known offsets occurred in 1999).
These results are illustrated as vectors in Figures 56 - 61. They are plotted relative to
TIVA (Figures 56 and 59), ECHO (Figures 57 and 60) and APEX (Figures 58 and 61) for
viewing purposes.

Velocity estimates at the local Yucca Mountain stations have a relatively smooth
signal across the network, trending northwest and increasing in magnitude from east to
west (Figure 59). The magnitude of the velocity contrast across the local network, from
TIVA to BULL, is 0.95 ± 0.04 mm/yr. When plotted relative to station ECHO (Figure
60), the orientation of most local velocity vectors range between N17oW and N20oW.
The orientations for stations TATE and STRI, however, are N6oW and N4oW
respectively. The orientations of velocity vectors for stations POIN, MERC and JOHN
are also anomalous compared to the other local stations. Relative to station ECHO, these
are N2oW, N10oW and N6oW. One possible explanation for the anomalous behavior of
POIN, MERC and JOHN is postseismic deformation from the 1999 Hector Mine
earthquake, since these stations were close to the earthquake and had larger offsets than
the other local stations (Section 2.10), or postseismic deformation from the 1992/2002
Little Skull Mountain earthquakes. However, there is no clear evidence of postseismic
relaxation in their time series (Figures 64 and 65).

The ECSZ stations (LIND, ARGU, ROGE, RYAN and SHOS) have velocities
that increase in magnitude from east to west. The magnitude of the velocity contrast
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across the ECSZ, from RYAN to LIND, is 10.6 ± 0.04 mm/yr. The orientation of the
velocity vectors swings round from north-northwest (e.g. RYAN, at N13oW) to northwest
(e.g. LIND, at N35oW) with increasing proximity to the plate boundary.

Station DYER, located just east of the FLV fault system, has a larger velocity
estimate than station RYAN, which is located at a similar distance from the DV-FC fault
system to the south, hinting at the possible importance of the FLV fault system. Station
TONO, located a distance into the Basin and Range, also shows northwest oriented rightlateral shear. Stations RAIL, ECHO and ALAM, further into the central Basin and
Range, have very small velocities; the magnitude of the difference in velocity between
ALAM and ECHO is 0.53 ± 0.04 mm/yr.

The baseline time series (Figures 62 - 65) show little evidence of periodic signals.
Velocity trends are clear, even for the local Yucca Mountain stations.
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Station
ALAM
APEX
ARGU
BEAT
BULL
BUST
CHLO
CRAT
DYER
ECHO
JOHN
LIND
LITT
MERC
PERL
POIN
RAIL
RELA
REPO
ROGE
RYAN
SHOS
SKUL
SMYC
STRI
TATE
TIVA
TONO

East vel North vel East σ
North σ
(mm/yr) (mm/yr) (mm/yr) (mm/yr)
0.16
-0.28
0.03
0.03
0.01
-0.18
0.03
0.03
-3.89
6.04
0.03
0.03
-0.14
0.46
0.03
0.03
-0.36
0.87
0.03
0.03
-0.13
0.30
0.03
0.03
-0.29
0.71
0.03
0.03
-0.07
0.30
0.03
0.03
-1.18
3.04
0.03
0.03
0.25
-0.81
0.03
0.03
0.16
0.00
0.03
0.03
-6.93
9.44
0.03
0.03
0.00
0.00
0.00
0.00
0.14
-0.25
0.03
0.03
-0.27
0.55
0.03
0.03
0.23
-0.09
0.03
0.03
-0.07
-0.38
0.03
0.03
-0.12
0.43
0.03
0.03
-0.20
0.38
0.03
0.03
-1.04
2.98
0.03
0.03
-0.20
1.10
0.03
0.03
-0.40
0.51
0.03
0.03
-0.07
0.05
0.03
0.03
-0.13
-0.31
0.03
0.03
0.15
0.48
0.03
0.03
0.13
0.35
0.03
0.03
-0.03
-0.02
0.03
0.03
-0.30
0.55
0.03
0.03

Table 4. GIPSY horizontal baseline velocities, relative to LITT.
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Figure 56. Horizontal baseline velocities for regional Yucca Mountain stations, plotted relative to
station TIVA (red triangle). Error ellipses are 95% confidence.
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Figure 57. Horizontal baseline velocities for regional Yucca Mountain stations, plotted relative to
station ECHO (red triangle). Error ellipses are 95% confidence.
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Figure 58. Horizontal baseline velocities for regional Yucca Mountain stations, plotted relative to
station APEX (red triangle). Error ellipses are 95% confidence.
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Figure 59. Horizontal baseline velocities for local Yucca Mountain stations, plotted relative to
station TIVA. Error ellipses are 95% confidence.
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Figure 60. Horizontal baseline velocities for local Yucca Mountain stations, plotted relative to
station ECHO (see Figure 57). Error ellipses are 95% confidence.
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Figure 61. Horizontal baseline velocities for local Yucca Mountain stations, plotted relative to
station APEX (see Figure 58). Error ellipses are 95% confidence.
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Figure 62. East baseline time series, for far-field stations, relative to LITT, with estimated velocity
trend. Velocities are plotted relative to the mid-point of the time series.
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Figure 63. North baseline time series, for far-field stations, relative to LITT, with estimated velocity
trend. Velocities are plotted relative to the mid-point of the time series.
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Figure 64. East baseline time series, for local stations, relative to LITT, with estimated velocity
trend. Velocities are plotted relative to the mid-point of the time series.
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Figure 65. North baseline time series, for local stations, relative to LITT, with estimated velocity
trend. Velocities are plotted relative to the mid-point of the time series.
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3.4 Problems associated with estimating vertical GPS velocities

Errors in the atmospheric delay models (Section 2.13) are partly cancelled out
with horizontal GPS positioning due to the satellite geometry. Put simply, a range
measurement to the east that is estimated as too long will partly cancel out an incorrectly
long range to the west. Since, however, there are no satellites visible beneath the
receiver, this is not the case for vertical positions. Atmospheric delay errors are therefore
much more influential in vertical GPS positioning.

Another problem with vertical positioning in GPS is the effect of periodic signals
(Section 2.15). Most periodic signals are vertical in nature, so again they will have a
greater effect on vertical GPS position than horizontal.

Perhaps the greatest problem in determining vertical velocities with GPS are
inconsistencies in reference frame. Blewitt (2003) outlines the problems associated with
achieving self-consistency in reference frames. Reference frames are affected by global
scale, degree-one deformations and displacements of the geocenter, and it is difficult to
remove their effects since the problem is circular.

Finally, Section 2.11 illustrated the results of hardware changes in the network.
Particularly, radome substitutions will change the phase center of the GPS antenna, and
changes within the Yucca Mountain network resulted in clear offsets in the vertical time
series. These results, however, no longer include the effects of radome changes, as data
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was not used from the period containing radome offsets.

3.5 Vertical velocity results

Vertical velocity estimates for local Yucca Mountain stations are given in Table
4. They are calculated relative to mean vertical velocity for all stations < 55 km from
station LITT. Taking the hypothesis that vertical deformation across the local Yucca
Mountain network is likely to be minimal, we see that the GPS results are encouragingly
clustered about zero (Figure 66). Vertical velocity estimates for the local Yucca
Mountain network range from -0.6 ± 0.1 mm/yr to 0.2 ± 0.1 mm/yr, with an RMS about
zero of 0.3 mm/yr.

Far-field stations have a slightly greater spread of vertical velocity estimates than
the local stations, ranging from -0.9 ± 0.1 mm/yr to 1.2 ± 0.1 mm/yr, but are still
clustered about zero (Figure 66). The RMS of all vertical velocities about zero is 0.5
mm/yr.

Examination of the time series (Figure 67) confirms that vertical velocities for the
local Yucca Mountain stations are negligible. Several of the far-field stations, however,
show possible trends in their time series (Figure 68). The most visible trend in the time
series is for station APEX. The vertical velocity for this station is also higher, showing
up in Figure 66 as the only velocity in the network above 1 mm/yr, at 1.2 ± 0.1 mm/yr. It
is difficult to tell at this stage, however, whether vertical trends are real velocities or a
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reference frame feature, particularly since there is no clear pattern when the vertical
results are plotted as vectors (Figures 69-72); this will be an exciting area of research
over the coming years. Vectors have been plotted relative to both TIVA (Figures 69 and
70) and ECHO (Figures 71 and 72) for viewing purposes. We do not see a particularly
anomalous vertical velocity at station ARGU (-0.8 ± 0.1 mm/yr), despite its close
proximity to the Coso volcanic field (Section 1.4).
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LITT
SKUL
STRI
BUST
REPO
TIVA
RELA
CRAT
POIN
TATE
MERC
JOHN
PERL
CHLO
BEAT
BULL
RYAN
SMYC
SHOS
ROGE
ALAM
APEX
ARGU
TONO
RAIL
DYER
ECHO
LIND

Baseline Vertical Vertical
length
velocity error
(km)
(mm/yr) (mm/yr)
0.00
-0.21
0.12
8.89
-0.57
0.12
11.54
-0.03
0.12
12.75
0.17
0.12
17.73
-0.30
0.12
22.14
0.15
0.12
22.24
-0.17
0.12
24.29
-0.09
0.12
24.98
0.05
0.12
31.44
-0.21
0.12
32.01
0.09
0.12
36.95
-0.19
0.12
37.92
0.06
0.12
40.85
-0.14
0.12
42.94
-0.60
0.12
53.77
-0.28
0.12
56.66
-0.39
0.12
80.06
0.46
0.12
85.96
0.36
0.12
91.06
-0.58
0.12
122.79
0.33
0.12
132.06
1.21
0.12
133.51
-0.80
0.12
168.87
-0.89
0.12
179.59
-0.77
0.12
189.32
-0.16
0.12
222.89
0.26
0.12
249.87
0.29
0.12

Table 5. Vertical velocity estimates, relative to mean vertical velocity of the local Yucca Mountain
stations (all stations < 55 km from station LITT). Baselines are to station LITT. Errors are 1σ.
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Figure 66. Vertical velocity estimates, relative to the mean velocity of the Yucca Mountain local
stations. Error bars are 1σ.
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Figure 67. Vertical baseline time series, relative to station LITT, for local Yucca Mountain stations.
Positions are plotted relative to the mid-point of the time series.
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Figure 68. Vertical baseline time series, relative to station LITT, for far-field Yucca Mountain
stations. Positions are plotted relative to the mid-point of the time series.
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Figure 69. Vertical velocity estimates for the regional network. Velocities were calculated relative to
mean vertical velocity for the local Yucca Mountain stations, then these were plotted relative to
station TIVA (red triangle). Note the use of a larger scale than for the horizontal velocity plots.
Northward pointing arrows indicate uplift relative to the Yucca Mountain stations and southward
pointing arrows indicate subsidence relative to the Yucca Mountain stations.
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Figure 70. Vertical velocity estimates for the local network. Velocities were calculated relative to
mean vertical velocity for the local Yucca Mountain stations, then these were plotted relative to
station TIVA (red triangle).
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Figure 71. Vertical velocity estimates for the regional network. Velocities were calculated relative to
mean vertical velocity for the local Yucca Mountain stations, then these were plotted relative to
station ECHO (red triangle).
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Figure 72. Vertical velocity estimates for the regional network. Velocities were calculated relative to
mean vertical velocity for the local Yucca Mountain stations, then these were plotted relative to
station ECHO (see Figure 71).

3.6 Error analysis

All velocity estimates in this dissertation are quoted with one standard deviation
formal errors.

Plots show a 95% confidence error ellipse, which is ~2.45 times the

standard deviation. Both error bars and error ellipses are based on the formal errors
output by the GIPSY software. Formal errors are calculated by propagating assumed
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errors in the original observations through to the estimated station coordinates and
velocities (Larson and Agnew, 1991). The assumed value for standard deviation of the
pseudorange measurement was 1 m and the value for phase observation was 1 cm. These
values are typical for most purposes and have become the convention for most published
GIPSY results, but can be changed by the user during processing (Chapter 2). It is
therefore easy to change the scale of the resulting formal errors, so even though the
formal errors quoted in this dissertation look very small, they are somewhat arbitrary.
The formal errors are based on the geometry of the satellites and receivers, and do not
take into account any systematic errors in the data. Mean formal errors for the baseline
velocity results are 0.026 mm/yr in the east component, 0.030 mm/yr in the north.

Table 5 gives the RMS values for the detrended baseline time series (Chapter 2,
Figures 46-51). Mean time series RMS for the east component is 1.5 mm, for the north it
is 1.7 mm and for the vertical it is 6.2 mm.
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Station
ALAM
APEX
ARGU
BEAT
BULL
BUST
CHLO
CRAT
DYER
ECHO
JOHN
LIND
MERC
PERL
POIN
RAIL
RELA
REPO
ROGE
RYAN
SHOS
SKUL
SMYC
STRI
TATE
TIVA
TONO

RMS about mean (mm)
East
North
Vertical
1.62
1.76
6.93
1.62
1.69
7.09
1.73
1.91
6.68
1.42
1.50
5.70
1.40
1.51
5.74
1.29
1.42
5.34
1.42
1.62
5.64
1.48
1.63
7.04
1.68
1.77
6.54
1.75
1.77
6.26
1.52
1.80
6.36
1.62
1.68
6.70
1.51
1.63
6.16
1.37
1.65
5.74
1.41
1.59
6.14
1.72
2.01
6.35
1.31
1.42
5.78
1.34
1.46
5.65
1.72
2.07
8.22
1.58
1.51
5.96
1.69
1.74
6.34
1.48
1.53
5.80
1.83
1.85
6.43
1.25
1.46
5.49
1.36
1.58
5.97
1.37
1.40
5.83
1.50
1.71
5.82

Table 6. Baseline time series RMS values, calculated about the mean of the detrended time series.

3.7 Discussion of this chapter

A comparison of GIPSY and GAMIT results reveals that the two solutions are
very similar. The RMS of residual velocity differences is 0.07 mm/yr for the east
component and 0.11 mm/yr for the north. To obtain comparable results, the offsets from
the 1999 Hector Mine earthquake and offsets from radome changes must be removed.
North American plate rotation is also removed from both solutions.

Relative horizontal velocities within the local Yucca Mountain network are small,
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on the order of < 1 mm/yr. There is a generally smooth signal across the local network,
with total estimates of velocity increasing from east to west and a velocity contrast, from
TIVA to BULL, of 0.95 ± 0.04 mm/yr. There is a distinct change in velocity, however,
between stations to the east of the network and stations to the west. The change between
higher and lower velocities occurs slightly to the east of Yucca Mountain.

Velocities increase rapidly across the ECSZ, with a 10.6 ± 0.04 mm/yr difference
between the total velocity estimates of LIND and RYAN. The ECSZ velocity vectors
tend increasingly towards the northwest with distance towards the plate boundary.
Stations in the central Basin and Range have small relative velocities, with the difference
between velocities at stations ALAM and ECHO having a magnitude of 0.53 ± 0.04
mm/yr. Although RAIL, ALAM and ECHO have small relative velocities, station
TONO, the most westerly ‘Basin and Range station’ has a velocity vector that shows NW
oriented right lateral shear, showing that the shear zone does extend to the east of the
ECSZ to the north of Yucca Mountain.

Considering the difficulty associated with obtaining precise vertical velocities
using GPS, the small scatter in vertical velocity estimates gives an indication of the high
precision of results from the Yucca Mountain GPS network. The vertical results for the
Yucca Mountain local network have an RMS scatter of 0.26 mm/yr about zero, and
vertical results for all stations in the network have an RMS scatter of 0.45 mm/yr. It is
possible that the regional time series are starting to show small vertical trends, but the
velocities have no consistent spatial signal. It is possible that station APEX may be
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uplifting relative to the Yucca Mountain stations.
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4. Strain Rates

4.1 Introduction to this chapter

The campaign GPS survey carried out by Wernicke et al. (1998) between 1991
and 1997 estimated a N60-65oW extensional strain rate of 50 ± 9 ns/yr (uniform across
the 34 km network aperture). This rate was much higher than expected based on the
Quaternary history of the area. Wernicke et al. (1998) estimated shear strain at Yucca
Mountain due to the DV-FC fault system to be no more than ~ 10 ns/yr, based on a slip
rate of 3-5 mm/yr on a fault 35 km from the network, so indicated that this high strain
rate at Yucca Mountain could not be due to the ECSZ, but rather that Yucca Mountain
was “experiencing an epoch of anomalously rapid strain accumulation.”

Savage et al. (1994) estimated the strain rate, using trilateration surveys from
1983 to 1993, to be ε11 = 10 ± 20 ns/yr, ε12 = -2 ± 8 ns/yr, ε22 = -9 ± 21 ns/yr, ε1 = 10 ±
20 ns/yr N87oW ± 24o, ε2 = -9 ± 21 ns/yr N03oE ± 21o. The engineering shear rate is γ =
10 ± 16 ns/yr and dilitation Δ = 1 ± 37 ns/yr. They did not correct for the effects of the
1992 Little Skull Mountain earthquake, but eliminated the lines closest to the earthquake
before calculating strain rates. These strain rates are not significantly different from zero.

Savage (1998) argued in a reply to Wernicke et al. (1998) that the strain rate
measured by Wernicke et al. (1998) was incorrect, partly because the authors had not
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included the effects of monument instability in their error budget and partly because they
did not include the effects of the 2002 Little Skull Mountain earthquake in their
calculations.

In response to the Wernicke et al. (1998) study, Savage et al. (1999) added an
additional 5 years to their previous survey. Savage et al. (1999) give the result of
combined Geodolite and campaign GPS surveys from 1983 to 1998. In this study they
measured strain rates of ε1 = 2 ± 12 ns/yr N87oW ± 12o and ε2 = -22 ± 13 ns/yr N03oE ±
12o, with γ = 23 ± 10 ns/yr and Δ = -20 ± 22 ns/yr. For comparison with the Wernicke et
al. (1998) strain rate, the N65oW extension rate is -2 ± 12 ns/yr. Savage et al. (1999) note
that only the engineering shear strain rate is significant at the 95% confidence level. This
time, Savage et al. (1999) corrected for the effects of the 2002 Little Skull Mountain
earthquake using a dislocation model. They again assumed that strain rate is uniform
across the Yucca Mountain network.

Savage et al. (1999) state that “almost half’ of the measured strain can be
attributed to strain accumulation on the DV-FC and HM-PV fault systems. Their
estimate of shear from these faults is based on calculations using the equation to model
infinite length faults in an elastic half-space (Okada, 1985; Savage, 1983), with the DVFC fault system at a distance of 50 km and the HM-PV fault system at a distance of 90
km, and fault slip rates of 5 ± 1 mm/yr for the DV-FC fault system and 2 ± 1 mm/yr for
the HM-PV fault system. This gives an expected strain of 10-14 ns/yr, which is half of
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the 23 ± 10 ns/yr they measure in total engineering shear, leaving a remainder of 9-13 ±
10 ns/yr, which again is not significantly different from zero.

Using 3 years of BARGEN data, Davis et al. (2003) estimated much smaller
principal strain rates at Yucca Mountain. These were 7 ± 1 ns/yr at N64o ± 2oW and -10
± 1 ns/yr at N26o ± 2oE (extension positive). Once again they assumed strain to be
constant across the network. Using 3.75 years of the same data, Wernicke et al. (2004)
estimated a strain rate of 20 ± 2 ns/yr, oriented at N20oW (based on a velocity contrast of
~ 1.2 mm/yr across a 60 km aperture).

In this chapter I present strain rates for the Yucca Mountain network, calculated
using the horizontal velocities discussed in Chapter 3. I compare these strain rates to
those given in previous surveys of Yucca Mountain.

4.2 Solving for Cartesian strain rates using the GPS velocities

The 2D strain rate tensor equation for a single set of observations can be written
as shown in Equation 19.
⎡ Δ Vx ⎤ ⎡ ε&xx
⎢ Δ V ⎥ = ⎢ ε&
⎣ y ⎦ ⎣ yx

ε&xy ⎤ ⎡ Δ X ⎤
ε& yy ⎥⎦ ⎢⎣ Δ Y ⎥⎦

[19 ]

where Δvx and Δvy are relative velocities between two stations, εxx, εxy, εyx and εyy are
Cartesian strain components and ΔX and ΔY are relative position between the two
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stations. This equation assumes that strain is a constant, so ΔX and ΔY must be
sufficiently small. These Cartesian strain rate components are defined as shown in
Figure 73.

Figure 73. Description of Cartesian strain rates εxx (a), εxy (b), εyx (c) and εyy (d)

A weighted least squares inversion was used to invert for strain rates, with the
horizontal GPS velocity estimates used as the input data matrix. Appendix I gives the
full details of the inversion. GPS baseline lengths and velocities were calculated relative
to a point at the centroid of the group of stations (i.e. the average position and velocity
for the group of stations). For example, when calculating strain for all stations < 55 km
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from Yucca Mountain, I took the average position and velocity of all stations < 55km
from Yucca Mountain and then calculated relative position and velocity relative to this
‘virtual’ station. In the case of this group, the ‘virtual’ station was ~8 km to the
southwest of station REPO.

4.3 Calculation of engineering strain rate components

Having obtained the Cartesian strain rate tensor, it is possible to obtain the
engineering strain rate components, which give a more easily interpretable set of values
for strain rate (e.g. Prescott et al., 1979). The engineering strain rate components are
defined as follows.

The dilitation rate, Δ, is calculated using Equation 20. It describes expansion or
contraction of the area (Figure 74). Expansion is reckoned positive.

Δ = ε EE + ε NN

[20 ]
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Figure 74. Dilitation, D

Ω is the rotation rate (Figure 75). Counter-clockwise rotation is positive. Ω is calculated
using Equation 21.

Ω =

1
(ε − ε EN )
2 NE

[21]

Figure 75. Rotation, Ω

Engineering shear rate 1, γ1, describes extension and compression along the N-S
and E-W axes (Figure 76). The angle between NW and NE lines increases with positive
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γ1, but the angle between N-S and E-W lines stays the same. γ1 therefore measures rightlateral shear over a N45oW-trending vertical fault, or left-lateral shear across a N45oEtrending vertical fault (Savage, 1983). γ1 is calculated using Equation 22.

γ 1 = ε EE − ε NN

[22]

Engineering shear rate 2, γ2, describes extension and compression along the NW
and NE axes (Figure 77). Compression along the NW axis means extension along the
NE axis (positive) and extension along the NW axis means compression along the NE
axis (negative). Positive γ2 leads to a decrease in the angle between N-S and E-W lines,
but no change in the angle between NW and NE lines. γ2 therefore measures right-lateral
shear across an E-W trending vertical fault, or left-lateral shear across a N-S trending
vertical fault (Savage, 1983). γ2 is calculated using Equation 23.

γ 2 = ε EN + ε NE

[23]
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Figure 76. Engineering shear rate 1. (a/b) Positive simple shear, (c) Positive pure shear, (d/e)
Negative simple shear, (f) Negative pure shear
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Figure 77. Engineering shear rate 2. (a/b) Positive simple shear, (c) Positive pure shear, (d/e)
Negative simple shear, (f) Negative pure shear

Maximum shear strain, |γ|, was calculated using Equation 24. This is the highest
shear strain rate, oriented at 45o to α, the azimuth of the principal strain rate (Equation
25).

γ = γ 12 + γ 22
α=

⎛γ2⎞
1
arctan⎜ ⎟
2
⎝ γ1 ⎠

[24]

[25]

The angle of maximum extension, α, is measured positive anticlockwise from the
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1-axis (E). The angle of maximum contraction is measured positive anticlockwise from
the 2-axis (N). The orientation of maximum shear is half-way between the maximum
compression and maximum extension axes (Figure 78). The problem is ambiguous; the
axis of maximum shear will be right-lateral in one direction or left-lateral in the direction
perpendicular to this.

Figure 78. Interpretation of angle α

The least squares calculations output σεEE, σεNN, σεEN and σεNE in the covariance
matrix. These errors were propagated through the engineering strain calculations, to
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obtain σD, σΩ, σγ1, σγ2, σ|γ| and σα, using the general formula for uncorrelated variables,
given in Bevington, 1969. The formulae used to propagate the errors are given in
Appendix J.

4.4 Comparison of GIPSY and GAMIT strain rates

Table 7 gives a comparison of strain rates estimated using the GIPSY and
GAMIT results described in Chapter 3. The strain rates were calculated using the GPS
results from all stations in the local Yucca Mountain network, using the procedure
described in Sections 4.2 and 4.3. The strain rates all agree to within one standard
deviation.

Using the same GAMIT results, from 1999 to 2003, Wernicke et al. (2004)
estimated a shear strain magnitude of 20 ± 2 ns/yr. They calculated this rate using a
linear regression of all N20oW GPS velocity components for all stations in the local
Yucca Mountain network, excluding station MERC. Their estimate agrees, within error,
with the GAMIT value shown in Table 7. Our estimated orientation of maximum shear
strain is a little more northerly than the estimate of Wernicke et al. (2004), at N16.1±2oW
for GIPSY and N16.7±3oW for GAMIT.
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GIPSY
GAMIT
6.7 ± 0.4
5.9 ± 0.8

εEE
εEN

0.5 ± 0.6

-0.1 ± 1.1

εNE

-14.9 ± 0.6

-14.3 ± 0.7

εNN
Ω
D

-2.3 ± 0.8
-7.7 ± 0.4
4.4 ± 0.9

-3.6 ± 1.0
-7.1 ± 0.6
2.3 ± 1.2

γ1

9.0 ± 0.9

9.5 ± 1.2

-14.3 ± 0.6
16.9 ± 0.7
-28.9 ± 2.0

-14.4 ± 0.7
17.2 ± 0.9
-28.3 ± 2.6

γ2
|γ|
α (degs)

Table 7. Comparison of strain rates for GIPSY and GAMIT, for all stations < 55 km from station
LITT. Strain rates are quoted in ns/yr. Errors are 1σ. Strain rates were calculated using relative
velocities to a point at the centroid of each group of stations. Extension is reckoned positive. The
solution was produced using data from May 1999 to October 2003.

4.5 GIPSY strain rate results

Table 8 gives a summary of strain rates for the local Yucca Mountain network.
Group 1 contains all stations < 55 km from station LITT. Group 2 contains all stations
< 55 km from LITT except CHLO and BULL, the closest local stations to the DV-FC
fault system. Group 3 contains only stations to the west of the local network and Group 4
contains only stations to the east. Groups 5 and 6 are, respectively, stations to the north
and to the south of the Rock Valley fault zone. A summary of this information is given
in Figure 79. Table 9 gives a summary of strain rates for the far-field GPS stations,
divided into an ECSZ group and a Basin and Range group. Tables 10 and 11 show
orientations of maximum shear strain for local and regional stations, calculated using the
values for α given in Tables 8 and 9.
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Group

1

2

3

4

5

6

εEE

5.8 ± 0.4

4.0 ± 0.5

8.1 ± 0.8

1.1 ± 1.1

-14.2 ± 3.5

-8.1 ± 3.5

εEN

-1.1 ± 0.5

-2.3 ± 0.6

3.2 ± 0.8

-5.0 ± 0.7

-0.8 ± 1.4

3.6 ± 2.4

εNE

-14.5 ± 0.5

-14.0 ± 0.6

-15.4 ± 0.9

-19.2 ± 1.3

-16.7 ± 4.1

-8.7 ± 4.2

εNN

-4.0 ± 0.6

-3.9 ± 0.7

-1.8 ± 1.0

-5.7 ± 0.9

-8.6 ± 1.7

-8.0 ± 2.9

Ω

-6.7 ± 0.3

-5.9 ± 0.4

-9.3 ± 0.6

-7.1 ± 0.7

-7.9 ± 2.2

-6.2 ± 2.4

D

1.8 ± 0.7

0.1 ± 0.9

6.3 ± 1.2

-4.6 ± 1.4

-22.8 ± 3.8

-16.1 ± 4.5

γ1

9.8 ± 0.7

7.9 ± 0.9

9.9 ± 1.2

6.8 ± 1.4

-5.6 ± 3.8

-0.2 ± 4.5

γ2

-15.6 ± 0.7

-16.3 ± 0.8

-12.2 ± 1.2

-24.2 ± 1.4

-17.5 ± 4.4

-5.2 ± 4.8

|γ|

18.4 ± 0.7

18.1 ± 0.9

15.7 ± 1.2

25.1 ± 1.4

18.4 ± 4.3

5.2 ± 4.8

α (degs)

-29.0 ± 1.0

-32.0 ± 1.2

-25.4 ± 1.8

-37.1 ± 1.5

36.0 ± 5.7

44.1 ± 25.1

Stations

LITT

LITT

BUST

JOHN

LITT

POIN

SKUL

SKUL

REPO

LITT

SKUL

MERC
JOHN

STRI

STRI

RELA

MERC

STRI

BUST

BUST

CRAT

POIN

TIVA

REPO

REPO

TATE

SKUL

TIVA

TIVA

PERL

STRI

RELA

RELA

CHLO

TIVA

CRAT

CRAT

BEAT

POIN

POIN

BULL

TATE

TATE

MERC

MERC

JOHN

JOHN

PERL

PERL

CHLO

BEAT

BEAT
BULL
All YM

All YM, but no All YM, no

All YM, no

Rock Valley

Rock Valley

CHLO or BULL Rock Valley

Rock Valley

north

south

stations

stations

Table 8. Strain rates for local Yucca Mountain stations. Strain rates are given in ns/yr. Strain rates
were calculated with the 2-axis oriented at N0oE. Extension is reckoned positive. Errors are 1σ.
Strain rates were calculated using relative velocities to a point at the centroid of each group of
stations.
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Figure 79. Strain rates calculated using local Yucca Mountain stations. Strain rates are given in
ns/yr. Errors are 1σ. Extension is reckoned positive.

Group

B+R

ECSZ

εEE

2.0 ± 0.2

24.0 ± 0.1

εEN

-1.3 ± 0.4

3.7 ± 0.7

εNE

-5.6 ± 0.2

-34.5 ± 0.1

εNN

-3.0 ± 0.5

-7.2 ± 0.8

Ω

-2.1 ± 0.2

-19.1 ± 0.4

D

-1.0 ± 0.5

16.7 ± 0.8

γ1

5.0 ± 0.5

31.2 ± 0.8

γ2

-6.9 ± 0.4

-30.8 ± 0.7

|γ|

8.6 ± 0.5

43.9 ± 0.8

α (degs)

-27.0 ± 1.3

-22.3 ± 0.4

Stations

ALAM

ARGU

ECHO

LIND

RAIL

ROGE

TONO

RYAN
SHOS
SMYC

Table 9. Strain rates for the regional network. Strain rates are given in ns/yr. Strain rates were
calculated with the 2-axis oriented at N0oE. Extension is reckoned positive. Errors are 1σ. Strain
rates were calculated using relative velocities to a point at the centroid of each group of stations.
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Group

1

θ1

2

o

3

o

o

N16.0 W N13.0 W N19.6 W

θ2
1σ error

o

o

N74.0 E
1.0

Stations

N77.0 E
1.2

o

N70.4 E
1.8

4
o

N7.9 W
N82.1oE
1.5

LITT

LITT

BUST

JOHN

SKUL

SKUL

REPO

LITT

STRI

STRI

RELA

MERC

BUST

BUST

CRAT

POIN

REPO

REPO

TATE

SKUL

TIVA

TIVA

PERL

STRI

RELA

RELA

CHLO

TIVA

CRAT

CRAT

BEAT

POIN

POIN

BULL

TATE

TATE

MERC

MERC

JOHN

JOHN

PERL

PERL

CHLO

BEAT

BEAT
BULL

Table 10. Orientation of maximum shear for local Yucca Mountain stations, calculated using α from
Table 8.

Group

B+R

ECSZ

θ1

N18.0oW N22.7oW

θ2
1σ error

N72.0oE
1.3

Stations

N67.3oE
0.4

ALAM

ARGU

ECHO

LIND

RAIL

ROGE

TONO

RYAN
SHOS
SMYC

Table 11. Orientation of maximum shear for regional stations, calculated using α from Table 9.
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4.6 Discussion of this chapter

The estimate of total right-lateral shear strain for all local Yucca Mountain
stations is 18.4 ± 0.7 ns/yr, oriented at N16 ± 1oW. These stations measure a dilitation
rate of 1.8 ± 0.7 ns/yr, which is, within error, slightly more than zero. This is
considerably lower than the 50 ± 9 ns/yr estimated by Wernicke et al. (1998), but higher
than, for example, the 10-14 ns/yr of expected shear strain predicted by Savage et al.
(1999).

Strain rate is not constant across the local Yucca Mountain network. Total rightlateral shear strain for the western local stations only is slightly lower than the estimate
for all stations, at 15.7 ± 1.2 ns/yr, oriented at N20 ± 2oW. However, the dilitation rate is
higher, at 6.3 ± 1.2 ns/yr of extensional strain. Total right-lateral shear strain for the
eastern stations only is 25.1 ± 1.4 ns/yr, oriented at N8 ± 2oW. This is higher than
expected and higher than the shear strain rate for the western stations; also unexpected
since the western stations are closer to the ECSZ. This suggests that there may be a local
source of some of the measured strain. It is worth noting that this strain rate is
ambiguous, and could represent left-lateral shear strain on a N82 ± 2oE trending fault
system, so could represent left-lateral strain accumulation across the RVSZ. Also
unexpected is that the dilitation rate for the eastern local stations is -4.6 ± 1.4 ns/yr of
contraction.

Total shear strain rate for the ECSZ stations is estimated to be 43.9 ± 0.8 ns/yr,
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oriented at N22.7±0.4oW. This orientation agrees with previously published orientations
for the ECSZ faults (Gan et al., 2000). The strain rate is a little higher than the rate
estimated by Gan et al. (2000), which was 39.2 ± 4.4 ns/yr of right lateral simple shear,
but it agrees within error. The rate of extension for the ECSZ stations is not
insubstantial, at 16.7 ± 0.8 ns/yr. This reflects the changing orientation of the velocity
vectors across the ECSZ, illustrated in Chapter 3 and supports the idea that the Sierra
Nevada block is moving away from the Basin and Range in a northwesterly direction
(Dixon et al., 2000; Hearn and Humphreys, 1998).

Total shear strain rate for the Basin and Range stations is 8.6 ± 0.5 ns/yr, oriented
at N18 ± 1oW. The dilitation rate is almost zero, at -1.0 ± 0.5 ns/yr. This confirms recent
suggestions (e.g. Bennett et al., 2003) that right-lateral strike slip is perhaps the most
dominant form of deformation in the current tectonic regime of the Basin and Range.
The orientation of strike slip shear strain is more northerly than the orientation of strike
slip shear for the ECSZ stations, and confirms the idea that the orientation of shear
rotates towards the northwest with increasing proximity to the plate boundary.
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5. Fault modeling

5.1 Introduction to this chapter

The GPS horizontal velocity results were discussed in Chapter 3 and strain rates
in Chapter 4. This chapter is an interpretation and discussion of these results. In this
chapter I attempt to understand the GPS velocities and strain rates by using elastic
dislocation models to assign slip rates to the nearby fault systems. I constrain the elastic
models by fitting modeled velocity profiles to GPS velocity profiles.

The question of whether strain accumulation across the ECSZ can account for
measured strain at Yucca Mountain has been discussed by several previous authors
(Section 4.1). For example, Savage et al. (1999) use a model of the DV-FC and HM-PV
fault systems, located at 50 and 90 km from Yucca Mountain, and with slip rates of 5 ± 1
mm/yr and 2 ± 1 mm/yr respectively. They conclude that it is possible to account for all
the strain they measure at Yucca Mountain using these faults; their predicted strain is 1014 ns/yr, which is half of the 23 ± 10 ns/yr they measure in total shear strain, leaving a
remainder of 9-13 ± 10 ns/yr, which is not significantly different from zero. Wernicke et
al. (2004), on the other hand, discuss an interpretation of the BARGEN GPS results for
Yucca Mountain from the GAMIT processing. Wernicke et al. (2004) measure 20 ± 2
ns/yr of right-lateral shear across the local Yucca Mountain network, oriented at N20oW.
They calculate elastic displacement models for the DV-FC fault system, at an orientation
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of N20oW, with a locking depth of 15 km, a slip rate of 3-5 mm/yr and a distance from
Yucca Mountain of 55 km. They model only the DV-FC fault system, and do not include
the effects of faults to the west of this. Wernicke et al. (2004) conclude that they cannot
fit the fault model to their GPS velocity estimates using these parameters. Instead, they
propose that ~0.9 mm/yr of slip must be accommodated within the local network, with
~2.8 mm/yr on the DV-FC fault system. A similar fault, termed the Amargosa Desert
fault, was suggested by Schweickert and Lahren (1997).

In this chapter I examine the validity of these previously published results. I
include faults to the west of the DV-FC fault system in the models (the OV, PV-HM and
SA fault systems). The GPS and elastic dislocation model are described as rotation rates,
in a Pacific plate fixed reference frame, about the North American Euler pole. The GPS
rotation rates are then inverted in a simultaneous, constrained, least squares inversion for
slip rate, locking depth and fault location. Model velocity profiles are calculated using
the estimated slip rates, locking depths and fault locations. I assess the fit of the model
profiles to the GPS results by calculating the RMS of the residual differences between
model and GPS rotation rates.

5.2 Constraints on total ECSZ deformation

Some discrepancy also exists between published studies on the total slip budget
available for the northern ECSZ. For example, Miller et al. (2001) allow 13 mm/yr of
motion between the eastern flank of the DV-FC fault system and the western flank of the
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Sierra Nevada; Dixon et al. (1995) allow 10.7 ± 1.6 mm/yr; Dixon et al. (2000) give 11 ±
1 mm/yr ('primarily on two faults, the Owens Valley - White Mountain (3 ± 2 mm/yr)
and the Fish Lake Valley (8 ± 2 mm/yr) fault zones'); and Bennett et al. (2003) state that
the Sierra Nevada - Great Valley microplate translates relative to the Colorado Plateau (a
greater aperture than the other studies) at a rate of 11.4 ± 0.3 mm/yr, oriented at
N47±1oW. Dixon et al. (1995) give 12.1 ± 1.2 mm/yr of motion for the Sierra Nevada
block relative to 'stable' North America, oriented at N38 ± 5oW, while Bennett et al.
(2003) state that it is a similar value, ~12.4 mm/yr, but at an orientation of N47 ± 1oW.
Table 1 (Chapter 1) summarizes published slip rates for the individual ECSZ faults.
Published slip rates for the individual faults were also discussed in detail in Section 1.2.2
(Chapter 1).

The ECSZ has a general strike of ~N23oW, while the local Yucca Mountain faults
have a more northerly strike. The estimated orientation of maximum shear from the GPS
results is N16 ± 1oW for all local Yucca Mountain stations, N20 ± 3oW for western local
stations only and N8 ± 2oW for eastern local stations only (Chapter 4). The general
orientation of the Pacific-North America plate boundary at Yucca Mountain (i.e. parallel
to a great circle around the pole) is ~N36oW for the NUVEL-1A solution (DeMets et al.,
1994) and ~N38oW for the REVEL solution (Sella et al., 2002). The NUVEL-1A North
American Euler pole is located at latitude 48.709o and longitude -78.176o. The REVEL
Euler pole is at latitude 50.38o and longitude -72.11o.

The GPS velocity estimates were projected to be parallel (from hereon referred to
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as 'fault parallel') and perpendicular ('fault perpendicular') to these various orientations,
and parallel and perpendicular to the great circles around the NUVEL-1A and REVEL
North American Euler poles. They were then converted to velocities relative to station
LIND (located on the western side of the Sierra Nevada), in order to put a constraint on
the slip budget for the ECSZ.

The solution with the least fault perpendicular displacement was chosen to use as
the initial constraint, and data input to the least squares inversion, for the fault models
described in the rest of this chapter. This was the solution containing velocities parallel
and perpendicular to a great circle around the NUVEL-1A Euler pole, which had an RMS
scatter for the fault perpendicular velocities of 0.3 mm/yr. This compares with, for
example, an RMS scatter of 2.5 mm/yr for velocities perpendicular to a constant
orientation of N23oW. A summary of velocities across the width of the ECSZ, parallel
and perpendicular to a great circle about the Euler pole, is given in Table 12 (complete
results are given in Appendix K). Incidentally, there does not appear to be any clear
signal across the network in the fault-perpendicular velocities.
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Total velocity
difference (mm/yr)

‘Fault-parallel’
velocity difference
(mm/yr)

‘Fault-normal’
velocity difference
(mm/yr)

LIND-RYAN

10.4 ± 0.1

10.4 ± 0.1

0.3 ± 0.1

LIND-APEX

11.5 ± 0.1

11.5 ± 0.1

-0.2 ± 0.1

LIND-ALAM

11.9 ± 0.1

11.9 ± 0.1

-0.1 ± 0.1

LIND-ECHO

12.6 ± 0.1

12.6 ± 0.1

0.0 ± 0.1

Table 12. Total slip and total fault-parallel and fault-normal slip across the GPS network, with fault
orientation assumed to be parallel to a great circle around the NUVEL-1A North American Euler
pole

5.3 Modeling infinite length faults in an elastic half-space

Model velocity profiles were estimated using Equation 26, where ux is total, fault
parallel, strike slip at point x, ui are long term fault slip rates on faults 1 to N and Di are
locking depths and, in the case of this experiment, x and xn are the distance of the point
and each fault from the Euler pole (Savage, 1983; Okada, 1992).

N

⎛ x − x1 ⎞ u2
⎛ x − x 2 ⎞ ui
⎛ x − xi ⎞
⎟+
⎟ K arctan⎜
ux =
arctan⎜
arctan⎜
⎟+
π
⎝ D1 ⎠ π
⎝ D2 ⎠ π
⎝ Di ⎠
u1

∑u
i =1

i

2

[26]

This model assumes a number of simple, parallel, locked, strike-slip faults in an
elastic half-space. The model has significant deficiencies; in reality the ECSZ faults are
not parallel and infinitely long (for example the DV-FC fault system is ~300 km long)
and the model does not account for the complicated rheology of the crust. These models
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only account for strike-slip deformation, when many of the ECSZ faults are known to
also exhibit oblique displacement, nor does it account for varying fault orientations, both
along and between the fault systems. Use of these simple models, however, avoids a big
problem encountered when attempting to use finite-length fault models (Okada, 1985) for
modeling interseismic strain accumulation (compared with the successful application of
these models to coseismic displacements). The problem with using finite-length fault
models for interseismic strain is that even though these faults have end points, the shear
must still, somehow, continue to the north and south, which is difficult to account for,
making the infinite fault model somewhat more suitable in satisfying far-field boundary
conditions. In fact, there is evidence to suggest that shear may indeed continue across the
Garlock fault to the south (Peltzer et al., 2001).

I use Equation 26 to estimate velocity profiles across the network that are the
combined effect of the SA, OV, PV-HM and DV-FC fault systems. Fault parallel
velocity difference between stations LIND and APEX is 11.5 ± 0.1 mm/yr (Table 12). If
this is evenly divided between the three major fault systems of the ECSZ, each fault is
allocated a 3.8 mm/yr slip rate. This rate was therefore used as an initial estimate of OV,
PV-HM and DV-FC fault system slip rate for the model. An initial estimate of slip rate
for the SAFZ was set at 31 mm/yr.

Dixon et al. (1995) state that since Owens Valley has been the location of late
Quaternary volcanism, it is likely that the crust there is relatively thin compared to the
area to the east. They therefore suggest locking depths of 8, 12 and 16 km for the OV,
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PV-HM and DV-FC fault systems respectively. These values were used as initial
estimates of locking depth for the inversion.

Figure 80 shows the approximate location and orientation of the model faults, and
the GPS stations that were used for the fault modeling calculations. The GPS profile
includes stations LIND, ARGU, ROGE, RYAN, SHOS, SMYC and APEX, plus the local
Yucca Mountain stations. LIND is located on the western side of the Sierra Nevada
block, ARGU between the OV and PV-HM fault systems and ROGE between the PVHM and DV-FC fault systems. RYAN and SHOS are located on the eastern side of the
DV-FC fault system. SMYC is located on Mount Charleston and APEX, the easternmost
station in this profile, near Las Vegas. ARGU, ROGE and RYAN are located 10-20 km
from the faults, so at a distance of approximately one locking depth from the faults.
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Figure 80. Approximate locations of model faults (black) and illustration of which stations are
included in the GPS velocity profile. BARGEN GPS stations are shown in red and Quaternary
faults (from Jennings (1975) and Dohrenwend et al. (1996)) in green.

5.4 Model velocity profiles in a North America fixed reference frame

Throughout this dissertation, results have been presented in a North America
fixed reference frame. Section 2.14 described how velocity estimates were rotated to
remove North American plate rotation. There is a problem with using this reference
frame for fault modeling, however, because it becomes necessary to add an offset value
to the elastic dislocation model. This is necessary due to the fact that the location of
'stable' North America is unknown. In other words, the amount of deformation occurring
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to the east of the GPS network (and the actual location of zero model velocity) is
unknown, meaning that the model will tend towards zero at the wrong place. This makes
it particularly difficult to constrain the effect of the SAFZ on Yucca Mountain and
creates an additional unknown parameter that can be adjusted to change the estimated
fault slip rates.

Figure 81 illustrates the problem. One profile was calculated using Equation 26
with no changes. The other profile was calculated using Equation 27, so model velocities
were offset by the amount required to make model velocity equal to GPS velocity at
station LIND. These profiles were produced using the slip rates and locking depths
described in Section 5.3.

ux =

⎛ x − x1 ⎞
⎛ x − xn ⎞
u
⎟ + K+ n arctan⎜
⎟+K
arctan⎜
π
π
⎝ D1 ⎠
⎝ Dn ⎠

u1

[27]

where ux is total, fault parallel, lateral slip at point x (in mm/yr); ui are fault slip rates on
faults 1 to N; Di are fault locking depths; x and xi are the distances from the point and the
fault to the Euler pole and K is the difference between model and GPS velocity at the
reference station.
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Figure 81. Model velocity profile and GPS results in a North America fixed reference frame,
illustrating the necessity of 'shifting' the model profile to fit the GPS results. Model profiles were
calculated using slip rates of 31 mm/yr for the SAFZ and 3.8 mm/yr for the OV, PV-HM and DV-FC
fault systems respectively. Locking depths for these four faults were set to 16, 8, 12 and 16 km.

A similar technique was used by Wernicke et al. (2004) to model the effect of the
DV-FC fault system on the Yucca Mountain strain field in a North America fixed
reference frame, although in their case the offset was calculated using stations at the
other end of the network, as the difference between model values and the average
velocity of stations MERC and ALAM. Wernicke et al. (2004) use this model to argue
that it is difficult to fit a profile through the Yucca Mountain GPS results using an elastic
strain model of the DV-FC fault system, even with high slip rates on the DV-FC fault
system, due to the relatively steep velocity gradient across the local network. They
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suggest that an additional fault, to the east of the DV-FC fault system, is required to
steepen the profile at Yucca Mountain.

The RMS of residual velocities between the model and GPS results was
calculated to assess the fit of each model profile to the data. Table 13 shows the resulting
RMS of residual velocities from various slip rates on the SAFZ and evenly distributed
slip rate across the ECSZ. Figures 82 and 83 show GPS and model profiles calculated
using these numbers. The lowest RMS of residuals (0.28 mm/yr) was obtained using a
SAFZ slip rate of 31 mm/yr. However, a change in slip rate on the SAFZ of 6 mm/yr
will only adjust the RMS value by ~ 0.05 mm/yr, showing how insensitive this particular
model is to SAFZ slip rate.

Slip rates
RMS of residuals
SA
OV
PV
DV
All stns YM stns
(mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr)
25
3.8
3.8
3.8
0.33
0.34
31
3.8
3.8
3.8
0.28
0.26
37
3.8
3.8
3.8
0.30
0.27

Table 13. RMS of residual velocities resulting from various different slip rates on the SAFZ.
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Figure 82. GPS and model velocity profiles, in a North America fixed reference frame. Total ECSZ
slip rate was divided evenly between the OV, PV-HM and DV-FC fault systems. SAFZ slip rate was
25, 31 and 37 mm/yr for the three model profiles and slip rate across the ECSZ was divided evenly
between the OV, PV-HM and DV-FC fault systems. Locking depths were set to 16, 8, 12 and 16 km
for the SA, OV, PV-HM and DV-FC fault systems respectively.
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Figure 83. GPS and model velocity profiles, in a North America fixed reference frame. Total ECSZ
slip rate was divided evenly between the OV, PV-HM and DV-FC fault systems. SAFZ slip rate was
25, 31 and 37 mm/yr for the three model profiles and slip rate across the ECSZ was divided evenly
between the OV, PV-HM and DV-FC fault systems. Locking depths were set to 16, 8, 12 and 16 km
for the SA, OV, PV-HM and DV-FC fault systems respectively. The figure shows a close-up of the
local Yucca Mountain stations.

Figure 83 shows a drop in velocity for the local Yucca Mountain stations slightly
to the east of Yucca Mountain itself (at ~3350 km from the Euler pole). By changing the
slip rate on the SAFZ it is possible to produce a model that 'fits' (by eye) the local eastern
stations, or the local western stations, but not both. It is this drop in velocity that lead
Wernicke et al. (2004) to the conclusion that it was difficult to produce a model profile
gradient steep enough to fit the GPS results for the local network, even with very high
slip rates on the DV-FC fault system. Wernicke et al. (2004) modeled only the DV-FC
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fault system and not the faults to the west. To test this hypothesis, I calculated profiles
with a variety of slip rates on the DV-FC fault system, a slip rate of 31 mm/yr for the
SAFZ and the remaining ECSZ slip rate (11.5 mm/yr minus the DV-FC slip rate) divided
evenly between the OV and PV-HM fault systems.

Table 14 and Figures 84 and 85 show the results of this experiment. These results
show that although increasing the slip rate on the DV-FC fault system to 5-7 mm/yr does
decrease the RMS for the local Yucca Mountain stations by a very small amount (from
0.26 mm/yr to 0.25 mm/yr) it increases the RMS for all stations in the profile.
Furthermore, additional increases to the slip rate of the DV-FC fault system will increase
the RMS fit for all stations in the network AND stations in the local Yucca Mountain
network, albeit very slightly.

Slip rates
RMS of residuals
SA
OV
PV
DV
All stns YM stns
(mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr)
31.00
3.80
3.80
3.80
0.28
0.26
31.00
3.25
3.25
5.00
0.29
0.25
31.00
2.75
2.75
6.00
0.39
0.25
31.00
2.25
2.25
7.00
0.54
0.25
31.00
1.75
1.75
8.00
0.70
0.26
Table 14. RMS of residual velocities resulting from various different slip rates on the DV-FC fault
system, for a North America fixed reference frame. Locking depths were set to 16, 8, 12 and 16 km
for the SA, OV, PV-HM and DV-FC fault systems respectively.
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Figure 84. Model and GPS velocity profiles, in a North America fixed reference frame, with various
slip rates for the DV-FC fault system.
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Figure 85. Model and GPS velocity profiles, in a North America fixed reference frame, with various
slip rates for the DV-FC fault system. The figure shows a close-up of the local Yucca Mountain
stations.

5.5 Model velocity profiles in a Pacific plate fixed reference frame

It is possible to avoid the ambiguity associated with models in a North America
fixed reference frame by plotting the GPS and model profiles with respect to a Pacific
plate fixed frame instead. The situation is not as simple, however, because in a Pacific
fixed frame the velocities will necessarily decrease towards the North American Euler
pole with constant rotation of the North American plate. Figures 86 and 87 illustrate this
point, as velocities decrease in magnitude towards the east of the network (for example
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see station APEX). To fit the model profiles to the GPS data it is necessary to reduce the
slip rates of the ECSZ faults to ~ 3 mm/yr, which does not conform to the GPS constraint
of 11.5 mm/yr of total ECSZ slip. The rotation effect also has the effect of flattening the
velocity profile across Yucca Mountain (Figure 87) so that the relatively steep gradient
shown in Figure 85 disappears; it actually becomes easier to fit a model profile through
the artificially shallow gradient of GPS velocities.

Figure 86. GPS and INCORRECT model velocity profiles, plotted in a Pacific plate fixed reference
frame. The reference frame causes GPS velocities to decrease towards the east of the network.
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Figure 87. GPS and INCORRECT model velocity profiles, plotted in a Pacific plate fixed reference
frame. The reference frame causes GPS velocities to decrease towards the east of the network. The
figure shows a close-up of the local Yucca Mountain stations.

The problem illustrated by Figures 86 and 87 can be solved by converting both
the elastic displacement model and the GPS results to rotation rates, instead of velocities,
about the North American Euler pole (Figures 88 and 89). The full procedure for doing
this is given in Appendix L. Because the location of zero model velocity is known for
this reference frame, it is possible to utilize the elastic displacement model without
requiring an offset value for the profile or needing to fix the model profile to match the
GPS results at one end of the network.
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Figures 88 and 89 were generated using an even distribution of slip rate across the
ECSZ and varied slip rates for the SAFZ. These figures illustrate the increase in
sensitivity of this model to SAFZ slip rate, compared to the results obtained in a North
American plate fixed reference frame. The RMS of residual velocities for the model and
GPS data in a Pacific plate fixed frame, with a SAFZ slip rate of 31 mm/yr, is 0.32
mm/yr for all stations in the profile and 0.29 mm/yr for the local Yucca Mountain
stations only (Table 15). A change in SAFZ slip rate of 6 mm/yr will increase the RMS
to ~ 5 mm/yr. This compares with a change in RMS for the North American fixed frame,
with an adjustment of 6 mm/yr to the SAFZ slip rate, of ~0.05 mm/yr (Table 13).

Slip rates
RMS of residuals
SA
OV
PV
DV
All stns YM stns
(mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr)
25
3.8
3.8
3.8
5.24
5.26
31
3.8
3.8
3.8
0.32
0.29
37
3.8
3.8
3.8
5.54
5.48
Table 15. RMS of residual velocities resulting from various different slip rates on the SAFZ, for a
Pacific plate fixed reference frame. Locking depths were set to 16, 8, 12 and 16 km for the SA, OV,
PV-HM and DV-FC fault systems respectively.
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Figure 88. GPS and model profiles, plotted as rotations in a Pacific plate fixed reference frame, with
varying slip rate on the SAFZ and an even distribution of slip rate across the ECSZ.
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Figure 89. GPS and model profiles, plotted as rotations in a Pacific plate fixed reference frame, with
varying slip rate on the SAFZ and an even distribution of slip rate across the ECSZ. The figure
shows a close-up of the local Yucca Mountain stations.

5.6 Inversion for ECSZ fault location, slip rate and locking depth

The GPS and elastic displacement models, expressed as rotation rates about the
North American Euler pole, were input to a constrained, weighted, least squares
inversion for slip rate, locking depth and fault location. The full details of this are given
in Appendix M.
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The SAFZ fault parameters were tightly constrained for all variations of the
inversion procedure; since there were no stations processed in this study that are close to
the SAFZ it is impossible to accurately resolve details about this fault system using our
GPS results. Instead, a variety of different values were tested for the a priori values for
SAFZ slip rate and locking depth. A priori estimates of locking depth for the ECSZ
faults were set to 8, 12 and 16 km for the OV, PV-HM and DV-FC fault systems
respectively, following Dixon et al. (1995). The GPS measured total slip rate for the
ECSZ, 11.5 mm/yr, was divided evenly between the three faults, resulting in a priori slip
rate estimates of 3.8 mm/yr per fault. A priori fault locations were estimated by
computing the average distance of the fault to the Euler pole, based on a number of
sample points selected along the mapped fault (Jennings 1975).

If the ECSZ slip rate and locking depth parameters are tightly constrained, but the
distance of each fault from the Euler pole allowed to vary, the estimated fault location for
the PV-HM and DV-FC fault systems are closer to Yucca Mountain than the a priori
values (Table 16). However, the estimated location of the DV-FC is unreasonably close
to Yucca Mountain (Figures 90 and 91) based on geological mapping of the area. This
unrealistic fault location is caused by the model trying to fit the relatively steep gradient
of GPS velocity across the local Yucca Mountain network.
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SA

OV

PV

DV

A priori D

12.0

8.0

12.0

16.0

A priori S

31.0

3.8

3.8

3.8

A priori X

3691

3520

3467

3421
24.4±2.5

Estimated D

12.2±1.0

8.5±3.0

12.3±2.8

Estimated S

-30.6±0.1

-2.7±0.9

-5.3±0.9

-3.7±0.5

3691.0±2.0 3519.3±10.0

3465.1±8.5

3412.1±3.6

3

3

Estimated X
D constraints

1

3

S constraints

1

2

2

2

X constraints

2

10

10

10

Table 16. Results of inversion with tight constraints on locking depth (D) and slip rate (S), but loose
constraints on fault distance from the Euler pole (X). Slip rates are in mm/yr and locking depth and
fault location in km.

Figure 90. Model profile using estimated slip rate, locking depth and fault location, when slip rate
and locking depth are tightly constrained and fault location is loosely constrained. Solid black lines
show a priori fault locations (and estimated fault locations if there was no change to the a priori
values). Dotted lines show estimated fault locations (no dotted line means estimated location was the
same as a priori).

180

Figure 91. Model profile using estimated slip rate, locking depth and fault location, when slip rate
and locking depth are tightly constrained and fault location is loosely constrained. Solid black line
shows a priori fault locations. Dotted line shows estimated fault locations (no dotted line means
estimated location was the same as a priori). The figure shows a close-up of the local Yucca
Mountain stations.

If all ECSZ fault parameters are loosely constrained, however, the DV-FC fault
system is estimated to be very similar to the a priori value used (Table 17). If the
estimated fault locations are used as a priori values in an inversion in which fault location
is tightly constrained, but slip rate and locking depth loosely constrained, the results are
almost identical to those where all fault parameters are loosely constrained (Table 18).
Similarly, as a check, if the estimated fault locations from the inversion with loose
constraints for all parameters are used in an inversion in which only locking depth and
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slip rate are estimated (and fault location fixed), the results are identical to those results
produced when the fault location is tightly constrained.

Note that the model fault location chosen for the DV-FC fault system is more
closely aligned with the NW-trending Furnace Creek strand (also known as the Northern
Death Valley fault) than the NNW-trending southern Death Valley fault strand (Figure
80). This results in a model DV-FC fault distance from the repository of 65-70 km.
Wernicke et al. (2004) chose to extend the southern, NNW-trending strand of the Death
Valley fault to the north for their analysis (Wernicke et al., 2004; Figure 2), which results
in a fault distance of ~50 km from the repository.

SA

OV

PV

DV

A priori D

12.0

8.0

12.0

16.0

A priori S

31.0

3.8

3.8

3.8

A priori X

3691

3520

3467

3421

12.0±1.0

8.2±7.8

11.5±6.7

32.8±3.6

-30.4±0.2

-2.6±1.0

-4.5±1.5

-4.9±1.0

3691.0±2.0 3519.7±10.0

3465.8±9.4

3421.6±6.6

Estimated D
Estimated S
Estimated X
D constraints

1

8

8

8

S constraints

1

3

3

3

X constraints

2

10

10

10

Table 17. Results of inversion with loose constraints for all parameters (locking depth (D), slip rate
(S) and fault distance from the Euler pole (X)). Slip rates are in mm/yr and locking depth and fault
location in km.
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SA

OV

PV

DV

A priori D

12.0

8.0

12.0

A priori S

31.0

3.8

3.8

3.8

A priori X

3691

3520

3466

3422

12.0±1.0

8.2±7.8

11.5±6.6

33.0±2.4

Estimated D

16.0

Estimated S

-30.4±0.2

-2.6±0.7

-4.5±1.3

-5.0±0.6

Estimated X

3691.0±1.0

3520.0±1.0

3466.0±1.0

3422.0±1.0

D constraints

1

8

8

8

S constraints

1

3

3

3

X constraints

1

1

1

1

Table 18. Results of inversion with loose constraints for locking depth (D) and slip rate (S), and tight
constraints for fault distance from the Euler pole (X)). A priori fault location was set to the
previously estimated values (Table 17). Slip rates are in mm/yr and locking depth and fault location
in km.

Regardless of the a priori value used for slip rate on the SAFZ, and despite this
parameter being tightly constrained in the least squares inversion, estimated slip rate is
~30.4 mm/yr. A priori locking depth for the SAFZ is less influential. The inversion will
not change the a priori locking depth by more than 0.5 km for any input a priori locking
depth between 12 and 24 km. Locking depth and slip rate estimates for the ECSZ are
quite insensitive to locking depth on the SAFZ, varying by a maximum of ~1 km for
locking depth and ~0.2 mm/yr for slip rate. An a priori locking depth of 12 km for the
SAFZ produces the lowest RMS of residual velocities between model and GPS results,
but the differences in RMS, with varying SAFZ locking depth, are on the 0.0001 mm/yr
level (insignificant compared to the errors).

In an inversion where ECSZ slip rates are loosely constrained, but fault location
tightly constrained to the values estimated in the previous inversion and SAFZ locking
depth and slip rate tightly constrained to 12 km and 31 mm/yr, respectively, the estimated
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ECSZ locking depths are 8.2 ± 7.8 km, 11.5 ± 6.6 km, and 33.0 ± 2.4 km for the OV, PVHM, and DV-FC fault systems respectively (Table 18). Although the locking depths for
the OV and PV-HM fault systems are reasonable, the locking depth for the DV-FC fault
system is unrealistically deep; approximately 99% of hypocentral depths recorded in the
area have been 16 km or shallower (http://quake.geo.berkeley.edu/anss/catalogsearch.html). As with the results where the DV-FC fault system was placed unreasonably
close to Yucca Mountain, this is caused by the inversion trying to fit the model to the
relatively steep GPS velocity profile seen in the local Yucca Mountain network.
Estimated slip rates for the OV, PV-HM, and DV-FC fault systems are 2.6 ± 0.7 mm/yr,
4.5 ± 1.3 mm/yr, and 5.0 ± 0.6 mm/yr. Unlike previous geodetic studies, which have
estimated either an even distribution of slip rate across the ECSZ (e.g. Bennett et al.
2003), or increased slip rate on the OV fault system (e.g. Gan et al. (2000); Miller et al.
(2001)) these results are more in line with many geologic estimates of slip rate (e.g.
Beanland and Clark (1994); Dokka and Travis (1990b)), which place a faster slip rate on
the PV-HM and DV-FC fault systems than on the OV fault system (see also Table 1).
Dixon et al. (2003) also estimate more slip on the DV-FC fault system than the OV fault
system, but place less emphasis on the PV-HM fault system. Figures 92 and 93 compare
a model profile calculated using the estimated slip rates and locking depth to a model
profile calculated using the a priori values. The estimated fault parameters produce an
RMS of residual velocities of 0.21 mm/yr for all stations in the profile and 0.22 mm/yr
for the local Yucca Mountain stations. This compares with an RMS of residual velocities
of 0.32 mm/yr for all stations and 0.29 mm/yr for the local Yucca Mountain stations
when the model profile is calculated using the a priori values (evenly distributed slip rate
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across the ECSZ).

Figure 92. Comparison of model profiles using a priori (green) and estimated (red) slip rates and
locking depths, where fault location is tightly constrained and slip rate and locking depth loosely
constrained.
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Figure 93. Comparison of model profiles using a priori (green) and estimated (red) slip rates and
locking depths. The figure shows a close-up of the local Yucca Mountain stations.

5.7 Inversion for fault parameters with a model fault at Yucca Mountain

The inversion for slip rate was also carried out using an additional model fault
located to the east of the DV-FC fault system, as hypothesized by Wernicke et al. (2004).
This model fault is termed, in general, the Amargosa Desert (AD) fault after Schweickert
and Lahren (1997), although this is purely for reference purposes and does not imply that
the model fault is a true representation of the proposed Amargosa Desert fault system.
Various different a priori fault locations were tested for the model fault (Figure 94);
along the California-Nevada state line (the State Line (SL) fault); along the eastern flank
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of Bare Mountain (the Bare Mountain (BM) fault); through Yucca Mountain itself (the
Solitario Canyon (SC) fault); approximately 1 km to the east of the repository (the
Paintbrush Canyon (PC) fault)) and on the eastern side of Jackass Flats (JF). Again,
model fault names are given solely for descriptive purposes, and are based roughly on the
closest mapped fault to the location of the model fault. Figure 5 (Chapter 1) shows the
locations of actual mapped faults at Yucca Mountain. It is important to note that
although the model faults have NW trends (in order to be parallel to the other faults in the
model), the mapped faults have more northerly orientations. Furthermore, the mapped
faults at Yucca Mountain have fault traces that are approximately 10-25 km long
(Simonds et al. (1995)), while the model faults are infinitely long. Many of the mapped
faults have primarily normal geologic offsets, while the local model fault is right-lateral
strike-slip. It is also highly probable that any local strain accumulation is spread across a
number of the mapped faults. However, with the current density of GPS stations it is not
possible to invert for fault parameters on multiple local faults. The local model fault used
in this study is, therefore, used to represent fault activity on all local faults, and does not
necessarily imply that all strain accumulation at Yucca Mountain is occurring at this one
location. The aim here is to test for local fault activity at Yucca Mountain in general, and
not to provide a detailed picture of individual fault activity. The a priori slip rate for the
local model fault was set at 0.5 mm/yr and the a priori locking depth to 16 km.
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Figure 94. A priori locations for the local model fault

If relatively loose constraints are placed on all fault slip rates and locking depths
and tight constraints placed on the location of all faults but the local model fault, the local
model fault is estimated to be at the Crater Flat (CF) fault location in Figure 94,
regardless of the a priori location used (Tables 19 and 20, Figures 95 and 96). It is not
possible to place loose constraints on all parameters because the model becomes unstable
and does not converge.

188

SA

OV

PV

DV

AD

A priori D

12.0

8.0

12.0

16.0

A priori S

31.0

3.8

3.8

3.8

0.5

A priori X

3691

3520

3466

3422

3355

11.8±1.0

7.5±3.0

9.9±2.9

13.4±2.6

13.3±2.6

Estimated D

16.0

Estimated S

-30.7±0.1

-3.0±0.4

-5.0±0.7

-2.9±0.4

-0.8±0.1

Estimated X

3691.0±1.0

3520.0±1.0

3466.0±1.0

3422.1±1.0

3355.6±2.7

D constraints

1

3

3

3

3

S constraints

1

3

3

3

1

X constraints

1

1

1

1

20

Table 19. Results of inversion with loose constraints for locking depth (D) and slip rate (S), and tight
constraints for fault distance from the Euler pole (X) for all faults but the local model fault. A priori
fault location was set to previously estimated values (Table 17). Slip rates are in mm/yr and locking
depth and fault location in km.

SL
A priori X
Estimated X

BM
3691

3356.3±2.7

SC
3360

PC

JF

3355

3350

3335

3355.7±2.7 3355.6±2.7

3355.5±2.7

3355.1±2.6

Table 20. A priori and estimated distance of the local model fault from the Euler pole (using
constraints given in Table 19)
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Figure 95. Results of an inversion where all fault parameters except local model fault location were
tightly constrained. Solid black lines show a priori fault locations (and estimated fault locations if
there was no change to the a priori values). Dotted lines show estimated fault locations. The green
profile was calculated using a priori model values. The red profile was calculated using estimated
model values.
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Figure 96. Results of an inversion where all fault parameters except local model fault location were
tightly constrained. Solid black lines show a priori fault locations (and estimated fault locations if
there was no change to the a priori values). Dotted lines show estimated fault locations. The green
profile was calculated using a priori model values. The red profile was calculated using estimated
model values. The figure shows a close-up of the local Yucca Mountain stations.

If all a priori fault locations are set to the previously estimated values and this
parameter tightly constrained, but slip rates and locking depths loosely constrained,
estimated fault locking depths are 11.9 ± 1.0 km, 6.6 ± 4.9 km, 7.6 ± 4.6 km, 11.8 ± 3.4
km and 12.5 ± 3.2 km for the SA, OV, PV-HM-PV, DV-FC and AD model faults
respectively (Table 21). Estimated slip rates are 30.8 ± 0.2 mm/yr, 3.2 ± 0.6 mm/yr, 4.7
± 1.0 mm/yr, 2.8 ± 0.4 mm/yr and 0.8 ± 0.2 mm/yr. This results in an estimated total slip
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rate for the ECSZ of 11.5 ± 1.2 mm/yr, which agrees with the GPS estimate of 11.5 ± 0.1
mm/yr (not surprising, since it is the GPS results that are driving the model). A slip rate
of 0.8 ± 0.2 mm/yr across structures local to Yucca Mountain would agree with the ~0.9
mm/yr slip rate suggested by Wernicke et al. (2004). Figures 97 and 98 show model
profiles using both a priori and estimated fault parameters.

SA

OV

PV

DV

AD

A priori D

12.0

8.0

12.0

16.0

A priori S

31.0

3.8

3.8

3.8

16.0
0.5

A priori X

3691

3520

3466

3422

3356

Estimated D

11.9±1.0

6.6±4.9

7.6±4.6

11.8±3.4

12.5±3.2

Estimated S

-30.8±0.2

-3.2±0.6

-4.7±1.0

-2.8±0.4

-0.8±0.2

Estimated X

3691.0±1.0

3520.0±1.0

3466.0±1.0

3422.0±1.0

3356.0±0.9

D constraints

1

5

5

5

5

S constraints

1

3

3

3

1

X constraints

1

1

1

1

1

Table 21. Results of inversion with loose constraints for locking depth (D) and slip rate (S), and tight
constraints for fault distance from the Euler pole (X)). A priori fault location was set to the
previously estimated values (Table 19). Slip rates are in mm/yr and locking depth and fault location
in km.
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Figure 97. Comparison of model profiles using a priori (green) and estimated (red) slip rates and
locking depths, including a model fault at Yucca Mountain, where fault location is tightly
constrained and slip rate and locking depth are loosely constrained in the least squares inversion.
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Figure 98. Comparison of model profiles using a priori (green) and estimated (red) slip rates and
locking depths, including a model fault at Yucca Mountain, where fault location is tightly
constrained and slip rate and locking depth are loosely constrained in the least squares inversion.
Figure shows a close-up of the local Yucca Mountain stations.

The RMS of residual velocities for the best fitting solution using only the SA,
OV, PV-HM and DV-FC fault systems is 0.21 mm/yr for all stations and 0.22 mm/yr for
the local Yucca Mountain stations. The RMS of residual velocities for the solution
including an additional model fault at Yucca Mountain is 0.18 mm/yr for all stations and
0.20 mm/yr. This improvement in RMS is barely significant when compared with the
estimated errors for the fault parameters. However, the addition of a local model fault
does produce a more reasonable estimate of locking depth for the DV-FC fault (11.8 ±
3.4 km) compared with the locking depth estimated when a local model fault is not
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included (33.0 ± 2.4 km). Figures 99 and 100 show a comparison of results with and
without a model fault at Yucca Mountain.

Figure 99. Comparison of model solutions with (red) and without (green) a model fault at Yucca
Mountain

195

Figure 100. Comparison of model solutions with (red) and without (green) a model fault at Yucca
Mountain. Figure shows a close-up of the local Yucca Mountain stations.

5.8 Estimated strain rates based on model results

Expected strain rates at Yucca Mountain, based on the results of the inversions for
fault parameters for the ECSZ faults, were calculated using Equation 28 (Savage and
Burford, 1973). Appendix N has details on the propagation of errors for modeled strain
rate.
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γ& ( x ) =

A& ⎛
D ⎞
⎜ 2
⎟
π ⎝ x + D2 ⎠

[28]

where γ(x) is total shear strain at distance x from the fault, A is far-field fault slip rate, D
is locking depth.

Distance from each fault to the measurement point was obtained by calculating
the difference between average distance to the Euler pole for each station cluster and the
fault distance to the Euler pole. Strain rates were estimated for all stations < 55 km from
Yucca Mountain, the western local Yucca Mountain stations and the eastern local Yucca
Mountain stations. These correspond to groups 1, 3 and 4 in Table 8 (Chapter 4). Model
strain rates were calculated for the estimated fault parameters for the ECSZ shear zone
faults given in Table 18. Model shear strain was not calculated with a local model fault
included, since Equation 28 calculates strain at a point. This is an appropriate
approximation for faults at a distance from the network, but does not produce a fair
comparison with the GPS estimate of strain for faults within the network.

Table 22 compares the estimates of model shear strain with the GPS estimates of
total shear strain. The GPS estimate of total shear strain for all stations in the local
Yucca Mountain is 18.1 ± 0.7 ns/yr. This is slightly larger (just outside 3σ) than the
estimate of shear strain, which is 11.3 ± 1.4 ns/yr. The GPS estimate of total shear for
the western local stations is 15.7 ± 1.1 ns/yr. This compares with a model strain estimate
of 13.6 ± 1.6 ns/yr, which actually agrees with the GPS estimate within 1σ. The GPS
estimate of total shear strain for the eastern local stations is 25.1 ± 1.3 ns/yr. This is
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significantly larger than the 8.7 ± 1.1 ns/yr estimated using the model results. As
expected the model strain rates decrease with increasing distance from the ECSZ.
However, the GPS results do not follow this pattern and are highest for the eastern cluster
of stations. These results suggest that it is possible to explain the GPS estimate of shear
strain for the western cluster of stations using only the ECSZ faults, but that the eastern
cluster of stations is deforming in a pattern that does not conform to simple models of
strike-slip deformation across the ECSZ faults.

Model
GPS

All stations
11.3 ± 1.4
18.1 ± 0.7

Western stations Eastern stations
13.6 ± 1.6
8.9 ± 1.1
15.7 ± 1.1
25.1 ± 1.3

Table 22. Comparison of model and GPS estimates of total shear strain, for all stations in the local
Yucca Mountain network and the western and eastern clusters of stations in the local network.

5.9 Estimation of possible earthquake magnitude and recurrence interval

It is highly probable that if a ~0.8 mm/yr slip rate does exist across the Yucca
Mountain area it is, in reality, spread across a number of the mapped faults. The
installation of additional GPS receivers and use of more detailed fault models could also
change this estimate. However, it is useful to assess what this slip rate could mean in
terms of possible earthquakes. The regression of Anderson et al. (1996) was therefore
used to predict expected moment magnitude (Equation 29) for a variety of different
rupture lengths. This regression is based on a least squares fit through 43 earthquake
recordings. Slip rates of 0.8 mm/yr (from Table 21) and 0.9 mm/yr (Wernicke et al.
2004) were used for this hypothesized fault. I also tested slip rates of 0.2 mm/yr and 1.4
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mm/yr, 3σ either side of the 0.8 ± 0.2 mm/yr estimate, to assess the sensitivity of the
earthquake models to this rate.

M we = 512
. + 116
. log L − 0.20 log S

[29]

where rupture length L is in units of km and slip rate S is in units of mm/yr.

Geodetic moment rate was calculated (Equation 30) using the same rupture
lengths input to Equation 29, with locking depths of 7 km, 12 km (Table 21) and 12 km
(Wernicke et al., 2004) and slip rates of 0.5 mm/yr, 0.8 mm/yr (Table 21) and 0.9 mm/yr
(Wernicke et al., 2004)

& og = μLDS
M

[30]

where rupture length L and locking depth D are input as cm, slip rate S as cm/yr and
shear modulus μ fixed at 3x1011 dyne/cm2.

Expected moment magnitude was converted to expected moment (Equation 31)
using the relation of Hanks and Kanamori (1979).

log M oe = 15
. M we + 16.05

[31]

Recurrence interval was calculated using Equation 32 (Wesnousky, 1986). This
assumes that a single earthquake (along with its associated foreshocks and aftershocks)
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will account for all seismic slip on the fault (the maximum magnitude earthquake model).

T=

M oe

&g
M
o

[32]

Table 23 shows expected moment magnitudes and recurrence intervals for a
hypothesized fault with the estimated slip rates and locking depths from both Section 5.7
of this study and the findings of Wernicke et al. (2004) and a variety of rupture lengths.
The mapped faults at Yucca Mountain have average lengths of 10-25 km (Simonds et al.,
1995) so to obtain a 45 km rupture length it would be necessary to rupture multiple fault
segments. Anderson et al. (1996) indicate that a slower slipping fault will produce a
larger magnitude earthquake than a faster slipping fault, if rupture length is held fix. This
means that the 0.2 mm/yr slip rate will produce slightly larger magnitude earthquakes
than the slip rate of 1.4 mm/yr, for example moment magnitudes of 6.8 and 6.6,
respectively, for a 20 km rupture length with a 12 km locking depth. However, the faster
slip rates dramatically reduce the recurrence time for these model earthquakes, reducing
the possibility of a magnitude 6.6-6.8 earthquake from ~11,095 years to ~1031 years.
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Slip rate Rupture Locking Expected Recurrence
(mm/yr)

length
(km)

depth
(km)

Mw

interval
(yr)

0.2
0.2
0.2
0.2

10
20
30
45

12
12
12
12

6.4
6.8
7.0
7.2

6643
11095
14977
20218

0.8
0.8
0.8
0.8

10
20
30
45

12
12
12
12

6.3
6.6
6.9
7.1

1096
1830
2470
3335

0.9
0.9
0.9
0.9

10
20
30
45

12
12
12
12

6.3
6.6
6.8
7.0

940
1570
2120
2861

1.4
1.4
1.4
1.4

10
20
30
45

12
12
12
12

6.3
6.6
6.8
7.0

618
1031
1392
1880

Table 23. Expected moment magnitudes of recurrence intervals for hypothetical faults with slip
rates of 0.5 mm/yr, 0.8 mm/yr, and 0.9 mm/yr and locking depths of 7 km, 12 km and 12 km, for a
variety of possible rupture lengths.

5.10 Discussion of this chapter

Modeling the ECSZ faults in a North America fixed reference frame has a number
of problems, namely that an offset must be applied to the model results in order that they
fit the GPS data. A technique was therefore applied whereby the model was described in
a Pacific fixed reference frame, in which GPS results and fault displacements are
expressed as rotations about the North American Euler pole. This eliminates the need for
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a model offset and allows a better determination of the influence of the SAFZ on Yucca
Mountain. The GPS rotation rates were used, in a constrained, weighted, least squares
inversion, to estimate the location, slip rate and locking depths of faults that may
influence the strain field at Yucca Mountain.

In an inversion for ECSZ fault parameters, estimated fault slip rates were 30.4 ±
0.2 mm/yr, 2.6 ± 0.7 mm/yr, 4.5 ± 1.3 mm/yr and 5.0 ± 0.6 mm/yr for the SA, OV, PVHM-PV and DV-FC fault systems respectively. These rates follow a similar pattern of
increasing slip rate towards the east to that estimated by Dixon et al. (2003), but put a
greater emphasis on the PV-HM fault system. Estimated locking depths were 12.0 ± 1.0
km, 8.2 ± 7.8 km, 11.5 ± 6.6 km and 33.0 ± 2.4 km for the SA, OV, PV-HM and DV-FC
fault systems respectively. Although these values agree with previous predictions that
locking depths could increase from west to east across the ECSZ, due to more recent
volcanic activity in the west (for example, Dixon et al. (1995)), this locking depth for the
DV-FC fault system is very deep, and unlikely considering the local geologic setting;
approximately 99% of earthquakes in the region occur at depths shallower than 16 km
(http://quake.geo.berkeley.edu/anss/catalog-search.html). The unusually deep estimate of
locking depth for the DV-FC fault system is caused by the inversion trying to fit the
model through the relatively steep velocity gradient at Yucca Mountain. If locking
depths and slip rates are tightly constrained, but fault location is loosely constrained,
there is a similar effect in that to fit the velocity gradient at Yucca Mountain the inversion
places the DV-FC fault system unreasonably close to Yucca Mountain compared with
geologic maps of the area.
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A model using these fault parameters produces an RMS of residual velocity
differences with the GPS results of 0.21 mm/yr for all stations in the profile and 0.22
mm/yr for the local Yucca Mountain stations. For comparison, if the slip rate across the
ECSZ is divided evenly between the three major fault systems, each fault system is
allocated a 3.8 mm/yr slip rate. Using the a priori locking depths of 8, 12 and 16 km for
the OV, PV-HM and DV-FC fault systems results in an RMS of residual velocity
differences of 0.32 mm/yr for all stations and 0.29 mm/yr for the local Yucca Mountain
stations.

If the inversion is adjusted to include a model fault at Yucca Mountain, estimated
slip rates are 30.8 ± 0.2 mm/yr, 3.2 ± 0.6 mm/yr, 4.7 ± 1.0 mm/yr and 2.8 ± 0.4 mm/yr for
the SA, OV, PV-HM and DV-FC fault systems respectively. The slip rate for the local
model fault is estimated to be 0.8 ± 0.2 mm/yr. The slip rate on the DV-FC fault is
reduced to account for the slip on the local model fault. This results in a total ECSZ slip
rate of 11.5 ± 1.2 mm/yr, which agrees with the GPS constraint on ECSZ slip rate of 11.5
± 0.1 mm/yr (not surprising since the GPS results are driving the model). Estimated
locking depths are 11.9 ± 1.0 km, 6.6 ± 4.9 km, 7.6 ± 4.6 km, 11.8 ± 3.4 km and 12.5 ±
3.2 km for the SA, OV, PV-HM-PV, DV-FC and AD fault systems. This puts the
locking depth of the DV-FC fault system at a more reasonable level. The RMS of
residual velocity differences with the GPS results is 0.18 mm/yr for all stations in the
profile and 0.20 mm/yr for the local Yucca Mountain stations. This is only a marginal
improvement on the RMS fit for a model profile with no local fault.
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Although, therefore, the addition of a local fault at Yucca Mountain does not
significantly reduce the RMS of residual velocity differences between the GPS and
model results, it does produce a more reasonable estimate of locking depth and fault
location for the DV-FC fault system. These results, therefore, agree with the findings of
Wernicke et al. (2004) that one way to explain the data is to add a local fault to the
model.

Although the inversion for fault parameters estimates a model fault location
through Crater Flat, ~5 km to the west of Yucca Mountain, the results do not imply that
all estimated slip within the local network is necessarily being accommodated at this one
location. This model fault is used to represent all activity across faults at Yucca
Mountain, but in reality it is likely that deformation could be accommodated by a number
of faults. The model results do suggest, however, that it is unlikely that significant
deformation is being accommodated along the California - Nevada state line (in the
approximate location of the Stateline fault); loose constraints on local fault location will
place the fault further east, even if the a priori location is along the state line, while tight
constraints and an a priori fault location at the state line will result in an unreasonably
deep locking depth for the local model fault (28.5 ± 4.0 km). The primary aim of this
part of the study was to investigate the existence of deformation at Yucca Mountain that
cannot be explained by the ECSZ faults, but not to provide detailed estimates of fault
parameters for the local Yucca Mountain faults. It is likely that improvements in the
fault models will result in a different estimate of slip rate for faulting at Yucca Mountain,
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and may place the likely location of higher slip rate at a different location to Crater Flat
or spread it across a number of faults. A higher density of GPS stations within the local
Yucca Mountain network will help to improve these results. This is clearly illustrated by
the fact that with the current station density, a change in slip rate at one station will
significantly change the estimated model slip rate across the Yucca Mountain area. For
example, a change in the velocity for station CHLO of ~0.2 mm/yr will change the
estimated slip rate on the local model fault by ~0.3 mm/yr. This also illustrates the
importance of obtained the most reliable estimates of GPS velocity possible.

Estimated model shear strain for all stations in the local Yucca Mountain
network, based on the estimated fault parameters for the SA, OV, PV-HM and DV-FC
faults, is 11.3 ± 1.4 ns/yr. This compares with a GPS estimate of total shear strain for all
stations in the local network of 18.1 ± 0.7 ns/yr, so only agrees to within 4σ. Estimated
model shear for the stations in the western cluster of the local network is 13.6 ± 1.6 ns/yr.
This agrees to within 1σ with the GPS estimate of 15.7 ± 1.1 ns/yr. Estimated model
shear for the eastern cluster of stations is 8.9 ± 1.1 ns/yr. This is significantly lower than
the 25.1 ± 1.3 ns/yr estimated from the GPS results. This is important, because it
suggests that although it is possible to explain the GPS results for the western cluster of
stations using dislocation models of the ECSZ faults (with no local fault at Yucca
Mountain necessary), the eastern local stations do not conform to a model where the
majority of strain measured at Yucca Mountain is due to the ECSZ. Although this GPS
estimate of high shear strain rate for the eastern cluster could be caused by NW-trending,
right-lateral, strike-slip faults across the Yucca Mountain network, an alternative and
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perhaps more likely explanation is that the source of the measured strain is left-lateral
strike-slip deformation across the NE-trending RVFZ. The GPS estimate of strain rate is
ambiguous, and can either indicate right-lateral shear strain on NW-trending faults or
left-lateral shear strain on NE-trending faults. This highlights the focus for future
studies, in that the next logical step is to model deformation across the RVFZ.

An alternative explanation for the observed velocity profile at Yucca Mountain
could be that it is the effect of earthquake cycle on the interseismic deformation field.
With increasing time after the last earthquake, the deformation field of a fault will extend
outwards (Dixon et al., 2003). This will have an effect on the model profile similar to
that of deepening the locking depth. The fact that the DV-FC is late in its earthquake
cycle could also, therefore, help to explain the unreasonably deep locking depth
estimated in the inversion with no local fault.

Also important for future study is the effect of postseismic deformation on the
strain field at Yucca Mountain. Although the time series do not show any obvious
evidence of postseismic deformation (that is, there are no significant local changes in
velocity of the period of time observed in this study), it is possible that the postseismic
deformation fields from the 1992/2002 Little Skull Mountain earthquake, the 1999
Hector Mine earthquake and even the 1872 Owens Valley and 1915-1954 Central
Nevada Seismic Zone earthquakes are affecting the GPS results. A longer time series of
continuous GPS measurement for the Yucca Mountain network should help to resolve the
question of whether the local Yucca Mountain stations are experiencing the effects of the
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Little Skull Mountain and other recent earthquakes.

Future modeling of strain in the Yucca Mountain area should include the threedimensional geometry of mapped faults projected from the surface, hypothetical faults at
depth, the interrelations of normal, NW-striking right-lateral and NE-striking left-lateral
faults and a representation of the effect of earthquake cycle and postseismic deformation
on the models.
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6. Conclusions

GPS data were processed from 28 continuous BARGEN stations in southern
Nevada and California; 16 of these were stations in the local Yucca Mountain network
and 12 were far-field stations in the Eastern California Shear Zone and the Basin and
Range. Although data were available from May 1999, data from 1999 were excluded due
to a number of offsets in the time series caused by the 1999 Hector Mine earthquake and
hardware changes in the network. Data were therefore processed from January 2000 to
June 2004. This is a total of 4.5 years of data, which is the amount of data suggested by
Blewitt and Lavallée (2002) to minimize the effects of seasonal signals on results.

The GPS data were processed independently by different groups using both the
GIPSY and GAMIT (Wernicke et al., 2004; Bennett et al., 2003) software packages, then
compared for quality assurance purposes. The RMS of residual velocity differences
between the two solutions was 0.06 mm/yr for the east and 0.10 mm/yr for the north. The
velocity solution for the local Yucca Mountain network has a relatively smooth signal,
showing NW-trending right-lateral strike-slip and increasing in magnitude from east to
west. The magnitude of the velocity contrast, from stations TIVA to BULL, is 0.95 ±
0.04 mm/yr. There is a steep change from higher to lower velocities (relative to stable
North America) just east of Yucca Mountain, resulting in a relatively steep velocity
gradient across the local Yucca Mountain network.
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The estimate of total shear strain rate for all stations in the local Yucca Mountain
network is 18.4 ± 0.7 ns/yr, oriented at N16±1oW. These stations measure a dilitation
rate of 1.8 ± 0.7 ns/yr. Although the rate of extension is considerably lower than the 50 ±
9 ns/yr predicted by Wernicke et al. (1998), the total shear strain rate is higher than, for
example, the 10-14 ns/yr of expected shear strain predicted by Savage et al. (1999).

The strain field across Yucca Mountain is not uniform. Total shear strain rate for
the western local stations is a little lower than the estimate for all local stations, at 15.7 ±
1.2 ns/yr, oriented at N20 ± 2oW. However, the dilitation rate is higher, at 6.3 ± 1.2
ns/yr. Total shear strain for the eastern local stations is 25.1 ± 1.4 ns/yr, oriented more
northerly at N8 ± 2oW. This is higher than expected and higher than the shear strain for
the western stations, which is surprising since the western stations are closer to the
ECSZ. Also unexpected is that the dilitation rate for the eastern local stations is -4.6 ±
0.4 ns/yr (showing contraction).

The GPS results were used to put a constraint on total ECSZ slip rate. When
velocities are calculated parallel ('fault parallel') and perpendicular ('fault perpendicular')
to a great circle about the North American Euler pole, the difference in fault parallel
velocity between stations LIND (on the Sierra Nevada block) and RYAN (on the eastern
flank of the DV-FC fault system) is 10.4 ± 0.1 mm/yr. The fault parallel velocity
difference between stations LIND and APEX (located near Las Vegas) is 11.5 ± 0.1
mm/yr and between LIND and ECHO (in the central Basin and Range) is 12.6 ± 0.1
mm/yr.
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The shear strain rate for the ECSZ stations is estimated to be 43.9 ± 0.8 ns/yr,
oriented at N22.7 ± 0.4oW. However, there is also evidence of extension across the
ECSZ, with a dilitation rate estimated to be 16.7 ± 0.8 ns/yr. This is also shown by the
fact that the velocity vectors for the ECSZ stations rotate counter-clockwise from NNW,
in the east (e.g. station RYAN), to NW, in the west (e.g. station LIND).

Total shear strain rate for the Basin and Range stations is estimated to be 8.6 ± 0.5
ns/yr, oriented at N18 ± 1oW. This is much larger than the dilitation rate, which is -1.0 ±
0.5 ns/yr. This concurs with recent suggestions that right lateral strike slip is perhaps the
most dominant form of deformation in the current tectonic regime of the Basin and
Range. Although stations RAIL, ECHO, and ALAM have velocities that are so small
that there is little evidence of right-lateral shear in the velocity field, station TONO, the
most westerly of the Basin and Range stations, has a velocity vector that matches that of
the ECSZ velocity vectors.

An elastic dislocation model was used to model the faults of the ECSZ. Since
modeling the GPS velocities in a North American fixed reference frame requires the use
of an offset parameter (because the location of zero model velocity is uncertain) the
results were instead plotted as a profile relative to a Pacific plate fixed reference frame.
Velocities relative to the Pacific plate fixed frame will naturally decrease with increasing
proximity to the North American Euler pole, so to avoid the problem of having to correct
the elastic dislocation model this, the GPS results were first converted to velocities
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parallel to a great circle around the Euler pole, then converted to rotation rates around the
pole. The elastic displacement model was also adapted to use rotation rates rather than
velocities.

The GPS rotation rates were used, in a constrained, weighted least squares
inversion, to estimate fault parameters for the major ECSZ faults. The SAFZ was also
included in the model, but its fault parameters were tightly constrained, because this
study did not include any GPS stations in the near-field of the SAFZ.

In an inversion including the SA, OV, PV-HM and DV-FC fault systems, the
estimated slip rates were 30.4 ± 0.2 mm/yr, 2.6 ± 0.7 mm/yr, 4.5 ± 1.3 mm/yr and 5.0 ±
0.6 mm/yr respectively. Estimated locking depths were 12.0 ± 1.0 km, 8.2 ± 7.8 km, 11.5
± 6.6 km and 33.0 ± 2.4 km respectively. Although these values agree with previous
suggestions that locking depth could increase from west to east across the ECSZ, due to
the more recent volcanic activity in the west (for example, Dixon et al., 1995) this
locking depth for the DV-FC fault system is very deep and therefore unlikely considering
the local geology and earthquake history. The unusually deep model locking depth for
the DV-FC fault system is caused by the fact that the inversion is trying to fit the model
through the relatively steep velocity gradient across the local Yucca Mountain network.
If locking depths and slip rates are tightly constrained in the inversion, but fault location
loosely constrained, there is a similar effect in that, to fit the velocity gradient at Yucca
Mountain, the inversion places the DV-FC fault system unreasonably close to Yucca
Mountain compared with geologic maps of the area.
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A model using these fault parameters produces an RMS of residual velocity
differences between the model and GPS results of 0.21 mm/yr for all stations in the
profile and 0.22 mm/yr for the local Yucca Mountain stations only. For comparison, if
the slip rate across the ECSZ is divided evenly between the three major fault system (3.8
mm/yr based on the GPS constraint of 11.5 mm/yr of total slip across the ECSZ), and the
a priori locking depths of 8, 12 and 16 km for the OV, PV-HM and DV-FC fault systems
are used, the RMS of residual velocity differences is 0.32 mm/yr for all stations and 0.29
mm/yr for the local Yucca Mountain stations.

Hypothetically, if a local model fault at Yucca Mountain is included in the
inversion for fault parameters, estimated slip rates are 30.8 ± 0.2 mm/yr, 3.2 ± 0.6 mm/yr,
4.7 ± 1.0 mm/yr and 2.8 ± 0.4 mm/yr for the SA, OV, PV-HM and DV-FC fault systems
respectively. The slip rate for the model fault at Yucca Mountain is estimated to be 0.8 ±
0.2 mm/yr. This results in a total slip rate of 11.5 ± 1.2 mm/yr for the ECSZ, which
agrees with the GPS estimate of 11.5 ± 0.1 mm/yr. Estimated locking depths are 11.9 ±
1.0 km, 6.6 ± 4.9 km, 7.6 ± 4.6 km, 11.8 ± 3.4 km and 12.5 ± 3.2 km for the SA, OV, PVHM-PV-HM, DV-FC and local model faults respectively. This puts the DV-FC locking
depth at a more reasonable level.
The RMS of residual velocity differences between the GPS and model results is
0.18 mm/yr for all stations in the profile and 0.20 mm/yr for the local Yucca Mountain
stations. This is only a marginal improvement on the RMS fit for a model profile with no
local fault. However, the addition of a local model fault does produce a more reasonable
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estimate of locking depth and fault location for the DV-FC fault system. These results,
therefore, corroborate the findings of Wernicke et al. (2004), suggesting that one way to
explain the velocity gradient at Yucca Mountain is to add an active local fault (or number
of faults) to the model, and that it is difficult to explain the data satisfactorily if no local
fault activity is assumed.

Although the inversion estimates a location for the local model fault at Crater
Flat, the fault geometry for the local model fault is highly simplified and not truly
representative of mapped faults in the area. The model fault is oblique to the orientation
of mapped faults at Yucca Mountain, and is infinitely long while the mapped faults are
approximately 10-25 km long (Simmonds et al., 1995). While there are numerous
mapped faults in the area, the current density of the GPS network does not allow us to
include multiple faults in the inversion. The aim of using this local model fault is
therefore not to produce accurate values for the fault parameters along a local fault at
Yucca Mountain, but rather to test for the existence of tectonic activity at Yucca
Mountain that cannot be explained using simple dislocation models of the ECSZ faults.
In reality, this estimated slip rate may be accommodated by a number of faults in the
area, and the use of additional GPS stations and improved fault models may change the
estimated total slip rate. What these results do show is that the addition of a local fault at
Yucca Mountain to the model seems to explain the GPS data better than a model using
only the SAFZ and ECSZ faults, suggesting that it is important to continue working to
provide a more detailed picture of deformation within the local Yucca Mountain network.
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Predicted total right lateral shear strain rates for all stations in the local Yucca
Mountain network, calculated by inputting the estimated fault parameters for the SA, OV,
PV-HM and DV-FC fault into an elastic strain model, is 11.3 ± 1.4 ns/yr. This compares
with a GPS estimate of total shear strain for all stations in the local network of 18.1 ± 0.7
ns/yr, so only agrees to within 4σ. However, the GPS results show that strain rate is not
uniform across the local network. Estimated model shear for the stations in the western
cluster of the local network is 13.6 ± 1.6 ns/yr. This agrees, to within 1σ, with the GPS
estimate of 15.7 ± 1.1 ns/yr. Estimated model shear for the eastern cluster of stations is
8.9 ± 1.1 ns/yr. This is significantly lower than the 25.1 ± 1.3 ns/yr estimated from the
GPS results for the eastern cluster of stations. This result is important, and indicates that
although it is possible to explain the GPS results for the western cluster of stations using
dislocation models of the ECSZ faults (with no local model fault necessary), the eastern
local stations do not conform to a model where the majority of strain measured at Yucca
Mountain is caused by the ECSZ. Although this could be caused by NW-trending, rightlateral, strike-slip faults to the east of Yucca Mountain, an alternative and perhaps more
likely explanation is that the source of the measured strain is left-lateral strike-slip
deformation across the NE-trending RVFZ. Note that the GPS estimate of shear strain is
ambiguous, and may represent left-lateral strike-slip on a NE-trending fault system. This
highlights the focus for future studies, in that the next logical step is to model
deformation across the RVFZ.

An alternative explanation for the observed velocity profile at Yucca Mountain
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could be the effect of earthquake cycle on the interseismic deformation field. With
increasing time after the last earthquake, the deformation field of a fault will extend
outwards (Dixon et al., 2003). It will have an effect on the model profile similar to that
of deepening the locking depth. The fact that the DV-FC is late in its earthquake cycle
could also, therefore, help to explain the unreasonably deep locking depth estimated in
the inversion with no local fault.

One of the important conclusions of this study is that the results seem to indicate
some level of deformation occurring across the Yucca Mountain GPS network that
cannot easily be explained by modeling of deformation across the ECSZ faults using
simple elastic dislocation models. One explanation for this could be that the fault models
are simply not representative of faulting in this area and that more complex fault models,
taking into account factors such as varying fault orientation, oblique slip, a more realistic
rheology, and finite fault lengths, will produce a better fit to the GPS results. Another
could be that there is, indeed, some level of right-lateral strike-slip deformation occurring
across the local faults at Yucca Mountain that is higher than the geologic rates, in which
case the next step is to model multiple faults and attempt to obtain more realistic
estimates of slip rate and locking depth for these faults. In order to do this, additional
GPS stations are needed within the local network, since the current models are highly
sensitive to errors for each individual GPS station and are too sparsely located to produce
stable results for multiple local faults in a model inversion. Another possible explanation
is that the GPS network is also measuring left-lateral strike-slip deformation occurring
across the RVFZ, and perhaps some element of postseismic deformation from any
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number of earthquakes that have occurred in both the near- and far-field of Yucca
Mountain. Activity across the RVFZ seems a particularly likely explanation, in that the
GPS estimate of shear strain rate for the western local stations (stations at and to the west
of Yucca Mountain, within the local network) agrees with an estimate of shear strain rate
based on the inversion results for the ECSZ faults (not including a local model fault), but
this is not possible for the eastern cluster of stations, for which the GPS estimate of shear
strain rate is significantly higher than an estimate based on models of the ECSZ faults. In
all likelihood a combination of all these factors is contributing to the observed strain
field.
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Appendix A
GPS station coordinates
Station

ALAM
APEX
ARGU
BEAT
BULL
BUST
CHLO
CRAT
DYER
ECHO
JOHN
LIND
LITT
MERC
PERL
POIN
RAIL
RELA
REPO
ROGE
RYAN
SHOS
SKUL
SMYC
STRI
TATE
TIVA
TONO

Latitude

-115.158
-114.932
-117.522
-116.621
-116.872
-116.451
-116.766
-116.569
-118.039
-114.264
-116.099
-119.058
-116.308
-115.979
-116.686
-116.120
-115.665
-116.554
-116.468
-117.085
-116.650
-116.299
-116.211
-115.587
-116.338
-116.574
-116.230
-117.184

Longitude

37.358
36.319
36.050
37.040
36.918
36.745
36.747
36.808
37.743
37.916
36.459
36.360
36.746
36.633
36.902
36.580
38.280
36.715
36.840
36.218
36.316
35.971
36.730
36.320
36.645
36.932
36.935
38.097

Height (m) Distance from
LITT (km)
1090.225
761.256
1791.547
1396.246
1344.993
992.524
864.429
972.728
1512.157
1684.321
871.946
144.482
1056.717
1257.137
1351.636
916.848
1575.473
839.442
1479.678
3016.680
1286.391
582.621
1237.528
2562.959
1030.066
1293.485
2034.434
2066.242

122.79
132.06
133.51
42.94
53.77
12.75
40.85
24.29
189.32
222.89
36.95
249.87
0.00
32.01
37.92
24.98
179.59
22.24
17.73
91.06
56.66
85.96
8.89
80.06
11.54
31.44
22.14
168.87

227

Appendix B
JPL ephemeris data input to the GIPSY processing routines

File type

Information contained

.shad

Shadow events (without this, can get errors in attitude, which affect
the phase center of the GPS transmitters)

.eci

Satellite position and velocity

.tdpc

Satellite clock

.tpeo.nml

Time, polar motion, earth rotation information

XFILE

ITRF transformation parameters

de405s_sun4.nio Planetary ephemeris
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Appendix C
GIPSY ‘wash template’
$PREP
!namelist input for preprefilter
WETZTROP = .TRUE.
TROPDRIFT = 5.0d-8
!km/sqrt(sec) = 3.0 mm/sqrt(hr)
! CLOCKPSIGMA = 3.0D1,
!white noise clock process noise
! YADDSG
= 0.1D0,
!white noise sigma for phase bias
! Parameters for stochastic GPS
RefClock = 'ALLGPS'
! insert stoch Troposphere gradient stuff
$END
$INIT
!namelist input for filter
IDIGIT
= 9
STATE = 1
YDEL
= 'X*','Y*','Z*','DX*','DY*','DZ*',
!satellite state
params
'SATACCL*', 'SATDRFT*',
!satellite clock
params
'GEOCENTERX','GEOCENTERY','GEOCENTERZ',
'XPOLEMOTION', 'YPOLEMOTION','UT1-UTC',
'XPOLERATE', 'YPOLERATE', 'UT1-UTCRATE',
'HLOVE', 'VLOVE',
'BIASPSR*', 'DRYZTROP*', 'LMPZTROP*',
'STAACCL*', 'STADRFT*',
!station clock
params
'SATBIAS#*',
! insert sta_bias here
WRTTDP = 'STABIAS*', 'SATBIAS*', 'PHASE*', '*'
TDPTYP = 'TIMEVARY', 'TIMEVARY', 'CONSTANT', 'TIMEVARY'
TDPTOL = 1.5D-1,
!500ns
9.0D-5,
!0.3ns
1.0D10,
!default
1.0D10
TDPSIGMA = .TRUE.
SOLPRT
= .TRUE.
SOLVE
= .TRUE.
DEBUG
= 1
OUTNAME
= 'OASIS'
$END
$APRIORI
!namelist
APALL
= .TRUE.
APNAMS(1) =
'UT1-UTC',
APNAMS(2) =
'XPOLEMOTION',
APNAMS(3) =
'YPOLEMOTION',
APNAMS(4) =
'WETZTROP*',
APNAMS(5) =
'STABIAS*',
APNAMS(6) =
'SATBIAS*',
APNAMS(7) =
'PHASE*',
APNAMS(8) =
'SOLARSCL*',
APNAMS(9) =
'Y_BIAS*',
km/sec/sec
APNAMS(10)=
'X*',
APNAMS(11)=
'Y*',

input for filter
APSIGS(1)
APSIGS(2)
APSIGS(3)
APSIGS(4)
APSIGS(5)
APSIGS(6)
APSIGS(7)
APSIGS(8)
APSIGS(9)

=
=
=
=
=
=
=
=
=

2.156D-8
7.84D-7
7.84D-7
2.0D-4
3.0D5
3.0D5
3.0D5
1.0D0
2.0D0

APSIGS(10)= 1.0D0
APSIGS(11)= 1.0D0

! 0.01 mm
!5 m
!5 m
!20 cm
!1 sec
!1 sec
!1 sec
!100 %
!2.0D-12
!1 km
!1 km
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APNAMS(12)=
'Z*',
APNAMS(13)=
'DX*',
APNAMS(14)=
'DY*',
APNAMS(15)=
'DZ*',
APNAMS(16)=
'R_OFF
TOP',
APNAMS(17)=
'GEOCENTER*',
APNAMS(18)=
'STAX*',
APNAMS(19)=
'STAY*',
APNAMS(20)=
'STAZ*',
APNAMS(21)=
'CONST_H TOP',
APNAMS(22)=
'CONST_C TOP',
APNAMS(23)=
'CONST_L TOP',
APNAMS(24)=
'SIN1_H TOP',
APNAMS(25)=
'SIN1_C TOP',
APNAMS(26)=
'SIN1_L TOP',
APNAMS(27)=
'COS1_H TOP',
APNAMS(28)=
'COS1_C TOP',
APNAMS(29)=
'COS1_L TOP',
APNAMS(30)=
'SIN2_H TOP',
APNAMS(31)=
'SIN2_C TOP',
APNAMS(32)=
'SIN2_L TOP',
APNAMS(33)=
'COS2_H TOP',
APNAMS(34)=
'COS2_C TOP',
APNAMS(35)=
'COS2_L TOP',
APNAMS(36)=
'UT1-UTCRATE',
APNAMS(37)=
'XPOLERATE',
APNAMS(38)=
'YPOLERATE',
APNAMS(39)=
'DX
TOP',
APNAMS(40)=
'DY
TOP',
APNAMS(41)=
'DZ
TOP',
APNAMS(42)=
'CONST_X*',
km/sec/sec
APNAMS(43)=
'CONST_Y*',
km/sec/sec
APNAMS(44)=
'CONST_Z*',
km/sec/sec
APNAMS(45)=
'SOLSCL_X*',
APNAMS(46)=
'SOLSCL_Z*',
APNAMS(47)=
'TRPAZ*',
APNAMS(48)=
'TRPAZCOS*',
APNAMS(49)=
'TRPAZSIN*',
APNAMS(50)=
'DUMMY',
!
insert apnams 51 here
$END

APSIGS(12)=
APSIGS(13)=
APSIGS(14)=
APSIGS(15)=
APSIGS(16)=
APSIGS(17)=
APSIGS(18)=
APSIGS(19)=
APSIGS(20)=
APSIGS(21)=
APSIGS(22)=
APSIGS(23)=
APSIGS(24)=
APSIGS(25)=
APSIGS(26)=
APSIGS(27)=
APSIGS(28)=
APSIGS(29)=
APSIGS(30)=
APSIGS(31)=
APSIGS(32)=
APSIGS(33)=
APSIGS(34)=
APSIGS(35)=
APSIGS(36)=
APSIGS(37)=
APSIGS(38)=
APSIGS(39)=
APSIGS(40)=
APSIGS(41)=
APSIGS(42)=

1.0D0
!1 km
1.0D-5
!1 cm/sec
1.0D-5
!1 cm/sec
1.0D-5
!1 cm/sec
5.0D-3
!5 m
5.0D-5
!5 cm
1.0D-1 !100 m
1.0D-1 !100 m
1.0D-1 !100 m
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.0D+6
1.157D-3 !100 s/day
1.81D-12 !1 m/day
1.81D-12 !1 m/day
1.0D-4
!10 cm/sec
1.0D-4
!10 cm/sec
1.0D-4
!10 cm/sec
5.0
!5.0D-12

APSIGS(43)= 0.1

!0.1D-12

APSIGS(44)= 5.0

!5.0D-12

APSIGS(45)=
APSIGS(46)=
APSIGS(47)=
APSIGS(48)=
APSIGS(49)=
APSIGS(50)=

0.1D0
0.1D0
0.0d0
5.0D-4
5.0D-4
1.0d0

!half meter
!half meter

$DATAWGHT
!namelist input for filter, edtpnt2, and
postfit
DATSIG
= 1.0D-3, 1.0D-5, 3.0D-3, 2.0D-5
DATYPE
=
110,
120,
110,
120
!insert datrec
!insert compartials
!DATREC(1,3) = 'TOP'
!DATREC(1,4) = 'TOP'
ELMINSTA = 15.0d0
ELMINSAT = 0.5D0
!XXMTNM
= 'GPS8'
!XRECNM
= 'MCMU'
$END
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$SMINPUT
!namelist input for smapper
WRTTDP = 'STABIAS*', 'SATBIAS*', 'PHASE*', '*'
TDPTYP = 'TIMEVARY', 'TIMEVARY', 'CONSTANT', 'TIMEVARY'
TDPTOL = 1.5D-1,
!500ns
9.0D-5, !0.3ns
1.0D10, !default
1.0D10
SAVESIGMA = .TRUE.
SAVEUD = 'ALL'
OUTNAME = 'OASIS'
$END
$APRIORINML
!namelist input for smapper
APNAMS(1)=
'STAX*',
APSIGS(1)= 1.0D-5
APNAMS(2)=
'STAY*',
APSIGS(2)= 1.0D-5
APNAMS(3)=
'STAZ*',
APSIGS(3)= 1.0D-5
APNAMS(4)= 'TRPAZCOS*',
APVALS(
4)= 0.00D+00,
APNAMS(5)= 'TRPAZSIN*',
APVALS(
5)= 0.00D+00,
$END
$LIMITS
!namelist input for postfit
WINDOW = 5.D-3, 2.5D-5, 5.0d-3, 2.5d-5
DATYPE
=
110,
120,
110,
120
!insert datrec
!DATREC(1,3) = 'TOP'
!DATREC(1,4) = 'TOP'
$END
$EDTINIT
DEBUG = .TRUE.
$END

!namelist input for edtpnt2

!1 cm
!1 cm
!1 cm
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Appendix D
Flow chart showing the GIPSY Precise Point Positioning routine
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Appendix E
Ambiguity resolution on a line-by-line basis in GIPSY
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Appendix F
Post processing routine for GIPSY, for data including offsets
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Appendix G
Radome change dates for the Yucca Mountain network and their effect on
vertical velocity

Station

LITT
SKUL
STRI
BUST
REPO
TIVA
RELA
CRAT
POIN
TATE
MERC
JOHN
PERL
CHLO
BEAT
BULL
RYAN
SMYC
SHOS
ROGE
ALAM
APEX
ARGU
TONO
RAIL
DYER
ECHO
LIND

Distance from Date of radome change Vertical velocity
LITT (km)
difference (mm/yr)
0.00
8.89
11.54
12.75
17.73
22.14
22.24
24.29
24.98
31.44
32.01
36.95
37.92
40.85
42.94
53.77
56.66
80.06
85.96
91.06
122.79
132.06
133.51
168.87
179.59
189.32
222.89
249.87

19-Aug-99
19-Aug-99
19-Aug-99
14-Aug-99
19-Aug-99
15-Aug-99
13-Aug-99
13-Aug-99
20-Aug-99
18-Aug-99
21-Aug-99
20-Aug-99
17-Aug-99
14-Aug-99
13-Aug-99
13-Aug-99
16-Aug-99
3-Sep-99
17-Aug-99
18-Aug-99
21-Dec-99
4-Sep-99
12-Jan-00
20-Dec-99
20-Dec-99
16-Dec-99
22-Dec-99
15-Jan-00

-0.04
-0.02
0.08
0.04
0.02
0.15
0.12
0.04
0.00
-0.02
0.04
-0.09
0.12
0.16
0.22
0.18
-0.10
0.07
0.08
-1.13
-0.13
-0.91
-1.04
-1.04
-1.05
-1.24
-1.43

Vertical velocities were calculated with and without the data between radome changes
included, then the difference between them calculated. Velocities were calculated using
data from May 1999 to October 2003.
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Appendix H
Comparison of velocity estimates from GIPSY and GAMIT.

Station
ALAM
APEX
ARGU
BEAT
BULL
BUST
CHLO
CRAT
DYER
ECHO
JOHN
LIND
LITT
MERC
PERL
POIN
RAIL
RELA
REPO
ROGE
RYAN
SHOS
SKUL
SMYC
STRI
TATE
TIVA
TONO

GIPSY
GAMIT
GIPSY
GAMIT
Velocity differences
Ev
Nv
Ev
Nv
E 1σ
N 1σ
E 1σ
N 1σ
Ev
Nv
(mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr) (mm/yr)
0.22
-0.27
0.19
-0.27
0.04
0.04
0.05
0.05
-0.03
0.00
-0.05
-0.14
0.09
-0.07
0.04
0.04
0.06
0.05
0.14
0.07
-3.93
6.00
-3.92
5.92
0.04
0.04
0.06
0.05
0.01
-0.08
-0.12
0.48
-0.15
0.41
0.03
0.04
0.05
0.04
-0.03
-0.07
-0.39
0.92
-0.29
0.90
0.03
0.04
0.05
0.05
0.10
-0.02
-0.09
0.34
-0.08
0.37
0.03
0.04
0.05
0.05
0.01
0.03
-0.43
0.57
-0.36
0.64
0.03
0.04
0.05
0.05
0.07
0.07
-0.05
0.27
-0.07
0.33
0.03
0.04
0.06
0.05
-0.02
0.06
-1.14
3.13
-1.18
2.93
0.03
0.04
0.05
0.05
-0.04
-0.20
0.33
-0.75
0.35
-0.64
0.04
0.04
0.05
0.05
0.02
0.11
0.16
-0.05
0.14
-0.01
0.03
0.04
0.06
0.05
-0.02
0.04
-6.93
9.53
-6.93
9.27
0.04
0.04
0.06
0.05
0.00
-0.26
-0.01
-0.04
-0.01
-0.06
0.03
0.04
0.05
0.05
0.00
-0.02
0.13
-0.37
0.19
-0.26
0.03
0.04
0.06
0.05
0.06
0.11
-0.28
0.55
-0.25
0.49
0.03
0.04
0.05
0.05
0.03
-0.06
0.15
-0.19
0.07
-0.14
0.03
0.04
0.06
0.05
-0.08
0.05
-0.04
-0.32
-0.04
-0.24
0.04
0.04
0.06
0.05
0.00
0.08
-0.14
0.46
-0.16
0.35
0.03
0.04
0.05
0.05
-0.02
-0.11
-0.26
0.37
-0.20
0.27
0.03
0.04
0.05
0.05
0.06
-0.10
-0.95
3.15
-1.15
2.88
0.04
0.04
0.06
0.05
-0.20
-0.27
-0.20
1.17
-0.25
1.04
0.03
0.04
0.05
0.05
-0.05
-0.13
-0.42
0.37
-0.39
0.36
0.03
0.04
0.06
0.05
0.03
-0.01
-0.12
0.00
-0.11
0.01
0.03
0.04
0.05
0.05
0.01
0.01
-0.13
-0.32
-0.02
-0.22
0.03
0.04
0.06
0.05
0.11
0.10
0.12
0.52
0.19
0.44
0.03
0.04
0.05
0.05
0.07
-0.08
0.14
0.39
0.14
0.32
0.03
0.04
0.06
0.05
0.00
-0.07
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
-0.32
0.64
-0.38
0.65
0.03
0.04
0.05
0.05
-0.06
0.01

Mean of residual velocity differences (east) =
0.006
Mean of residual velocity differences (north)
-0.026
RMS of residual velocity differences about the mean (east) =
RMS of residual velocity differences about the mean (north) =
RMS of residual velocity differences about the zero (east) =
RMS of residual velocity differences about zero (north) =

0.064
0.101
0.065
0.105
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Appendix I
Least squares inversion for strain rates

In order to solve for strain rate using multiple observations and linear least squares (in the
overdetermined case), I set up the following set of matrices.

0
0 ⎤
⎡ Δ E1 Δ N 1
⎢ 0
0
Δ E 1 Δ N 1⎥
⎢
⎥
⎢Δ E2 Δ N 2
0
0 ⎥
⎢
⎥
0
Δ E 2 Δ N 2⎥
G= ⎢ 0
⎢ M
M
M
M ⎥
⎢
⎥
0
0 ⎥
⎢ Δ En Δ Nn
⎢ 0
0
Δ En Δ Nn ⎥⎦
⎣
⎡1 / σ E2 1
0
0
⎢
2
1 / σ N1
0
⎢ 0
⎢ 0
0
1 / σ E2 2
⎢
0
0
⎢ 0
W= ⎢
0
0
0
⎢
M
M
⎢ M
⎢ 0
0
0
⎢
0
0
⎢⎣ 0

⎡ Δ VE 1 ⎤
⎢ Δ VN 1 ⎥
⎢
⎥
⎢ Δ VE 2 ⎥
⎢
⎥
d = ⎢ Δ VN 2 ⎥
⎢ M ⎥
⎢
⎥
⎢ Δ VEn ⎥
⎢ Δ VNn ⎥
⎣
⎦

⎡ εEE ⎤
⎢ εEN ⎥
m= ⎢ ⎥
⎢ εNE ⎥
⎢ ⎥
⎣ εNN ⎦
L
L

0
0

0 L
0 L
L L

0
0
0

M
0

M
0

M
0

0
2
1 / σ En

0

0

0

0

0
0

0
0

0
1/ σ
0

2
N2

⎤
⎥
⎥
0 ⎥
⎥
0 ⎥
0 ⎥
⎥
0 ⎥
0 ⎥
⎥
2
1 / σ Nn
⎥⎦
0
0

ΔEn and ΔNn are baseline components with respect to the centroid of the local network
(in mm), εEE, εEN, εNE and εNN are unknown cartesian strain components (in yr-1); ΔVEn
and ΔVNn are relative velocities (in mm/yr); and σEn and σNn are the formal errors for the
velocity observations.

The equation
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Gm = d (or WGm = Wd )
can now be solved using a weighted least squares solution;

m = (G T G )

−1

(G T d ) (or m = (G T WG) −1 (G T Wd )

where m is the matrix of unknowns.

I calculate the least squares covariance matrix using

C x = [ G T WG ]

−1

2
⎡ σ EE
⎢
σ NNEE
= ⎢
⎢ σ NEEE
⎢
⎣ σ ENEE

σ EENN
2
σ NN
σ NENN
σ ENNN

σ EENE
σ NNNE
2
σ NE
σ ENNE

σ EEEN ⎤
⎥
σ NNEN ⎥
σ NEEN ⎥
⎥
2
σ EN
⎦
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Appendix J
Propagation of errors for engineering strain rates

The least squares calculations output σεEE, σεNN, σεEN and σεNE, along with their
respective covariances. These errors were propagated through the engineering strain rate
calculations to obtain σD, σΩ, σγ1, σγ2, σ|γ| and σα, using the general formula for
propagation of errors with correlated variables;

For a function x = f (u, v ,K) , the error will be

σ x2 ≈ σ u2 a 2 + σ v2 b 2 + 2σ uv2 ab +K
where a =

∂x
∂x
and b =
∂u
∂v

Propagation of errors for dilitation

D = ε EE + ε NN
a=

∂D
=1
∂ε EE

b=

2
2
2
σ D2 = σ EE
+ σ NN
+ 2σ EENN

2
2
2
σ D2 = σ EE
+ σ NN
+ 2σ EENN

∂D
=1
∂ε NN
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Propagation of errors for rotation rate

Ω =

1
(ε − ε EN )
2 NE

a=

∂Ω
1
=
∂ε NE 2

σ Ω2 =

2
σ NE

4

+

b=

2
σ EN

4

−

∂Ω
1
= −
2
∂ε EN

2
σ NEEN

2

Propagation of errors for shear strain 1

γ 1 = ε EE − ε NN
a=

∂γ 1
=1
∂ε EE

b=

∂γ 1
= −1
∂ε NN

2
2
2
σ γ21 = σ EE
+ σ NN
− 2σ EENN

Propagation of errors for shear strain 2

γ 2 = ε EN + ε NE
a=

∂γ 2
=1
∂ε EN

b=

∂γ 2
=1
∂ε NE

2
2
2
σ γ22 = σ EN
+ σ NE
+ 2σ ENNE

Propagation of errors for shear strain magnitude
|γ | =

(ε

− ε NN ) + (ε EN + ε NE )
2

EE

2
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a=

c=

∂ |γ |
=
∂ε EN

∂ |γ |
=
∂ε EE

ε EN + ε NE

(ε

EN

2

b=

∂ |γ |
=a
∂ε NE

2

d=

∂ |γ |
= −c
∂ε NN

+ ε NE ) + (ε EE − ε NN )
2

ε EE − ε NN

(ε

+ ε NE ) + (ε EE − ε NN )
2

EN

2
2
2
2
σ |γ2 | = σ EN
a 2 + σ NE
b 2 + σ EE
c 2 + σ NN
d 2K
2
2
2
2
2
2
K+ 2σ ENNE
ab + 2σ ENEE
ac + 2σ ENNN
ad + 2σ NEEE
bc + 2σ NENN
bd + 2σ EENN
cd

Propagation of errors for orientation of maximum extension

α=

⎡ (ε EN + ε NE ) ⎤
1
⎥
arctan ⎢
2
⎢⎣ (ε EE − ε NN ) ⎥⎦

a=

∂α
=
∂ε EN
⎛

(ε
2⎜ 1 +
⎜
(ε
⎝

1
EN
EE

2
+ ε NE ) ⎞⎟
2 (ε EE − ε NN )
− ε NN ) ⎟⎠

b=

∂α
=a
∂ε NE

c=

ε EN + ε NE
∂α
= −
2
2
2
2
∂ε EE
2(ε EE + ε EN + 2ε EN ε NE + ε NE
− 2ε EE ε NN + ε NN
)

d=

∂α
= −c
∂ε NN

2
2
2
2
2
2
2
σ α = σ EN
a 2 + σ NE
b 2 + σ EE
c 2 + σ NN
d 2 + 2σ ENNE
ab + 2σ ENEE
ac + 2σ ENNN
ad + K
2
2
2σ NEEE
bc + 2σ NENN
bd
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Appendix K
GPS constraints on ECSZ slip rate at various orientations
o

Great circle, with NUVEL 1A pole (orientation ~ N36 W)
Vel para
Vel perp
1s para
1s perp
(mm/yr)
(mm/yr)
(mm/yr)
(mm/yr)
0.0
0.0
0.1
0.1
LIND
-4.4
0.6
0.1
0.1
ARGU
-8.5
0.9
0.1
0.1
ROGE
-10.4
0.3
0.1
0.1
RYAN
-10.8
0.1
0.1
0.1
SHOS
-11.6
-0.3
0.1
0.1
SMYC
-11.5
-0.2
0.1
0.1
APEX
RMS perpendicular vel (mm/yr) : 0.3
o

Great circle, with REVEL pole (orientation ~ N36 W)
Vel para
Vel perp
1s para
1s perp
(mm/yr)
(mm/yr)
(mm/yr)
(mm/yr)
0.0
0.0
0.1
0.1
LIND
-4.4
0.4
0.1
0.1
ARGU
-8.5
0.6
0.1
0.1
ROGE
-10.4
-0.1
0.1
0.1
RYAN
-10.8
-0.3
0.1
0.1
SHOS
-11.6
-0.7
0.1
0.1
SMYC
-11.5
-0.7
0.1
0.1
APEX
RMS perpendicular vel (mm/yr) : 0.4
o

N23 W constant azimuth
Vel para
Vel perp
1s para
1s perp
(mm/yr)
(mm/yr)
(mm/yr)
(mm/yr)
0.0
0.0
0.1
0.0
LIND
-4.2
1.4
0.1
0.0
ARGU
-8.1
2.7
0.1
0.0
ROGE
-10.1
2.5
0.1
0.0
RYAN
-10.6
2.4
0.1
0.0
SHOS
-11.5
2.3
0.1
0.0
SMYC
-11.3
2.3
0.1
0.0
APEX
RMS perpendicular vel (mm/yr) : 2.5
o

N31 W constant azimuth
Vel para
Vel perp
1s para
1s perp
(mm/yr)
(mm/yr)
(mm/yr)
(mm/yr)
0.0
0.0
0.1
0.1
LIND
-4.4
0.8
0.1
0.1
ARGU
-8.4
1.5
0.1
0.1
ROGE
-10.4
1.1
0.1
0.1
RYAN
-10.8
0.9
0.1
0.1
SHOS
-11.7
0.6
0.1
0.1
SMYC
-11.5
0.7
0.1
0.1
APEX
RMS perpendicular vel (mm/yr) : 1.0
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Appendix L
Calculation of GPS and fault model rotation rate profiles for a Pacific plate fixed reference frame

1. Calculate great circle distance from each fault to the Euler pole ( r fault ).
-given fault and Euler pole latitude and longitude, using Matlab ‘distance’ function

2. Convert slip rate at each fault to a rotation around the pole.

v fault

ω fault =

r fault

, where v fault is fault slip rate.

3. Calculate Okada model rotation rates at each profile point ( Ω x ).
Ω

fault

⎛ rx − r fault ⎞
ω fault
⎟⎟
arctan⎜⎜
π
⎝ D fault ⎠

=

N

∑

ω=
Ωx =

fault = 1

Ω

fault

2
N

∑

fault = 1

Ω

fault

−ω

rx is distance to pole of each profile point, D
the number of faults.

fault

is locking depth of each fault and N is
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4. Rotate GPS velocities from Cartesian xyz to ENU.
⎛ v N ⎞ ⎛ − sin φ cos λ − sin φ sin λ cos φ ⎞ ⎛ v x ⎞
⎜ ⎟ ⎜
⎟⎜ ⎟
cos λ
0 ⎟ ⎜ vy ⎟
⎜ v E ⎟ = ⎜ − sin λ
⎜ ⎟ ⎜
⎟⎜ ⎟
cos φ sin λ sin φ ⎠ ⎝ v z ⎠
⎝ vU ⎠ ⎝ cos φ cos λ

λ is longitude of GPS station and φ is GPS latitude.

5. Rotate the ENU GPS velocities into velocities parallel and perpendicular to a
great circle around the Euler pole.

⎛ v Perp ⎞ ⎛ cosα sin α ⎞ ⎛ v E ⎞
⎜
⎟ =⎜
⎟⎜ ⎟
⎝ v Para ⎠ ⎝ − sin α cosα ⎠ ⎝ v N ⎠

α is azimuth from GPS station to Euler pole
6. Calculate distance from GPS station to Euler pole ( rGPS ).
Use Matlab ‘distance’ function with GPS and Euler pole latitude and longitude as input.

7. Convert GPS ‘fault-parallel’ velocities to rotation rates.
v
ω GPS = Para
rGPS

8. Calculate the Okada model value for each rGPS value.
Ω

fault

=

Ω GPS =

⎛ rGPS − r fault ⎞
ω fault
⎟⎟
arctan⎜⎜
π
⎝ D fault ⎠
N

∑

fault = 1

Ω

fault

−ω

9. Calculate difference between model and GPS rotation rates.
Ω diff = ω GPS − Ω GPS
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10. Calculate RMS of velocity differences.
Ω diff _ mm = Ω diff . rgps
Ω rms =

1
2
∑ Ω diff
M

M is number of GPS stations

11. Also calculate RMS in mm/yr.

Ω rms _ mm/ yr =

1
∑ Ω 2diff _ mm/ yr
M

12. Finally, plot model profile and GPS ‘fault-parallel’ velocities relative to distance
from Euler pole.
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Appendix M
Steps taken to invert the GPS rotation rates for fault location, slip rate and
locking depth

1. Convert GPS velocities to velocities parallel to a great circle about the North
American Euler pole (vGPS).
2. Calculate distances from GPS stations to Euler pole (rGPS) and faults to the North
American Euler pole (rfault).
3. Calculate GPS rotation rates and enter into data matrix.

ωx =

vx
rx

⎡ ω1 ⎤
⎢ω ⎥
2
d= ⎢ ⎥
⎢ M ⎥
⎢ ⎥
⎣ωn ⎦

4. Create weight matrix of GPS rotation rate errors.
⎡ 1 2
⎢ σ1
⎢
W= ⎢
⎢
⎢
⎢
⎣

1

σ 22

O

⎤
⎥
⎥
⎥
⎥
1 2⎥
σ n ⎥⎦

5. Assign a priori values for slip rate, locking depth and distance of fault from the Euler
pole, then convert slip rates to rotation rates.

~
sf
~
ωf = ~
rf

6. Define constraints for slip rate, locking depth and fault location and enter into apriori
covariance matrix.
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C0−1

⎡ 1 2
⎢ σω 1
⎢
O
⎢
⎢
⎢
⎢
⎢
= ⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1

σ ω2m
1

σ D2 1

O

1

2
σ Dm

1

σ rf2 1
O

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
1 2 ⎥
σ rfm ⎥⎦

7. Start least squares iteration.
8. Enter provisional values for slip rate and locking depth into the provisional model
array.

~
⎡ ω1 ⎤
⎢ M ⎥
⎢ ⎥
⎢ ω~m ⎥
⎢ ~ ⎥
⎢ D1 ⎥
~
m= ⎢ M ⎥
⎢~ ⎥
⎢ Dm ⎥
⎢ rf~ ⎥
⎢ 1⎥
⎢ M ⎥
⎢ rf~ ⎥
⎣ m⎦

9. Calculate difference between GPS rotation rates and model rotation rates at each
station, then enter these into matrix of model adjustments.
Ω

f

=

⎛ r~f − rx ⎞ ω~ f
ω~ f
arctan⎜⎜ ~ ⎟⎟ −
π
2
⎝ Df ⎠
m

Ωx = Ω

f1

+Ω

f2

L+ Ω

fm

−

∑ω
1

2

f
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⎡ ω1 − Ω 1 ⎤
⎢ω − Ω ⎥
2
2⎥
K= ⎢
⎢
⎥
M
⎢
⎥
⎣ωn − Ω n ⎦

10. Calculate the difference between the original and current provisional model values.

~ −m
~
Δ m0 = m
0
n
11. Create least squares design matrix using partial differentials of elastic displacement
model with respect to slip rate and locking depth.
r~f − rx ω~ f
∂Ω x
1
=
arctan ~ −
∂ω f ω~ f
2
Df

(
(

)
)

− ω~ f r~f − rx
∂Ω x
=
2
~2 ~
∂D f π ⎛⎜ D
⎞⎟
r
r
+
−
f
f
x
⎝
⎠

~

D f ω~ f
∂Ω x
=
2
~
∂r f
π ⎛⎜⎝ D 2 + r~f − rx ⎞⎟⎠

(

⎡ ∂Ω 1
⎢ ∂ω
f1
⎢
Q= ⎢ M
⎢ ∂Ω n
⎢ ∂ω f 1
⎣

)

L

∂Ω 1
∂ω fm

∂Ω 1
∂Ω 1
L
∂D f 1
∂D fm

∂Ω 1
∂r f 1

M

M
∂Ω n

M
∂Ω n
∂D f 1

M
∂Ω n
∂r f 1

L

∂ω fm

M

M
∂Ω n
L
∂D fm

L

∂Ω 1 ⎤
∂r fm ⎥

⎥
M ⎥
∂Ω n ⎥
L
∂r fm ⎥⎦
M

12. Solve constrained least squares problem to get model adjustments.

[

Δ m = Q T WQ + Cc−1

] [Q WK + C
−1

T

−1
o

Δ mo

13. Adjust previous estimates of model values.

]
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mn +1 = mn + Δ m

14. If the model adjustments have only changed a small amount, continue. Otherwise,
iterate by returning to step 5.
⎡ ( Δ ω fault (i − 1)) E −16 ⎤
⎥
⎢
M
⎥
⎢
e=
⎢ ( Δ D fault (i − 1)) E − 8 ⎥
⎥
⎢
M
⎦
⎣

If Δ m 2 ≥ e 2 ⇒ continue
If Δ m 2 ≤ e 2 ⇒ iterate

15. Calculate covariance matrix.

[

C x = Q T WQ + Co−1

]

−1

16. Calculate residual rotation rate differences (y) between GPS and model rotation rates
at each station, using the estimated fault parameters as input to the elastic displacement
model.
17. Convert fault rotation rates, rotation rate errors and residuals back to velocities.
s f = ω f rf

v x = y x rx

18. Calculate RMS of residuals.
v RMS =

1
∑ v x2
n
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Appendix N
Propagation of errors for estimated model strain

γ& x =

A⎛
D ⎞
⎟
⎜ 2
π ⎝ x + D2 ⎠

a=

∂γ x
D
=
∂A π ( D 2 + x 2 )

b=

∂γ x
− 2 AD 2
A
=
+
2
2
∂D π ( D 2 + x 2 ) π ( D + x 2 )

c=

∂γ x
2 ADx
= −
2
∂x
π(D2 + x 2 )

2
2
2
σ γ& 2 = a 2σ A2 + b 2σ D2 + c 2σ x2 + 2σ AD
ab + 2σ Ax
ac + 2σ Dx
bc

