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ABSTRACT: Collections of inertial particles suspended in a viscous fluid and subjected to 
oscillatory shear have recently attracted much attention due to their relevance to a number of 
industrial applications and natural phenomena. It is known that, even at very low values of the flow 
Reynolds number, particle-to-particle interactions can lead to complex chaotic displacements 
despite the reversibility of the overarching fluid-dynamics (Stokes) equations. For high-Re flows, 
the loss of predictability after a finite time horizon is generically ascribed to the non-linear nature of 
the Navier-Stokes equations. Where the sources of nonlinearity are located exactly and how they 
influence the motion of particles, however, has not been clarified yet. We show that assuming 
particle interactions to be negligible, surprisingly, at high values of the Reynolds number the major 
source of non-deterministic behaviour comes from effects of stationary nature in the carrier flow. 
We report numerical simulations showing precisely how for geometries of finite extent such 
stationary effects emerge as the time-averaged non-linear response of the Navier-Stokes equations 
to the applied oscillatory forcing.  They cause small deviations of the inertial particle’s trajectory 
from the streamlines of the instantaneous oscillatory flow, which accumulate in time until the 
system behaviour becomes essentially non reversible. 
 
Nomenclature  
 
A cavity aspect ratio 
d cavity thickness [m] 
M Cycles of modulation 
p Nondimensional pressure 
R~  solid particle radius [m] 
Re Reynolds number 
St Particle Stokes number 
t Nondimensional time 
u Nondimensional velocity component along the x axis 
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V Nondimensional velocity 
v Nondimensional velocity component along the y axis 
x Nondimensional horizontal coordinate 
y Nondimensional vertical coordinate 
 
Greek symbols: 
 Amplitude of wall oscillatory velocity [m/s] 
 Angular frequency [rad/s] 
 Kinematic viscosity [m2/s] 
 Nondimensional angular frequency 
 Nondimensional boundary layer thickness 
 Nondimensional streamfunction 
 Particle characteristic time 
 Particle-to-fluid density ratio 
 
Subscripts: 
partcl particle 
flow flow 
L liquid 
S solid 
MAX maximum 
 
 
1. Introduction 
 
The field of particle dynamics is a large area encompassing a variety of phenomena with 
implications in several technological and industrial processes. A suspended phase in the form of 
particles is indeed widespread in a variety of fields.  
As an example, the transport of an immiscible phase in a non-quiescent or convectively unstable 
(fluid) environment is relevant to research in powder metallurgy, catalytic processes, mineral 
processing and nuclear re-processing. In all these cases, involved materials pass through an initial 
liquid state (the so-called majority phase), in which a second immiscible phase (the minority phase) 
is present in the form of dispersed solid particles (see, e.g., Lappa, 2004 and 2005; Deng and 
Chawla, 2006). Such a concept is relevant to many inorganic materials with special features such as 
structural composites, many types of alloys, electrical conductors, ceramics and magnetic materials 
(Lee and Park, 1994; Ratke et al., 1996; Zhao et al.,1998; Zhang et al.,2006; Markov, 2008;  Zhao 
et al., 2017).  
It can even be applied to many organic substances produced in the context of protein crystallization 
research (Carotenuto et al., 2002; Lappa et al., 2003) and/or typical pharmaceutical processes for 
Accepted for publication in Computer & Fluids on 19 March 2019 
 3
the production of medicines and drugs (e.g., the so-called continuous-cooling-crystallization-from-
solution-method, Brown et al., 2018). Indeed, such materials (proteins or other drugs) are obtained 
in the form of small crystals (seeds) nucleating from the liquid (typically a supersaturated phase). 
Existing (fundamental) lines of inquiry related to these subjects differ essentially in the mechanisms 
supporting particle dynamics, which, depending on their nature, can promote dispersion phenomena 
(leading to a more or less uniform distribution of particles inside the carrier liquid) or particle 
accumulation (formation of clusters).  
Another distinction is obviously related to the type of suspension, which can be dilute or 
concentrated. In the latter case, attention must be paid to the nature and intensity of inter-particle 
forces. Particles can interact due to (attractive) electrostatic effects or hydrodynamic forces (which 
can be attractive or repulsive).  
While electrostatic forces are, in general, dominant when particle are small and/or the value taken 
by the Reynolds number is close to zero, hydrodynamic (particle-particle) effects become 
increasingly more important as the size of particles and/or the Reynolds number grow. For such 
cases, however, also ‘inertial’ factors start to play a role. In practice, inertial effects are enabled 
every time a particle with finite size and mass is put in motion by a carrier flow.  
Due to their spatial extension and non-negligible density difference with respect to the surrounding 
fluid, even if particle interactions or external body forces (such as gravity) are totally absent, inertial 
particles can experience convective disturbances that can cause a particle to depart from the 
trajectory that it would ideally follow if it had no mass and size. The most remarkable consequence 
of this process is that the velocity field associated with the motion of a set of particles is always 
non-solenoidal regardless of the nature (solenoidal or not) of the carrier flow. This peculiar property 
enables particles initially uniformly distributed in a fluid to produce concentration fluctuations 
(Benczik et al., 2002), eventually forming accumulation structures and/or depleted areas.  
There is some consensus in the literature that, on increasing the Reynolds number, particle-
trajectory influential mechanisms operative at the particle scale are gradually transferred from the 
aforementioned particle-to-particle mutual interference to purely inertial processes like those 
described above. As these mechanisms do not rely on inter-particle effects, they can be effective 
even in dilute suspensions. In such cases, the nature (structure and topology) of the considered 
carrier flow becomes obviously an important aspect of the problem. The intrinsic level of vorticity 
possessed by the flow can indeed have a remarkable impact on the dynamics of the dispersed phase. 
Particles denser than the fluid are typically radially ejected towards vortex periphery due to 
centrifugal effects (where they accumulate forming aggregates with fractal topology) or captured in 
the vortex core in the opposite situation in which their density is smaller. Both effects can cause 
particle preferential concentration (Eaton and Fessler, 1994; Raju and Meiburg, 1995; Chen et al., 
2006; Lappa, 2018). The situation becomes even more interesting if the considered flow is featured 
by the propagation of waves. Interesting lines of inquiry have been initiated over recent years about 
the ability of some thermally-driven natural flows (Schwabe et al., 1996) to promote the formation 
of well-defined particle structures when they are in unsteady (time-periodic) conditions (see also 
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Sapsis and Haller, 2010). Regardless of the specific force driving fluid flow (be it buoyancy or 
surface-tension), very regular aggregates can be formed, the only necessary prerequisite being 
represented by the existence of a single or more waves travelling in the flow (Schwabe et al., 2007; 
Schwabe and Mizev, 2011; Pushkin et al, 2011; Lappa, 2014a; Melnikov et al., 2011; Kuhlmann et 
al., 2014; Gotoda et al., 2016). Rather than being the mere consequence of centrifugal effects, these 
phenomena are supported by a delicate synchronization process established between the vorticity 
associated with particles and the angular frequency of the just mentioned waves (Pushkin et al., 
2011; Lappa, 2013abc). 
Similar phenomena can be produced if particles are placed in a fluid undergoing thermovibrational 
convection (Shevtsova et al., 2010, 2011ab, Lappa, 2016c). Indeed, as revealed by these studies 
(Lappa, 2014b, 2016a, 2017a), by properly tuning the frequency of applied vibrations and their 
direction with respect to the applied temperature difference it is possible to drive particles to 
specific subregions of the considered container where they accumulate forming well-defined 
geometric objects resembling the perfection of the typical “quadrics” of projective geometry (open 
or compact surfaces such as cylinders, paraboloids, “ovoids” and conical surfaces). The essentially 
inertial nature of these phenomena, yet induced by a kind of synchronization between the inertial 
response of particles and the time-periodic behaviour of the carrier flow (Lappa, 2016b), 
distinguishes them from another category of vibrationally induced clustering mechanisms in 
concentrated systems, which rely essentially on inter-particle hydrodynamic forces (Tabakova and 
Zapruanov, 1982ab; Wunenburger et al., 2002; Ivanova et al., 2005; Kozlov et al., 2006). 
In the present work, we address the companion problem in which the oscillatory nature of the 
carrier flow is not due to the presence of a time-varying acceleration in a non-isothermal fluid or the 
emergence of waves in the considered thermally-driven natural flows. Rather it follows from the 
application of a periodic shear through back and forth (harmonic) motion of the walls limiting the 
fluid domain from above and from below (a double lid-driven isothermal cavity). 
Moreover, rather than assessing the ability of the flow to produce accumulation structures, we 
explore just the opposite conundrum that is its ability to retain the morphology and cohesive nature 
of a set of particles initially assumed to be concentrated in an area having circular shape (initial 
conditions corresponding to a particle-dense ‘ball’; we will be more precise about the meaning of 
the adjective ‘cohesive’ later). 
There is a long tradition of studies on this subject, essentially focusing on the role played by inter-
particle forces in the limit of very viscous flow (for which the Navier-Stokes equations become 
linear, and therefore any source of nonlinearity has to be related to particle interactions of various 
natures). In general, different contributions have to be considered: (i) the long-range hydrodynamic 
interactions, (ii) lubrication, which results from the thin layer of viscous fluid that separates nearly 
touching particles, (iii) contacts, which prevent particles from overlapping, (iv) surface asperities 
that can induce particle displacement, forcing particles from their reversible path. 
In such a context, for instance, it is worth mentioning the very interesting line of inquiry originating 
from the experiments performed by Pine et al. (2005), who investigated the asymptotic behaviour of 
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solid-liquid systems governed by the Stokes equations (collections of neutrally buoyant spheres 
suspended in a viscous fluid and subjected to a periodic shear in the limit where dissipation 
dominates and inertia is ignored). A remarkable phase transition separating reversible from 
irreversible dynamics was identified as the strain amplitude or volume fraction were increased (the 
reader being also referred to the later excellent works by Metzger and Butler, 2010 and 2012, and 
Metzger et al., 2013).  
By virtue of these studies it is known that there is a concentration dependent threshold for the 
deformation or strain beyond which particles do not return to their starting configurations after one 
or more cycles (reversing the direction of flow does not in practice lead to a time-reversed motion 
for all of the particles, which rather tend to follow the statistics of an anisotropic random walk).  
This class of experiments illustrated the potential irreversible nature of particulate systems 
submitted to an oscillatory shear in the limit of negligible inertia.  
A proper assessment of the contribution brought to the loss of time reversibility (and system 
predictability) by other sources of non-linearity, however, is still missing. There is some general 
and diffused awareness in the literature that, in the absence of particle-particle interference and for 
high values of the Reynolds number, the non-linear nature of the Navier-stokes equation must play 
a role, but the precise cause-and-effect relationships supporting this assumption are still poorly 
understood. Also the role of particle inertia, potentially contributing to irreversibility via the 
accumulation/capturing mechanisms discussed before, is still unknown.  
Resolving the questions requires separating the different contributions to the particle dynamics and 
estimating their relative importance. This is the reason why here we concentrate expressly on the 
high-Re case neglecting particle interactions and retroaction of the particles on the motion of the 
fluid and explore the role of inertial and non linear effects. 
 
2. Mathematical Model 
 
2.1 The Geometry 
The specificity of the considered situation lies in the peculiar nature of the driving imposed velocity 
at the walls, which has zero-time averaged value and which, accordingly, makes linear effects 
negligible, thereby enabling the accumulation in time of nonlinear effects only.  
For simplicity, we consider a cavity with characteristic depth d shown in Fig.1. The system aspect 
ratio (A), defined as its length-to-depth ratio ( /d) is fixed to 4 as in the earlier studies by Lappa 
(2016c) about thermovibrational convection. The top and bottom horizontal walls are assumed to 
move in opposite directions with velocity )sin( t , respectively (a double lid-driven cavity), 
which make this system an ideal target to study the dynamics of sheared dispersions with shear 
reversal of varying strain amplitude in well-controllable conditions.  
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Figure 1: Sketch of the considered problem 
 
2.2 The governing equations for the fluid phase 
 
The fluid is assumed to be viscous and incompressible. Accordingly, introducing the substantial 
derivative as: 
 
 VV
t
V
Dt
VD  
            (1) 
 
 the balance equations can be cast in compact non-dimensional form as: 
 
0 V             (2) 
 
and  
 
Vp
Dt
VD 2            (3) 
 
having assumed as reference quantities for the space coordinates, velocity, pressure and time, d, /d, 
L(/d)2 and d2/, respectively (where L and  are the fluid density and kinematic viscosity, 
respectively). Accordingly the non-dimensional shear frequency reads: 
 

2d             (4) 
 
and the boundary condition at the moving walls can be re-written as: 
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)sin(Re tV  at 2/1y          (5) 
  
where   
 

dRe             (6) 
 
No slip conditions are assumed on the lateral non-moving walls.  
 
2.3 The Dispersed Phase                      
 
The considered problem obviously requires a multi-scale approach given the intrinsic need to deal 
at the same time with large-scale (in our case shear-driven oscillatory flow) and small-scale 
phenomena (particles and their motion under the influence of large-scale flow). From a purely 
mathematical standpoint, this means that a modelling hierarchy must be defined and implemented to 
account for different mechanisms at different scales. Sifting through the existing literature about 
multiphase flows, one would realize that different strategies have been elaborated over the years to 
deal with such a challenging problem. However, selecting a specific technique often is not as 
straightforward as one would imagine as each approach is characterized by specific advantages and 
drawbacks. Here we base the selection process on some simple arguments and practical reasoning.  
As our particles are assumed to be undeformable (spheres with constant diameter, i.e. a 
monodisperse distribution), there is no need to track their interface explicitly, i.e. by means of a 
front-tracking method. This would even not be practically feasible given the extremely high number 
of particles that we consider in order to get statistically meaningful information. Accordingly, we 
model all the particles as point entities with respect to convective structures by which they are 
transported. Since we are still interested in inertial effects, however, particles are assumed to 
possess finite mass and size, this being accounted for through the solution of a Lagrangian transport 
equation directly derived from Newton’s second law (Lappa and Carotenuto, 2003) in which each 
force exerted by the fluid on the particle is modelled as a specific term. This means that a hybrid 
approach is used to deal with the present problem, to be considered as a ‘Lagrangian’ one in terms 
of particle transport and as an ‘Eulerian’ one for what concerns fluid-dynamic effects (eqs. (2) and 
(3)). The former is formally reduced to the integration in time of the so-called Maxey-Riley 
equation (Maxey and Riley, 1983; Michaelides, 1997; Lappa, 2013c), which in non-dimensional 
form can be cast in compact form as: 
 


 

  tdVVtddttStDt
VD
St
VV
dt
Vd
partcl
t
o
partclpartcl ~)(~~
11
2
9
2
3)(
2/1
1
    (7) 
 
Accepted for publication in Computer & Fluids on 19 March 2019 
 8
where Vpart and V  are the particle and fluid velocity, respectively. Moreover,  is the ratio of the 
particle to the fluid density (S/L) and St is the particle Stokes number. In particular, the terms in 
order of appearance on the right-hand side have the following physical meaning: the Stokes drag, 
the force exerted by the undisturbed flow on the particle and the Basset history force. This equation 
also takes into account the added mass effect resulting from part of the fluid moving with the 
particle (for some interesting historical details the reader may consider Coimbra and Rangel, 2001; 
Haller and Sapsis, 2008). Since in the present work, as outlined before, we explicitly decide to 
ignore inter-particle effects (as we target an improved understanding of non-linearities being 
brought in by the non-linear nature of the Eulerian facet of the problem), the equation does not 
account for particle hydrodynamic interactions, lubrication or contacts. For the same reasons, we do 
not consider the presence of gravity (potentially pulling particles down). Moreover, the coupling 
with the fluid is in one direction only (particles being influenced by the surrounding fluid, the vice 
versa not being considered, i.e. the so-called “one-way” model). 
The underlying assumptions on which eq. (7) is based are a perfectly spherical shape of the solid 
particles and a very small value (<<1) of the particle to fluid system characteristic size ratio 
dRa /~  (where R~  is the solid particle radius). Moreover, the so-called particle relaxation 
(response) time must be much less than the characteristic time scales of the considered flow 
(Michaelides, 1997).  
The particle relaxation time () can be defined as: 
 

2~
9
2 R            (8) 
 
We introduce a very general characteristic flow time scale as: 
 

2d
flow             (9a) 
 
Other relevant time scales, however, must be considered taking into account the peculiarities of the 
specific flow considered (essentially its strength and unsteadiness). Indeed, the dynamics involves 
two scales which are determined by  and  and there is a priori no reason why they should be of 
the same order of magnitude These time scales read: 
 

 2            (9b) 
 
and 
 

d            (9c) 
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Non-dimensional parameters accounting for the relative importance of the particle relaxation time 
and these characteristic times, in turn, can be naturally defined (see Hjelmfelt and Mockros, 1966; 
Coimbra and Rangel, 2001) as :  
 
2
2 9
2 a
d
St             (10a) 
 
 )(2
1
92
2
StaSt          (10b) 
 
Re)(Re
9
2 2 Sta
d
St           (10c) 
 
The first appears expressly in eq. (7). The second (eq. (10b)) also deserves some specific attention 
given its role in determining the ability of particles to attain a synchronous behaviour with respect 
to the background oscillatory velocity field. 
Indeed, as illustrated by Simic-Stefani et al. (2006), the limit St 0 will represent the condition 
for which a fixed viewer would see particles ‘frozen’ in the flow field, the opposite limit St >>1, 
representing situations in which particle would lose the capability to follow any velocity change in 
the flow.  
To make eq. (7) valid, all these dimensionless parameters (St, St and St) must be sufficiently 
small (<<1). The following additional conditions must therefore be satisfied: 
 
St<<1            (11a) 
<<2/St           (11b) 
Re<<St-1           (11c) 
 
As for the case considered in the present work we consider St=10-4, the validity of eq. (11a) is 
implicitly guaranteed. Equation (11b), however, puts a constraint on the maximum non-dimensional 
frequency, which for the considered value of St has to be <2x104. Here, in particular, to be on a 
safe side the maximum  is fixed to =104. Another constraint restricting the range of admissible 
parameters comes from eq. (11c), which places a limit on the Reynolds number (Re<104). 
In addition to the above restrictions, however, conditions must be also satisfied for which the so-
called history term (the Basset force, given by the integral contribution in eq. (7)) can be neglected.  
The inclusion of this term in the model would make the particle equation non-explicit in the 
velocity or acceleration, leading to a cumbersome and computationally time-consuming numerical 
problem (intractable for the extensive number of particles considered in this work). 
Although the knowledge of the motion of solid particles in sinusoidally varying velocity fields 
seems to be still rather limited for high-Re flows, some useful information on the Basset force can 
be found in the existing literature for the case of relatively simple velocity fields. As an example, 
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interesting studies of particle dynamics under the effects of small sinusoidal fluctuations in the free-
stream velocity (i.e. harmonic background fluid velocity) are due to Lighthill (1954), Houghton 
(1961), Herringe (1977), Mei et al. (1991), Vojir and Michaelides (1994) and Coimbra and Rangel 
(2001). Other important investigations have dealt with the terminal velocity of a spherical particle 
in a vertically oscillating liquid (among them, it is worth mentioning Baird et al., 1967; Tunstall and 
Houghton, 1968 and Ikeda, 1989). For the case of particles undergoing a sinusoidal motion or 
subjected to vibrations in an otherwise quiescent fluid, we may cite Langbein (1991), Thomson et 
al. (1997) and Simic-Stefani et al. (2006). 
In the following we refer to the general criterion provided by Hjemfelt and Mockros (1966) for 
turbulent flows, by which the effect of the Basset term should be considered negligible when the 
Stokes number (all variants) satisfies the condition <2/91/23x10-1.  
An evaluation of St, St and St with the present choice of parameters (we assume =2) shows that 
these criteria are met with St=10-4, St1.6x10-1 and St 10-1 (assuming for  and Re the worst 
cases, i.e. their largest considered values =104 and Re=103, respectively).  
Accordingly, with the two-fold purpose to make the above requirements satisfied and explore a 
variety of dynamical regimes, we assume the following conditions for the numerical simulations: 
A=4, =2, St=10-4 and the following ranges of Re and , 0<Re103 and 10<104. 
 
3. The Numerical Method 
 
An extensive description of the numerical method used here to solve the incompressible Navier-
Stokes equations can be found, e.g., in Lappa (1997, 2018). This technique can essentially be seen 
as a spin-off of the Ladyzhenskaya (1969) inverse theorem of calculus, by which every vector field 
can always be mathematically represented as the superposition of a field with given curl 
(representing the flow ‘vorticity’ when the considered unknown vector is the fluid velocity) and 
divergence (measuring the ‘compressibility’ of the considered fluid phenomena). Such a theorem 
may be regarded as the mathematical basis of a series of techniques known as projection methods, 
where the constraints represented by the need to make the velocity field solenoidal (zero 
divergence) and let it develop the correct amount vorticity, are enforced separately. The latter 
requirement is indeed implemented through the solution of a simplified (‘intermediate’) version of 
the momentum equation where the presence of the pressure terms is neglected (these terms having 
no impact on the curl of the velocity field). The former is taken into account via the solution of an 
additional equation derived by assuming the physical velocity field to be a linear combination of the 
intermediate field and the pressure gradient and forcing it into the continuity equation (the solution 
of this equation provides indeed the missing pressure field that is finally used to ‘correct’ the 
velocity).       
In the present work, the above method has been implemented using an explicit-in-time approach 
with central differences and the QUICK scheme used for the discretization of the diffusive and 
convective terms, respectively. The particle transport equation has been integrated in time using a 
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forth-order accurate Runge-Kutta scheme (Atkinson, 1989). The resulting algorithm has been 
already tested and validated in earlier works of the present author by considering the interplay of 
particles with different types of convection, namely, thermogravitational, thermocapillary and 
thermovibrational flows (Lappa, 2013abc,2014ab, 2016ab, 2017, 2018) and even related hybrid 
states.  
 
 
3.1 Time-averaged and instantaneous effects 
 
In the present work, the additional time-averaged Eulerian velocity field ),( vuV , not provided 
directly by the implementation of the projection method described before, has been determined in a 
post-computation stage as 
 
dtVV  
/2
02
          (12a) 
 
with the related streamfunction   being obtained via solution of the equation: 
 
x
v
y
u


 2           (12b) 
 
The significance of these quantities can readily be illustrated by noting that if the balance equations 
governing fluid motion (Eqs. (1-3)) were linear, there would be no time-averaged effects as the 
average value in time of the forcing affecting the considered problem is zero, i.e. : 
 
 0)sin(Re
2
/2
0
 dtt

 at 2/1y        (13) 
 
The time-averaged velocity field can therefore be regarded as a consequence of the non-linear 
nature of the Navier-Stokes equations. The velocity field provided by the solution of eqs. (1-3) can 
be expressed accordingly as 'VVV   where V' is the fluctuating contribution emerging as a 
linear response to applied wall motion. The derived function   is also a useful quantity as one may 
argue that in the regions where  0, the system will display approximately a linear behaviour 
(direct proportionality between the forcing and the fluid velocity) with the non-linear effects being 
spatially localized in the regions where   attains relatively high values (which explains why in the 
following we will pay special attention to the patterning behavior of this function). 
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3.2 The Initial Conditions 
 
We consider an initial distribution of NrxN=5x103 spherical particles uniformly distributed over a 
circular region of non-dimensional radius r=0.3 (hereafter simply referred to collectively as the 
‘ball’ of initial conditions, with 50 particles along the radial direction and 100 particles along the 
azimuthal direction at any radial position). 
To filter out transient effects, such ball is introduced in the computation at the time t=t* at which 
the time-averaged fluid velocity defined by eq. (12) has reached steady conditions, i.e. 0/  tV  
(starting from this instant, time is redefined as *ttt   so to have 0t as the initial time). 
The key idea is to perform successive cycles of shear starting from 0t  over a given timeframe 
and measure the evolution of the shape of the cloud of particles at the end of each cycle (this 
approach being particularly advantageous for investigating the transition between reversible and 
irreversible dynamics). In particular, in the following we will classify the dynamics in the 
considered timeframe as: 
 
 Apparently stationary if particles do not display any appreciable (visible) motion. 
 Reversible if particle trajectories starting from the initial cloud end on it anyway and the 
cloud recovers periodically its initial spherical shape 
 Partially irreversible (or borderline) if the cloud of particles undergoes changes in shape as 
the number of performed cycles increases but the set of particles remains a cohesive entity 
for long times, maintaining a sharp boundary between its particle-filled interior and the clear 
fluid outside.  
 Irreversible if the motion of the particles is no longer deterministic and the ball is destroyed 
with the ensuing onset of completely chaotic dynamics. 
 
 
3.3 Validation 
 
The present algorithm for the solution of the Navier Stokes in the presence of moving top and 
bottom walls was validated through comparison with analogous results available in the literature 
(well-defined benchmarks). In particular we have considered the simulations performed for the 
classical two-sided lid-driven square cavity (case with antiparallel wall motion and constant 
imposed velocity) by Perumal and Dass (2008) and Karmakar and Pandit (2015) and a 
representative value of the Reynolds number (Re=103, see Figs. 2-3). 
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Figure 2: Streamlines for the classical two-sided lid-driven square cavity problem (A=1, Re=103: 
mesh 100x100, max=155.5). 
 
 
Table I: Position of the primary and secondary vortices for the two-sided lid-driven square cavity 
and Re=103: present mesh 100x100; *FDM results after Perumal and Dass (2008) (Finite Difference 
Method with a 129x129 grid) , *LBM results after Perumal and Dass (2008) (Lattice Boltzmann 
Method with a 257x257 grid), **Karmakar and Pandit (2015) (Finite Difference Method with 
compact 5-point stencil scheme). 
 
 
Source xcentervortex ycentervortex Xrightvortex Yrightvortex Xleftvortex Yleftvortex 
FDM*  0.5007 0.4981 0.9507 0.1319 0.0492 0.8663 
LBM* 0.5012 0.4982 0.9512 0.1326 0.0449 0.8609 
Compact 
Scheme** 
0.5000 0.5000 0.9583 0.1333 0.0417 0.8667 
Present 0.5002 0.4996 0.9503 0.1320 0.0449 0.8670 
 
 
 
As shown in Fig. 3, the present velocity profiles obtained with grids 100x100 and 200x200 are 
almost indistinguishable. Moreover, they are in excellent agreement with the results that Perumal 
and Dass (2008) obtained using two completely different numerical approaches (namely a finite 
difference method with a 129x129 mesh and a lattice boltzmann method with a 257x257 grid). The 
very good agreement also holds for the positions of the main and minor rolls present in the system, 
as witnessed by the data reported in Table I (the reader is also referred to the pattern in Fig. 2). 
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Figure 3: Velocity profiles for the classical two-sided lid-driven square cavity (Re=103): a) 
Horizontal velocity component as a function of y, b) Vertical velocity component as a function of x. 
 
With regard to the assessment of the inertial particle tracking method against other data in the 
literature, relevant information can be found in Lappa (2013c). Indeed, the kernels (subroutines) 
used to track inertial particles in the present work are the same already used in earlier studies by the 
present author. Their reliability was tested considering the dynamics of particles in situations 
relevant to the cases considered here, namely, oscillatory flow, flow driven by imposed motion 
along the external boundaries, motion of particles dominated by inertia and no particle interactions. 
This has been achieved via direct comparison with the results by Melnikov et al. (2011) for the 
same values of the Stokes number and density ratios considered in the present study, i.e. St=10-4 and 
2, and Re2500 (this information is not duplicated here as it can be found in Lappa, 2013c). The 
same subroutines were also used by Lappa (2014ab). Here we limit ourselves to recalling that 
solution of eq. (7) requires coupling between the CFD and particle tracking kernels, which in the 
aforementioned subroutines has been implemented on the basis of a linear interpolation approach 
(to determine the fluid velocity and related derivatives at the location of any trcked particle as a 
function of the corresponding values taken by V on the fixed nodes of the staggered grid). 
 
3.4 Grid Refinement Study 
 
The numerical approach has also been tested by checking its convergence under mesh refinement 
for the same conditions examined in Sect. 4 (A=4, antiparallel wall motion and imposed wall 
velocity varying sinusoidally in time).  
The identification of a relevant (representative) case for the grid refinement study has been based on 
relevant arguments and correlations available in the literature. Relevant information along these 
lines can be found, e.g., in the earlier investigations by Ilin and Morgulis (2012 and 2015), where it 
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has been shown that an oscillating flow of a viscous incompressible fluid between two solid walls 
produced by transverse vibrations of the walls generally produces boundary layers with non-
dimensional thickness scaling as   -1/2. However, one has also to take into account that,  
according to the classical boundary layer theory, the thickness of the boundary layer is expected to 
be inversely proportional to the square root of the Reynolds number (  Re-1/2, Prandtl, 1938). 
With these propaedeutical considerations in mind, we have decided to test the convergence of the 
algorithm under the most restrictive (challenging from a purely numerical point of view) possible 
conditions, namely, the highest values of the nondimensional frequency considered in the present 
work and the highest value of the Reynolds number (=103 and Re=103). For these conditions 
either the vibrational boundary layer or the classical viscous boundary layer (or eventually both) are 
expected to be present in the fluid domain (thinnest convective structures recognisable in the 
system).  
A grid refinement study also requires proper definition of “sensitive quantities” for the evaluation of 
percentage variations to be used to judge on the convergence process. In this regard, we have 
considered both “local” and global “quantities”, the former corresponding to the maximum value of 
the time-averaged velocity components along the x and y directions and the latter being the 
integrals of such quantities extended to the entire computational domain, namely: 
 
U u d

             (14a) 
V v d

             (14b) 
 
Table II: Maximum time averaged velocity components and related integral quantities as a function 
of the (uniform) mesh density (A=4, Re=1000, =1000, Q and Q  evaluated for t0.03 ). 
 
 
Mesh maxu  maxv  U  V  Q  Q  
25x100 185.5 151.6 19.5 34.7 3.67 3.67 
50x200 197.3 162.7 22.6 38.57 3.83 3.83 
75x300 203.1 168.3 23.6 39.4 3.84 3.84 
100x400 206.02 169.1 23.9 39.7 3.85 3.85 
150x600 207.9 170.8 24.2 39.9 3.85 3.85 
 
 
The evolution of all these quantities with the mesh density can be gathered from Table II, where it 
can clearly be seen that the percentage variation becomes smaller than 1% as soon as the resolution 
corresponding to the 75x300 (uniform) mesh is exceeded. Accordingly a mesh with 400 points 
along the x axis and 100 points along the y axis has been used for all the simulations.  
A similar analysis has been carried out to test the particle tracking algorithm sensitivity to the mesh. 
Following Lappa (2018) this assessment has been based on the evaluation of “global” parameters 
defined as   
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tot
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partpart
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um
Q part

  0            (15a) 
  
tot
u
partpart
M
um
Q part

  0            (15b) 
 
 2 /
02
Q Q dt
 

             (16a) 
 2 /
02
Q Q dt
 

             (16b) 
 
where upart is the velocity component of each particle in the horizontal (x direction) and mpart is its 
mass (the parameter totMQ
  may therefore be seen as a measure of the overall particle 
instantaneous positive or negative horizontal momentum in the entire computational domain). 
The results for a representative set of parameters (Re=1000, =1000, =2, St=10-4), summarized in 
Fig. 4, demonstrate that the resolution corresponding to the 100x400 mesh is sufficient to make the 
particle dynamics mesh-independent as well (all curves collapse on a single curve as soon as the 
75x300 resolution is exceeded; the same concept also applies to the corresponding time-averaged 
quantities defined by eq. (16), reported in Table II for the final cycle shown in Fig. 4). 
 
 
 
Figure 4: Parameters Q+ and Q- versus time for different grids (A=4, Re=1000, =1000, =2, 
St=10-4, initial conditions corresponding to NrxN=5x103 spherical particles uniformly distributed 
over a circular region of non-dimensional radius r=0.3). 
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4. Results 
 
Stresses within unsteady simple shear flows of suspensions of inertial (non-Brownian) spheres 
constrained to move in the velocity-gradient plane are calculated using the model and numerical 
methods described in Sect. 2. The considered unsteady flows include oscillatory flows with shear 
reversal of varying strain amplitude and frequency as indicated at the end of Sect. 2.3. The 
evolution of the flow in time is reported along with the corresponding solid-mass micro-structural 
development for all flow conditions. It is a long-time process during which small deviations of the 
particle’s trajectory from the streamlines of the instantaneous oscillatory flow accumulate until the 
behaviour becomes essentially non reversible. In the following we discuss a variety of results. All 
results are shown after a maximum of M=100 cycles of modulation.  
Given the theoretical background provided in the introduction and the stated intention of the present 
analysis to be a continuation (or an extension) of past studies on Stokesian dynamics to the case of 
Re>1, it is convenient to start the description of the results from the case Re=1 (ideally separating 
the regime of Stokesian dynamics from the high-Re case). 
 
 
 
Figure 5: Snapshot of time-averaged velocity field and particle distribution for Re=1 and =100 
after 100 cycles of modulation (apparently stationary dynamics).  
 
Related numerical results are shown in Fig. 5 for a value of the forcing frequency =100. It can be 
clearly seen that, as expected, in the absence of particle-to-particle interactions, the dynamics at low 
Reynolds number are fully reversible (the ball retains its initial perfect spherical shape at the end of 
any forcing cycle as time passes). Interestingly, the time-averaged flow for such conditions is very 
weak as witnessed by the very small values of the related streamfunction O(10-4). Such flow 
consists essentially of four small vortices located in the corners of the cavity. 
This case may be regarded as a trivial condition in which, when the fluid between the upper and 
lower walls is sheared by boundary motion that is subsequently reversed, then all fluid elements 
return almost perfectly to their starting positions. 
However, the dynamics dramatically change when the Reynolds number is increased to Re=10. The 
sequence of stages of evolution reported in Fig. 6 for =10 clearly indicates that the shape of the set 
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of particle (initially perfectly spherical) undergoes some distortion already after the first cycle of 
forcing (as evident in Fig. 6e). 
 
 
 
 
Figure 6: Snapshots of velocity field and particle distribution as a function of time during the first 
cycle of modulation for Re=10 and =10: a) t=1/5 b) t=2/5 c) t=3/5 d) t=4/5 e) 
t= 
 
 
When repeating the cycles of shear, the deformation becomes even more evident and the cloud of 
particles progressively disperses in the fluid (Fig. 7). The set of particles, however, remains a 
cohesive entity for long times, maintaining a sharp boundary between its particle-filled interior and 
the clear fluid outside. In particular, its shape displays initially (after 10 cycles) the formation of 
two cusp points, which then develop into two well-defined and distinct branches as time further 
increases. After 100 cycles of modulation, the distribution of particles is finally stretched in a 
relatively long filament which extends from one edge to the other (Fig. 7e). 
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Figure 7: Snapshots of time-averaged velocity field and particle distribution as a function of time 
for Re=10 and =10: a) M=10, b) 30, c) 50, d) 70, e) 90 (M is the number of modulation cycles 
performed)  (borderline dynamics).  
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Figure 8: Snapshot of time-averaged velocity field and particle distribution for Re=10 and =100 
after 100 cycles of modulation. 
 
An increase (one order of magnitude) in the applied angular frequency while retaining the earlier 
value of the Reynolds number (i.e. Re=10, =100), however, determines a significant change; 
although the final shape taken by the set of particles after 100 cycles of modulation displays some 
deformation with respect to its initial spherical configuration, the oscillatorily sheared distribution 
of particles still exhibits a very compact ordering (Fig. 8). 
This behaviour is retained if the angular frequency is further increased. Indeed for  =1000 the final 
shape of the ball is even more regular (Fig. 9). 
 
 
 
 
Figure 9: Snapshot of time-averaged velocity field and particle distribution for Re=10 and =1000 
after 100 cycles of modulation (apparently stationary dynamics). 
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Figure 10: Snapshots of time-averaged velocity field and particle distribution as a function of time 
for Re=100 and =10: a) M=1, b) 2, c) 5, d) 10 (M is the number of modulation cycles performed) 
(chaotic dynamics with particle spiralling motion). 
 
Figures 10-13 illustrate the dynamics for the same triplet of values of angular frequency considered 
for Re=10 (covering three orders of magnitude, =10, 100 and 1000) when the Reynolds number is 
increased by one order of magnitude, i.e. Re=100.  
It can be seen that for this value of the Reynolds number, even a relatively small frequency is 
sufficient to prevent the compact ordering of particles. Indeed, by inspection of Figure 10, the 
reader will realise that already after a single cycle of forcing the original symmetry and cohesive 
behaviour of the set of particles are lost. Rather particles seem to order along some curved branches 
giving the illusion of spiralling filaments extended over the entire cavity. The set of particles does 
not remains a cohesive entity for long times and the identification of  a sharp boundary between a 
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particle-filled area and a clear fluid outside is no longer possible. Such structures seem to be 
uncorrelated from the underlying time-averaged velocity field shown on the background.  
An increase in frequency (see Figs. 11 and 12 where Re=100 and =100), however, leads to 
particle segregation phenomena similar to those already described for Re=10 and =10 (in 
particular, Fig. 11 shows the evolution over the first cycle of modulation, where it can be seen that 
for this value of frequency the system recovers some reversibility with respect to the dynamics seen 
for =10). 
 
 
 
Figure 11: Snapshots of velocity field and particle distribution as a function of time during the first 
cycle of modulation for Re=100 and =100: a) t=1/5 b) t=2/5 c) t=3/5 d) t=4/5 e) 
t=
 
 
Figure 12 shows the ensuing evolution as the number of performed cycles is increased. 
The shape of the boundary separating the particle region from the external particle-free fluid 
develops some cusp points, which later evolve into extended branches. As a minor difference with 
respect to the dynamics observed in Fig. 7, however, the final structure attained by the particles 
after 100 cycles of forcing does not resemble that of an elongated S-shaped set. Rather particles 
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tend to accumulate in proximity to the two moving boundaries while the core region of the cavity is 
progressively depleted as time passes.  
 
 
 
 
Figure 12: Snapshots of time-averaged velocity field and particle distribution as a function of time 
for Re=100 and =100: a) M=10, b) 30, c) 50, d) 70, e) 90 (M is the number of modulation cycles 
performed) – (borderline dynamics).  
 
 
For this case some clear relationship can be discerned between the morphological and topological 
path taken by the set of particles during its evolution and the structure (pattern) of the underlying 
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time-averaged velocity field shown on the background (the reader being also referred to the similar 
dynamics reported in Fig. 7).  
Apparently, particles moving towards the corners ‘feel’ the presence of the vortices located there 
being captured by their streamlines and/or being subjected to the ‘compressibility’ effects described 
in the introduction (their trajectory departing from the path that would ideally be taken by mass-less 
and point tracers due to centrifugal effects). 
 
    
 
 
Figure 13: Snapshot of time-averaged velocity field and particle distribution for Re=100 and  
=1000 after 100 cycles of modulation (apparently stationary dynamics). 
 
An increase in  (to =1000) leads to a recovery of reversible dynamics (Fig. 13). 
 
 
 
 
Figure 14: Snapshot of time-averaged velocity field and particle distribution for Re=1000 and 
=100 after 1 cycle of modulation (chaotic dynamics). 
 
 
Figure 14 for Re=1000 and =100 shows again the same spiralling behaviours already discussed 
before for Re=100 and =10, which provides indirectly evidence for the existence of some 
recursion in the considered class of phenomena (the spiralling behaviour being apparently typical of 
situations where the order of magnitude of the angular frequency is smaller than that of the 
Reynolds number, i.e. O()<O(Re)). 
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When the angular frequency and the Reynolds number have again the same order of magnitude and 
Re=1000 (Figs. 15), yet, as in the case Re=100 and =100 (Fig. 12), the numerical simulations 
seem to support the idea that in this case the time-averaged flow plays a crucial role in determining 
particle dynamics. 
 
 
 
 
Figure 15: Snapshots of time-averaged velocity field and particle distribution as a function of time 
for Re=1000 and =1000: a) m=10, b) 20, c) 30, d) 40, e) 50 (M is the number of modulation 
cycles performed)  (irreversible dynamics).  
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Indeed, Fig. 15 clearly proves that for such conditions the motion of particles is deeply influenced 
by  the streamlines of the time-averaged flow. Interestingly, for Re==103, the structure of the 
time-averaged flow is no longer symmetric like that seen for all preceding cases (with the four small 
vortices located in proximity to the corners). In this figure, indeed, the two vortices aligned along 
one of the two cavity diagonals (connecting opposite vertices of the rectangular domain) have size 
larger than that of the other two rolls. 
Moreover, notably, the distribution of particles is chaotic. This result is not completely unexpected; 
in general, in fact, the dynamics of a small, but finite-size, spherical particle transported by a fluid 
flow obeying equations of motion that are inherently dissipative, can be chaotic even with a flow 
field that is simply time periodic (in the present case, as explained in Sect. 3.1, it is simply given by 
the sum of the steady time-averaged flow shown on the background of Fig. 15 and the instantaneous 
departures from such a steady flow experienced during each cycle of modulation by the fluid due to 
the applied forcing). 
For Re=1000, =10000, finally the same behaviour already observed for Re=100 and =1000 is 
recovered (Fig. 16), which fully supports our earlier arguments about the fundamental role played 
by the ratio Re/ in determining the main properties of the system response to the application of 
forcing. 
 
 
 
Figure 16: Snapshot of time-averaged velocity field and particle distribution for Re=1000 and 
=10000 after 100 cycles of modulation (apparently stationary dynamics; for this specific case a 
mesh 300x1200 has been used to obtain a grid-independent solution). 
 
5. Discussion & Conclusions 
 
It needs no demonstration that if the cloud of particles does not reconstitute identically at the end of 
each cycle of shear, but instead progressively expands and/or undergoes some change in shape, a 
contribution to the particle velocity with non-zero average value in time must enter the dynamics 
somewhere. Indeed, these concepts are known since the original works by Herringe (1977) and 
Ikeda (1989), who focused on the settling or rising behaviours of a single spherical particle in an 
oscillating fluid (by imposing combined vertical and/or horizontal oscillations on a liquid, these 
authors could control particle mean motion allowing particles either to fall with a decreased velocity 
or even to rise against gravity). 
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In the present study, however, we have shown (see Figs. 5-16) that the extent of irreversibility in the 
particle dynamics strongly correlates with the ratio of the Reynolds number to the non-dimensional 
frequency.  
In the following, we will show how, in order to understand the origin of such a correlation and 
improve our knowledge of the related underlying cause-and-effect relationships, it is convenient to 
concentrate on the typical characteristic lengths involved in the considered phenomena, these 
being: 
 
1) The space that the generic particle located on the initial ball has to travel in order to reach 
the regions where time-averaged convection is significant and can therefore have an impact 
on its velocity; 
2) The space effectively covered by a particle during half of an oscillation period (before the 
velocity of the lid changes sign and the particle tends to be moved back towards its initial 
location).  
 
Because, as we have seen in Figs. 5, 7-10 and 12-16, rolls of steady time-averaged convection are 
located in proximity to the lateral walls, the former characteristic length may be assumed to be 
approximately half of the system extension along the horizontal direction, i.e.  /2.  
Given its definition, the latter characteristic (dimensional) length will obviously depend on the 
amplitude and frequency of velocity at the two moving boundaries. We may assume it to be given 
by the time integral: 
 
  

 
 2)cos()sin( /0/
0


tdtt         (17) 
 
Therefore, the condition by which a particle subjected to oscillatory shear can effectively reach one 
of the two extremities of the cavities and be influenced there by strong steady convection (particles 
being captured directly by the corner vortices and/or being subjected there to the related centrifugal 
effects) can be expressed as: 
 

 2
2
             (18) 
 
which, recalling the non-dimensional quantities defined in Sect 2. can be also recast in condensed 
form as: 
 
4
Re A             (19) 
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where A is the aspect ratio (A=4 in our case). From this relationship it can be argued that for A=4 a 
generic particle will reach the lateral regions if Re>, the condition Re= representing a limit 
(transition) situation. By providing at the same time an excellent correlation of numerical results on 
the one hand, and a relatively simple physical interpretation of observed behaviour on the other 
hand, equation (19) may be regarded as an additional limit condition to be considered for 
separating reversible and irreversible dynamics in the space of parameters. 
 
On the basis of the present study, the following conclusions can therefore be drawn: 
 
 A minimal model was developed to inquire specifically about the role of non-linear 
convective effects in determining the departure from reversible and deterministic dynamics 
of a system of solid particles suspended in a fluid and subjected to periodic shear reversal. 
 To isolate this problem with respect to earlier studies and theories available in the limit as 
dissipation dominates and inertia can be ignored, we have not considered inter-particle 
forces. 
 We have found that three conditions combine essentially in determining the system 
dynamics and its apparently deterministic or chaotic behaviour over a given time horizon: 
 
1. The set of particles can be expected to deform while remaining a cohesive entity over the 
considered initial timeframe if the time-averaged displacement of the generic particle over 
the considered time is orders of magnitude smaller than the instantaneous displacements 
(which, as witnessed by the small values of max reported in the figure captions generally 
happens for O()O(Re)).  
2. By contrast, a quick dispersion of particles (spiralling behaviour) is obtained when the time-
averaged and instantaneous displacements of the generic particle have a comparable order 
of magnitude (relatively high Re and smaller , this condition destroying almost 
immediately the initially ordered configuration, i.e. the ball). 
3. Furthermore, a precise threshold exists for the ratio of the velocity amplitude to frequency 
beyond which particles do not return to their starting configurations after one or more 
cycles. Instead, their displacements are influenced by the streamlines of the time-averaged 
fluid flow established in the cavity as a consequence of the non-linear nature of the 
governing Navier-Stokes equations and finite size of the fluid container.  
4. At relatively high values of Re and , instability phenomena affecting the structure and 
intensity of the time-averaged flow can determine transition to chaotic behaviour even for 
situations in which  O()=O(Re) (Re==103 in the present simulations).   
 
Future work shall be devoted to test the above principles in different conditions and expand the 
considered space of parameters by examining different values or ranges of the particle Stokes 
number and density ratio (including the case in which the particles have density smaller than the 
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external fluid). Moreover, companion studies may take into account the effect of gravity (expected 
to break the system symmetry with respect to the direction perpendicular to the moving walls, 
thereby producing significant alterations in the particle patterning behaviour). 
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