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I. Relationship between the transmission time and the DOS in a lossless system 
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, where U and V are unitary matrices. The DOS 
can then be calculated via the Wigner-Smith matrix 
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The transmission time for a multichannel system is 
 




 = ,  (S2) 
Since 
†t U V= and   is a real diagonal matrix,  
 arg det( ) arg det( ) arg det( )t U V= − .  (S3) 
U can be written as 
iHU e= since U is unitary, where H is a Hermitian matrix.
( )det( ) det( )iH iTr HU e e= = . Since ( )Tr H is a real number, the phase derivative of det( )U can 
be written as  
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Combining Eqs. (S1-S5) gives the transmission time in a quasi-1D system, 
 † †
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 = − + = , (S6) 
which is the summation of eigenchannel transmission times proposed in Ref. [1]. 
 
 
II. Determinant of the transmission matrix 
The Heidelberg model is built on the connection between the scattering process and the 
resonant modes of the system. Suppose the system supports M quasi-normal modes and is 
connected to its surroundings with N incoming and N outgoing channels. The coupling matrix 
is  1 2W W W= , where 1/2W  is an M N  matrix. Usually M N . The SM can be 
expressed as  [2,3] 
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Usually, the principal value integral is ignored  [2]. We assume the coupling matrix is 
independent of energy in the following derivation. 
Since 1 1 1 1( ) ( )n n n m m n n m n n n m m m n n n n mA B C B A B I C A B
− − − −
        + = +   [4,5], we find  
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where †
2 2inA E H i W W= − + . 
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The second equality makes use of Sylvester's determinant theorem 
det( ) det( )m m n n m n n m m nI A B I B A   + = + . 
The numerator of det( )t  can be simplified as follows: 
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To summarize, we obtain two expressions for det( )t : 
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We define the numerators of det( )t  as Y1//Y2 in the two expression above, 
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E is defined over the whole complex plane.  
2Y is ill-defined at the eigenvalues jt of the Hamiltonian of the closed system, inH . When 
inH  is Hermitian, the jt are real. 1Y  is the analytic continuation of 2Y , which is well-
defined at
jE t= . 
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   (S13) 
For every factor involving 𝑡𝑗 in the denominator of Eq. (S13), there must be 1N − factors 
involving 𝑠𝑖 in the numerator; otherwise, 2Y would diverge as E approaches 𝑡𝑗. However, 
1Y  indicates that E is well-defined along the entire real axis.  
Since the highest order of †
2 1det[ ( ) ]inW adj E H W− is ( 1)M N− and the highest order of 
det( )inE H− is M , the number of zeros of Eq. (S13) is ( 1) ( 1)M N M N M N− − − = − . 
We conclude that the numerator of det( )t  can be factorized as ( )iiY E = − , 
( )1 ~i M N= −  and   is the set difference between s and t,      = \s t . Equation (S12) 
























j is an eigenvalue of effH . 
 
 
III. Fano resonance in a double-mode system 
We consider a 1D sample [6] consisting of two crystals with different topologies shown in 
Fig. S1a. The system supports two topological edge modes of different symmetry. The even 
(odd) mode is symmetric (antisymmetric) relative to the horizontal central line. The field 
profiles obtained in COMSOL simulations at the frequencies of maximum excitation of these 
two modes for a wave injected from the left is shown in Fig. S1a.  
The variation of phase can be understood from the plot in Fig. S1b of the trajectory of the 
transmitted field in the complex plane in which the frequency is scanned through the entire 
range. Based on the biorthogonal basis of 𝐻eff, 𝐻eff|𝜓𝑛𝑟⟩ = (𝐸𝑛 − 𝑖
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− 1 is a unit circle 
with its center shifted one unit to the left of the origin in the complex plane. For a system 
with two modes, the total transmitted field is the superposition of the fields shown in Fig. 
S1b.  
In the system without loss, the phase jumps by -π phase at a frequency near 1.326 GHz due to 
the destructive interference between two modes (Fig. S1c). The trajectory of t in the medium 
without loss goes through the origin in Fig. S1b, at which the field vanishes. Away from the 
origin, the transmission time is a superposition of two Lorentzian lines. With the loss of 𝜖 =
11.7 − 0.005𝑖 for the scatters, the point of zero-transmission disappears, and the 
transmission time becomes negative near the frequency of zero-transmission in the unitary 
system. The broadening caused by loss is 𝛾 = 2.4 × 10−4 GHz; the zero is at the real value 
𝑍 = 1.3263 GHz. The spectrum of transmission time obtained in COMSOL simulations is 
well fit using this model with 𝜏𝑧 =
−𝛾
(𝐸−𝑅𝑒(𝑍))2+𝛾2
 shown in the pink dashed line in the right 
panel of Fig. S1d. The modes of the system are found by analyzing the transmission spectrum 
as the Fourier transform of the response to a pulse, via the harmonic inversion method [7,8], 
𝐶(𝑡) = ∑ 𝑑𝑛𝑒
−𝑖𝛺𝑛𝑡
𝑛 , where 𝛺𝑛 = 𝜔𝑛 − 𝑖
𝛤𝑛
2




FIG. S1. Double-mode system. (a) Structure of Ref. [6]. The dashed vertical line is the 
boundary between the two crystals. The height of the waveguide is 14.2 cm, and the length of 
each unit cell is 18.42 cm. The distance between the centers of the two rods within the unit 
cell of the left (right) crystal is 6.22 cm (12.2 cm). To excite the odd mode, the array of rods 
is shifted up 1.8 cm. The two field profiles shown are at 1.311 GHz and 1.324 GHz, where 
the even and odd mode dominates transmission, respectively. (b) Complex representation of 
the trajectory of the transmitted field for the unitary (blue, 𝜖 = 11.7) and lossy (yellow, 𝜖 =
11.7 − 0.005𝑖) sample. The right frame is a zoom-in of the left frame near the origin. The red 
dot indicates the origin. (c,d) Spectra of transmission and phase in the lossless and lossy 
systems are shown on the left. The corresponding spectra of transmission time are shown on 
the right. Based on the harmonic inversion of the spectrum of the transmitted field, the poles 
are 1.3244 − 7.73 × 10−5𝑖 GHz and 1.3112 − 4.98 × 10−4𝑖 GHz in (c). With loss, the 




IV. Interference between a single mode and a continuum  
The Heidelberg model only considers the contribution of resonances. But in systems in which 
waveguides are coupled along their length to localized modes, the transmission includes a 
direct path not associated with the resonances of the medium. We consider a spectral region 
in which transmission is due to a single isolated mode and a slowly varying background. 





− , where 1 2 a =  + + , 1  ( 2 ) 
is the linewidth due to the coupling of the mode to left (right) lead and a  is due to loss or 
gain and is positive (negative) when the system possesses loss (gain). Based on coupled-












b  represents the background field, and the second term on the right is the contribution of the 
resonance.   is the difference between the phases of the resonance and background, b  is 
the phase of background b . We focus on the rapid phase change due to the resonance and 




 contributes to the time delay. 
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is the sum of a term due to the mode 
p  and an additional term. The additional term is 
proportional to the strength of the loss or gain. We will show that the additional term is equal 
to z  in Eq. (3) of the main text.  
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When a 0 = , T  equals  . The resultant Fano resonance exhibits an abrupt phase jump 
of − . But, aside from this singularity, the phase derivative is still a sum of Lorentzian 
functions. The relative contribution of the term associated with the zero in Eq. (S14) can be 


















 + −  +
. To 
































 = − −

. Thus, 
2 2 2 21 2
a 1 22
4
| | ( )q
b
 











. q is the asymmetry factor of the Fano 












− , is 
close to the central frequency of the mode 0E . In this case, T 0  . This model of a simple 
system shows that the transmission time can be negative in systems with internal loss when 












V. Spectrum of the transmission time 
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Supplementary Note I shows that w T2 =  in a lossless system. This relation still holds in a 
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, where '/c ir t= −   [10]. The phase difference between 
reflection from two sides is then 0 or π depends on whether t  larger or smaller than 1. So 
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VI. Transmission and transmission time near a transmission zero 
We now examine the way the displacement of T-zeros in the complex frequency plane by 
absorption affects the transmission and transmission time in the billiard shown in Fig. 2. The 
quasi-normal modes of the system are found with use of the harmonic inversion method. The 
fit of a sum of modes to spectra of transmission and phase of the transmitted field in the lossy 
billiard is shown in Fig. S2a. The sum of Lorentzian lines associated with poles gives the 
spectrum of 
p  shown in Fig. S2b. This is not equal to the spectrum of transmission time, 
𝜏T = 𝑑𝜑/𝑑𝜔 since 𝜏z does not vanish in the presence of absorption. As was the case in the 
random quasi-1D sample, the narrow peak in z   at 𝑓 = 18.216 GHz shows that one of a pair 
of T-zeros is slightly above the real axis. The transmission zero can be brought to the real axis 
with additional loss. The position of the upper T-zero of the pair with 𝜁 = 0.0098 GHz in the 
lossless system is found from the peak in z . The decay rate that corresponds to 𝛾 = 𝜁 that 
is needed to bring the zero to the real axis in a system with unit real part of the index of 
refraction is 𝛾 = 𝜁 = 𝑓𝑛𝑖 =
𝑓Im( )
2
, or 3Im( ) 2 / 1.1 10f  − − = −  . 
Transmission spectra as the position of a T-zero crosses the real axis when additional loss is 
introduced is shown in the transmission spectra in Fig. S2c. Transmission decreases with 
increasing loss until it vanishes when the T-zero reaches the real axis. After that, transmission 
increases as the pair of zeros move down away from the real axis. The energy flow at the point 
of zero transmission for 
3Im( ) 1.1 10 −= −   is shown in Fig. S2d. The intensity in the outgoing 
lead vanishes. 
 
Fig. S2. We consider the structure in Fig. 2a with the x-coordinate of the center of the lowest 
disk at 2 cm. (a) The permittivity in the system of 
41 5 10 i −= −   is the same as in Fig. 2a. The 
blue and red curves are the transmission and phase, respectively. The results of COMSOL 
simulations are shown as the dots, while the fit using the modes found using the harmonic 
inversion method are shown as continuous curves. (b) Spectra of T , p and z . p  is the 
sum of Lorentzian lines of the modes extracted with use of harmonic inversion in (a). The 
spectrum of z  is obtained from the difference between T  and p . The peak of z  at 
18.216 GHz and 19.5 ns shows that one transmission zero is still above the real axis, while the 
two dips indicate that two real zeros in the lossless system are pushed below the real axis. (c) 
Transmission spectra for different values of loss. The right panel shows the imaginary part of 
the zero   for different values of Im( ) . One zero of the pair of zeros at frequency 18.216 
GHz hits the real axis for 
3Im( ) 1.1 10 −= −  . (d) Profiles of energy flow and field amplitude 
at the transmission zero. Unlike Fig.2a, this transmissionless mode is realized with additional 
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