Depicted are the correlation between x 2 and x 1 (upper left), y 2 and x 1 (upper right), x 2 and y 1 (lower left), and y 2 and y 1 (lower right). Errors are normalized to the root mean squared error in the data set (n=500 simulations). Pearson's r correlation measure can be interpreted as the slope of the linear regression line in the normalized scatter plot. Errors in x and errors in y were strongly anti-correlated, whereas no correlation between x 2 and y 1 or y 2 and x 1 were observed. N 1 =N 2 =10000, σ 2~0 .1. c) Pearson's correlation coefficient versus the average localization precision of the second fluorophore for different brightness of the second fluorophore (color). N 1 =10000. d) Correlation coefficient as a function of inter-fluorophore separation δ x2 . The correlation of x positions (upper left) showed a transition from anti-correlation to correlation at δ x2 ~ 2 and decayed for distances δ x2 >~6. The anti-correlation of y positions (lower right) decreased on the length scale of δ x2~4 . N 1 =N 2 =10000, σ 2~0 .1, s 1 =s 2 =1.5. 
Supplementary Theory & Methods

a. Pixelated Gaussian PSF
For the numerical calculation of the CRLB, we followed the work by Smith and colleagues who derived an analytical model function for the PSF starting from a two-dimensional Gaussian photon distribution (cf. equation S9) and then integrating over the finite pixel size (1). The resulting PSF is given by equation S27, where erf denotes the error function.
( ) ( 
For the derivation of the Fisher matrix for Poisson distributed data, we follow the procedure described in the Supplement of reference (1). The likelihood for observing a data set x under the assumption that the data originates from a Poisson process with mean values µ is given
The log likelihood thus results as
Because the right side of equation S3 depends on the parameters θ only through the model µ the terms not containing µ vanish upon differentiation. Inserting equation S3 into Eqn. S1
thus yields
In the last equality we made use of the fact that the expected value for the variance ( )
2
x µ µ − = of a Poisson distribution is equal to its mean value.
The likelihood for observing a data set
under the assumption that the data is normally distributed with mean values µ and standard deviations σ is given by ( )
The log likelihood thus is
As the right side of equation S7 depends on the parameters θ only through the model µ , 
The last equality takes advantage of the fact that the expectation of the square term ( ) 
The Fisher matrix is diagonal. The mean squared parameter errors thus simply result as the reciprocal of the diagonal elements,
The first result is that expected for Poisson data, those for the localization error in x and y agree with previous findings (2). 
The matrix is not diagonal and reveals that the background introduces an interdependence of the intensity and width of the PSF. The off-diagonal elements thus contribute to (some of) the diagonal elements of the inverse matrix such that we obtain for the mean squared parameter errors (after introducing the pixel size a to make the units correct, see reference (2)) ( The result for the localization error in x and y are still simply the reciprocal of the corresponding diagonal elements in the Fisher matrix and agree with the findings by Thompson (2) . The result for the intensity, however, is different due to the crosstalk between parameters.
Case 3: photon noise from other emitter. The noise arising from another emitter is described by ( βθ by the other emitter is described as a fraction β of the photons from the emitter that shall be localized. For obtaining analytical results, we assume that the width of PSFs is identical for both emitters. Entering equations S10 and S17 into equation S9, calculating the derivatives with respect to the image model parameters 
The matrix is diagonal when 0
x y δ δ = = . In general, the errors for the parameters result as ( s N β in analogy to the emitter noise itself. In this special case, a derivation analog to that described by Thompson (2) yields the same result.
However, if the other emitter has an offset, the Fisher matrix is not diagonal anymore and the reciprocal diagonal elements of the Fisher matrix are distinctly smaller than the diagonal elements of the inverse matrix. For example, when calculating the error for the localization in x from 2, 2 1 I , the bracketed term ends up in the denominator, which results in a distinctly shorter-ranged decay than the result given by equation S19.
In all these formulas, the effect of a pixelated detector is correctly accounted for by the substitution The derived CRLB for the isolated case of another fluorophore S19 only approaches the true lower bound for 2 1 N N → ∞ . Its linear combination with the lower bound for intrinsic shot noise severely underestimates the true bounds for intermediate emitter separations (see Figure  1b+c ). We thus sought for an empirical correction that yielded a better analytical description of the true behavior.
We considered the localization precision 1 ξ σ in the presence of another emitter that has an arbitrary offset. A simple linear combination of the bounds for the limiting cases yields The discrepancies were largest at intermediate distances and anisotropic for different directions of the shift/localization precision. They were largest when the second fluorophore was brighter than the first fluorophore. Unfortunately, not only the magnitude but also the spatial shape was dependent on the intensity ratio. Finding an appropriate function that describes this discrepancy is thus not trivial.
Motivated by the shape of the terms in equation S22, we tried to describe the difference by an additive term of the form: 
We then fitted equation S23 to the difference between CRLB and equation S22 over the range 0.1 10 β =  using , , , Together, equations S19-S22 can be combined into an empirical formula: 
The discrepancies between this equation S24 and the CRLB are shown in Figure S10 .
Figure S10. Remaining differences between equation S24 and the CRLB for three different intensity ratios. N 1 =10000, s 1 =s 2 =1.5 pixels, no homogeneous background.
The result was not satisfactory: the remaining differences were still larger than 10% for bright second fluorophores. We thus do not recommend using this formula, nor did we further try to find a better correction.
e. Error propagation as function of fluorophore overlap
The Fisher matrix entries vary over the region of interest (see Fig. S1 ) such that not all pixels contribute equally to the localization precision. The misplacement of the second fit mainly affects the intensity at the sides of the PSF and is proportional to the slope. The integrated overlap Θ from Fisher matrix entries of the first PSF with the gradient magnitude of the second PSF thus gives a measure for the correlation. We thus integrate the overlap of the Fisher matrix entry of the first PSF with the gradient magnitude of the second PSF over the whole region of interest: Here, the exponent is not just given by 2 but reflects a non-linear dependence of the overlap function. This factor was found empirically; it can be understood as a 'sharpening' for 
Maximum likelihood estimation a. Likelihood function for subtracted images
How can we do MLE with difference images? The difference image contains i) a signal which by definition was only present in one of the images, and ii) noise centered around zero from light sources that were present in both images.
The probability density function (PDF) of the signal is Poissonian
The PDF of the noise is also Poissonian but is shifted to zero mean This sum converges to a closed-form expression and yields a simple joint PDF ( ) We can compare this result to the case where the signal of the noise source has not been removed:
The only difference thus is that we need to "add" the subtracted signal to the detected photon counts x . One constraint that we need to ensure is that 0 noise x µ + ≥ because the Poisson distribution is not defined for negative numbers.
b. Global MLE of stepwise bleaching data
The MATLAB code accompanying this article exemplifies the use of MLE for the global fitting of simulated stepwise bleaching data (see Fig. 5 in the main text).
Supplementary Discussion
a. Comparison: error propagation in sequential fitting vs. added noise in image subtraction
For no background and full overlap, equation 2 in the main text describes the fundamental CRLB for the localization of fluorophore 1 in the presence of a second fluorophore with known parameters and intensity 2 N .
For simple image subtraction, the noise from the second fluorophore is doubled. The CRLB for the localization precision of the first fluorophore thus results as:
We thus find that image subtraction and sequential fitting in the described case can achieve the same localization precision. We conclude that both methods use the available information in a similar way.
b. Localization precision from difference images
Burnette and co-workers (5) introduced an image subtraction method called BaLM (blinking/bleaching assisted localization microscopy) and compared it with conventional PALM.
In the following, we analyze their experimental results using our theory. All references to figures refer to the original publication (5).
The authors used Alexa Fluor 488 labeled secondary antibodies for immunostaining of microtubules (MT). On average, between 2000…8000 photons were obtained from individual fluorophores in the subtracted images (see Fig. 1D ). This refers to a shot-noise limited localization precision of 1.7…3.4 nm (obtained from Eqn. S13 with a PSF width of s=2.5 resulting from the pixel size of 60 nm as used for BaLM). When we assume a homogeneous background of ~30 photons per pixel as typical in PALM, the typical localization precision lay between 2…6 nm.
From the analysis of the immunofluorescence-stained MTs imaged by BaLM the authors derived an average distance from the MT center of ~33 nm (Fig. 4D ) and a full width half maximum (FWHM) of line profiles gave ~64 nm (Fig. 3G) . From gold immunostainings and EM analysis they obtained an average distance of ~17 nm (Fig. 4D) ; assuming perfect localization in EM, 2x17=34 nm is thus essentially the MT width including the size of the antibodies. The BaLM-measured line profile is a convolution of the actual MT width with the localization precision; we thus may estimate the average localization precision of BaLM by deconvolution of the measured by the real MT width: (64 nm -34 nm)/2.3 = 13 nm. (The factor 2.3 comes from the relation FWHM = 2.3*precision, see above).
The average localization precision with BaLM was estimated as ~13 nm compared to the shot-noise limited localization precision of ~2.5 nm. The ~5-times lower precision with BaLM can be used to estimate how many fluorophores on average were present and 'on' within a diffraction limited spot. We therefore use the formula ( ) 
