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In this research, an autonomous control system for 
blimp navigation was developed using reinforcement 
learning algorithm. The aim of this research is to 
provide a blimp the capability to approach a goal 
position autonomously in an environment, where the 
dynamical models of the blimp and the environment 
are unknown. Webots™ Robotics Simulator (WRS) 
was used to simulate and evaluate the control strategy 
obtained through a one-step Q-learning method. The 
simulation data generated via WRS were then 
processed and analysed within MATLAB. The 
simulation results showed that the control policy 
acquired from Q-learning is much more effective 
compared to the traditional control methods. 
1 Introduction 
In recent years, research and development on autonomous 
blimps has shown a significant growth. New applications 
have been found in areas such as freight carriers, 
advertising, atmospheric monitoring, surveillance, 
transportation, military and scientific research, etc. 
Furthermore, the military has shown a special interest in 
adopting autonomous blimps for reconnaissance and 
surveillance missions. The development of an intelligent 
navigation control strategy is the core research issue for 
these applications. 
 
The blimp studied in this research was a test platform 
for the “2007 UAV Outback Challenge” organized by 
Australian Research Centre for Aerospace Automation 
(ARCAA). For this challenge, an intelligent control 
system needed to be developed to autonomously navigate 
the blimp to the target position. A reinforcement learning 
algorithm was proposed as the core for this blimp control 
system so as to acquire information from its environment 
and learn the best control policy through iterative 
learning. The developed control strategy neither requires a 
model of the blimp nor its environment, which presents a 
huge advantage over the traditional model-based control 
strategies in the same context where such models are 
difficult to acquire or are significantly time variant. 
 
This paper is organized as follows. Section 2 presents 
the related work on blimp control, and Section 3 
introduces the basic concept of the reinforcement 
learning. The Q-learning algorithm used in blimp control 
is described in Section 4, and the simulation results of the 
blimp continuous navigation tasks using Q-learning is 
presented and analysed in Section 5. Section 6 provides 
the conclusion and future work of this research. 
2 Related Work 
The control methods implemented on a many autonomous 
blimps have significantly improved in the last decade.  At 
the end of last century, blimp control was mainly based on 
manual operations, such as direct pilot control or manual 
radio control. Brett and his research group used a radio-
controlled blimp as a platform for microwave remote 
sensing in 2000 [Walkenhorst et al., 2000]. The semi-
autonomous blimp was developed as a low cost 
alternative for a radar system, which was used for 
archaeological and geological studies typically gathering 
information from aircraft or satellites. At the same time, 
Brandreth regarded the remote controlled blimp as an 
ideal platform for remote sensing in the maritime 
environment [Brandreth, 2000]. 
Imaged-based control is an important technique which 
makes it possible to change the control patterns from 
manual or semi-manual control to autonomous control. 
The earliest work on imaged based blimp control was 
presented by Zhang and Ostrowski in 1999 [Hong Zhang 
and Ostrowski, 1999]. Recently, other successful 
applications of image-based control on blimps were 
reported [Silveria et al., 2002] [Fukao et al., 2003]. 
Azinheira also implemented a visual servo controller for 
hovering, or station control, of an outdoor robotic airship 
[Azinheira et al., 2002]. All the image-based blimp 
control systems mentioned above rely on the information 
processed by computers on the ground station. Visual 
devices in these control systems are able to work fast 
enough to collect the flight information of the blimp in 
real time. 
With the development of more powerful and smaller 
sized microcomputers, it is now possible to handle the 
processing of significant volumes sensory data, such as 
visual interpretation for navigation and motion control 
onboard. In 2007, Rottmann and colleagues developed an 
onboard Linux operation system and device driver 
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interface on their autonomous blimp to apply intelligent 
control algorithms [Rottmann et al., 2007]. The total 
weight of this onboard controller was less than 200 grams. 
All the control tasks for this smart blimp were managed 
by the onboard microcontroller automatically without any 
human intervention. 
The control methods utilised on autonomous blimps 
have also been significantly improved as a natural 
consequence of the advancement of relevant new 
technologies. In particular, more advanced control 
theories have been adopted to address the issues in 
navigation control of the blimp, which is a nonlinear and 
under-actuated dynamic system. The concept of periodic 
blimp control was mentioned in 2001 by [Hong Zhang 
and Ostrowski, 2001]. Model Predictive Control was also 
proposed and developed to achieve good performance for 
autonomous blimp control [Fukushima et al., 2006] 
[Fukushima et al., 2006]. The Backstepping technique 
[Hygounenc and Soueres, 2002], [Beji et al., 2002] is a 
new attempt to deal with autonomous control in the 
environment with low perturbations. Inverse Optimal 
Tracking Control was also implemented for this under 
actuated system in an attempt to provide the autonomous 
blimp a stability margin which guarantees robustness with 
respect to the input uncertainties [Fukao et al., 2005]. 
Most of this related research is based on the analysis 
of the dynamic models of the blimp. Sergio has provided 
a thorough analysis of the dynamic modeling of a blimp, 
and has made a comprehensive description of the physical 
principles of general airship operation [Gomes and 
Ramos, 1998]. Ko, has alternatively used Gaussian 
processes and reinforcement learning to help find the 
dynamic model of an autonomous blimp in a single 
formulation [Ko et al., 2007]. 
The blimp navigation control methodologies 
employed in the previous work assumed time-invariant 
environment models, which are neither true or not 
applicable to an actual autonomous airship. Acquisition of 
behavioural skills of an expert human operator and their 
codification in an intelligent autonomous system is an 
important but rather challenging task. A systematic 
method to realize this process will greatly simplify the 
development, commissioning and maintenance of 
autonomous blimp systems. 
3   Reinforcement Learning 
Generally over prolonged periods the presence of 
feedback, in either either positive or negative forms, can 
ultimately help people obtain better solutions when they 
are dealing with an unknown environment. This 
experience and exportation ability is one kind of learning 
process, which provides critical judgments that bias 
appropriate decisions based on rewards or punishments 
mostly from personal experience. Interaction with the 
surrounding environment inturn provides the basic 
reinforcement for learning experiences which often leads 
to intuitions in a human. In a typical reinforcement 
learning process, the agent uses rewards or punishments 
from the environment to accommodate with an unknown 
circumstance and produce adaptive actions to it. 
The advantage of reinforcement learning is that it can 
be used to solve problems that occur in a complex 
environment which an agent has little information and 
knowledge about. Reinforcement learning will enable an 
agent to achieve good performance after an adequate 
training period, where most if not all available feedback 
from a range of learning process trials is utilised. Of 
course, this learning progress will only develop and adapt 
knowledge, such as control solutions, for a particular 
environment. The basic scenario in reinforcement learning 
is to provide an appropriate classification of rewards or 
punishments according to the result of each iteration 
episode. 
However, reinforcement learning can take significant 
time to complete all possible trials during the learning 
process. For this reason, the efficiency of learning is 
mostly influenced by the aspects of each learning 
iteration. More or less, there is no guarantee that the best 
solution, or skills, can be found after training for a long 
time. However, compared to classical control, 
reinforcement learning can provide a quicker response to 
the changes of the environment, because the current 
optimal control policy can be acquired by this algorithm 
after each episode. 
4   Q-learning algorithm in blimp control 
One of the most important breakthroughs in reinforcement 
learning was the development of an off-policy TD control 
algorithm known as Q-learning [Watkins and Dayan, 
1992]. The difference between on-policy TD algorithm 
and off-policy TD methods is in the learned action-value 
function. In particular, for an On-policy method, we must 
estimate ),( asQπ  for the current behaviour policy π  
and for all states S  and actions A . Such as in the State-
Action-Reward-State-Action (SARSA) learning methods 
which is an on-policy TD algorithm, we continually 
estimate πQ  for the behaviour policy π , and at the same 
time change π  toward a greediness condition with 
respect to the successor state. For any action-value 
function Q, the corresponding greedy policy is the one 
that deterministically chooses an action with maximal Q-
value, which can be noted as that in Equation 1. 
),(maxarg)( asQs
a
=π               (1) 
The simplest form of off-policy TD learning algorithm 
is the one-step Q-learning, defined by Equation 2. 
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            (2) 
In this notation, it can be seen that the learned 
action-value function, Q, directly approximates *Q  (the 
optimal action-value function), which is independent of 
the policy being followed. Learning in this way, the 
policy has an effect because it determines which state-
action pairs are visited and updated. This dramatically 
simplifies the analysis of the algorithm and enables early 
convergence. The requirement for correct convergence is 
that all pairs continue to be updated. This is a minimal 
requirement in the sense that any method guaranteed to 
find optimal behaviour in the general case must require it. 
A fundamental requirement for autonomous 
blimps is to achieve the goal of autonomous navigation. 
The height can be controlled separately form the 
navigation control, but it can be affected by the payload, 
physical structure and characteristics of a blimp envelope, 
as well as the thrusters (propellers) locations and the 
angles of rudders on the body.  The problems of height 
control for autonomous blimps has been widely studied in 
different implementations [Azinheira et al., 2002], 
[Kampke and Elfes, 2003], [Rottmann et al.,2007]. So 
here, the research focus is on the blimp autonomous 
navigation. The pitch and roll of the blimp have little 
effect on the turning motions of navigation tasks because 
blimp angular accelerations in X and Y (horizontal) axes 
are not able to provide sufficient thrust for yaw tuning 
during flight. The tail motor of the autonomous blimp 
accounts for the majority of the yaw turning moments, 
which in-turn directly impacts on the heading and thus the 
navigation of the blimp. Under these conditions, the 
control problem can be significantly simplified in 
converting it from 6 to 1 degree of freedom. 
In order to program for Q-learning, we need an 
equation that increases the Q-value when a reward is 
positive, decreases the value when it is negative, and 
holds the value at equilibrium when the Q-values are 
optimal. The equation utilised for this follows: 
)),(),()((),(),( 1 jaQjaQiRiaQiaQ −++← β  (3) 
• Q - a table of Q-values 
• a  - previous action 
• i   - previous state 
• j  - the new state that resulted from the previous 
   action 
• a1 - the action that will produce the maximum Q- 
      value 
• β  - the learning rate (between 0 and 1) 
• R  - the reward function 
Off-policy learning techniques are especially suitable 
for systems that include existing controllers, other 
behaviours or existing knowledge, in addition to the 
learning system. This advancement was developed from 
the classical reinforcement learning situation in which the 
learning system learns from scratch, interacting purely 
with its environment. 
To evaluate the reinforcement learning algorithm, a 
small model sized blimp was chosen to implement the 
autonomous navigation control system. The physical 
dimension of the body envelope of this small blimp is 1.4 
meters long and 0.75 meters in diameter. The gondola of 
the blimp is located under the middle of the main body 
envelope. At both sides of this gondola two main 
propellers are mounted as the main propulsion force. 
These two propellers are driven by 2 DC motors which 
are suitable for the limited indoor flight tests, and the 
angles of mounting position of these two propellers is 
fixed along a common shaft between them, which can be 
rotated to control the final thrust from both by a main 
servo in the gondola. The servo combined with main DC 
propellers is able to turn the propulsion force around the 
horizontal axes. The basic body structure of this blimp is 
shown in Figure 1. 
 
Figure 1: The blimp undergoing development tests. 
5    Simulation of Autonomous Blimp 
Webots is a three dimensional mobile robot simulator. It 
was originally developed as a research tool for 
investigating various control algorithms in mobile 
robotics. It contains a rapid prototyping tool allowing the 
user to create 3D virtual worlds with physics properties, 
such as mass repartition, joints, friction coefficients, etc. 
The user can add simple inert objects or active objects 
called mobile robots. Moreover, they can be equipped 
with any number of sensor and actuator devices, such as 
distance sensors, motor wheels, cameras, servos, touch 
sensors, grippers, emitters, receivers, etc. Webots contains 
a large number of robot models and controller program 
examples that help the users get started. A controller is an 
executable binary file which is used to control a robot 
described in a world file. 
Figure 2 shows the physical structure of the blimp 
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model in the virtual environment. The reference 
coordinate axes of the blimp body are indicated as red and 
blue lines in the figure. Here the X axis of the coordinate 
system is aligned with the blimp's heading direction and 
the Y axis is pointing to the side (Port and Starboard) of 
the blimp body. Some of the blimp flight simulation data, 
such as target difference, angular speed of turning, 
angular rotation acceleration, are referenced to this 
coordinate system. 
 
Figure 2: The body coordinate of the blimp in the virtual world. 
5.1 Blimp navigation tasks  
An initial simulation task that was chosen involved an 
indoor environment with slight disturbances of the air 
flow in order to test the learning and control performance 
of the autonomous navigation task from the original 
position to the target position. The goal of blimp 
navigation in this simulation is to search and turn to the 
direction of a moving target. The control strategy for this 
navigation task is broken down to two steps. The first step 
is to steer the heading of the blimp towards the goal 
direction by rotating the blimp at the original location. 
The second step is to approach the target position in a 
prismatic motion. 
During the simulation of blimp navigation, the 
independent control of position and orientation was 
implemented to test the performance of reinforcement 
learning. Four target positions were set up initially to 
evaluate the efficiency of the Q-learning algorithm in 
blimp navigation control. The heading of the blimp is 
required to turn to these 4 different target locations 
separately via Q-learning. In each trial, the blimp needs to 
discover the most appropriate actions for rotation and 
control its heading in order to face each new target 
position accurately without excessive oscillations. Figure 
3 shows the target positions and the initial setting of the 
blimp simulation environment. Targets A, B, C, and D are 
typical positions in I, II, III, and IV quadrants referencing 
to the blimp body coordinate frame. 
 
 
Figure 3: Initial set up of a four quadrant target trials. 
5.2 Simulation results of continuous Q-learning 
In the navigation control tasks, a blimp would often need 
to automatically seek and reach various new goal 
positions - such as in following a predefined flight plan. 
In order to simulate this procedure, different target 
positions were designed as a sequence of goal directions 
for blimp to achieve in one simulation test. In this blimp 
navigation test, the control strategy of the blimp turning is 
that of rotating the blimp heading to the first target 
position, and subsequently turning toward the second 
target orientation after achieving a stable orientation, for a 
specified number of iterations, of the former target. By 
repeating the above control procedures for the blimp a 
number of times, it can complete an exhaustive range of 
turning tasks in various directions at the same point in 
virtual world. This can assist the autonomous blimp to 
amass enough learning from various turning experiences 
to achieve correct goal orientations with a robust 
performance. Further, by combining linear forward 
(straight) motion, in certain iterations at stable states, the 
blimp is able to handle autonomous navigation tasks 
efficiently. 
Figure 4 presents the blimp turning results of 
orientation and angular difference in the simulation of 
autonomous navigation under the (long-time) continuous-
targets task. The sequence of target positions in the planar 
body coordinate frame are (16, -16), (-16, 16), and (16, -
16) again. 
The angular difference shown in Figure 4 provides 
details of turning motions. Three obvious short ranges 
with the value of zero can be readily observed along the 
red line in plot of angular difference. The average 
duration of these three periods of zero is approximately 
200 iterations, which represent stable stages in the blimp 
turning that was achieved after each new target position 
was given. When the blimp rotates towards each new goal 
direction, it will maintain this orientation for some 200 
iterations, before the next target is issued. The orientation 
plot of Figure 4 clearly reflects the same events. The red 
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line in the orientation plot represents first target potion 
(16, -16), and the blue line identifies the second target 
position (-16, 16). It can be seen that, after the initial 
learning phase, the blimp turns correctly to the first goal 
direction (3π/4), and subsequently moves to face the 
second goal (-π/4) after a suitable relearning process. 
 
Figure 4: Angular difference and Orientation in the learning of 
continuous turning. 
In Figure 5, the sequence of actions are displayed that 
have enabled the required learning for the blimp to realise 
the various goals (stable periods) of continuous turning 
tasks. Three stages of small actions (trimming control) 
around state number 3 can be readily identified in Figure 
5, which inturn match the noted performances in 
orientation and angular difference already mentioned. 
 
Figure 5: Sequence of the actions in the continuous turning. 
Another aspect of the Q-learning in this continuous 
turning task can be obtained from the  sequence of blimp 
states. As analysed in a similar previous manner, the 
stable stages of this learning process have been labelled in 
Figure 6. Here, the three stable regions correspond to the 
acquisition of the three target orientations previously 
discussed. The reference for stable states is represented as 
number 20 (marked in red). 
 
Figure 6: Sequence of the states for the continuous turning task. 
5.3 Learning performance: Q−value tables 
The main results to show the learning process in this 
simulation experiment is that of the Q-value tables. The 
values in the Q-table can be used to evaluate the learning 
efficiency of Q-learning exploration. These tables 
recorded the Q-values of all state-action pairs, and were 
updated after each Q-learning step. With the blimp 
simulation running, an exploration process within the Q-
learning algorithm is enabled, which is managed through 
the Q-value updating procedure for the Q-table. All of 
these Q-value tables are analysed with MATLAB based 
on the data records from Webots. 
 
Figure 7: Q-value surface plot of the restricted Q-learning. 
Figure 7 corresponds to the Q-value table produced 
after a small number of iterations. From this figure, it can 
be seen that most of the Q-values in this table are 0 (green 
coloured), which represents that none, or a very limited 
amount of value updating has occurred. That is to say the 
degree of learning at this stage is not sufficient, and that 
the exploration of the Q-learning has been, thus far, too 
limited. This is a very important characteristic in 
determining whether or not there is sufficient learning in 
the control system for more complicated flights, or 
indeed, more demanding environmental challenges during 
the blimp navigation tasks. 




Figure 8: Q-value surface plot of the extended Q-learning. 
Further results illustrated in Figure 8 provide another 
view of the Q-learning table. Here, a more extended 
number of Q-values have been updated during the leaning 
process. The maximum value of the Q-value in this figure 
reaches to approximately 3.7 rad., and the minimum value 
is around -4.8 rad. Both of these are in response to various 
different state-action pairs. The large difference between 
these two values indicates that the majority of the possible 
flight states have been visited by the Q-value updating 
mechanism. It can be seen from Figure 8 that the colour 
of most state-action pairs is modified from green (zero or 
few updates) to a range of other colours. Thus, this Q-
learning process is more exclusive than the previous 
example shown in Figurer 7. 
 
Figure 9: Results of Q-value tables with different iterations.  
In each of the blimp simulation tests, the initial values 
of all variables in the Q-value table were set to 0. As a 
result, the blimp agent nullified or removed the 
experience from previous learning. Through progressive 
updating of the Q-value tables, the blimp controller learns 
from the unknown environment through various rewards 
or punishments. However, the initial values of Q-table 
were not all zeros; the exploration of an optimal control 
policy in Q-learning would be disturbed, or delayed, by 
comparing these original values to the current 
environment experience. This observation can also be 
identified by the simulation results of the various Q-value 
tables. 
The greater the number of Q-learning iterations being 
experienced, the more extensive the exploration of the Q-
value tables becomes. The various views presented in 
Figure 9 demonstrate this. These results explain the 
relationship between the accuracy and the number of 
iterations (cost) of the learning. 
6 Conclusion and Future Work 
This paper investigated the issues of developing a Q-
learning algorithm for autonomous blimp navigation 
control in an unknown environment. Through the 
interaction with the environment during the flight, the Q-
learning algorithm is able to acquire the optimal control 
policy for the blimp. The autonomous blimp observes the 
effects of its actions and based on this observation learns 
to select the proper actions to reach to the target positions 
in the navigation task. This learning strategy is able to be 
applied in a wide range of problems, in which neither 
human intervention nor expert supervised knowledge are 
required, and therefore has a clear future potential in 
many areas, such as in economic, social and industrial 
applications. 
Some popular methods for improving Q-learning 
performance have not been applied in this work yet. 
Domain knowledge may be used to convert the 
parameters of the input states into measurements which 
are easier to learn from. The state-action space can be 
enlarged by further considering continuous action 
variables, which inturn would add further issues to the 
development of the Q-value function. This would be of 
value to explore in future work as a possible means to 
improve the rate of Q-learning. 
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