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1 Introduction
The fluid-structure interaction (FSI) systems are multi-physics systems that include a fluid and solid
component. They are everyday phenomena with a wide range of applications (see e.g. [2, 3, 26]
and references within). Equations that arise from modeling such phenomena are typically nonlinear
systems of partial differential equations with a moving boundary. The simplest model for the
structure is a rigid body. The position of the rigid body at any given time moment is determined
by two vectors describing the translation of the center of the mass and the rotation around the
center of the mass. Therefore the dynamics of the rigid body is described by a system of six
ordinary differential equations (Euler equations) describing the conservation of linear and angular
momentum. In this paper we consider the system where the rigid body moves in 3D container
filled with an incompressible Newtonian fluid. The fluid flow is governed by 3D incompressible
Navier-Stokes equations. The fluid domain is determined by the position of the rigid body, and the
Navier-Stokes equations are coupled with a system of Euler ODE’s via a dynamic and a kinematic
coupling condition. The dynamic coupling condition is just the balance of forces acting on the rigid
body. On the other hand, there are several possibilities for the kinematic coupling condition. The
no-slip condition, which postulates equality of the fluid and structure on the rigid body boundary,
is the most commonly used in the literature since it is the simplest to analyze and it is a physically
reasonable condition in most situations. However, in some situations, e.g. in close to contact
dynamics (see e.g. [18, 19]) or in the case of rough surfaces (see e.g. [5, 20, 24, 27]), the Navier’s
slip coupling condition may be more appropriate since it allows for the discontinuity of the velocity
in the tangential component on the rigid body boundary. In this paper we treat both cases.
The fluid-rigid body system has been extensively studied in the last twenty years and some
aspects of the well-posedness theory are now well established. The existence of the unique local-
in-time (or small data) solution is known in both two and three dimensions, and for both the slip
([1, 37]) and the no-slip ([9, 10, 17, 25, 35]) coupling. On the other hand, it is known that a
weak solution of Leray-Hopf type exists and is global in time or exists until the moment of contact
between the boundary of the container and the rigid body for the slip ([6, 18]) and the no-slip case
([8, 11, 14, 22, 30]). The question of the uniqueness of weak solution is still largely open. Even
for the classical case of the 3D Navier-Stokes equations, the uniqueness of the Leray-Hopf weak
solution is an outstanding open problem (see e.g. [15]). However, there are classical results of
weak-strong uniqueness type (see e.g. [15, 31, 36]) which state that the strong solution (defined in
an appropriate way) is unique in the larger class of weak solutions. For the Navier-Stokes equations
the weak solutions that satisfy Serrin’s conditions are regular ([32]). In this paper our goal is to
extend these classical weak-strong uniqueness type results to the case of a fluid-rigid body system
under the condition that the rigid body does not touch the boundary of the container. Namely, in
the case of contact it has been shown that weak solutions are not unique ([13, 34]) because there
are multiple ways of extending the solution after the contact.
There are not many uniqueness results in the context of weak solutions to FSI problems. The
principal difficulty is that different solutions are defined on different domains so classical techniques
do not apply. The uniqueness of weak solution for a fluid-rigid body system in the 2D case was
proven in [21] for the no-slip case and in [4] for the slip case. To the best of our knowledge,
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the only results of weak-strong uniqueness type in the context of FSI are [7, 12, 16]. In [12] the
authors studied a rigid body with a cavity filled with a fluid, while in [7] the requirement for strong
solution is higher, namely the time derivative and the second space derivatives of the fluid velocity
are in L2. In [16] the authors studied a rigid body with a cavity filled with a compressible fluid.
Based on relative entropy inequality the weak-strong uniqueness property is shown. Our result is a
generalization of these results, and also of the 2D uniqueness result.
The paper consists of three sections and an appendix. The first section is the Introduction, in
which we formulate the problem, give the literature review and state the main results. In the second
section we give the proof of the main result, while the technical results are stated and proved in the
Appendix. In the third section we extend the result to the case where the rigid body and the fluid
are coupled via the Navier’s slip condition.
1.1 Formulation of the problem
Let Ω ⊂ R3 be a bounded domain which represents a container containing a fluid and a rigid body,
and let S0 ⊂ Ω be a connected open set representing the rigid body at the initial time t = 0 with the
center of mass denoted by q0 ∈ Ω. The motion of the rigid body is fully described by two functions
q : [0, T ] → R3 and Q : [0, T ] → SO(3), where SO(3) is the 3D rotation group, representing the
position of the center of mass and the rotation around the center of mass at the time moment t,
respectively. More precisely, the trajectories of all points of the body are described by an orientation
preserving isometry
B(t,y) = q(t) +Q(t)(y − q(0)), y ∈ S0, t ∈ [0, T ], (1.1)
and at time t the body occupies the set
S(t) = {x ∈ R3 : x = B(t,y), y ∈ S0} = B(t, S0), t ∈ [0, T ]. (1.2)
The fluid domain at time t is defined by ΩF (t) = Ω \ S(t). Since the domain changes in time, we
introduce the following notation:
(0, T )× ΩF (t) =
⋃
t∈(0,T )
{t} × ΩF (t). (1.3)
The fluid flow is described by the incompressible Naiver-Stokes equations:
%F
(
∂tu + (u · ∇)u
)
= div (T(u, p)) ,
div u = 0
}
in (0, T )× ΩF (t), (1.4)
where u is the fluid velocity, %F is the fluid density, T = −pI + 2µDu is the fluid Cauchy stress
tensor, Du = 1
2
(
∇u + (∇u)T
)
is the deformation-rate tensor, p is the fluid pressure and µ > 0 is
the fluid velocity.
The Eulerian velocity of the rigid body is given by:
uS(t,x) := ∂tB(t,B
−1(t,x)) = a(t) + P(t)(x− q(t)) for all x ∈ S(t), (1.5)
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where a(t) ∈ R3 and P(t) are the translation and angular velocity satisfying
dq
dt
= a and
dQ
dt
QT = P in [0, T ] . (1.6)
The angular velocity P is a skew-symmetric matrix and therefore there exists a vector ω = ω(t) ∈
R3 such that
P(t)x = ω(t)× x, ∀x ∈ R3. (1.7)
The equations of motion for the rigid body follow from the Newton’s second law and are given
by
m d
2
dt2
q = fL,
d
dt
(Jω) = fT
}
in (0, T ), (1.8)
where m is the mass of the rigid body, fL and fT are the total force and torque acting on the rigid
body, respectively, and J is the inertial tensor defined as follows:
J =
∫
S(t)
%S(|x− q(t)|2I− (x− q(t))⊗ (x− q(t))) dx.
1.1.1 The coupling conditions
The fluid and the rigid body are coupled via dynamic and kinematic coupling condition. The
dynamic boundary condition is just the balance of forces and torques:
fL = −
∫
∂S(t)
T(u, p)n dγ(x), fT = −
∫
∂S(t)
(x− q(t))× T(u, p)n dγ(x), (1.9)
where n = n(t,x) is the unit interior normal on ∂S(t) at point x ∈ ∂S(t). For the kinematic
condition we will consider two different possibilities. The first one is the no-slip condition which
says that the fluid and the rigid body velocities are equal at the rigid body boundary:
u(t,x) = uS(t,x), x ∈ ∂S(t), t ∈ (0, T ). (1.10)
The other possibility is the Navier’s slip boundary condition which allows for the discontinuity of
the tangential component of the velocity along the interface:(
u(t,x)− uS(t,x)
) · n(t,x) = 0
β
(
uS(t,x)− u(t,x)
) · τ (t,x) = T(u(t,x))n(t,x) · τ (t,x)
}
x ∈ ∂S(t), t ∈ (0, T ), (1.11)
where β > 0 is the friction coefficient at ∂S(t), and τ is a unit tangent on ∂S(t). The system is
complemented with the no-slip boundary condition u = 0 on ∂Ω and the initial conditions. For
simplicity of notation, we assume %F = µ = m = 1 and %S is constant.
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To summarize, we consider the following fluid-rigid body interaction problem:
find (u, p,q,ω) such that
∂tu + (u · ∇)u = div (T(u, p)) ,
div u = 0
}
in
⋃
t∈(0,T ){t} × ΩF (t),
d2
dt2
q = − ∫
∂S(t)
T(u, p)n dγ(x),
d
dt
(Jω) = − ∫
∂S(t)
(x− q(t))× T(u, p)n dγ(x)
}
in (0, T ),
u = q′ + ω × (x− q), on ⋃t∈(0,T ){t} × ∂S(t),
u = 0 on ∂Ω,
u(0, .) = u0 in Ω, q(0) = q0, q
′(0) = a0, ω(0) = ω0.
(1.12)
The version of problem (1.12) where the no-slip condition (1.10) is replaced by the slip condition
(1.11) we will call problem (1.12)slip.
In order to state the main result of this paper, we need to define the notion of weak solutions
to the system (1.12). First we define a function space:
V (t) = {v ∈ H10 (Ω) : div v = 0, Dv = 0 in S(t)}. (1.13)
Remark 1.1 The condition Dv = 0 in S(t) is equivalent to the condition that v(t) is rigid on S(t),
i.e. there exist a(t),ω(t) ∈ R3 such that v(t,x) = a(t) + ω(t)× (x− q(t)), x ∈ S(t).
Definition 1.1 The couple (u,B) is a weak solution to the system (1.12) if the following conditions
are satisfied:
1) The function B(t, ·) : R3 → R3 is an orientation preserving isometry given by the formula
(1.1), which defines a time-dependent set S(t) = B(t, S). The isometry B is compatible with
u = uS on S(t) in the following sense: the rigid part of velocity u, denoted by uS, satisfy condition
(1.5), and q, Q are absolutely continuous on [0, T ] and satisfy (1.7).
2) The function u ∈ L2(0, T ;V (t)) ∩ L∞(0, T ;L2(Ω)) satisfies the integral equality∫ T
0
∫
Ω
{u · ∂tψ + (u⊗ u) : Dψ − 2Du : Dψ } dxdt
−
∫
Ω
u(T )ψ(T ) dx = −
∫
Ω
u0ψ(0) dx, (1.14)
which holds for any test function ψ ∈ H1(0, T ;V (t)).
3) The energy inequality
1
2
‖u(t)‖2L2(Ω) +
∫ t
0
∫
ΩF (τ)
|∇u|2 dx dτ ≤ 1
2
‖u0‖2L2(Ω).
holds for almost every t ∈ (0, T ).
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Remark 1.2 By using the standard cut-off argument (cf. [15], Lemma 2.1) it can be shown that
the second condition is equivalent to the following statement:
The function u ∈ L2(0, T ;V (t)) ∩ L∞(0, T ;L2(Ω)) satisfies the integral equality∫ T
0
∫
Ω
{u · ∂tψ + (u ⊗ u) : Dψ − 2Du : Dψ } dxdt = −
∫
Ω
u0ψ(0) dx, (1.15)
which holds for any test function ψ ∈ H1(0, T ;V (t)) satisfying ψ(T, ·) = 0.
Remark 1.3 The existence of weak solutions in sense of Definition 1.1 have been studied in [8, 11,
14, 22, 30]. Even though the concept of weak solutions in each of these works is defined in slightly
different context, for the case of the incompressible Navier-Stokes equations with constant density
all these definitions are equivalent. In [8, 22] the authors use the coordinate system which moves
with the rigid body. This formulation is equivalent to our formulation (Eulerian) by the change of
variables. Namely, since the displacement is rigid the change of variable is regular enough (W 1,∞
in time and smooth in space), the change of variable yield equivalent weak formulation. Concerning
regularity of test function, they can be taken to be smooth. Then weak formulation holds for all
test functions used Definition1.1 by standard density argument. In [11, 14] the position of the rigid
body is tracked via conservation of mass for the global density (which can be then generalized to the
compressible or variable density case). We defined current position of the rigid body explicitly via
isometry B. However, in the incompressible, constant density case these approaches are equivalent
(see e.g. Lemma A.7. in [6]. The 2D case is treated in [30].
The weak formulation of (1.12)slip is defined in Section 3. Now we can state the main result of this
paper.
Theorem 1.1 Let (u1,B1) and (u2,B2) be two weak solutions corresponding to the same data.
Assume that d(Si(t), ∂Ω) > δi, i = 1, 2, for some constants δi > 0. If u2 satisfies the following
condition:
u2 ∈ Lr(0, T ;Ls(Ω)) for some s, r such that 3
s
+
2
r
= 1, s ∈ (3,+∞] (1.16)
then
(u1,B1) = (u2,B2).
Remark 1.4 The condition (1.16) is called a Prodi-Serrin condition.
An analogous Theorem is also proven for (1.12)slip in Section 3. These results are generalizations
of the uniqueness results from [4, 7, 21]. Namely, in [7] an analogous result is proven, but with
a higher regularity assumption on u2 (u2 ∈ H1(0, T ;L2(Ω) ∩ L2(0, T ;H2(Ω))). In [21] and [4] the
2D problem was studied for the no-slip and slip case, respectively. The uniqueness result for the
2D case follows from Theorem 1.1 by interpolation in the same way as in the classical case of the
Navier-Stokes equations.
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The basic strategy of the proof of Theorem 1.1 is analogous to the Navier-Stokes (see e.g.
[15, 31]). However, there are considerable technical difficulties connected to the fact that the domain
of the fluid is not known apriori and therefore we have to compare solutions which are apriori given
on different domains. Another difficulty connected to the moving domain is the construction of an
appropriate regularization operator (in the time variable). Namely, since the domain is changing,
we cannot use the standard convolution operator. Finally, due to the change of variables we have
to work with the weak formulation that includes the pressure variable. It seems that the existence
of pressure connected to a weak solution of a fluid-rigid body system is missing from the literature.
Even though for the proof of the weak-strong uniqueness result it is enough to prove the local-in-
time existence of regular pressure (Proposition 2.2), we included the existence result for the pressure
associated to the weak formulation, Theorem 2.1, because we believe it might be of the independent
interest. The main technical tool is a non-local change of variable (see e.g. [17, 35]) based on the idea
from [23] which can be used to map the problem to a fixed domain and to construct an appropriate
regularization operator.
2 Proof of the main theorem
In this section we give the main steps of the proof of Theorem 1.1, while proofs of some technical
results are relegated to the Appendix. Let (ui,Bi), i = 1, 2, be weak solutions satisfying the
assumptions of Theorem 1.1, and let pi, ai, ωi be the pressure, the rigid body translation velocity
and the rigid body angular velocity connected to the solutions (ui,Bi). Then, by (1.5) the isometry
Bi, which defines the domain of the rigid body Si(t) = Bi(t, S0), is given by
Bi(t,y) = qi(t) +Qi(t)(y − q0),
where qi(t) = ai(t) and Q′i(t)QTi (t) = Pi(t) for the skew-symmetric Pi(t) associated with ωi(t) (see
(1.7)):
Pi(t)x = ωi(t)× x, ∀x ∈ R3.
We denote the fluid domain by ΩiF (t) = Ω \ Si(t).
In order to compare two solutions, we need to transfer them to the same domain (see Figure 2).
We follow the strategy from [7, 21] and use a local version of vector change of variable introduced
for the study of the Navier-Stokes equations in a non-cylindrical domain by Innoue and Wakimoto
[23]. The construction of the local change of variable is now standard in the study of fluid-rigid
body problems (see e.g. [17, 35]) so we omit it here and recall the basic facts in the Appendix,
Section A.1.
Let Xi, i = 1, 2 be the change of coordinates associated to the solution (ui, pi, ai,ωi) in the way
described in the Appendix A.1, and let us denote the corresponding inverse transformation by
Yi(t, ·) = Xi(t, ·)−1, i = 1, 2.
In the neighborhood of Si(t), i = 1, 2, the transformations are rigid:
Xi(t,y) = qi(t) +Qi(t)(y − q0), i = 1, 2
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Ω1F (t)
x1
S1(t)
X˜2
X˜1
Ω2F (t)
x2
S2(t)
Y1
X1
Y2
X2
ΩF
yS0
Figure 1: Change of coordinates
Yi(t,xi) = q0 +QTi (t)(xi − qi(t)), i = 1, 2
We define transformations X˜1 and X˜2 in the following way:
X˜1(t,x2) = X1(t,Y2(t,x2)),
X˜2(t, ·) = X˜1(t, ·)−1
In the neighborhood of Si(t) the transformations X˜i are also rigid and are therefore given by
the following expressions:
X˜1(t,x2) = q1(t) +QT (t)(x2 − q2(t)) in the neighborhood of S2(t),
X˜2(t,x1) = q2(t) +Q(t)(x1 − q1(t)) in the neighborhood of S1(t),
where Q = Q2QT1 .
Finally, we define the transformed solution of the second solution (u2, p2, a2,ω2):
U2(t,x1) = ∇X˜1(t, X˜2(t,x1))u2(t, X˜2(t,x1)),
P2(t,x1) = p2(t, X˜2(t,x1)),
A2(t) = QT (t)a2(t),
Ω2(t) = QT (t)ω2(t),
T (U2(t,y), P2(t,y)) = QT (t)T(Q(t)U2(t,y), P2(t,y))Q(t).
(2.1)
It is easy to see that this change of variable is a volume preserving diffeomorphism, hence the
transformed velocity satisfies the divergence-free condition (details can be found in Appendix A.1
or [23], Proposition 2.4.).
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2.1 Weak formulation of the transformed solution
The first step in the proof is to derive the weak formulation satisfied by the solution (U2, P2,A2,Ω2).
Since the transformed solution will depend on P2 because of (A.3), first we prove the existence
of the pressure attached to a weak solution defined in Definition 1.1. Such result is standard in the
theory of incompressible Navier-Stokes equations but is, to the best of our knowledge, missing from
the literature on fluid-rigid body systems.
Theorem 2.1 Let (u2,B2) be a weak solution to the system (1.12). Then, there exist functions p
2
0 ∈
L∞(0, T ;L2(Ω2F (t))) and p
2
1 ∈ L
3
4 (0, T ;L2(Ω2F (t))) such that for all ϕ ∈ H10 ((0, T ) × Ω) satisfying
Dϕ = 0 in S2(t), the following equality holds:∫ T
0
∫
Ω
u2 · ∂tϕ dx dτ +
∫ T
0
∫
Ω2F (τ)
{(u2 ⊗ u2) : ∇ϕ− ∇u2 : ∇ϕ} dx dτ
=
∫ T
0
∫
Ω2F (τ)
(
p20 div ∂tϕ− p21 divϕ
)
dx dτ.
(2.2)
Remark 2.1 Below we will write p2 = ∂tp
2
0 + p
2
1, where ∂tp
2
0 is the distributional derivative (with
respect to t) of p20. As in the Navier-Stokes case (see [33]), since Ω
2
F (t) is a Lipschitz domain we
have that p2 ∈ W−1,∞(0, T ;L2(Ω2F (t))).
We postpone the proof of Theorem 2.1 till Section 2.2 because in the proof we will use a similar
construction as the one used in the next proposition where we transform the weak formulation (2.2)
to the domain Ω1F (t) via the transformation X˜2. We emphasize that the proof of Theorem 2.1 does
not use Proposition 2.1 and the proof is postponed just for the presentational purposes. By (2.1)
we have:
U2(t,x1) = ∇X˜1(t, X˜2(t,x1)) u2(t, X˜2(t,x1)),
i.e.
u2(t,x2) = ∇X˜2(t, X˜1(t,x2)) U2(t, X˜1(t,x2)).
Since X˜1 ∈ W 1,∞(0, T ;C∞(Ω)), transformed velocity U2 belongs to L2(0, T ;V1(t))∩L∞(0, T ;L2(Ω))
and satisfy Prodi-Serrin condition.
Proposition 2.1 Let〈
F˜ (t),ψ
〉
=
〈
(L −∆)U2 +MU2 + N˜U2,ψ
〉
, ∀ψ ∈ H1(Ω1F (t)),
and
ω˜ × x = QTQ′x,
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where L, M, N˜ are linear operators corresponding to the terms defined by (A.14), (A.15) and
(A.16), respectively. Then, the transformed solution (U2,A2,Ω2) satisfies the equality∫ T
0
∫
Ω
U2 · ∂tψ dx1 dt+
∫ T
0
∫
Ω1F (t)
(
(u1 ⊗U2) : ∇ψT − ∇U2 : ∇ψ
)
dx1 dt
−
∫ T
0
∫
Ω1F (t)
(U2 − u1) · ∇U2 ·ψ dx1 dt
=
∫ T
0
〈F˜ (t),ψ(t)〉 dt+
〈
G˜P2,ψ
〉
+
∫ T
0
∫
S1(t)
ω˜ ×U2 ·ψ − u1 ×U2 ·ψω dx1 dt
(2.3)
for any test function ψ ∈ H10 (0, T ;V1(t)), i.e. ψ is rigid on S1(t):
ψ(t,x1) = ψh(t) +ψω × (x1 − q1(t)) for x1 ∈ S1(t).
Here G˜P2 is a bounded linear functional on H10 (0, T ;V1(t)) corresponding to the pressure.
Remark 2.2 In the definition of the operator F˜ , ie L, M, N˜ we use transformations X˜1 and X˜2
instead of Y and X, respectively.
Proof. Let ψ be a test function defined on the domain (0, T ) × Ω1F (t), i.e. ψ ∈ H1(0, T ;V1(t)).
Then, we can take the test function ϕ in (2.2) to be defined in the following way:
ϕ(t,x2) = ∇X˜1(t,x2)Tψ(t, X˜1(t,x2)).
Since X˜1 ∈ W 1,∞(0, T ;C∞(Ω)), ϕ belongs to H1(0, T ;V2(t)).
We now compute the transformation of all terms in the weak formulation (2.2) by using prop-
erties of the local change of variables. Here we present the main steps, while details are given in
Appendix, Section A.3.
The fluid time-derivative term.∫
Ω2F (τ)
u2 · ∂tϕ =
∫
Ω1F (τ)
(
U2 · ∂tψ −MU2 ·ψ +∇(U2 ·ψ) · ∂tX˜1
)
=
∫
Ω1F (τ)
(
U2 · ∂tψ −MU2 ·ψ + (u1 −U2) · ∇U2 ·ψ + (u1 −U2)⊗U2 : ∇ψT
)
, (2.4)
where M is the operator defined in (A.9). In the last equality we used ∂tX˜1 = u1 −U2 on ∂S1(t)
and div(∂tX˜1) = 0 (by construction of the transformation X˜2, see [17]).
Convective term.
u2 ⊗ u2 : ∇ϕ = U2 ⊗U2 : ∇ψT − N˜U2 ·ψ, (2.5)
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where N˜ is the operator defined in (A.8). Combining (2.4) and (2.5) we get the following expression
for the acceleration term:∫
Ω2F (τ)
u2 · ∂tϕ+ u2 ⊗ u2 : ∇ϕ dx2
=
∫
Ω1F (τ)
U2 · ∂tψ −MU2 ·ψ + (u1 −U2) · ∇U2 ·ψ
+ (u1 −U2)⊗U2 : ∇ψT + U2 ⊗U2 : ∇ψT − N˜U2 ·ψ dx1
=
∫
Ω1F (τ)
U2 · ∂tψ + (u1 −U2) · ∇U2 ·ψ + u1 ⊗U2 : ∇ψT (2.6)
− (MU2 + N˜U2) ·ψ dx1.
Pressure term. For the pressure term we define〈
G˜P2,ψ
〉
:= −
∫ T
0
∫
Ω2F (τ)
p2 · divϕ=
∫ T
0
∫
Ω2F (τ)
(
p20 · div ∂tϕ− p21 · divϕ
)
(2.7)
Since X˜1, X˜2 ∈ W 1,∞(0, T ;C∞(Ω)), and
ϕ 7→
∫ T
0
∫
Ω2F (τ)
p2 · divϕ
is a bounded linear functional on H10 (0, T ;V2(t)), it is easy to see that G˜P2 is a bounded linear
functional on H10 (0, T ;V1(t)).
Diffusive term. ∫
Ω2F (τ)
∇u2 : ∇ϕ = 〈LU2,ψ〉 , (2.8)
where
〈LU2,ψ〉 =
∫
Ω1F (τ)
(∑
ijk
gjk∂jU
2
i∂kψi −
∑
ijkl
gklΓjli∂kU
2
iψj
+
∑
ijkl
gklΓjliU
2
i∂kψj −
∑
ijklm
gklΓmli Γ
j
kmU
2
iψj
)
. (2.9)
By subtracting the Laplace operator from (2.9) we get
〈(L −∆)U2,ψ〉 =
∫
ΩF (τ)
∑
ijk
(gjk − δjk)∂jU2i∂kψi −
∫
ΩF (τ)
∑
ijkl
gklΓjli∂kU
2
iψj
+
∫
ΩF (τ)
∑
ijkl
gklΓjliU
2
i∂kψj −
∫
Ω1F (τ)
∑
ijklm
gklΓmli Γ
j
kmU
2
iψj.
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Rigid body terms: At the solid domain S2(t) we have
u2(t,x2) = Q(t) U2(t, X˜1(t,x2)),
ϕ(t,x2) = Q(t)ψ(t, X˜1(t,x2)),
which implies
u2 · ∂tϕ = QU2 · d
dt
(Qψ) = QU2 · (Q′ψ +Q∂tψ +Q∇ψ∂tX˜1)
= U2 ·QTQ′ψ + U2 · ∂tψ + U2 · ∇ψ∂tX˜1
= U2 · ω˜ ×ψ + U2 · ∂tψ + U2 · ∇ψ∂tX˜1.
Since ∂tX˜1 = u1 −U2 and ψ(t,x) is rigid, i.e.
ψ(t,x1) = ψh(t) +ψω(t)× (x1 − q1(t)) ⇒ ∇ψ x1 = ψω × x1,
it follows
u2 · ∂tϕ = U2 · ω˜ ×ψ + U2 · ∂tψ + U2 · (ψω × (u1 −U2))
= −ω˜ ×U2 ·ψ + U2 · ∂tψ + u1 ×U2 ·ψω −U2 ×U2 ·ψω︸ ︷︷ ︸
=0
. (2.10)

As in [7], the following two lemmas give us estimates for the additional terms in (2.3).
Lemma 2.1 For the vector ω˜ the following equality holds:
ω˜(t) = Ω2(t)− ω1(t), ∀t ∈ [0, T0].
Lemma 2.2 The following estimate holds:
‖F˜‖L2(0,T ;(H1(Ω1F (t))′)) ≤ C
(||a1 −A2||L2(0,T ) + ||ω1 −Ω2||L2(0,T )) ,
where C depends only on ‖U2‖L2(0,T ;H1(Ω1F (t))) and ‖U2‖L∞(0,T ;L2(ΩF (t))).
Proof.
As in [7], we get that
‖X˜2(t, .)− id‖W 3,∞(Ω1F (t)) ≤ C(‖a1 − a2‖L2(0,T ) + ‖ω1 − ω2‖L2(0,T )),
‖∂tX˜2(t, .)‖W 1,∞(Ω1F (t)) ≤ C(|a1(t)− a2(t)|+ |ω1(t)− ω2(t)|),
}
t ∈ [0, T ]. (2.11)
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and
‖gij(t)− δij‖W 1,∞(ΩF (t)) + ‖gij(t)− δij‖W 1,∞(ΩF (t)) + ‖Γkij(t)‖L∞(ΩF (t))
≤ C(‖a1 −A2‖L2(0,T ) + ‖ω1 −Ω2‖L2(0,T )), t ∈ [0, T ].
Now, for ψ ∈ H1(ΩF (τ)) we obtain the following estimates:
| 〈(L −∆)U2,ψ〉 | =
∣∣∣ ∫
ΩF (τ)
∑
ijk
(gjk − δjk)∂jU2i∂kψi −
∫
ΩF (τ)
∑
ijkl
gklΓjli∂kU
2
iψj
+
∫
ΩF (τ)
∑
ijkl
gklΓjliU
2
i∂kψj −
∫
ΩF (τ)
∑
ijklm
gklΓmli Γ
j
kmU
2
iψj
∣∣∣
≤ C(‖gij(t)− δij‖L∞(ΩF (τ)) + ‖Γkij(t)‖L∞(ΩF (τ)))‖U2‖H1(ΩF (τ))‖ψ‖H1(ΩF (τ))
≤ C(‖a1 −A2‖L2(0,T ) + ‖ω1 −Ω2‖L2(0,T ))‖U2‖H1(ΩF (τ))‖ψ‖H1(ΩF (τ)),
which are different from results in [7]. The other terms are the same as in [7].

2.2 Existence of an associated pressure - proof of Theorem 2.1
Since the pressure is defined only on the fluid domain, we decompose the test space in two parts
which correspond to the fluid part and the rigid body part. More precisely, we introduce the
following decomposition of the space V (t):
Lemma 2.3 Let V (t) be the function space defined by (1.13). Then
V (t) = H˜10,σ(S(t)) +W (S(t)),
where
H˜10,σ(S) = {ϕ0 ∈ H10 (Ω) : divϕ0 = 0 in Ω, ϕ0 = 0 in S },
W (S) = {ϕ ∈ H10 (Ω) : ϕ = Ext(a + ω × (x− q)) in S, for some a,ω ∈ R3 },
for the extension operator Ext described in Appendix A.1.
Proof. Let ϕ ∈ V (t). There exist a,ω ∈ R3 such that ϕ = a + ω × (x − q(t)) in S(t). Let
ϕa,ω ∈ H10 (Ω) be an extension of ϕ such that divϕa,ω = 0. The construction of such a function can
be found in [17], Section 3. It follows that ϕa,ω ∈ W (S(t)) and ϕ0 := ϕ−ϕa,ω ∈ H˜10,σ(S(t)) . 
Now we see that the equation (1.14) for u2 is equivalent to the following couple of equations:∫ T
0
∫
Ω
u2 · ∂tϕa,ω dx dt
+
∫ T
0
∫
Ω2F (t)
(
(u2 ⊗ u2) : ∇ϕa,ω − ∇u2 : ∇ϕa,ω
)
dx dt = 0 (2.12)
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for any test function ϕa,ω ∈ H10 (0, T ;W (S(t))), and∫ T
0
∫
Ω2F (t)
u2 · ∂tϕ0 dx dt
+
∫ T
0
∫
Ω2F (t)
(
(u2 ⊗ u2) : ∇ϕ0 − ∇u2 : ∇ϕ0
)
dx dt = 0, (2.13)
for any test function ϕ0 ∈ H10 (0, T ;H10,σ(S(t))).
We derive the pressure equation from (2.13). The construction of pressure will be divided into
the following steps:
1. Transform the equation to the fixed domain ΩF = Ω
2
F (0).
2. Construct the pressure on the fixed domain.
3. Transform the equation back to the domain Ω2F (t).
Step 1. Let ψ ∈ H1(0, T ;V (t)). We define U and ϕ such that
u2(t,x2) = ∇YT2 (t,x2) U(t,Y2(t,x2)),
ϕ(t,x2) = ∇X2(t,Y2(t,x2))ψ(t,Y2(t,x2)),
where X2,Y2 are coordinate transformations defined in Section 2.1. Note that the transformation
of the velocity does not preserve divergence, but the transformation of the test function does.
By similar calculation as in Section 2.1, we get∫
Ω2F (t)
u2 · ∂tϕ dx2 =
∫
ΩF
(
U · ∂tψ +∇(U ·ψ) · ∂tY2
)
dy −
〈
M̂U,ψ
〉
,
∫
Ω2F (t)
u2 ⊗ u2 : ∇ϕ dx2 =
∫
ΩF
∇Y2∇YT2 (U⊗U) : ∇ψT dy +
〈
N̂U,ψ
〉
,∫
Ω2F (t)
∇u2 : ∇ϕ dx2 =
〈
L̂U,ψ
〉
,
where M̂, N̂ and L̂ are functionals defined by〈
M̂U,ψ
〉
:=
∫
ΩF
(∇U∂tY2 +∇XT2 ∂t∇YT2 U) ·ψ dy,
〈
N̂U,ψ
〉
:=
∫
ΩF
(∑
ijkl
Γjilg
klUjUkψi
)
dy,
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〈
L̂U,ψ
〉
:=
∫
ΩF
(∑
ijk
gjk∂jUi∂kψi +
∑
ijkl
Γjilg
kl∂kUjψi
−
∑
ijkl
Γjilg
klUj∂kψi −
∑
ijklm
Γmil Γ
j
kmg
klUjψi
)
dy.
where gij and Γjil are coefficients defined by (A.11) and (A.13), respectively, which depend on
transformations X2,Y2. The difference to the Section 2.1 is that we use transformation to the
fixed domain so we use different labels to emphasize the difference between transformed operators
M̂, N̂ , L̂ and M,N ,L.
Since ∂tY2 = −U in ∂S0, it follows∫
Ω2F (τ)
u2 · ∂tϕ+ u2 ⊗ u2 : ∇ϕ−∇u2 : ∇ϕ dx2
=
∫
ΩF
(
U · ∂tψ +∇(U ·ψ) · ∂tY2 +∇Y2∇YT2 (U⊗U) : ∇ψT
)
dy
−
〈
L̂U + M̂U− N̂U,ψ
〉
=
∫
ΩF
(
U · ∂tψ −U · ∇U ·ψ − (I−∇Y2∇YT2 )U⊗U : ∇ψT
)
dy
−
〈
L̂U + M̂U− N̂U,ψ
〉
.
Now we define 〈
F̂ (t),ψ
〉
=
〈
(L̂ −∆)U + M̂U− N̂U,ψ
〉
, ψ ∈ H10 (ΩF ),
where
〈∆U,ψ〉 =
∫
ΩF
∇U : ∇ψ =
∫
ΩF
∑
ijk
δjk∂jUi∂kψi.
Finally, we get the equation∫ T
0
∫
ΩF
U · ∂tψ dy dt−
∫ T
0
∫
ΩF
∇U : ∇ψ dy dt
−
∫ T
0
∫
ΩF
(
U · ∇U ·ψ + (I−∇Y2∇YT2 )U⊗U : ∇ψT
)
dy dt =
∫ T
0
〈F̂ (t),ψ(t)〉 dt, (2.14)
for all ψ ∈ H10 (0, T ;V (t)).
Step 2. On a fixed domain we can use the existing results on the existence of pressure. We use the
construction from ([28] Section 7.3.2.C or more generally Theorem 3 in Section 7.3.4).
By putting the test function ϑ(t)ψ(x) in the equation (2.14) we get∫ T
0
( 〈−U,ψ〉ΩF ϑ′ + 〈F,ψ〉ΩF ϑ) dt = 0 ∀ψ ∈ C∞0,σ(Ω),∀ϑ ∈ C∞0 (0, T ),
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where
〈F,ψ〉ΩF := 〈F̂ (t),ψ〉
+
∫
ΩF
(
U · ∇U ·ψ + (I−∇Y2∇YT2 )U⊗U : ∇ψT + ∇U : ∇ψ
)
dy.
It is easy to show that F ∈ L1(0, T ;W−1,20 (ΩF )). Therefore, Theorem 3 from [28] implies that there
exist functions p0 and p1 such that∫ T
0
( 〈−u, ∂tψ〉ΩF + 〈F,ψ〉ΩF ) dt = ∫ T
0
∫
ΩF
(− p0 div ∂tψ + p1 divψ) dx dt (2.15)
for all ψ ∈ C∞0 ((0, T )× ΩF ), i.e.∫ T
0
∫
ΩF
U · ∂tψ dy dt−
∫ T
0
∫
ΩF
(
U · ∇U ·ψ + (I−∇Y2∇YT2 )U⊗U : ∇ψT
)
dy dt
−
∫ T
0
∫
ΩF
∇U : ∇ψ dy dt =
∫ T
0
〈F̂ (t),ψ(t)〉 dt
+
∫ T
0
∫
ΩF
(
p0 div ∂tψ − p1 divψ) dx dt,
for all ψ ∈ C∞0 ((0, T )×ΩF ). More precisely, if ΩF is a Lipschitz domain, then p0 ∈ L∞(0, T ;L2(ΩF ))
and p1 ∈ L 43 (0, T ;L2(ΩF )) (see [28] Section 7.3.2.C and 7.3.2.E). Therefore, by density, the equation
above is true for all ψ ∈ H10 ((0, T )× ΩF ).
Step 3: Finally, we transform the equation back to the domain Ω2F (t) by using the same transfor-
mations as in Step 1:
U(t,y) = ∇X2(t,y)T u2(t,X2(t,y)),
ψ(t,y) = ∇Y2(t,X2(t,y))ϕ(t,X2(t,y)),
p2i (t,x2) = pi(t,Y2(t,x2)), i = 0, 1.
Since our transformation preserves the divergence (see [23]), i.e.
divyψ = divx2 ϕ,
it follows∫ T
0
∫
ΩF
(
p0 div ∂tψ − p1 divψ) dy dt =
∫ T
0
∫
Ω2F (t)
(
p20 div ∂tϕ− p21 divϕ) dx2 dt.
For the remaining terms, all calculations from the first step are the same, so we get∫ T
0
∫
Ω2F (t)
u2 · ∂tϕ dxdt+
∫ T
0
∫
Ω2F (t)
(
(u2 ⊗ u2) : ∇ϕ− ∇u2 : ∇ϕ
)
dxdt
=
∫ T
0
∫
Ω2F (t)
(
p20 div ∂tϕ− p21 divϕ), (2.16)
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for all ϕ ∈ H10 ((0, T )× Ω2F (t)).
By summing (2.12) and (2.16) we get it∫ T
0
∫
Ω
u2 · ∂tϕ dxdt+
∫ T
0
∫
Ω2F (t)
(
(u2 ⊗ u2) : ∇ϕ− ∇u2 : ∇ϕ
)
dxdt
=
∫ T
0
∫
Ω2F (t)
(
p20 div ∂tϕ− p21 divϕ),
for all ϕ ∈ H10 ((0, T )× Ω) such that Dϕ = 0 na S2(t).
2.3 Regularization procedure
Since weak solutions are not regular enough to be used as a test functions, first we need to construct a
regularization in the time variable. The usual convolution is not applicable because the solutions are
defined on a moving domain. Therefore we again use the change of variable. A similar construction
can be found in [4]. Let X and Y be transformations described in Appendix A.1. First we define
the Lagrangian velocity:
u¯(t,y) = ∇Y(t,X(t,y)) u(t,X(t,y)).
Then we extend the function u¯ to the time interval (−∞,+∞):
u¯(t, ·) 7→

ξ(t)u¯(0, ·), t ≤ 0,
ξ(t)u¯(t, ·), 0 < t < T,
ξ(t)u¯(T, ·), t ≥ T,
(2.17)
where ξ ∈ C∞0 (R) is such that 0 ≤ ξ ≤ T and ξ ≡ 1 in an open neighbourhood of [0, T ].
Now, we define a regularization of u¯ (convolution in time) by
u¯h(t,y) =
∫ +∞
−∞
jh(t− s) u¯(s,y) ds, (2.18)
where jh ∈ C∞0 (R) is an even, positive function with support in (−h, h), and
∫ +∞
−∞ jh(s)ds = 1.
This is a divergence-free function defined on the Lagrangian domain. At the end, we transform
it back to the Eulerian domain:
uh(t,x) = ∇X(t,Y(t,x)) u¯h(t,Y(t,x)). (2.19)
This is again a divergence-free function and we will use it as a test function. Moreover, since
u¯h → u¯ in L2(H1)
(see Galdi[15], Lemma 2.5), it is easy to see that
uh → u in L2(H1).
Moreover, we will need the following version of the Reynolds transport theorem:
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Lemma 2.4 Let u,v ∈ L2(0, T ; H1(Ω(t))) such that u(t),v(t) ∈ L2(Ω(t)) for all t ∈ [0, T ], and
let X be the coordinate transformation from the fixed domain Ω to the time-dependent domain Ω(t)
described in Appendix A.1. Let uh denote the regularization defined by (2.17)-(2.19). Then, for all
t ∈ [0, T ],∫ t
0
∫
Ω(τ)
(
u · ∂tvh + v · ∂tuh
)
dx dτ
→ −
∫ t
0
∫
Ω(τ)
∇(v · u) · ∂tX dx dτ +
∫
ΩF (t)
v(t) · u(t) dx −
∫
ΩF
v(0) · u(0) dx, (2.20)
when h→ 0.
The proof is technical and we postpone it till Appendix A.2.
2.4 Regularity of pressure
For the proof of Theorem 1.1 we need to prove more regularity on pressure p2 in order to define
and estimate
〈
G˜P2,u1
〉
. Because of the structure of the operator G˜ it will be suffice prove the
local-in-time regularity of p2, i.e. the regularity of tp2.
First we present two auxiliary lemmas:
Lemma 2.5 Let u2 be a weak solution to the problem (1.12) satisfying Prodi-Serrin condition
(1.16). Then,
(u2 · ∇)u2 ∈ Lp(0, T ;Lq(Ω)), 1
q
=
1
2
+
1
s
,
1
p
=
1
2
+
1
r
.
Proof. Since u2 ∈ Lr(0, T ;Ls(Ω)),∇u2 ∈ L2(0, T ;L2(Ω)), 3s + 2r = 1 and s ∈ (3,∞], it follows from
Ho¨lder’s inequality that
‖u2 · ∇u2‖pLp(0,T ;Lq(Ω)) =
∫ T
0
(∫
Ω
|u2 · ∇u2|q dx2
) p
q
dt
≤
∫ T
0
(
‖u2‖qLs(Ω)‖∇u2‖qL2(Ω)
) p
q
dt ≤
∫ T
0
‖u2‖pLs(Ω)‖∇u2‖pL2(Ω) dt
≤ ‖u2‖pLr(0,T ;Ls(Ω))‖∇u2‖pL2(0,T ;L2(Ω)),
for
1
s
+
1
2
=
1
q
,
1
r
+
1
2
=
1
p
.

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Lemma 2.6 If u ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)), then
u ∈ Lp′(0, T ;Lq′(Ω)), 1
p′
+
1
p
= 1,
1
q′
+
1
q
= 1.
with the estimate
‖u‖Lp′ (0,T ;Lq′ (Ω)) ≤ C‖u‖αL∞(0,T ;L2(Ω))‖u‖1−αL2(0,T ;H1(Ω)), α = 1−
3
s
=
2
r
.
Proof. We have u ∈ L2(0, T ;L6(Ω)) ∩ L∞(0, T ;L2(Ω)) by the Sobolev inequality. Now, by the
interpolation inequality, we conclude
‖u‖p′
Lp′ (0,T ;Lq′ (Ω)) =
∫ T
0
‖u‖p′
Lq′ (Ω)dt ≤
∫ T
0
(
‖u‖αL2(Ω)‖u‖1−αL6(Ω)
)p′
dt
= ‖u‖αp′L∞(0,T ;L2(Ω))‖u‖(1−α)p
′
L2(0,T ;L6(Ω)),
for α = 1− 3
s
= 2
r
and
1
q′
=
α
2
+
1− α
6
=
1
2
− 1
s
= 1− 1
q
,
1
p′
=
1− α
2
=
1
2
− 1
r
= 1− 1
p
.

Proposition 2.2 Let (u2, p2) be a weak solution given by Theorem 2.1, and let u2 satisfy the Prodi-
Serrin condition. Then the following regularity result holds:
tu2 ∈ Lp(0, T ;W 2,q(Ω2F (t))), t∂tu2, t∇p2 ∈ Lp(0, T ;Lq(Ω2F (t))),
for 1
q
= 1
2
+ 1
s
, 1
p
= 1
2
+ 1
r
.
Proof.
The proof of Proposition 2.2 is analogous to the proof of [21, Proposition 3] and [4, Lemma 3].
The only difference is that we consider the 3D problem and therefore use the integrability of the
convective term given by Lemma 2.5. Therefore we will give a sketch of the proof without going
into details. The idea is to consider the following auxiliary system:
∂tv −∆v +∇p = g,
div v = 0
}
in
⋃
t∈(0,T ){t} × ΩF (t),
d
dt
a = − ∫
∂S(t)
T(v, p)n dγ(x) + g1,
d
dt
(Jω) = − ∫
∂S(t)
(x− q(t))× T(v, p)n dγ(x) + g2
}
in (0, T ),
v = a + ω × (x− q), on ⋃t∈(0,T ){t} × ∂S(t),
v = 0 on ∂Ω,
(2.21)
where g ∈ Lp(0, T ;Lq(Ω2F (t))), g1,g2 ∈ Lp(0, T ). Then we get the corresponding regularity result
which is given by the following lemma:
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Lemma 2.7 There exists a unique solution to the system (2.21) on [0, T ] with vanishing initial
data which satisfies
v ∈ Lp(0, T ;W 2,q(Ω2F (t))), ∂tv,∇p ∈ Lp(0, T ;Lq(Ω2F (t))).
The proof of Lemma 2.7 is analogous to the proof of [21, Lemma 4] and is based on result in [17].
First, by using changes of coordinates described in Appendix A.1, we transform the problem (2.21)
to the fixed domain
∂tv˜ −∆v˜ +∇p˜ = f˜ ,
div v˜ = 0
}
in (0, T )× ΩF ,
d
dt
a˜ = − ∫
∂S0
T (v˜, p˜)n dγ(y) + f˜1,
d
dt
(Jω˜) = − ∫
∂S0
y × T (v˜, p˜)n dγ(y) + f˜2
}
in (0, T ),
v˜ = a˜ + ω˜ × y, on (0, T )× ∂S0,
v˜ = 0 on ∂Ω,
where
f˜ = g˜ + (L −∆)v˜ −Mv˜ − (G −∇)v˜, f˜1 = QT1 g1 − ω˜ × a˜, f˜2 = QT1 g2,
g˜(t,y) = ∇Y2(t,X2(t,y))g(t,X2(t,y))
Then, we obtain the required regularity from the maximal regularity result [17, Theorem 4.1] by
using a fixed point procedure from [17, Sections 5-7]. [17, Theorem 4.1] is stated for an exterior
domain but still hold true for bounded domain (see [17, Section 7]).
Now, Proposition 2.2 is a consequence of Lemma 2.7 and the following:
1. Every strong solution of (2.21) is a weak solution of (2.21) (see [21, Lemma 5]).
2. The pair (tu2, tp2) is a weak solution of (2.21) with
g = u2 − t(u2 · ∇)u2∈ Lp(0, T ;Lq(Ω2F (t))),
g1 = a ∈ Lp(0, T ), g2 = ω ∈ Lp(0, T )
(see [21, Lemma 6]). The regularity of g,g1 and g2 follows from Lemma 2.5 and the fact that
a,ω ∈ L∞(0, T ).
3. A weak solution of (2.21) is unique (see [21, Lemma 8]).

The next step is to use the regularity result from Proposition 2.2 to estimate the difference
between the pressure terms.
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Lemma 2.8 Let P2 be the transformed pressure defined by (2.1)2 and G˜ the operator defined by
(2.7). Then, 〈
(G˜ − ∇)P2,ψ
〉
=
∫ T
0
∫
Ω1F (t)
(G −∇)P2 ·ψ dx1 dt (2.22)
for all ψ ∈ Lp′(0, T ;Lq′(Ω1F (t))), where G is an operator defined by (A.10). In addition, we have
estimate
‖(G −∇)P2‖Lp(0,T ;Lq(Ω1F (t)))
≤ C (||a1 −A2||L∞(0,T ) + ||ω1 −Ω2||L∞(0,T )) ‖t∇P2‖Lp(0,T ;Lq(Ω1F (t))). (2.23)
Proof. By Proposition 2.2, t∇p2 ∈ Lp(0, T ;Lq(Ω2F (t))), which implies that t∇P2 ∈ Lp(0, T ;Lq(Ω1F (t))),
so we can write〈
(G˜ − ∇)P2,ψ
〉
= −
∫ T
0
∫
Ω2F (t)
p2 · divϕ dx2 dt−
∫ T
0
∫
Ω1F (t)
∇P2 ·ψ dx1 dt
=
∫ T
0
∫
Ω2F (t)
∇p2 ·ϕ dx2 dt−
∫ T
0
∫
Ω1F (t)
∇P2 ·ψ dx1 dt
=
∫ T
0
∫
Ω1F (t)
∇X˜1∇X˜T1∇P2 ·ψ dx1 dt−
∫ T
0
∫
Ω1F (t)
∇P2 ·ψ dx1 dt
=
∫ T
0
∫
Ω1F (t)
(G −∇)P2 ·ψ dx1 dt
for all ϕ ∈ C∞0 ((0, T )× Ω2F (t)) and for ψ = ∇X˜T2ϕ.
By the construction of X˜1, it can be shown that∥∥∥∂tX˜1(t, ·)∥∥∥
W 1,∞(Ω1F (t))
≤ C(|a1(t)−A2(t)|+ |ω1(t)−Ω2(t)|), ∀t ∈ [0, T ]
(see [21, 7] and Appendix A.1) and then we get the following estimates:∥∥∥∥1t (∇X˜1∇X˜T1 − I)
∥∥∥∥
L∞(Ω1F (t))
≤
∥∥∥∇X˜1∥∥∥
L∞((0,T )×Ω1F (t))
∥∥∥∥1t (∇X˜T1 − I)
∥∥∥∥
L∞(Ω1F (t))
+
∥∥∥∥1t (∇X˜1 − I)
∥∥∥∥
L∞(Ω1F (t))
≤ C
∥∥∥∂t∇X˜1∥∥∥
L∞(Ω1F (t))
≤ C(|a1(t)−A2(t)|+ |ω1(t)−Ω2(t)|)
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Now, we have∫ T
0
∫
Ω1F (t)
∣∣∣(∇X˜1∇X˜T1 − I)∇P2 ·ψ∣∣∣
≤
∫ T
0
∫
Ω1F (t)
∣∣∣∣1t (∇X˜1∇X˜T1 − I)
∣∣∣∣ |t∇P2| |ψ|
≤ C
∫ T
0
(|a1(t)−A2(t)|+ |ω1(t)−Ω2(t)|) ‖t∇P2‖Lq(Ω1F (t)) ‖ψ‖Lq′ (Ω1F (t)) (2.24)
≤ C(‖a1 −A2‖L∞(0,T ) + ‖ω1 −Ω2‖L∞(0,T )) ‖t∇P2‖LpLq ‖ψ‖Lp′Lq′ ,
for all ψ ∈ C∞0 ((0, T )× Ω1F (t)). By a standard argument, we conclude that∫ T
0
∫
Ω1F (t)
(X˜1∇X˜T1 − I)∇P2 ·ψ dx1 dt
is well defined for all ψ ∈ Lp′(0, T ;Lq′(Ω1F (t))) and the estimate (2.23) holds. 
Remark 2.3 Following from Lemma 2.6 and the embedding H1((0, T )×Ω1F (t)) ↪→ L∞(0, T ;L2(Ω)),
identity (2.22) is true for all ψ ∈ H1(0, T ;V1(t)).
Remark 2.4 By taking the test function (1 − sgnε+(· − t))ψ for any fixed t ∈ (0, T ) and letting
ε→ 0, it can be shown that the transformed solution (U2, P2,A2,Ω2) satisfies the following equality:∫ t
0
∫
Ω
U2 · ∂tψ dx1 dτ +
∫ t
0
∫
Ω1F (τ)
(
(u1 ⊗U2) : ∇ψT − ∇U2 : ∇ψ
)
dx1 dτ
−
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 ·ψ dx1 dτ −
∫
Ω1F (t)
U2(t) ·ψ(t) dx1
=
∫ t
0
〈F (τ),ψ(τ)〉 dτ −
∫
ΩF
u0 ·ψ(0) dx1
+
∫ t
0
∫
S1(τ)
ω˜ ×U2 ·ψ − u1 ×U2 ·ψω dx1 dτ, (2.25)
for any test function ψ ∈ H1(0, T ;V1(t)), where
〈F (t),ψ〉 =
〈
(L −∆)U2 +MU2 + N˜U2 + (G −∇)P2,ψ
〉
, ∀ψ ∈ H1(Ω1F (t)).
Lemma 2.9 Let (u, a,ω) = (u1 −U2, a1 −A2,ω1 − Ω2) be the difference of two weak solutions.
Then the following estimate holds:∣∣∣∣∣
∫ t
0
∫
Ω1F (t)
(G −∇)P2 · u dx1 dτ
∣∣∣∣∣ ≤C
∫ t
0
(
‖t∇P2‖pLq(Ω1F (τ)) + 1
)
‖u(τ)‖2L2(Ω1F (τ)) dτ
+ ε
∫ t
0
‖∇u(τ)‖2L2(Ω1F (τ)) dτ
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for all ε > 0.
Proof. Lemma 2.6 and (2.24) imply the following estimates:∣∣∣∣∣
∫ t
0
∫
Ω1F (τ)
(G −∇)P2 · u dx1 dτ
∣∣∣∣∣
≤ C
∫ t
0
(|a1(τ)−A2(τ)|+ |ω1(τ)−Ω2(τ)|) ‖τ∇P2‖Lq(Ω1F (τ)) ‖u‖Lq′ (Ω1F (τ)) dτ
≤ C
∫ t
0
‖τ∇P2‖2−pLq(Ω1F (τ)) ‖u‖
2
Lq′ (Ω1F (τ))
+ ‖τ∇P2‖pLq(Ω1F (τ)) ‖u‖
2
L2(Ω1F (τ))
dτ.
The second equality follows from identity 2bµν ≤ b2αµ2 + b2(1−α)ν2. To estimate the first term we
use the interpolation (with α = 2
p′ =
3
s
) and the Young’s inequality∫ t
0
‖τ∇P2‖2−pLq(Ω1F (τ)) ‖u‖
2
Lq′ (Ω1F (τ))
dτ
≤ C
∫ t
0
‖τ∇P2‖2−pLq(Ω1F (τ)) ‖u‖
2(1−α)
L2(Ω1F (τ))
‖u‖2αH1(Ω1F (τ)) dτ
≤ C
∫ t
0
‖τ∇P2‖
2−p
1−α
Lq(Ω1F (τ))
‖u‖2L2(Ω1F (τ)) dτ + ε
∫ t
0
‖u‖2H1(Ω1F (τ)) dτ
= C
∫ t
0
‖τ∇P2‖pLq(Ω1F (τ)) ‖u‖
2
L2(Ω1F (τ))
dτ + ε
∫ t
0
‖u‖2H1(Ω1F (τ)) dτ
≤ C
∫ t
0
(
‖τ∇P2‖pLq(Ω1F (τ)) + 1
)
‖u‖2L2(Ω1F (τ)) dτ + ε
∫ t
0
‖∇u‖2L2(Ω1F (τ)) dτ.

2.5 Transformed Energy Type Equality
In this sub-section we prove an energy-type equality which is satisfied by the transformed solution:
Proposition 2.3 The transformed solution (U2, P2) satisfies the energy equality
1
2
‖U2(t)‖2L2(Ω) +
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 ·U2 dx1dτ
+
∫ t
0
∫
Ω1F (τ)
∇U2 : ∇U2 dx1dτ = −
∫ t
0
〈F (τ),U2(τ)〉 dτ + 1
2
‖u0‖2L2(Ω).
(2.26)
Before proving Proposition 2.3 we need the following lemma.
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Lemma 2.10 Let u ∈ Lr(0, T ;Ls(Ω(t))) and v,w ∈ L2(0, T ;H1(Ω(t))) such that v ∈ L∞(0, T ;L2(Ω(t))).
Then∣∣∣ ∫ T
0
∫
Ω(t)
v · ∇w · u
∣∣∣
≤ C
(∫ T
0
‖∇w‖2L2(Ω(t))
) 1
2
(∫ T
0
‖v‖2H1(Ω(t))
) n
2s
(∫ T
0
‖v‖2L2(Ω(t))‖u‖rLs(Ω(t))
) 1
r
,
where C depends only on n, r and s.
Proof. The proof of this lemma is standard and analogous to the proof for the cylindrical domain
(see e.g. [15], Lemma 4.1). Since we are working in a moving domain, we reproduce the argument
here for the convenience of the reader. By Ho¨lder’s inequality we get∣∣∣ ∫ T
0
∫
Ω(t)
v · ∇w · u
∣∣∣ ≤ C ∫ T
0
‖∇w‖L2(Ω(t))‖v‖Lp(Ω(t))‖u‖Ls(Ω(t))
≤ C
(∫ T
0
‖∇w‖2L2(Ω(t))
) 1
2
(∫ T
0
‖v‖2Lp(Ω(t))‖u‖2Ls(Ω(t))
) 1
2
, (2.27)
where
1
2
+
1
p
+
1
s
= 1
(
s ≥ n ⇒ 1
p
=
1
2
− 1
s
≥ 1
2
− 1
n
⇒ v ∈ Lp(Ω(t))
)
(2.28)
The interpolation inequality gives
‖v‖Lp(Ω(t)) ≤ C‖v‖αH1(Ω(t))‖v‖1−αL2(Ω(t)),
where
1
p
=
(
1
2
− 1
n
)
α +
1− α
2
=
1
2
− α
n
, 0 ≤ α ≤ 1,
and (2.28) implies that
α =
n
s
.
Now we estimate(∫ T
0
‖v‖2Lp(Ω(t))‖u‖2Ls(Ω(t))
) 1
2 ≤ C
(∫ T
0
‖v‖2αH1(Ω(t))‖v‖2(1−α)L2(Ω(t))‖u‖2Ls(Ω(t))
) 1
2
≤ C
(∫ T
0
‖v‖2H1(Ω(t))
)α
2
(∫ T
0
‖v‖2L2(Ω(t))‖u‖
2
1−α
Ls(Ω(t))
) 1−α
2
≤ C
(∫ T
0
‖v‖2H1(Ω(t))
) n
2s
(∫ T
0
‖v‖2L2(Ω(t))‖u‖
2s
s−n
Ls(Ω(t))
) s−n
2s
. (2.29)
Now (2.27) and (2.29) with
r =
2s
s− n ⇒
n
s
+
2
r
= 1
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give
∣∣∣ ∫ T
0
∫
Ω(t)
v · ∇w · u
∣∣∣ ≤ C(∫ T
0
‖∇w‖2L2(Ω(t))
) 1
2
(∫ T
0
‖v‖2H1(Ω(t))
) n
2s
(∫ T
0
‖v‖2L2(Ω(t))‖u‖rLs(Ω(t))
) 1
r
.

Proof of Proposition 2.3.
Applying the test function ψ = Uh2 in (2.25), we get∫ t
0
∫
Ω
U2 · ∂tUh2 dx dτ +
∫ t
0
∫
Ω1F (τ)
(
u1 ⊗U2 : ∇(Uh2)T − ∇U2 : ∇Uh2 ) dx dτ
−
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 ·Uh2 dx dτ −
∫
Ω
U2(t) ·Uh2(t) dx
= −
∫ t
0
〈F (τ),Uh2(τ)〉 dτ −
∫
Ω
u0 ·Uh2(0, ·) dx
+
∫ T
0
∫
S1(τ)
ω˜ ×U2 ·Uh2 − u1 ×U2 ·Ωh2 dx1 dt, (2.30)
where
Ωh2(t) =
∫ +∞
−∞
jh(t− s)Q1(t)QT1 (s)Ω2 ds.
Then Lemma 2.4, with u = v = U2, implies∫ t
0
∫
Ω1F (τ)
U2 · ∂tUh2
→− 1
2
∫ t
0
∫
Ω1F (τ)
∇(U2 ·U2) · u1 + 1
2
∫
Ω1F (t)
v(t) · u(t) − 1
2
∫
Ω1F
v(0) · u(0)
= −
∫ t
0
∫
Ω1F (τ)
u1 ⊗U2 : ∇(U2)T + 1
2
∫
Ω1F (t)
U2(t) ·U2(t) − 1
2
∫
ΩF
u0 · u0. (2.31)
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when h→ 0. On the solid domain S1(τ) we have∫ t
0
∫
S1(τ)
U2 · ∂tUh2
→− 1
2
∫ t
0
∫
S1(τ)
∇(U2 ·U2) · u1 + 1
2
∫
S1(t)
U2(t) ·U2(t) − 1
2
∫
S0
u0 · u0
= −
∫ t
0
∫
S1(τ)
(∇UT2 U2) · u1 +
1
2
∫
S1(t)
U2(t) ·U2(t) − 1
2
∫
S0
u0 · u0
=
∫ t
0
∫
S1(τ)
(Ω2 ×U2) · u1 + 1
2
∫
S1(t)
U2(t) ·U2(t) − 1
2
∫
S0
u0 · u0
= −
∫ t
0
∫
S1(τ)
(u1 ×U2) ·Ω2 + 1
2
∫
S1(t)
U2(t) ·U2(t) − 1
2
∫
S0
u0 · u0 (2.32)
when h→ 0, since
U2(t,x1) = A2(t) + Ω2(t)× (x1 − q1(t)) ⇒ ∇UT2 x = −Ω2 × x.
From above ((2.31),(2.32)) and using Lemmas 2.1, 2.2, 2.8 and 2.10 we can pass to the limit in all
terms in (2.30). We obtain
−
∫ t
0
∫
S1(τ)
u1 ×U2 ·Ω2 − 1
2
∫
Ω
U2(t) ·U2(t) −
∫ t
0
∫
Ω1F (τ)
∇U2 : ∇U2
−
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 ·U2 =
∫ t
0
〈F (τ),U2(τ)〉 dτ − 1
2
∫
Ω
u0 ·U2(0, ·) dx
+
∫ T
0
∫
S1(τ)
ω˜ ×U2 ·U2︸ ︷︷ ︸
=0
−u1 ×U2 ·Ω2. (2.33)

2.6 Closing the estimates
Now we have all ingredients to finish the proof by following the steps from the analogous proof in
the Navier-Stokes case, see e.g. [15]. Let us denote
(u, p, a,ω) = (u1 −U2, p1 − P2, a1 −A2,ω1 −Ω2).
Since u1 is a weak solution, it satisfies the energy inequality
1
2
‖u1(t)‖2L2(Ω) +
∫ t
0
∫
Ω1F (τ)
|∇u1|2 dx dτ ≤ 1
2
‖u0‖2L2(Ω). (2.34)
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From Proposition 2.3 it follows that the solution U2 satisfies the following energy-type equality:
1
2
‖U2(t)‖2L2(Ω) +
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 ·U2 dx dτ +
∫ t
0
∫
Ω1F (τ)
|∇u1|2 dx dτ
= −
∫ t
0
〈F (τ),U2(τ)〉 dτ + 1
2
‖u0‖2L2(Ω).
(2.35)
We take the test function Uh2 in the weak formulation for u1:
−
∫ t
0
∫
Ω
u1 · ∂tUh2 dx dτ +
∫ t
0
∫
Ω1F (τ)
(
u1 ⊗ u1 : ∇(Uh2)T − ∇u1 : ∇Uh2
)
dx dτ
+
∫
Ω
u1(t) ·Uh2(t) dx =
∫
Ω
u0 ·Uh2(0, ·) dx.
(2.36)
Then we take the test function uh1 in the weak formulation for U2 (2.25):
−
∫ t
0
∫
Ω
U2 · ∂tuh1 dx dτ −
∫ t
0
∫
Ω1F (τ)
(
u1 ⊗U2 : ∇(uh1)T − ∇U2 : ∇uh1
)
dx dτ
+
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 · uh1 dx dτ +
∫
Ω
U2(t) · uh1(t) dx
= −
∫ t
0
〈F (τ),uh1(τ)〉 dτ +
∫
Ω
u0 · uh1(0, ·) dx
−
∫ T
0
∫
S1(τ)
ω˜ ×U2 · uh1 − u1 ×U2 · ωh1 dx1 dt. (2.37)
Now (2.36) + (2.37) gives
−
∫ t
0
∫
Ω
(
U2 · ∂tuh1 + u1 · ∂tUh2
)
dx dτ
−
∫ t
0
∫
Ω1F (τ)
(
u1 ⊗U2 : ∇(uh1)T + u1 ⊗ u1 : ∇(Uh2)T
)
dx dτ
+
∫ t
0
∫
Ω1F (τ)
(∇U2 : ∇uh1 +∇u1 : ∇Uh2 ) dx dτ
+
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 · uh1 dx dτ +
∫
Ω
(
U2(t) · uh1(t) + u1(t) ·Uh2(t)
)
dx
= −
∫ t
0
〈F (τ),uh1(τ)〉 dτ +
∫
Ω
u0 · (uh1(0, ·) + Uh2(0, ·)) dx
−
∫ T
0
∫
S1(τ)
ω˜ ×U2 · uh1 − u1 ×U2 · ωh1 dx1 dt. (2.38)
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Let h→ 0. Lemma 2.4 implies∫ t
0
∫
Ω1F (τ)
(
U2 · ∂tuh1 + u1 · ∂tUh2
)
→−
∫ t
0
∫
Ω1F (τ)
∇(U2 · u1) · u1 +
∫
Ω1F (t)
U2(t) · u1(t) −
∫
Ω1F
u0 · u0
= −
∫ t
0
∫
Ω1F (τ)
(
u1 ⊗U2 : ∇(u1)T + u1 ⊗ u1 : ∇(U2)T
)
(2.39)
+
∫
Ω1F (t)
U2(t) · u1(t) −
∫
ΩF
u0 · u0
on the fluid domain, and∫ t
0
∫
S1(τ)
(
U2 · ∂tuh1 + u1 · ∂tUh2
)
→ −
∫ t
0
∫
S1(τ)
∇(U2 · u1) · u1 +
∫
S1(t)
U2(t) · u1(t) −
∫
S0
u0 · u0
= −
∫ t
0
∫
S1(τ)
(∇UT2 u1 +∇uT1 U2) · u1 +
∫
S1(t)
U2(t) · u1(t) −
∫
S0
u0 · u0
=
∫ t
0
∫
S1(τ)
(Ω2 × u1 + ω1 ×U2) · u1 +
∫
S1(t)
U2(t) · u1(t) −
∫
S0
u0 · u0
= −
∫ t
0
∫
S1(τ)
((u1 × u1)︸ ︷︷ ︸
=0
·Ω2 + (u1 ×U2) · ω1) (2.40)
+
∫
S1(t)
U2(t) · u1(t) −
∫
S0
u0 · u0
on the solid domain. From above, by using Lemmas 2.1, 2.2, 2.8 and 2.10, we get∫ t
0
∫
Ω1F (τ)
2∇u1 : ∇U2 dx dτ +
∫ t
0
∫
Ω1F (τ)
(U2 − u1) · ∇U2 · u1 dx dτ
+
∫
Ω
u1(t) ·U2(t) dτ = −
∫ t
0
〈F (τ),u1(τ)〉 dτ +
∫
Ω
|u0|2 dx
−
∫ T
0
∫
S1(τ)
ω˜ ×U2 · u1 dx1 dt. (2.41)
Now we take (2.34) + (2.35)− (2.41):
‖u(t)‖2L2(Ω) +
∫ t
0
∫
Ω1F (τ)
|∇u|2 dx dτ +
∫ t
0
∫
Ω1F (τ)
u · ∇U2 · u dx dτ
≤
∫ t
0
〈F (τ),u(τ)〉 dτ +
∫ T
0
∫
S1(τ)
ω˜ ×U2 · u dx1 dt.
(2.42)
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By integration by parts the last term on the left side of this identity is written as∫ t
0
∫
Ω1F (τ)
u · ∇U2 · u = −
∫ t
0
∫
Ω1F (t)
u · ∇u ·U2 (2.43)
and it can be estimated by using Lemma 2.10 (for v = w = u1 −U2 and u = U2):∣∣∣ ∫ T
0
∫
Ω1F (t)
u · ∇u ·U2
∣∣∣ ≤ C(∫ T
0
‖u‖2H1
)1− 1
r
(∫ T
0
‖u‖2L2‖U2‖rLs
) 1
r
≤ ε
∫ T
0
‖u‖2H1 + C
∫ T
0
‖u‖2L2‖U2‖rLs
≤ ε
∫ T
0
‖∇u‖2L2 + C
∫ T
0
‖u‖2L2(1 + ‖U2‖rLs).
The right-hand side of (2.42) can be estimated by using Lemmas 2.1, 2.2 and 2.9.
By putting all estimates together we conclude:
‖u(t)‖2L2(Ω) +
∫ t
0
∫
ΩF (τ)
|∇(u)|2
≤ C
∫ t
0
‖u(τ)‖2L2(Ω)
(
1 + ‖U2(τ)‖rLs(Ω1F (τ))) + ε
∫ t
0
∫
ΩF (τ)
|∇u|2.
Taking ε = 1 we get
‖u(t)‖2L2(Ω) ≤ C
∫ t
0
‖u(τ)‖2L2(Ω)
(
1 + ‖U2(r)‖rLs(Ω1F (τ))) dr.
Now by the integral Gronwall’s inequality we conclude that u = 0, that is
u1 = U2 = ∇X˜1u2, in (0, T )× Ω.
It remains to show that B1 = B2 and u1 = u2. Since
u1 = a1 + ω1 × (x1 − q1) and U2 = A2 + Ω2 × (x1 − q1)
on S1(t), it follows that
a1 = A2 = QTa2 = Q1QT2 a2 ⇔ QT1 a1 = QT2 a2, (2.44)
ω1 = Ω2 = QTω2 = Q1QT2ω2 ⇔ QT1ω1 = QT2ω2. (2.45)
Now, (2.45) and
QTi ωi × x = QTi (ωi ×Qix) = QTi PiQix = QTi Q′iQTi Qix = QTi Q′ix, ∀x ∈ R3.
29
give
QT1Q′1 = QT2Q′2 ⇔ Q′1 = QT1QT2Q′2
which implies that
Q′1 −Q′2 = QT1QT2Q′2 −Q′2 = (Q1 −Q2)QT2Q2.
We conclude that Q∆ = Q1 −Q2 is the solution to the problem{
d
dt
Q∆ = Q∆W
Q∆(0) = 0,
where W = QT2Q′2. Since the above problem has a unique solution Q∆ = 0, it follows that Q1 = Q2.
Now, (2.44) implies that a1 = a2 so we conclude that B1 = B2 and X˜1 = X˜2 = I, that is u1 = u2.
3 Slip boundary condition
Since the theory for weak and strong solutions for the fluid-rigid body problem with slip coupling
condition is already developed, the weak-strong uniqueness can be proved along the same line as
in the no-slip case. Therefore, here we just formulate the result and outline the differences. First,
recall the definition of the problem (1.12)slip:
Find (u, p,q,Q) such that
∂tu + (u · ∇)u = div (T(u, p)) ,
div u = 0
}
in ΩF (t)× (0, T ),
d2
dt2
q = − ∫
∂S(t)
T(u, p)n dγ(x),
d
dt
(Jω) = − ∫
∂S(t)
(x− q(t))× T(u, p)n dγ(x)
}
in (0, T ),
(u− us) · n = 0, β(us − u) · τ = T(u, p)n · τ on ∂S(t),
u(0, .) = u0 in Ω; q(0) = q0, q
′(0) = a0, ω(0) = ω0.
The existence of a weak solution to system (1.10)slip was proven in [6]. Here we just briefly recall
the definition of a weak solution. We define function spaces for the weak formulation:
V 0,2(Ω) = {v ∈ L2(Ω) : div v = 0 in D′(Ω), v · n = 0 in H−1/2(∂Ω)},
BD0(Ω) =
{
v ∈ L1(Ω) : Dv ∈M(Ω), v = 0 on ∂Ω} ,
where M(Ω) is the space of bounded Radon measures,
KB(S) =
{
v ∈ BD0(Ω) : Dv ∈ L2(Ω\S), Dv = 0 a.e. on S, divv = 0 in D′(Ω)
}
,
where S ⊂ Ω is open connected with the boundary ∂S ∈ C2.
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Definition 3.1 The pair (B,u) is a weak solution to the system (1.12)slip if the following conditions
are satisfied:
1) The function B(t, ·) : RN → RN is a orientation preserving isometry (1.1), which defines
a time-dependent set S(t) by (1.2). The isometry B is compatible with u = uS on S(t) in the
following sense: the rigid part of velocity u, denoted by uS, satisfy condition (1.5), and q, Q are
absolutely continuous on [0, T ] and satisfy (1.7).
2) The function u ∈ L2(0, T ;KB(S(t))) ∩ L∞(0, T ;V 0,2(Ω)) satisfies the integral equality∫ T
0
∫
S(t)
uψt dx dt+
∫ T
0
∫
ΩF (t)
{uψt + (u⊗ u) : Dψ − 2Du : Dψ }dx dt
−
∫
Ω
u(T, ·)ψ(T, ·) dx = −
∫
Ω
u0ψ(0, ·) dx +
∫ T
0
∫
∂S(t)
β(us − uf )(ψs −ψf ) dγ dt,
which holds for any test function ψ such that
ψ ∈ L2(N−1)(0, T ;KB(S(t))),
ψt ∈ L2(0, T ;L2(Ω\∂S(t))). (3.1)
By us(t, ·), ψs(t, ·) and uf (t, ·), ψf (t, ·) we denote the trace values of u, ψ on ∂S(t) from the
”rigid” side S(t) and the ”fluid” side F (t), respectively.
3) The energy inequality
1
2
‖u(t)‖2L2(Ω) +
∫ t
0
∫
ΩF (τ)
|∇u|2 dx dτ +
∫ t
0
∫
∂S(τ)
β|u− us|2 dx dτ ≤ 1
2
‖u0‖2L2(Ω)
holds for almost every t ∈ (0, T ).
Theorem 3.1 Let (u1,B1) and (u2,B2) be two weak solutions corresponding to the Definition 3.1
with the same data. Assume that d(Si(t), ∂Ω) > δi, i = 1, 2, for some constants δi > 0. If u2
satisfies the following condition:
u2 ∈ Lr(0, T ;Ls(Ω)) for some s, r such that 3
s
+
2
r
= 1, s ∈ (3,+∞] (3.2)
then
(u1,B1) = (u2,B2).
As in the no-slip case, the first step is to show that the transformed solution (U2, P2,A2,Ω2) satisfies
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the following equality:∫ T
0
∫
Ω
U2 · ∂tψ dx1 dt+
∫ T
0
∫
Ω1F (t)
(
(u1 ⊗U2) : ∇ψT − (U2 − u1) · ∇U2 ·ψ
)
dx1 dt
− 2
∫ T
0
dt
∫
Ω\∂S1(t)
DU2 : Dψ dx1 =
∫ T
0
〈F (t),ψ(τ)〉 dt−
∫
Ω
u0ψ(0, ·) dx1
+
∫ T
0
dt
{∫
∂S1(t)
β(U2s −U2) · (ψs −ψf ) dγ(x1)
}
+
∫ T
0
(ω˜ × (J1Ω2) ·ψω + ω˜ ×A2 ·ψh) dt,
which holds for any test function ψ satisfying (3.1). Let us note that this function ψ is rigid on
S1(t), that is,
ψ(t,x) = ψh(t) +ψω × (x− q1(t)) for x ∈ S1(t).
Proof of the above claim is analogous to the proof in the no-slip case (see Proposition 2.1 and
Remark 2.4). We just have to see how the term corresponding to the slip condition transforms. We
have
U(t,x1) = ∇X˜1(t, X˜2(t,x1)) u(t, X˜2(t,x1)),
i.e.
u(t,x2) = ∇X˜2(t, X˜1(t,x2)) U(t, X˜1(t,x2)),
ϕ(t,x2) = ∇X˜1(t,x2)Tψ(t, X˜1(t,x2)),
and
∇X˜1(t, X˜2(t,x1)) = QT (t), ∇X˜2(t,x1) = Q(t) on ∂S1(t)
implies
u2s − u2 = Q(U2s −U2) on ∂S1(t),
hence
(u2s − u2) · (ϕs −ϕf ) = Q(U2s −U2) ·Q(ψs −ψf ) = (U2s −U2) · (ψs −ψf )
on ∂S1(t).
The local-in-time regularity of the pressure is proved in the same way as in Section 2.4 by using
the results from [4] instead of [21] and [17]. More precisely, the following proposition holds.
Proposition 3.1 Let (u2, p2) be a weak solution of the problem (1.12)slip, and let u2 satisfy the
Prodi-Serrin condition. Then the following regularity result holds:
tu2 ∈ Lp(0, T ;W 2,q(Ω2F (t))), t∂tu2, t∇p2 ∈ Lp(0, T ;Lq(Ω2F (t))),
for 1
q
= 1
2
+ 1
s
, 1
p
= 1
2
+ 1
r
.
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Proof of the Proposition 2.2 for the slip case is analogous to the proof of [4, Lemma 3], which
is given for the two-dimensional case but also holds true for the three-dimensional, by the similar
adaptation as in no-slip case (Section 2.4). The main ingredient is the following lemma, which
is analogous to the [4, Theorem 4] and is based on the maximal regularity result for Stokes-Solid
system, and fixed point argument.
Lemma 3.1 Let g ∈ Lp(0, T ;Lq(Ω2F (t))) and g1,g2 ∈ Lp(0, T ). There exists a unique solution to
the system
∂tv −∆v +∇p = g,
div v = 0
}
in
⋃
t∈(0,T ){t} × ΩF (t),
d
dt
a = − ∫
∂S(t)
T(v, p)n dγ(x) + g1,
d
dt
(Jω) = − ∫
∂S(t)
(x− q(t))× T(v, p)n dγ(x) + g2
}
in (0, T ),
(v − vS) · n = 0, β(vS − v) · τ = D(v)n · τ , on
⋃
t∈(0,T ){t} × ∂S(t),
v = 0 on ∂Ω,
with vanishing initial data which satisfies
v ∈ Lp(0, T ;W 2,q(Ω2F (t))), ∂tv,∇p ∈ Lp(0, T ;Lq(Ω2F (t))).
The rest of the proof of the weak-strong uniqueness follows the proof in no-slip case. All the
estimates for the additional term∫ T
0
dt
{∫
∂S1(t)
β(U2s −U2) · (ψs −ψf ) dγ(x1)
}
are the same as in [7].
A Appendix
A.1 Local transformation
In the proof of Theorem 1.1, since fluid domains of the strong and the weak solution are a priori
different, we transform the problem into a common domain. We use the transformation presented
in [7] to transform a strong solution to the domain of a weak solution, which is a moving domain,
in a way that preserves the divergence-free condition. It is defined by a transformation to a fixed
domain as in [35] or [17], which we also need for the construction of regularization. Even though
this transformation is by now standard in the literature, here we briefly describe this transformation
and recall its main properties for the convenience of the reader and to establish the notation that
is used throughout the paper.
According to [17, 35] we can define a transformation X(t) : Ω→ Ω as the unique solution of the
system
d
dt
X(t,y) = Λ(t,X(t,y)), X(0,y) = y, ∀ y ∈ Ω.
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where the velocity of change of coordinates Λ(t,x) is a vector field that is smooth in the space
variables and divergence-free, and satisfies Λ = a(t) +ω(t)× (x−q(t)) in the neighborhood of S(t)
and Λ = 0 in the neighborhood of ∂Ω.
Note that function Λ is a divergence-free extension of function S(t) 3 x 7→ a(t)+ω(t)×(x−q(t))
to the set Ω. The construction of the extension Λ is given in [17, Section 3] with little correction
to the cut-off function χ, where instead of balls S(t) ⊂ B1 ⊂ B2, we choose open sets K1, K2 such
that S(t) ⊂ K1 ⊂ K2 ⊂ Ω. We denote
Λ =: Ext(a + ω × (x− q)).
Here, we assume that a,ω ∈ L∞(0, T ), which is slightly different from assumptions in [17, 35].
Therefore, for existence and uniqueness of solution X we need Carathe´odory’s theorem (see e.g.
[29], Theorem 1.45) instead of the Picard-Lindelo¨f theorem.
For all t ∈ [0, T ], the defined transformation X(t) is a C∞ diffeomorphism and the derivatives
∂|α|+iX
∂ti∂yα
, i = 0, 1 , α ∈ N30, (A.1)
exist and are bounded.
We denote by Y the inverse of X, i.e.
Y(t, ·) = X(t, ·)−1.
It satisfies the system od differential equations
d
dt
Y(t,x) = Λ(Y)(t,Y(t,x)), Y(0,x) = x, ∀ x ∈ Ω,
where
Λ(Y)(t,y) = −∇X(t,y)−1Λ(t,X(t,y))
Note that Y possesses the same space and time regularity as X. Furthermore, X and Y satisfy
∇X(t,y)∇Y(t,X(t,y)) = id
and are volume-preserving, i.e.
det∇X(t,y) = det∇Y(t,x) = 1, (A.2)
since div Λ = 0.
Then, by Proposition 2.4. in [23], the transformation of the velocity
U(t,y) = ∇Y(t,X(t,y))u(t,X(t,y))
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preserves the divergence, i.e.
divy U(t,y) = divx u(t,X(t,y)), ∀(t,y) ∈ ΩF .
Now, by substituting the transformed solution
U(t,y) = ∇Y(t,X(t,y))u(t,X(t,y)),
P (t,y) = p(t,X(t,y)),
A(t) = QT (t)a(t),
Ω(t) = QT (t)ω(t),
T (U(t,y), P (t,y)) = QT (t)T(Q(t)U(t,y), P (t,y))Q(t)
in the system of equations (1.12), we get (see [17] or [7])
∂tU + (U · ∇)U−4U +∇P = F,
div U = 0
}
in (0, T )× ΩF , (A.3)
A′ = −Ω×A−
∫
∂S0
T (U, P )N dγ(y) in (0, T ), (A.4)
(IΩ)′ = Ω× (IΩ)−
∫
∂S0
(y − q(t))× T (U, P )N dγ(y) in (0, T ), (A.5)
U = Us on (0, T )× ∂S0, U = 0 on (0, T )× ∂Ω, (A.6)
where Us = Ω×y+A is the transformed rigid velocity us, N = N(y) is the unit normal at y ∈ S0,
directed inside of S0, I = QTJQ is the transformed inertia tensor which no longer depends on time,
and
F = (L −4)U−MU− N˜U− (G −∇)P.
The operator L is the transformed Laplace operator and it is given by
(Lu)i =
n∑
j,k=1
∂j(g
jk∂kui) + 2
n∑
j,k,l=1
gklΓijk∂luj
+
n∑
j,k,l=1
(
∂k(g
klΓijl) +
n∑
m=1
gklΓmjlΓ
i
km
)
uj, (A.7)
the convection term is transformed into
(Nu)i =
n∑
j=1
uj∂jui +
n∑
j,k=1
Γijkujuk = (u · ∇u)i + (N˜u)i, (A.8)
the transformation of time derivative and gradient is given by
(Mu)i =
n∑
j=1
Y˙j∂jui +
n∑
j,k=1
(
ΓijkY˙k + (∂kYi)(∂jX˙k)
)
uj, (A.9)
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and the gradient of pressure is transformed as follows:
(Gp)i =
n∑
j=1
gij∂jp. (A.10)
Here we have denoted the metric covariant tensor
gij = Xk,iXk,j, Xk,i =
∂Xk
∂yi
, (A.11)
the metric covariant tensor
gij = Yi,kYj,k Yi,k =
∂Yi
∂xk
, (A.12)
and the Christoffel symbol (of the second kind)
Γkij =
1
2
gkl(gil,j + gjl,i − gij,l), gil,j = ∂gil
∂yj
. (A.13)
It is easy to observe that, in particular, the following holds:
Γkij = Yk,lXl,ij. Xl,ij =
∂Xl
∂yi∂yj
.
With little abuse of notation, we identify the operators L,M, N˜ with
〈LU,ψ〉 =
∫
ΩF (τ)
(
gjk∂jUi∂kψi −
∑
ijkl
gklΓjli∂kUiψj
+
∑
ijkl
gklΓjliUi∂kψj −
∑
ijklm
gklΓmli Γ
j
kmUiψj
)
, (A.14)
〈MU,ψ〉 =
∫
ΩF (τ)
n∑
i=1
(
n∑
j=1
Y˙j∂jui +
n∑
j,k=1
(
ΓijkY˙k + (∂kYi)(∂jX˙k)
)
uj
)
ψi, (A.15)
〈
N˜U,ψ
〉
=
∫
ΩF (τ)
n∑
i,j,k=1
Γijkujukψi, (A.16)
for all ψ ∈ H1(ΩF (t)).
A.2 Reynolds transport theorem - generalization
To prove the weak-strong uniqueness result and the energy equality, we want to cancel the derivation
terms from the weak formulations. In the case of smooth functions u and v, by Reynolds transport
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theorem we have∫ t
0
∫
ΩF (τ)
(
u · ∂tv + v · ∂tu
)
= −
∫ t
0
∫
ΩF (τ)
∇(v · u) · ∂tX +
∫
ΩF (t)
v(t) · u(t) −
∫
ΩF
v(0) · u(0).
However, u and v are not regular enough, and the expression on the left is not well defined. But we
can use Lemma 2.4, which states that for u,v ∈ L2(0, T ; H1(Ω(t))) and a coordinate transformation
X : Ω→ Ω(t), we have∫ t
0
∫
Ω(τ)
(
u · ∂tvh + v · ∂tuh
)
dx dτ
→ −
∫ t
0
∫
Ω(τ)
∇(v · u) · ∂tX dx dτ +
∫
Ω(t)
v(t) · u(t) dx −
∫
Ω(0)
v(0) · u(0) dx, (A.17)
when h→ 0. Here uh denotes the regularization of u described by (2.17)-(2.19).
Remark A.1 If the domain is fixed, the coordinate transformation X is not necessary (X = id) and
the regularization is standard (convolution in time). Then, by Fubini’s theorem and the properties
of the mollifier, we get∫ t
0
∫
Ω
u(τ) · ∂tvh(τ) dx dτ =
∫ t
0
∫
Ω
∫ +∞
−∞
u(τ) · d
dτ
jh(τ − s)v(s) ds dx dτ
=
∫ +∞
−∞
∫
Ω
∫ t
0
d
dτ
jh(τ − s)u(τ) · v(s) dτ dx ds
=−
∫ t
0
∫
Ω
∫ +∞
−∞
d
ds
jh(s− τ)u(τ) · v(s) dτ dx ds (A.18)
−
∫ 0
−∞
∫ t
0
∫
Ω
−
∫ +∞
t
∫ t
0
∫
Ω
+
∫ t
0
∫ 0
−∞
∫
Ω
+
∫ t
0
∫ +∞
t
∫
Ω
(A.19)
We see that
(A.18) = −
∫ t
0
dτ
∫
Ω
∂tu
h(τ) · v(τ) dx
and it is easy to prove, by using the Lebesgue differentiation theorem, that
(A.19)→
∫
Ω
u(t) · v(t) dx−
∫
Ω
u(0) · v(0) dx, h→ 0,
which ends the proof.
In the case of a moving domain the idea of the proof is the same, but the calculation is more
complicated because of the changes of variables in the definition of the regularization and before
applying Fubini’s theorem.
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First we introduce one auxiliary result.
Lemma A.1 Let u,v and X be as in Lemma 2.4, and let Y be the inverse transformation Y(t, ·) =
X(t, ·)−1. Then,∫ t
0
∫
Ω(τ)
v · ∂tuh dx dτ −
∫ t
0
∫
Ω(τ)
v · ∂tUh dx dτ → 0, h→ 0,
where
Uh(t,x) = ∇Y(t,x)T
∫ +∞
−∞
jh(t− τ)∇X(τ,Y(t,x))T∇X(τ,Y(t,x))u¯(τ,Y(t,x)) dτ.
Proof. Since∫ t
0
∫
Ω(τ)
v · ∂tuh
=
∫ t
0
∫
Ω(τ)
v(τ,x) · d
dτ
(∫ +∞
−∞
jh(τ − s)∇X(τ,Y(τ,x)) u¯(s,Y(τ,x)) ds
)
dx dτ
=
∫ t
0
∫
Ω(τ)
v(τ,x) · d
dτ
(
∇Y(τ,x)T∫ +∞
−∞
jh(τ − s)∇X(τ,Y(τ,x))T∇X(τ,Y(τ,x))u¯(s,Y(τ,x)) ds
)
dx dτ,
it follows∫ t
0
∫
Ω(τ)
v · ∂tuh dx dτ −
∫ t
0
∫
Ω(τ)
v · ∂tUh dx dτ =
∫ t
0
∫
Ω(τ)
v(τ,x) · d
dτ
fh(τ,x) dx dτ,
where
fh(τ,x) = ∇Y(τ,x)T
∫ +∞
−∞
jh(τ − s)(∇X(τ,Y(τ,x))T∇X(τ,Y(τ,x))−∇X(s,Y(τ,x))T∇X(s,Y(τ,x)))
u¯(s,Y(τ,x)) ds.
Since fh → 0 strongly in L2L2 and the derivatives ddτ fh are bounded in L2L2, it follows that
d
dτ
fh → 0 weakly in L2L2, so the above expression tends to 0 when h→ 0. 
Now we are able to prove Lemma 2.4. Proof of Lemma 2.4. As in the fixed domain case, we
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start with the first term on the left-hand side of (2.20):∫ t
0
∫
Ω(τ)
u · ∂tvh dx dτ =
∫ t
0
∫
Ω(τ)
u(τ,x) · d
dτ
(
∇X(τ,Y(τ,x)) v¯h(τ,Y(τ,x))
)
dx dτ
=
∫ t
0
∫
Ω(τ)
u(τ,x) · d
dτ
∇X(τ,Y(τ,x)) v¯h(τ,Y(τ,x) dx dτ (A.20)
+
∫ t
0
∫
Ω(τ)
u(τ,x) · ∇X(τ,Y(τ,x)) ∂tv¯h(τ,Y(τ,x)) dx dτ (A.21)
+
∫ t
0
∫
Ω(τ)
u(τ,x) · ∇X(τ,Y(τ,x))∇v¯h(τ,Y(τ,x)) ∂tY(τ,x) dx dτ (A.22)
The integral (A.21) contains the time derivative of the function v¯h, so we need to combine it with
the second term on the left-hand side of (2.20) before passing to the limit. First we change the
coordinates. Then we can apply Fubini’s theorem, as follows.∫ t
0
∫
Ω(τ)
u(τ,x) · ∇X(τ,Y(τ,x)) ∂tv¯h(τ,Y(τ,x)) dx dτ
=
∫ t
0
∫
Ω
u(τ,X(τ,y)) · ∇X(τ,y) ∂tv¯h(τ,y) dy dτ
=
∫ t
0
∫
Ω
∫ +∞
−∞
d
dτ
jh(τ − s)∇X(τ,y)u¯(τ,y) · ∇X(τ,y)v¯(s,y) ds dy dτ
= −
∫ +∞
−∞
∫
Ω
v¯(s,y) ·
∫ t
0
d
ds
jh(s− t)∇X(t,y)T∇X(t,y)u¯(t,y) dτ dy ds
= −
∫ t
0
∫
Ω
v¯(s,y) ·
∫ +∞
−∞
d
ds
jh(s− t)∇X(t,y)T∇X(t,y)u¯(t,y) dτ dy ds (A.23)
+
∫
Ω(t)
v(t,x) · u(t,x) dx−
∫
Ω
v(0,x) · u(0,x) dx + o(h).
The last two equalities are simple consequences of the properties of the mollifier and Lebesgue
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differentiation theorem (as in the fixed domain case). Next, we calculate (A.23):
(A.23) = −
∫ t
0
∫
Ω(s)
v¯(s,Y(s,x)) ·
∫ +∞
−∞
d
ds
jh(s− τ)
∇X(τ,Y(s,x))T∇X(τ,Y(s,x))u¯(τ,Y(s,x)) dτ dx ds
= −
∫ t
0
∫
Ω(s)
v¯(s,Y(s,x)) · d
ds
(∫ +∞
−∞
jh(s− τ) (A.24)
∇X(τ, Y (s,x))T∇X(τ,Y(s,x))u¯(τ,Y(s,x)) dτ
)
dx ds
+
∫ t
0
∫
Ω(s)
v¯(s,Y(s,x)) ·
∫ +∞
−∞
jh(s− τ) d
ds
(∇X(τ,Y(s,x))T ) (A.25)
∇X(τ,Y(s,x))u¯(τ,Y(s,x)) dτ dx ds
+
∫ t
0
∫
Ω(s)
v¯(s,Y(s,x)) ·
∫ +∞
−∞
jh(s− τ)∇X(τ,Y(s,x))T (A.26)
d
ds
(∇X(τ,Y(s,x))u¯(τ,Y(s,x))) dτ dx ds,
and for (A.24) we get
(A.24)
= −
∫ t
0
∫
Ω(s)
v(s,x) · ∇Y(s,x)T
d
ds
(∫ +∞
−∞
jh(s− τ)∇X(τ,Y(s,x))T∇X(τ,Y(s,x))u¯(τ,Y(s,x)) dτ
)
dx ds
= −
∫ t
0
∫
Ω(s)
v(s,x) · d
ds
(
∇Y(s,x)T∫ +∞
−∞
jh(s− τ)∇X(τ,Y(s,x))T∇X(τ,Y(s,x))u¯(τ,Y(s,x)) dτ
)
dx ds (A.27)
+
∫ t
0
∫
Ω(s)
v(s,x) · ∂s∇Y(s,x)T∫ +∞
−∞
jh(s− τ)∇X(τ,Y(s,x))T∇X(τ,Y(s,x))u¯(τ,Y(s,x)) dτ dx ds (A.28)
Now we can let h→ 0. By Lemma A.1, we have
(A.27) +
∫ ∫
v · ∂tuh → 0.
The remaining terms do not contain the time derivative of u¯h or v¯h, so we can directly pass to the
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limits. Using the property of the transformation X
0 =
d
dt
(∇X(t,Y(t,x))∇Y(t,x))
=
d
dt
(∇X(t,Y(t,x)))∇Y(t,x) +∇X(t,Y(t,x))∂t∇Y(t,x),
we get
(A.20) =
∫ t
0
∫
Ω(τ)
u(τ,x) · d
dτ
∇X(τ,Y(τ,x)) v¯h(τ,Y(τ,x)) dx dτ
→
∫ t
0
∫
Ω(τ)
u(τ,x) · d
dτ
∇X(τ,Y(τ,x)) v¯(τ,Y(τ,x)) dx dτ
= −
∫ t
0
∫
Ω(τ)
u(τ,x) · ∇X(τ,Y(τ,x)) ∂t∇Y(τ,x) v(τ,Y(τ,x)) dx dτ,
(A.28) =
∫ t
0
∫
Ω(s)
v(s,x) · ∂s∇Y(s,x)T∫ +∞
−∞
jh(s− τ)∇X(τ,Y(s,x))T∇X(τ,Y(s,x)) u¯(τ,Y(s,x)) dτ dx ds
→
∫ t
0
∫
Ω(s)
v(s,x) · ∂s∇Y(s,x)T
∇X(s,Y(s,x))T∇X(s,Y(s,x)) u¯(s,Y(s,x)) dx ds
=
∫ t
0
∫
Ω(s)
∇X(s,Y(s,x))∂s∇Y(s,x) v(s,x) · u(s,Y(s,x)) dx ds.
It follows that
(A.20) + (A.28)→ 0, h→ 0.
Again, using the properties of the transformation of coordinates we get
(A.22) + (A.25)→ −
∫ t
0
∫
Ω(τ)
∇vTu · ∂tX, (A.29)
(A.26)→ −
∫ t
0
∫
Ω(τ)
∇uTv · ∂tX. (A.30)
Hence,
(A.20) + (A.22) + (A.25) + (A.26) + (A.28)
→ −
∫ t
0
∫
ΩF (τ)
(∇vTu +∇uTv) · ∂tX = −
∫ t
0
∫
ΩF (τ)
∇(u · v) · ∂tX.
(A.31)
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Finally, we conclude∫ t
0
∫
Ω(τ)
u · ∂tvh dx dτ +
∫ t
0
∫
Ω(τ)
v · ∂tuh dx dτ
→ −
∫ t
0
∫
Ω(τ)
∇(u · v) · ∂tX dx dτ +
∫
Ω(t)
v(t) · u(t) dx−
∫
Ω
v(0) · u(0) dx.
Let us show (A.29) and (A.30):
Since
∇v¯h → ∇v¯ when h→ 0 u L2L2,
we have
(A.22) =
∫ t
0
∫
ΩF (τ)
u(τ,x) · ∇X(τ,Y(τ,x))∇v¯h(τ,Y(τ,x))∂tY(τ,x) dx dτ
→
∫ t
0
∫
ΩF (τ)
u(τ,x) · ∇X(τ,Y(τ,x))∇v¯(τ,Y(τ,x))∂tY(τ,x) dx dτ
=
∫ t
0
∫
ΩF (τ)
∑
ijk
ui∂jXi∂kv¯∂tYk =
∫ t
0
∫
ΩF (τ)
∑
ijk
ui∂jXi
d
dyk
(∇Yv)j∂tYk
=
∫ t
0
∫
ΩF (τ)
∑
ijkl
ui∂jXi
d
dyk
(∂lYjvl)∂tYk
=
∫ t
0
∫
ΩF (τ)
∑
ijklm
ui∂jXi(∂m∂lYjvl + ∂lYj∂mvl) ∂kXm∂tYk︸ ︷︷ ︸
(∇X∂tY)m=−∂tXm
=
∫ t
0
∫
ΩF (τ)
(
∑
ijklm
ui∂jXi∂m∂lYj∂kXm∂tYkvl︸ ︷︷ ︸
I
−
∑
ijlm
ui∂jXi∂lYj∂tXm∂mvl︸ ︷︷ ︸
II
),
II =
∑
ijlm
ui ∂jXi∂lYj︸ ︷︷ ︸
δil
∂tXm∂mvl =
∑
im
ui∂tXm∂mvi = ∇vTu · ∂tX,
I =
∑
ijklm
ui∂jXi ∂m∂lYj∂kXm︸ ︷︷ ︸
d
dyk
(∂lYj)
∂tYkvl =
∑
ijkl
ui ∂jXi
d
dyk
(∂lYj)︸ ︷︷ ︸
= d
dyk
(∂jXi∂lYj)−∂k∂jXi∂lYj
∂tYkvl
= −
∑
ijkl
ui∂k∂jXi∂lYj∂tYkvl = (∗) = −
∑
ijl
ui(
d
dt
(∇X)ij − ∂t(∇X)ij)∂lYjvl
= − d
dt
∇XTu · ∇Yv + ∂t∇XTu · ∇Yv,
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(A.22)→
∫ t
0
∫
ΩF (τ)
(− d
dt
∇XTu · ∇Yv + ∂t∇XTu · ∇Yv −∇vTu · ∂tX), (A.32)
(A.25) =
∫ t
0
∫
ΩF (τ)
v¯(τ,Y(τ,x))︸ ︷︷ ︸
=∇Y(τ,x)v(τ,x)
·
∫ +∞
−∞
jh(τ − s) d
dτ
(∇X(s,Y(τ,x))T )
∇X(s,Y(τ,x))u¯(s,Y(τ,x)) ds dx dτ
=
∫ t
0
∫
ΩF (τ)
∫ +∞
−∞
∑
ijkl
vi∂iYjjh(τ − s) d
dτ
∂jXk(s,Y(τ,x))
∂lXk(s,Y(τ,x))u¯l(s,Y(τ,x)) ds dx dτ
=
∫ t
0
∫
ΩF (τ)
∫ +∞
−∞
∑
ijklm
vi∂iYjjh(τ − s)∂m∂jXk(s,Y(τ,x))∂tYm
∂lXk(s,Y(τ,x))u¯l(s,Y(τ,x)) ds dx dτ
→
∫ t
0
∫
ΩF (τ)
∑
ijklm
vi∂iYj ∂m∂jXk∂tYm︸ ︷︷ ︸
d
dt
(∇X)kj−∂t(∇X)kj
∂lXku¯l︸ ︷︷ ︸
uk
ds dx dτ
= −(∗) = −
∫ ∫
I =
∫ t
0
∫
ΩF (τ)
(∇Yv · d
dt
∇XTu−∇Yv · ∂t∇XTu) dx dτ.
It follows
(A.22) + (A.25)→ −
∫ t
0
∫
ΩF (τ)
∇vTu · ∂tX.
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It remains to prove (A.26):
(A.26) =
∫ t
0
∫
ΩF (τ)
v¯(τ,Y(τ,x)) ·
∫ +∞
−∞
jh(τ − s)∇X(s,Y(τ,x))T
d
dτ
(∇X(s,Y(τ,x))u¯(s,Y(τ,x))) ds dx dτ
=
∫ t
0
∫
ΩF (τ)
∑
ijk
v¯i
∫ +∞
−∞
jh(τ − s)∂iXj d
dτ
(∂kXju¯k)
=
∫ t
0
∫
ΩF (τ)
∑
ijkl
v¯i
∫ +∞
−∞
jh(τ − s)∂iXj(∂l∂kXju¯k + ∂kXj∂lu¯k)∂tYl
→
∫ t
0
∫
ΩF (τ)
∑
ijkl
v¯i∂iXj (∂l∂kXju¯k + ∂kXj∂lu¯k)︸ ︷︷ ︸
d
dyl
(∇Xu¯)j= ddyl uj=(∇u∇X)jl
∂tYl
=
∫ t
0
∫
ΩF (τ)
v¯ · ∇XT∇u∇X∂tY =
∫ t
0
∫
ΩF (τ)
∇Xv¯︸ ︷︷ ︸
=v
·∇u∇X∂tY︸ ︷︷ ︸
=−∂tX
= −
∫ t
0
∫
ΩF (τ)
v · ∇u∂tX = −
∫ t
0
∫
ΩF (τ)
∇uTv · ∂tX.

A.3 Weak formulation - details
In this subsection we give the remaining technical details of the proof of Proposition 2.1. For
simplicity of notation we denote:
X = X˜2, x = x2, Y = X˜1, y = x1
and
(U, P,A,Ω) = (U2, P2,A2,Ω2), (u, p, a,ω) = (u2, p2, a2,ω2).
The fluid time-derivative term.
u · ∂tϕ = U · ∂tψ −MU ·ψ +∇(U ·ψ) · ∂tY.
Proof. We have
u · ∂tϕ = ∇XU · d
dt
(∇YTψ)
= ∇XU · (∂t∇YTψ +∇YT∂tψ +∇YT∇ψ∂tY)
= ∂t∇Y∇XU ·ψ +∇Y∇XU · ∂tψ +∇Y∇XU · ∇ψ∂tY.
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The property of the transformation X
∇X(t,Y(t,x)))∇Y(t,x) = I (A.33)
implies
u · ∂tϕ = U · ∂tψ + ∂t∇Y∇XU ·ψ︸ ︷︷ ︸
I
+∇ψTU · ∂tY
and by definition of M we have
MU ·ψ = ∇U∂tY · ψ︸ ︷︷ ︸
=∇UTψ·∂tY
+∇Y∂t∇XU ·ψ︸ ︷︷ ︸
II
+
∑
ijk
Γijk∂tYkUjψi︸ ︷︷ ︸
III
.
The identity (A.33) gives
0 =
d
dt
(∇Y∇X)ij = (∂t∇Y∇X)ij + (∇Y∂t∇X)ij +
∑
k
Γikj∂tYk.
Multiplying this equality by Ujψi and summing over ij, we get
I = −(II + III) = −MU ·ψ +∇UTψ · ∂tY.
Finally, we get
u · ∂tϕ = U · ∂tψ −MU ·ψ +∇UTψ · ∂tY +∇ψTU · ∂tY
= U · ∂tψ −MU ·ψ +∇(U ·ψ) · ∂tY.

Convective term.
u⊗ u : ∇ϕ = U⊗U : ∇ψT − N˜U ·ψ
Proof. We derive the convective term by using a known identity
u⊗ u : ∇ϕ = div((u ·ϕ)u)− (u · ∇)u ·ϕ.
It is easy to prove (see [23]) that
∇Y(u · ∇)u = NU,
which implies
(u · ∇)u ·ϕ = (u · ∇)u · ∇YTψ = ∇Y(u · ∇)u ·ψ = NU ·ψ.
On the other side we conclude
div((u ·ϕ)u) = ∇(u ·ϕ) · u = ∇x(∇X U · ∇YTψ) · ∇X U = ∇x(U ·ψ) · ∇X U
= (∇YT∇UTψ +∇YT∇ψTU) · ∇X U = (∇UTψ +∇ψTU) ·U
= ∇(U ·ψ) ·U
= U · ∇U ·ψ + U⊗U : ∇ψT .
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Therefore,
u⊗ u : ∇ϕ = U · ∇U ·ψ + U⊗U : ∇ψT −NU ·ψ = U⊗U : ∇ψT − N˜U ·ψ.

Diffusive term. ∫
ΩF (τ)
∇u : ∇ϕ = 〈LU,ψ〉 ,
where
〈LU,ψ〉 =
∫
ΩF (τ)
(∑
ijk
gjk∂jUi∂kψi −
∑
ijkl
gklΓjli∂kUiψj
+
∑
ijkl
gklΓjliUi∂kψj −
∑
ijklm
gklΓmli Γ
j
kmUiψj
)
.
Proof. We have
∇u : ∇ϕ =
∑
ij
∂jui∂jψi =
∑
ij
d
dxj
(∇XU) d
dxj
(∇YTψ)
=
∑
ijkl
d
dxj
(∂kXiUk)
d
dxj
(∂iYlψl)
=
∑
ijklmp
(∂m∂kXiUk + ∂kXi∂mUk)∂jYm∂jYp(
d
dyp
∂iYlψl + ∂iYl∂pψl)
=
∑
iklmp
gmp∂m∂kXi∂yp∂iYlUkψl︸ ︷︷ ︸
I
+
∑
iklmp
gmp∂m∂kXi∂iYlUk∂pψl︸ ︷︷ ︸
II
+
∑
iklmp
gmp∂kXi∂yp∂iYl∂mUkψl︸ ︷︷ ︸
III
+
∑
iklmp
gmp∂kXi∂iYl∂mUk∂pψl︸ ︷︷ ︸
IV
,
II =
∑
klmp
gmp(
∑
i
∂m∂kXi∂iYl)Uk∂pψl =
∑
klmp
gmpΓlmkUk∂pψl,
IV =
∑
klmp
gmp(
∑
i
∂kXi∂iYl)∂mUk∂pψl =
∑
kmp
gmp∂mUk∂pψk,
III =
∑
iklmp
gmp(∂p(∂kXi∂iYl)− ∂p∂kXi∂iYl)∂mUkψl = −
∑
klmp
gmpΓlpk∂mUkψl,
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I =
∑
iklmp
gmp(∂p(∂m∂kXi∂iYl)− ∂p∂m∂kXi∂iYl)Ukψl
=
∑
klmp
gmp∂p(Γ
l
mk)Ukψl︸ ︷︷ ︸
V
−
∑
iklmp
gmp∂p∂m∂kXi∂iYlUkψl︸ ︷︷ ︸
V I
,
V I = ([23]) =
∑
iklmp
gmp∂p(
∑
q
Γqmk∂qXi)∂iYlUkψl
=
∑
iklmpq
gmp∂pΓ
q
mk∂qXi∂iYlUkψl +
∑
iklmpq
gmpΓqmk∂p∂qXi∂iYlUkψl
=
∑
klmp
gmp∂pΓ
l
mkUkψl︸ ︷︷ ︸
=V
+
∑
klmpq
gmpΓqmkΓ
l
pqUkψl.
It follows
I = −
∑
klmpq
gmpΓqmkΓ
l
pqUkψl.
Finally, we get
〈LU,ψ〉 :=
∫
ΩF (τ)
∇u : ∇ϕ =
∫
ΩF (τ)
(∑
ijk
gjk∂jUi∂kψi −
∑
ijkl
gklΓjli∂kUiψj
+
∑
ijkl
gklΓjliUi∂kψj −
∑
ijklm
gklΓmli Γ
j
kmUiψj
)
.

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