The cell-autonomous role of synaptic transmission in the regulation of neuronal structural and electrical properties is unclear. We have now employed a genetic approach to eliminate glutamatergic synaptic transmission onto individual CA1 pyramidal neurons in a mosaic fashion in vivo. Surprisingly, while electrical properties are profoundly affected in these neurons, as well as inhibitory synaptic transmission, we found little perturbation of neuronal morphology, demonstrating a functional segregation of excitatory synaptic transmission from neuronal morphological development.
INTRODUCTION
In the brain, the majority of excitatory synaptic transmission is mediated by glutamate acting on two types of ionotropic glutamate receptors: AMPA receptors (AMPARs) and NMDA receptors (NMDARs). The role of excitatory synaptic transmission in sculpting neuronal structure and function has been extensively studied by utilizing pharmacological blockade both in vitro and in vivo (Collin et al., 1997; Craig et al., 1994; Desai et al., 1999; Galante et al., 2000; Gomperts et al., 2000; Harms and Craig, 2005; Hartman et al., 2006; Kilman et al., 2002; Kim and Tsien, 2008; Lindskog et al., 2010; McAllister et al., 1996; McKinney, 2010; McKinney et al., 1999; Mitra et al., 2012; Murphy and Segal, 1996; Thiagarajan et al., 2005; Turrigiano, 2008; Turrigiano and Nelson, 2004) . While pharmacological reagents globally block AMPAR-and NMDAR-mediated synaptic transmission, they do not separate the cell-autonomous function of excitatory synaptic transmission from the indirect effects on network activity associated with global blockade or indirect effects through glia. They might also eliminate competition among neurons (Buffelli et al., 2003) and thus mask potential roles that synaptic transmission might play in neuronal function. Furthermore, as integral transmembrane proteins, neurotransmitter receptors may play a structural role in neuronal morphogenesis, which cannot be addressed by pharmacological inhibition. To address these issues, we made a quadruple conditional knockout mouse line in which three genes encoding AMPAR subunits (GluA1, GluA2, and GluA3) (Lu et al., 2009 ) plus the gene encoding GluN1 (Adesnik et al., 2008; Lu et al., 2011; Tsien et al., 1996) , the obligatory NMDAR subunit, are all conditional alleles (GRIA1-3 fl/fl GRIN1 fl/fl ). Through the injection of adenoassociated virus (AAV) expressing Cre recombinase fusion to GFP (GFP-Cre) into the hippocampus of GRIA1-3 fl/fl GRIN1 fl/fl , both AMPARs and NMDARs of individual CA1 pyramidal neurons will be eliminated from within. With this approach, the impact of silencing of excitatory synaptic transmission in single neurons in vivo can be directly compared with the vast majority of neighboring intact control neurons with all cells existing in an otherwise unperturbed microenvironment.
RESULT
To express Cre recombinase in CA1 pyramidal neurons, we delivered CreGFP AAV virus to newborn GRIA1-3 fl/fl GRIN1 fl/fl pups at postnatal day 0 (P0). By controlling the volume and titer of the virus, we could genetically alter a very small percentage of hippocampal neurons in a mosaic fashion, thus enabling us to study the cell-autonomous effect of excitatory synaptic transmission on neuronal excitability. Dual whole-cell voltage-clamp recording revealed that AMPAR-and NMDAR-mediated synaptic transmissions were reduced by about 70% by 12 days (see Figure S1 available online) and eliminated 3 weeks after virus injection ( Figures 1A and 1B) . In addition to elimination of synaptic NMDAR-mediated currents ( Figure 1B) , deletion of GluN1 prevents GluN2 subunits from trafficking to synapses (Fukaya et al., 2003) . To study the effect of complete elimination of glutamatergic synaptic transmission in vivo on neuronal electrical properties, we recorded neurons at 3-5 weeks of age. We delivered a series of current injections (60-140 pA, 1 s) to neurons expressing GFP-Cre under whole-cell current-clamp configurations. Loss of excitatory transmission in individual neurons dramatically increased the evoked action potential firing and significantly reduced the minimal current needed to fire a spike ( Figure 1C ). The increased excitability is likely due to the strong increase of input resistance ( Figure 1D ). In contrast, resting membrane potential, threshold for firing action potential, and action potential waveform were not altered ( Figure S2 ). Furthermore, a saturating current injection (200 pA, 1 s) elicited similar numbers of spikes in controls and neurons expressing Cre (Figure 1C) , indicating that mechanisms for generating action potentials were not affected in neurons lacking excitatory input.
Together, these data demonstrate that loss of excitatory input onto individual neurons in vivo causes strong cell-autonomous adaptation by increasing neuronal excitability. Functional balance between excitatory and inhibitory synaptic transmission is critical for pyramidal neuron firing output (Hartman et al., 2006; Kilman et al., 2002; Liu, 2004; Tao and Poo, 2005; Turrigiano et al., 1998; Turrigiano and Nelson, 2004; Vitureira et al., 2012) . We thus examined how GABAergic synaptic transmission adapts in response to single-cell silencing of excitatory glutamatergic synaptic transmission in vivo. Dual wholecell recording revealed that neurons lacking synaptic excitation had a substantial reduction of GABA receptor-mediated inhibitory postsynaptic currents (IPSCs) (Figure 2A ). Indeed, evoked IPSCs from CA1 pyramidal neurons expressing Cre were about 60% of controls ( Figure 2A ). Supporting this finding, mini IPSC recording showed that there was a minor but significant reduction of amplitude and a large reduction of frequency of mini IPSCs in neurons expressing Cre ( Figure 2B ). These data demonstrated that single-cell elimination of glutamatergic synaptic transmission in vivo induced homeostatic reduction of GABAergic synaptic strength, suggesting a role for glutamatergic synaptic transmission in functional maturation of GABAergic synapses.
During early development, due to higher intracellular Cl À concentration, GABA A receptor activation can generate membrane depolarization, contributing to neuronal firing (Ben-Ari, 2002; Ben-Ari et al., 2007; Owens et al., 1996) . We wondered whether glutamatergic synaptic transmission controls the switch of GABAergic synaptic transmission from excitation to inhibition during development. Under cell-attached mode, activation of axonal fibers in stratum radiatum of hippocampal CA1 region reliably led to neuronal firing in control neurons, but not in Creexpressing neurons, during both low-and high-frequency stimulations ( Figure 2C ). While evoked IPSCs could be recorded from both control and Cre-expressing neurons, the firing was due to synaptic activation of glutamate receptors, as pharmacological blockade of AMPARs and NMDARs eliminated firing (Figure 2C) . These data indicate that GABA receptor activation does not depolarize these neurons, as would occur if the chloride reversal potential remained depolarizing. Taken together, the data from Figures 1 and 2 demonstrate that loss of excitatory input onto individual neurons in vivo causes strong cell-autonomous adaptation by increasing neuronal excitability and decreasing inhibitory input. The adaptation of neuronal electrical properties induced by loss of excitatory input contrasted strikingly to the preservation of neuronal morphology ( Figure 3 ). Infected neurons expressing Cre were fixed at about 4 weeks after P0 virus injection, when glutamatergic synaptic transmission was completely lost in these neurons ( Figure 3A ). Fixed neurons were filled with fluorescent dyes and examined with confocal microscopy. In these neurons, we could detect no change in the average number of branch points of dendrites and dendritic length ( Figure 3A ), suggesting that dendritic morphogenesis does not require ongoing synaptic activity. Dendritic spines are the loci of the majority of excitatory synapses in pyramidal neurons. Surprisingly, the spine density is indistinguishable between control neurons and neurons expressing Cre ( Figure 3B ).
To study in more detail the morphological features of neurons lacking glutamatergic synaptic transmission, we performed single-cell electron microscopic analysis. CA1 pyramidal neurons from 6-week-old mice injected with rAAV-CreGFP virus at P0 were filled with lucifer yellow, photoconverted using 3,3 0 -diaminobenzidine tetrahydrochloride (DAB) as a substrate, and then serial section electron microscopy (ssEM) was performed. Under ssEM, we identified mature asymmetric synapses defined by the presence of a postsynaptic density (PSD), presynaptic vesicles apposed to the PSD, and a clearly defined synaptic cleft (Figure 3C ). Quantitative analysis showed that the length and thickness of the PSDs and the number of presynaptic vesicles within 20 nm of the presynaptic membrane were no different from control neurons ( Figures 3C and 3D ). In addition, there is no difference of spine length and a slight but significant increase of spine width in Cre-expressing neurons ( Figures 3E and 3F ). The mechanism underlying the small increase of spine width in Creexpressing neurons remains unclear at the current stage. Taken together, these data suggest that synaptic AMPAR and NMDAR complexes are not essential in establishing or maintaining pre-or postsynaptic structures in CA1 pyramidal neurons in vivo.
DISCUSSION
Through a genetic approach, we discovered a dichotomy in the regulation of electrical properties and neuronal morphology by excitatory synaptic input. While electrical properties, as well as synaptic inhibition, are profoundly regulated by the presence of excitatory input (Hartman et al., 2006; Turrigiano and Nelson, 2004) , the development and maintenance of key neuronal morphological features are largely independent of excitatory synaptic input onto the neuron. Our data clearly show that excitatory synaptic input is not necessary for development and maintenance of neuronal morphology, even if suppressed in vivo, in a cell-autonomous manner. In addition, the maintenance of the PSD is normal in neurons lacking both AMPARs and NMDARs, suggesting that the presence of neurotransmitter receptor protein at synapses is not required for the maintenance of the PSD. In contrast, the profound adaptation in electrical properties in neurons lacking both AMPARs and NMDARs suggests a tight cell-autonomous relationship between intrinsic membrane properties and ongoing excitatory synaptic inputs. In addition, the downregulation of synaptic inhibition indicates that the presence of synaptic excitation is important for development and maintenance of inhibitory synaptic transmission at the level of individual neurons.
Neuronal activity has long been shown to play an important role in the development and maintenance of the nervous system (Feller, CreGFP. Synaptic activation-evoked action potentials were simultaneously recorded in one CreGFP-expressing neuron (green traces) and one neighboring control neuron (black traces) under cell-attached mode without breaking in. Synaptic activity was induced by stimulation of Schaffer Collateral pathway at either 0.1 Hz (step 1) or 50 Hz (step 2). After washing in APV (100 mM) and NBQX (10 mM), synaptic activation-evoked action potentials were blocked (step 3). Neurons were then held in whole-cell mode under voltage-clamp configuration to record evoked IPSCs (step 4), which were completely blocked by 20 mM bicuculline (step 5).
1970; Hubel et al., 1977; Huberman et al., 2006; Katz and Crowley, 2002; Katz and Shatz, 1996; McLaughlin et al., 2003; Mizuno et al., 2007; Shatz and Stryker, 1988; Sretavan et al., 1988; Wang et al., 2007; Xu et al., 2011; Zhang et al., 2012) , probably through activity-dependent regulation of gene expression (Flavell and Greenberg, 2008) . During early development of the neuromuscular junction (NMJ) in vivo, synaptic activity regulates synaptogenesis and competition among different synaptic inputs plays a crucial role in synapse elimination (Buffelli et al., 2003; Misgeld et al., 2002) . In the visual cortex, convincing evidence demonstrates the importance of neuronal activity in determining the organization of ocular dominance column (Huberman et al., 2008 ; (E and F) Histograms showing spine lengths (E) and widths (F) for all spines measured in confocal volumes of control (black) and Cre-expressing (green) neurons. In the bar graphs on the right, comparing the two conditions revealed no significant difference in mean spine length (E, Cnt: 0.87 ± 0.01 mm, n = 880; Cre: 0.88 ± 0.01 mm, n = 1021; p = 0.23) and a small but statistically significant increase in spine width in Cre-expressing neurons (F, Cnt: 0.55 ± 0.004 mm, n = 861; Cre: 0.59 ± 0.004 mm, n = 998; p < 0.01). Error bars represent SEM. Katz and Crowley, 2002) . These data suggest an instructive role for neuronal activity in fine sculpting the structure and function of the nervous system. However, many developmental events of the nervous system appear not to require neuronal activity. Indeed, synaptic transmission has been shown to be dispensable for the maintenance of mature NMJs (Young et al., 2008) . More significantly, the initial assembly of the nervous system including de novo synapse formation also does not depend on synaptic transmission (Varoqueaux et al., 2002; Verhage et al., 2000) . In addition, early development of thalamocortical topographic arrangement does not require evoked neurotransmitter release (Molná r et al., 2002) . Furthermore, neuronal activity is not essential for synapse formation in adult newborn neurons in olfactory bulb (Lin et al., 2010) . These data highlight the imperative role for intrinsic determinants of neuronal form, instead of experience-dependent sensory inputs, in shaping the development, maintenance, and function of the nervous system. We have now delineated, under the stringent condition of cell-autonomous manipulation, the impact of glutamatergic excitatory synaptic transmission in guiding neuronal structure and function from early development to maturity. Our data demonstrate that at the level of individual neurons in the hippocampus, the genetic program essentially dictates dendritic and synapse development and maintenance.
However, it is clear that learning leads to new spine formation, presumably through patterned synaptic activity (Moser et al., 1994; Xu et al., 2009; Yang et al., 2009) . One possible explanation for this discrepancy is synaptic competition within a neuron. In this case, the activity of a subset of synapses on a neuron generated during the learning, in contrast to the global silencing of all excitatory synapses on a neuron, is key for the mechanisms underlying learning-induced spine changes. Supporting this notion, it has been reported that spatial learning-dependent new spine formation only affects basal, but not apical, dendrites in hippocampal CA1 pyramidal neurons (Moser et al., 1994 (Moser et al., , 1997 , suggesting a compartmentalized effect of experienceinduced synaptic activity on neuronal morphological remodeling. In addition, recent studies have shown that new spines induced by learning accounts for a very small percentage of total spines (<0.1%) (Yang et al., 2009 ) and thus may not have a detectable effect on total spines. It is also plausible that turnover rates of spines, but not the steady-state spine density, are regulated by neuronal activity as revealed in cortical pyramidal neurons from in vivo studies (Bhatt et al., 2009; Holtmaat and Svoboda, 2009; Majewska and Sur, 2003; Oray et al., 2004; Tropea et al., 2011; Zuo et al., 2005) . Indeed, in vivo imaging in mouse primary visual cortex demonstrated that binocular deprivation from before the time of eye opening for more than 2 weeks upregulated spine motility without changing the spine density in layer 5 neurons (Majewska and Sur, 2003) . It is also worth noting that environmental enrichment (EE) leads to neuronal morphological changes in animals (Comery et al., 1995; Johansson and Belichenko, 2002; Rampon et al., 2000; Restivo et al., 2005; Turner and Greenough, 1985; Turner et al., 2003; van Praag et al., 2000) (but also see Bindu et al., 2007; Connor and Diamond, 1982) , although it remains unclear how EE induces morphological reorganizations in the nervous system. It has been shown that EE-induced structural changes in hippocampal CA1 pyramidal neurons are independent of the presence of synaptic NMDARs (Rampon et al., 2000) , suggesting that other factors, such as metabolic or hormonal pathways (Lewis, 2004; Turner et al., 2002) , other than activation of ionotropic glutamate receptors, may play a critical role in EE-induced morphological plasticity. Lastly, it is important to emphasize that although this loss-of-function study demonstrates that ionotropic glutamate receptors are not essential for spine development and maintenance in hippocampal CA1 pyramidal neurons, our data do not exclude the possibility that persistent activation of ionotropic glutamate receptors can induce morphological plasticity. Indeed, it has been shown that LTP-like stimuli or direct activation of ionotropic glutamate receptors causes the outgrowth of new spines (Engert and Bonhoeffer, 1999; Kwon and Sabatini, 2011; Maletic-Savatic et al., 1999; Toni et al., 1999) . Nevertheless, our single-cell genetic study demonstrates the activity independence of steady-state spine density in hippocampal CA1 pyramidal neurons, which is largely determined by intrinsic genetic programs. This differential role of excitatory synaptic transmission in neuronal form and function as revealed by our results may permit a dynamic regulation of electrical function of the neuron by ongoing synaptic activity while preserving the relative stability of neuronal morphology.
EXPERIMENTAL PROCEDURES Electrophysiology
Acute transverse hippocampal slices (300 mm) were prepared as described in the Supplemental Experimental Procedures. All paired voltage-clamp recordings involved simultaneous dual whole-cell recordings from one GFP-positive neuron and one neighboring control neuron, as described in the Supplemental Experimental Procedures. Action potentials were recorded by injection of step-depolarizing current pulses under current-clamp mode with potassiumbased internal solution.
Fluorescence Imaging
Mice were perfused with 4% paraformaldehyde (PFA) in PBS and 100-mmthick slices were cut on a vibrating microtome as described in the Supplemental Experimental Procedures. GFP-positive cells were identified by epifluorescence and were iontophoretically filled with Alexa Fluor 568 dyes using a sharp micropipette. Slices were then postfixed, mounted, and scanned with confocal microscopy as described in the Supplemental Experimental Procedures.
Electron Microscopy
Mice were perfused with 4% paraformaldehyde (PFA) in PBS and GFPpositive cells were filled with 5% lucifer yellow using a sharp micropipette. Dye-filled cells were photo converted and processed for electron microscopy imaging as described in the Supplemental Experimental Procedures.
SUPPLEMENTAL INFORMATION
Supplemental Information includes two figures and Supplemental Experimental Procedures and can be found with this article online at http://dx.doi. org/10.1016/j.neuron.2013.02.030.
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