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A QUANTITATIVE DIFFERENTIAL EQUATION
APPROXIMATION FOR A ROUTING MODEL
MALWINA J. LUCZAK
Abstract. We present some new concentration of measure inequali-
ties for discrete time Markov chains, and illustrate their application by
analysing a well-studied routing model in greater depth than had previ-
ously been possible. In the model, calls arrive for each pair of endpoints
in a fully-connected network as a Poisson process, and calls have expo-
nential durations. Each call is routed either along the link connecting
its endpoints, or, if the direct route is unavailable, along a two-link path
between them, via an intermediate node. We use an explicit and sim-
ple coupling to show a strong concentration of measure property, and
deduce that the evolution of the process may be approximated by a dif-
ferential equation. The technique is likely to be useful to prove laws of
large numbers in other settings.
1. Introduction
We present some new concentration of measure inequalities for discrete
time Markov chains, and illustrate their application by analysing a well-
studied routing model in greater depth than had previously been possible.
The concentration of measure inequalities will be presented in Section 2; we
now introduce the routing model and describe our results.
We consider a class of routing problems in continuous time, where calls
have Poisson arrivals and exponential durations, studied earlier in [1; 3;
4; 5; 8; 10]. The setting is as follows. For each n ∈ N, we have a fully
connected communication graph Kn, with node set Vn = {1, . . . , n} and
link set Ln = {{u, v} : 1 ≤ u < v ≤ n}. Each link {u, v} ∈ Ln has
capacity C = C(n) < ∞, where C(n) ∈ Z+ for each n. Each arriving
call is to be routed either along a link {u, v} or along a path between u
and v consisting of a pair of links {u,w} and {v,w}, for a pair u, v of
distinct nodes (endpoints of the call) and some intermediate node w 6= u, v,
if possible. A call in progress will use one unit of capacity of each of the
links it occupies, for its entire duration. Calls arrive as a Poisson process
with rate λ
(
n
2
)
, where λ = λ(n) > 0. The endpoints of each call are uniform
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over the links of the complete graph Kn. If a call is for nodes u and v,
then we route it over the direct link {u, v} between u and v if possible, that
is if {u, v} has fewer than C calls currently using it. Otherwise, we pick
an ordered list of d = d(n) possible intermediate nodes (w1, . . . , wd) from
Vn \ {u, v}, uniformly at random with replacement, and the call is routed
along one of the two-link routes {{u,w1}, {v,w1}}, . . . , {{u,wd}, {v,wd}},
chosen to minimise the larger of the current loads on its two links, subject
to the capacity constraints. Ties are broken in favour of the first ‘best’
route in the ordered list. If none of the d two-link paths is available, then
the call is lost. Call durations are unit mean exponential random variables,
independent of one another and of the arrivals and choices processes.
Here, we focus on the analysis of this algorithm as n tends to infinity.
We prove that, asymptotically, for suitable initial conditions and suitable
functions λ(n), d(n) and C(n), for each node v, the proportion of links
at v that carry k calls is well approximated by the solution of a differential
equation. (Note that, when λ, d and C vary with n, there is no single limiting
differential equation, but rather a sequence of approximating differential
equations, with dimension tending to infinity if C →∞ with n.)
Such law of large numbers results have been difficult to prove in this and
related models, due to apparent and potentially strong dependencies be-
tween system elements (in this context, links). Here we are able to prove
that these dependencies are negligible; it turns out that, in a suitable sense,
links in certain collections evolve approximately independently of one an-
other. Our technique appears to be new, and is likely to be useful in other
settings. It relies on a coupling, which is used to prove that slowly-changing
functions of the process (for instance, the number of links around a node v
with load exactly k, for each node v and each k ∈ {0, 1, . . . , C}) are well con-
centrated at each time t. Thanks to the strong concentration of measure, it
is then possible to show that the expected drifts of functions of interest fac-
torise approximately, leading to a differential equation approximating these
functions. The basic principle of our approach is, in essence, rather sim-
ple; however, there are considerable difficulties arising from the complicated
evolution of the process in question.
In [2], Brightwell and the author carry out an improved analysis of the
coupling introduced in this paper to analyse the process in equilibrium, if
the arrival rate λ is either sufficiently small or sufficiently large.
For each link e = {u, v} ∈ Ln, let X(n)t (e, 0) denote the number of calls in
progress at time t which are routed along the link e, that is the number of
directly routed calls between the end nodes u and v of e that are in progress
at time t. For each link e = {u, v} ∈ Ln and node w ∈ Vn \ e, let X(n)t (e, w)
denote the number of calls in progress at time t which are routed along the
path consisting of links {u,w}, {v,w}, that is the number of calls between
the end nodes u and v of e routed via w that are in progress at time t. We
call X
(n)
t = (X
(n)
t (e, 0),X
(n)
t (e, w) : e ∈ Ln, w ∈ Vn \ e) the load vector at
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time t, and let S = {0, 1, . . . , C}n(n−1)2/2 denote the state space, containing
the set of all possible load vectors. Then X(n) = (X
(n)
t )t≥0 is a continuous-
time discrete-space Markov chain. We will normally drop the superscript n,
to avoid unnecessarily cluttering the notation.
Given a load vector x ∈ S and a link e = {u, v} ∈ Ln, let x(e) denote the
load of link e. Then
x({u, v}) = x({u, v}, 0) +
∑
w 6∈{u,v}
(x({u,w}, v) + x({v,w}, u).
Given a load vector x, node v and k ∈ Z+, let fv,k(x) be the number of links
{v,w}, w 6= v, in x such that x({v,w}) = k (that is, the number of links
with one end v carrying exactly k calls).
For a vector ξ = (ξ(k) : k = 0, . . . , C), let ξ(≤ j) = ∑jk=0 ξ(k). Define
F : RC+1 → RC+1 by
F0(ξ) = −λξ(0)− λg0(ξ) + ξ(1),
Fk(ξ) = λξ(k − 1)− λξ(k) + λgk−1(ξ)− λgk(ξ)− kξ(k)
+ (k + 1)ξ(k + 1), 0 < k < C, (1.1)
FC(ξ) = λξ(C − 1) + λgC−1(ξ)− Cξ(C),
where functions gj , j = 0, . . . , C − 1, are given by
gj(ξ) = 2ξ(C)ξ(j)ξ(≤ j)
d∑
r=1
(1− ξ(≤ j)2)r−1(1− ξ(≤ j − 1)2)d−r (1.2)
+ 2ξ(C)ξ(j)
C−1∑
i=j+1
ξ(i)
d∑
r=1
(1− ξ(≤ i)2)r−1(1− ξ(≤ i− 1)2)d−r
In (1.1), the linear terms account for departures and directly routed arrivals.
Each function gj is proportional to the rate of arrivals of alternatively routed
calls onto links that carry j calls. When d = 1, we have the simpler expres-
sion gj(ξ) = 2ξ(C)(1− ξ(C))ξ(j) for 0 ≤ j ≤ C − 1.
Let ∆C+1≤ denote the set of non-negative ξ such that
∑C
k=0 ξ(k) ≤ 1, and
let ∆C+1= be the set of non-negative ξ such that
∑C
k=0 ξ(k) = 1. We will
show (see Lemma 7.1) that, for each d ≥ 1, F is Lipschitz, with constant
8d2(λ+1)(C +1)2, over ∆C+1≤ , with respect to the ℓ∞ norm. Hence we will
prove that, for all ξ0 ∈ ∆C+1= ,
dξt
dt
= F (ξt) (1.3)
has a unique solution starting from ξ0, valid for all times and such that
ξt ∈ ∆C+1= for all t ≥ 0.
Given a pair of nodes u, v and j ∈ {0, . . . , C}, let Ijuv : S → {0, 1} be
defined by Ijuv(x) = 1 if x({u, v}) = j and Ijuv(x) = 0 otherwise. Note
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that Ijuv = I
j
vu, and that I
j
vv is identically 0 for each v and j. Let functions
φ1, φ2, φ3 : S → R be defined by
φ1(x) = max
u,v:u 6=v
max
j,k
∣∣∣ 1
n− 2
∑
w
I
j
uw(x)I
k
vw(x)
− 1
(n− 2)2
∑
w 6=u,v
I
j
uw(x)
∑
w′ 6=u,v
I
k
vw′(x)
∣∣∣; (1.4)
φ2(x) = max
u,v:u 6=v
max
j
1
n− 2 |fu,j(x)− fv,j(x)|
= max
u,v:u 6=v
max
j
1
n− 2 |
∑
w 6=u
I
j
uw(x)−
∑
w 6=v
I
j
vw(x)|
= max
u,v:u 6=v
max
j
1
n− 2 |
∑
w 6=u,v
I
j
uw(x)−
∑
w 6=u,v
I
j
vw(x)|; (1.5)
φ3(x) = max
u,v:u 6=v
1
n− 2
∑
w 6=u,v
x({u, v}, w). (1.6)
Let φ = max{φ1, φ2, φ3}. This function φ is related to the function called φ
by Crametz and Hunt in [3].
We shall prove that, if φ(X0) is small, for instance φ(X0) = O
(
logn√
n
)
,
then φ(Xt) remains small for a time interval of order 1, and over that period
each function (n− 1)−1fv,j(Xt) is well-approximated by the solution to the
differential equation (1.3) with initial condition ξ0(j) = (n−1)−1fv,j(X0) for
j = 0, . . . , C. Note that, if φ2(X0) is small, then, for each j, all the functions
fv,j(X0) for different v ∈ Vn are nearly equal, so all the (n − 1)−1fv,j(Xt)
can be approximated by the same solution to the differential equation (1.3).
Let S1 be the set of all states x such that ‖x‖1 ≤ 2λ
(n
2
)
.
Theorem 1.1. Suppose that λ and t0 are positive reals, and d and C positive
integers. Set γ = 1/(225(d8 + d4C/λ)(8λt0 + 1)
3e800dλt0), and suppose that
n ≥ n0(λ, d,C, t0) = max
(
218(λ+ 1/λ)4d4(C + 1)6(t0 + 1/t0)
2, e8/γ
)
.
Let ξ0 be in ∆
C+1
= , and let (ξt) be the unique solution to the differential
equation (1.3) on [0, t0], subject to initial condition ξ0. Let X0 be in S1. Let
Bn be the event that, for each v ∈ Vn, k ∈ {0, . . . , C} and t ∈ [0, t0],
|fv,k(Xt)− (n− 1)ξt(k)| ≤
(
sup
u,j
∣∣∣fu,j(X0)− (n− 1)ξ0(j)∣∣∣
+ 64(λ+ 1)(t0 + 1)d
2(C + 1)3
(
nφ(X0) + 3n
1/2 log n
))
e216(λ+1)d
2(C+1)3t0 .
Then P(Bn) ≤ e− 12γ log2 n.
In particular, suppose that there is v0 ∈ Vn such that ξ0(j) = 1n−1fv0,j(X0)
for j = 0, . . . , C. Let B′n be the event that, for each t ≤ t0, k ∈ {0, . . . , C},
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and v ∈ Vn,
|fv,k(Xt)− (n − 1)ξt(k)| ≤ 64(λ + 1)(t0 + 1)d2(C + 1)3
×
(
2nφ(X0) + 3n
1/2 log n
)
e216(λ+1)d
2(C+1)3t0 .
Then P(B′n) ≤ e−
1
2
γ log2 n.
For the special case d = 1, we obtain sharper bounds, replacing the term
(C + 1)3 in the exponent by (C + 1).
Theorem 1.2. Suppose that λ and t0 are positive reals, and C a positive
integer, and suppose that d = 1. Set γ = 1/(225(1+C/λ)(8λt0+1)
3e800λt0),
and suppose that
n ≥ n0(λ, 1, C, t0) = max
(
218(λ+ 1/λ)4(C + 1)6(t0 + 1/t0)
2, e8/γ
)
.
Let ξ0 be in ∆
C+1
= , and let (ξt) be the unique solution to the differential
equation (1.3) on [0, t0], subject to initial condition ξ0. Let X0 be in S1. Let
Bn be the event that, for each v ∈ Vn, k ∈ {0, . . . , C} and t ∈ [0, t0],
|fv,k(Xt)− (n − 1)ξt(k)| ≤ sup
u,j
∣∣∣fu,j(X0)− (n − 1)ξ0(j)∣∣∣
+ 64(λ + 1)(t0 + 1)(C + 1)
3
(
nφ(X0) + 3n
1/2 log n
)
e216(λ+1)(C+1)t0 .
Then P(Bn) ≤ e− 12γ log2 n.
Suppose that, for each n, X
(n)
0 = x
(n)
0 a.s., for some deterministic load
vector x
(n)
0 ∈ S1 such that, for some constant c, φ(x(n)0 ) ≤ c logn√n and
maxv,j |(n − 1)−1fv,j(x(n)0 ) − ξ0(j)| ≤ c logn√n . Suppose also that, as n → ∞,
λ and t0 are bounded away from 0, and that λd
2C3t0 = o(log n) and
dλt0 = o(log log n). Then, for sufficiently large n, the condition on n in
Theorem 1.1 is satisfied, and the theorem implies that, for ǫ > 0, if Aǫn is
the event that, for each v ∈ Vn, each k ∈ {0, . . . , C}, and each t ∈ [0, t0],
|fv,k(Xt)− (n− 1)ξt(k)| ≤ n1/2+ǫ,
then P(Aǫn) → 0 as n → ∞. For d = 1, the corresponding conditions are
that, as n→∞, λ and t0 are bounded away from 0, and that λCt0 = o(log n)
and λt0 = o(log log n).
Results analogous to Theorems 1.1 and 1.2, with different constants, hold
for X0 not necessarily in S1, as long as ‖X0‖1 ≤ c
(n
2
)
for some constant c.
In the simplest case where d = 1, if the direct link is at full capacity,
only one two-link alternative route is considered, and it is used if there
is spare capacity on both links. This case, with constant arrival rate λ
and constant capacity C, was first studied by Gibbens, Hunt and Kelly [4]
and then by Crametz and Hunt [3], and Graham and Me´le´ard [5]. For
k = 0, 1, . . . , C, let Y
(n)
t (k) denote the proportion of links that carry k calls
5
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at time t in a system with n nodes. It is conjectured in [4] and shown
in [3] that, under suitable conditions, (Y
(n)
t (k) : k = 0, . . . , C) converges
in distribution as n → ∞ to a deterministic vector (ξt(k) : k = 0, . . . , C)
obtained as the solution to the differential equation derived from the average
drift of (Y
(n)
t (k) : k = 0, . . . , C), with appropriate initial conditions. The
convergence result in [3] is non-quantitative. Graham and Me´le´ard [5] do
give a quantitative result concerning independence of small collections of
links under the assumptions that initial link loads are iid and that initially
there are no alternatively routed calls in the network. This result can be
used to deduce a quantitative law of large numbers. (Also, it would be
possible to quantify convergence in the more general case they consider.)
In the case of λ and C constant, and d = 1, Theorem 1.2 is a more refined,
quantitative, version of the law of large numbers in [3]. Also, our result in
this case is related to those in [5]. Unlike [5], we do not need to assume that
initially all the nodes are exactly exchangeable. Instead, our law of large
numbers result holds for a large class of deterministic initial states, and
holds simultaneously for all nodes. Theorem 1.1 and the remaining cases in
Theorem 1.2 are completely new.
For d ≥ 2 constant and constant λ, this model is a variant of one that
has attracted earlier interest. Luczak and Upfal [10] study a version (both
in discrete and in continuous time) where the total capacity of each link
{u, v} is divided into three parts, one for ‘direct’ calls, one for indirectly
routed calls with one end u and one for indirectly routed calls with one end
v. Equivalently, each ‘undirected’ link {u, v} has capacity C1(n) and is a
first-choice path for calls between u and v; also, for each link {u, v} there
are two directed links, uv and vu, each with capacity C2(n). Link uv is used
for indirectly routed calls with one end u and link vu is used for indirectly
routed calls with one end v. The results of [10] for the discrete-time model
were strengthened and extended by Luczak, McDiarmid and Upfal [9], who
also studied the discrete-time version of the model that is the focus of this
paper. The long-term behaviour of the continuous-time model was analysed
in [1] and also in [8], where calls are not routed on direct links at all.
Theorem 1.1 holds also in the case above where direct links are not used
(i.e., each arrival is allocated to the best among d indirect routes), with a
suitably modified F in (1.3). Indeed, for 0 < k < C, we take instead
Fk(ξ) = λgk−1(ξ)− λgk(ξ)− kξ(k) + (k + 1)ξ(k + 1),
where the functions gk(ξ) are amended by dropping the factor ξ(C); F0(ξ)
and FC(ξ) are modified in the same way. The proof is essentially identical,
indeed slightly simpler in a few places.
In [8] (as well as in [9] for a corresponding discrete-time model), the class
of routing strategies choosing a path for a new call from among d random
alternatives is called the GDAR (General Dynamic Alternative Routing)
Algorithm. The particular model we study in this paper is called the BDAR
(Balanced Dynamic Alternative Routing) Algorithm. The FDAR (First
6
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Dynamic Alternative Routing) Algorithm always chooses the first possible
alternative two-link route among the d chosen. As in other models of this
type, the ‘power of two choices’ phenomenon has been observed, that is,
with the BDAR algorithm for d ≥ 2, the capacity C = C(n) required to
ensure that most calls are routed successfully is much smaller than with the
FDAR algorithm. This phenomenon is not exhibited by the model studied
in this paper, as proved in Theorem 1.1 of [9], but it does occur in the variant
discussed above where direct links are not used.
In particular, see [8], for the variant where there is capacity division into
three parts, but with zero capacity for direct calls, the following is true after
a ‘burn-in’ period of length O(log n). Suppose we use the FDAR algorithm
and each indirect link has capacity C(n) ∼ α lognlog logn , where α > 0 is a
constant. If α > 2/d, then there exists a constant K > 0 such that the
mean number of calls lost in an interval of length nK is o(1). If α < 2/d
then for each K there exists a constant c > 0 such that the mean number
of calls lost in an interval of length nK is at least nc. On the other hand,
suppose we use the BDAR algorithm with d ≥ 2 choices, and let K > 0 be
a constant. There exists a constant c > 0 such that, if C(n) ≥ log lognlog d + c
then the expected number of lost calls in an interval of length nK is o(1);
and if C(n) ≤ log lognlog d − c then the expected number of lost calls in such an
interval is at least nK+2−o(1) as n→∞.
Our methods apply to any GDAR algorithm, and indeed any of the vari-
ants discussed above. The law of large numbers for the BDAR algorithm
proved here is valid for the model without direct links in the parameter range
considered in [8], i.e., with constant λ and d, and C = C(n) = O(log log n)
for d ≥ 2, and C = C(n) = O(log n/ log log n) for d = 1.
Brightwell and the author [2] use the same technique as in this paper, with
a more detailed analysis of the coupling, to treat the process in equilibrium,
in the cases where λ is either sufficiently small or sufficiently large. We prove
rapid mixing to equilibrium, and show that 1n−1fv,k is well-concentrated
around its expectation, which in turn is well-approximated by the unique
fixed point of (1.3). For d = 1, this proves the approximation suggested
in [4], and it also provides an alternative proof of some of the results in [8],
for these ranges of λ.
The rest of the paper is organised as follows. In Section 2 we develop a
concentration of measure inequality that will be a fundamental ingredient of
our proofs. In Section 3, we formally write down the generator of the Markov
chain in question, and give an informal explanation of our proof strategy. In
Section 4, we describe a simple coupling between two copies of the Markov
chain, and show that, under the coupling, they do not get much further
apart over time, according to suitable notions of distance. In Section 5, we
use the coupling to show that nice functions of the Markov chain are well
concentrated around their expectations. Section 6 contains estimates of the
expectation of the generator of the Markov chain. In Section 7, we prove
7
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our main results, Theorems 1.1 and 1.2. In Section 8, we discuss the issue
of initial conditions needed for Theorem 1.1 and 1.2 to apply. In Section 9
we discuss how our techniques can be extended to analyse other models.
2. Concentration inequalities
We present some concentration of measure inequalities that will be used
in our proofs, and may also be useful in the analysis of other Markov chains
with similar properties. These inequalities generalise results presented in [6].
Let X = (Xt)t∈Z+ be a discrete-time Markov chain with a discrete state
space S and transition probabilities P (x, y) for x, y ∈ S. We allow X to
be lazy, that is we allow P (x, x) > 0 for some x ∈ S. For x ∈ S, we set
N(x) = {y : P (x, y) > 0}, and assume that N(x) is finite for each x ∈ S.
This setting is natural, and many models in applied probability and com-
binatorics fit into this framework, including those discussed in Section 1.
Let Ω = SN = {ω = (ω0, ω1, . . .) : ωi ∈ S ∀i}. Members ω of Ω will
correspond to possible paths of the chain X, in that Xi(ω) = ωi for i ∈
Z
+. Then for each t ∈ Z+, Xt may be viewed as a random variable on a
measurable space (Ω,F), where F = σ(∪∞t=0Ft) and Ft = σ(Xi : i ≤ t). The
σ-fields Ft form the natural filtration for X.
Let P(S) be the power set of the discrete set S. The law of the Markov
chain is a probability measure P on (Ω,F), determined uniquely by the
transition matrix P together with the initial state X0 = x0, according to
P({ω : ωj = xj for all j ≤ i}) =
i−1∏
j=0
P (xj , xj+1),
for each i ∈ Z+ and x1, . . . , xi ∈ S. To be precise, this defines the law of
(Xt) conditional on X0 = x0, denoted by Px0 in what follows. Let P
t(x, y)
be the t-step transition probability from x to y, given inductively by
P t(x, y) =
∑
z∈S
P t−1(x, z)P (z, y).
Let Ex0 denote the expectation operator corresponding to Px0 ; then Ex0 [f(Xt)]
is the expectation of the function f with respect to measure δx0P
t.
For t ∈ Z+ and f : S → R, define the function P tf by
(P tf)(x) = Ex[f(Xt)] =
∑
y
P t(x, y)f(y), x ∈ S.
The following concentration of measure result for real-valued functions
of Xt is presented to set the scene, and because it may prove to be of
independent interest. We will not use it in the proof of Theorems 1.1 and 1.2.
8
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Theorem 2.1. Let P be the transition matrix of a discrete-time Markov
chain with discrete state space S. Let f : S → R be a function.
(i) Let (αi)i∈Z+ be a sequence of positive constants such that for all i ∈ Z,
sup
x∈S,y∈N(x)
|Ex[f(Xi)]− Ey[f(Xi)]| ≤ αi. (2.1)
Then for all a > 0, x0 ∈ S, and t > 0,
Px0(|f(Xt)− Ex0 [f(Xt)]| ≥ a) ≤ 2e−a
2/2(
∑t−1
i=0 α
2
i ).
(ii) More generally, let S0 be a non-empty subset of S, and let
(αi)i∈Z+ be a sequence of positive constants such that, for all i ∈ Z,
sup
x,y∈S0:y∈N(x)
|Ex[f(Xi)]− Ey[f(Xi)]| ≤ αi.
Let S00 = {x ∈ S0 : N(x) ⊆ S0}. Then for all x0 ∈ S00 , a > 0 and t > 0,
Px0
(
{|f(Xt)−Ex0 [f(Xt)]| ≥ a}∩{Xs ∈ S00 : 0 ≤ s ≤ t−1}
)
≤ 2e−a2/2(
∑t−1
i=0 α
2
i ).
This result is suitable for use in circumstances where the best available
bound on |Ex[f(Xi)] − Ey[f(Xi)]| does not vary much over y ∈ N(x). In a
situation where better bounds are available for “most” transitions out of a
state x, then our next inequality, Theorem 2.3, is more appropriate.
Our proof of Theorem 2.1 makes use of a concentration inequality from [11].
Let (Ω˜, F˜ , P˜) be a probability space, with Ω˜ finite. (The arguments used here
could be extended to many cases where Ω˜ is countably infinite.) Let G˜ ⊆ F˜
be a σ-field of subsets of Ω˜. Then there exist disjoint sets G˜1, . . . , G˜m such
that Ω˜ = ∪mr=1G˜r and every set in G˜ can be written as a union of some of the
sets G˜r. Given a bounded random variable Z on (Ω˜, F˜ , P˜), the conditional
supremum sup(Z | G˜) of Z in G˜ is the G˜-measurable function given by
sup(Z | G˜)(ω˜) = min
A˜∈G˜:ω˜∈A˜
max
ω˜′∈A˜
Z(ω˜′) = max
ω˜′∈G˜r
Z(ω˜′),
where ω˜ ∈ G˜r. Thus sup(Z | G˜) takes the value at ω˜ equal to the maximum
value of Z over the event G˜r in G˜ containing ω˜.
The conditional range ran(Z) of Z in G˜ is the G˜-measurable function
ran(Z | G˜) = sup(Z | G˜) + sup(−Z | G˜),
that is, for ω˜ ∈ G˜r,
ran(Z | G˜)(ω˜) = max
ω˜1,ω˜2∈G˜r
|Z(ω˜1)− Z(ω˜2)|.
Let t ∈ N, let {∅, Ω˜} = F˜0 ⊆ F˜1 ⊆ . . . ⊆ F˜t be a filtration in F˜ , and let
Z0, . . . , Zt be the martingale defined by Zi = E˜(Z|F˜i) for each i = 0, . . . , t.
For each i, let rani denote ran(Zi|F˜i−1); by definition, rani is an F˜i−1-
measurable function. For each j, let the sum of squared conditional ranges
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R2j be the random variable
∑j
i=1 ran
2
i , and let the maximum sum of squared
conditional ranges r̂2j be the supremum of the random variable R
2
j , that is
r̂2j = sup
ω˜∈Ω˜
R2j (ω˜).
The following result is Theorem 3.14 in [11].
Lemma 2.2. Let Z be a bounded random variable on a finite probability
space (Ω˜, F˜ , P˜) with E˜(Z) = m. Let {∅, Ω˜} = F˜0 ⊆ F˜1 ⊆ . . . ⊆ F˜t be a
filtration in F˜ , and assume that Z is F˜t-measurable. Then for any a ≥ 0,
P˜(|Z −m| ≥ a) ≤ 2e−2a2/r̂2t .
More generally, for any a ≥ 0 and any value r2t ,
P˜({|Z −m| ≥ a} ∩ {R2t ≤ r2t }) ≤ 2e−2a
2/r2t .
Proof of Theorem 2.1. Let us start with (i). Let f : S → R be a function.
Fix a time t ∈ N, and an initial state x0 ∈ S and consider the evolution of
Xt conditional on X0 = x0 for t steps, that is until time t. Since we have
assumed that there are only a finite number of possible transitions from any
given x ∈ S, we can build this process until time t on a finite probability
space (Ω˜, F˜ , P˜x0): we can take Ω˜ to be the finite set of all possible paths
x0, . . . , xt of the process starting at time 0 in state x0 until time t. For each
time j = 0, . . . , t, let F˜j = σ(X0, . . . ,Xj). Also, we let F˜ = F˜t.
Consider the random variable Z = f(Xt) : Ω˜ → R; note that f(Xt) is
F˜t-measurable. Also, for j = 0, . . . , t let Zj be given by
Zj = E˜x0 [f(Xt)|F˜j ] = E˜x0 [f(Xt)|X0, . . . ,Xj ] = (P t−jf)(Xj),
where we have used the Markov property in the last equality.
Fix 1 ≤ j ≤ t; we want to upper bound ranj = ran(Zj | F˜j−1). The
σ-field F˜j−1 can be decomposed into events {ω˜ : ω˜i = xi for all i ≤ j − 1},
for different possible paths x0, x1, . . . , xj−1 of X. Fix x1, . . . , xj−1 ∈ S, and
for x ∈ N(xj−1) consider
h(x) = E˜x0 [f(Xt)|X0 = x0, . . . ,Xj = x] = (P t−jf)(x).
Note that Zj(ω˜) ∈ {h(x) : x ∈ N(xj−1)} for ω˜ such that Xj−1(ω˜) = xj−1.
It follows from (2.1) that, for such ω˜,
ranj(ω˜) = sup
x,y∈N(xj−1)
|h(x) − h(y)|
≤ 2 sup
x∈N(xj−1)
|(P t−jf)(xj−1)− (P t−jf)(x)| ≤ 2αt−j .
It follows that
R2t (ω˜) ≤ 4
t−1∑
i=0
α2i ,
uniformly over ω˜ ∈ Ω˜. Part (i) of Theorem 2.1 now follows from Lemma 2.2.
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To prove (ii), observe that the bound
ranj(ω˜) = ran(Zj | F˜j−1)(ω˜) ≤ 2αt−j
still holds on the event At = {ω˜ : Xj(ω˜) ∈ S00 for j = 0, . . . , t− 1}. 
The next, more refined, concentration of measure result is the one that
we actually use in our proofs. This result is applicable in situations where
the bounds on |Ex[f(Xi)] − Ey[f(Xi)]| are non-uniform over y ∈ N(x), in
particular where there is only a small probability of a transition from x to
some y where this difference is large.
Theorem 2.3. Let P be the transition matrix of a discrete-time Markov
chain with discrete state space S. Let f : S → R be a function. Suppose the
set S0 and functions ax,i : S0 → R (x ∈ S0, i ∈ Z+) are such that
|Ex[f(Xi)]− Ey[f(Xi)]| ≤ ax,i(y), i ∈ Z+, x, y ∈ S0.
Let S00 = {x ∈ S0 : N(x) ⊆ S0}. Assume that, for some sequence (αi)i∈Z+
of positive constants,
sup
x∈S0
0
(Pa2x,i)(x) ≤ α2i . (2.2)
Let t > 0, and let β = 2
∑t−1
i=0 α
2
i . Suppose also that α is such that
2 sup
0≤i≤t−1
sup
x∈S0
0
,y∈N(x)
ax,i(y) ≤ α. (2.3)
Finally, let At = {ω : Xs(ω) ∈ S00 : 0 ≤ s ≤ t− 1}. Then, for all a > 0,
Px0
(
{|f(Xt)− Ex0 [f(Xt)]| ≥ a} ∩At
)
≤ 2e−a2/(2β+2αa/3).
To prove Theorem 2.3, we use another result from [11]. As before, let Z
be a bounded random variable on a finite probability space (Ω˜, F˜ , P˜). Fix
t ∈ N, and let {∅, Ω˜} = F˜0 ⊆ . . . ⊆ F˜t ⊆ F˜ be a filtration. For i = 0, . . . , t,
let Zi = E˜(Z | F˜i). For i = 1, . . . , t, define the conditional variance
vari = v˜ar(Zi | F˜i−1) = E˜
(
(Zi − E˜(Zi | F˜i−1))2 | F˜i−1
)
.
Further, let V =
∑t
i=1 vari, the sum of conditional variances. Also, for each
i = 1, . . . , t, define the i-th conditional deviation
devi = sup(|Zi − Zi−1| | F˜i−1),
and let the conditional deviation be dev = maxi devi. Note that V and
dev are random variables in (Ω˜, F˜ , P˜). The following result is a ‘two-sided’
version (and a simple consequence) of Theorem 3.15 in [11].
Lemma 2.4. Let Z be a random variable on a finite probability space
(Ω˜, F˜ , P˜) with E(Z) = m. Let {∅, Ω˜} = F˜0 ⊆ F˜1 ⊆ . . . ⊆ F˜t be a filtration in
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F˜ , where Z is F˜t-measurable. Let α̂ = maxω˜∈Ω˜ dev(ω˜), the maximum con-
ditional deviation. Let β̂ = maxω˜∈Ω˜ V (ω˜), the maximum sum of conditional
variances. Assume that α̂ and β̂ are finite. Then for any a ≥ 0,
P(|Z −m| ≥ a) ≤ 2e−a2/(2β̂+2α̂a/3).
More generally, for any a ≥ 0 and any values α, β ≥ 0,
P({|Z −m| ≥ a} ∩ {V ≤ β} ∩ {dev ≤ α}) ≤ 2e−a2/(2β+2αa/3).
Proof of Theorem 2.3. We start, as in the proof of the previous theorem,
by assuming that S0 = S. Let f : S → R be a function. Fix a time
t ∈ N, and an x0 ∈ S; consider the evolution of X = (Xt)t≥0 conditional on
X0 = x0 for t steps, that is until time t. Again this process can be supported
by a finite probability space (Ω˜, F˜ , P˜x0).
For each j = 0, . . . , t let F˜j = σ(X0, . . . ,Xj), and let F˜ = F˜t. We consider
the random variable Z = f(Xt) : Ω˜→ R. For j = 0, . . . , t, Zj is given by
Zj = E˜x0 [f(Xt)|F˜j ] = E˜x0 [f(Xt)|X0, . . . ,Xj ] = (P t−jf)(Xj).
We want to apply Lemma 2.4, so we need to calculate the conditional vari-
ances vari. We use the fact that the variance of a random variable Y is
equal to 12 E(Y − Y˜ )2, where Y˜ is another random variable with the same
distribution as Y and independent of Y .
Fix 1 ≤ j ≤ t and x1, . . . , xj−1 ∈ S, and for x ∈ S consider
h(x) = E˜x0 [f(Xt)|X0 = x0, . . . ,Xj−1 = xj−1,Xj = x] = (P t−jf)(x).
Then, for ω˜ such that Xj−1(ω˜) = xj−1, Zj(ω˜) ∈ {h(x) : x ∈ N(xj−1)}, so
varj(ω˜) =
1
2
∑
x,y
P (xj−1, x)P (xj−1, y)(h(x) − h(y))2
=
1
2
∑
x,y
P (xj−1, x)P (xj−1, y)
(
(P t−jf)(x)− (P t−jf)(y)
)2
≤
∑
x,y
P (xj−1, x)P (xj−1, y)
(
(P t−jf)(x)− (P t−jf)(xj−1)
)2
+
∑
x,y
P (xj−1, x)P (xj−1, y)
(
(P t−jf)(xj−1)− (P t−jf)(y)
)2
≤ 2
∑
x∈N(xj−1)
P (xj−1, x)
(
(P t−jf)(x)− (P t−jf)(xj−1)
)2
≤ 2
∑
x
P (xj−1, x)axj−1,t−j(x)
2
= 2(Pa2xj−1,t−j)(xj−1) ≤ 2α2t−j ,
by assumption (2.2). It follows that β̂ ≤ β = 2∑t−1i=0 α2i .
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We now bound dev = max1≤j≤t devj . For ω˜ such that Xj−1(ω˜) = xj−1,
devj(ω˜) = sup
x∈N(xj−1)
|(P t−jf)(x)− (P t−j+1f)(xj−1)|
= sup
x∈N(xj−1)
|(P t−jf)(x)− (P (P t−jf))(xj−1)|
≤ sup
x∈N(xj−1)
∑
y
P (xj−1, y)|(P t−jf)(x)− (P t−jf)(y)|
≤ sup
x∈N(xj−1)
∑
y
P (xj−1, y)|(P t−jf)(x)− (P t−jf)(xj−1)|
+
∑
y
P (xj−1, y)|(P t−jf)(y)− (P t−jf)(xj−1)|
≤ 2 sup
x∈N(xj−1)
|(P t−jf)(x)− (P t−jf)(xj−1)| ≤ α,
for each 1 ≤ j ≤ t, by assumption (2.3). Therefore α̂ ≤ α.
Theorem 2.3 now follows from the first statement in Lemma 2.4 in the
case where S0 = S. In general, the above bounds on V and dev hold on the
event At = {ω : Xi(ω) ∈ S00 for i = 0, . . . , t − 1}, and so the full statement
of Theorem 2.3 also follows from the second inequality in Lemma 2.4. 
We now prove that the expectation of a well concentrated function f
multiplied by an indicator function approximately factorises, with bounds
in terms of bounds on f and its deviations from its mean. This result will
be used several times in our proof of Theorems 1.1 and 1.2.
Lemma 2.5. Let (Ω,F ,P) be a probability space and let X be a random
variable on (Ω,F ,P) taking values in a measurable space (S,S). Let f : S →
R be a measurable function, and suppose that P(|f(X) − E f(X)| ≥ a) ≤ b
and P(|f(X)| ≤ c) = 1. Let A ∈ S. Then∣∣∣E[IX∈Af(X)]− P(X ∈ A)E[f(X)]∣∣∣ ≤ aP(X ∈ A) + bc.
Proof. We have
E[IX∈Af(X)] = E[IX∈Af(X)I|f(X)−E[f(X)]|≤a]
+ E[IX∈Af(X)I|f(X)−E[f(X)]|>a].
Now,
E[IX∈Af(X)I|f(X)−E[f(X)]|≤a] ≤ E[IX∈A(E[f(X)] + a)]
= P(X ∈ A)E[f(X)] + P(X ∈ A)a,
and
E[IX∈Af(X)I|f(X)−E[f(X)]|≤a] ≥ E[IX∈A(E[f(X)] − a)]
= P(X ∈ A)E[f(X)]− P(X ∈ A)a.
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Also, E[IX∈Af(X)I|f(X)−E[f(X)]|>a] ≤ cE[IX∈AI|f(X)−E[f(X)]|>a] ≤ cb and
E[IX∈Af(X)I|f(X)−E[f(X)]|>a] ≥ −cE[IX∈AI|f(X)−E[f(X)]|>a] ≥ −cb. The re-
sult follows. 
3. Generator of the Markov chain
We now return to our routing model. Recall that fv,j(x) denotes the
number of links with one end v carrying exactly j calls, and that Ijuv(x) = 1 if
x({u, v}) = j and Ijuv(x) = 0 otherwise, for all u, v, j. Also, we let I≤juv (x) = 1
if x({u, v}) ≤ j and I≤juv (x) = 0 otherwise. Further, we define I≤juv,w(x) = 1 if
x({u,w}) ∨ x({v,w}) ≤ j, and I≤juv,w(x) = 0 otherwise.
Let A be the generator operator of the Markov process X. By standard
theory of Markov chains, for each t ≥ 0, each v ∈ Vn and each j ∈ {0, . . . , C},
dE[fv,j(Xt)]
dt
= E[Afv,j(Xt)],
so in order to prove Theorem 1.1 we need to approximate E[Afv,j(Xt)].
For x ∈ S and 0 < j < C, we can write
Afv,j(x) = λfv,j−1(x)− λfv,j(x) + λgv,j−1(x)− λgv,j(x)
− jfv,j(x) + (j + 1)fv,j+1(x),
Afv,0(x) = −λfv,0(x)− λgv,0(x) + fv,1(x),
Afv,C(x) = λfv,C−1(x) + λgv,C−1(x)− Cfv,C(x),
where the gv,j(x) represent contributions due to alternatively routed arrivals
with one end v, and are given, for j = 0, . . . , C − 1, by
gv,j =
1
(n− 2)d
[ d∑
r=1
∑
u,w
I
C
uvI
j
vwr I
≤j
uwr
r−1∏
s=1
(1− I≤juv,ws)
d∏
s=r+1
(1− I≤j−1uv,ws)
+
d∑
r=1
∑
u,w
I
C
uvI
j
vwr
C−1∑
i=j+1
I
i
uwr
r−1∏
s=1
(1− I≤iuv,ws)
d∏
s=r+1
(1− I≤i−1uv,ws)
+
d∑
r=1
∑
u,v′,wr
I
C
uv′I
j
uvI
≤j
v′v
r−1∏
s=1
(1− I≤juv′,ws)
d∏
s=r+1
(1− I≤j−1uv′,ws)
+
d∑
r=1
∑
u,v′,wr
I
C
uv′I
j
uv
C−1∑
i=j+1
I
i
v′v
r−1∏
s=1
(1− I≤iuv′,ws)
d∏
s=r+1
(1− I≤i−1uv′,ws)
]
,(3.1)
with w = (w1, . . . , wd) ∈ V dn , wr = (w1, . . . , wr−1, wr+1, . . . , wd) ∈ V d−1n .
Here,
∑
u,w denotes the sum over all u 6= v, and over all w1, . . . , wd such
that each wr 6= u, v, and
∑
u,v′,wr
denotes the sum over all u 6= v, v′ 6= u, v
and over all w1, . . . , wr−1, wr+1, . . . , wd such that each wj 6= u, v′.
In (3.1), the first term is the probability that the direct link chosen for a
new call with one end v is blocked and, on the two-link path selected for the
call, the link including v has load j, while its partner link has load at most j.
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The second term is the probability that the direct link chosen for a new call
with one end v is blocked and, on the two-link path selected for the call,
the link including v has load j and its partner link has load greater than j.
The third term is the probability that v is chosen as an intermediate node
for a call blocked from its direct link, the route through v is the best out of
the d routes selected and j is the maximum load of a link on the route. The
fourth term is the probability that v is chosen as an intermediate node for
a call blocked from its direct link, the route through v is the best of the d
routes selected, and j is not the maximum load of a link on the route.
In particular, when d = 1, for j = 0, . . . , C − 1, for each v ∈ Vn,
gv,j =
1
n− 2
∑
u,w∈Vn
(ICuvI
j
vwI
≤C−1
uw + I
C
uwI
j
vwI
≤C−1
uv ).
Furthermore, when d = 2, then gv,j is a sum of 8 contributions. These
contributions correspond to the case where v is an end node and the case
where v is an intermediate node for a call. In the case where v is an end
node, we have a subcase where the first route of those selected is allocated
to a new call and a subcase where the second route of those selected is
allocated to a new call. We further need to distinguish a subcase where
the link ending in v has the maximum load, and a subcase where the link
ending in v does not have the maximum load on the route allocated to a new
call. In the case where v is an intermediate node, we need to distinguish a
subcase where v is the first alternative node selected and a subcase where v
is the second alternative node selected. Also, we have a subcase where the
link with load j has the maximum load, and a subcase where a link with
load j does not have the maximum load on the route allocated to a new call.
The contribution due to the case where v is an end node, the first route
of those selected is allocated to a new call, and the link ending in v has the
maximum load is of the form
1
(n− 2)2
∑
u,w1,w2∈Vn
I
C
uvI
j
vw1I
≤j
uw1(1− I≤j−1uv,w2).
The contribution due to the case where v is an end node, the second route
of those selected is allocated to a new call, and the link ending in v does not
have the maximum load is of the form
1
(n − 2)2
∑
u,w1,w2∈Vn
I
C
uvI
j
vw2
C−1∑
i=j+1
I
i
uw2(1− I≤iuv,w1).
The contribution due to the case where v is an intermediate node and is
selected first, and where a link with load j has the maximum load on the
route allocated to a new call is of the form
1
(n − 2)2
∑
u,v′,w∈Vn
I
C
uv′I
j
uvI
≤j
v′v(1− I≤j−1uv′,w ).
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The remaining contributions can be expressed analogously, and the form of
g for d > 2 is derived similarly.
We note that each gv,j is a sum of products of indicators of sets of load
vectors with properties pertaining to loads of particular links. Our plan is
to justify the intuition that, subject to suitable initial conditions, the loads
on different links behave nearly as iid random variables at each time t, and
the precise estimates we use involve sums over reasonably large collections
of links. We need several specific manifestations of this near-independence
and symmetry. First, the geometry of the network is not important; this
means that, for fixed nodes u and v, the loads on links uw and vw are not
strongly correlated, on average over w, so that the average value of IjuwIkvw
over w is close to the product of the average values of Ijuw and Ikvw. (In
other words, the function φ1 defined earlier is small.) Secondly, for fixed
nodes u and v, the loads on links incident with u have approximately the
same distribution as the loads on links incident with v. (This means that
the function φ2 is small.) Thirdly, we require that the alternatively routed
calls are fairly uniformly distributed over the network. (This implies that
the function φ3 is small.) Finally, we will show that each fv,j(Xt) is well
concentrated around its expectation, which then implies that, for fixed nodes
u and v, E[fu,j(Xt)fv,j(Xt)] is approximately equal to E[fu,j(Xt)]E[fv,j(Xt)].
Naturally, quantitative versions of these properties will need to be assumed
to hold at time 0, and we will show that they are maintained throughout
the time period of interest. This will then allow us to express E[gv,j(Xt)]
as a (scaled) sum of products of terms of the form E[fv,i(Xt)], and hence
lead to approximate differential equations satisfied by the E[fv,j(Xt)] for
j = 0, 1, . . . , C, for each v ∈ Vn, expressed in terms of themselves.
Let fv,≤j(x) =
∑
i≤j fv,i(x). Let fv,j(t) = E[fv,j(Xt)], and let fv,≤j(t) =
E[fv,≤j(Xt)]. Let I
j
uv(t) = E[I
j
uv(Xt)] and let I
≤j
uv (t) = E[I
≤j
uv (Xt)]. We will
show that the expectation of the first term in (3.1) with respect to the law
of Xt is approximately
1
(n− 2)d
d∑
r=1
∑
u
I
C
uv(t)E
[(∑
w
I
j
vwr I
≤j
uwr
r−1∏
s=1
(1− I≤juv,ws)
×
d∏
s=r+1
(1− I≤j−1uv,ws)
)
(Xt)
]
≈ 1
(n− 1)2d
d∑
r=1
∑
u
I
C
uv(t)E
[( ∑
w,w′
I
j
vwrI
≤j
uw′r
r−1∏
s=1
(1− I≤juwsI≤jvw′s)
×
d∏
s=r+1
(1− I≤j−1uws I≤j−1vw′s )
)
(Xt)
]
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≈ 1
(n− 1)2d fv,C(t)fv,j(t)fv,≤j(t)
d∑
r=1
(1− (fv,≤j(t))2)r−1
× (1− (fv,≤j−1(t))2)d−r.
Handling the other terms similarly, we prove that E[gv,j(Xt)] is close to
2fv,C(t)fv,j(t)fv,≤j(t)
(n− 1)2d
d∑
r=1
(1− (fv,≤j(t))2)r−1(1− (fv,≤j−1(t))2)d−r
+
2fv,C(t)fv,j(t)
(n− 1)2d
C−1∑
i=j+1
fv,i(t)
d∑
r=1
(1− (fv,≤i(t))2)r−1(1− (fv,≤i−1(t))2)d−r.
Hence we will see that the functions E[fv,j(Xt)] (j = 0, . . . , C, v ∈ Vn)
approximately solve the differential equation (1.3). As the fv,j(Xt) are well
concentrated around their expectations, Theorems 1.1 and 1.2 will follow.
4. Coupling
In this section, we describe and analyse a natural coupling between two
copies of process X. We start by defining notions of ‘distance’ between the
two copies, with the aim of showing that the expected distance grows slowly
in time, at least for time O(1).
Given two load vectors x, y, the ℓ1-distance between them is
‖x− y‖1 =
∑
e∈Ln
|x(e, 0) − y(e, 0)| +
∑
e∈Ln,w 6∈e
|x(e, w) − y(e, w)|,
which measures the sum of the differences in loads between x and y. Then
‖ · ‖ is a metric on S. For v ∈ Vn we will also consider functions
‖x− y‖v =
∑
e:v∈e
|x(e, 0) − y(e, 0)| +
∑
e:v∈e
∑
w 6∈e
|x(e, w) − y(e, w)|
+
∑
e:v 6∈e
|x(e, v) − y(e, v)|
=
∑
u 6=v
|x({u, v}, 0) − y({u, v}, 0)|
+
∑
u 6=v
∑
w 6=u,v
|x({u, v}, w) − y({u, v}, w)|
+
∑
{u,w}:u 6=w,v 6∈{u,w}
|x({u,w}, v) − y({u,w}, v)|.
Then 2‖x− y‖v gives an upper bound on the sum of the differences between
the loads of links {v,w}, w 6= v (i.e. links around node v) in x and y.
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Let S˜ ⊆ S be the set of load vectors x such that
‖x‖1 =
∑
e
x(e, 0) +
∑
e,w 6∈e
x(e, w) ≤ 6λ
(
n
2
)
,
that is the subset of the state space consisting of those load vectors where
the total number of calls in the network is at most 6λ
(n
2
)
.
For the remainder of this section, and also in other parts of the paper, we
will work with a jump chain X̂, that corresponds to X while the chain is in
S˜. This discrete time chain X̂ is not the standard embedded chain, but a
slower moving version that will often not change its state at a given step,
as we now describe. Given that the current state, at time t ∈ Z+, is x ∈ S˜,
the next event is an arrival with probability
p(λ, n) =
λ
(n
2
)
λ
(n
2
)
+ ⌊6λ(n2)⌋ (4.1)
and a potential departure with probability 1−p(λ, n). Given that the event is
an arrival, each pair of endpoints u, v is chosen with probability 1/
(
n
2
)
, then
each d-tuple of intermediate nodes is chosen with probability (n−2)−d, and
the call is routed along the two-link route chosen first among the d selected
that minimises the maximum load of a link. Given that the event is a
potential departure, the calls currently in the system are enumerated from
1 up to at most ⌊6λ(n2)⌋, and then a number is chosen uniformly at random
from {1, . . . , ⌊6λ(n2)⌋}. If there is a call assigned to this number, it departs,
and otherwise nothing happens. If x /∈ S˜, then the chain does not move: we
shall show that it is unlikely for the chain to leave S˜ over the time scales we
are considering. Let (F̂t) denote the natural filtration of (X̂t).
Let S0 ⊆ S˜ be the set of states x such that ‖x‖1 ≤ 4λ
(
n
2
)
. Recall also that
S1 ⊆ S0 is the set of states x such that ‖x‖1 ≤ 2λ
(n
2
)
. We will be interested
in the evolution of the chain starting from S1 and before it leaves S0.
Consider the following family of Markovian couplings (X̂x0 , Ŷ y0) of pairs
of copies X̂x0 , Ŷ y0 of the discrete jump chain starting from states x0, y0 re-
spectively, where x0, y0 ∈ S0. (In what follows, we will drop the superscripts
x0, y0 from the notation and refer simply to X̂ and Ŷ .)
Let t ≥ 0, and let x, y be both in S˜. Given that X̂t−1 = x and Ŷt−1 = y,
the transition at time t (from state (X̂t−1, Ŷt−1) to (X̂t, Ŷt)) is an arrival in
both X̂ and Ŷ , or a potential departure in both X̂ and Ŷ . Given that the
transition is an arrival, we choose the same call endpoints and the same d-
tuple of intermediate nodes in both. Given that the transition is a potential
departure, we pair the calls occupying the same route in both X̂ and Ŷ , as
much as possible. We also pair off the remaining calls arbitrarily, as much
as possible, in some fashion depending only on the current states. (We can
pair off all the calls if ‖x‖1 = ‖y‖1, otherwise some remain unpaired in the
process with more calls.) We assign to each pair, and to each unpaired
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call, a distinct number in {1, . . . , ⌊6λ(n2)⌋}. If the transition at time t is
a potential departure, we choose the same uniformly random number from
{1, . . . , ⌊6λ(n2)⌋} for both X̂ and Ŷ . If the number corresponds to a pair of
calls, both depart; if it corresponds to an unpaired call, this call departs;
otherwise, nothing happens.
Suppose now that X̂t−1 = x and Ŷt−1 = y where at least one of x and y,
say x, is not in S˜. We then let X̂t = X̂t−1 = x, while Ŷt is obtained from
Ŷt−1 by following the transition probabilities of the jump chain from y if
y ∈ S˜ or Ŷt = Ŷt−1 = y if y 6∈ S˜.
The process (X̂t, Ŷt) is a Markov chain adapted to its natural filtra-
tion (Gt). Given that X̂t−1, Ŷt−1 ∈ S˜, on the event that the jump at time
t is a potential departure, ‖X̂t − Ŷt‖1 ≤ ‖X̂t−1 − Ŷt−1‖1. (The distance re-
mains unchanged if paired calls from the same route depart or if there is no
departure at all; it decreases by 2 if paired calls on different routes depart,
and decreases by 1 if an unpaired call departs.) The distance between X̂
and Ŷ can only increase by 2 at a jump, and then only if the jump is an
arrival and if we select at least one of the links where X̂t−1 and Ŷt−1 differ.
This happens with probability at most
2d+ 1(n
2
) ∑
e∈Ln
∣∣∣X̂t−1(e) − Ŷt−1(e)∣∣∣ ≤ 3d(n
2
) ∑
e∈Ln
∣∣∣X̂t−1(e)− Ŷt−1(e)∣∣∣,
and
∑
e∈Ln |X̂t−1(e) − Ŷt−1(e)| is equal to∑
{u,v}:u 6=v
∣∣∣(X̂t−1({u, v}, 0) − Ŷt−1({u, v}, 0))
+
∑
w 6=u,v
(X̂t−1({v,w}, u) − Ŷt−1({v,w}, u))
+
∑
w 6=u,v
(X̂t−1({u,w}, v) − Ŷt−1({u,w}, v))
∣∣∣ ≤ 2‖X̂t−1 − Ŷt−1‖1.
It follows that, uniformly over all x, y ∈ S˜,
E
[
‖X̂t − Ŷt‖1 | X̂t−1 = x, Ŷt−1 = y
]
≤
(
1 +
12d(
n
2
) )‖x− y‖1.
We have assumed that X̂0 = x0 and Ŷ0 = y0, where x0, y0 ∈ S0, that is
‖X̂0‖1 ≤ 4λ
(n
2
)
and ‖Ŷ0‖1 ≤ 4λ
(n
2
)
. Note that, whenever ‖X̂t−1‖1 ≥ 4λ
(n
2
)
,
P[‖X̂t‖1 − ‖X̂t−1‖1 = 1 | X̂t−1] ≤
λ
(n
2
)
λ
(n
2
)
+ ⌊6λ(n2)⌋ ≤
1
6
,
provided n ≥ max(3, 1λ), and
P[‖X̂t‖1 − ‖X̂t−1‖1 = −1 | X̂t−1] ≥
4λ
(
n
2
)
λ
(n
2
)
+ ⌊6λ(n2)⌋ ≥
4
7
≥ 1
2
.
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Therefore, by standard inequalities (see, for instance, Lemma 2.5 in [8], with
p = 1/6, q = 1/2 and a = 2λ
(
n
2
)
), for any constant c > 0,
P
(
∃t ≤ cn2 : ‖X̂t‖1 ∨ ‖Ŷt‖1 ≥ 6λ
(
n
2
))
≤ 2cn2
(
1
3
)2λ(n2)
. (4.2)
Let Ds be the event {X̂u ∈ S˜, Ŷu ∈ S˜ for all u ≤ s}. Then
E(‖X̂t − Ŷt‖1IDt−1) = E
[
E(‖X̂t − Ŷt‖1IDt−1 | Gt−1)
]
≤ E
[(
1 +
12d(n
2
) )‖X̂t−1 − Ŷt−1‖1IDt−1]
≤
(
1 +
12d(n
2
) )E[‖X̂t−1 − Ŷt−1‖1IDt−2 ].
By induction, for starting states x0, y0 ∈ S0,
E(‖X̂t − Ŷt‖1IDt−1) ≤
(
1 +
12d(n
2
) )t‖x0 − y0‖1.
Since the chain stops once it leaves S˜ and each jump changes ‖X̂t‖1 and
‖Ŷt‖1 by at most 1, on the event Dt−1, ‖X̂t − Ŷt‖1 ≤ 2(6λ
(n
2
)
+ 1). Hence
E(‖X̂t − Ŷt‖1) = E(‖X̂t − Ŷt‖1IDt−1) + E(‖X̂t − Ŷt‖1(1− IDt−1))
≤
(
1 +
12d(
n
2
) )t‖x0 − y0‖1 + 2(6λ
(
n
2
)
+ 1)2cn2
(
1
3
)2λ(n2)
≤
(
1 +
12d(
n
2
) )t‖x0 − y0‖1 + 14λn5
(
1
3
) 1
2
λn2
,
for any constant c ≤ n, and any t ≤ cn2. If n ≥ max(1000, 1/λ), this
last term is at most 1. Therefore, for n ≥ max(1000, 1/λ, c), and t ≤ cn2,
uniformly over starting states x0, y0 in S0,
E(‖X̂t − Ŷt‖1) ≤ 2
(
1 +
12d(n
2
) )t‖x0 − y0‖1.
Let v be a node. While in S˜, we can only change the loads of links at v
(i.e. links {v,w}, for w 6= v) if we choose a link with end v at a jump time.
Also, we can only make ‖X̂t− Ŷt‖v bigger than ‖X̂t−1− Ŷt−1‖v at an arrival
time, if either we pick one of the links {v,w} (if any) in which X̂t−1 and Ŷt−1
differ, or if we pick a link {u,w} (where u 6= v and w 6= u, v) in which X̂t−1
and Ŷt−1 differ, and also node v as an endpoint or an intermediate node for
a new call. The former happens with conditional probability at most
2d+ 1(n
2
) ∑
w 6=v
∣∣∣X̂t−1({v,w}) − Ŷt−1({v,w})∣∣∣
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≤ 3d(n
2
) ∑
w 6=v
∣∣∣X̂t−1({v,w}) − Ŷt−1({v,w})∣∣∣
≤ 6d(n
2
)‖X̂t−1 − Ŷt−1‖v.
and The latter happens with conditional probability at most
1
n
2d2(n
2
)− (n− 1)
∑
{u,w}∈Ln:v 6∈{u,w}
|X̂t−1({u,w}) − Ŷt−1({u,w})|
≤ 8d
2
n
(n
2
)‖X̂t−1 − Ŷt−1‖1,
provided n ≥ 4. Also, always with probability 1, ‖X̂t − Ŷt‖v ≤ ‖X̂t−1 −
Ŷt−1‖v + 2. Then, for n ≥ 4,
E(‖X̂t − Ŷt‖vIDt−1) ≤
(
1 +
12d(n
2
) )E(‖X̂t−1 − Ŷt−1‖vIDt−2)
+
16d2
n
(n
2
)(1 + 12d(n
2
) )t−1‖x0 − y0‖1,
and so E(‖X̂t − Ŷt‖vIDt−1) is at most(
1 +
12d(n
2
) )t‖x0 − y0‖v + 16d2t
n
(n
2
) (1 + 12d(n
2
) )t−1‖x0 − y0‖1.
Hence, as before, for all n ≥ max(1000, 1/λ, c) and t ≤ cn2, for each
v ∈ Vn, and for all x0, y0 ∈ S0,
E(‖X̂t − Ŷt‖v) ≤ 2
(
1 +
12d(n
2
) )t‖x0 − y0‖v
+
32d2t
n
(n
2
) (1 + 12d(n
2
) )t−1‖x0 − y0‖1.
Recall that, for a load vector x, fv,k(x) is the number of links around v
carrying exactly k calls. Similarly, fv,≤k(x) =
∑
i≤k fv,i(x) is the number of
links {v,w}, w 6= v, such that x({v,w}) ≤ k; that is, the number of links
around v carrying at most k calls. Let P denote the transition matrix of the
jump chain (X̂t) restricted to S˜. Note that, for each v, k, and each x, y ∈ S˜,
|fv,k(x)− fv,k(y)| ≤
∑
w 6=v
|x({v,w}) − y({v,w})| ≤ 2‖x− y‖v,
|fv,≤k(x)− fv,≤k(y)| ≤
∑
w 6=v
|x({v,w}) − y({v,w})| ≤ 2‖x− y‖v.
Hence, for x0, y0 ∈ S0, for n ≥ max(1000, 1/λ, c), for t ≤ cn2 and each v, k,
|(P tfv,k)(x0)− (P tfv,k)(y0)| ≤ E |fv,k(X̂t)− fv,k(Ŷt)| ≤ 2E ‖X̂t − Ŷt‖v
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≤ 4
(
1 +
12d(n
2
) )t‖x0 − y0‖v
+
64d2t
n
(n
2
) (1 + 12d(n
2
) )t−1‖x0 − y0‖1. (4.3)
Similarly, for x0, y0 ∈ S0, n ≥ max(1000, 1/λ, c), t ≤ cn2 and each v, k,
|(P tfv,≤k)(x0)− (P tfv,≤k)(y0)| ≤ 4
(
1 +
12d(
n
2
) )t‖x0 − y0‖v
+
64d2t
n
(n
2
) (1 + 12d(n
2
) )t−1‖x0 − y0‖1.
Given u, v ∈ Vn and j, k ∈ {0, 1, . . . , C}, set
fu,v,j,k =
1
(n− 2)2d−1
d∑
r=1
∑
wr
I
j
uwr
∑
w′r
I
k
vw′r
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
×
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s );
fu,v,≤j,k =
1
(n− 2)2d−1
d∑
r=1
∑
wr
I
≤j
uwr
∑
w′r
I
k
vw′r
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
×
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s ),
where the sums are over all wr, w
′
r, ws, w
′
s 6= u, v. Then
fu,v,j,k =
1
(n− 2)2d−1 (fu,j − I
j
uv)(fv,k − Ikuv)
×
d∑
r=1
(
(n− 2)2 − (fu,≤j − I≤juv )(fv,≤j − I≤juv )
)r−1
×
(
(n− 2)2 − (fu,≤j−1 − I≤j−1uv )(fv,≤j−1 − I≤j−1uv )
)d−r
,
fu,v,≤j,k =
1
(n− 2)2d−1 (fu,≤j − I
≤j
uv )(fv,k − Ikuv)
×
d∑
r=1
(
(n− 2)2 − (fu,≤j − I≤juv )(fv,≤j − I≤juv )
)r−1
×
(
(n− 2)2 − (fu,≤j−1 − I≤j−1uv )(fv,≤j−1 − I≤j−1uv )
)d−r
.
In the case d = 1, we have
fu,v,j,k(x) =
1
n− 2
∑
w 6=u,v
I
j
uw(x)
∑
w′ 6=u,v
I
k
vw′(x),
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fu,v,≤j,k(x) =
1
n− 2
∑
w 6=u,v
I
≤j
uw(x)
∑
w′ 6=u,v
I
k
vw′(x),
so that
fu,v,j,k =
1
n− 2(fu,j − I
j
uv)(fv,k − Ikuv),
fu,v,≤j,k =
1
n− 2(fu,≤j − I
≤j
uv )(fv,k − Ikuv).
Then
|fu,v,j,k(x)− fu,v,j,k(y)|
≤ 1
n− 2(fv,k(x)− I
k
uv(x))|fu,j(x)− Ijuv(x)− (fu,j(y)− Ijuv(y))|
+
1
n− 2(fu,j(y)− I
j
uv(y))|fv,k(x)− Ikuv(x)− (fv,k(y)− Ikuv(y))|
≤ 2‖x − y‖u + 2‖x− y‖v.
Similarly,∣∣fu,v,≤j,k(x)− fu,v,≤j,k(x)∣∣ ≤ 2‖x− y‖u + 2‖x− y‖v.
A calculation similar to the one above shows that, for any d ≥ 1, if f is
one of the functions fu,v,j,k, fu,v,≤j,k, then
|f(x)− f(y)| ≤ 2d2(‖x− y‖u + ‖x− y‖v).
and so, for all x0, y0 ∈ S0, all n ≥ max(1000, 1/λ, c), and all t ≤ cn2,
|(P tf)(x0)− (P tf)(y0)|
≤ 4d2
(
1 +
12d(n
2
) )t‖x0 − y0‖v + 4d2(1 + 12d(n
2
) )t‖x0 − y0‖u
+
128d4t
n
(n
2
) (1 + 12d(n
2
) )t−1‖x0 − y0‖1. (4.4)
5. Concentration of measure for the routing model
We will now apply Theorem 2.3 to the jump Markov chain X̂ and func-
tions fv,k, fv,≤k, fu,v,j,k, fu,v,≤j,k.
From now on, we assume that our process starts in some fixed state
X0 = x0 ∈ S1. We write P and E when discussing probabilities relating
to X̂ , instead of Px0 and Ex0 , which was convenient in the derivation of the
concentration inequalities in Section 2.
We start with the functions fv,k. By (4.3), for all x, y ∈ S0, we can take
ax,i(y) = 4
(
1 +
12d(n
2
) )i‖x− y‖v + 64d2i
n
(n
2
) (1 + 12d(n
2
) )i−1‖x− y‖1,
for i ≤ cn2 and n ≥ max(1000, 1/λ, c).
The key is that, for any x ∈ S0 and any i ≥ 0, if y ∈ N(x) is chosen with
probability P (x, y), then it is very likely that ‖x− y‖v = 0, and thus ax,i(y)
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is relatively small. This enables us to use the full power of Theorem 2.3.
Indeed, for each x ∈ S0, we have∑
y:‖x−y‖v>0
P (x, y) ≤ p(λ, n)2 + d
n
+(1−p(λ, n))C(n− 1)⌊6λ(n2)⌋ ≤
1
6n
(2 + d+ 2C/λ) ,
(5.1)
with p(λ, n) as in (4.1). To see this, note that, conditional on the next jump
being an arrival, the probability that the load on some link at v is altered
is at most (2 + d)/n. Also, as the total number of calls involving node v is
at most C(n− 1), conditional on the jump being a potential departure, the
probability that the departure is from a link at v is at most C(n−1)/⌊6λ(n2)⌋.
Note also that, for all x, y such that y ∈ N(x), we have ‖x − y‖v ≤ 1
and ‖x − y‖1 ≤ 1. It follows that for each x ∈ S0, for i ≤ cn2 and n ≥
max(1000, 1/λ, c),
(
Pa2x,i
)
(x) ≤ 32(2 + d+ 2C/λ)
6n
(
1 +
12d(n
2
) )2i + 213( d2i
n
(n
2
))2(1 + 12d(n
2
) )2i−2
≤ 32(2 + d+ 2C/λ)
6n
e96dc + 216
(d2c
n
)2
e96dc
≤ 2
16(d4 + C/λ)(c + 1)2
n
e96dc.
So we can take α2i =
216(d4+C/λ)(c+1)2
n e
96dc, and thus β ≤ 217(d4 +C/λ)(c+
1)3ne96dc, for t ≤ cn2. Also we can take
α = 4e48dc +
256d2c
n
e48dc ≤ 8e48dc
for n ≥ max(1000, 1/λ, 64d2c) and t ≤ cn2.
For t > 0, let At be the event that X̂s ∈ S00 for 0 ≤ s ≤ t − 1. By
Theorem 2.3, for t ≤ cn2 and a ≤ n,
P
(
{|fv,k(X̂t)− E[fv,k(X̂t)]| ≥ a} ∩At
)
≤ 2e−a2/(218(d4+C/λ)(c+1)3ne96dc+32e48dca/3)
≤ 2e−a2/219(d4+C/λ)(c+1)3ne96dc .
Similarly, for t ≤ cn2 and a ≤ n,
P
(
{|fv,≤k(X̂t)− E[fv,≤k(X̂t)]| ≥ a} ∩At
)
≤ 2e−a2/219(d4+C/λ)(c+1)3ne96dc .
(5.2)
We now consider functions fu,v,j,k and fu,v,≤j,k. By (4.4), for all x, y ∈ S0,
ax,i(y) = 4d
2
(
1 +
12d(n
2
) )i‖x− y‖v + 4d2(1 + 12d(n
2
) )i‖x− y‖u
+
128d4i
n
(n
2
) (1 + 12d(n
2
) )i−1‖x− y‖1,
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for i ≤ cn2 and n ≥ max(1000, 1/λ, c). This leads to
(
Pa2x,i
)
(x) ≤ 64d
4(d+ 2 + 2C/λ)
6n
(
1 +
12d(n
2
) )2i + 215( d4i
n
(n
2
))2(1 + 12d(n
2
) )2i−2
≤ 64d
4(d+ 2 + 2C/λ)
6n
e96dc + 218
(d4c
n
)2
e96dc
≤ 2
18(d8 + d4C/λ)(c + 1)2
n
e96dc,
for each x ∈ S0, for t ≤ cn2 and n ≥ max(1000, 1/λ, 64d2c).
So we can take α2i =
218(d8+d4C/λ)(c+1)2
n e
96dc, and so β ≤ 219(d8+d4C/λ)(c+
1)3ne96dc. Also, for n ≥ max(1000, 1/λ, 64d2c), we can take
α = 8d2e48dc +
512d4c
n
e48dc ≤ 16d2e48dc.
By Theorem 2.3, for t ≤ cn2 and a ≤ n,
P
(
{|fu,v,j,k(X̂t)− E[fu,v,j,k(X̂t)]| ≥ a} ∩At
)
≤ 2e−a2/(220(d8+d4C/λ)(c+1)3ne96dc+64d2e48dca/3)
≤ 2e−a2/221(d8+d4C/λ)(c+1)3ne96dc ,
and, similarly,
P
(
{|fu,v,≤j,k(X̂t)− E[fu,v,≤j,k(X̂t)]| ≥ a} ∩At
)
≤ 2e−a2/221(d8+d4C/λ)(c+1)3ne96dc .
To relate the continuous-time process X and the discrete-time chain X̂,
note that, while X remains in S00 , departures in X can be represented by
a Poisson process of potential departures with rate ⌊6λ(n2)⌋, together with
a process of ‘choices’ defined as in the description of the transitions of X̂.
For this representation, the number Zt of events (arrivals and potential
departures) in X during the interval [0, t] is Poisson with mean rt, where
r = λ
(
n
2
)
+ ⌊6λ
(
n
2
)
⌋ ≤ 7λ
(
n
2
)
,
and the events correspond precisely to the jumps of X̂.
As in [7], we choose a suitable “width” w, and consider the interval I
of values z ∈ Z+ such that |z − rt| ≤ w. Since Zt is Poisson with mean
rt, we have P(Zt /∈ I) ≤ 2e−w2/3rt. We shall take w ≥ 2
√
rt log n, so that
P(Zt /∈ I) ≤ e− log2 n. On the event that X̂z ∈ S0, we have from (5.1) that
E(|fv,k(X̂z+1)− fv,k(X̂z)| | F̂z) ≤ 22 + d+ 2C/λ
6n
,
since fv,k can only change if ‖X̂z+1 − X̂z‖v > 0. Since X̂z stops as soon
as it leaves S0, this inequality also holds on the event that X̂z /∈ S0. Let
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µ(z) = E fv,k(X̂z). By the above,∣∣∣µ(z + 1)− µ(z)∣∣∣ = ∣∣∣E [E(fv,k(X̂z+1)− fv,k(X̂z) | F̂z)] ∣∣∣ ≤ 2 + d+ 2C/λ
3n
.
So, for z ∈ I, |µ(z) − µ(⌊rt⌋)| ≤ w(2 + d+ 2C/λ)/3n.
By Lemma 2.5 in [8], if n ≥ max(1000, 1/λ, 64d2c), then for each x0 ∈ S1,
P(Acn2) = P(∃ t ≤ cn2 : X̂t 6∈ S00) ≤ cn2(7/12)2λ(
n
2)−1 ≤ cn2e−n/4 ≤ e−n/8.
(5.3)
Thus, for any t, and z ≤ cn2, |E(fv,k(Xt) | Zt = z) − µ(z)| ≤ nP(Az) ≤
ne−n/8 by (5.3). Also,
E fv,k(Xt) =
∑
z∈Z+
E(fv,k(Xt) | Zt = z)P(Zt = z),
so, if rt+ w ≤ cn2,∣∣∣E fv,k(Xt)− µ(⌊rt⌋)∣∣∣
≤
∑
z∈I
P(Zt = z)
∣∣∣E(fv,k(Xt) | Zt = z)− µ(⌊rt⌋)∣∣∣ + nP(Zt /∈ I)
≤ w2 + d+ C/λ
3n
+ ne−n/8 + ne− log
2 n ≤ w2 + d+ C/λ
2n
.
Moreover, provided n ≥ max(1000, 1/λ, 64d2c), w(2+d+2C/λ)/2n ≤ a ≤ n
and rt+ w ≤ cn2, we have
P
(∣∣∣fv,k(Xt)− E fv,k(Xt)∣∣∣ ≥ 3a)
≤ P
(∣∣∣fv,k(Xt)− µ(⌊rt⌋)∣∣∣ ≥ 2a)
≤
∑
z∈I
P(Zt = z)P
(∣∣∣fv,k(Xt)− µ(⌊rt⌋)∣∣ ≥ 2a | Zt = z)+ P(Zt /∈ I)
≤
∑
z∈I
P(Zt = z)P
({∣∣∣fv,k(X̂z)− µ(z)∣∣ ≥ a} ∩Az)+ P(Art+w) + P(Zt /∈ I)
≤ 2e−a2/219(d4+C/λ)(c+1)3ne96dc + e−n/8 + 2e−w2/3rt.
Taking a = 13
√
n log n and w = 2
√
tn log n, we see that, if t ≤ t0 = c/8λ and
n ≥ max(1000, 512d2λt0, 72t0C2/λ2, 1/λ2t0), then
P
(∣∣∣fv,k(Xt)− E fv,k(Xt)∣∣∣ ≥ √n log n) ≤ 4e− log2 n/223(d4+C/λ)(8λt0+1)3e800dλt0
≤ 4e−γ log2 n, (5.4)
where
γ = γ(λ, d,C, t0) =
1
225(d8 + d4C/λ)(8λt0 + 1)3e800dλt0
.
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Similarly, under the same conditions, we have, for each u, v and j, k,
P
(
|fv,≤k(Xt)− E[fv,≤k(Xt)]| ≥
√
n log n
)
≤ 4e−γ log2 n, (5.5)
P
(
|fu,v,j,k(Xt)− E[fu,v,j,k(Xt)]| ≥
√
n log n
)
≤ 4e−γ log2 n, (5.6)
P
(
|fu,v,≤j,k(Xt)− E[fu,v,≤j,k(Xt)]| ≥
√
n log n
)
≤ 4e−γ log2 n. (5.7)
As t0 = c/8λ, the mean number of events in [0, t0] is rt0 ≤ 12cn2. and the
probability that there are more than cn2 events in the interval [0, t0] is at
most e−cn
2/6. Therefore
P
(
∃v ∈ Vn, t ≤ t0, k ∈ {0, . . . , C}, |fv,k(Xt)− E[fv,k(Xt)]| ≥
√
n log n
)
≤ 4cCn3e−γ log2 n + e−4t0λn2/3 ≤ 40t0λCn3e−γ log2 n. (5.8)
6. Expectation of the generator
As before, we assume that our process starts in some fixed state x0 ∈ S1,
and we consider the law of the process started in this state, and running
until some time t0 > 0. Recall that
n0(λ, d,C, t0) = max
(
218(λ+ 1/λ)4d4(C + 1)6(t0 + 1/t0)
2, e8/γ(λ,d,C,t0)
)
,
as in the statement of Theorems 1.1 and 1.2. Note that n0(λ, d,C, t0) ≥
1000, for any positive integers d and C and positive reals λ and t0, and that
the bounds of the previous section hold for all n ≥ n0(λ, d,C, t0). We also
have e−γ log
2 n ≤ n−8, an inequality we shall use freely from now on.
Recall the definitions of φ1, φ2 and φ3 from (1.4)–(1.6), and that φ =
max{φ1, φ2, φ3}. Set φ˜ = max{φ1, φ2}. Recall also that
gj(ξ) = 2ξ(C)ξ(j)ξ(≤ j)
d∑
r=1
(1− ξ(≤ j)2)r−1(1− ξ(≤ j − 1)2)d−r
+ 2ξ(C)ξ(j)
C−1∑
i=j+1
ξ(i)
d∑
r=1
(1− ξ(≤ i)2)r−1(1− ξ(≤ i− 1)2)d−r.
Our first aim in this section is to show that, provided Eφ(Xt) is small,
E[gv,j(Xt)] is close to (n − 1)gj(ζvt ), where gv,j is as in (3.1) and ζvt is the
vector with components ζt(v, j) = (n − 1)−1 E[fv,j(Xt)], for j ∈ {0, . . . , C}.
We then go on to show that, if φ(x0) is small, then also Eφ(Xt) is small for
all t ≤ t0.
Lemma 6.1. For all t ≤ t0, for each v ∈ Vn and each j ∈ {0, . . . , C},
|E[gv,j(Xt)]− (n − 1)gj(ζvt )|
≤ 31d2(C + 1)3n
(
φ(x0) +
3 log n√
n
)
e208(λ+1)d
2(C+1)3t0 ,
provided n ≥ n0(λ, d,C, t0).
27
Malwina J. Luczak
If d = 1 and n ≥ n0(λ, 1, C, t0), we have the improved bound
|E[gv,j(Xt)]− (n− 1)gj(ζvt )|
≤ 31(C + 1)3n
(
φ(x0) +
3 log n√
n
)
e208(λ+1)(C+1)t0 .
The lemma above will follow immediately from two other lemmas, the
first of which is as follows.
Lemma 6.2. For any n ≥ n0(λ, d,C, t0), v ∈ Vn and j ∈ {0, . . . , C},∣∣∣E[gv,j(Xt)]−(n−1)gj(ζvt )∣∣∣ ≤ 12d2(C+1)3nE[φ˜(Xt)]+20d2(C+1)√n log n.
Proof. Suppose that n ≥ n0(λ, d,C, t0).
The function gv,j is a sum of four terms, which we separate out. Let
P+v,j =
1
(n− 2)d
d∑
r=1
∑
u
I
C
uv
∑
wr
I
j
vwr I
≤j
uwr
r−1∏
s=1
∑
ws
(1− I≤juv,ws)
d∏
s=r+1
∑
ws
(1− I≤j−1uv,ws);
P−v,j =
1
(n− 2)d
d∑
r=1
∑
u
I
C
uv
∑
wr
I
j
vwr
C−1∑
i=j+1
I
i
uwr
r−1∏
s=1
∑
ws
(1− I≤iuv,ws)
×
d∏
s=r+1
∑
ws
(1− I≤i−1uv,ws).
In both expressions above, the first sum is over all values of u 6= v, and the
subsequent sums are over all values of wr or ws 6= u, v. Let further
Q+v,j =
1
(n− 2)d
d∑
r=1
∑
u
I
j
uv
∑
v′
I
C
uv′I
≤j
v′v
r−1∏
s=1
∑
ws
(1− I≤juv′,ws)
d∏
s=r+1
∑
ws
(1− I≤j−1uv′,ws);
Q−v,j =
1
(n− 2)d
d∑
r=1
∑
u
I
j
uv
∑
v′
I
C
uv′
C−1∑
i=j+1
I
i
v′v
r−1∏
s=1
∑
ws
(1− I≤iuv′,ws)
×
d∏
s=r+1
∑
ws
(1− I≤i−1uv′,ws).
In the last two expressions above, the first sum is over all values of u 6= v,
the second sum is over all values of v′ 6= u, v, and the subsequent sums are
over all ws 6= u, v′. Then gv,j = P+v,j + P−v,j +Q+v,j +Q−v,j.
We define further ‘standardised’ versions of P+v,j , P
−
v,j , Q
+
v,j , Q
−
v,j. Let
P̂+v,j =
1
(n − 2)2d
d∑
r=1
∑
u
I
C
uv
∑
wr
I
j
vwr
∑
w′r
I
≤j
uw′r
×
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s );
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P̂−v,j =
1
(n− 2)2d
d∑
r=1
∑
u
I
C
uv
∑
wr
I
j
vwr
C−1∑
i=j+1
∑
w′r
I
i
uw′r
×
r−1∏
s=1
∑
ws,w′s
(1− I≤iuwsI≤ivw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤i−1uws I≤i−1vw′s ).
In these two expressions, the first sum is over all values of u 6= v, and the
remaining sums are over all values of wr, w
′
r, ws, w
′
s 6= u, v. Also, let
Q̂+v,j =
1
(n− 2)2d
d∑
r=1
∑
u
I
j
uv
∑
v′
I
C
uv′
∑
v′′
I
≤j
v′′v
×
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s );
Q̂−v,j =
1
(n− 2)2d
d∑
r=1
∑
u
I
j
uv
∑
v′
I
C
uv′
C−1∑
i=j+1
∑
v′′
I
i
v′′v
×
r−1∏
s=1
∑
ws,w′s
(1− I≤iuwsI≤ivw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤i−1uws I≤i−1vw′s ).
In these two expressions, the first sum is over all values of u 6= v, and
the subsequent sums are over all values of v′, v′′, ws, w′s 6= u, v. In these
standardised versions, the “anchor” nodes u and v for the final products are
chosen so that the products can be extracted as far as possible as a common
factor. In the future, we will always use similar conventions regarding the
ranges of the various summations involved, and the choices of anchor nodes.
Set ĝv,j = P̂
+
v,j + P̂
−
v,j + Q̂
+
v,j+ Q̂
−
v,j . We shall now bound |gv,j − ĝv,j | above
via upper bounds on the differences |P+v,j − P̂+v,j |, |P−v,j − P̂−v,j |, |Q+v,j − Q̂+v,j |
and |Q−v,j − Q̂−v,j |. These differences denote the maximum difference of the
functions over all load vectors x.
Noting that, for 0 ≤ j ≤ C and for any u,∣∣∣ 1
n− 2
∑
ws
(
1− I≤juwsI≤jvws
)
− 1
(n− 2)2
∑
ws,w′s
(
1− I≤juwsI≤jvw′s
)∣∣∣
=
∣∣∣ 1
n− 2
∑
ws
I
≤j
uwsI
≤j
vws −
1
(n− 2)2
∑
ws,w′s
I
≤j
uwsI
≤j
vw′s
∣∣∣ ≤ (C + 1)2φ1,
we see that |P+v,j − P̂+v,j | ≤ d2(C + 1)2(n − 2)φ1. Similarly, |P−v,j − P̂−v,j | ≤
d2(C + 1)3(n− 2)φ1. Also,
|Q+v,j − Q̂+v,j |
≤ d(d− 1)[(C + 1)2(n− 2)φ1 + (C + 1)(n − 2)φ2]
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+
1
(n− 2)2d−1
d∑
r=1
∑
u
I
j
uv
∣∣∣∑
v′
I
C
uv′
(
I
≤j
v′v −
1
n− 2
∑
v′′
I
≤j
v′′v
)
×
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s )
∣∣∣
≤ d(d− 1)(C + 1)2(n− 2)(φ1 + φ2) + 1
(n− 2)2d−2
d∑
r=1
∑
u
I
j
uv
×
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s )
×
∣∣∣ 1
n− 2
∑
v′
I
C
uv′I
≤j
v′v −
1
(n− 2)2
∑
v′
I
C
uv′
∑
v′′
I
≤j
v′′v
∣∣∣.
Hence
|Q+v,j − Q̂+v,j | ≤ d(d− 1)(C + 1)2(n− 2)(φ1 + φ2) + d(C + 1)(n − 2)φ1
≤ 2d2(C + 1)2(n− 2)φ˜.
Similarly, |Q−v,j − Q̂−v,j | ≤ 2d2(C + 1)3(n− 2)φ˜.
It follows that
|gv,j − ĝv,j | ≤ 6d2(C + 1)3(n− 2)φ˜, (6.1)
and so |E[gv,j(Xt)] − E[ĝv,j(Xt)]| ≤ 6d2(C + 1)3(n − 2)E[φ˜(Xt)]. In the
special case d = 1, the estimates are easier, and we find that
|gv,j − ĝv,j | ≤ 4(C + 1)(n − 2)φ˜. (6.2)
We now bound |E[ĝv,j(Xt)]− (n−1)gj(ζvt )|, with (n−1)gj(ζvt ) given by
2E[fv,C ]E[fv,j ]E[fv,≤j]
(n− 1)d+1
d∑
r=1
(
(n−1)− E[fv,≤j]2
)r−1 (
(n−1)− E[fv,≤j−1]2
)d−r
+
2E[fv,C ]E[fv,j ]
(n− 1)d+1
C−1∑
i=j+1
E[fv,≤i]
d∑
r=1
(
(n−1)− E[fv,≤i]2
)r−1
× ((n−1)− E[fv,≤i−1]2)d−r .
Here, and throughout what follows, we abuse notation by writing e.g. E[fv,C ]
instead of E[fv,C(Xt)]: for the remainder of this proof, all of our functions
will be evaluated at Xt.
We start by estimating the difference between E P̂+v,j and
E[fv,C ]E[fv,j ]E[fv,≤j ]
(n− 1)d+1
d∑
r=1
(
(n−1)− E[fv,≤j ]2
)r−1 (
(n−1)− E[fv,≤j−1]2
)d−r
:
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|E[ĝv,j(Xt)]− (n−1)gj(ζvt )| is the sum of this and three similar terms. Note
that P̂+v,j =
1
n−2
∑
u 6=v I
C
u,vfu,v,≤j,j. By (5.7), as n ≥ n0(λ, d,C, t0),
fu,v,≤j,j =
1
(n− 2)2d−1
d∑
r=1
∑
wr
I
j
vwr
∑
w′r
I
≤j
uw′r
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s )
satisfies, for each t ≤ t0,
P
(
|fu,v,≤j,j(Xt)− E[fu,v,≤j,j(Xt)]| ≥
√
n log n
)
≤ 4e−γ log2 n.
By Lemma 2.5, as n ≥ n0(λ, d,C, t0),∣∣∣E[ICuvfu,v,≤j,j]− E[ICuv]E[fu,v,≤j,j]∣∣∣ ≤ √n log n+ 4ne−γ log2 n ≤ 32√n log n,
for each u 6= v, and so∣∣∣E[P̂+v,j ]− 1n− 2
∑
u
E[ICuv ]E[fu,v,≤j,j]
∣∣∣ ≤ n− 1
n− 2
3
2
√
n log n ≤ 2√n log n.
(6.3)
Now let Et be the event that |fv,j(Xt) − E fv,j(Xt)| ≤
√
n log n and
|fv,≤j(Xt) − E fv,≤j(Xt)| ≤
√
n log n for all j ∈ {0, . . . , C} and v ∈ Vn.
By (5.4) and (5.5), P(Et) ≤ 8(C + 1)ne−γ log2 n. Note that, on Et,
1
n− 2
∣∣∣(fu,≤j − I≤juv )(fv,≤j − I≤juv )− E[fu,≤j]E[fv,≤j]∣∣∣ ≤ 3√n log n;
1
n− 2
∣∣∣(fu,≤j − I≤juv )(fv,j − Ijuv)− E[fu,≤j]E[fv,j ]∣∣∣ ≤ 3√n log n,
for each j. Thus, recalling that
fu,v,≤j,j =
1
(n− 2)2d−1 (fu,≤j − I
≤j
uv )(fv,j − Ijuv)
×
d∑
r=1
(
(n− 2)2 − (fu,≤j − I≤juv )(fv,≤j − I≤juv )
)r−1
×
(
(n− 2)2 − (fu,≤j−1 − I≤j−1uv )(fv,≤j−1 − I≤j−1uv )
)d−r
,
we see that, on Et, the difference between fu,v,≤j,j and
1
(n− 2)2d−1 E[fu,≤j]E[fv,j]
d∑
r=1
(
(n− 2)2 − E[fu,≤j]E[fv,≤j ]
)r−1
×
(
(n− 2)2 − E[fu,≤j−1]E[fv,≤j−1]
)d−r
is at most 3d2
√
n log n in absolute value.
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Thus, with probability at least 1− 16(C +1)ne−γ log2 n, fu,v,≤j,j is within
distance
√
n log n of E[fu,v,≤j,j] and within distance 3d2
√
n log n of
Hu,v,j(t) =
1
(n− 2)2d−1 E[fu,≤j]E[fv,j ]
d∑
r=1
(
(n− 2)2 − E[fu,≤j]E[fv,≤j]
)r−1
×
(
(n − 2)2 − E[fu,≤j−1]E[fv,≤j−1]
)d−r
.
Therefore the difference between E[fu,v,≤j,j] andHu,v,j(t) is at most 4d2
√
n log n.
Since, for each u, v and j, |E[fu,≤j] − E[fv,≤j ]| ≤ (n − 2)(C + 1)E[φ2], we
have |Hu,v,j(t)−Hv,v,j(t)| ≤ d2(n−2)(C+1)E[φ2], so the difference between
E[fu,v,≤j,j] and Hv,v,j(t) is at most 4d2
√
n log n+ d2(n− 2)(C +1)E[φ2], for
each u, v and j. Combining the above with (6.3), we see that the difference
between E[P̂+v,j ] and
1
n−2 E[fv,C ]Hv,v,j(t), which is equal to
1
(n− 2)2d E[fv,C ]E[fv,≤j ]E[fv,j ]
d∑
r=1
(
(n− 2)2 − (E[fv,≤j ])2
)r−1
×
(
(n− 2)2 − (E[fv,≤j−1])2
)d−r
is at most 6d2
√
n log n+ d2n(C + 1)E[φ2] in absolute value.
A similar argument shows that the difference between E[P̂−v,j ] and
1
(n− 2)2d E[fv,C ]E[fv,j ]
C−1∑
i=j+1
E[fv,i]
d∑
r=1
(
(n− 2)2 − (E[fv,≤i])2
)r−1
×
(
(n − 2)2 − (E[fv,≤i−1])2
)d−r
is at most 6d2C
√
n log n+ d2nC(C + 1)E[φ2] in absolute value.
For E[Q̂+v,j ], we use an argument identical to the one above, considering
fv,u,≤j,C =
1
(n− 2)2d−1
d∑
r=1
∑
v′
I
C
uv′
∑
v′′
I
≤j
v′′v
×
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s )
to show that the difference between E[Q̂+v,j ] and
1
(n− 2)2d E[fv,C ]E[fv,≤j ]E[fv,j ]
d∑
r=1
(
(n− 2)2 − (E[fv,≤j ])2
)r−1
×
(
(n− 2)2 − (E[fv,≤j−1])2
)d−r
is at most 6d2
√
n log n+ d2n(C + 1)E[φ2] in absolute value.
32
A quantitative differential equation approximation
Similarly, the difference between E[Q̂−v,j ] and
1
(n− 2)2d E[fv,C ]E[fv,j ]
C−1∑
i=j+1
E[fv,i]
d∑
r=1
(
(n− 2)2 − (E[fv,≤i])2
)r−1
×
(
(n − 2)2 − (E[fv,≤i−1])2
)d−r
is at most 6d2C
√
n log n+ d2nC(C + 1)E[φ2] in absolute value.
In summary, we have shown that∣∣∣E[gv,j(Xt)]− (n − 2)gj(ηvt )∣∣∣
≤
∣∣∣E[gv,j(Xt)]− E[ĝv,j(Xt)]∣∣∣+ ∣∣∣E[ĝv,j(Xt)]− (n− 2)gj(ηvt )∣∣∣
≤ 12d2(C + 1)3nE[φ˜(Xt)] + 12d2(C + 1)
√
n log n,
where ηvt is the vector with components ηt(v, j) =
1
n−2 E fv,j(Xt).
Now, each of the components ζt(v, j) and ηt(v, j) is non-negative, and we
have
∑C
j=0 ζt(v, j) ≤ 1 and
∑C
j=0 ηt(v, j) ≤ n−1n−2 . Furthermore, |ζt(v, j) −
ηt(v, j)| ≤ 1n−2 for all j. Also, exactly as in the proof of (7.1) below, whenever
η and ζ are in {ξ ∈ RC+1 : ξ(j) ≥ 0 for each j,∑j ξ(j) ≤ n−1n−2}, we have
|gk(η)− gk(ζ)| ≤ 3d2(C + 1)2
(
n− 1
n− 2
)3
max
0≤j≤C
|η(j) − ζ(j)|.
It follows that, for n ≥ 6,
|gj(ηvt )− gj(ζvt )| ≤ 3d2(C + 1)2
(n− 1
n− 2
)3 1
n− 2 ≤ 6d
2(C + 1)2
1
n− 2 ,
and so, using the fact that |gj(ζvt )| ≤ 2d(C + 1),∣∣∣E[gv,j(Xt)]− (n− 1)gj(ζvt )∣∣∣
≤ 12d2(C + 1)3nE[φ˜(Xt)] + 12d2(C + 1)
√
n log n+ 6d2(C + 1)2 + 2d(C + 1).
As n ≥ (C + 1)2, we may now write∣∣∣E[gv,j(Xt)]− (n− 1)gj(ζvt )∣∣∣ ≤ 12d2(C + 1)3nE[φ˜(Xt)] + 20d2(C + 1)√n log n,
as claimed. 
We now study the changes of φ(Xt) over time. For distinct u and v, and
j, k ∈ {0, . . . , C}, we define
φ1u,v,j,k =
1
n− 2
∑
w
I
j
uwI
k
vw −
1
(n− 2)2
∑
w 6=u,v
I
j
uw
∑
w′ 6=u,v
I
k
vw′ ;
φ2u,v,j =
1
n− 2(fu,j − fv,j) =
1
n− 2
( ∑
w 6=u,v
I
j
uw −
∑
w 6=u,v
I
j
vw
)
;
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φ3u,v(x) =
1
n− 2
∑
w 6=u,v
x({u, v}, w).
Then we have φ1 = maxu,v,j,k |φ1u,v,j,k|, φ2 = maxu,v,j |φ2u,v,j | and φ3 =
maxu,v φ
3
u,v, where all maximisations are over distinct nodes u and v and,
where appropriate, j, k ∈ {0, . . . , C}. These functions are similar to ones
in [3]: we prove an analogue of Lemma 2 in [3], leaving some details to an
appendix, but our task is more complex as we deal with d > 1, and we fill
in a key point that is dealt with rather brusquely in [3].
Once again, our argument uses the discrete chain (X̂t). As before, let (F̂t)
denote the natural filtration of (X̂t). Let A˜t = {X̂s ∈ S˜ for all s ≤ t − 1}.
For a function f : S → R, we define ∆f(X̂t) = f(X̂t) − f(X̂t−1), the
increment of the function on one step of the discrete chain. Our first goal is
to provide upper bounds on E[|∆φ1u,v,j,k(X̂t)| | F̂t−1], E[|∆φ2u,v,j(X̂t)| | F̂t−1]
and E[|∆φ3u,v(X̂t)| | F̂t−1], in terms of φ(X̂t−1), valid, on the event A˜t, for
all distinct nodes u and v, and, where appropriate, all j, k ∈ {0, . . . , C}.
The proof of the following lemma consists of routine but tedious calcula-
tions, and these are relegated to the appendix.
Lemma 6.3. Suppose n ≥ n0(λ, d,C, t0), and t ≤ cn2, where c = 8λt0. For
ρ any one of the functions φ1u,v,j,k, φ
2
u,v,j , or φ
3
u,v, we have, on A˜t,
E[
∣∣∆ρ(X̂t)∣∣ | F̂t−1] ≤ c1
n2
φ(X̂t−1) +
c2
n3
,
where c1 = 26(1 + 1/λ)d
2(C + 1)3 and c2 = 64λd
2(C + 1)3.
If d = 1, we have the same conclusion with c1 = 26(1 + 1/λ)(C + 1) and
c2 = 64λ(C + 1).
Now we are in a position to prove the other result required for Lemma 6.1.
Lemma 6.4. For all t ≤ t0, and n ≥ n0(λ, d,C, t0), we have
Eφ(Xt) ≤ 2e208(λ+1)d2(C+1)3t0
(
φ(x0) +
3 log n√
n
)
.
If d = 1, and n ≥ n0(λ, 1, C, t0), we have the improved bound
Eφ(Xt) ≤ 2e208(λ+1)(C+1)t0
(
φ(x0) +
3 log n√
n
)
.
Proof. Let m = φ(x0) +
3 logn√
n
, and let Et be the event
A˜t ∩
{
φ(X̂s) ≤ m
(
1 +
c1
n2
)s
, for all s ≤ t− 1}.
Let ρ denote any of the functions φ1u,v,j,k, φ
2
u,v,j or φ
3
u,v. For each t, on
the event Et, we have from Lemma 6.3 that
E
(|ρ(X̂t)|−|ρ(X̂t−1)| | F̂t−1) ≤ E(∣∣∆ρ(X̂t)∣∣ | F̂t−1)∣∣ ≤ c1
n2
m
(
1 +
c1
n2
)t−1
+
c2
n3
,
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and therefore
E
(|ρ(X̂t)|IEt) ≤ E (|ρ(X̂t−1)|IEt−1)+ c1n2m
(
1 +
c1
n2
)t−1
+
c2
n3
.
This yields, for each t,
E
(|ρ(X̂t)|IEt) ≤ |ρ(x0)|+ t−1∑
s=0
(
c1
n2
m
(
1 +
c1
n2
)s−1
+
c2
n3
)
≤ φ(x0) +m
{(
1 +
c1
n2
)t − 1}+ c2t
n3
= m
(
1 +
c1
n2
)t − 3 log n√
n
+
c2t
n3
.
Let c = 8λt0, and run the discrete chain for cn
2 steps. Note that n ≥
n0(λ, d,C, t0) ≥ 218λ4d4(C + 1)6t20 ≥ (cc2)2. We conclude that, for t ≤ cn2,
E
(|ρ(X̂t)|IEt) ≤ m(1 + c1n2
)t
− 2 log n√
n
.
We show by induction on t that P(Et+1) ≤ te− 12γ log2 n, for all t < cn2.
This holds for t = 0. If the induction hypothesis holds for t− 1, then
E
(|ρ(X̂t)|IEt) ≤ C P(Et) ≤ Ccn2e− 12γ log2 n ≤ log n√n ,
and so
E
(|ρ(X̂t)|) = E (|ρ(X̂t)|IEt) + E (|ρ(X̂t)|IEt) ≤ m(1 + c1n2
)t − log n√
n
.
Thus
P(Et+1) ≤ P(A˜t) + P(Et) + (C + 2)2n2max
ρ
P
(
|ρ(X̂t)| ≥ E |ρ(X̂t)|+ log n√
n
)
,
where the maximum is over all the functions φ1u,v,k,j, φ
2
u,v,j and φ
3
u,v, noting
that there are at most (C + 2)2n2 such functions.
Inequality (5.3) implies that
P(A˜t) ≤ e−n/8 ≤ 1
2
e−
1
2
γ log2 n,
for t ≤ cn2, since the chain starts at x0 ∈ S1.
To bound maxρ P
(
|ρ(X̂t)| ≥ E |ρ(X̂t)|+ logn√n
)
, we establish concentration
of measure results for the functions |φ1u,v,j,k|, |φ2u,v,j | and φ3u,v, proceeding as
in Sections 4 and 5. Indeed, it is easy to see that
(n− 2)
∣∣∣|φ1u,v,j,k(x)| − |φ1u,v,j,k(y)|∣∣∣ ≤ 2(‖x − y‖u + ‖x− y‖v),
(n− 2)
∣∣∣|φ2u,v,j(x)| − |φ2u,v,j(y)|∣∣∣ ≤ 2(‖x− y‖u + ‖x− y‖v),
and
(n − 2)
∣∣∣φ3u,v(x)− φ3u,v(y)∣∣∣ ≤ ‖x− y‖u,
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for all u, v, j and k, and all x, y in S˜. Calculations exactly as leading up to
(5.2) and (5.3) now give, for any ρ, any t ≤ cn2, and any a ≤ n,
P
(∣∣∣|ρ(X̂t)| − E |ρ(X̂t)|∣∣∣ ≥ a
n− 2
)
≤ 2e−a2/221(d4+C/λ)(c+1)3ne96dc + e−n/8
≤ 4e−4γa2/n.
Applying this with a = 12
√
n log n gives
P
(∣∣∣|ρ(X̂t)| − E |ρ(X̂t)|∣∣∣ ≥ log n√
n
)
≤ 4e−γ log2 n ≤ 4n−4e− 12γ log2 n.
We thus have, using also the induction hypothesis, that
P(Et+1) ≤ 1
2
e−
1
2
γ log2 n+(t−1)e− 12γ log2 n+4(C+2)2n2n−4e− 12γ log2 n ≤ te− 12γ log2 n,
as required for the induction step.
Recall that t0 = c/8λ. Let D be the event that there are no more than
cn2 events in the continuous-time chain X during the interval [0, t0], so
P(D) ≤ e−cn2/6. As φ is bounded above by C, for all t ≤ t0,
E[φ(Xt)] = E[φ(Xt)IDIE
cn2
] + E[φ(Xt)IDIEcn2 ] + E[φ(Xt)IEcn2
]
≤
(
φ(x0) +
3 log n√
n
)
ec1c + Ce−cn
2/6 + Ccn2e−
1
2
γ log2 n
≤ 2ec1c
(
φ(x0) +
3 log n√
n
)
= 2e8c1λt0
(
φ(x0) +
3 log n√
n
)
.
Substituting for the value of c1 gives the required result, both in the
general case and the case d = 1. 
7. Proofs of Theorem 1.1 and Theorem 1.2
We now use the results of the previous section to derive the main theorem.
We need one routine lemma, showing that the function F in (1.1) is Lipschitz
with an appropriate constant, in the domain of interest to us.
Lemma 7.1. Let d and C be positive integers. Let λ > 0. The function F
in (1.1) is Lipschitz with constant 8d2(λ+1)(C +1)2 on the set ∆C+1≤ , with
respect to the ℓ∞ norm.
For d = 1, F has Lipschitz constant 2λ + 2C + 6 on ∆C+1≤ , with respect
to the ℓ∞ norm.
Moreover, for any d, C and λ, the function F is locally Lipschitz on RC+1
with respect to the ℓ∞ norm.
Proof. For 0 < k < C,
|Fk(ξ)− Fk(η)| ≤ λ|ξ(k − 1)− η(k − 1)| + λ|ξ(k)− η(k)|
+k|ξ(k)− η(k)| + (k + 1)|ξ(k + 1)− η(k + 1)|
+|gk−1(ξ)− gk−1(η)| + |gk(ξ)− gk(η)|.
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Now, for ξ, η ∈ ∆C+1≤ ,
∣∣2ξ(C) d∑
r=1
ξ(k)ξ(≤ k)(1 − ξ(≤ k)2)r−1(1− ξ(≤ k − 1)2)d−r
−2η(C)
d∑
r=1
η(k)η(≤ k)(1− η(≤ k)2)r−1(1− η(≤ k − 1)2)d−r∣∣
≤ 2(2d+ d(C + 1) + d(d− 1)(C + 1)) max
0≤j≤C
|ξ(j) − η(j)|
≤ 3d2(C + 1) max
0≤j≤C
|ξ(j)− η(j)|.
Also,
∣∣ξ(C) d∑
r=1
ξ(k)
C−1∑
i=k+1
ξ(i)(1 − ξ(≤ i)2)r−1(1− ξ(≤ i− 1)2)d−r
−η(C)
d∑
r=1
η(k)
C−1∑
i=k+1
η(i)(1 − η(≤ i)2)r−1(1− η(≤ i− 1)2)d−r∣∣
≤ 3d2C(C + 1) max
0≤j≤C
|ξ(j) − η(j)|.
It follows that, for k = 0, . . . , C − 1,
|gk(ξ)− gk(η)| ≤ 3d2(C + 1)2 max
0≤j≤C
|ξ(j) − η(j)|. (7.1)
So, for 0 < k < C, for ξ, η ∈ ∆C+1≤ ,
|Fk(ξ)− Fk(η)| ≤ (2λ+ 2C + 6d2(C + 1)2) max
0≤j≤C
|ξ(j)− η(j)|
≤ 8d2(λ+ 1)(C + 1)2 max
0≤j≤C
|ξ(j)− η(j)|,
and the same bound holds for k = 0 and k = C.
For d = 1, it is easy to see that, for k = 0, . . . , C and ξ, η ∈ ∆C+1≤ ,
|gk(ξ)− gk(η)| ≤ 6maxj |ξ(j)− η(j)|, and therefore, for each k = 0, . . . , C,
|Fk(ξ)− Fk(η)| ≤ (2λ+ 2C + 6) max
0≤j≤C
|ξ(j)− η(j)|.
Similar arguments show that F is locally Lipschitz throughout its domain
for any d, C and λ. 
Lemma 7.2. Let d and C be positive integers. Let λ > 0, and let ξ0 be in
∆C+1= . The differential equation (1.3) has a unique solution (ξt) subject to
initial condition ξ0, valid for all times t ≥ 0. Furthermore, ξt ∈ ∆C+1= for
all t ≥ 0.
Proof. By Lemma 7.1, F is locally Lipschitz with respect to the ℓ∞ norm,
so the differential equation (1.3) has a unique maximal solution (ξt) valid
on [0, tmax) for some tmax > 0. Moreover, if t < tmax, then ‖ξt‖∞ → ∞ as
t→∞.
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Note that
∑C
j=0 Fj(ξ) = 0 for all ξ and so
∑C
j=0 ξt(j) is constant for all
times t < tmax, and hence is equal to 1. Also, Fj(ξ) ≥ 0 whenever ξ(j) = 0.
By standard arguments, ξt(j) ≥ 0 for all j and all t < tmax. Thus ξt ∈ ∆C+1=
for all t < tmax, and hence tmax =∞. 
Lemma 7.3. Let λ and t0 be positive reals, let d and C be positive integers,
and suppose that n ≥ n0(λ, d,C, t0). Let ξ0 be in ∆C+1= . Then, for each v
and each t ∈ [0, t0],
sup
j
∣∣∣ 1
n− 1 E[fv,j(Xt)]− ξt(j)
∣∣∣
≤
(
sup
j
∣∣∣ 1
n− 1fv,j(x0)− ξ0(j)
∣∣∣
+ 63λt0d
2(C + 1)3
(
φ(x0) +
3 log n√
n
))
e216(λ+1)d
2(C+1)3t0 .
For d = 1, we have
sup
j
∣∣∣ 1
n− 1 E[fv,j(Xt)]− ξt(j)
∣∣∣
≤
(
sup
j
∣∣∣ 1
n− 1fv,j(x0)− ξ0(j)
∣∣∣
+ 63λt0(C + 1)
3
(
φ(x0) +
3 log n√
n
))
e216(λ+1)(C+1)t0 .
Proof. For each j, for t ≤ t0, we have
ξt(j) = ξ0(j) +
∫ t
0
Fj(ξs)ds.
As before, for v ∈ Vn and j ∈ {0, . . . , C}, ζt(v, j) = (n − 1)−1 E[fv,j(Xt)],
and ζvt is the vector (ζt(v, j) : j ∈ {0, . . . , C}). Recall that A is the generator
of the process X. Then, for every j,
dζt(v, j)
dt
=
1
n− 1 E(Afv,j(Xt)),
so
ζt(v, j) − ζ0(v, j) = 1
n− 1
∫ t
0
E[Afv,j(Xs)] ds
=
∫ t
0
(
λζs(v, j − 1)− λζs(v, j) − jζs(v, j) + (j + 1)ζs(v, j + 1)
)
ds
+
∫ t
0
( λ
n− 1(E[gv,j−1(Xs)]− E[gv,j(Xs)])
)
ds
=
∫ t
0
Fj(ζ
v
s ) ds + λ
∫ t
0
( 1
n− 1 E[gv,j−1(Xs)]− gj−1(ζ
v
s )
)
ds
− λ
∫ t
0
( 1
n− 1 E[gv,j(Xs)]− gj(ζ
v
s )
)
ds.
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For each j and t, let ǫt(v, j) = sups≤t |ζs(v, j)−ξs(j)|, and let ǫvt be the vector
with components ǫt(v, j) (j = 0, . . . , C). Let L be the Lipschitz constant of
F over ∆C+1≤ , as in Lemma 7.1. Since ζ
v
s and ξs are in ∆
C+1
= for each s, we
have, using Lemma 6.1,
‖ǫvt ‖∞ ≤ ‖ǫv0‖∞ +
∫ t
0
(
L‖ǫvs‖∞ + 2λ sup
s≤t
max
j
∣∣∣ 1
n− 1 E[gv,j(Xs)]− gj(ζ
v
s )
∣∣∣)ds
≤ ‖ǫv0‖∞ + L
∫ t
0
‖ǫvs‖∞ds
+ 63λtd2(C + 1)3
(
φ(x0) +
3 log n√
n
)
e208(λ+1)d
2(C+1)3t0 .
By Gronwall’s lemma, for each t ≤ t0, ‖ǫvt ‖∞ is at most
eLt0
(
‖ǫv0‖∞ + 63λt0d2(C + 1)3
(
φ(x0) +
3 log n√
n
)
e208(λ+1)d
2(C+1)3t0
)
,
which gives the required result, since we may take L = 8d2(λ + 1)(C + 1)2
by Lemma 7.1. The result for d = 1 follows in an identical manner. 
Proof of Theorem 1.1. Let
w =
(
sup
j,u
∣∣∣ 1
n− 1fu,j(x0)− ξ0(j)
∣∣∣+ 63λt0d2(C + 1)3(φ(x0) + 3 log n√
n
))
× e216(λ+1)d2(C+1)3t0 .
The previous lemma, along with (5.8), yields
P
(
sup
v,k,t
|fv,k(Xt)− (n− 1)ξt(k)| > (n− 1)w + n1/2 log n
)
≤ P
(
sup
v,k,t
|fv,k(Xt)− E fv,k(Xt)| > n1/2 log n
)
≤ 40t0λCn3e−γ log2 n ≤ e−
1
2
γ log2 n,
where the supremum is over all v ∈ Vn, k ∈ {0, . . . , C}, and t ≤ t0. 
The proof of Theorem 1.2 is essentially identical.
8. Initial conditions
Given a node v, in order for the functions fv,k(Xt) (k = 0, . . . , C) to
be well approximated by the solution (ξt) to the differential equation (1.3),
given the initial state X0 of the system, we must choose initial condition ξ0
for (1.3) in such a way that supj∈{0,...,C} ǫ0(v, j) is small, where ǫ0(v, j) =
|ξ0(j) − (n − 1)−1 E[fv,j(X0)]|. For instance, we can take ξ0(j) = (n −
1)−1 E[fv,j(X0)] for j = 0, . . . , C. In addition, there are restrictions on
allowed initial states X0, to ensure that φ(X0) is not too large.
Clearly, X0 = 0 implies that φ
1(X0) = 0, so the law of large numbers in
Theorem 1.1 holds if ξ0 satisfies ξ0(0) = 1 and ξ0(j) = 0 for j = 1, . . . , C.
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Now consider an initial state obtained as follows. For a constant c0 > 0,
we throw ⌊c0
(n
2
)⌋ calls onto the network, one at a time. Each call chooses
endpoints u and v uniformly at random; it is routed onto {u, v} if there is
spare capacity. Otherwise, it chooses an ordered list of d intermediate nodes
(w1, . . . , wd) uniformly at random with replacement and is routed onto the
first route {u,wi}, {v,wi} minimising the maximum load of the two links,
if this route has capacity. If each of the d routes has a full link, then
the call is lost. Let X0 be an initial state obtained from this ⌊c0
(n
2
)⌋-step
allocation. We observe here that the variables X0({u,w}) are all identically
distributed, and therefore so are indicator variables of the form Ijuv(X0), for
each j ∈ 0, . . . , C. We will show that, with high probability, φ(X0) is at
most 3n−1/2 log n.
We start by analysing φ1(X0), using the bound
φ1(X0) = max
u,v:u 6=v
max
j,k
∣∣∣ 1
n− 2
∑
w
I
j
uw(X0)I
k
vw(X0)
− 1
(n − 2)2
∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)
∣∣∣
≤ max
u,v:u 6=v
max
j,k
1
n− 2
∣∣∣∑
w
I
j
uw(X0)I
k
vw(X0)− E[
∑
w
I
j
uw(X0)I
k
vw(X0)]
∣∣∣
+ max
u,v:u 6=v
max
j,k
1
n− 2
∣∣∣E[∑
w
I
j
uw(X0)I
k
vw(X0)]
− 1
n− 2 E[
∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)]
∣∣∣
+ max
u,v:u 6=v
max
j,k
1
(n− 2)2
∣∣∣E[ ∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)]
−
∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)
∣∣∣
Arguments similar to those in Sections 4 and 5 show that
∑
w I
j
uw(X0)I
k
vw(X0)
and
∑
w 6=u,v I
j
uw(X0)
∑
w′ 6=u,v I
k
vw′(X0) are well-concentrated. Specifically,
there exists a constant γ0 > 0 such that for all u, v, j, k,
P
(∣∣∣ ∑
w 6=u,v
I
j
uw(X0)I
k
vw(X0)− E[
∑
w 6=u,v
I
j
uw(X0)I
k
vw(X0)]
∣∣∣ ≥ √n log n)
≤ 4e−γ0 log2 n,
P
( 1
n− 2
∣∣∣ ∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)− E[
∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)]
∣∣∣
≥ √n log n
)
≤ 4e−γ0 log2 n.
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We also note for future reference that we have, similarly, for all u, j,
P
(
|fu,j(X0)− E[fu,j(X0)| ≥
√
n log n
)
≤ 4e−γ0 log2 n. (8.1)
We deduce that, with probability at least 1− 8(C + 1)2n2e−γ0 log2 n,
φ1(X0) ≤ max
u,v:u 6=v
max
j,k
1
n− 2
∣∣∣E[∑
w
I
j
uw(X0)I
k
vw(X0)]
− 1
n− 2 E[
∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)]
∣∣∣+ 3log n√
n
.
We now fix u, v, j, k, and consider∣∣∣E[ ∑
w 6=u,v
I
j
uw(X0)I
k
vw(X0)]−
1
n− 2 E[
∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)]
∣∣∣
≤
∑
w 6=u,v
∣∣∣E[Ijuw(X0)Ikvw(X0)]− E Ijuw(X0)E Ikvw(X0)∣∣∣
+
∣∣∣ ∑
w 6=u,v
E I
j
uw(X0)E I
k
vw(X0)−
1
n− 2
∑
w 6=u,v
E[Ijuw(X0)]
∑
w′ 6=u,v
E[Ikvw′(X0)]
∣∣∣
+
1
n− 2
∑
w 6=u,v
∑
w′ 6=u,v
∣∣∣E[Ijuw(X0)]E[Ikvw′(X0)]− E[Ijuw(X0)Ikvw′(X0)]∣∣∣. (8.2)
Since all the Ijuw are identically distributed, as are all the Ikvw, the second of
the three terms in (8.2) is identically zero.
To bound the first of the three terms in (8.2), we note first that since, for
fixed w, all the variables X0({w′, w}) are identically distributed, we have
E fw,j(X0)fw,k(X0) = (n−1)E Ijuw(X0)Ikuw(X0)+(n−1)(n−2)E Ijuw(X0)Ikvw(X0)
for any distinct u and v, and therefore∣∣∣∣ 1(n− 1)2 E fw,j(X0)fw,k(X0)− E Ijuw(X0)Ikvw(X0)
∣∣∣∣ ≤ 1n− 1 .
Also E Ijuw(X0) =
1
n−1 E fw,j(X0), for any u and w. Thus we have∣∣∣E[Ijuw(X0)Ikvw(X0)]− E Ijuw(X0)E Ikvw(X0)∣∣∣
≤ 1
(n− 1)2
∣∣∣E fw,j(X0)fw,k(X0)− E fw,j(X0)E fw,k(X0)∣∣∣+ 1
n− 1
From (8.1) we have that, for sufficiently large n,∣∣∣E [fw,j(X0)fw,k(X0)]− E fw,j(X0)E fw,k(X0)∣∣∣
=
∣∣∣E [(fw,j(X0)− E fw,j(X0)) (fw,k(X0)− E fw,k(X0))] ∣∣∣
≤ (√n log n)2 + 8e−γ0 log2 nn2 ≤ 2n log2 n.
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Hence, for any distinct u, v, w, and any j and k,∑
w 6=u,v
∣∣∣E [Ijuw(X0)Ikvw(X0)]− E Ijuw(X0)E Ikvw(X0)∣∣∣
≤ (n− 2)
(
2n log2 n
(n− 1)2 +
1
n− 1
)
≤ 3 log2 n. (8.3)
The same argument, applied with fw,j(X0) and fw′,k(X0), gives∣∣∣E [Ijuw(X0)Ikvw′(X0)]− E Ijuw(X0)E Ikvw′(X0)∣∣∣ ≤ 3 log2 nn (8.4)
whenever u, v, w and w′ are all distinct, and for any j and k. We thus
obtain a bound on the final term in the sum (8.2):
1
n− 2
∑
w 6=u,v
∑
w′ 6=u,v
∣∣∣E[Ijuw(X0)]E[Ikvw′(X0)]− E[Ijuw(X0)Ikvw′(X0)]∣∣∣ ≤ 4 log2 n.
Hence we have∣∣∣E[ ∑
w 6=u,v
I
j
uw(X0)I
k
vw(X0)]−
1
n− 2 E[
∑
w 6=u,v
I
j
uw(X0)
∑
w′ 6=u,v
I
k
vw′(X0)]
∣∣∣ ≤ 7 log2 n.
It follows that, for n large enough,
P(φ1(X0) ≥ 4log n√
n
) ≤ 8(C + 1)2n2e−γ0 log2 n.
Furthermore,
φ2(X0) = max
u,v:u 6=v
max
j
1
n− 2 |fu,j(X0)− fv,j(X0)|
≤ max
u,v:u 6=v
max
j
1
n− 2
(
|fu,j(X0)− E[fu,j(X0)]|
+ |fv,j(X0)− E[fv,j(X0)]|
)
,
and hence, by (8.1),
P(φ2(X0) ≥ 2log n√
n
) ≤ 8(C + 1)n2e−γ0 log2 n.
For φ3, standard Poisson tail bounds yield that, for each fixed pair {u, v},
the probability that there are more than c0 log
2 n calls with endpoints u and
v is at most (e/ log2 n)c0 log
2 n ≤ e−γ0 log2 n for sufficiently large n. Thus
P
(
φ3(X0) >
c0 log
2 n
n
)
≤ n2e−γ0 log2 n.
Hence, as claimed, for n large enough,
P(φ(X0) ≥ 3log n√
n
) ≤ 25(C + 1)2n2e−γ0 log2 n ≤ e− 12γ0 log2 n.
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9. Extensions
Theorems 1.1 and 1.2 imply a ‘global’ law of large numbers approximation
for the network, that is the number fk(Xt) of links with load k is well
approximated by the differential equation (1.3). Indeed, for instance, by
Theorem 1.1, when d ≥ 2, summing over all the nodes gives the following.
Let Bn be the event that, for each k and each t ∈ [0, t0],
|fk(Xt)−
(
n
2
)
ξt(k)| ≤
(
sup
j
∣∣∣fj(X0)−
(
n
2
)
ξ0(j)
∣∣∣
+ 23(λ+ 1)(t0 + 1)d
2(C + 1)3
(
n2φ(X0) + 3n
3/2 log n
))
e216(λ+1)d
2(C+1)3t0 .
Then P(Bn) ≤ e− 12γ log2 n. In the case d = 1, an analogous result can be
deduced from Theorem 1.2. It would appear that these results are unlikely
to be close to best possible: we would expect to be able to approximate
fk(Xt) with error of order O(n), up to a logarithmic term, but have not
been able to prove such a result using our methods. There are several places
where our argument would need to be improved, including the concentration
of measure arguments used in the proofs of Lemma 6.4 and of Lemma 6.2.
Our techniques can be adapted to analyse all the other variants of the
model mentioned in the introduction. More generally, one would expect to
be able to handle models involving a large system (of size n), where any pair
of elements (e.g. links) interact at a rate tending to 0 as n → ∞. (In the
present model, any pair of links share an arrival stream at a rate of order
O(1/n).) These extensions may require a modified definition of function φ.
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Appendix A. Proof of Lemma 6.3
Proof of Lemma 6.3. We start with φ1u,v,j,k, and note that
∆φ1u,v,j,k =
1
n− 2∆

 ∑
w 6=u,v
I
j
uwI
k
vw

− 1
(n− 2)2∆

 ∑
w 6=u,v
I
j
uw
∑
w′ 6=u,v
I
k
vw′

 .
We therefore need to compute and compare the conditional expectations of
these two increments.
On the event A˜t = {X̂s ∈ S˜ for all s ≤ t− 1}, we have, for any u, v, j, k,(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[
∆
( ∑
w 6=u,v
I
j
uwI
k
vw
)
(X̂t) | F̂t−1
]
=
{ ∑
w 6=u,v
I
k
vw
[
− jIjuw + (j + 1)Ij+1uw + λ(Ij−1uw − Ijuw + gu,w,j−1 − gu,w,j)
]
+
∑
w 6=u,v
I
j
uw
[
− kIkvw + (k + 1)Ik+1vw + λ(Ik−1vw − Ikvw + gv,w,k−1 − gv,w,k)
]
+ λ
∑
w 6=u,v
(Pu,v,w,j−1,k−1 + Pu,v,w,j,k)
}
(X̂t−1)
+
∑
w 6=u,v
X̂t−1({u, v}, w)(IjuwIkvw + Ij+1uw Ik+1vw )(X̂t−1), (A.1)
where, for instance, λ
(
I
k
vwgu,w,j
)
(X̂t−1) is the contribution for the case where
a call is indirectly routed via the link uw which has load j in X̂t−1, and
λPu,v,w,j−1,k−1(X̂t−1) is the contribution for arrivals onto the route consist-
ing of the links {u,w} and {v,w}, with loads j − 1 and k − 1 respectively
in X̂t−1. The term
∑
w 6=u,v X̂t−1({u, v}, w)Ij+1uw Ik+1vw (X̂t−1) represents depar-
tures of calls from the route consisting of links {u,w} and {v,w}, with loads
j+1 and k+1 respectively, while the term
∑
w 6=u,v X̂t−1({u, v}, w)IjuwIkvw(X̂t−1)
represents departures of calls from the route consisting of links {u,w} and
{v,w}, with loads j and k respectively, which, along with the arrivals to
such routes, have otherwise been overcounted.
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Explicitly, in the expression above, for each u, w, and j,
gu,w,j = P
+
u,w,j + P
−
u,w,j +Q
+
u,w,j +Q
−
u,w,j,
with
P+u,w,j =
1
(n− 2)d
d∑
r=1
I
j
uw
∑
v′,wr
I
C
v′uI
≤j
v′w
r−1∏
s=1
(1− I≤jv′u,ws)
d∏
s=r+1
(1− I≤j−1v′u,ws);
P−u,w,j =
1
(n− 2)d
d∑
r=1
I
j
uw
∑
v′,wr
I
C
v′u
C−1∑
i=j+1
I
i
v′w
r−1∏
s=1
(1− I≤iv′u,ws)
d∏
s=r+1
(1− I≤i−1v′u,ws),
Q+u,w,j =
1
(n− 2)d
d∑
r=1
I
j
uw
∑
v′,wr
I
C
v′wI
≤j
v′u
r−1∏
s=1
(1− I≤jv′w,ws)
d∏
s=r+1
(1− I≤j−1v′w,ws);
Q−u,w,j =
1
(n− 2)d
d∑
r=1
I
j
uw
∑
v′,wr
I
C
v′w
C−1∑
i=j+1
I
i
v′u
r−1∏
s=1
(1− I≤iv′w,ws)
d∏
s=r+1
(1− I≤i−1v′w,ws),
where, according to our convention,
∑
v′ denotes the sum over all v
′ 6= u,w;
in the first two expressions,
∑
wr
denotes the sum over all w1, . . . , wr−1,
wr+1, . . . , wd such that ws 6= v′, u for any s, whereas, in the final two expres-
sions,
∑
wr
denotes the sum over all w1, . . . , wr−1, wr+1, . . . , wd such that
ws 6= v′, w for any s. Also, explicitly,
Pu,v,w,j,k =
1
(n− 2)d
d∑
r=1
I
C
uvI
j
uwI
k
vw
∑
wr
r−1∏
s=1
(1− I≤j∨kuv,ws)
d∏
s=r+1
(1− I≤(j∨k)−1uv,ws ),
where here
∑
wr
denotes the sum over all w1, . . . , wr−1, wr+1, . . . , wd such
that ws 6= u, v for any s.
Similarly, on the event A˜t = {X̂s ∈ S˜ for all s ≤ t− 1},(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[
∆
( ∑
w 6=u,v
I
j
uw
∑
w′ 6=u,v
I
k
vw′
)
(X̂t) | F̂t−1
]
=
{( ∑
w′ 6=u,v
I
k
vw′
) ∑
w 6=u,v
[
− jIjuw + (j + 1)Ij+1uw + λ(Ij−1uw − Ijuw
+ gu,w,j−1 − gu,w,j)
]
+
( ∑
w 6=u,v
I
j
uw
) ∑
w′ 6=u,v
[
− kIkvw′ + (k + 1)Ik+1vw′
+ λ(Ik−1vw′ − Ikvw′ + gv,w′,k−1 − gv,w′,k)
]
+ λ
∑
w 6=u,v
(Pu,v,w,j−1,k−1 + Pu,v,w,j,k)
}
(X̂t−1)
+
∑
w 6=u,v
X̂t−1({u, v}, w)(IjuwIkvw + Ij+1uw Ik+1vw )(X̂t−1). (A.2)
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Comparing corresponding terms in the two expressions (A.1) and (A.2)
gives that, on the event A˜t,(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[∣∣∆φ1u,v,j,k(X̂t)∣∣ | F̂t−1]
≤ (2j + 2k + 2 + 4λ)φ1(X̂t−1)
+ λ
n− 3
(n− 2)2
∑
w 6=u,v
(Pu,v,w,j−1,k−1 + Pu,v,w,j,k)(X̂t−1)
+
n− 3
(n− 2)2
∑
w 6=u,v
X̂t−1({u, v}, w)(IjuwIkvw + Ij+1uw Ik+1vw )(X̂t−1)
+ |au,v,j,k−1 − au,v,j,k + av,u,k,j−1 − av,u,k,j|(X̂t−1), (A.3)
where
au,v,j,k =
λ
n− 2
∑
w
gu,w,j
(
I
k
vw −
( 1
n− 2
∑
w′ 6=u,v
I
k
vw′
))
=
λ
n− 2
∑
w
(P+u,w,j + P
−
u,w,j +Q
+
u,w,j +Q
−
u,w,j)
×
(
I
k
vw −
( 1
n− 2
∑
w′ 6=u,v
I
k
v,w′
))
.
Bounding the middle two terms in the expression (A.3) above is straight-
forward: note that each Pu,v,w,j,k is at most d/(n − 2), while∑
w 6=u,v
X̂t−1({u, v}, w) ≤ (n − 2)φ3(X̂t−1),
and so, on A˜t,(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[∣∣∆φ1u,v,j,k(X̂t)∣∣ | F̂t−1]
≤ (4C + 2 + 4λ)φ1(X̂t−1) + 2dλ
n− 2 + 2φ
3(X̂t−1)
+ |au,v,j,k−1 − au,v,j,k + av,u,k,j−1 − av,u,k,j|(X̂t−1)
≤ (4C + 4 + 4λ)φ(X̂t−1) + 2dλ
n− 2
+ |au,v,j,k−1 − au,v,j,k + av,u,k,j−1 − av,u,k,j|(X̂t−1).
We will now show that both
1
n− 2
∑
w 6=u,v
P+u,w,j
( 1
n− 2
∑
w′ 6=u,v
I
k
vw′
)
and
1
n− 2
∑
w 6=u,v
P+u,w,jI
k
vw
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are close to their ‘standardised’ version
P̂+u,v,j,k =
1
(n− 2)2d+2
d∑
r=1
∑
w
I
j
uw
∑
w′
I
k
vw′
∑
v′
I
C
v′u
∑
v′′
I
≤j
v′′w
×
r−1∏
s=1
∑
ws,w′s
(1 − I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s ).
Analogous bounds hold if P+u,w,j is replaced by P
−
u,w,j, Q
+
u,w,j, or Q
−
u,w,j.
First, an elementary calculation similar to earlier ones shows that∣∣∣ 1
n− 2
∑
w 6=u,v
P+u,w,jI
k
vw − P̂+u,v,j,k
∣∣∣
≤ d(d− 1)(C + 1)2φ1 +
∣∣∣ 1
(n− 2)2d
d∑
r=1
∑
w
I
j
uwI
k
vw
∑
v′
I
C
v′uI
≤j
v′w
×
r−1∏
s=1
∑
ws,w′s
(1− I≤juwsI≤jvw′s)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1uws I≤j−1vw′s )− P̂
+
u,v,j,k
∣∣∣
≤ d(d− 1)(C + 1)2
(
φ1 + φ2 +
2
n− 2
)
+
d∑
r=1
(
1−
(fu,≤j − I≤juv
n− 2
)2)r−1(
1−
(fu,≤j−1 − I≤j−1uv
n− 2
)2)d−r
×
∣∣∣ 1
(n− 2)2
∑
w
I
j
uwI
k
vw
∑
v′ 6=u,w
I
C
v′uI
≤j
v′w
− 1
(n− 2)4
∑
w 6=u,v
I
j
uw
∑
w′ 6=u,v
I
k
vw′
∑
v′ 6=u,w
I
C
v′u
∑
v′′ 6=u,w
I
≤j
v′′w
∣∣∣,
and similarly that∣∣∣ 1
(n− 2)2
∑
w 6=u,v
I
j
uwI
k
vw
∑
v′ 6=u,w
I
C
v′uI
≤j
v′w
− 1
(n− 2)4
∑
w 6=u,v
I
j
uw
∑
w′ 6=u,v
I
k
vw′
∑
v′ 6=u,w
I
C
v′u
∑
v′′ 6=u,w
I
≤j
v′′w
∣∣∣
≤ (C + 1)φ1 +
∣∣∣ 1
(n− 2)3
∑
w 6=u,v
I
j
uwI
k
vw
∑
v′ 6=u,w
I
C
v′u
∑
v′′ 6=u,w
I
≤j
v′′w
− 1
(n− 2)4
∑
w 6=u,v
I
j
uw
∑
w′ 6=u,v
I
k
vw′
∑
v′ 6=u,w
I
C
v′u
∑
v′′ 6=u,w
I
≤j
v′′w
∣∣∣
≤ (C + 1)
(
φ1 + φ2 +
2
n− 2 +
fu,C − ICuv
n− 2
fu,≤j − I≤juv
n− 2 φ
1
)
≤ (C + 1)
(
2φ1 + φ2 +
2
n− 2
)
.
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It follows that∣∣∣ 1
n− 2
∑
w
P+u,w,jI
k
vw − P̂+u,v,j,k
∣∣∣ ≤ d(d− 1)(C + 1)2(φ1 + φ2 + 2
n− 2
)
+ d(C + 1)
(
2φ1 + φ2 +
2
n− 2
)
≤ d2(C + 1)2
(
2φ1 + φ2 +
2
n− 2
)
.
If d = 1, we may replace the above bound by (C + 1)(2φ1 + φ2 + 2n−2).
Similarly, but slightly more easily,∣∣∣ 1
(n− 2)2
∑
w
P+u,w,j
∑
w′ 6=u,v
I
k
vw′ − P̂+u,v,j,k
∣∣∣ ≤ d2(C + 1)2(2φ1 + φ2 + 2
n− 2
)
.
Hence∣∣∣ 1
n− 2
∑
w
P+u,w,j
(
I
k
vw −
( 1
n− 2
∑
w′
I
k
vw′
))
≤ 2d2(C + 1)2
(
2φ1 + φ2 +
2
n− 2
)
.
Similar calculations for P−u,w,j, Q
+
u,w,j, Q
−
u,w,j show that, for each u, v, j, k,
|au,v,j,k| ≤ 4λd2(C + 1)3
(
2φ1 + φ2 +
2
n− 2
)
.
If d = 1, we have the improved bound |au,v,j,k| ≤ 4λ(C+1)(2φ1+φ2+ 2n−2).
Hence, on A˜t, we have, for all u, v, k, j,(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[∣∣∆φ1u,v,j,k(X̂t)∣∣ | F̂t−1]
≤ (4C + 4 + 4λ)φ(X̂t−1) + 14dλ
n− 2 + 16λd
2(C + 1)3
(
3φ(X̂t−1) +
2
n− 2
)
≤ 52(λ + 1)d2(C + 1)3φ(X̂t−1) + 46λd
2(C + 1)3
n− 2 .
For d = 1, we have the improved bound(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[∣∣∆φ1u,v,j,k(X̂t)∣∣ | F̂t−1]
≤ 52(λ+ 1)(C + 1)φ(X̂t−1) + 46λ(C + 1)
n− 2 .
Next, we consider ∆φ2u,v,j =
1
n−2∆(fu,j − fv,j), for u, v ∈ Vn and 0 < j <
C. We have(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E[
∣∣∆(fu,j(X̂t)− fv,j(X̂t))∣∣ | F̂t−1]
≤
{
λ|fu,j−1 − fv,j−1|+ (λ+ j)|fu,j − fv,j|+ (j + 1)|fu,j+1 − fv,j+1|
+ λ|gu,j−1 − gv,j−1|+ λ|gu,j − gv,j |
}
(X̂t−1).
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We now refer to the functions P̂+u,j , P̂
−
u,j , Q̂
+
u,j and Q̂
−
u,j defined in the
proof of Lemma 6.2, as well as their sum ĝu,j . Using (6.1), we have that(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E[
∣∣∆(fu,j(X̂t)− fv,j(X̂t))∣∣ | F̂t−1]
≤
{
(2λ+ 2C + 1)(n− 2)φ2 + 24d2(C + 1)3(n− 2)φ
+ λ|ĝu,j−1 − ĝv,j−1|+ λ|ĝu,j − ĝv,j |
}
(X̂t−1).
If d = 1, the term 24d2(C+1)3(n−2)φ becomes 16(C+1)(n−2)φ, by (6.2).
An easy calculation shows that, for n ≥ 4, and each u, v and j,
|P̂+u,j − P̂+v,j |
=
∣∣∣ 1
(n− 2)2d
d∑
r=1
∑
u′
I
C
u′u
∑
wr,w′r
I
j
uwrI
≤j
u′w′r
r−1∏
s=1
∑
ws,w′s
(1− I≤ju′wsI
≤j
uw′s
)
×
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1u′ws I
≤j−1
uw′s
)− 1
(n − 2)2d
d∑
r=1
∑
u′
I
C
u′v
∑
wr,w′r
I
j
vwr I
≤j
u′w′r
×
r−1∏
s=1
∑
ws,w′s
(1− I≤ju′wsI
≤j
vw′s
)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1u′ws I
≤j−1
vw′s
)
∣∣∣
≤ d2C
(
(n− 2)φ2 + 2
)
+
∣∣∣ 1
(n− 2)2d
d∑
r=1
∑
u′
I
C
u′u
∑
wr,w′r
I
j
vwr I
≤j
u′w′r
×
r−1∏
s=1
∑
ws,w′s
(1− I≤ju′wsI
≤j
vw′s
)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1u′ws I
≤j−1
vw′s
)
− 1
(n− 2)2d
d∑
r=1
∑
u′
I
C
u′v
∑
wr ,w′r
I
j
vwrI
≤j
u′w′r
×
r−1∏
s=1
∑
ws,w′s
(1− I≤ju′wsI
≤j
vw′s
)
d∏
s=r+1
∑
ws,w′s
(1− I≤j−1u′ws I
≤j−1
vw′s
)
∣∣∣
≤ d2(C + 1)
(
(n− 2)φ2 + 2
)
+ d(2d + 1)(C + 1)
(
(n− 2)φ2 + 2
)
≤ 4d2(C + 1)
(
(n− 2)φ2 + 2
)
.
Similarly, for each u, v and j,
|P̂−u,j − P̂−v,j | ≤ 4d2(C + 1)2
(
(n− 2)φ2 + 2
)
;
|Q̂+u,j − Q̂+v,j| ≤ 4d2(C + 1)
(
(n− 2)φ2 + 2
)
;
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|Q̂−u,j − Q̂−v,j | ≤ 4d2(C + 1)2
(
(n− 2)φ2 + 2
)
.
It follows that for n ≥ 4, and each u, v and j, on A˜t,(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E[
∣∣∆φ2u,v,j(X̂t)∣∣ | F̂t−1]
≤ (2λ+ 2C + 1 + 24d2(C + 1)3 + 32λd2(C + 1)2)φ(X̂t−1)
+
64
n− 2λd
2(C + 1)2
≤ 35(λ+ 1)d2(C + 1)3φ(X̂t−1) + 64λd
2(C + 1)2
n− 2 .
In the case d = 1, we may obtain(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E[
∣∣∆φ2u,v,j(X̂t)∣∣ | F̂t−1]
≤ 35(λ+ 1)(C + 1)φ(X̂t−1) + 64λ(C + 1)
n− 2 .
Finally, we consider the expectation of the absolute value of ∆φ3u,v(X̂t),
conditional on F̂t−1. We have(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[
∆φ3u,v(X̂t) | F̂t−1
]
=
(λ(n2)+ ⌊6λ(n2)⌋
n− 2
)
E
[
∆
( ∑
w 6=u,v
X̂t({u, v}, w)
)
| F̂t−1
]
= − 1
n− 2
∑
w 6=u,v
X̂t−1({u, v}, w) + λI
C
uv
n− 2
(
1− 1
(n− 2)d
∑
w
d∏
s=1
(
1− I≤C−1uv,ws
))
,
on event A˜t. So we have(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E
[∣∣∣∆φ3u,v(X̂t)∣∣∣ | F̂t−1]
≤ 1
n− 2

 ∑
w 6=u,v
X̂t−1({u, v}, w) + λICuv

 ≤ φ3(X̂t−1) + λ
n− 2 .
For ρ any of the functions under consideration, we now have(
λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋)
E[
∣∣∆ρ(X̂t)∣∣ | F̂t−1]
≤ 52(λ+ 1)d2(C + 1)3φ(X̂t−1) + 64λd
2(C + 1)3
n− 2 .
For n ≥ n0, λ
(
n
2
)
+
⌊
6λ
(
n
2
)⌋ ≥ 6λ(n2) ≥ 2n2, and the lemma follows. 
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