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Résumé
La collecte d’informations et leur transmission au travers d’un réseau de communi-
cations peut être effectuée par des réseaux de capteurs autonomes ainsi que par des
satellites d’observation. L’utilisation conjointe de ces réseaux fournirait des données
complémentaires et permettrait à l’Humanité de pérenniser son avenir en compre-
nant les mécanismes du monde qui l’entoure. Ces dernières années, le secteur spatial
a montré une volonté d’unifier et de faciliter la réutilisation des développements réa-
lisés avec la création de filières de plateformes multi-missions ainsi que la définition
de protocoles applicables à différents contextes. L’objectif de cette thèse est d’étudier
les caractéristiques des différentes technologies d’observation afin d’en exploiter les
points communs. À ces fins, nous nous intéressons aux technologies et aux architec-
tures utilisées dans de tels contextes. Nous proposons alors une architecture de réseau
répondant aux contraintes des systèmes les plus communément utilisés dans un tel
cadre. Les principales contraintes des scénarios d’observation sont liées à la forte in-
termittence des liens et donc au manque de connexité du réseau. Nous nous orientons
donc vers une solution ayant recours au concept de réseaux tolérants au délai. Dans un
tel contexte, l’existence d’une route entre la source et la destination n’est pas garan-
tie. C’est pourquoi les protocoles de communication utilisés propagent généralement
plusieurs exemplaires d’un même message vers plusieurs entités afin d’augmenter le
taux de délivrance. Nous avons souhaité diminuer l’utilisation des ressources du ré-
seau tout en conservant des performances similaires afin d’augmenter l’efficacité du
réseau. Après avoir proposé une architecture commune, nous nous sommes focalisés
sur les spécificités des différents segments de notre réseau afin de répondre locale-
ment à ces problèmes. Pour le segment satellite, nous nous sommes plus spécialement
concentrés sur les techniques de gestion de mémoire. Nous considérons un satellite
défilant avec une mémoire embarquée limitée, collectant des données en provenance
de passerelles. Il s’agit alors de sélectionner les messages les plus urgents quitte à dé-
poser sur une autre passerelle les messages moins contraints. Sur le réseau de capteurs
terrestre, nous nous sommes focalisés sur la diminution de l’utilisation des ressources
du réseau. Pour cela nous avons utilisé l’historique des rencontres entre les nœuds et
analysé l’influence de la quantité de mémoire allouée aux accusés de réception sur les
performances du réseau. Nous sommes parvenus à atteindre des performances supé-
rieures aux solutions existantes à moindre frais. Les solutions proposées peuvent être
mises en œuvre et appliquées dans différents contextes applicatifs.

Abstract
Data gathering and transmission through a communicating network can be obtained
thanks to wireless sensor networks and observation satellites. Using both these tech-
nologies will allow mankind to build a sustainable future by understanding the world
around. In recent years, space actors have demonstrated a will to reuse the developped
technologies by creating multiple programs platforms and defining context-agnostic
protocols. The goal of this thesis is to study the characteristics of several observa-
tion technologies to exploit their similarities. We analyse the existing technologies
and architectures in several contexts. Then, we propose a networking architecture
handling constraints of most commonly used systems in such a context. The main
constraints of observation scenarios are due to the links intermittence and lack of
network connectivity. We focus on a solution using the delay tolerant networking
concept. In such a context, a path between source and destination might not exist at
all time. That is why most proposed protocols send multiple copies of a message to
increase the delivery ratio. We wanted to decrease network resource use while keeping
a similar performance to increase network efficiency. After having proposed a common
architecture, we focused on particularities of each network segment to solve problems
locally. Concerning the satellite part, we focused specifically on memory management
techniques. We considered a low earth orbit satellite with a limited on-board buffer,
gathering data from gateways. The goal is then to select the most urgent messages
even though the least urgent ones are sent back to the ground. On the terrestrial sen-
sor network part, we focused on the decrease of network resource use. We used the
history of encounters between nodes and analysed the influence of the proportion of
memory allocated to acknowledgements on network performance. We achieved better
performance than existing solutions and at lower cost. The proposed solutions can
be deployed and applied in several applications.
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1 Introduction
L’avenir de l’Humanité dépend de sa capacité à comprendre les mécanismes régissant le monde
qui l’entoure ainsi que les résultats de ses actions sur l’environnement. Il est donc primordial de
pouvoir recueillir des informations permettant de faire le suivi des métriques utiles à l’améliora-
tion de la biosphère. Cette observation est désormais possible à grande échelle, que ce soit par
exemple au moyen de satellites d’observation, ou de réseaux de capteurs sans fil déployés sur le
terrain.
Imaginons un agriculteur souhaitant optimiser son utilisation d’eau et d’engrais pour ses
champs [6]. Pour cela, il pourrait avoir recours à un réseau de capteurs afin de récolter des
données sur les taux d’humidité et d’azote du sol par exemple. La collecte de ces données pourrait
être réalisée au moyen d’une station de base que l’exploitant agricole pourrait positionner sur
une machine agricole ou sur un vélo [7]. Les observations satellitaires permettent de surveiller
l’état des parcelles ainsi que de prévoir la quantité des récoltes. Ceci prouve l’intérêt du recours
au satellite pour l’agriculture [8]. Les visites sur les terrains éloignés peuvent donc être réduites
grâce à ces mécanismes de télédétection. Après une étude des projets existants dans le domaine
de l’agriculture, on constate que l’utilisation conjointe de données provenant à la fois de réseaux
de capteurs au sol et de satellites d’observation permettrait de réduire les coûts d’exploitation.
Il est également possible d’hybrider ces deux technologies dans un même réseau afin de diminuer
le nombre d’équipements mis en œuvre pour la collecte de données.
L’utilisation de systèmes satellite pour le suivi de représentants d’espèces animales [9] ainsi
que l’utilisation de réseaux de capteurs sans fil [10] ne sont pas récentes. Les avancées tech-
nologiques réalisées dans le domaine des réseaux d’observation ont amené une grande diversité
de solutions hétérogènes. Ces solutions ont les moyens de suivre différentes grandeurs et leur
complémentarité permettrait d’obtenir des observations à la fois plus étendues et plus fines des
systèmes étudiés. Les domaines d’observations sont divers. Il est ainsi possible d’observer des
animaux, de détecter des désastres ou de suivre un écosystème à l’aide de différentes sources
d’information. L’utilisation de ces technologies hétérogènes dans un même but se traduit par une
solution hybride. C’est pourquoi nous allons nous intéresser à l’adaptabilité d’un tel réseau face
à des trafics, relais, sources et contraintes différents.
Les réseaux permettant l’observation de systèmes présentent des contraintes proches. Ces
réseaux doivent avoir une durée de vie longue sans intervention extérieure pour reconfigurer les
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équipements du réseau. De par leur nature, ces réseaux introduisent de longs délais provenant
soit de la mobilité des systèmes observés, soit des technologies employées. Les longs délais ne
sont pas le seul problème. Les liens peuvent être indisponibles pour une durée indéterminée.
Ce faisant, il n’y a aucune garantie de connexité sur le réseau à un instant donné. Il est donc
nécessaire que les solutions retenues pour l’observation de systèmes soient en mesure de tolérer
ces contraintes de délais et d’interruptions.
Dans plusieurs domaines, et en particulier celui du spatial, la volonté de réduire les coûts existe
depuis plusieurs années. À titre d’exemple, nous citons la filière MYRIADE de plateformes de
micro-satellites [11]. Cette dernière permet d’avoir un accès à l’espace à moindre coût. Cette
contrainte de réduction des coûts s’exprime par la volonté de développer des composants pris
sur étagère. Ces composants sont très adaptés à un contexte hybride dans le sens où ils peuvent
facilement s’adapter à différentes technologies indépendamment du contexte.
La communauté de la recherche a proposé un grand nombre de protocoles agnostiques vis-
à-vis des technologies utilisées ainsi que des applications visées. Néanmoins, tous ces protocoles
ne répondent pas aux exigences des applications d’observation. Des protocoles comme Internet
Protocol (IP), Transmission Control Protocol (TCP) ou User Datagram Protocol (UDP) ne
sont pas en mesure de fonctionner avec des liens intermittents. La plupart des protocoles de
routage reposent sur des algorithmes qui nécessitent une connexité permanente pour fonctionner
[12, 13, 14, 15].
Notre objectif est de proposer des solutions pouvant s’adapter à différents scénarios avec
différents niveaux d’hétérogénéité : des équipements, des protocoles de bas niveau, des types
et volumes de données, de la mobilité, etc. En effet, nous visons à ce que nos solutions soient
utilisables dans différents contextes. Les domaines que nous considérons pour notre étude, pré-
sentent des contraintes fortes. Ces contraintes requièrent des solutions spécifiques [3, 16]. Afin
de proposer, dans l’avenir, des systèmes hybrides permettant de répondre aux mêmes besoins, il
est impératif que les solutions proposées soient le plus indépendantes possible des technologies,
tout en veillant à ce qu’elles soient adaptées à un large panel d’applications. Afin de cerner les
principales contraintes, nous analysons différents scénarios d’observation. Une fois ces contraintes
identifiées, nous proposerons des solutions adaptées.
1.1 Contributions
Dans un premier temps, nous définissons un contexte applicatif précis et nous proposons une
architecture protocolaire en accord avec les contraintes des différentes technologies employées. Le
contexte retenu est l’observation de l’environnement. Les principales contraintes qui ressortent
de l’étude des scénarios d’observation et de la littérature sont des contraintes de forts délais
et de nombreuses interruptions. Nous considérons un scénario d’observation dans lequel des
données critiques pourraient apparaître sporadiquement. Les technologies considérées pour notre
scénario d’étude sont des satellites d’observation à orbite basse Low Earth Orbit (LEO) et des
2
1.2. PLAN
réseaux de capteurs statiques et mobiles. Des études ont déjà été menées pour proposer des
systèmes hybrides terrestre - basse altitude [17] ainsi que des systèmes hybridant différents types
de plateformes satellite dans un contexte de trafic urgent [18]. L’hybridation est effectivement
recherchée à plusieurs niveaux et une étude dans le cadre de l’observation se justifie.
Dans un deuxième temps, nous proposons des solutions protocolaires utilisables sur le segment
satellite de notre architecture. Les satellites utilisés pour l’observation sont majoritairement des
satellites à orbite basse. Ceci implique donc de longues interruptions. De plus, les satellites ont
des mémoires embarquées limitées et ne peuvent pas nécessairement servir de relais direct vers
une station au sol. C’est pourquoi les solutions proposées s’intéressent à la gestion de la mémoire
du satellite et permettent de gérer les priorités entre divers trafics ainsi que l’équité entre les
sources.
Dans un troisième temps, nous nous concentrons sur la partie réseau de capteurs autonomes
de l’architecture étudiée. Les contraintes existantes sur les réseaux de capteurs mobiles sont le
manque de connexité ainsi que l’indéterminisme de l’évolution de la topologie. Ces contraintes
sont liées au caractère mobile des équipements. Le contexte capteurs ajoute également des limi-
tations de mémoire et de capacité de calcul. Nous simplifions le fonctionnement d’un protocole de
la littérature et proposons un nouveau protocole de routage adapté au contexte de capteurs mo-
biles. L’impact du mécanisme d’accusés de réception dans un contexte opportuniste a également
été évalué.
1.2 Plan
Ce manuscrit est organisé en sept chapitres. Dans le chapitre 2, nous présentons une clas-
sification des missions d’observation ainsi que des projets représentatifs de ces missions. Nous
poursuivons avec un état de l’art sur les réseaux DTN dans le chapitre 3, en analysant les concepts
utilisés pour le routage en fonction de l’indéterminisme des contacts.
Le chapitre 4 présente l’étude de l’hybridation de technologies satellite et de réseaux de cap-
teurs sans fil dans un contexte d’observation. Nous présentons les architectures proposées pour
mettre en œuvre l’hybridation et exposons les contraintes qui en découlent. C’est dans ce chapitre
que nous définissons un scénario permettant de mettre en avant l’intérêt d’une solution d’hybrida-
tion. Nous terminons ce chapitre en présentant les contraintes rencontrées lors de l’implantation
du Bundle Protocol sur capteurs.
Dans le chapitre 5, nous concentrons notre analyse sur la partie satellite du réseau considéré.
Malgré le déterminisme des contacts entre les terminaux, nous proposons des mécanismes appli-
cables dans d’autres contextes. Le trafic n’est pas déterministe, et la charge du satellite n’est pas
connue. De plus, nos propositions doivent pouvoir s’adapter à d’autres contextes que celui du
satellite. Nous proposons deux protocoles permettant de gérer la priorité entre les trafics ainsi
que l’équité entre les sources.
Le dernier axe de nos travaux se concentre sur la partie capteurs du réseau considéré. L’archi-
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tecture proposée présente un plus grand intérêt lorsque les nœuds sont mobiles. La difficulté réside
dans les faibles capacités des dispositifs utilisés. Le chapitre 6 présente les solutions proposées
qui doivent être simples, tolérer le passage à l’échelle et tirer profit des meilleures opportunités
de contacts. Nous proposons un protocole reposant sur une métrique et un algorithme simples.
Nous analysons également l’impact des accusés de réception ainsi que la capacité mémoire sur
les performances.
Le chapitre 7 conclut cette thèse et ouvre sur les perspectives de nos travaux.
4
2 Présentation des systèmes d’observa-
tion
2.1 Le contexte d’observation
Les applications et scénarios d’observation sont vastes et variés. Nous proposons de les regrou-
per en différentes classes afin de mieux identifier les architectures réseau adaptées à ces contextes.
Suite à l’analyse de différents projets d’observation dans la suite de ce chapitre, nous notons que
les contraintes principales de ces projets nous permettent de les répartir en 3 catégories :
– suivi de systèmes, où les communications ne requièrent pas de fortes contraintes temporelles
et le volume de données transmis est important ;
– surveillance prévisionnelle, où le système suivi peut présenter des risques pour les popula-
tions avoisinantes, il faut donc que les transmissions soient effectuées de manière périodique
ou lors de certains événements ;
– situation d’urgence, où les contraintes temporelles sont très fortes et le volume d’informa-
tions transmis grand.
La principale contrainte, à laquelle les projets sont plus ou moins sensibles, est le délai. La
classification que nous avons établie est similaire à celle faite dans [19]. Les deux classifications
peuvent être mises en parallèle. Le suivi de systèmes se rapproche du Time-Insensitive Scien-
tific Data Delivery, la surveillance prévisionnelle du Mission Status Telemetry et le contrôle
de situation d’urgence du Time-Sensitive Scientific Data Delivery. Les paragraphes qui suivent
présentent les caractéristiques et contraintes de ces classes d’applications. Pour chacune, nous
présentons différents domaines d’applications.
2.1.1 Suivi de systèmes
Cette catégorie d’applications regroupe les missions qui possèdent des contraintes temporelles
faibles, voire inexistantes. Toutes les activités de type surveillance de l’environnement, suivi de
populations ou exploration de planètes peuvent entrer dans cette catégorie. En effet, ce type
d’applications est confronté à un système dont l’évolution est relativement lente.
La principale contrainte qui peut permettre d’identifier la technologie à utiliser est la superficie
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de la zone à couvrir. Les liens ne semblent pas nécessiter de débits importants dans ce cadre
d’applications. En effet, un débit important peut présenter un intérêt lorsque le délai est une
contrainte forte, or ce n’est pas le cas ici. Si un important volume de données se fait ressentir,
alors la transmission durera plus longtemps.
Nous présentons des projets représentatifs des enjeux des applications de suivi de systèmes.
2.1.1.1 Suivi de l’environnement
Plusieurs projets d’observation se concentrent sur le suivi de l’environnement [20, 21, 22, 23].
Nous présentons Integrated Carbon Observation System (ICOS) afin de comprendre les enjeux de
ce domaine et l’architecture mise en œuvre. Le projet ICOS [23] doit créer un réseau permettant
d’analyser et de comprendre le cycle du carbone et des émissions de gaz à effet de serre afin de
connaître l’état actuel et de prévoir son comportement futur. L’observation est réalisée au moyen
d’un réseau de stations de mesure permettant d’analyser les concentrations atmosphériques et
les flux échangés. Les données sont acquises grâce au traitement d’une vingtaine d’observatoires
atmosphériques chargés de mesurer les concentrations en gaz à effet de serre comme le dioxyde de
carbone, le méthane ou le dioxyde d’azote. Une vingtaine de tours de mesures de flux permettront
également de connaître les échanges entre ces différents gaz [24]. Ces systèmes doivent couvrir la
totalité de la planète.
2.1.1.2 Exploration de planètes
Nous avons étudié des projets d’exploration de la planète Mars [25, 26]. Nous présentons le
projet de la National Aeronautics and Space Administration (NASA), Mars Science Laboratory
[25]. Ce projet consiste à envoyer un astromobile sur Mars afin qu’il puisse récolter toutes sortes
d’informations sur la planète. Les informations sont soit relayées par un satellite en orbite autour
de Mars, celui de la mission Mars Reconnaissance Orbiter, soit en utilisant une des deux autres
antennes présentes sur l’astromobile pour communiquer directement avec la Terre. Le vaisseau
Odyssey de la NASA fera office de lien de secours et le programme Mars-Express de l’European
Space Agency (ESA) sera utilisé occasionnellement.
Le système de communication présent sur le Mars Reconnaissance Orbiter est un lien bidi-
rectionnel servant pour l’envoi de commandes et de données. Ce système de télécommunications
communique avec le Deep Space Network (DSN) de la NASA.
L’astromobile est équipé de trois antennes. Le premier système de communication de l’astro-
mobile utilise la bande Ultra Haute Fréquence (UHF). C’est dans ce cas un satellite en orbite qui
fera office de relais. Parmi les deux autres antennes, se trouvent une antenne à faible gain et une
antenne à fort gain. Les deux fonctionnent dans la bande X et sont prévues pour communiquer
directement avec la Terre.
Le but de cette mission est d’étudier l’habitabilité de Mars. La couverture n’a pas à être
mondiale et la période de rafraîchissement est encore moins contraignante que dans les exemples
précédents. Cependant, contrairement à ceux-ci, il faut gérer la mobilité de certains terminaux.
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2.1.1.3 Suivi de populations
Les projets de suivi de populations se concentrent sur l’observation de représentants d’une
ou plusieurs espèces animales [9, 27].
Les utilisations d’Argos ne se limitent pas au suivi de populations, cependant la présentation
de ce système permet de décrire comment fonctionnent les projets qui appartiennent à cette
famille.
Les balises ayant des tailles relativement faibles, il est possible d’en munir des représentants
d’espèces à suivre. Le système Argos est capable de localiser ces stations et de collecter les
informations émises par ces dernières n’importe où dans le monde. Les informations reçues sont
retransmises par le système Argos aux utilisateurs. Il est donc possible d’avoir recours à ce
système pour suivre des migrations d’espèces animales.
Le fonctionnement d’Argos repose sur l’émission de messages par les balises, messages qui sont
relayés par des satellites, placés sur une orbite polaire héliosynchrone entre 830 et 870 kilomètres
d’altitude, vers des stations de réception sur Terre qui transmettent les informations à un centre
de traitement. Les messages sont émis régulièrement par les balises.
Les satellites de la famille des Polar Orbiting Environmental Satellites (POES) de la National
Oceanic & Atmospheric Administration (NOAA) ainsi que ceux de la famille MetOp de l’European
organisation for the exploitation of METeorological SATellites (EUMETSAT) accueillent des
équipements Argos. Lorsque le satellite reçoit un message, il réalise deux opérations. Il stocke le
message reçu pour pouvoir le transmettre quand il passera au-dessus d’une station de réception et
il retransmet vers le sol le message reçu. Les stations en visibilité pourront le recevoir [9, 28]. La
figure 2.1 présente comment les données sont recueillies par un satellite embarquant une charge
Argos avant de les transmettre vers une station de réception.
Figure 2.1 – Représentation du fonctionnement d’Argos (image tirée de [1])
7
2. PRÉSENTATION DES SYSTÈMES D’OBSERVATION
Les contraintes temporelles sont toujours assez faibles avec une zone de couverture locale. La
vitesse de déplacement des animaux est élevée. Les technologies employées doivent être adaptées
à la mobilité.
2.1.2 Surveillance prévisionnelle
Les applications des projets entrant dans cette catégorie possèdent des contraintes temporelles
plus importantes que celles de la première catégorie. Cependant ce ne sont pas des applications
temps réel. En revanche, les systèmes suivis peuvent représenter un danger pour les populations
environnantes, dans le cas de séismes, d’éruptions volcaniques, de feux de forêts, ou d’autres cata-
clysmes, où il faut être en mesure d’identifier rapidement la source du problème. Pour ces raisons,
la période de rafraîchissement des informations doit être relativement faible afin de fournir une
réponse adaptée dans les plus brefs délais. Ce sont pour ces raisons qu’il est nécessaire que les
données soient transmises périodiquement et/ou lors de l’occurrence d’événements prédéfinis.
Cette catégorie d’applications est une sorte d’hybride entre le suivi de systèmes et les appli-
cations de situation d’urgence. Les applications sont amenées à analyser des zones relativement
importantes avec de fortes contraintes sur le délai de transmission.
Des missions représentatives de surveillance prévisionnelle sont présentées ci-dessous.
2.1.2.1 Aide au secours
Les projets d’aide au secours présentent souvent une phase de surveillance et une phase
critique [29, 30, 31]
Le projet représentant le mieux le thème d’assistance aux services de secours est Safer [29]. Le
principal intérêt de ce projet est de diminuer le temps de réponse des secours dans une situation
de crise comme un feu de forêt, un tremblement de terre ou une éruption volcanique.
Safer doit être en mesure de fournir peu de temps après qu’une crise survient, des cartes de la
zone touchée. Les données seront recueillies de différentes manières, que ce soit par l’utilisation
de satellites ou de capteurs situés sur place ou dans des appareils mobiles. Les données sont
ensuite transmises à un centre de contrôle qui combine les informations reçues avec une base de
données mondiale permettant de délivrer des cartes de référence et d’autres informations utiles
aux services d’urgence sur le terrain.
La durée de fonctionnement de tels systèmes est grande afin de garantir à l’avenir une réponse
des secouristes plus rapide et plus adaptée.
2.1.2.2 Prévisions de catastrophes
L’objectif de Demeter [32] est de rechercher l’existence dans la haute atmosphère de signaux
électriques et magnétiques reliés à des crises sismiques et/ou volcaniques. La mission doit égale-
ment être en mesure de déterminer les caractéristiques des perturbations de l’atmosphère liées à
l’activité sismique aussi bien après qu’avant que les événements ne se produisent.
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Le satellite a été positionné sur une orbite circulaire quasi héliosynchrone avec une inclinaison
de 98.23˚ à 715 kilomètres puis ramenée à 660 kilomètres d’altitude.
Le satellite est composé de deux parties principales : la plateforme microsatellite et la charge
utile constituée d’une partie technologique et d’une partie scientifique.
La composante sol possède trois entités :
– la composante sol de commande et contrôle, composée d’un centre de commande et contrôle,
de deux stations de réception, d’une station de réception et d’un réseau de communication ;
– un centre de mission scientifique regroupant toutes les fonctions nécessaires au traitement
des données scientifiques ;
– un centre de mission technologique exploitant les données de la charge utile technologique.
La mission a été en mesure de relever des liens entre l’activité sismique et les perturbations
électromagnétiques. Demeter a repéré une anomalie électromagnétique au-dessus de la position
du futur épicentre, trois jours avant le séisme du 12 janvier 2010 à Haïti.
La mission Demeter ne possède peut-être pas l’infrastructure permettant de traiter les données
récoltées suffisamment vite pour prévoir des catastrophes, mais les informations reçues semblent
mettre en évidence que la prévision de catastrophes comme les séismes est possible.
Les missions de ce domaine doivent posséder une couverture mondiale afin d’assurer la sécurité
de toute la population. Ces projets doivent être mis en parallèle des missions d’aide au secours
qui possèdent une couverture plus localisée.
2.1.3 Situation d’urgence
Les applications de secours aux populations en détresse, de surveillance et d’endiguement
de certaines activités illégales et enfin les applications militaires rentrent dans cette dernière
catégorie à fortes contraintes temporelles.
Il est évident que pour ces applications, le facteur le plus important réside dans les délais
de transmission. Il faut également être en mesure de couvrir des zones potentiellement grandes
dépendant de la nature du système qui est surveillé.
Les thèmes rentrant dans la catégorie situation d’urgence sont présentés dans les paragraphes
suivants.
2.1.3.1 La santé
Les applications utilisant le satellite au service de la santé peuvent être présentées au moyen
de la description de la station portable de télémédecine développée par la MEDEcine Spatiale
(MEDES). Le but de cette station est d’améliorer la prise en charge des malades dans des sites
isolés. Pour cela, il faut recueillir et transmettre des informations médicales objectives vers un
centre de régulation médicale.
Une téléconsultation peut se décomposer en quatre étapes :
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– les informations enregistrées par les capteurs et l’entrevue avec le patient constituent un
dossier médical ;
– ce dossier médical est transmis via un moyen de télécommunications, pouvant être le sa-
tellite, à un centre de régulation médicale ;
– le médecin de ce centre est chargé d’établir un diagnostic, il peut éventuellement demander
des examens complémentaires si les données sont insuffisantes ;
– enfin, le médecin définit la conduite à tenir.
Comme l’utilisation de ce genre de technologies peut être aussi variée qu’il existe de cas d’en-
clavement (désert, forêt, plateforme en mer, mine, etc.), la solution proposée doit être adaptable
et évolutive. Pour cela, les appareils utilisés sont des éléments disponibles dans l’industrie [33].
2.1.3.2 Militaires
Les systèmes militaires sont ceux présentant les contraintes temporelles les plus élevées [34,
35].
Le système Hélios II [35] doit compléter les capteurs du système de forces Commandement et
Maîtrise de l’Information (CMI), destinés davantage à une observation régionale ou locale. En ef-
fet, Hélios apporte une couverture mondiale. Son utilisation entre dans le cadre du renseignement
stratégique. Ses principales missions sont la vérification du respect des traités de désarmement
ainsi que l’identification de signes précurseurs de crise.
Ce système est constitué de deux satellites et d’une composante sol, comprenant une partie
utilisateur et un centre de maintien. Les évolutions par rapport à son prédécesseur sont l’amélio-
ration de la résolution, une meilleure agilité du télescope en orbite entraînant des prises de vue
plus rapides et des capteurs infrarouges permettant la détection d’activités de jour comme de
nuit.
Ces systèmes ne nécessitent pas de grande couverture, ni une grande durée de fonctionnement.
En revanche, les besoins en bande passante et les contraintes temporelles sont très élevés.
2.1.4 Synthèse
Les paragraphes précédents présentent la grande diversité des missions d’observation. Parmi
les hétérogénéités que l’on peut recenser, il en existe au niveau des contraintes temporelles, des
équipements utilisés, de la topologie des réseaux de communication, des protocoles de bas niveau,
des types et volume de données et de la mobilité.
L’intégration de réseaux de capteurs et de satellites d’observation présente un réel intérêt
[17, 36]. Cette intégration se fera au moyen d’une hybridation. L’intégration pourrait être réalisée
par une interconnexion via une passerelle, mais nous souhaitons aller plus loin. En effet, les
réseaux de capteurs et les satellites d’observation recueillent des données complémentaires. C’est
pourquoi nous souhaitons que les observations puissent provenir de deux types de sources et
donc envisager un réseau hybride pouvant fonctionner avec un réseau de capteurs, des satellites
10
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Tableau 2.1 – Classification des différentes applications en fonction de leurs contraintes
Bu
t
Pé
rio
de
C
ou
ve
rt
ur
e
M
ob
ili
té
Li
en
Li
en
Ba
nd
e
Ex
em
pl
es
m
on
ta
nt
de
sc
en
da
nt
Pa
ss
an
te
D
im
in
ue
r
Te
m
ps
m
in
.
lo
ca
le
m
oy
en
ne
pe
rm
an
en
ce
si
cr
ise
fa
ib
le
SA
FE
R
R
ép
on
se
dé
te
ct
ée
G
A
R
N
ET
-E
Se
co
ur
s
G
EO
Pi
ct
ur
es
Su
rv
ei
lla
nc
e
m
in
.
lo
ca
le
gr
an
de
pe
rm
an
en
ce
à
la
de
m
an
de
gr
an
de
G
-M
O
SA
IC
A
ct
iv
ité
s
ill
ég
al
es
Su
rv
ei
lla
nc
e
m
in
.
lo
ca
le
m
oy
en
ne
à
la
de
m
an
de
à
la
de
m
an
de
gr
an
de
SY
ST
EM
-F
6
C
ha
m
p
de
ba
ta
ill
e
Té
lé
m
éd
ec
in
e
m
in
.
ré
gi
on
al
e
gr
an
de
à
la
de
m
an
de
à
la
de
m
an
de
gr
an
de
Té
lé
Sa
nt
é
Su
rv
ei
lla
nc
e
Tr
em
bl
em
en
ts
m
in
.
m
on
di
al
e
nu
lle
pe
rm
an
en
ce
ja
m
ai
s
fa
ib
le
D
EM
ET
ER
de
Te
rr
e
Su
rv
ei
lla
nc
e
he
ur
e
ré
gi
on
al
e
nu
lle
pe
rm
an
en
ce
ch
an
ge
m
en
t
gr
an
de
LI
M
ES
M
ar
iti
m
e
co
nd
iti
on
s
EA
M
N
et
na
vi
ga
tio
n
JA
SO
N
Su
iv
i
jo
ur
lo
ca
le
m
oy
en
ne
pe
rm
an
en
ce
ja
m
ai
s
gr
an
de
EE
LI
A
D
Po
pu
la
tio
ns
Su
rv
ei
lla
nc
e
jo
ur
m
on
di
al
e
nu
lle
pe
rm
an
en
ce
ja
m
ai
s
gr
an
de
C
A
R
BO
N
ES
En
vi
ro
nn
em
en
t
EU
RO
4
Ex
pl
or
at
io
n
m
oi
s
lo
ca
le
fa
ib
le
oc
ca
sio
nn
el
à
la
de
m
an
de
fa
ib
le
M
A
R
S-
EX
PR
ES
S
Ex
tr
a-
te
rr
es
tr
e
11
2. PRÉSENTATION DES SYSTÈMES D’OBSERVATION
d’observation ou avec les deux technologies. Les paragraphes précédents ont permis de mettre en
exergue les différences mais également les similitudes des différentes missions d’observation.
La connexité n’est pas systématiquement garantie. Plusieurs passerelles peuvent relier deux
segments du réseau. Des nœuds mobiles peuvent changer de segment de réseau et ne plus être
reliés à la même passerelle. Toutes ces contraintes font en sorte qu’une interconnexion ne serait pas
suffisante. Il est nécessaire de penser à une architecture aussi bien protocolaire que topologique
pour garantir les communications.
L’hybridation ne devra pas se limiter aux deux seules technologies de satellites d’observation
et de réseaux de capteurs. Toute technologie permettant de réaliser simplement et à bas coût
des observations pourra être considérée comme une source hétérogène supplémentaire et que l’on
pourra hybrider avec celles considérées dans cette thèse. Les solutions proposées devront être
adaptables en fonction des contraintes des missions. Le fonctionnement devra rester le même,
mais les paramètres seront modifiés pour répondre au mieux aux besoins de l’application.
Nous synthétisons les résultats de l’étude des contraintes liées aux contextes applicatifs dans
le tableau 2.1.
Les colonnes de ce tableau recensent les différentes grandeurs analysées lors de l’étude des
contextes applicatifs. Nous notons que la métrique la plus importante est la période de rafraî-
chissement. C’est en effet cette dernière qui nous permet de classer les projets selon 3 catégories.
Les autres métriques permettent de différencier les projets en sous-catégories. Cependant, on
constate que des projets de classes différentes peuvent avoir les mêmes exigences sur d’autres
métriques que le temps de réponse.
Nous présentons les technologies, utilisées dans un contexte d’observation, qui vont être étu-
diées.
2.2 Les systèmes utilisés pour l’observation
2.2.1 Les réseaux de capteurs sans fil
Les réseaux de capteurs sans fil, Wireless Sensor Network (WSN), utilisent des éléments com-
municants miniatures dotés d’un ou plusieurs capteurs capables d’effectuer une mesure d’une
grandeur physique. Ces réseaux sont très simples à déployer car auto-configurables. Nous pré-
sentons les situations dans lesquelles ce type de réseaux présente un intérêt.
2.2.1.1 Les contextes de surveillance
Les WSN permettent de surveiller en continu des entrepôts [37], des personnes [38], des
animaux [10], des champs [6], des zones sous-marines, des zones difficiles d’accès et d’autres
astres. Ces réseaux diffèrent essentiellement en fonction de l’application. En effet, lorsque le
système étudié est un individu, un animal ou un groupe, les nœuds-capteurs sont disposés sur
des éléments mobiles. Ce genre de déploiement est fastidieux car il faut passer du temps pour
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Figure 2.2 – Présentation de la pile protocolaire ZigBee tirée de [2]
installer chaque équipement. Cette contrainte de déploiement est beaucoup moins présente quand
on veut étudier une zone. Les éléments communicants peuvent être jetés sur la zone facilitant
ainsi cette phase.
La mobilité des nœuds rajoute une autre contrainte que le déploiement. Le mouvement des
sujets observés n’est pas nécessairement connu. Par conséquent, la topologie du réseau est in-
connue. Dans le contexte des capteurs, on différencie les applications mostly-off, où les capteurs
se réveillent, récupèrent leur mesure, reçoivent éventuellement des données, transmettent et se
rendorment, des applications mostly-on, où les nœuds restent éveillés en permanence pour capter
des mesures ou pour découvrir des voisins potentiels. On conçoit que les réseaux mobiles vont
avoir recours à des protocoles mostly-on.
2.2.1.2 L’architecture protocolaire
La principale contrainte dans les réseaux de capteurs sans fil est la consommation énergétique.
Une fois que le réseau est déployé et configuré, ce dernier doit durer des mois voire des années.
Dans cette optique a été défini le standard IEEE 802.15.4 [16] qui spécifie les mécanismes utilisés
par les protocoles de bas niveau.
Différentes piles protocolaires existent et reposent sur l’IEEE 802.15.4. C’est le cas du stan-
dard ZigBee défini par la ZigBee Alliance, dont la pile protocolaire est représentée sur la figure
2.2, et de la technologie IPv6 Low power Wireless Personal Area Networks (6LoWPAN) définie
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par l’Internet Engineering Task Force (IETF) [39]. Le principal objectif de ces protocoles est
d’utiliser au mieux l’énergie pour faire durer le plus longtemps possible l’activité d’un réseau de
capteurs.
2.2.1.3 L’interconnexion
Les WSN transmettent le plus souvent leurs données vers des nœuds particuliers qui jouent
un rôle de puits. Ceux-ci servent de passerelle d’interconnexion entre le réseau de capteurs et
un autre réseau. De la même manière que les terminaux d’un WSN peuvent être statiques ou
mobiles, les puits peuvent rester à un endroit précis, se déplacer dans une certaine zone ou visiter
successivement différents capteurs.
2.2.2 Les satellites d’observation
Les satellites d’observation sont pour la plupart situés sur des orbites basses. Avoir recours à
des satellite à orbite basse permet de diminuer la puissance nécessaire à la transmission vers ces
derniers depuis le sol.
2.2.2.1 Motivations et applications
Les satellites utilisés pour l’observation de la Terre captent des images au moyen de diffé-
rents dispositifs, les stockent sur une mémoire embarquée puis déversent la totalité des données
lorsqu’un centre de contrôle est à portée. Les applications de télédétection ne présentent pas de
fortes contraintes de délai. En effet, le réseau n’est jamais connexe et une station sur Terre doit
attendre le passage d’un satellite afin de lui transmettre les informations. De la même manière,
le satellite n’est pas en permanence en vision directe avec un centre de contrôle.
Les missions d’observation utilisant des satellites sont majoritairement des missions scienti-
fiques. Leur intérêt est de récolter un maximum d’information sur un milieu, ou une population
afin de réaliser un suivi de l’évolution des paramètres observés.
2.2.2.2 Les caractéristiques du réseau
Les missions de surveillance ayant recours à des satellites partagent des caractéristiques com-
munes d’un point de vue réseau.
En plus des satellites à orbite basse, les réseaux utilisés comportent des stations au sol, les sta-
tions de réception et les centres de contrôle. Certaines missions peuvent également avoir recours à
des stations émettrices sur Terre. C’est le cas de la mission Argos, où les satellites réceptionnent
les messages émis par les balises. Les satellites d’observation peuvent également faire partie de
constellations de satellites de communication ou bien s’interconnecter avec constellations ou des
satellites géostationnaires.
Le Consultative Committee for Space Data Systems (CCSDS) a défini une architecture pro-
tocolaire récapitulant les protocoles qui pouvaient être utilisés dans le cadre de transferts de
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Figure 2.3 – Piles protocolaires utilisables pour les communications spatiales tirées de [3]
données dans un contexte spatial. Les piles protocolaires utilisables sont représentées sur la fi-
gure 2.3 [3]. Les protocoles de bas niveau sont spécifiques au contexte spatial, alors qu’à partir
de la couche réseau, des protocoles plus répandus tels qu’IP ou UDP peuvent être utilisés. Le
CCSDS a également défini ses propres protocoles de haut niveau, adaptés au contexte satellite
pour la transmission de fichiers, comme le Space Packet Protocol qui peut être utilisé comme
protocole de niveau réseau ou de niveau applicatif [40, 41]. Le principal objectif des protocoles
définis par le CCSDS est d’utiliser au mieux la bande passante.
2.2.2.3 Les satellites multi-missions
Des satellites comme UK-DMC ou Earth Observing-1 (EO-1) sont des satellites qui ont em-
barqué plusieurs charges utiles. Le premier était doté de dispositifs de télédétection, qui consti-
tuaient sa charge principale, ainsi que d’une charge secondaire connue sous le nom de Cisco router
in Low Earth Orbit (CLEO) [42, 43]. Le but de cette seconde charge était de tester la faisabilité
d’étendre IP et en particulier la commutation bord dans l’espace. EO-1, dont la charge utile
principale est constituée d’un spectromètre, a embarqué pour mission secondaire, une charge
DTN afin de tester les performances des DTN pour les missions scientifiques d’observation de la
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Terre [44].
2.3 Conclusion
Nous avons présenté dans ce chapitre les grandes familles de missions d’observation. Nous
avons également montré que leur regroupement pouvait être réalisé en fonction des contraintes
applicatives qui, de plus, correspondent à des problématiques réseau, comme par exemple, le
délai, la bidirectionnalité des liens, le besoin en bande passante, etc. Les principales technologies
utilisées pour ce genre de missions ont été rappelées afin de mettre en évidence les contraintes
liées au scénario d’étude. Nous allons maintenant analyser la littérature des propositions corres-
pondant à notre contexte.
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3 Les réseaux tolérants au délai
3.1 Depuis les débuts : un réseau interplanétaire . . .
L’observation de l’environnement ne cesse de croître et elle peut s’effectuer au moyen de
satellites d’observation et autres sondes spatiales. Il est nécessaire de comprendre les enjeux
de ces missions. Lorsqu’une sonde d’exploration est envoyée dans l’espace pour étudier un astre
lointain, le temps de propagation est très important et les protocoles utilisés doivent être adaptés
à ce délai.
3.1.1 La tolérance au délai
Le recours à des protocoles utilisés à grande échelle permettrait de simplifier la conception
et le déploiement de nouvelles missions. Les protocoles classiques de l’Internet ne sont pas en
mesure de répondre aux exigences imposées par des scénarios tels que ceux évoqués précédemment
[45, 46]. Par exemple, les communications avec des sondes comme Rosetta ont des Round-Trip
Time (RTT) supérieurs à 1H30. Des solutions pour pallier ces longs délais sont apparues comme
le recours aux Performance Enhancing Proxy (PEP) [47], qui découpent une connexion TCP en
plusieurs segments et ne respectent pas la sémantique bout-en-bout des connexions TCP. C’est
ainsi que l’InterPlanetary Network Research Group fut créé, dans le but d’apporter des solutions
aux problèmes rencontrés lorsque l’on veut déployer un réseau interplanétaire. Ce groupe proposa
un Internet Draft [48], définissant l’architecture DTN. Un nouveau groupe fut alors créé, le Delay
Tolerant Networking Research Group, et la Request For Comments (RFC) qui fut acceptée
était écrite par ce groupe [49]. L’architecture DTN est parfaitement adaptée aux infrastructures
pâtissant de longs délais et de longues interruptions. C’est pourquoi nous nous concentrons sur
l’étude des protocoles appartenant à cette architecture.
3.1.2 L’architecture DTN
3.1.2.1 Un réseau d’overlay
Dans une architecture DTN, contrairement à une architecture Internet classique, certaines
hypothèses ne sont pas nécessaires pour garantir que la communication fonctionne. Par exemple,
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+---------------+ +---------------+
| application | | application |
+-------------v-| +->>>>>>>>>>v-+ +->>>>>>>>>>v-+ +-^-------------+
| BP v | | ^ BP v | | ^ BP v | | ^ BP |
+-------------v-+ +-^---------v-+ +-^---------v-+ +-^-------------+
| Transport1 v | + ^ T1/T2 v | + ^ T2/T3 v | | ^ Transport3 |
+-------------v-+ +-^---------v-+ +-^---------v + +-^-------------+
| Réseau1 v | | ^ R1/R2 v | | ^ R2/R3 v | | ^ Réseau3 |
+-------------v-+ +-^---------v + +-^---------v-+ +-^-------------+
| >>>>>>>>^ >>>>>>>>>>^ >>>>>>>>^ |
+---------------+ +-------------+ +-------------+ +---------------+
| | | |
|<------- Un internet ------>| |<------- Un internet ------>|
| | | |
Figure 3.1 – Le Bundle Protocol comme réseau d’overlay [4]
le temps d’aller-retour peut être grand ; il se peut qu’à un instant donné, il n’y ait pas de
route entre la source et la destination ; tous les nœuds n’ont pas à implanter la pile TCP/IP.
Le fonctionnement d’une architecture DTN repose sur le principe de commutation virtuelle de
messages en s’appuyant sur un mécanisme de Store and Forward. Le stockage des données peut
durer plus longtemps que dans les réseaux classiques et la mémoire utilisée doit être adaptée à ces
longues périodes de stockage. Ces opérations sont réalisées au moyen d’un protocole d’overlay,
le Bundle Protocol [4]. De la même manière que l’Internet interconnecte plusieurs réseaux, le
Bundle Protocol vise à interconnecter plusieurs internets. Ceci signifie que les seuls besoins pour
permettre à un tel réseau de fonctionner est de s’assurer que le Bundle Protocol est présent à la
source et à la destination, ainsi qu’au niveau des nœuds jouant le rôle de passerelle entre deux
réseaux aux piles protocolaires distinctes. La figure 3.1 résume cette caractéristique du Bundle
Protocol.
3.1.2.2 Le Bundle Protocol
Les champs des Bundle Protocol Data Units (Bundles) utilisent la notion de Self-Delimiting
Numeric Value (SDNV) [50]. La majorité des champs, y compris les identifiants source et desti-
nation, ont donc une taille variable. Ceci permet de ne pas avoir des champs trop courts ou au
contraire des champs remplis de valeurs inutiles. Les Bundles sont estampillés avec une date de
création ainsi qu’une date d’expiration, permettant ainsi de retirer du réseau un Bundle pour
lequel on n’aurait pas reçu d’accusé de réception avant la fin de sa durée de vie. Le late binding
consiste à ne pas imposer l’interprétation de l’identifiant d’un terminal dès la source. En effet,
certaines portions de l’Uniform Resource Identifier (URI) [51], pourraient être interprétées à
plusieurs reprises et différemment sur les divers nœuds du parcours. La fiabilisation est possible
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grâce à l’utilisation de la notion de custodian. La fiabilité n’a pas à être mise en œuvre de bout-
en-bout. De la même manière que les Bundles sont échangés, les custody peuvent être transférés
[52]. La notion de custodian et custody vient du fait qu’un nœud devenant un custodian pour un
Bundle doit prendre soin de ce dernier. Le transfert de custody signifie qu’un nœud ne devient
un custodian que s’il est capable de conserver le custody jusqu’à ce qu’un autre nœud ne prenne
le custody ou que le Bundle ne soit délivré. Ainsi, la fiabilisation est faite bond par bond. Les
nœuds implantant le Bundle Protocol sont en mesure de tolérer de longs délais ainsi que de
longues interruptions de liens. Cette capacité est utile pour les applications de type interplané-
taire ou ayant recours à des liens intermittents, comme avec les satellites à Orbite Basse LEO
[53].
3.2 . . . jusqu’à nos jours : les réseaux opportunistes
Les liens intermittents ne sont pas réservés exclusivement aux satellites LEO. Les applica-
tions avec des terminaux mobiles comme dans ZebraNet, réseau pour la surveillance des zèbres,
souffrent également d’interruptions [10].
3.2.1 La tolérance aux interruptions
Dans un contexte où la majorité des nœuds sont mobiles, l’utilisation du Bundle Protocol
comme un overlay n’est plus suffisant. En effet, il n’est pas garanti qu’il y ait, à l’intérieur d’un
même réseau, une connexité suffisante permettant de se passer du Bundle Protocol. Il est possible
d’utiliser d’autres solutions pour parvenir au même résultat [54]. Cependant, dans un contexte
où les informations peuvent provenir de différentes sources et de différents types de réseaux,
le recours à des protocoles ubiquitaires permet de créer un réseau plus simple à gérer que si
une multitude de solutions spécifiques étaient mises ensemble. Désormais, le Bundle Protocol se
retrouve sur la majorité des nœuds d’un même réseau, car les interruptions ne se produisent plus
sur quelques liens critiques, mais sur la quasi-totalité du réseau.
3.2.2 L’indéterminisme des contacts
Les réseaux DTN mobiles, par opposition aux réseaux DTN à long délai dû au temps de
propagation, doivent faire face à des contacts aléatoires. Non seulement l’existence d’une route
entre la source et la destination n’est pas garantie à tout moment, mais lorsqu’un chemin permet,
suite à une série de contacts, de transférer des données entre une source et une destination, il
n’existe aucune garantie permettant d’affirmer que ce chemin existera dans le futur [55]. De plus,
contrairement au contexte satellite, il n’existe pas de formule permettant de calculer le délai
séparant deux contacts consécutifs avec le même nœud ou avec un autre.
Dans un tel contexte, les métriques analysées sont le taux de délivrance, le délai de délivrance
et l’overhead. La métrique principale est le taux de délivrance. Si le taux de délivrance est trop
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faible pour être représentatif, alors les deux autres métriques ne présentent aucun intérêt. Ainsi,
afin d’augmenter le taux de délivrance, plusieurs protocoles utilisent la réplication. Ce mécanisme
consiste à créer une copie d’un message plutôt que de commuter le Bundle. Le délai de délivrance
est le temps mis par la première copie du message pour atteindre la destination. L’overhead est
le rapport entre le nombre de copies de Bundles et le nombre de Bundles délivrés.
3.3 Le routage DTN
Le routage DTN est le garant de la connexité du réseau. Le choix du routage est donc un
facteur important sur les performances. Il faut analyser, en fonction du contexte, le routage le plus
adapté en regardant les différentes métriques évoquées précédemment. Les protocoles de routage
traditionnels, qu’ils soient proactifs, comme Destination Sequenced Distance Vector (DSDV) [13]
ou Optimized Link-State Routing (OLSR) [12], ou réactifs, comme Ad-hoc On-demand Distance
Vector (AODV) [15] ou Dynamic Source Routing (DSR) [14], permettent de calculer des routes
sur des sous-parties d’un réseau DTN. Malheureusement ces protocoles ne s’appliquent que sur
les sous-composantes connexes du réseau [56]. Il est donc nécessaire d’analyser des protocoles
et algorithmes de routage capables de prendre en compte ces discontinuités temporelles afin
d’obtenir des routes rendant connexe l’ensemble du réseau. Nous présentons ici les différents
types de routage qui présentent un intérêt pour cette thèse.
3.3.1 Le routage prédictible
Dans un contexte de réseau interplanétaire, les orbites étant connues, les dates et durées
de chaque contact peuvent être prédéterminées. Ainsi, en chargeant les tables de contacts dans
chaque entité appartenant au réseau, un algorithme de routage est capable de déterminer la
meilleure route à emprunter. Avec le Contact Graph Routing (CGR) [57], il est possible d’établir
une route en minimisant les opportunités de transmissions perdues. CGR s’applique également
à toute topologie où le mouvement des nœuds est déterministe. CGR s’adapte aux applications
utilisant des satellites LEO [53]. En effet, on peut aisément déterminer la durée de contact
d’un satellite LEO depuis n’importe quel endroit sur Terre [58]. CGR utilise un algorithme qui
sélectionne comme prochain bond celui qui possède sur sa route le contact qui finira le plus tôt.
Cependant, une telle méthode peut amener à des boucles de routage. En appliquant l’algorithme
à la date d’arrivée du contact, les boucles de routage disparaissent [59].
Le routage fondé sur des tables de contacts peut également servir à sélectionner une route
dont le délai de bout en bout est minimal. En associant des structures algébriques aux graphes
représentant l’évolution de la connexité d’un réseau, il est possible de déterminer la route optimale
dans une constellation de satellites LEO Store And Forward [60]. Les réseaux ne se résument pas
à des graphes statiques ou dynamiques ; il faut également prendre en compte les contraintes liées
à la qualité de service et aux congestions.
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Ce n’est pas parce que le contexte permet de calculer les routes à l’avance, qu’on ne peut pas
utiliser d’algorithmes de routage dynamiques. Imaginons que dans une constellation de satellites
à orbite basse, un lien soit indisponible. Le routage devant emprunter ce lien ne fonctionnera pas
tant que le lien restera inutilisable ou jusqu’à ce que le routage soit recalculé et propagé à tous les
terminaux. Afin d’éviter les pertes pendant cette période de reconfiguration, les auteurs de [61]
ont proposé un algorithme de routage qui n’utilise pas le fait que les contacts sont déterministes.
Sur une constellation de type Orbcomm, ils ne transmettent des Bundles que si la prochaine
passerelle est plus proche de la destination que la courante. Ils comparent leur proposition à des
solutions DTN classiques utilisées dans des contextes opportunistes.
Ces solutions fondées sur un routage prédictible, présentent une contrainte, les contacts
doivent être déterministes. Nous allons donc maintenant nous intéresser aux routages dans des
contextes non-déterministes.
3.3.2 Le routage non-déterministe
Dans un contexte où les contacts sont opportunistes, les routages présentés précédemment ne
s’appliquent pas. Il faut donc utiliser d’autres types de routage. Une classification de ces routages
est proposée dans [62]. Les trois catégories de routages sont celles reposant sur la réplication,
le quota et la transmission. Les routages utilisant la transmission s’opposent aux deux autres
catégories car aucune copie de Bundle n’est effectuée. La différence entre ceux fondés sur la
réplication et ceux fondés sur le quota est que dans les premiers le nombre de répliques est
influencé par le nombre de terminaux dans le réseau.
3.3.2.1 Les routages fondés sur la réplication
Nous commençons par les routages reposant sur la réplication. Le plus connu d’entre eux
est le routage épidémique [63]. Ce protocole, au travers de l’utilisation de vecteurs résumant les
messages véhiculés par un nœud parvient à délivrer des messages dans un contexte où il n’existe
pas de route entre la source et la destination. En cas de contact, un nœud reçoit les messages
qu’il n’a pas et que l’autre possède. Ce protocole est gourmand en termes de ressources, même
si le nombre maximum d’échanges peut être limité par un champ. La durée des contacts n’étant
pas infinie, l’ordonnancement des messages a une influence sur les résultats.
C’est le cœur du fonctionnement de MaxProp [64], où chaque nœud conserve un vecteur de
vraisemblance des rencontres avec chacun des autres.
À chaque contact, les deux vecteurs sont échangés. Ainsi, chaque terminal calcule le coût du
chemin en passant par l’autre nœud impliqué dans le contact pour rejoindre la destination et
ordonne ses messages pour faire en sorte que les premiers transmis soient ceux ayant le meilleur
coût. Le but de MaxProp est bien de maximiser la rentabilité d’un contact. En effet, si un contact
dure assez longtemps pour échanger tous les Bundles, alors la première étape n’apporte rien. Des
améliorations peuvent enrichir MaxProp comme le recours aux accusés de réception qui permet
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de libérer la mémoire utilisée par des Bundles déjà délivrés. Cependant, MaxProp a besoin de
connaître a priori le nombre de nœuds dans le réseau.
Le protocole Resource Allocation Protocol for Intentional DTN (RAPID), considère le routage
DTN comme un problème d’allocation de ressources [65]. Pour cela, les auteurs ont recours à la
notion d’utilité d’un Bundle. Cette utilité prend différentes expressions en fonction de la métrique
qui doit être améliorée. Les problèmes considérés par les auteurs sont la minimisation du délai
moyen, du nombre de Bundles dont la durée de vie arrive à échéance et du délai maximum. Pour
chaque contact, des informations propres au nœud sont échangées avec son voisin. À l’aide de ces
informations, on utilise l’amélioration de l’utilité d’un Bundle, répliqué vers ce voisin, divisé par
la taille de ce Bundle. Les Bundles sont ensuite répliqués par ordre décroissant d’amélioration de
l’utilité. Les performances de RAPID sont meilleures que celles de MaxProp mais la complexité
des algorithmes mis en œuvre est plus grande.
Le protocole Probabilistic Routing Protocol using History of Encounters and Transitivity
(PRoPHET), quant à lui, utilise une probabilité de rencontre avec chaque nœud ainsi qu’une
fonction de vieillissement [66]. Ainsi, lors d’une rencontre, ce sera celui qui aura la plus forte
probabilité de rencontrer une destination qui recevra les messages adressés à ce puits. À chaque
rencontre, on met à jour les probabilités de rencontrer les nœuds impliqués lors de ce contact.
Toutes les autres probabilités subissent la fonction de vieillissement puis sont échangées.
Ces premières solutions mettent en exergue l’utilisation de métriques reposant sur les rela-
tions entre les stations. Cette méthode est similaire aux techniques utilisées dans les réseaux
sociaux [67]. Dans [68], une nouvelle métrique est introduite. Cette métrique est évaluée entre
chaque couple de nœuds et est proportionnelle à la durée où ils sont en visibilité. Les terminaux
sont ensuite regroupés en fonction de cette métrique. Pour chaque contact entre deux stations
appartenant au même groupe, des probabilités de rencontres sont échangées. Ainsi chaque équi-
pement estime la probabilité du groupe à délivrer le message. Les couples de rencontres n’étant
pas nécessairement uniformément distribués, les nœuds n’ont pas la même valeur estimée. Ces
valeurs sont échangées et le terminal ayant la plus grande valeur reçoit les messages de l’autre
équipement. Leurs simulations réalisées sur des traces réelles de mobilité montrent que ce mé-
canisme fournit des taux de délivrance élevés et supérieurs à la littérature des réseaux sociaux
avec un coût total meilleur ou de même niveau.
La réplication, utilisée à mauvais escient, gaspille des ressources réseau ; que ce soit la bande
passante ou la mémoire des terminaux. Afin d’économiser ces ressources tout en conservant un
taux de délivrance élevé, les auteurs de [69] proposent d’utiliser les caractéristiques sociales du
réseau. En effet, ils utilisent le fait qu’un nœud puisse appartenir à plusieurs communautés. À
chaque contact, les terminaux comparent les communautés auxquelles ils appartiennent. S’ils
appartiennent à la même communauté et la destination également, les Bundles sont répliqués.
Dans tous les cas contraires, les Bundles sont transmis vers le nœud ayant le poids de délivrance
le plus élevé. Ces poids sont calculés sur l’historique des contacts avec l’ensemble des équipements
du réseau.
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Tous ces protocoles s’assurent de transmettre les Bundles dont la destination est le nœud
rencontré et de ne pas transmettre des Bundles que le voisin possèderait déjà. Cette stratégie
permet de maximiser l’utilité d’un contact. Ces différents protocoles utilisent des mécanismes
qui sont consommateurs en ressources, soit en transmission soit en calculs et en stockage d’infor-
mations. Ils ne s’adaptent donc pas bien au contexte des capteurs. Il faut donc poursuivre notre
panorama.
3.3.2.2 Les routages fondés sur le quota
Comme nous l’avons indiqué précédemment, les protocoles de routage fondés sur le quota
limitent le nombre de copies d’un Bundle dans le réseau. C’est par exemple le cas avec le protocole
Spray And Wait [70]. Comme son nom l’indique, son fonctionnement repose sur deux phases.
Dans la première, les copies sont disséminées dans le réseau au fur et à mesure que les contacts
se produisent ; la seconde est une phase d’attente avant de rencontrer la destination. Concernant
la première phase, deux méthodes existent : soit le porteur du message transmet une copie à
chaque contact, soit ce dernier transmet la moitié des copies qu’il véhicule. Dans les deux cas, la
phase d’attente apparaît localement pour chaque porteur, lorsqu’il ne possède plus qu’une copie
du Bundle. Ce choix de transmission des copies dans l’ordre des rencontres n’est certainement
pas optimal.
La volonté de ne pas gaspiller des ressources se retrouve également dans l’algorithme Opportu-
nistic Routing with Window-Aware Replication (ORWAR) [71]. Il s’utilise avec un protocole
Spray And Wait. Les améliorations, par rapport à ce dernier, sont l’ordonnancement des Bundles
à la fois pour l’échange et la suppression, et l’estimation du volume maximal de données échan-
geables lors des contacts. De ce fait, les Bundles plus volumineux que la capacité maximale d’un
contact ne seront pas transmis, diminuant ainsi l’overhead. Les messages sont ordonnés par utilité
par bit ; ceux avec la plus grande valeur étant les premiers transmis et ceux avec la plus faible
étant les premiers supprimés. Les trois classes de priorités définies dans le Bundle Protocol ont
été utilisées comme valeurs de l’utilité. Cet algorithme améliore les performances du protocole
Spray And Wait. Cependant, le fait d’augmenter le nombre de répliques pour les Bundles ayant
une plus forte priorité introduit un biais et rend plus difficile la comparaison. De plus, l’hypo-
thèse considérant que chaque classe de priorité est uniformément distribuée paraît difficilement
réaliste.
Les auteurs de [72] ont proposé une méthode pour analyser le délai dans un réseau DTN
ayant recours au Binary Spray And Wait. Ils font l’hypothèse que les temps inter-contact entre
les nœuds suivent une loi exponentielle. Ils ne considèrent pas les pertes dues à une mémoire
pleine. Ils sont ainsi en mesure de modéliser leur réseau par une chaîne de Markov. Les auteurs se
concentrent sur le temps moyen mis par un message pour se rendre de la source à la destination. Le
fait d’utiliser un protocole tel que le Binary Spray AndWait simplifie les probabilités de transition
en comparaison avec un protocole comme PRoPHET. De plus, la non-gestion de l’occupation de
la mémoire permet de conserver une chaîne de Markov.
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[62] propose d’utiliser une métrique s’apparentant à un taux de rencontre avec tous les autres
nœuds du réseau. Cette métrique est calculée localement. Lors d’un contact, les terminaux
s’échangent leur "valeur" de rencontre et appliquent un algorithme dont la finalité est de trans-
mettre un nombre de répliques proportionnel au rapport entre leur propre valeur et la somme
des valeurs respectives de la métrique. La notion de vieillissement est également utilisée dans la
mise à jour de la métrique.
Plusieurs des protocoles présentés utilisent le fait qu’un comportement sans mémoire n’existe
pas dans le monde réel et qu’on peut tirer du passé des informations importantes pour l’avenir.
Cette hypothèse est importante et nous devons la prendre en considération. L’inconvénient des
protocoles à quota est qu’ils peuvent manquer des contacts utiles à cause de la limitation du
nombre de répliques.
3.3.2.3 La gestion de la mémoire
Le routage n’est pas le seul paramètre sur lequel on peut jouer pour obtenir de meilleures per-
formances. La gestion de la mémoire est un paramètre important modifiant considérablement le
comportement d’un réseau. La politique d’ordonnancement ainsi que la stratégie de transmission
permettent de modifier la gestion de la mémoire. Les auteurs de [73] ont proposé plusieurs de
ces mécanismes et nous rappelons les principaux ici. Les politiques d’ordonnancement orientées
priorité face à la perte sont les suivantes :
– First In First Out (FIFO) où les Bundles sont stockés dans l’ordre dans lequel ils arrivent.
Cette politique est très simple.
– Most Forwarded (MOFO) qui supprime les Bundles ayant été transférés le plus souvent.
Cette technique vise à augmenter la dispersion dans le réseau.
– Shortest Lifetime (SHLI) qui rejette les Bundles ayant la durée de vie la plus faible. Ces
Bundles ont une probabilité de délivrance relativement faible, c’est pourquoi on peut se
permettre de les supprimer.
Les stratégies de transmission proposées dans cette thèse font appel à la notion de probabilité
de délivrance. Ce concept n’est pas utilisé par tous les protocoles de routage et n’est donc pas
applicable tout le temps. Cette étude montre naturellement que le recours à des mécanismes
utilisant la prédictibilité des rencontres fournit de meilleurs résultats qu’un mécanisme de type
inondation.
Les auteurs de [74] proposent une méthode pour sélectionner les meilleurs Bundles à supprimer
pour améliorer le taux de délivrance ou le délai moyen. En fonction de la métrique qu’ils cherchent
à améliorer, ils obtiennent une formule permettant de déterminer, lorsqu’une congestion survient,
le Bundle à supprimer. Ces formules reposent sur l’hypothèse que la distribution des inter-
contacts est exponentielle. Cette hypothèse a été vérifiée sur des modèles de mobilité simples
comme le RandomWalk ou le RandomWayPoint et remise en question sur des traces réelles. Dans
[75], les auteurs montrent de manière empirique que la distribution des inter-contacts sur des
traces réelles suit une loi de puissance pendant un certain temps avant de suivre une décroissance
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exponentielle. Afin de choisir quel Bundle devrait être détruit, les nœuds congestionnés ont besoin
de connaître, ou a minima d’estimer, le nombre d’entités qui ont vu un Bundle ainsi que le
nombre de terminaux qui le possèdent encore. Leur politique de suppression des Bundles fournit
de meilleurs résultats que les solutions classiques supprimant la fin de la file, le début de la file,
le plus frais ou le plus ancien.
La gestion de la mémoire peut servir de mécanisme de contrôle de congestion. Dans les réseaux
DTN, certains équipements ont moins de mémoire que d’autres et risquent de saturer plus vite.
Les auteurs de [76] proposent un jeu d’algorithmes de sélection de voisins, ainsi que de sélection de
Bundles à transférer aux nœuds voisins en cas de congestion. Les Bundles sélectionnés pour être
transférés jouent un rôle équivalent aux paquets supprimés lors d’une congestion dans les réseaux
classiques. Les différentes politiques considérées pour la sélection des Bundles sont justifiées par
des contextes applicatifs. Par exemple, sélectionner le Bundle le plus ancien est utile pour les
applications où les données les plus importantes sont les plus fraîches alors que sélectionner ceux
placés en tête de file sera utile pour les applications qui mettent en cache des informations.
Les auteurs proposent également qu’un terminal puisse faire une requête de custody lorsque sa
mémoire est libre. Ces mécanismes ne sont satisfaisants que lorsque l’intermittence des liens est
faible, ce qui ne correspond pas aux applications considérées.
3.3.2.4 Dans les réseaux de capteurs
Les concepts DTN s’appliquent également aux réseaux de capteurs. Néanmoins, ces concepts
présentent un réel intérêt essentiellement dans un contexte de capteurs mobiles.
Dans le cas de réseaux de capteurs statiques, les mécanismes DTN permettent de résoudre les
problèmes liés à des réveils aléatoires [77]. Les propositions de réveils coordonnés [37] diminuent
l’intérêt d’une solution DTN résolvant les problèmes de réveils aléatoires.
Les réseaux de capteurs mobiles ont une connexité intermittente et très faible. Des modèles
analytiques ont été proposés pour des réseaux utilisant la délivrance directe à la destination,
le routage par inondation, Spray And Wait et l’historique des rencontres dans ZebraNet [78].
Tous ces modèles ont recours à des simplifications, ainsi qu’à un modèle générique considérant le
réseau de capteurs comme un réseau de files d’attente M/M/1/K. Les problèmes liés à la mobilité
réelle des nœuds et à une gestion efficace de la mémoire ne sont pas traités par ces modèles.
De tels réseaux de capteurs sont dits opportunistes car les contacts entre les nœuds le sont.
Lorsque la mobilité n’est pas complètement aléatoire, les déplacements antérieurs aident à déter-
miner les meilleures positions et dates pour y placer un point de collecte. Des stations de base
mobiles peuvent se rendre en ces points afin d’augmenter le taux de délivrance et diminuer le
nombre de transmissions [79]. Lorsque la station de base n’est pas mobile, ces mécanismes ne
s’appliquent pas. Un mécanisme tel qu’Epidemic avec des extinctions et des réveils périodiques
de nœuds permet de collecter les données en diminuant la consommation énergétique [80]. Un
compromis doit être réalisé entre les informations sur l’évolution du réseau qui peuvent être
collectées et les limitations imposées par les équipements utilisés.
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3.4 Conclusion
L’architecture DTN répond à certains problèmes posés par l’utilisation de technologies hété-
rogènes. De plus, elle permet de s’affranchir des intermittences sur les liens de communication.
Le Bundle Protocol permet d’interconnecter des réseaux distincts mais aussi d’assurer des com-
munications avec des liens intermittents dans des contextes opportunistes.
Les protocoles et algorithmes de routage proposés dans la littérature tirent profit des nom-
breux contacts entre les nœuds. Certains d’entre eux sont très simples et reposent sur de l’inonda-
tion contrôlée alors que d’autres sont très complexes et tirent des rencontres passées, une décision
de transmission lors des contacts avec d’autres nœuds.
26
4 Architectures proposées
4.1 Introduction
Le contexte de cette thèse est l’utilisation conjointe de différentes technologies d’observa-
tion pour servir un même but. Ces technologies peuvent réaliser de la télédétection, comme les
satellites d’observation ou les ballons stratosphériques, ou réaliser des mesures in-situ grâce à
l’utilisation de réseaux de capteurs déployés sur la zone à surveiller.
Nous souhaitons qu’à l’avenir les missions d’observation puissent toutes s’interconnecter.
Cette volonté diminuera leurs coûts de développement et augmentera la qualité des observa-
tions réalisées. En effet, les informations proviendront de diverses sources et se complèteront. Les
solutions que nous proposons sont donc envisagées dans un contexte de généralisation. Dans les
architectures proposées, nous limiterons autant que possible l’utilisation de propriétés spécifiques
à un scénario qui ne se retrouveraient pas dans d’autres scénarios d’observation.
L’objectif de ce chapitre sera donc de définir des architectures protocolaires pour répondre à
cette hétérogénéité. Pour faire comprendre nos propositions, nous allons tout d’abord définir un
scénario d’étude dont nous justifierons le choix. Son analyse permettra de déterminer les types
de contraintes et de problèmes à résoudre.
Les différentes architectures que nous proposerons pourront fonctionner les unes avec les
autres. Certaines fonctionnalités ne pourront pas être utilisées en fonction de l’architecture dé-
ployée, mais les communications seront toujours être effectuées.
Nous avons étudié un grand nombre de missions et projets d’observation et avons pu en dé-
duire les caractéristiques communes. Les scénarios d’observation présentent tous des contraintes
liées à l’environnement considéré et au matériel utilisé pour réaliser les observations. Afin d’ap-
porter des solutions aux problèmes liés à ce contexte, nous restreignons notre étude à un scénario.
Nous décrivons les caractéristiques de notre scénario et soulevons les difficultés liées à ce
contexte d’observation. Par la suite, nous proposons des architectures de réseaux prenant en
considération les contraintes relevées. Une fois ce cadre de travail défini, nous serons en mesure
d’apporter des améliorations aux performances de ce réseau.
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4.2 Scénario retenu
Nous sélectionnons un scénario qui permette de couvrir l’ensemble des contraintes qui pour-
raient survenir sur un tel réseau. Les contraintes rencontrées dans les réseaux de capteurs ne sont
pas de la même nature que celles d’un réseau de télédétection. C’est pourquoi le scénario d’étude
doit comporter ces diverses contraintes.
4.2.1 Contexte
Le scénario que nous proposons d’étudier ici consiste en la surveillance d’une forêt. Il n’est
pas simple d’obtenir des informations sur un tel milieu et c’est pourquoi nous avons choisi de le
retenir. Une forêt est peuplée de diverses espèces animales et végétales. Il est possible de suivre
l’évolution de ce qui compose une forêt grâce à des satellites ou des réseaux de capteurs.
Dans une forêt, des événements critiques comme les feux de forêt peuvent survenir. En suivant
son évolution, on peut détecter ce type d’événements afin d’apporter une réponse rapide et
appropriée à la situation. De plus, les informations collectées avant que la crise ne survienne
aideront à prévenir à l’avenir le départ de futurs incendies. Les informations collectées après
l’incident permettent de suivre la réadaptation de la forêt après une crise.
4.2.2 Trafic
Lors de notre surveillance de la forêt, nous considérons que les capteurs sur place sont équipés
de divers éléments captants. Ceux utiles à notre scénario sont des capteurs de température, de
taux d’humidité, des anémomètres et des puces Global Positionning System (GPS). Les mesures
effectuées par ces équipements fournissent les données essentielles au suivi d’une forêt. Ces in-
formations sont importantes pour les préventions de crise ainsi que pour l’analyse de la vie de
certaines espèces.
Nous faisons le choix de considérer que les messages véhiculant les données captées sur le
terrain ont une taille d’une dizaine d’octets. Les données captées par le satellite sont des images
avec un volume compris entre 27 et 417 Mégaoctects pour SPOT [81]. Il ne fait aucun doute que
les données captées par le satellite sont bien plus volumineuses que celles provenant du sol.
Les mesures sont réalisées périodiquement. L’étendue des zones surveillées est grande. Il
faudra que le réseau soit en mesure de traiter les données provenant des différentes sources.
Les capteurs disposés sur place peuvent être statiques ou mobiles s’ils sont disposés sur des
animaux. De même, à l’intérieur d’une forêt, les évolutions peuvent être lentes, comme la pousse
d’arbres, ou au contraire rapides, comme la propagation d’un feu de forêt.
La durée de vie de ces données n’est pas la même selon qu’elles véhiculent des informations
critiques on non. Si un feu se déclare, les messages colportant cette information risquent de se
retrouver bloqués suite à un problème survenant sur le réseau, tel un manque de connexité. Une
fois le feu éteint et la connexité rétablie, il n’est plus utile de relayer ces messages. C’est pourquoi
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Tableau 4.1 – Tableau résumant les caractéristiques du scénario
Renouvellement du trafic Périodique
Nombre de trafics Plusieurs (différentes priorités)
Durée de vie un jour / une semaine
Types de capteurs au sol Statiques et mobiles
Volume des données 10 octets (sol) / 100Mo (sat)
nous considérons des durées de vie différentes en fonction du type de trafic.
Dans notre scénario, nous faisons le choix d’avoir recours à plusieurs trafics. Certains d’entre
eux seront présents en permanence et permettent de relever des informations sur la forêt afin de
réaliser des études sur son évolution. Les données de ces trafics ont des durées de vie longues.
D’autres trafics n’apparaîtront que lors de crises comme un feu de forêt. Ces données ont des
durées de vie plus limitées.
Nous définissons également plusieurs niveaux de priorité. Un trafic plus prioritaire sera sys-
tématiquement servi avant un trafic ayant une priorité inférieure, et ce indépendamment de sa
durée de vie résiduelle. Le Bundle Protocol définit actuellement trois niveaux de priorité allant
de la plus faible à la plus forte : Bulk, Normal et Expedited.
Les périodes de mesures ne seront pas égales pour les différents types de trafic. Les informa-
tions, lorsqu’il n’y a pas de crise, seront collectées moins fréquemment.
Nous synthétisons les choix retenus dans le tableau 4.1.
Notre scénario est double. Il permet de considérer les phases critiques nécessitant une réponse
rapide ainsi que la surveillance à long terme. L’intérêt de ce scénario est d’être aisément com-
préhensible et de regrouper différentes caractéristiques des diverses applications d’observation
Nous allons donc faire l’analyse des situations potentielles et en déduire des contraintes d’un
point de vue réseau.
4.3 Contraintes
4.3.1 Contraintes liées à l’environnement
Dans le cas d’une situation de crise, nous risquons de perdre définitivement la connexité
sur certains segments du réseau. Par exemple, si le feu détruit plusieurs capteurs, il ne sera
plus possible de récupérer d’informations sur cette zone jusqu’à un prochain redéploiement. Si
un nœud critique est détruit, toutes les informations qui devaient transiter par ce nœud sont
perdues. Afin de diminuer ces pertes, les données doivent pouvoir être engendrées et transmises
plus rapidement en cas de crise. Le réseau doit donc être intelligent et être en mesure d’adapter
son trafic aux conditions.
Afin de se prémunir contre la disparition de segments du réseau, la période séparant deux
mesures de données diminue en cas de crise. Ce mécanisme induit une hausse sporadique du
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volume de données à transmettre. Ce phénomène est susceptible d’engendrer de la congestion
sur certains éléments du réseau.
4.3.2 Contraintes liées au matériel
Les satellites d’observation sont situés sur des orbites basses [32, 82, 83]. Les objets situés sur
une telle orbite ne sont pas en permanence à la verticale d’un même point sur Terre. De ce fait, le
lien entre une station au sol et un satellite LEO n’est pas continu. D’un point de vue réseau, cela
signifie que le réseau ne sera pas connexe en permanence. De plus, ces périodes d’interruption
sont longues et durent plusieurs heures.
Cette contrainte des satellites à orbite basse soulève la question de l’utilisation de satellites
géostationnaires. Cependant, l’orbite géostationnaire étant bien plus lointaine que l’orbite des
satellites LEO, la puissance nécessaire pour transmettre serait augmentée de manière considé-
rable. De plus, le nombre de stations sol étant important, afin de garantir la connexité partielle
des réseaux de capteurs avec les satellites, l’utilisation d’une orbite géostationnaire induirait
une augmentation des coûts. Or nous cherchons à minimiser les coûts de développement et de
déploiement. Nous ne retiendrons donc pas le recours à des satellites géostationnaires.
Les satellites n’ayant pas une connexité permanente avec un centre capable de réceptionner
les données, devront stocker les données récupérées avant de les retransmettre. Ceci implique que
les satellites possèdent des capacités de stockage. Les volumes consacrés aux charges utiles sont
de l’ordre de 2 Gigaoctets [83]. La durée de contact entre le satellite et une station au sol varie
en fonction de la valeur de l’angle d’inclinaison de ce dernier. Les plateformes telles que Myriade
et Proteus ne considèrent que les contacts ayant un angle supérieur à 20˚ . Les contacts ayant des
angles supérieurs à 20˚ ont une durée supérieure à dix minutes et dépassant peu les 15 minutes
[84].
Les satellites LEO ont une période de l’ordre de la centaine de minutes. En revanche, pendant
cette durée la planète aura tourné sur elle-même et le satellite ne se situe pas à la verticale de
son point d’origine. Étant donné qu’un satellite à orbite basse observe la totalité de la surface de
la Terre en 24 heures, il faudrait avoir au minimum 6 satellites afin que les données des réseaux
de capteurs soient récoltées toutes les 4 heures, afin de diminuer la période d’indisponibilité des
stations sol.
Dans le réseau de capteurs terrestres, les nœuds pourront être statiques ou mobiles. Nous fai-
sons l’hypothèse que les capteurs sont autonomes en énergie. Dans le cas où les capteurs seraient
mobiles, cela signifierait qu’ils seraient disposés sur des animaux ou des véhicules. N’ayant pas
de connaissance a priori sur la fréquence de rencontres de ces éléments, nous ne pouvons pas
programmer de réveils de manière adéquate. Afin de ne pas rater des contacts avec d’autres termi-
naux, nous choisissons de laisser les équipements radio allumés en permanence. Ces équipements
constituent la partie la plus consommatrice en énergie.
Dans un contexte où les capteurs seraient statiques, on utilise des réveils groupés afin de di-
minuer la consommation énergétique. Les problèmes qui pourraient survenir sont une connexité
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Tableau 4.2 – Tableau résumant les contraintes du scénario
Contraintes Conséquences
Satellites LEO Interruptions sur les liens
Possibilité de crise Diminution de la connexité, Hausse du trafic
Connexité partielle Stockage à bord des satellites
Nœuds mobiles Contacts sporadiques, Radio allumée en permanence
partielle en cas de crise. On imagine très facilement qu’un désastre tel qu’un feu de forêt ou un
tremblement de terre peut endommager certains nœuds. Les terminaux endommagés ne pourront
pas être récupérés. En revanche, les capteurs qui utilisaient ces nœuds pour rapatrier leurs don-
nées devront soit attendre que la connexité soit rétablie, soit rerouter leur trafic afin de limiter
les pertes par congestion.
Nous synthétisons les contraintes susceptibles d’apparaître dans le tableau 4.2.
4.4 Solutions retenues
Ayant exposé les différentes contraintes liées au scénario, nous allons désormais présenter les
choix réalisés pour répondre à ces contraintes. Ceci permettra de justifier le contexte dans lequel
nos propositions s’inscrivent.
Le scénario que nous avons retenu présente des spécificités telles que la répétitivité et la
périodicité des passages des satellites. Cependant, notre étude appartient à un environnement
plus vaste, l’observation. À cette fin, les solutions que nous envisageons n’auront pas recours à des
spécificités qui ne se retrouveraient pas dans d’autres contextes. Elles seront ainsi indépendantes
des technologies utilisées mais s’adapteront à toutes leurs contraintes.
Les propositions que nous faisons sont adaptées à un contexte d’observation à grande échelle.
Comme nous l’avons vu précédemment, les réseaux permettant de réaliser ce type d’observations
souffrent principalement d’interruptions et d’un manque de connexité.
Les architectures que nous proposons s’inscrivent dans la continuité de la volonté du secteur
spatial de rompre avec l’ancienne méthode, qui consistait à créer un système optimisé pour une
application. Cependant, une telle stratégie présente peu de réutilisabilité en particulier d’un point
de vue réseau avec une faible interopérabilité. La définition de protocoles du CCSDS [3, 40] ainsi
que la création de mini et micro plateformes satellites [11, 85], dont seule la charge utile diffère,
illustre cette volonté d’unification.
4.4.1 Topologie
Afin d’intégrer les différentes contraintes liées aux scénarios d’observation, nous proposons
une topologie pour le réseau de notre scénario d’étude. Cette topologie est représentée sur le
schéma de la figure 4.1.
31
4. ARCHITECTURES PROPOSÉES
passerelle
capteur
satellite
destination
Figure 4.1 – Topologie du scénario
Sur le schéma nous représentons les segments sol et spatial de notre architecture réseau. Sur
la partie sol du réseau nous considérons plusieurs réseaux de capteurs. Ces réseaux sont reliés
au segment satellite via des passerelles qui servent de puits pour la partie sol. Les passerelles
peuvent à la fois transmettre et recevoir des données depuis le sol ou le satellite. La station la
plus à droite sur le schéma représente la destination. C’est un centre de contrôle pour le satellite.
4.4.1.1 Le segment sol
Les capteurs considérés seront statiques ou mobiles en fonction des besoins de l’application
visée. Dans le cas de nœuds statiques, leur répartition pourra être régulière telle une grille ou
aléatoire car effectuée suite à un lâcher. Ces deux types de distribution présentent des avantages
et des inconvénients. La distribution régulière simplifie les problèmes de configuration, de rou-
tage mais augmente le coût de déploiement. En revanche, les lâchers sont très simples, rapides
et peu coûteux mais certains capteurs peuvent se retrouver esseulés ou au contraire avec une
concentration très forte de voisins. Selon que l’on souhaite avoir la garantie de couvrir la totalité
d’une zone ou déployer un réseau très rapidement, on s’orientera vers une distribution régulière
ou aléatoire. Cependant, la littérature est abondante sur les réseaux de capteurs statiques et
aborde plusieurs problèmes. Les problèmes majeurs sont liés à la gestion de l’énergie [86]. Les
solutions proposées pour régler ce problème reposent sur des algorithmes et protocoles de rou-
tage qui utilisent la répartition géographique des nœuds [87]. Des techniques de distribution de
la charge dans le réseau [88] et de sélection d’arbres de routage minimisant la durée de collecte
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des données [89] permettent également de réduire la consommation énergétique. L’énergie peut
également être économisée en utilisant une portée de transmission optimale [90] et en découpant
le réseau en un nombre de groupes optimal [91].
Si l’on souhaite surveiller une zone de la taille de la forêt des Landes de Gascogne, il faudrait un
très grand nombre de capteurs. Plus la portée maximale des capteurs est grande et plus faible sera
le nombre de capteurs utiles. Pour la forêt évoquée précédemment, il faudrait près d’un million
de capteurs pour couvrir toute sa superficie. Nous considérons que ce nombre sera diminué en
ne déployant les capteurs que sur des zones à risque élevé ou difficiles d’accès. Nous choisissons
de déployer des réseaux de capteurs dotés de plusieurs milliers d’éléments. Les capteurs seront
capables de transmettre leurs données vers une ou plusieurs passerelles satellite. Ainsi, si une
passerelle n’est plus disponible, les algorithmes de routage pourront s’adapter afin que les données
ne soient pas perdues. Lorsqu’une passerelle n’est plus joignable, alors le réseau peut le détecter
car la dernière date à laquelle les données ont pu être transmises vers cette passerelle est antérieure
à la date du dernier relevé de mesures. Néanmoins, le déploiement de plusieurs passerelles par
réseau de capteurs en augmenterait considérablement le coût. Cependant, on peut envisager que
des capteurs mobiles puissent collecter les données de capteurs fixes dont le puits ne serait plus
opérationnel. Les meilleurs capteurs mobiles seront choisis en fonction de la durée moyenne qui
leur est nécessaire pour joindre une passerelle.
Pour notre étude, nous considérons que les capteurs statiques et mobiles communiquent vers
une unique passerelle. L’adaptation des mécanismes proposés sur la partie capteurs du réseau
peut s’envisager aisément. En effet, ces stations ne sont pas les destinations des données. Nous
considérons des capteurs statiques qui permettent de surveiller les environnements à risque [92]
et des capteurs mobiles avec lesquels la surveillance d’animaux est réalisable [10]. Nous pourrons
utiliser les capteurs mobiles comme relais entre deux segments non connexes d’un réseau de
capteurs. Les capteurs statiques pourront également servir de relais vers la station de base afin
d’augmenter le taux de délivrance.
4.4.1.2 Le segment satellite
Concernant la partie satellite, nous considérons plusieurs satellites LEO d’observation. Ces
satellites sont en mesure d’échanger des données avec les passerelles et de capter des données via
leurs instruments de mesure. Nous ne considérons pas de satellites de télécommunications pour
faire en sorte que notre architecture soit autonome.
Les informations échangées sur le réseau sont des messages de contrôle et de données. On
inclut dans le contrôle, la signalisation permettant de déterminer les routes entre les nœuds et
les accusés de réception des données. Les données sont des relevés de température, d’humidité,
etc. Ces informations ne représentent pas un important volume. Cependant, il faut considérer
qu’il y aura plusieurs milliers de ces données présentes dans le réseau. À ces données s’ajoutent les
images satellite, qui sont plus volumineuses mais moins nombreuses que les données précédentes.
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4.4.2 Choix technologiques
Les capteurs que nous utiliserons au sol seront de type MicaZ. Nous les avons choisis pour
leur portée de 100 mètres en extérieur [93]. Ces éléments ont une mémoire de 512 kilooctets
réservés pour les mesures. Avec nos données contenues sur 10 octets, ces terminaux pourront
stocker plusieurs dizaines de milliers de données.
Ces terminaux ont des capacités mémoire limitées, avec 128 kilooctets pour implanter les
piles protocolaires. Les transmissions s’effectuent avec une fréquence comprise entre 2400 MHz
et 2483,5 MHz. Le débit de transmission est de 250 kbits/s. Nous avons à notre disposition
quelques capteurs de ce type, que nous pourrons utiliser afin de réaliser des implantations et des
expérimentations.
Pour les satellites, nous avons choisi d’utiliser des satellites d’observation. Ces derniers sont
situés sur des orbites basses et sont donc en mesure de réaliser des clichés de meilleure qualité que
des satellites sur des orbites plus lointaines. Ces satellites LEO possèdent un segment sol composé
de plusieurs stations. Nous nous inspirons des technologies utilisées par les satellites Spot 5 [94],
Pléiades 1 [82], SAC-D et EO-1 [95]. Leurs orbites se situent entre 650 et 850 kilomètres.
Dans le cas d’une réutilisation future avec une plateforme commune, nous donnons les carac-
téristiques importantes de Myriade. Les transmissions s’effectuent principalement dans la bande
S. La chaîne de télécommande possède un débit utile de 20 kbits/s alors que la chaîne de téléme-
sure a un débit bien supérieur à 625 kbits/s. Cette plateforme possède également une télémesure
à haut débit fonctionnant en bande X à 16,8 Mbits/s. La mémoire embarquée est de 16 Gbits
[11].
Les stations au sol pouvant dialoguer avec les satellites utilisant des plateformes Proteus ou
Myriade utilisent la bande S. Seule une station de réception utilise la bande X et cette station
est dédiée à Myriade. Concernant les autres stations, elles sont composées [96] :
– du réseau Icones, constitué de deux stations en bande S ;
– de six stations du réseau fonctionnant à la fréquence de 2 GHz ;
– des centres de contrôle multimission et d’essai.
Avec un satellite comme Pléiades, le débit de la télémesure est très grand, de l’ordre de 450
Mbits/s. Il en va de même pour la capacité mémoire qui est bien plus élevée que dans le contexte
des capteurs. Étant donné que les satellites doivent contenir des données propres à leurs missions
et représentant un volume considérable, nous choisissons de ne retenir qu’une faible portion de
la mémoire du satellite pour stocker les données collectées par les réseaux de capteurs.
Nous effectuons un choix sur ces différents paramètres que nous résumons dans le tableau
4.3.
Un des inconvénients dans l’utilisation conjointe de satellites LEO et d’un nombre limité de
stations est le manque de connexité. Les dates de passage des satellites ainsi que leur capacité
sont connues. Cependant, dans un contexte où un trafic prioritaire est présent sporadiquement, il
est possible qu’un satellite soit saturé par une station. Ainsi, les stations suivantes sur le chemin
du satellite, n’auront pas l’opportunité de transmettre leurs données. Le fait d’avoir recours à
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Tableau 4.3 – Paramètres retenus
Débit capteurs 250 kbits/s
Débit lien satellite 100 Mbits/s
Capacité mémoire capteurs 500 ko
Capacité mémoire satellites 50 Mo
Nombre de capteurs par réseau 1000-10000
Nombre de passerelles satellites 5
Nombre de satellites 5
plusieurs satellites ne résout pas le problème car le prochain satellite peut également ne plus
avoir de mémoire disponible. De plus, des données prioritaires pourraient ne pas être servies si
le satellite a rencontré auparavant une station qui aurait saturé sa mémoire.
Il apparaît donc un problème d’accès aux ressources du satellite. De plus, lorsque le volume
de trafic augmente, on ne peut garantir que les stations y accèdent de manière équitable. Il faut
donc envisager de traiter ces problèmes d’accès aux satellites, lorsque le volume des données à
transmettre augmente.
4.4.3 Architecture protocolaire
Nous présentons désormais les protocoles utilisés sur une ou plusieurs parties du réseau.
Nous avons mis en exergue les principales contraintes du réseau de notre scénario, le manque
de connexité et les longues interruptions de liens. Des protocoles comme IP ne sont pas en mesure
de les gérer. Si un lien est indisponible, alors le datagramme est perdu. Un protocole fiable tel
que TCP se chargera des retransmissions. Mais les durées de ces interruptions sont trop grandes
pour que TCP soit efficace. C’est pourquoi nous avons décidé de nous concentrer sur les réseaux
DTN.
Le Bundle Protocol qui répond aux exigences des réseaux DTN est en mesure de gérer les
principales contraintes énoncées. De plus, ce dernier permet d’interconnecter des réseaux aux
architectures protocolaires distinctes.
4.4.3.1 Segment satellite classique
Dans un premier temps, nous avons envisagé une architecture protocolaire capable de traiter
les intermittences des liens avec les satellites. Nous représentons les piles protocolaires des divers
équipements importants sur la figure 4.2.
La pile du capteur utilise la norme IEEE 802.15.4 pour les couches basses puis la couche
réseau du standard ZigBee et enfin une couche applicative. Ensuite la passerelle satellite réa-
lise l’interconnexion au niveau applicatif et encapsule les données dans un Bundle (Unité de
Donnée Protocolaire du Bundle Protocol). Les applications que nous considérons ne nécessitent
pas forcément de fiabilité dans l’échange de données ; ce sont essentiellement des mesures re-
nouvelées. C’est pourquoi les Bundles sont encapsulés dans des datagrammes UDP puis IP. Les
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Figure 4.2 – Architecture gérant l’interconnexion avec le satellite
Tableau 4.4 – Avantages et inconvénients de la première architecture
Avantages Inconvénients
Adressage simple Destination dépendant du satellite
Interruptions prises en charge Impossibilité de contacter passerelle depuis satellite
Peu d’impacts sur l’architecture classique Satellite sert de passerelle applicative
couches basses du segment satellite sont des protocoles définis par le CCSDS [3] et adaptés aux
transmissions de données.
Nous considérons que la charge utile du satellite lui permet de récupérer les données conte-
nues dans les Bundles. Ces données sont ensuite transmises grâce à l’utilisation du CCSDS File
Delivery Protocol (CFDP) pour transmettre les fichiers vers le centre de contrôle.
Cette première architecture constitue un compromis ; elle ajoute peu de fonctionnalités aux
satellites d’observation et ne se révèle pas trop envahissante. En effet, les segments traditionnels
capteur – puits et satellite – centre de contrôle sont inchangés. Cependant, cette architecture
limite les utilisations possibles d’un tel réseau et il est nécessaire que la charge utile du satellite
soit capable de traiter les données des Bundles afin de les stocker comme des fichiers. Cette
architecture présente l’avantage d’ajouter une pile protocolaire uniquement sur le lien entre les
passerelles et les satellites. Cela simplifie les problèmes d’adressage et de routage. En revanche,
les données ne pourront être délivrées qu’au centre de contrôle du satellite. Il n’est pas possible
d’indiquer une autre destination pour ces données. Nous résumons les avantages et inconvénients
de cette architecture dans le tableau 4.4.
4.4.3.2 Satellite intégré
Nous envisageons une deuxième architecture protocolaire permettant de résoudre certains
inconvénients de la première. Cette architecture est représentée sur la figure 4.3.
La différence entre cette deuxième architecture et la précédente est la présence du Bundle
Protocol sur tous les équipements du segment satellite. Contrairement à la solution précédente, le
satellite n’a pas à désencapsuler les informations contenues dans les Bundles. Il stocke directement
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Figure 4.3 – Architecture permettant de contrôler tout le segment satellite
Tableau 4.5 – Avantages et inconvénients de la deuxième architecture
Avantages Inconvénients
Réseau satellite DTN Implantation de fonctionnalités supplémentaires dans le satellite
Passerelles joignables Impossibilité de contacter les capteurs depuis l’extérieur
les Bundles. De ce fait le satellite est désormais en mesure de retransmettre ces Bundles vers
d’autres entités. Auparavant, l’engin spatial ne pouvait transmettre les données qu’à une seule
destination, le centre de contrôle. Il est désormais possible de considérer le satellite comme un
nœud DTN à part entière. Cette architecture modifie la pile protocolaire classique ainsi que le
fonctionnement du satellite. Nous résumons les avantages et inconvénients de cette deuxième
architecture dans le tableau 4.5.
Les deux premières architectures présentent toutes deux le même inconvénient. N’ayant pas
d’adressage commun de bout-en-bout, les capteurs doivent explicitement transmettre leurs in-
formations à une passerelle. Cette passerelle se chargera de retransmettre les informations vers
le centre de contrôle d’un satellite ou vers une destination spécifiée grâce au Bundle Protocol.
4.4.3.3 Un seul réseau
Concernant le segment capteurs, il est nécessaire de limiter les niveaux protocolaires afin de
minimiser l’utilisation de ressources mémoire. C’est pourquoi nous n’avions pas considéré dans
un premier temps utile d’ajouter le Bundle Protocol sur cette portion du réseau. Cependant, les
applications présentant un contexte de capteurs mobiles épars souffrent également de longues
interruptions. C’est ainsi que nous sommes arrivés à la définition de l’architecture protocolaire
de la figure 4.4.
Sur cette dernière architecture protocolaire nous avons ajouté le Bundle Protocol aux cap-
teurs. Les capteurs sont désormais en mesure de stocker des données qu’ils n’ont pas eux-mêmes
captées. Nous avons précisé qu’étant donné la faible capacité mémoire des capteurs, il fallait li-
miter le nombre de protocoles utilisés sur ces équipements. C’est pourquoi nous ne proposons pas
d’utiliser de couche réseau telle que 6LoWPAN. En effet, le protocole 6LoWPAN [39] n’apporte
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Figure 4.4 – Architecture gérant tous les segments
Tableau 4.6 – Avantages et inconvénients de la troisième architecture
Avantages Inconvénients
Réseau DTN Overhead sur satellite
Tout équipement joignable Limite mémoire sur capteurs
rien de plus à notre architecture et ne permet pas de gérer les longues discontinuités. Le Bundle
Protocol permet effectivement de nommer toutes les entités d’un réseau. De plus, les champs
indiquant la source et la destination sont des SDNV. Leur taille peut donc être faible afin de
réduire l’overhead sur la partie capteurs.
L’inconvénient principal de cette architecture est qu’elle consomme une partie de la capacité
mémoire des capteurs. L’ajout d’un niveau protocolaire utilisant plusieurs mécanismes comme la
gestion des custody, du stockage ou des rapports consomme des ressources mémoire. Cependant
dans un contexte où les nœuds sont mobiles, il est nécessaire que les terminaux puissent stocker
des données en provenance d’autres sources afin d’augmenter la probabilité de délivrance.
Il sera utile d’être en mesure de sélectionner les meilleures données à échanger et à stocker.
Une telle solution permet de mieux utiliser les ressources. De même, l’utilisation de mécanismes
d’accusés de réception augmente l’utilisation de la mémoire ; en revanche elle permet de diminuer
les transmissions de Bundles qui ont déjà rejoint une passerelle.
Avec la troisième architecture nous considérons que le Bundle Protocol est déployé sur tous les
équipements faisant partie du réseau. Nous ne l’envisageons plus comme un protocole d’overlay,
reliant des réseaux très différents, mais comme un moyen de s’affranchir des contraintes engen-
drées par les scénarios à longues interruptions.
L’utilisation du Bundle Protocol sur la totalité du réseau permet de considérer les passerelles
comme un relais et non plus comme la destination des données en provenance du réseau de
capteurs. Ce relais joue néanmoins un rôle de custodian et permet de diminuer la charge dans
le réseau de capteurs en indiquant que les Bundles ont rejoint la partie satellite du réseau. Le
dernier nœud à avoir véhiculé les Bundles remis à la passerelle les retire de sa mémoire.
Les architectures que nous avons proposées se veulent génériques. Nous ne souhaitons pas
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fournir des architectures qui soient adaptées à un seul scénario spécifique. Nos différentes archi-
tectures et en particulier la troisième s’adaptent à d’autres scénarios. On pourrait par exemple
remplacer le satellite par une Mobile Ubiquitous LAN Extension (mule), les passerelles pour-
raient devenir mobiles sans que l’architecture ait besoin d’être modifiée. Nous allons évaluer
cette architecture dans un scénario particulier regroupant des contraintes communes à plusieurs
missions d’observation.
4.4.4 Implantation du Bundle Protocol sur capteur
Nous avons souhaité prouver que le Bundle Protocol pouvait être implanté sur capteurs. Pour
cela, nous avons étudié les implantations existantes avant de réaliser la nôtre.
4.4.4.1 ION
La première implantation que nous présentons est Interplanetary Overlay Network (ION)
développée par le Jet Propulsion Laboratory (JPL). Cette implantation a été réalisée avec pour
objectif d’être déployée dans un contexte de communications interplanétaires. Afin de garantir
la robustesse de leurs systèmes, les missions du JPL n’utilisent pas d’allocation de mémoire
dynamique. De plus, lors des missions interplanétaires, il est primordial de récupérer des données,
même partielles, c’est pourquoi l’overhead induit par le Bundle Protocol doit être minimal [97].
ION est une implantation très complète car elle propose des couches d’adaptation avec TCP,
UDP et Licklider Transmission Protocol (LTP). Une implantation de LTP est également fournie.
Cette implantation bien que complète et limitant l’utilisation de mécanismes de mémoire
dynamique n’est pas appropriée à notre contexte capteur. L’utilisation de mécanismes de pré-
allocation de mémoire convient parfaitement. Néanmoins, l’existence de diverses librairies alour-
dit le code et ne permet pas de respecter une des contraintes majeures de l’implantation sur
capteur, la faible mémoire.
Nous nous concentrons maintenant sur l’implantation de référence du Bundle Protocol.
4.4.4.2 DTN2
DTN2 est l’implantation du Groupe de Recherche DTN et est conforme aux exigences de
[4]. Cette implantation propose plusieurs couches de convergence parmi lesquelles IP et Ethernet
[98]. Des couches de convergence vers des protocoles de niveau 3 et 2 prouvent qu’il est possible
de déployer le Bundle Protocol sur des protocoles de bas niveau et ainsi limiter l’overhead, ce
qui est un aspect important dans le contexte capteurs.
Cette implantation présente cependant d’importants inconvénients pour une adaptation sur
capteurs. Contrairement à ION, l’utilisation de la mémoire dynamique n’est pas restreinte. De
plus, le langage de programmation utilisé est le C++ qui est trop gourmand en ressources pour
un déploiement sur capteurs.
Nous orientons notre étude vers des implantations orientées petits systèmes.
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Figure 4.5 – Architecture de µDTN tirée de [5]
4.4.4.3 IBR-DTN
IBR-DTN est une implantation destinée aux systèmes embarqués [99]. Contrairement à
d’autres solutions conçues pour les petits systèmes, IBR-DTN peut fonctionner avec des équipe-
ments utilisant d’autres implantations du Bundle Protocol [100]. En plus de couches de conver-
gence vers UDP et TCP, cette implantation intègre également une couche de convergence vers
le protocole IEEE 802.15.4. Cette implantation est donc adaptée à un contexte capteur.
Le problème est que le code de cette implantation est avec ses 2 Mo toujours plus volu-
mineux que les 128 Ko que nous avons à notre disposition. Nous continuons notre recherche
d’implantations qui conviendraient à nos équipements.
4.4.4.4 µDTN
L’implantation µDTN est conçue pour convenir aux réseaux de capteurs [5]. Contrairement
à DTNLite [101] qui utilise le concept DTN sans implanter le Bundle Protocol et ContikiDTN
[102] qui utilise le Bundle Protocol au-dessus d’une couche de convergence vers TCP, µDTN
fonctionne directement au-dessus d’une couche de convergence vers le protocole IEEE 802.15.4.
Nous présentons sur la figure 4.5 l’architecture de l’implantation µDTN.
Cependant, bien que µDTN diminue à son strict minimum la pile protocolaire, le code reste
toujours trop volumineux pour être déployé sur les capteurs que nous possédons. Nous faisons
donc le choix de proposer une version allégée et diminuée de µDTN que nous nommons nanoDTN.
Nous synthétisons dans le tableau 4.7 les résultats de l’analyse des implantations existantes
par rapport aux métriques qui nous intéressent pour notre déploiement.
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Tableau 4.7 – Comparaison des différentes implantations pour déploiement sur MicaZ
Implantation Langage Mémoire Taille Bundle Couche de
adapté pré-allouée du code Protocol convergence basse
interopérable
ION [97] X X X X X
DTN2 [98] X X X X X
IBR-DTN [99] X X X X X
µDTN [5] X X X X X
DTNLite [101] X X X X X
ContikiDTN [102] X X X X X
4.4.4.5 nanoDTN
Nous avons nommé notre architecture nanoDTN car elle repose sur l’architecture de µDTN
à laquelle nous retirons des fonctionnalités tout en conservant l’interopérabilité basique fournie
par µDTN. Cette implantation étant trop volumineuse pour être portée sur MicaZ, nous l’avons
allégée afin de la déployer. Nous avons conservé le système d’exploitation Contiki [103] qui utilise
le langage C et permet donc l’utilisation de multiples bibliothèques standard.
Dans un premier temps, nous avons essayé d’utiliser la mémoire la plus volumineuse disponible
sur les capteurs. Il s’est avéré que cette mémoire ne pouvait stocker que les mesures réalisées par
le capteur. Ainsi, il nous était impossible de déployer le code sur cette mémoire ainsi que d’y
stocker les Bundles. Nous avons dû nous résoudre à utiliser la mémoire de 128 ko. Constatant
que le dépassement de mémoire était trop important pour espérer optimiser le code, nous avons
opté pour une diminution des fonctionnalités.
Nous avons commencé par supprimer les fonctionnalités de rapports. Ces fonctionnalités sont
essentiellement utiles à la fonctionnalité de custody. De ce fait, nous avons également choisi de
retirer la gestion des custody qui ne pouvait plus exister sans les rapports. Nous précisons que
ce n’est pas parce que nous supprimons la fonctionnalité de custody que les nœuds ne pourront
plus transporter des Bundles en provenance d’autres sources. La différence est que désormais, un
nœud véhiculant un Bundle ne pourra plus le retirer de sa mémoire suite à la prise de custody
pour ce Bundle par un autre. Un Bundle sera retiré parce que remis à la destination, réception
d’accusé de réception pour ce Bundle ou expiration de sa durée de vie.
De la même manière, la fonction de stockage proposait des stockages de Bundles sur deux
types de mémoire. Sur notre capteur, nous n’avons qu’un type de mémoire utilisable par le
programme. Ainsi, nous avons décidé de supprimer cette possibilité de gestion de la mémoire.
Il a par la suite été nécessaire de modifier le code pour allouer la mémoire uniquement avec un
type de mémoire. Cela permettait de réduire le volume du code mais limitait les possibilités de
stockage des Bundles. Nous avons également diminué la taille de la file d’émission, étant donné
que le nombre de Bundles stockés est très faible.
Dans le but de réduire l’empreinte sur la mémoire, nous avons également choisi de supprimer
la fonction de redundancy qui permettait de ne pas véhiculer de nouveau un Bundle que l’on
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Figure 4.6 – Architecture de nanoDTN
aurait déjà délivré.
Nous avons continué notre diminution de fonctionnalités en supprimant la découverte de voi-
sins. Nous optons donc pour des transmissions périodiques de données. Nous avions fait le choix
de conserver la radio allumée en permanence pour les capteurs afin de détecter les éventuelles
données transmises par d’autres nœuds.
Notre domaine d’applications ne requière pas de fiabilisation. Nous avons donc décidé de
n’utiliser qu’une seule couche MAC, qui ne réalise aucune écoute du support et ne fournit aucune
fiabilité. Cette couche MAC transmet les données vers le niveau supérieur et le niveau inférieur.
Nous avons également considéré que ces capteurs ne pourraient avoir d’autres fonctionnalités
que la collecte et la transmission de données. Nous avons donc restreint à un service composé de
captage, transmissions périodiques et collecte. Finalement, nous avons restreint la fonctionnalité
de routage au routage le plus simple qui soit, un routage par inondation. Ce routage est simple,
robuste, gourmand en communications mais très peu en ressources, et donc adapté à notre
contexte.
Le schéma 4.6 présente l’architecture de l’implantation nanoDTN.
Après avoir limité toutes les fonctionnalités présentées et adapté le fonctionnement aux cap-
teurs que nous avions à notre disposition nous avons déployé une version allégée du Bundle Pro-
tocol sur nos capteurs. Nous n’avons jamais modifié des fonctionnalités inhérentes aux en-têtes
des Bundles afin de conserver l’interopérabilité avec d’autres implantations du Bundle Protocol.
Nous avons testé si la formation, la transmission et la réception de Bundles fonctionnaient.
Nous avons utilisé deux capteurs et avons constaté que les émissions se faisaient bien de manière
périodique. La destination recevait bien les Bundles.
Nous sommes donc en mesure de proposer un Bundle Protocol orienté capteur dans un
contexte d’observation. Nous avons transformé une architecture configurable en une architec-
ture modulable. L’architecture est ainsi adaptée à un contexte précis, et pourra être modifiée si
elle doit être utilisée dans un contexte avec plus de mémoire.
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De simples modifications permettraient aux nœuds d’avoir accès à des versions allégées des
fonctionnalités supprimées. Ainsi, il serait possible d’utiliser des Bundles destinés à toutes les
entités pour récupérer la fonction discovery. Ces Bundles seraient ceux envoyés de façon pério-
dique et sur réception d’un tel Bundle, un nœud renverrait une réponse contenant une métrique
simple permettant à l’émetteur de faire un choix quant à la transmission vers ce nœud voisin.
4.5 Conclusion
Nous avons ici analysé les contraintes inhérentes aux scénarios d’observation. Pour cela, nous
avons sélectionné un scénario présentant un maximum de ces contraintes. Après avoir défini
les paramètres du scénario, nous avons analysé ses spécificités afin d’en déduire les problèmes
réseaux qu’il allait falloir résoudre. La topologie proposée est en accord avec celles existantes
dans les missions utilisant des satellites d’observation. Nous proposons différentes architectures
novatrices et ayant recours au Bundle Protocol afin de se prémunir des longues interruptions.
Nous avons également proposé une implantation réelle allégée du Bundle Protocol interopé-
rable. Lors de cette implantation, nous nous sommes rendus compte du problème de la limitation
mémoire des capteurs. Nous en avons donc déduit pour la suite qu’il faudrait avoir recours à des
mécanismes simples ayant besoin de stocker peu d’informations pour fonctionner.
Maintenant que les principaux problèmes du scénario d’étude ont été mis en exergue, nous
allons pouvoir proposer des solutions s’appuyant sur les architectures que nous avons définies.
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5 Maximisation de la délivrance avec des
crises intermittentes
5.1 Introduction
Dans ce chapitre, nous nous concentrons sur les problèmes liés à la partie satellite du réseau.
Nous allons analyser les contraintes engendrées par le scénario ainsi que par les technologies
choisies et proposer des solutions qui répondent à ces contraintes.
Nous considérons un scénario de surveillance dans lequel des crises pourraient survenir. Nous
ne dimensionnons pas les équipements pour être capables de véhiculer tout le trafic généré lors
d’une phase de crise. En effet, dans le cas contraire le réseau serait sous-utilisé la majorité du
temps. Nous devrons donc être en mesure de contrer les problèmes liés à ces crises.
Nous apportons des solutions adaptées à ce scénario qui peuvent néanmoins être réutilisées
dans d’autres contextes. Nous présentons les conditions nécessaires à l’application de nos solu-
tions.
Nous présentons les contraintes existantes sur le segment satellite pour le scénario considéré.
Nous proposons de répondre à deux problèmes : donner la priorité à un trafic plus prioritaire
en limitant les pertes sur les moins prioritaires et garantir l’équité aux données provenant de
différentes stations ayant le même niveau de priorité.
5.2 Contraintes du scénario
Nous rappelons que notre scénario repose sur la surveillance de forêts. À l’intérieur de ces
forêts, le risque qu’un feu se déclare est non nul avec des conséquences désastreuses sur l’envi-
ronnement.
5.2.1 Hausse du trafic sporadique
Afin d’observer l’évolution de la forêt, les capteurs déployés dans la forêt réalisent des me-
sures périodiques. Nous faisons l’hypothèse que ces équipements sont dotés d’une faculté de
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Figure 5.1 – Représentation de l’évolution du trafic cumulé des différentes sources en fonction
du temps
traitement des informations captées. Ainsi, si une ou plusieurs de ces informations dépassent un
seuil enregistré dans la mémoire des terminaux alors ces derniers remontent une alarme.
Lorsqu’une alarme est envoyée, les nœuds vont continuer à capter et transmettre le même type
d’informations mais plus fréquemment que lorsque la crise n’est pas présente. Cette augmentation
de la fréquence de captage et de transmission a été décidée pour faire en sorte que les données
captées pendant la phase critique aient une plus grande probabilité d’arriver à destination. Durant
une telle crise, plusieurs éléments du réseau peuvent être endommagés. Des portions du réseau
seraient alors dans l’incapacité de communiquer.
Les crises ont une durée très inférieure à la période d’observation du système. Les données
transmises durant une crise sont décisives. Ces dernières peuvent en effet indiquer la nature et
le lieu d’une crise ainsi que d’autres détails propres à chaque crise, facilitant ainsi le travail des
équipes d’intervention. Nous choisissons donc de limiter la durée de vie de ces données et de leur
affecter une priorité supérieure à celle des données hors crise. Nous matérialisons cette notion
de priorité par la définition de plusieurs classes de Bundles de priorités différentes. Lorsqu’un
Bundle a une priorité plus élevée qu’un autre, il doit être servi en premier.
Ces phases de crise sont donc la cause de hausses sporadiques du trafic auxquelles il va falloir
faire face. La figure 5.1 présente cette hausse de trafic qui dépasse la capacité du satellite lors de
la présence d’une crise.
5.2.2 Réseau à connexité intermittente
La nature des satellites utilisés ainsi que la topologie de notre réseau font que les passerelles
souffriront de longues interruptions. De plus, les stations terrestres sont trop éloignées les unes
des autres pour que le satellite puisse relayer directement les informations d’une passerelle vers
une autre ou vers la destination.
Les satellites stockeront donc à bord les données et les retransmettront ultérieurement. De
ce fait, des passerelles peuvent voir passer des satellites qui n’ont plus de place en mémoire pour
accepter leurs données. Si elles contiennent des données prioritaires, alors ces données devront
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attendre un prochain passage de satellite pour espérer être véhiculées.
5.3 Amélioration des performances en redéposant le trafic
Une des particularités de notre scénario, propre à toutes les applications utilisant des satellites
d’observation, est le défilement des satellites. Nous avons déjà souligné le fait que la mémoire
embarquée par ces équipements n’est pas très grande, ou du moins plus précisément la partie
réservée aux missions secondaires des satellites dont fait partie notre type d’applications. Ces
contraintes sont en revanche négligeables au niveau des passerelles. De ce constat, et de l’analyse
du risque de famine pouvant survenir sur certaines stations en cas de crise, nous proposons une
solution consistant à utiliser les passerelles au sol comme une mémoire additionnelle des satellites,
gérée par ces derniers.
5.3.1 Utilisation des stations statiques comme salle d’attente
Nous proposons ici une politique d’ordonnancement favorisant la transmission des données
critiques. Nous souhaitons améliorer le taux de délivrance de ces données dans notre réseau.
Notre mécanisme va jouer sur le délai afin de limiter les pertes.
Nous avons baptisé le mécanisme proposé Carreau, à la fois pour CARrier REsource Access
for mUle, ainsi que pour le rapprochement avec un coup spécial d’un célèbre jeu. Les conditions
pour que Carreau soit utile sont :
– une connexité intermittente ;
– des terminaux mobiles assurant la connexité. Dans notre scénario, ce sont le ou les satellites
qui jouent le rôle de mobiles ;
– des passerelles statiques avec des mémoires supérieures ou égales à celles des terminaux
mobiles ;
– une répétitivité des passages des mobiles ;
– différentes classes de trafic avec des niveaux de priorité différents.
Carreau ne s’applique que lorsque la mémoire d’un satellite a franchi un seuil lui interdisant
d’accepter plus d’un Bundle. Dans ce cas, si une passerelle souhaite transmettre des données
plus prioritaires ou avec une durée de vie plus faible que celles qui sont dans le satellite, alors
le satellite redépose des données sur la passerelle afin de collecter les données de cette dernière.
L’utilisation de ce mécanisme n’est pas restreinte au satellite. Carreau fonctionne avec n’importe
quel type de mule. Par la suite, nous désignerons les terminaux mobiles indifféremment satellites
ou mules.
Les transmissions vers et depuis le satellite sont coûteuses. C’est pourquoi nous nous efforçons
de diminuer le nombre de transmissions.
L’algorithme 1 synthétise la politique d’ordonnancement gérée par le satellite sur les données
en provenance des différentes passerelles.
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Algorithme 1 Politique d’ordonnancement de Carreau
Pour chaque réception de Bundle Faire
Si mémoire Libre > taille d’un Bundle Alors
stocker Bundle # stockage du Bundle par ordre décroissant de priorité puis par ordre
croissant d’échéance
Sinon
Transmettre à la passerelle le Bundle en fin de file # ce Bundle a la priorité la plus
faible et l’échéance la plus grande
Fin Si
Fin Pour
Le satellite donne ainsi la priorité aux données de la classe la plus prioritaire. À niveau de
priorité égal, le satellite favorisera les données ayant la plus faible durée de vie. Les données avec
la plus faible durée de vie sont moins à même d’attendre un prochain passage de satellite. C’est
pourquoi le satellite redépose les données possédant la plus grande durée de vie car elles ont une
probabilité plus grande de ne pas avoir expiré au prochain passage de satellite.
Nous allons maintenant évaluer les performances de Carreau.
5.3.1.1 Modélisation du problème de priorité
Nous considérons que le satellite, ou la mule, récupère les données de plusieurs stations
terrestres. Nous supposons l’utilisation de plusieurs classes de trafic. Voici les notations que nous
utiliserons :
– N , le nombre de Bundles que la mule peut transporter.
– m, le nombre de stations terrestres.
– T , la durée d’un cycle de la mule.
– Ai,j , le nombre d’arrivées de la classe de trafic i à la station j pour un cycle donné.
– θi, la durée de vie de chaque Bundle de la classe de trafic i.
– C, le nombre total de cycles où une crise est présente.
Nous définissons la durée d’un cycle de la mule comme étant la durée séparant deux passages
successifs de la mule au-dessus de la même station. L’analyse peut se généraliser à un nombre
quelconque de mules.
Pour analyser les pertes éventuelles, nous découpons le scénario en deux étapes représenta-
tives. La première étape est l’étude des pertes pendant la crise. La seconde consiste en l’étude
des pertes liées au trafic résiduel.
Afin de mieux se représenter le fonctionnement de Carreau, nous définissons deux mécanismes
simples de transmission entre les passerelles et la mule :
– Transmission Totale (TT), où toutes les stations envoient toutes leurs données quand la
mule est visible.
– Chargement Total (CT), où chaque station essaie de transmettre ses données tant que la
mule n’est pas pleine.
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– Carreau, où les données non prioritaires à bord de la mule peuvent être parquées sur des
stations afin que ces dernières puissent transmettre leurs données critiques.
Nous analysons les pertes en fonction du mécanisme utilisé.
5.3.1.2 Pertes pendant la crise
Transmission Totale (TT) Le mécanisme Transmission Totale est le plus simple des trois
considérés. Les pertes sont les Bundles excédant la capacité de la mule. Le nombre de pertes
pour un cycle est nTT :
nTT = max
0,
∑
i
m∑
j=1
(Ai,j)−N

Il est évident que ce mécanisme fournit une borne supérieure des pertes pouvant survenir à
cause d’une crise. Tout le trafic excédentaire est envoyé vers une mule dont la mémoire est pleine.
Chargement Total (CT) Chaque station envoie ses données ordonnées par ordre de priorité
puis par date d’expiration. Les données avec l’expiration la plus proche sont transmises en prio-
rité. À partir d’une station d’indice jp, la mule ne peut plus recevoir de données car sa mémoire
est saturée. Les pertes se produiront sur les stations après jp. Ce seront les données dont la
durée de vie aura expiré qui disparaîtront. Nous notons ni,j(r), la variable aléatoire du nombre
de Bundles appartenant à une classe i restants sur une station j après le passage r de la mule.
Les Bundles prioritaires ayant une durée de vie plus faible seront les premiers à être retirés du
réseau. Nous calculons le nombre de Bundles perdus pendant la crise, nCT .
nCT =
∑
i
m∑
j=jp
C∑
r=1
[
ni,j(r)×min
(
1,
C∑
l=r
⌊
θi
l · T
⌋)]
Le terme
min
(
1,
C∑
l=r
⌊
θi
l · T
⌋)
permet de déterminer si un Bundle de la classe i présent à partir du passage r de la mule a
expiré.
Carreau Avec Carreau, nous sommes en mesure de transmettre en premier tout le trafic prio-
ritaire. La mule prend depuis chaque station tout le trafic que cette dernière doit lui remettre
jusqu’à atteindre jp. Une fois que jp a rempli la mule, Carreau sélectionne les Bundles ayant la
plus grande durée de vie, les renvoie sur la station afin de les y parquer. Ces Bundles restent
parqués sur la station jusqu’à un prochain passage de la mule ou jusqu’à ce que leur durée de vie
expire. Nous notons nparqi,j (r) la variable aléatoire du nombre de Bundles de la classe i arrivés
sur la station j parqués au cycle r de la mule.
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Nous calculons le nombre ncar de Bundles perdus pendant la crise.
ncar =
∑
i
∑
j
C∑
r=1
[
nparqi,j (r)×min
(
1,
C∑
l=r
⌊
θi
l · T
⌋)]
Il nous reste à déterminer les pertes survenant une fois que la crise est révolue.
Nous sommes en mesure de déterminer les pertes lorsque nous connaissons les réalisations
des différentes variables aléatoires.
5.3.1.3 Pertes sur le trafic résiduel
Seuls CT et Carreau peuvent avoir des pertes survenant après qu’une crise est terminée. En
effet, avec TT, tout le trafic qui excédait la capacité de la mule a été perdu. En revanche, les
deux autres mécanismes ont laissé une certaine quantité de Bundles sur les stations après jp dans
le sens de parcours de la mule.
Dans le cas de CT, à chaque cycle, les premières stations après jp transmettent au plus(
N −∑jpj=1Ai,j) Bundles résiduels et frais. S’il ne reste plus de Bundles, sur jp, nous l’incré-
mentons et essayons de transmettre à nouveau tous les Bundles présents sur jp, et ce jusqu’à ce
qu’on ne puisse plus l’incrémenter. Quand jp atteint la valeur de m, le réseau ne souffrira plus
de pertes liées à la précédente crise.
Tant qu’il reste des Bundles appartenant à d’autres classes que la classe la moins prioritaire,
le réseau peut encore perdre des Bundles lorsque Carreau est utilisé. Ainsi, à chaque cycle, les
Bundles les plus anciens de la classe la plus prioritaire sont transmis. Et ainsi de suite jusqu’à
ce que la mule soit pleine ou qu’il ne reste plus que des Bundles de la classe la moins prioritaire.
Lorsqu’il ne reste plus que des Bundles de la classe avec la plus faible priorité, ce sont également
les Bundles avec la plus courte échéance qui sont véhiculés. Une fois que le trafic résiduel a été
délivré, la crise précédente ne sera plus cause de pertes.
La plupart du temps dans les réseaux DTN, plus un trafic est prioritaire et plus son obsoles-
cence est rapide [104]. Ainsi, afin de ne pas surcharger le réseau inutilement, plus un trafic est
prioritaire et plus sa durée de vie est faible. Dans le cas particulier de notre scénario de feu de
forêt, les informations relatives à la détection et au suivi de ce feu doivent être reçues rapidement.
Recevoir une telle information plusieurs jours après que le feu a eu lieu ne présente aucun intérêt.
La durée de vie de ce trafic sera donc inférieure à celle d’un trafic de suivi de la forêt.
5.3.1.4 Exemple
Pour notre scénario, nous considérons deux classes de trafic. Le trafic permanent de suivi
de forêt et le trafic critique prioritaire relatif aux feux de forêt. Le trafic permanent est comme
son nom l’indique présent durant toute la durée d’opération alors que le trafic prioritaire n’est
présent que pendant la durée d’une crise. Aucun de ces deux trafics ne surcharge le réseau. En
revanche, la somme de ces deux trafics est susceptible d’engendrer des pertes. Nous considérons
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Figure 5.2 – Évolution des pertes en fonction de la durée de la crise
dans un premier temps que les trafics sont régulièrement distribués entre toutes les stations. Nous
faisons également l’hypothèse que les trafics sont périodiques pour la résolution numérique.
Nous appliquons notre algorithme sur le choix de paramètres suivants. La durée de vie des
Bundles de la classe la moins prioritaire est de trois cycles alors que celle des Bundles de la classe
la plus prioritaire est de un cycle. La période d’activité de ces derniers est limitée à la durée de
la crise. Nous appliquons les formules et algorithmes précédents afin de comparer les résultats
des trois mécanismes de transmission.
La figure 5.2 représente le nombre moyen de Bundles perdus par cycle de mule pour les trois
mécanismes présentés précédemment. Nous représentons l’évolution de ces pertes en fonction de
la durée de la crise. Le trafic le moins prioritaire occupe 90% de la capacité de la mule et le trafic
critique 60%. Pendant la durée de la crise nous avons donc un trafic représentant la moitié de la
capacité de la mule qui sera soit perdu soit stocké au sol.
Les résultats de la figure 5.2 prouvent que TT est bien le pire mécanisme en termes de
pertes. CT améliore cette performance mais présente dès le premier cycle des pertes à cause
d’expiration de Bundles de la classe prioritaire. Nous rappelons que tous les trafics sont distribués
équitablement sur chaque station sol. Carreau fournit de meilleurs résultats que les deux autres
mécanismes car les Bundles de la classe prioritaire sont les premiers à être servis par la mule ; or
ces Bundles sont ceux avec la durée de vie la plus faible. Plus la crise dure et plus le nombre de
pertes augmente. Des pertes apparaissent sur la classe la moins prioritaire.
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Figure 5.3 – Évolution des pertes par classe de trafic en fonction de la durée de la crise
Nous observons les pertes survenant sur les différentes classes de trafic avec la figure 5.3.
Nous y constatons qu’ici, Carreau parvient à n’obtenir aucune perte sur le trafic critique et qu’il
parvient à retarder au maximum les premières pertes sur le trafic non-critique. Comme nous nous
y attendons, nous avons vérifié qu’avec les stratégies TT et CT, les pertes affectent les trafics
arrivant sur les passerelles trouvant la mémoire du satellite pleine (non représenté) ; alors que
Carreau répartit plus équitablement les pertes entre les passerelles.
Maintenant que nous avons analysé les performances dans le cas d’une mule avec différentes
classes de trafic, nous allons nous concentrer sur le problème de l’équité des stations sur l’accès
aux ressources de la mule.
5.3.2 Équité entre les stations
Carreau permet de servir les données prioritaires avant les données classiques, tant qu’il reste
des données à faible priorité dans la mule. Cependant, dès lors qu’il ne reste plus que des données
prioritaires dans la mule, Carreau ne permet pas de servir les données prioritaires appartenant
aux stations suivantes. L’accès aux ressources n’est donc pas équitable entre les stations au sol.
Ceci présente un problème si plusieurs stations détectent une crise et que certaines d’entre elles
ne sont pas en mesure de transmettre cette information. Nous modélisons ce problème à l’aide de
deux thématiques classiques de théorie de files d’attente : l’impatience des clients et l’ouverture
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d’une porte.
5.3.2.1 Modélisation du problème d’équité
Un des principaux problèmes à traiter est la discontinuité du lien satellite. Dans la théorie des
files d’attente, ce type de problèmes est représenté par une porte [105]. Les clients arrivent devant
une porte qui s’ouvre périodiquement ou aléatoirement. Lorsque la porte est fermée, les clients
restent devant la porte jusqu’à ce que celle-ci s’ouvre. Hébuterne a analysé le comportement
d’une file avec une porte la séparant du serveur. La condition de stabilité d’un tel système est
donnée par la relation suivante : le taux moyen d’arrivée multiplié par la durée moyenne séparant
deux ouvertures doit être inférieure au nombre maximal de clients servis durant une ouverture.
Dans notre contexte, les mesures sont réalisées périodiquement. Nous avons donc des messages
qui arrivent en grumeau au niveau de la passerelle qui joue le rôle de file d’attente devant la
porte. Dans notre système, les arrivées et départs sont considérés comme groupés. Cela revient
à dire que nous ne modélisons pas finement la remontée des mesures vers les passerelles, mais
supposerons simplement que les valeurs collectées pendant la période sont bien présentes au
niveau de la passerelle quand la mule passe. Les départs peuvent être considérés comme groupés,
car dès que la porte est ouverte, la passerelle transmet la quantité maximale possible. Le taux
d’occupation de la file dépend des vacances du serveur [106, 107, 108] ; dans notre cas, de la
période de discontinuité du lien satellite.
Le second problème à traiter provient du choix de ne pas conserver de trop vieux messages
afin de ne pas surcharger le réseau avec des données obsolètes. C’est cette obsolescence qui sera
modélisée par l’impatience des clients. Movaghar a traité ce problème en considérant à la fois
l’impatience jusqu’au début du service et l’impatience jusqu’à la fin de celui-ci [109, 110]. Dans
le cas de l’impatience jusqu’au début de service, dès qu’un client commence à être servi, il ne
peut plus être perdu par expiration. Nous considérons la mule comme un serveur ayant un temps
de service différent et fonction de la distance de la passerelle à la destination. Ce sont donc
les résultats sur la probabilité d’expirer avant délivrance avec une impatience jusqu’à la fin du
service qui s’appliquent dans notre cas.
Nous représentons notre système par un réseau de files d’attente décrit sur la figure 5.4. Nous
considérons une unique mule afin de simplifier le raisonnement. Nous prouverons par la suite
que cette hypothèse n’est responsable d’aucune perte de généralité. Nous modélisons la mule par
une file intermédiaire par laquelle les Bundles doivent passer avant d’atteindre la destination,
jouant le rôle de serveur. Étant donné que notre mécanisme pourra redéposer des Bundles sur
les stations, nous avons choisi de représenter un serveur après la mule afin de pouvoir modéliser
notre proposition Martinet, un protocole autoritaire prêt à sacrifier des trafics au profit d’autres
ayant le même niveau de priorité. Les passerelles sont représentées par des files d’attente avec
une capacité bien supérieure à celle de la mule. Nous considérons que les stations au sol ont
uniquement un trafic critique en entrée. Nous représentons les interruptions du lien satellite au
moyen de portes dont l’ouverture est périodique. Le nombre de portes est donc égal à la somme
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Figure 5.4 – Représentation du réseau de files d’attente
du nombre de passerelles et de destinations. Les périodes d’ouverture et de fermeture sont les
mêmes pour toutes les portes.
Nous nous concentrons sur la phase de crise et pour cela, les terminaux vont uniquement
transmettre du trafic critique. La durée de vie initiale est la même pour chaque Bundle. L’im-
patience est donc constante. Afin de respecter la condition de stabilité énoncée dans [105], le
volume moyen de données entrant sur chaque station entre deux ouvertures de porte est inférieur
à la capacité du satellite. Cependant, lors de certains passages du satellite, la somme des trafics
entrants sur toutes les stations peut être supérieure à la capacité du satellite. Nous sommes donc
en présence d’un système en surcharge ponctuelle.
Nous représentons sur la figure 5.4 le réseau avec la modélisation décrite dans le cas où le
nombre de passerelles est de 5, avec un satellite et une destination. Dans ce cas, le trafic transmis
par les trois premières stations est suffisant pour saturer la mémoire de la mule. La mule visite les
stations dans le même ordre à chaque passage. Ainsi, pour la durée de la crise, les deux derniers
terminaux n’auront pas l’opportunité de transférer leurs données. L’accès aux ressources est
donc inéquitable pour les stations et pour les sources de trafic. Dans un contexte de crise, il est
nécessaire de circonscrire la zone exacte de la crise. Nous proposons de garantir de l’équité aux
stations dans leur accès à la mule afin de fournir de l’équité parmi les sources de trafic.
Notre proposition repose sur l’envoi d’un volume de trafic représentant la même portion de
mémoire de la mule pour chaque source à chaque passage de la mule. En agissant de la sorte,
nous pouvons affirmer qu’une portion de chaque trafic sera servie pendant une tournée de la
mule. Sur la figure 5.4, les portes sont représentées par des interrupteurs. Les flèches du bas de
la figure représentent les liens entre le satellite et les passerelles. Une fois que la mémoire du
satellite est pleine, une négociation est effectuée entre le satellite et les stations restantes afin que
le satellite puisse libérer une partie de sa mémoire en redéposant une partie du trafic véhiculé sur
les stations au sol afin qu’une partie du trafic présent sur ces dernières puisse être transmis au
satellite. Comme le montre la figure 5.4, une boucle permet au satellite de remplacer une partie
de son trafic. Dans l’exemple présenté, trois passerelles peuvent transmettre leurs données sans
avoir recours à des mécanismes particuliers alors que les deux dernières doivent partiellement
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vider la mémoire du satellite avant de la remplir de nouveau avec leurs propres données.
Afin de minimiser les pertes dues au vieillissement du trafic, les Bundles qui seront redéposés
en premiers sont ceux avec les durées de vie résiduelles les plus longues. Dans le cas du Storage
Routing [76], une telle politique serait nommée PushFreshestNetworkAge, car ce sont les Bundles
les plus récents qui sont stockés sur les nœuds afin de diminuer la congestion sur le satellite.
Cette proposition diminue le nombre d’expirations d’échéances de Bundles.
5.3.2.2 Étude de l’équité
Pour étudier l’équité de notre scénario, nous définissons les paramètres suivants :
– m, le nombre de passerelles ;
– N , la capacité de la mémoire du satellite ;
– C, la capacité de la mémoire d’une passerelle ;
– λi, le taux d’arrivée du trafic critique sur une passerelle i ;
– Dd(i), le temps mis par un Bundle pour rejoindre la destination depuis une passerelle i ;
– T , la période entre deux passages du satellite ;
– Ai(r), le nombre d’arrivées sur une passerelle i entre les passages r − 1 et r du satellite ;
– θ, l’impatience initiale de chaque Bundle ;
– ip(r), l’indice de la station où le satellite est saturé à son passage r ;
– Sn(r), le temps de séjour d’un Bundle trouvant n Bundles à son arrivée dans le système ;
– Pi,j,t(r), le volume de Bundles arrivés à la station i au passage t lorsque le satellite survole
la station j à son passage r ;
– Di,j(r), le volume de Bundles provenant de la station i redéposé au niveau de la station j
à son passage r ;
– Di(r), le volume de Bundles redéposé au niveau de la station i à son passage r ;
– Ri,j(r), le volume de Bundles provenant de la station i restant à bord lors du survol de la
station j à son passage r ;
– Vi,j,t(r), le volume de Bundles arrivés sur i au passage numéro t du satellite et stockés sur
j au passage r du satellite.
Nous précisons que Vi,j,t(r) est potentiellement modifié après chaque passage du satellite.
Nous supposons que m est inférieur à N , autrement, il serait impossible que chaque station
puisse envoyer un Bundle et les m − N dernières stations ne pourraient jamais accéder aux
satellites. Si θ est inférieur à Dd(i), aucun Bundle n’atteindra la destination. Tous les Bundles
expirent avant de rejoindre la destination. Si θ est compris entre Dd(i) et T + Dd(i), la date
d’arrivée des Bundles affecte le nombre de Bundles expirant avant d’atteindre la destination.
Afin de simplifier, nous faisons l’hypothèse que θ est supérieur à T +Dd(i).
Si les passerelles avaient la possibilité de s’échanger la quantité de trafic qu’elles génèrent, il
serait simple de déterminer si un Bundle peut accéder à la destination. Le problème est qu’avec les
variations de trafic et la non connexité du réseau, les passerelles ne peuvent pas s’échanger ce type
d’informations. La capacité, pour un nouveau Bundle qui arrive sur une passerelle, d’atteindre
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Figure 5.5 – Trafic présent dans le satellite avec débits d’entrée égaux
la destination avant que son échéance n’expire dépend de n(r), le volume des Bundles présents
dans l’ensemble des files d’attente lors de son arrivée. Nous calculons le volume n(r) de Bundles
présents sur l’ensemble des passerelles avant le passage r du satellite :
n(r) =
m∑
i=1
m∑
j=1
r−1∑
l=1
Vi,j,t(r)
Nous notons Sn le temps de séjour d’un Bundle trouvant n Bundles à son arrivée dans le système :
Sn(r) =
n(r)
N
· T
Si Sn est supérieur à θ, le Bundle ne pourra pas rejoindre la destination. Comme les passerelles
ne peuvent s’échanger d’informations sur leur charge, les Bundles ne peuvent être retirés dès leur
arrivée. Notre protocole, Martinet présenté par la suite, propose une solution qui fournit de
l’équité aux stations sans avoir recours aux informations de charge de toutes les passerelles.
Ces résultats sont indépendants de la distribution des source de trafic, des stations servies,
et la date d’arrivée de Bundles.
Le nombre ip(r) est l’indice de la passerelle qui remplit la mémoire du satellite au passage
r du satellite. Le mécanisme proposé s’applique à partir de cette station. Avant la station ip(r),
chaque station terrestre envoie ses données lors du contact avec le satellite. Une fois que le satellite
la dépasse, notre protocole Martinet permet aux stations suivantes d’accéder aux ressources du
satellite.
La figure 5.5 décrit l’évolution de la mémoire du satellite quand ce dernier survole un nœud
i où i est supérieur à ip(r). Des Bundles en provenance de trois sources distinctes sont présents
sur le satellite. Le trafic en bas est celui situé sur la station i. Comme chaque trafic occupe la
même proportion de la mémoire, nous retirons la même quantité de chaque trafic présent sur le
satellite.
Le trafic redéposé total est Di. La place libre dans le satellite au passage r est Ri,i.
Cette mémoire est remplie par les Bundles de la station i. La nouvelle répartition des données
est représentée sur la droite de la figure 5.5.
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Si chaque station a un taux d’arrivée différent, λi, alors le mécanisme de redépôt est modifié
pour conserver l’équité entre les sources tel qu’expliqué dans le paragraphe suivant.
Nous considérons que l’équité dans une telle situation n’est plus de permettre à chaque station
d’envoyer le même volume de données à chaque passage du satellite ; mais que chaque source
puisse transmettre la même proportion de données. Nous avons fait ce choix car si une source
a des données plus volumineuses qu’une autre ou un volume de données plus important, alors
il nous semble légitime que cette dernière transmette un volume plus important, tant que la
proportion d’utilisation de la mémoire du satellite est la même pour toutes les stations. Ce
mécanisme repose sur la date d’expiration des Bundles pour un même niveau de priorité. Les
Bundles avec la plus grande durée de vie sont les premiers à être redéposés.
Di,1 Di,2 Di,3
Ri,1 Ri,2 Ri,3
Ri,4
Di,4
      Avant i                        Après i
Di,1 Di,2 Di,3
Ri,4Ri,3Ri,2Ri,1
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Figure 5.6 – Trafic présent dans le satellite avec débits d’entrée différents
La figure 5.6 représente l’évolution de la mémoire d’un satellite lorsque les sources ont des
débits d’entrée différents.
La partie retirée, notée Di(r) dépend de la valeur de Ai(r) et de Vi,j,t(r). Chaque station i
voit un satellite avec sa mémoire remplie de Bundles présents sur les stations précédentes. Le
nombre de Bundles présents sur les stations antérieures à i lors d’un passage r du satellite est :
Bi(r) =
i−1∑
z=1
i−1∑
j=1
r−1∑
l=1
Vl,j,t(r) +
i−1∑
z=1
Az(r)
Un satellite applique l’algorithme 2 afin de fournir de l’équité aux trafics arrivés sur chaque
passerelle. Nous nommons cet algorithme EthiKable, car il permet de conserver l’équité entre
des passerelles satellite.
5.3.2.3 Équité face aux pertes
Nous allons nous concentrer ici sur l’étude des pertes. Pour cela, nous allons considérer deux
hypothèses. Dans un premier temps, nous supposons que les mémoires des passerelles sont suf-
fisamment volumineuses pour être considérées comme infinies. Dans ce cas, la perte de Bundles
sera entièrement causée par des expirations d’échéances. Dans un second temps, nous considérons
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les capacités des stations finies et les durées de vie des Bundles infinies, pour étudier l’influence
des pertes par débordement.
Algorithme 2 EthiKable : Équité pour chaque passerelle
Pour chaque Requête de transmission d’un volume
∑
i,t Vi,j,t de Bundles d’une passerelle j
Faire
Si
∑
i,t (Pi,j,t(r) + Vi,j,t(r)) +Ai(r) ≤ N Alors
Accepter la transmission
Sinon
Répéter
Pour t← 1 ; t ≤ r ; t++ Faire
Pour l← 1 ; l ≤ j ; l ++ Faire
Si t == r Alors
Déposer N × Pl,j,t(r)∑j
i=1
(Pi,j,t(r)+Ai(r))
Bundles appartenant à Pl,j,t(r)
Sinon
Déposer N × Pl,j,t(r)∑j
i=1
(Pi,j,t(r)+Vi,j,t(r))
Bundles appartenant à Pl,j,t(r)
Fin Si
Fin Pour
Si t == r Alors
Accepter N × Ai(r)∑j
i=1
(Pi,j,t(r)+Ai(r))
Bundles appartenant à Ai(r)
Sinon
Accepter N × Vi,j,t(r)∑j
i=1
(Pi,j,t(r)+Vi,j,t(r))
Bundles appartenant à Vi,j,t(r)
Fin Si
Équité atteinte pour trafic créé à t
Fin Pour
Jusqu’à Équité atteinte pour le trafic le plus récent à bord
Fin Si
Fin Pour
Mémoires infinies : Nous faisons l’hypothèse que les mémoires au niveau des passerelles sont
suffisamment importantes pour ne pas perdre de Bundles pour la durée de la crise. Afin de
simplifier les opérations, nous considérons que les contacts durent assez longtemps pour ne pas
limiter la quantité de données transmises.
Tout d’abord, les ip premières stations ne recevront pas de Bundles redéposés, car la mé-
moire du satellite ne sera pas saturée, et Martinet n’aura pas à redéposer du trafic. Afin de
garantir l’équité entre les trafics, les Bundles redéposés sont ceux avec la plus grande durée de
vie résiduelle. Cependant, au prochain passage du satellite, les Bundles redéposés présents sur
les stations après ip ont une durée de vie inférieure aux Bundles véhiculés par le satellite. Donc
le satellite redépose tous les Bundles dont la durée de vie est supérieure aux Bundles présents
sur les stations au sol.
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Durée de vie infinie : Désormais nous supposons que les durées de vie des Bundles sont
grandes devant la taille des files d’attente. Nous considérons des mémoires finies. Les pertes
seront désormais le résultat d’un débordement de mémoire. Pour toutes les stations situées après
ip, le volume de données ne fait que croître, et des pertes apparaîtront sur ces stations lorsque
leur mémoire sera saturée.
Avec une stratégie consistant à se débarrasser des Bundles entrants lorsqu’il y a congestion,
le trafic des ip premières stations n’arrivera jamais à destination. Cela s’explique par le fait
que les Bundles devant être redéposés seront perdus car les stations au sol auront leur mémoire
saturée. Afin de conserver l’équité entre les stations le plus longtemps possible, nous proposons
un algorithme sélectionnant sur chaque passerelle les meilleurs Bundles à perdre en se fondant
sur les dates d’échéance de ces derniers.
Afin de simplifier le raisonnement, nous avons considéré un unique satellite. Cependant,
l’utilisation de plusieurs satellites ne modifierait pas les résultats précédents, les valeurs des
paramètres seraient modifiés, mais pas leur expression. En effet, la période d’indisponibilité du
satellite est plus faible avec plusieurs satellites. Le sens de déplacement des satellites ne change
pas non plus les résultats. L’ordonnancement fondé sur la date d’expiration et le partage des
trafics entre les passerelles sont indépendants du nombre de satellites.
Algorithme 3 Sélection des Bundles à perdre pour conserver l’équité
df = 0
dl = df
ti = Date d’arrivée du premier Bundle
tl = ti
Pour chaque Arrivée de Bundle Faire
Si le satellite n’est pas à portée de la station Alors
Bdlecur = Bundles.premier()
Si mémoire saturée Alors
Si (dl == 0) ou (dl ≥ 2 · (tl − ti)) Alors
df = Bundles.dernier().expiration()
dl = df
Si tl == ti Alors
tl = Bundles.dernier().DateArrivée()
Fin Si
Supprimer Bundles.dernier()
Sinon
Si (Bdlecur.expiration() ∈ [df , dl] ou Bdlecur.expiration() > dl) Alors
Supprimer Bdlecur
dl = Bdlecur.expiration()
Fin Si
Bdlecur = Bdlecur.suivant()
Fin Si
Fin Si
Fin Si
Fin Pour
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Figure 5.7 – Comportement de Martinet en fonction de la place disponible dans le satellite
Notre algorithme 3 consiste à retirer de chaque station congestionnée les Bundles dont la
date d’expiration était directement supérieure à celle des derniers Bundles retirés. L’algorithme
3 présente ces derniers mécanismes. Cet algorithme doit être implanté sur chaque passerelle.
Nous expliquons ici les principales variables utilisées par l’algorithme 3 :
– Soient di et dl les échéances respectives des premiers et derniers Bundles supprimés.
– Soient ti et tl les dates respectives d’arrivée du premier Bundle et de suppression du premier
Bundle.
– Soit Bdlecur le Bundle actuellement inspecté et Bundles la file de Bundles telle que le
premier Bundle est celui avec l’échéance la plus courte.
5.3.2.4 Spécification de Martinet
Afin de réaliser les différents mécanismes décrits précédemment, nous proposons le protocole
Martinet ; ainsi nommé car tel un martinet, il s’emploie à faire travailler dur ceux qui l’entourent
pour atteindre un but précis. Ce but, consistant à fournir un accès équitable aux ressources pour
chaque trafic, ne peut être géré localement. Lorsque le système est instable (le trafic entrant
est supérieur à la capacité du satellite), Martinet doit distribuer les Bundles entre les stations
de manière à ce que chaque terminal puisse émettre des données. Martinet demande que les
stations au sol consultent la disponibilité du satellite afin que le satellite indique s’il peut accepter
les données de cette station ou s’il doit en premier lieu se délester de certains Bundles avant
d’accepter ceux de la passerelle.
Pour réaliser cet échange, nous utilisons deux Unités de Données Protocolaires. Une permet-
tant au sol de demander l’accès aux ressources du satellite que nous baptisons Request About
Memory (RAM) ; et une seconde nommée Answer To Access the Queue (ATAQ). La figure 5.7
décrit comment les Bundles sont échangés entre le sol et le satellite en fonction de la place
disponible à bord du satellite.
Lorsque le satellite a suffisamment de places libres en mémoire, ce dernier l’indique au sol,
qui transmet à son tour toutes les données. Dans le cas contraire, le satellite ne peut accepter le
trafic entrant sans redéposer une partie du trafic à son bord. Le satellite indique alors le nombre
de Bundles qui vont être redéposés ainsi que le nombre de Bundles qu’il est prêt à accueillir.
Nous avons fait le choix de concevoir le protocole Martinet au-dessus du Bundle Protocol.
Les mécanismes utilisés par Martinet requièrent des informations contenues dans les champs des
Bundles, telles que les dates de création et d’expiration. Les Unités de Données Protocolaires
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Figure 5.8 – Encapsulation des UDPs de Martinet dans un Bundle
utilisées par Martinet sont représentées sur la figure 5.8.
Nous utilisons une valeur pour le block type comprise entre 192 et 255. Il est indiqué dans [4]
que cet intervalle est prévu pour un usage privé et expérimental. Nous choisissons la valeur 251
afin que les terminaux déployant Martinet sachent à quelle entité remettre ces Bundles. Le Block
body data contient soit un RAM, soit un ATAQ.
Un RAM est composé d’au moins deux champs :
– Timestamp qui indique une date d’échéance ;
– Number of Bundles qui fournit le nombre de Bundles qui devraient être transmis avec pour
échéance la précédente valeur.
Ces deux champs vont par paire. Un RAM en possède autant que nécessaire pour indiquer
chaque groupe de Bundles devant être transmis par rapport à leur date d’expiration.
Un ATAQ est composé d’au moins un champ et d’au plus trois :
– Answer indique si Oui ou Non le satellite peut accepter des Bundles sans en redéposer
d’autres ;
– Number of Parked Bundles indique le nombre de Bundles que le satellite envoie à la passe-
relle ;
– Number of Accepted Bundles indique le nombre de Bundles que la passerelle enverra vers
le satellite.
Si le champ Answer possède la valeur "Yes", alors le satellite n’a pas à redéposer de Bundles
pour accepter ceux que la passerelle souhaite transmettre. En revanche, si la valeur est "No",
alors le satellite doit déposer des Bundles sur la passerelle pour en accepter de nouveaux. Ce
dernier indiquera alors le nombre de Bundles que la station sol devra recevoir pour qu’il puisse
libérer de la mémoire. La passerelle pourra alors transmettre le nombre de Bundles spécifié dans
le dernier champ. Lorsque le terminal au sol aura reçu le dernier Bundle devant être déposé,
cette dernière commencera la transmission de ses Bundles.
La figure 5.9 présente l’algorithme sur des nœuds implantant Martinet : la passerelle terrestre,
à gauche, et le satellite, à droite.
Le minuteur T0 de la passerelle, à gauche sur la figure 5.9, est utilisé pour n’envoyer des RAM
que lorsqu’un nœud capable d’envoyer des ATAQ est joignable. Le minuteur T1 de la passerelle
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Figure 5.9 – Comportement de nœuds implantant Martinet
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permet de réenvoyer un RAM lorsqu’on ne reçoit pas d’ATAQ. En fonction de la valeur du
premier champ d’ATAQ, le nœud attendra une durée T2, correspondant au temps requis pour
recevoir les Bundles en provenance du nœud envoyant les ATAQ avant d’envoyer ses données ou
les enverra directement.
Lors de la réception d’un RAM, le satellite vérifie si sa mémoire disponible lui permet d’ac-
cepter les Bundles dont le RAM fait la requête. Si ce nœud manque de mémoire, il sélectionne les
Bundles à redéposer en suivant les mécanismes présentés précédemment pour fournir de l’équité
aux différentes sources, puis envoie un ATAQ négatif. Après cette émission, le terminal transmet
les Bundles sélectionnés vers la station ayant envoyé le RAM. Si la mémoire disponible est suffi-
sante, le nœud envoie un ATAQ positif et s’apprête à recevoir les Bundles. Un minuteur T0 est
initialisé, pour représenter la durée du contact, juste avant la transmission de l’ATAQ.
5.4 Expérimentations
Nous allons maintenant présenter les résultats des tests que nous avons effectués. Ces expé-
rimentations comportent deux parties : des simulations et un banc de test avec des applications
réelles et un satellite émulé.
5.4.1 Simulations
Afin de valider nos propositions Carreau, EthiKable et Martinet, nous avons eu recours à
des simulations. Le simulateur que nous avons choisi d’utiliser est The One [111]. Ce simulateur
est adapté pour tester les algorithmes de routage et d’ordonnancement et plus particulièrement
dans le cadre de réseaux DTN. Un des inconvénients majeurs de ce simulateur est l’abstraction
complète des mécanismes et protocoles de bas niveau. Néanmoins, pour notre contexte, nous
pouvons considérer que des protocoles de bas niveau traitent les problèmes liés à la contention,
aux collisions et autres interférences. Ce simulateur présente l’avantage de permettre l’utilisation
de différents modèles de mobilité dont certains reposent sur le parcours de cartes. Il est également
possible d’avoir recours à des traces réelles.
5.4.1.1 Scénario pour Carreau
Dans le cadre de la validation de Carreau, nous faisons le choix d’un réseau composé de
5 passerelles et de 5 satellites. Les passerelles relaient le trafic en provenance de réseaux de
capteurs. Afin de simuler le trafic des réseaux de capteurs, les passerelles collectent chacune des
Bundles de 1 Mo. La taille de ces Bundles est justifiée comme étant la somme des données de
100 octets collectées par dix mille capteurs. Nous avons choisi ces valeurs pour la taille du réseau
de capteurs et pour les messages que ces derniers véhiculent car au-delà le réseau de capteurs
présenterait des problèmes de collecte des données. Pour modéliser les deux classes de trafic,
nous créons un trafic périodique sur chacune des passerelles, présent en permanence ainsi qu’un
63
5. MAXIMISATION DE LA DÉLIVRANCE AVEC DES CRISES
INTERMITTENTES
Tableau 5.1 – Paramètres des simulations pour Carreau
Nombre de satellites 5
Mémoire des satellites 50 Mo
Mémoire des passerelles 500 Mo
Nombre de passerelles 5
Durée des simulations 5 jours
Taille des Bundles 1Mo
Période inter-arrivée trafic permanent (s) [600, 900, 3600]
Période inter-arrivée trafic critique (s) 600
Durée de vie des données critiques 30 h
trafic prioritaire apparaissant de manière aléatoire sur une ou plusieurs stations. Concernant la
mobilité des satellites, nous avons analysé les traces de 5 satellites d’observation : Spot 4 et 5,
Pleiades-1, SAC-D et EO-1. Nous avons étudié les traces de ces satellites car ils sont opérationnels
et peuvent embarquer d’autres missions que leurs missions d’observation.
Nous synthétisons les paramètres de nos simulations dans le tableau 5.1.
Nous observons un scénario sur une durée de 5 jours et considérons donc la durée de vie du
trafic permanent infinie. Lors de chaque simulation, les passerelles sont en état normal et peuvent
se retrouver en situation de crise de manière aléatoire. Dans l’état normal, le réseau ne crée que
des Bundles à faible priorité alors que durant la phase critique des Bundles à faible et à forte
priorités sont créés.
Les métriques auxquelles nous nous intéresserons sont classiques dans le contexte des réseaux
DTN :
– Le taux de délivrance qui est la proportion de Bundles arrivés à destination sur le nombre
de Bundles créés. Si plusieurs copies du même Bundle arrivent à destination, cela ne compte
que pour une arrivée.
– L’overhead qui représente le nombre de copies de Bundles transmises divisé par le nombre
de Bundles créés.
– Le délai moyen qui est la durée séparant la date de création d’un Bundle de l’instant de
d’arrivée à destination de la première copie de ce Bundle.
5.4.1.2 Scénario pour Martinet
Les simulations permettant de valider Martinet s’appuient sur le même scénario à la différence
que nous nous concentrons sur les périodes de crise. Nous faisons ici l’hypothèse que le trafic
critique sature à lui seul la mémoire des satellites. Nous souhaitons en effet vérifier que Martinet
parvient à fournir un accès équitable aux ressources pour chaque passerelle. Nous utilisons donc
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le critère de Jain pour calculer l’équité [112] :
(
∑n
i=1 xi)
2
n ·∑ni=1 x2i
xi est le nombre de messages délivrés, générés à la station i divisé par le nombre de messages
générés à la station i.
Afin d’observer le comportement de Martinet avec plusieurs satellites, nous faisons ici varier
le nombre de satellites dans le réseau de 1 à 6. Lorsque l’on ajoute des satellites, nous modifions le
débit de création des Bundles pour conserver une charge équivalente au cas avec un seul satellite.
5.4.2 Implantation
Nous avons également implanté le protocole Martinet sur des machines Unix sur lesquelles
nous avions installé DTN2, l’implantation référence du Bundle Protocol [98]. Pour réaliser les
tests, nous avons eu recours aux linux containers. Chaque container émule le comportement d’une
passerelle ou du satellite. Nous relions les terminaux émulés au moyen d’un pont. L’intermittence
des liens est réalisée au moyen de liens programmés s’ouvrant lorsque le satellite est à portée
d’une passerelle et se fermant à la fin du contact. Nous considérons que les transmissions n’ont
pas à être fiables et utilisons la couche d’adaptation avec UDP.
Le test que nous effectuons est une démonstration de faisabilité. Nous utilisons 2 stations
génératrices de trafic, une destination et un satellite LEO. Les Bundles sont générés juste avant
le passage du satellite au-dessus de la première station. Nous utilisons des grumeaux de pings
DTN. Nous laissons la voie retour entre la destination et le satellite fermée afin de compter le
nombre de Bundles arrivés à destination et de déterminer la provenance de ces Bundles. Nous
utilisons des routes statiques étant donné qu’un seul nœud assure la connexité du réseau.
5.5 Analyse des résultats
Nous analysons maintenant les résultats de nos simulations. Dans le cas de Carreau, nous
analysons à la fois le taux de délivrance global ainsi que le taux de délivrance du trafic prioritaire.
Nous observons également la quantité nécessaire de Bundles transmis pour atteindre de telles
performances.
Nous comparons les résultats de Carreau avec des protocoles DTN standards tels que Epide-
mic [63], MaxProp [64], PRoPHET [66] et SprayAndWait [70] ainsi qu’un protocole qui ne fait
qu’une transmission vers la mule qui se charge ensuite de la délivrer à la destination, nommé
DirectDelivery.
La figure 5.10 présente les résultats de ces différents protocoles pour la métrique de taux de
délivrance global. On y constate que tous les protocoles offrent un taux de délivrance du même
ordre de grandeur. Lorsque nous augmentons la période inter-arrivée du trafic non-prioritaire,
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Figure 5.10 – Taux de délivrance global
le taux de délivrance de Carreau dépasse celui des autres protocoles. Ce sont donc pour les
scénarios les plus proches de la réalité que notre proposition est meilleure que les protocoles
DTN classiques. En effet, il n’y a pas lieu d’avoir une fréquence de mesure très élevée pour les
données non-critiques.
Lorsque l’on observe la figure 5.11, on note que les taux de délivrance du trafic prioritaire de
Carreau sont nettement supérieurs à ceux des protocoles DTN. Le taux de délivrance du trafic
critique est ainsi au moins amélioré de 15% par rapport à la solution la plus proche.
Nous pouvons déduire de ces résultats qu’en redéposant les Bundles avec la plus grande
date d’expiration afin de permettre aux Bundles prioritaires d’avoir accès aux satellites, Carreau
parvient à améliorer le taux de délivrance d’un flux sans sacrifier le second.
Nous ajoutons à ces résultats l’analyse du taux d’overhead avec la figure 5.12. Nous sommes
donc en mesure de dire que notre solution propose de meilleurs performances que les solutions
classiques des DTN à moindre coût. En effet, exceptée la solution Direct Delivery qui propose
l’overhead le plus faible possible, Carreau présente également un overhead faible. L’overhead
est légèrement supérieur à celui du Direct Delivery, car les redépôts de Bundles augmentent le
nombre de transmissions. Les autres protocoles DTN ont recours à des répliques de Bundles et
ainsi augmentent considérablement l’overhead pour parvenir à un taux de délivrance inférieur à
celui de Carreau.
Concernant l’évaluation de Martinet, qui garantit l’équité entre les stations, les résultats de
nos simulations sont présentés sur la figure 5.13. Nous y constatons que nous ne parvenons pas à
atteindre la valeur optimale de 1. Cela s’explique car nous avions réalisé notre analyse dans le cas
d’un modèle fluide, or nous avons considéré pour les simulations que les Bundles ne pouvaient
être subdivisés. Dans la réalité, il serait possible de segmenter les Bundles afin d’augmenter
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Tableau 5.2 – Comparaison de la distribution des taux de délivrance
Standard Martinet
Taux de délivrance 0.75 0.75
Distribution des taux de délivrance par source 0.66 / 0.33 0.55 / 0.44
l’équité, mais cela augmenterait le nombre d’en-têtes et gaspillerait les ressources du réseau.
Étant donné que Martinet assure l’équité pour chaque satellite, l’ajout de satellites n’améliore
que très peu l’équité. En effet, à l’intérieur de chaque satellite, il y aura nécessairement des
Bundles en provenance d’une source en très léger sur-nombre ou sous-nombre par rapport aux
Bundles provenant d’autres sources.
Nous remarquons néanmoins que Martinet propose une équité plus élevée qu’une solution
standard et ce, même avec un seul satellite. La progression la plus importante dans l’équité dans
le cas standard est réalisée lors du passage de un à deux satellites. Les deux satellites n’ont pas le
même ordre de parcours des stations et c’est pourquoi les stations qui ne pouvaient pas accéder
aux ressources lorsqu’il n’y avait qu’un satellite peuvent désormais accéder au deuxième.
Concernant les tests réalisés sur notre banc, nous répertorions les résultats dans le tableau
5.2.
Nous vérifions que Martinet ne détériore pas les performances du réseau mais répartit dif-
féremment la provenance des données. Dans le scénario standard, qui n’utilise pas Martinet,
la mémoire du satellite est remplie à 66% de sa capacité par le premier nœud puis le second
complète à hauteur de 33%, ce qui est le maximum disponible. Lorsque Martinet est utilisé, la
mémoire du premier satellite est remplie à hauteur de 66% également. En revanche, lors de son
passage au-dessus du second nœud, 11% sont redéposés, permettant ainsi à la seconde station
de transmettre des Bundles correspondant à 44% de la mémoire du satellite.
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5.6 Conclusion
Nous nous sommes intéressés dans ce chapitre aux problèmes liés aux surcharges momenta-
nées du réseau que nous avons défini. Du fait de la faible connexité de ce réseau, les différents
équipements ne peuvent pas savoir l’état de congestion des autres nœuds. Il fallait donc proposer
des mécanismes capables de fournir de bonnes performances sans avoir accès aux informations
de congestion de l’ensemble du réseau.
Nous avons proposé Carreau, qui permet d’augmenter la délivrance des Bundles critiques
avec un faible overhead grâce à la possibilité de redéposer les Bundles moins prioritaires et ayant
une plus grande durée de vie. C’est au final en utilisant les stations au sol comme une mémoire
additionnelle du satellite et pas uniquement comme des sources que nous avons réussi cette
amélioration.
Nous avons alors constaté que dans le cas où plusieurs stations auraient du trafic critique à
transmettre, leur accès au satellite ne serait pas équitable. Afin de rétablir l’équité nous avons
proposé un protocole, Martinet, qui fait en sorte que les stations au sol demandent un certain
volume de la mémoire du satellite, qui va déterminer si ce dernier est capable de le véhiculer. Dans
le cas contraire, grâce à la connaissance des dates d’expiration des Bundles, Martinet indiquera
au satellite les Bundles à redéposer et aux stations les Bundles à transmettre.
Nous allons désormais nous concentrer sur l’autre segment de notre réseau, qui alimente en
Bundles nos passerelles, les réseaux de capteurs autonomes.
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6 Connaissance du passé pour imaginer
l’avenir dans les réseaux de capteurs
mobiles
6.1 Introduction
Dans ce chapitre, nous nous concentrons sur les problèmes liés à la partie réseau de capteurs.
Nous allons analyser les contraintes engendrées par le scénario que nous avons retenu afin de
couvrir un spectre d’applications le plus large possible.
Le scénario que nous considérons est un suivi d’individus. Nous plaçons au préalable des
capteurs communicants sur chaque individu dont on souhaite réaliser un suivi. Les terminaux
pourront échanger entre eux ainsi qu’avec des stations de base jouant le rôle de passerelles
vers d’autres segments du réseau. Ces passerelles sont choisies statiques afin de faciliter les
considérations d’alimentation énergétique. Ces dernières doivent communiquer avec des satellites
et présentent donc une forte consommation énergétique. Ce scénario est une extension de celui
considéré précédemment. En plus de capteurs statiques, nous ajoutons des capteurs mobiles afin
d’élargir le spectre d’applications d’observation couvertes.
Nous apporterons des solutions répondant aux problèmes d’un tel scénario et adaptables à des
scénarios ayant une faible connexité et une topologie dynamique. Nous proposons des simulations
et modèles théoriques pour valider ces solutions.
6.2 Scénario retenu
Notre scénario repose sur le suivi continu de plusieurs individus d’une ou plusieurs espèces.
Ces individus sont mobiles. Les capteurs étant fixés à ces individus, les terminaux seront mobiles
et la topologie du réseau dynamique. Cela engendre des contraintes avec lesquelles il va falloir
composer. Une représentation du réseau est fournie sur la figure 6.1.
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station de base
capteur
trace d'un capteur
Figure 6.1 – Topologie du scénario avec capteurs uniquement mobiles
6.2.1 Sporadicité des contacts
Que les individus observés soient des humains ou des animaux, la nature de leurs déplace-
ments est similaire. Les uns comme les autres vont répéter des opérations comme se rendre à
un point d’eau, au travail, au domicile [113]. Cependant, ces déplacements ne se répètent pas
nécessairement tous les jours ni aux mêmes heures d’un jour à l’autre. De ce fait, les contacts
réalisés avec d’autres individus sont sporadiques.
Afin de ne pas manquer des contacts avec des relais éventuels, nous faisons le choix de conser-
ver la radio des capteurs allumée en permanence. La radio étant l’élément le plus consommateur
sur un capteur, nous faisons l’hypothèse que ces derniers sont autonomes en énergie.
6.2.2 Limites de capacité de traitement
Nous supposons que les équipements retenus sont de petits terminaux de type MicaZ Cross-
bow. Nous avons déjà évoqué la faible mémoire disponible pour implanter du code sur ces dispo-
sitifs. Les algorithmes utilisés devront rester relativement simples afin de pouvoir être implantés
sur la mémoire.
Les mécanismes proposés devront également permettre le passage à l’échelle. Chaque nœud
est susceptible de rencontrer plusieurs centaines de capteurs. Si les algorithmes de routage né-
cessitent des informations sur chaque voisin rencontré, la mémoire nécessaire au stockage de ces
données sera considérable. De ce fait, les solutions proposées devront à la fois avoir recours à des
algorithmes simples et stocker peu d’informations pour fonctionner.
6.2.3 Limites de mémoire
Les contraintes de mémoire sont également présentes en ce qui concerne le stockage des
données. Nous ne nous intéressons pas au traitement des données qui pourrait permettre de
constater que plusieurs Bundles contiennent la même information et qui permettrait de diminuer
la charge. Les solutions proposées devront tenir compte du fait que la capacité disponible pour
stocker les messages de données ou de signalisation est limitée. On s’emploiera à utiliser des
mécanismes qui permettront de diminuer la charge des nœuds du réseau tout en limitant la
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dégradation des performances.
Les applications qui rentrent dans le contexte du scénario retenu sont le suivi d’animaux, le
suivi de la santé ainsi que l’analyse de l’environnement au moyen d’engins mobiles tels que des
drones.
6.3 Amélioration des performances grâce aux événements
passés
Nous faisons le choix d’utiliser l’architecture présentée dans le paragraphe 4.4.3.3. De ce fait,
les capteurs implantent le Bundle Protocol et peuvent tolérer de longues interruptions sur le lien
de communication. Les protocoles de routage des DTN peuvent être utilisés dans ce contexte.
6.3.1 Gestion de la mémoire avec accusés de réception
Le concept d’accusés de réception n’est pas récent, cependant dans les DTN, ce mécanisme
est légèrement différent de ce qui est utilisé dans les réseaux classiques. Traditionnellement, un
accusé de réception est envoyé par une entité recevant une information en provenance d’une
source et cette source devient la destination de cet accusé de réception. Dans le contexte des
DTN, plusieurs chemins peuvent avoir été empruntés par un Bundle et ses copies. Si on utilise
des accusés de réception et qu’on ne possède pas d’information sur les relais visités par les
répliques d’un Bundle alors on envoie un accusé de réception en broadcast dans le réseau afin de
diminuer la charge à l’intérieur de ce réseau [64]. Ces accusés de réception sont forgés au niveau
de la destination, mais sont envoyés à tous les possesseurs éventuels d’une copie du Bundle arrivé
à destination.
L’utilisation d’accusés de réception, que nous noterons ACKs par la suite, a déjà été proposée
dans le cadre des DTN ; par exemple avec MaxProp [64]. Cependant, nous trouvons que ce
mécanisme n’a pas été étudié à sa juste valeur, en particulier dans un contexte où la mémoire est
limitée ou saturée. De plus, leur impact sur les performances d’un réseau n’a pas été suffisamment
étudié.
Nous proposons d’analyser cette influence sur plusieurs protocoles DTN. Nous souhaitons tou-
jours que les mécanismes proposés puissent être implantés sur des équipements à faible capacité
mémoire. Notre analyse portera à la fois sur des protocoles simples et d’autres plus complexes,
afin de vérifier si l’influence des ACKs est indépendante du protocole utilisé.
Concernant la propagation des ACKs, nous faisons le choix de les transmettre de manière
épidémique. Ainsi lorsque deux nœuds se rencontrent, chacun fournit les ACKs que l’autre ne
possède pas. Les ACKs sont engendrés par la destination à chaque fois qu’un Bundle lui est
remis. Peu importe que ce Bundle ait déjà été délivré au préalable, la destination ne conserve
pas d’informations sur les Bundles déjà remis. De plus, le but des ACKs est qu’ils se propagent
le plus possible et le plus rapidement possible dans le réseau afin de retirer les Bundles déjà
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délivrés. Plus on crée d’ACKs et plus vite on retirera des Bundles déjà délivrés.
Nous allons nous concentrer sur deux points :
– Est-ce que l’utilisation d’ACKs apporte une amélioration dans un environnement limité en
mémoire ?
– Comment la charge des nœuds est-elle touchée par l’utilisation d’une gestion de la quantité
de mémoire allouée aux ACKs ?
Nous proposons un modèle pour observer l’influence des accusés de réception dans le cas
d’une mémoire infinie.
6.3.1.1 Modèle de distribution des messages
Nous considérons un réseau composé de N mobiles avec des capacités mémoire infinies. Nous
les désignerons indifféremment relais, sources ou transporteurs. Nous considérons un nœud sta-
tique qui fait office de station de base et récolte tous les Bundles du réseau. Nous faisons également
l’hypothèse que les contacts entre tout couple de nœuds sont distribués exponentiellement avec
une fréquence moyenne λ [74, 75].
Nous nous concentrons sur le délai de délivrance et le temps de séjour d’un message. Le délai
de délivrance est le temps requis pour que la première copie d’un Bundle atteigne la destination.
Le temps de séjour est le temps nécessaire pour retirer la dernière copie du réseau. Nous ne
considérons pas les pertes. Nous analysons les performances de deux protocoles :
– Direct Delivery, où les sources transmettent uniquement à la destination.
– Epidemic[63], où les messages échangés à chaque contact n’étaient présents que sur un des
deux transporteurs.
En considérant des mémoires infinies, le taux d’occupation des files n’influe pas sur les perfor-
mances de délivrance d’un Bundle. Nous choisissons de représenter le nombre de répliques d’un
Bundle dans le réseau à l’aide d’une chaîne de Markov.
Version sans ACKs Dans un premier temps, nous étudions les performances sans avoir re-
cours aux ACKs.
La chaîne de Markov pour le DirectDelivery est triviale. Elle contient uniquement deux états.
L’état d’origine quand un message est créé sur une source et l’état final absorbant lorsque le
Bundle est délivré à la destination. La probabilité de transition est évidemment le taux moyen
de contact λ entre les nœuds. Dans ce contexte, le temps moyen de séjour est strictement égal
au délai moyen et vaut 1λ . À des fins de compréhension, nous représentons cette chaîne sur la
figure 6.2.
 
 1
λ
(( 
 0
Figure 6.2 – Chaîne de Markov pour les calculs avec DirectDelivery
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Figure 6.3 – Chaîne de Markov pour le calcul du délai de délivrance avec Epidemic
Pour l’étude d’Epidemic, la chaîne de Markov est légèrement plus complexe comme en atteste
la figure 6.3. Un état contient deux informations : le nombre de nœuds transportant une copie
du Bundle considéré, ainsi que le fait qu’au moins une réplique ait atteint la destination. Quand
les ACKs ne sont pas utilisés, un relais ayant délivré un Bundle peut le transporter de nouveau,
car il n’a aucun moyen de savoir que ce Bundle a déjà été délivré et que lui-même l’a délivré.
La chaîne possède donc un nombre d’états égal au double du nombre de relais plus un. Nous
avons également plusieurs cycles dans cette chaîne. Lorsque l’on cherche à déterminer le délai de
délivrance, tous les états de la deuxième ligne de la chaîne sur la figure 6.3 correspondent à des
états où la destination a reçu le message. On s’intéresse alors au temps moyen séparant l’instant
initial où l’on est dans l’état [1, 0] de l’instant où l’on rentre dans n’importe lequel des états de la
seconde ligne. Lorsque l’on s’intéresse au calcul du temps de séjour, cela correspondra à l’instant
où il n’y a plus de copie du Bundle dans le réseau à l’exception de la destination [0, 1]. On peut
donc regrouper les états de la chaîne de la figure 6.3 deux par deux en perdant l’information de
première délivrance qui ne nous concerne plus afin d’obtenir la chaîne de la figure 6.4.
Pour le délai moyen, nous calculons la probabilité que partant de [1, 0], le message soit reçu en
passant de [k, 0] à [k − 1, 1]. En normalisant les taux de transition et en parcourant la chaîne, on
détermine par une récurrence immédiate que la probabilité de rejoindre l’état [k, 1] en provenance
de la ligne supérieure est :
P [k, 1] = 1
N − 1 (6.1)
Nous pouvons déterminer le délai moyen pour atteindre cet état [k, 1] :
D[k, 1] =
k+1∑
i=1
1
i× λ× (N − i) (6.2)
Ainsi, nous obtenons le délai moyen de délivrance :
Dd[N ] =
N−2∑
k=0
P [k, 1]×D[k, 1] = 1
N − 1 ×
N−2∑
k=0
D[k, 1] (6.3)
L’expression 6.3 peut se simplifier si avant de calculer la probabilité d’un chemin, on parcourt
ce chemin. Nous obtenons alors :
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Figure 6.4 – Chaîne de Markov pour le calcul du temps de séjour avec Epidemic
Dd[N ] =
1
(N − 1)× λ +
(N − 2)
(N − 1) ×
1
2× (N − 2)× λ
+(N − 2)(N − 1) ×
(N − 3)
(N − 2) ×
1
3× (N − 3)× λ
+ · · ·+ 1(N − 1)× λ
Il vient :
Dd[N ] =
1
(N − 1)× λ ×
N−1∑
k=1
1
k
(6.4)
Maintenant que nous avons déterminé l’expression du délai moyen de délivrance, nous nous
concentrons sur le temps moyen de séjour des copies dans le réseau ; en d’autres termes, le temps
moyen pour délivrer chaque réplique à la destination. La chaîne de Markov de la figure 6.4
représente l’évolution du même réseau considéré par la chaîne de la figure 6.3, si ce n’est que
nous regardons uniquement le nombre de répliques ; et plus l’instant d’arrivée de la première
copie.
Afin de calculer le temps moyen de séjour d’un Bundle dans le réseau nous déterminons
le temps nécessaire pour rejoindre l’état 0 de la chaîne 6.4 en partant de l’état 1. La chaîne
comportant des cycles, il est possible d’avoir des chemins de longueur infinie entre l’état initial
et l’état absorbant. La chaîne étant finie et contenant un état absorbant, le temps moyen pour
rejoindre l’état absorbant depuis l’état initial converge.
Nous notons ti, le temps moyen pour rejoindre l’état 0 depuis l’état i. À partir de l’étude de
la chaîne, nous obtenons le système d’équations suivant :
t1 =
1
(N − 1)× λ +
N − 2
N − 1 × t2 (6.5)
t2 =
1
2× (N − 2)× λ +
1
N − 2 × t1 +
N − 3
N − 2 × t3 (6.6)
...
tN−1 =
1
(N − 1)× λ + tN−2 (6.7)
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Ce système est linéaire et nous le résolvons pour différentes valeurs de tailles de réseau afin
de comparer les résultats avec et sans ACKs.
Version avec ACKs Nous supposons désormais que le mécanisme des ACKs est utilisé. Nous
devons modifier les chaînes précédentes pour y intégrer cette information. Chaque fois qu’une
copie d’un Bundle arrive à destination, un ACK est créé. Chaque fois que deux nœuds se ren-
contrent, ils s’échangent les ACKs qu’ils possèdent. La figure 6.5 présente la nouvelle chaîne de
Markov.
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Figure 6.5 – Chaîne de Markov pour les calculs des temps de délivrance et de séjour avec ACKs
Les états de la chaîne représentent le nombre de répliques du Bundle et le nombre d’ACKs de
ce Bundle présents dans le réseau. Ces deux grandeurs ne peuvent dépasser N − 1, tout comme
la somme de ces deux grandeurs. En effet, dès lors qu’un relais reçoit un ACK correspondant
à un Bundle qu’il possède, il supprime ce Bundle. Le nombre d’états de cette chaîne est fini et
cette dernière ne contient pas de cycles donc tous les temps sont bornés. Les transitions sont
uniquement possibles d’un état vers un autre ayant une copie de plus, d’un état vers un second
ayant un ACK de plus et d’un état vers un autre ayant une réplique de moins et un ACK de
plus.
Le délai moyen est la somme pondérée des délais pour atteindre un état possédant un ACK,
car cela signifie que la destination a reçu une réplique pour la première fois. Nous remarquons
que les calculs nous fournissent la même formule pour ce délai que dans le cas sans ACK. Ce
résultat est logique car les ACKs n’améliorent ni ne détériorent le délai.
Le temps de séjour moyen est la somme des délais de chaque chemin démarrant à l’état
initial et finissant sur un état possédant zéro Bundle. Cette grandeur est obtenue en parcourant
exhaustivement tous les chemins possibles.
Nous présentons les résultats de ces calculs sur un exemple où la fréquence moyenne inter-
contact est de 0.1 sur la figure 6.6. Cette figure présente l’évolution des délais et temps de
séjour avec et sans ACKs pour Epidemic. Nous faisons également apparaître les résultats pour
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Figure 6.6 – Délais de délivrance et temps de séjour avec et sans ACKs pour λ = 0.1
DirectDelivery pour avoir un point de comparaison.
Le délai offert avec DirectDelivery est le pire possible. En effet, celui-ci reste constant et ne
profite pas de l’opportunité des rencontres que fait la source au cours de ses déplacements. On
constate que dans le cas d’Epidemic, le délai de délivrance diminue avec l’augmentation de la
taille du réseau. Epidemic profite de tous les contacts réalisés par chaque nœud, ainsi le délai
obtenu est minimal.
DirectDelivery fournit le meilleur temps de séjour possible pour Epidemic. On vérifie que les
courbes du temps de séjour avec et sans ACKs sont toujours au-dessus de la droite constante de
DirectDelivery. Dans le cas avec ACKs, le temps de séjour augmente avant de décroître quand la
taille du réseau augmente. Cette évolution s’explique car dans un premier temps la probabilité de
propager des ACKs est plus faible que la probabilité de propager des répliques. Plus le nombre
de nœuds augmente et plus vite le premier ACK sera généré. Plus la taille du réseau augmente
et plus l’avance prise par les répliques réduit. De plus les ACKs étant conservés, ce sont autant
de nœuds qui ne recevront plus de copies en plus de ne pas en transmettre.
Concernant la courbe du temps de séjour sans les ACKs, nous observons que la pente est
bien plus forte que celle avec les ACKs. Nous représentons cette courbe sur la figure 6.7 afin de
mieux constater son évolution à l’aide d’une échelle logarithmique.
Nous constatons que le temps de séjour augmente exponentiellement avec la taille du réseau.
Cela s’explique par une augmentation du nombre de contacts et la possibilité pour chaque relais
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Figure 6.7 – Temps de séjour pour Epidemic sans ACKs pour λ = 0.1
de transporter à plusieurs reprises différentes copies d’un même Bundle.
Il apparaît très clairement que dans un cas où la mémoire est infinie, l’utilisation des ACKs
permet de diminuer l’empreinte d’un Bundle sur un réseau. Il faut désormais vérifier que ce résul-
tat reste valide lorsque les nœuds possèdent des mémoires limitées. En effet, lorsque les mémoires
ont des tailles faibles, des pertes apparaîtront sur les ACKs diminuant ainsi leur efficacité.
6.3.2 Utilisation des rencontres avec une passerelle = FREAK
Lorsque l’on considère un scénario avec des terminaux mobiles, une question fondamentale est
la modélisation de la mobilité. De nombreux modèles de mobilité existent. Cependant, plusieurs
de ces modèles ne prennent pas en compte l’influence du passé sur l’avenir.
Nous avons évoqué le fait que dans diverses populations des comportements répétitifs se
rencontraient. Par exemple, les animaux ont un territoire de chasse, divers points d’eau où ils
peuvent se désaltérer et les humains ont un foyer d’où ils partent chaque jour pour y rentrer le
soir en se rendant au travail dans la journée. Nous constatons que de telles mobilités ne sont pas
complètement erratiques.
Avant de réfléchir au modèle de mobilité à utiliser pour représenter le réseau, nous en tirons
une première constatation qui sera utile pour la conception d’un algorithme de routage. Dans [62],
les auteurs énoncent une hypothèse consistant à dire que le futur taux de rencontre des nœuds
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peut être grossièrement prédit par le taux passé. Nous prenons en considération cette hypothèse
et proposons un mécanisme que nous nommons FREAK.
FREAK (Frequency Routing, Encounters And Keenness) est ainsi nommé car il propose un
routage fondé sur la fréquence de rencontre et est optimiste. Notre proposition est optimiste car
contrairement à des solutions comme Encounter-Based Routing (EBR) [62], MaxProp [64] ou
PRoPHET [66] qui utilisent des informations de rencontre sur l’ensemble des nœuds du réseau,
notre algorithme n’utilise que la fréquence de rencontre avec l’ensemble des nœuds destination.
Cette restriction permet de respecter la contrainte sur la mémoire des nœuds que nous avons
constatée très faible suite à notre implantation du Bundle Protocol.
On pourrait s’attendre à ce que la réplication ne convienne pas dans un contexte où les
limitations mémoire sont fortes. Cependant, en se privant de ce mécanisme, nous diminuons le
nombre de contacts par message. Avec la réplication, un message a autant d’opportunités de
rencontres que chaque nœud porteur du message. Dans le cas de transmissions sans réplication,
il n’y a qu’un seul porteur de message. La transmission diminue la charge mais elle diminue
également le nombre de contacts utiles par message et fournit de moins bons résultats que des
mécanismes utilisant la réplication, d’autant plus dans un contexte opportuniste.
Notre idée consiste à supposer que certains terminaux rencontreront plus souvent la destina-
tion que d’autres. Plutôt que de déterminer le nombre de rencontres avec chaque nœud [62], nous
calculons la fréquence moyenne de rencontre avec la station de base. Les meilleurs relais sont
ceux rencontrant le plus souvent la destination. En conclusion, plus la fréquence de rencontre
avec la destination est élevée et meilleur est ce relais. Le fonctionnement de FREAK est simple.
Quand deux nœuds se rencontrent, le nœud qui voit le moins souvent la station de base envoie
des copies de ses Bundles à l’autre. L’algorithme de FREAK décrit avec l’algorithme 4 résume
ce fonctionnement.
La métrique n’est actualisée que lorsqu’un nœud rencontre la station de base en possession
de Bundles à lui remettre. Ceci a pour but de limiter la progression de la métrique d’un nœud
qui serait en permanence à portée radio de la station de base, mais qui ne se déplacerait pas
suffisamment pour collecter des Bundles en provenance d’autres nœuds.
Après avoir étudié l’impact des ACKs sur un réseau avec deux protocoles simples et des
nœuds avec des mémoires infinies, nous réalisons des simulations afin d’observer les performances
de notre mécanisme FREAK ainsi que l’influence des ACKs lorsque la mémoire est finie.
6.4 Validations
Pour valider notre étude nous avons effectué des simulations avec The ONE [111]. Un des
principaux problèmes auxquels il faut répondre lorsque l’on souhaite modéliser un réseau composé
de mobiles, est la modélisation de la mobilité. Pour cela deux options se présentent :
– l’utilisation de modèles de mobilité censés être fidèles à un comportement réel ;
– l’utilisation de traces réelles censées être représentatives de la mobilité en général.
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Algorithme 4 Le mécanisme FREAK
Soit A le nœud local
nbrContacts = 0
freq = 0
Pour chaque nœud rencontré (nommé B) Faire
Si B est la destination Alors
nbrContacts++ # Si c’est la destination on met à jour la métrique
freq = nbrContactsCurrentT ime
Envoyer tous les Bundles # et on lui transmet tous les Bundles
Supprimer les Bundles délivrés
Sinon
Si contactfreq(A) < contactfreq(B) Alors # Si le nœud rencontré voit la destination
plus souvent
envoyer Bundles à B # alors on lui transmet tous les Bundles
Sinon
attendre les Bundles de B # sinon on attend les siens
Fin Si
Fin Si
Fin Pour
Pour les simulations que nous avons effectuées, nous avons utilisé ces deux moyens afin d’ob-
tenir des résultats proches de la réalité.
6.4.1 Traces
Concernant les traces récupérées dans un contexte réel, nous en avons utilisé deux, mais
exploité une seule. Nous avons récupéré les traces de la conférence Infocom en 2006 [114] ainsi
que les traces des taxis de San Francisco [115].
Nous n’avons conservé que les résultats obtenus avec les traces des taxis de San Francisco.
Les résultats obtenus avec les traces d’Infocom ne sont pas suffisamment significatifs pour être
analysés. La densité des nœuds est trop élevée par rapport au scénario que nous nous sommes
fixés.
Les traces des taxis de San Francisco durent plus de trente jours. Les taxis ne représentent
peut-être qu’un même type de véhicules et de service, néanmoins les clients qui demandent une
destination ainsi que les chauffeurs de taxis ont des habitudes différentes. Ainsi la mobilité des
taxis est plus générale que celle de participants à une conférence.
Nous avons souhaité déterminer des intervalles de confiance sur nos simulations. Pour cela
nous avons choisi de segmenter le fichier de traces en plusieurs fichiers. Afin de limiter la cor-
rélation temporelle, nous avons créé des traces durant trois jours. Ceci limite l’influence des
comportements liés à une journée ou à une journée précise de la semaine. Nous considérons que
les simulations réalisées avec les taxis de San Francisco sont représentatives d’un comportement
réel.
Les simulations réalisées avec des traces réelles sont très longues. C’est pourquoi nous avons
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également décidé d’utiliser des modèles de mobilité en essayant de se rapprocher des contraintes
nécessaires à la représentation de notre contexte.
6.4.2 Modèles
Nous avons choisi d’utiliser trois modèles et exposons ici les raisons ayant motivé ce choix.
6.4.2.1 Random Walk
Nous avons utilisé le modèle de mobilité Random Walk car ce modèle est très simple et très
largement utilisé dans la littérature [116, 117]. Un tel modèle de mobilité ne tient pas compte
des événements passés pour déterminer le comportement futur d’un mobile. Notre proposition
FREAK, qui utilise l’historique des rencontres entre les nœuds pour déterminer comment réaliser
les échanges, ne devrait donc pas tirer profit d’un historique complètement erratique et n’influen-
çant pas les contacts futurs. Nous allons néanmoins observer si FREAK dégrade les performances
obtenues par d’autres protocoles ou si notre mécanisme fournit des résultats du même ordre de
grandeur que les protocoles de la littérature.
De plus, nous souhaitons également analyser l’influence des ACKs sur les performances d’un
réseau. Les ACKs peuvent s’appliquer à différents contextes applicatifs, n’ayant pas nécessaire-
ment la même relation entre les contacts passés et les futures rencontres. Nous observerons donc
l’utilité des ACKs dans un contexte quelconque.
6.4.2.2 Gauss-Markov
Le modèle de mobilité Gauss-Markov est un modèle de mobilité avec une dépendance tem-
porelle [118]. La valeur du vecteur vitesse à un instant donné est obtenue à partir d’un processus
aléatoire gaussien et de la valeur du vecteur vitesse à l’instant précédent. Un paramètre per-
met de contrôler la dépendance temporelle. Ainsi la mobilité peut être complètement aléatoire,
déterministe ou avoir une influence des deux.
Un tel modèle de mobilité se rapproche plus de comportements réels, dans le sens où l’évo-
lution du vecteur vitesse n’est pas complètement aléatoire et est liée à l’ancienne valeur de ce
vecteur. Nous utilisons ce modèle afin d’obtenir des résultats de simulations plus significatifs.
6.4.2.3 Lévy Walk
Le modèle de mobilité Lévy Walk est un Random Walk dont les points de décision de chan-
gements de direction sont associés à un vol de Lévy [113]. La distribution des longueurs des vols
suit une distribution à queue lourde.
Nous avons sélectionné ce modèle de mobilité car il est simple et bien qu’il soit aléatoire, les
auteurs de [113] ont montré que les résultats de ce modèle étaient similaires à ceux de traces
de mobilité humaine en extérieur. Les nœuds que nous considérons dans notre scénario vont se
déplacer en extérieur.
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Tableau 6.1 – Paramètres des simulations pour le segment sol
Nombre de nœuds 100 - 539
Modèles de mobilité Random Walk - Gauss Markov
Traces réelles Taxi San Francisco
Durées des simulations 1 - 3 jours
Capacité mémoire [1 - 9], 16, 40, 80, 160 Bundles
Proportion allouée aux ACKs [0 - 90%]
Période moyenne d’inter-arrivées (s) 1600
Nous avons constaté lors de nos simulations que les taux de délivrance avec tous les protocoles
étaient similaires à ceux obtenus avec le Random Walk. Nous n’incluons donc pas les résultats
obtenus avec le modèle Lévy Walk.
6.4.3 Scénarios simulés
Nous présentons les paramètres des scénarios de nos simulations. Nous considérons que les
terminaux sont en extérieur et que leurs mouvements ne sont pas limités par des obstacles.
Les simulations ayant recours aux traces des taxis contiennent 539 éléments alors que nous
considérons 100 nœuds lors de l’utilisation de modèles de mobilité. Les durées de simulations
sont d’un jour dans le cas des modèles et de 3 jours lors de l’utilisation des traces réelles.
En plus de comparer notre proposition, FREAK, à des protocoles de la littérature, nous
analysons l’influence des ACKs sur chacune de ces solutions. Pour cela, nous observons les per-
formances du réseau alors que nous faisons varier la capacité de la mémoire ainsi que la proportion
de la mémoire allouée aux ACKs. Afin de ne pas avoir des pertes liées à une expiration de la
durée de vie des messages, nous supposons qu’ils ont une durée de vie infinie.
Notre contexte applicatif est l’observation de populations, nous faisons donc l’hypothèse de
créations de messages périodiques.
Les paramètres des simulations sont synthétisés dans le tableau 6.1
6.5 Analyse des résultats
Nous étudions en parallèle les performances de FREAK ainsi que celles liées à l’utilisation
d’ACKs. Nous nous concentrons sur les trois métriques que sont le taux de délivrance, le délai
et l’overhead.
6.5.1 Sans ACKs
Nous considérons tout d’abord des scénarios où les terminaux ont de très faibles capacités de
stockage. Nous présentons les résultats obtenus dans le cas du modèle de mobilité Random Walk
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Figure 6.8 – Taux de délivrance en Random Walk sans ACKs
sur les figures 6.8, 6.9 et 6.10.
On constate avec la figure 6.8 qu’avec très peu de mémoire, aucun mécanisme ne parvient
à fournir des performances satisfaisantes. Nous ne pouvons donc pas envisager un déploiement
réel. Les taux de délivrance sont de l’ordre de 10%. Certains protocoles fournissent des per-
formances très légèrement meilleures que les autres. Nous remarquons qu’Epidemic fournit les
pires résultats. C’est un résultat que nous attendions car contrairement aux autres protocoles
qui s’appuient sur l’historique des transmissions lors d’un nouveau contact, Epidemic transmet
tout ce qu’il peut dans l’ordre où les messages sont arrivés. Les taux de délivrance de PRoPHET
et Epidemic diminuent alors que la taille des mémoires augmente. Ce résultat s’explique par
le fait que le gain en mémoire est faible comparé à la charge des nœuds. Les nœuds sont en
mesure de transporter plus de messages, mais ce sont potentiellement des messages qui ont déjà
été délivrés. Les décisions prises lors de l’arrivée d’un message pour déterminer les messages à
supprimer ne reposent pas sur l’historique des transmissions. MaxProp et FREAK voient leur
taux de délivrance légèrement augmenter avec de la mémoire supplémentaire. Néanmoins, nous
ne pouvons pas tirer de conclusions significatives du fait du très faible taux de délivrance.
Les délais obtenus lors des simulations sont présentés sur la figure 6.9. FREAK ne fournit
pas le meilleur délai, cependant ce n’est pas son but. Notre mécanisme tente d’atteindre un
bon taux de délivrance en exploitant la répétition des trajectoires des nœuds en conservant une
complexité faible. Plus la répétition de ces déplacements est vérifiée et plus le délai sera faible dans
le cas de FREAK, car les nœuds ne transmettent les copies des Bundles qu’à des voisins voyant
la destination plus souvent qu’eux. Il apparaît que dans le cas d’une mobilité complètement
erratique de type marche aléatoire, il n’y a pas de corrélation entre les déplacements passés et
futurs. Le délai augmente avec la taille des mémoires car plus de messages étant stockés, ces
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Figure 6.9 – Délai en Random Walk sans ACKs
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Figure 6.10 – Overhead en Random Walk sans ACKs
85
6. CONNAISSANCE DU PASSÉ POUR IMAGINER L’AVENIR DANS LES
RÉSEAUX DE CAPTEURS MOBILES
derniers sont conservés plus longtemps et ceci augmente le délai moyen de délivrance. Notre
contexte applicatif ne présente pas de fortes contraintes sur le délai, c’est donc une métrique que
nous sommes prêts à sacrifier si cela permet d’augmenter le taux de délivrance.
L’overhead est représenté sur la figure 6.10. Les pires résultats sont évidemment ceux d’Epidemic
où tous les nœuds s’échangent la totalité des Bundles qu’ils transportent. L’overhead augmente
avec la taille des mémoires car plus de Bundles sont disponibles pour être transmis à chaque
contact.
Nous allons désormais analyser les résultats dans les mêmes conditions en rajoutant l’utilisa-
tion des ACKs.
6.5.2 Avec ACKs
Nous avons décidé d’allouer une faible partie de la mémoire aux ACKs. Nous considérons
que les ACKs sont dix fois moins volumineux que les Bundles. Nous allouons 10% de la mémoire
aux ACKs de manière arbitraire. Ainsi un nœud peut contenir autant d’ACKs que de Bundles.
Nous analyserons par la suite l’influence de la proportion de la mémoire allouée aux ACKs sur
les performances.
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
1 2 3 4 6 7 9
Taille mémoire (# Bundles)
Ta
ux
 d
e 
dé
liv
ra
nc
e
Epidemic
FREAK
MaxProp
Prophet
Figure 6.11 – Taux de délivrance en Random Walk avec ACKs
Nous constatons sur la figure 6.11 que l’utilisation des ACKs permet d’augmenter les perfor-
mances du réseau. De plus, la mémoire est mieux utilisée car désormais le taux de délivrance
augmente avec la mémoire. Les ACKs permettent de retirer des copies de Bundles déjà déli-
vrés. La mémoire utilisée par les ACKs est bien rentabilisée. Nous remarquons sur la figure 6.12
également que le délai augmente avec la mémoire. Une raison permettant d’expliquer cette aug-
mentation réside dans le fait que la délivrance augmente. Étant donné que plus de Bundles sont
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Figure 6.12 – Délai en Random Walk avec ACKs
délivrés, certains Bundles qui n’auraient pas été remis vont l’être mais en restant plus longtemps
dans le réseau. C’est donc parce que la délivrance augmente que le délai augmente également.
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Figure 6.13 – Overhead en Random Walk avec ACKs
Sur la figure 6.13, nous observons l’évolution de l’overhead qui augmente avant de décroître
avec l’augmentation de la mémoire. Cette amélioration résulte de l’utilisation des ACKs. Les
nœuds suppriment des répliques de Bundles déjà délivrés grâce aux ACKs. Tous ces Bundles qui
auraient été échangés sans améliorer la délivrance sont retirés du réseau avec la propagation des
87
6. CONNAISSANCE DU PASSÉ POUR IMAGINER L’AVENIR DANS LES
RÉSEAUX DE CAPTEURS MOBILES
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
1 2 3 4 5 6
Taille mémoire (# Bundles)
Ta
ux
 d
e 
dé
liv
ra
nc
e
Epidemic
FREAK
MaxProp
Prophet
Figure 6.14 – Taux de délivrance sur les traces de San Francisco avec ACKs
ACKs.
Dans un scénario opportuniste, les ACKs sont conservés le plus longtemps possible. Chaque
terminal est susceptible de transporter une réplique d’un Bundle déjà délivré, il faut donc propa-
ger les ACKs dans tout le réseau afin d’éradiquer les copies d’un Bundle déjà remis. Des pertes
peuvent se produire sur les ACKs. Nous faisons le choix de remplacer les ACKs de manière pre-
mier arrivé premier servi. Plus un ACK est ancien plus le nœud a eu l’occasion de le propager.
Il semble donc plus approprié de sacrifier les anciens au profit des nouveaux.
Nous observons désormais les résultats de nos simulations avec les ACKs dans un contexte
plus réaliste avec l’utilisation des traces des taxis de San Francisco.
Nous constatons sur la figure 6.14, que FREAK propose des taux de délivrance du même
ordre de grandeur voire supérieurs aux autres protocoles. Nous ne pouvons pas conclure sur
une influence de l’augmentation de la mémoire sur les résultats. Il semblerait qu’en fonction du
nombre de places en mémoire, les pertes se produisent sur des copies d’un même Bundle. Ainsi,
les taux de délivrance fluctuent entre 30 et 45%.
Le même constat est réalisé sur le délai et l’overhead sur les figures 6.15 et 6.16. Le délai
proposé par FREAK est bien meilleur que dans le cas d’une mobilité aléatoire. Cela prouve qu’il
y a bien une répétitivité dans les trajectoires des mobiles et que FREAK parvient à l’exploiter
pour améliorer les performances du réseau. L’overhead ne varie pas non plus avec la mémoire.
Certaines différences sont présentes, mais il n’y a pas de tendance notable pour aucun protocole.
Nous nous concentrons sur l’influence de la proportion de mémoire allouée aux ACKs et
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Figure 6.15 – Délai sur les traces de San Francisco avec ACKs
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Figure 6.16 – Overhead sur les traces de San Francisco avec ACKs
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Figure 6.17 – Taux de délivrance avec 1,6 Ko et 16 Ko de mémoire sans ACK
observons l’influence de l’augmentation de la mémoire par rapport à l’utilisation d’ACKs.
6.5.3 Variation de la mémoire des ACKs
Dans un premier temps, nous comparons les taux de délivrance sans ACK afin d’observer
l’influence de l’augmentation de la taille des mémoires.
Sur la figure 6.17, nous constatons que l’augmentation de la mémoire améliore les perfor-
mances. Cependant, la capacité des mémoires a été multipliée par 10 alors que le taux de déli-
vrance est au mieux multiplié par 3, pour Epidemic, et au pire progresse de 33%, pour MaxProp.
De plus, les taux de délivrance sont tous très faibles. Nous en déduisons que, contrairement à ce
que l’on pouvait attendre, lorsque les mémoires sont faibles, l’ajout de mémoire ne fournit pas
une augmentation significative sur les performances du réseau.
Nous allons maintenant nous concentrer sur le taux de délivrance, le délai, le temps de séjour
et l’overhead lorsque les ACKs sont utilisés et que nous faisons varier la quantité de mémoire
réservée aux ACKs.
Nous constatons sur la figure 6.18 que le taux de délivrance augmente avec la proportion
de mémoire allouée aux données. Lorsque nous augmentons la mémoire allouée aux ACKs, la
délivrance chute car il n’y a plus assez de place en mémoire pour transporter les données. De
plus, avec très peu d’ACKs — 10% de la mémoire disponible, soit 160 octets — nous obtenons
des taux de délivrance proches de 100%. Nous en déduisons donc qu’il n’est pas nécessaire d’avoir
beaucoup d’ACKs pour améliorer les performances. Nous faisons également le constat qu’il est
pourtant bien plus intéressant de sacrifier un peu de mémoire pour utiliser les ACKs plutôt que
d’augmenter la capacité des mémoires.
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Figure 6.18 – Taux de délivrance avec 1,6 Ko de mémoire avec ACK
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Figure 6.19 – Délai avec 1,6 Ko de mémoire avec ACK
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Figure 6.20 – Overhead avec 1,6 Ko de mémoire avec ACK
En observant la figure 6.20 en parallèle, nous constatons que FREAK parvient à améliorer
les performances du réseau. En effet, le taux de délivrance est proche de solutions à inondation
comme Epidemic alors que l’overhead est plus faible. FREAK utilise donc moins de transmissions
pour atteindre les mêmes performances que les solutions de la littérature.
Sur la figure 6.19, nous remarquons que le délai diminue avec l’augmentation de la mémoire
allouée aux données sauf pour FREAK. Le délai augmente pour FREAK car il favorise les données
en provenance de nœuds peu susceptibles de rencontrer la destination. Lorsque la mémoire allouée
aux données augmente, les Bundles en provenance de ces nœuds ont plus d’opportunités de
rejoindre la destination et ainsi le temps de délivrance augmente.
La figure 6.21 présente les temps de séjours des Bundles. On constate que ce temps augmente
avec la proportion de mémoire allouée aux données. Cela s’explique car plus on a de mémoire
pour les données et plus de répliques sont stockées dans le réseau. Cela prend donc plus de temps
pour les retirer. De plus, comme on diminue la proportion de mémoire allouée aux ACKs, ces
derniers se propagent moins dans le réseau, et éliminent donc moins vite les répliques des Bundles
déjà remis.
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Figure 6.21 – Temps de séjour avec 1,6 Ko de mémoire avec ACK
6.6 Conclusion
Nous nous sommes intéressés aux problèmes liés à la collecte d’information dans un réseau
de capteurs mobiles. La forte dynamicité du réseau crée des intermittences sur les liens et ainsi
une faible connexité justifiant l’utilisation de mécanismes DTN. Néanmoins, les capteurs ont de
faibles mémoires et capacités de traitement. Il fallait donc proposer des mécanismes simples,
légers et engendrant peu de données sur le réseau.
Nous avons proposé FREAK, qui utilise les caractéristiques sociales du réseau pour fournir de
bons taux de délivrance en limitant l’utilisation des ressources du réseau. Il repose sur l’hypothèse
que la mobilité des nœuds n’est pas aléatoire et que les rencontres futures peuvent être estimées
à partir de l’historique des contacts passés. Nous proposons que les nœuds qui rencontrent moins
fréquemment la destination transmettent leurs données vers ceux qui la rencontrent plus souvent.
Nous atteignons des performances similaires à celles des protocoles de la littérature avec moins
d’informations que des protocoles comme PRoPHET ou MaxProp. De plus, contrairement aux
protocoles de la littérature, notre protocole est suffisamment léger pour être implanté sur de
petits équipements. Nous avons également constaté que les accusés de réception permettaient
d’améliorer tous les protocoles DTN. Nous avons donc décidé d’étudier l’influence de ce méca-
nisme sur les performances du réseau. Il apparaît que l’utilisation d’ACKs est appropriée à un
contexte avec des mémoires limitées. De plus, il est plus intéressant d’utiliser des ACKs plutôt
que d’augmenter la mémoire et de ne pas utiliser d’accusés de réception. Enfin, la proportion de
mémoire allouée aux ACKs peut rester faible et fournir de très bons résultats. Nous avons effecti-
vement constaté que l’augmentation de la proportion de mémoire allouée aux ACKs n’entraînait
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pas une augmentation des performances.
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7 Conclusion et Perspectives
7.1 Conclusion
Les systèmes d’observation reposent sur des technologies bien différentes en allant des sa-
tellites à orbite basse jusqu’aux réseaux de capteurs autonomes en passant par les drones et
ballons stratosphériques. Malgré des caractéristiques propres à chacune, ces diverses technolo-
gies présentent des similarités telles que la non-connexité du réseau. Il existe donc un besoin d’un
socle commun pour permettre l’utilisation de ces technologies dans un même système. Ce besoin
se fait ressentir avec le développement de plateformes multi-missions et de la définition de la
pile protocolaire du CCSDS côté satellite et l’évolution vers des piles protocolaires utilisant des
standards de l’Internet avec 6LoWPAN pour la partie réseaux de capteurs.
Dans ce contexte d’unification, nous avons étudié les contraintes liées aux applications et
aux technologies afin de proposer une architecture adéquate et de l’utiliser comme socle pour
nos propositions. Les problèmes principaux sont dus à la non-connexité du réseau résultant de
l’intermittence de plusieurs liens. L’architecture DTN a été conçue pour faire face à ces problèmes.
C’est pourquoi nous avons choisi d’avoir recours au Bundle Protocol défini par le Groupe de
Recherche DTN, capable de s’acclimater à de longs délais liés aux intermittences de liens.
Nous avons proposé une architecture réseau ayant recours à deux technologies aux contraintes
distinctes, les satellites d’observation et les réseaux de capteurs. Les communications par satellite
sont très gourmandes en puissance alors que les réseaux de capteurs minimisent leur consomma-
tion énergétique et présentent de très faibles mémoires. Nous avons proposé trois architectures
permettant de réaliser le même objectif avec des spécificités différentes. Une est très peu envahis-
sante en ne rajoutant le Bundle Protocol que sur la partie qui interconnecte le réseau de capteurs
au satellite, une deuxième demande plus d’intelligence au niveau du satellite mais permet de
fournir plus de services et une troisième enfin limite la capacité mémoire des capteurs en permet-
tant à ce segment du réseau de s’affranchir des problèmes d’intermittence des liens grâce à une
adaptation du Bundle Protocol sur capteur. Le but de ces architectures est d’être indépendante
des technologies utilisées. En revanche, elles seront modulables en fonction des contraintes de
l’application.
Après avoir proposé ces différentes architectures, nous nous sommes concentrés sur le segment
satellite. Comme nous souhaitons proposer des solutions qui soient indépendantes des technolo-
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gies utilisées, nous définissons un cadre d’étude qui correspond à une application satellite mais
qui peut être aisément étendu à un autre contexte. Ainsi, nous retenons le fait que le satellite col-
lecte des données de plusieurs stations invisibles les unes des autres de façon répétée. Le scénario
retenu compte deux classes de trafics. Un trafic présent en permanence qui effectue des relevés
sur une zone et un trafic sporadique représentant des données transmises pendant une période
de crise. Le trafic critique est plus prioritaire que le trafic permanent. Afin de ne pas conserver
inutilement des données critiques obsolètes, leur durée de vie est inférieure à la durée de vie des
données du trafic permanent.
Nous avons proposé un mécanisme, Carreau, implanté au niveau du satellite pour donner la
priorité au trafic critique en limitant l’atteinte aux performances du trafic permanent. Le concept
de Carreau est d’être prêt à retirer de la mémoire du satellite des données moins prioritaires au
profit de données plus prioritaires. Afin de limiter l’impact de l’arrêt momentané du service de
certains Bundles, ceux sélectionnés ont la plus grande durée de vie. Nous sommes parvenus à
améliorer les performances du trafic prioritaire en limitant l’impact sur le trafic permanent. Suite
à cela, nous avons constaté que des trafics de même niveau de priorité pouvaient ne pas accéder
au satellite si la mémoire de ce dernier est pleine lors du passage au-dessus d’une passerelle. Nous
avons donc proposé un protocole, Martinet, qui s’assure de l’équité entre les trafics en provenance
des différentes passerelles. Le maintien de l’équité n’est pas réalisé aux dépens de la délivrance.
C’est dans un contexte de surcharge de courte durée que l’équité est maintenue. C’est donc un
choix sur les pertes qui est fait, afin de garantir l’équité.
Nous nous sommes ensuite concentrés sur le segment capteurs de notre réseau. La littérature
étant abondante dans les contextes de capteurs fixes, nous avons souhaité proposer un réseau de
capteurs mobiles. Les problèmes sont différents dans le sens où les capteurs doivent conserver
leur équipement radio allumé en permanence. Nous faisons donc l’hypothèse que les capteurs
n’ont pas de problèmes d’énergie, la radio étant la partie la plus consommatrice. Nous avons
considéré et proposé des implantations interopérables du Bundle Protocol sur capteurs. Au-delà
d’une validation fonctionnelle de cette proposition, sa mise en œuvre s’est révélée très riche en
enseignements. En particulier, nous avons été confrontés aux limitations de la mémoire et de la
taille du code. De plus, lorsque le code était déployable sur les capteurs à notre disposition, nous
ne pouvions stocker qu’une dizaine de Bundles. Cela nous a conduit à orienter notre recherche
et ainsi proposer des mécanismes adaptés au contexte considéré.
La plupart des protocoles de routage dans les DTN reposent sur l’utilisation du passé pour
prédire l’avenir associée à la réplication des Bundles. Nous avons souhaité faire de même sur
nos capteurs avec néanmoins des contraintes de mémoire et de capacités de traitement. C’est
ainsi que nous avons proposé FREAK, un protocole de routage optimiste qui utilise la fréquence
de rencontres avec la destination pour déterminer si une copie doit être transmise à un nœud
rencontré. Ce protocole atteint des performances similaires à celles de protocoles ayant recours
à plus d’informations pour leur décision de transmission. En réalisant l’étude de FREAK, nous
avons constaté que le mécanisme des accusés de réception utilisés dans les DTN permettait
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d’augmenter considérablement les performances d’un réseau. Nous avons donc étudié l’impact de
la propagation des accusés de réception dans un réseau à l’aide d’un modèle analytique dans le cas
d’une mémoire infinie. Lorsque les mémoires sont finies, le modèle ne peut plus être appliqué et
nous avons eu recours à des simulations pour conclure qu’il était plus important d’utiliser même
très peu d’accusés de réception plutôt que d’augmenter la mémoire sans utiliser les accusés de
réception.
7.2 Perspectives
Les travaux que nous avons menés soulèvent de nouvelles questions auxquelles il faut apporter
des réponses.
Nous envisageons de modifier le scénario en considérant l’ajout d’un satellite géostationnaire
qui ne serait utilisé qu’en cas d’urgence, lorsque la capacité du satellite d’observation serait
saturée. Il faudrait alors faire un choix entre les mécanismes proposés qui peuvent mener à des
pertes de données et l’utilisation d’une autre technologie. Un mélange de ces deux solutions est
également envisageable avec dans un premier temps le dépôt de données à longue durée de vie
suivi de la transmission éventuelle de données ayant patienté trop longtemps.
Une perspective d’évolution sur le segment satellite consiste aussi à s’intéresser au cas où
plusieurs passerelles verraient le satellite simultanément. Le satellite aurait alors les moyens de
déterminer localement les données qu’il récupèrerait et celles qu’il laisserait au sol sans même les
avoir récupérées. Ceci diminuerait le nombre de transmissions par message reçu.
Sur le segment capteurs, les principales perspectives auxquelles nous pensons sont orientées
vers le mécanisme d’accusés de réception et la diminution du nombre de transmissions de données
et de signalisation. Ainsi, on pourrait estimer la durée moyenne pour un nœud de rejoindre
la destination. On transmettrait uniquement à ceux améliorant cette métrique. Lorsque de la
congestion surviendrait, on supprime en priorité les messages dont la durée de vie est inférieure
à cette estimation. On pourrait même envisager que pour remplacer les accusés de réception, on
supprimerait tous les messages présents depuis une certaine période dans le réseau, car ceux-ci
possèderaient une vraisemblance élevée d’avoir atteint la destination.
Une autre évolution consisterait à faire en sorte qu’une décision soit prise lorsque plusieurs
capteurs sont à portée. Il serait utile d’ordonnancer les transmissions en fonction du prochain
relais, de la durée de vie du message, de son nombre de transmissions et de la durée estimée du
contact entre les nœuds. Un tel mécanisme permettrait de sélectionner les meilleures transmis-
sions possibles. De tels mécanismes existent déjà, mais avec deux nœuds. Il faudrait réfléchir à
une adaptation à un contexte où lors d’un contact, plus de deux nœuds sont à portée.
Parmi les évolutions plus générales, nous pourrions rajouter plus d’hétérogénéité en consi-
dérant l’utilisation de drones, de ballons, de passerelles mobiles. Nous pourrions vérifier que
l’architecture joue bien son rôle d’unification. Il faudrait alors observer le fonctionnement des
mécanismes proposés avec de telles modifications ainsi que réfléchir à des solutions prenant en
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compte les contraintes imposées par les nouvelles technologies considérées.
Les expérimentations que nous avons menées ont été particulièrement instructives. Nous pou-
vons dorénavant envisager un déploiement en vraie grandeur et plus systématique des solutions
que nous avons proposées. Par exemple, la diffusion d’ACKs dans un réseau de capteurs avec
collecte d’informations est désormais tout à fait réaliste.
Des projets tels que Space WIreless sensor networks for Planetary Exploration (SWIPE),
où la zone étudiée n’est pas en visibilité directe de la Terre [119, 120], pourraient tirer profit
des architectures et solutions que nous avons proposées dans cette thèse. Ainsi les problèmes
d’intermittence des liens seraient résolus, rendant la compréhension de l’Univers plus accessible.
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Résumé
La collecte d’informations et leur transmission au travers d’un réseau de communications peut
être effectuée par des réseaux de capteurs ou des satellites d’observation. Leur utilisation conjointe
permettrait d’obtenir des données complémentaires afin que l’Humanité pérennise son avenir en
comprenant les mécanismes du monde qui l’entoure. Ces dernières années, le secteur spatial a
montré une volonté d’unification. Nous étudions les technologies et architectures utilisées dans
de tels contextes. Nous proposons alors une architecture réseau répondant aux contraintes des
systèmes utilisés dans un tel cadre. Les principales contraintes de ces scénarios sont la forte in-
termittence des liens. Nous avons diminué l’utilisation des ressources réseau. Après avoir proposé
une architecture, nous nous sommes focalisés sur les spécificités des différents segments. Nous
sommes parvenus à atteindre des performances supérieures aux solutions existantes à moindre
frais.
Mots clés : Satellite ; Capteurs ; Réseaux
Abstract
Data gathering and transmission through a communicating network can be obtained thanks
to wireless sensor networks and observation satellites. Using both these technologies will al-
low mankind to build a sustainable future by understanding the world around. In recent years,
space actors have demonstrated a will to reuse the developped technologies by creating multiple
programs platforms and defining context-agnostic protocols. We analyse the existing technolo-
gies and architectures in several contexts. Then, we propose a networking architecture handling
constraints of most commonly used systems in such a context. The main constraints of obser-
vation scenarios are due to the links intermittence. We decreased network resource use. After
having proposed a common architecture, we focused on particularities of each network segment.
We achieved better performance than existing solutions and at lower cost.
Keywords: Satellite; Sensors; Networks
