Introduction {#Sec1}
============

Half of global primary production occurs in the surface ocean \[[@CR1]--[@CR3]\] where organic particles are generated and sink, moving carbon from the surface to the deep sea \[[@CR4]\]. Once there, microbes continue to process and mediate the transfer of particles to dissolved organic carbon and carbon dioxide \[[@CR5], [@CR6]\]. The storage of carbon in the deep ocean modulates atmospheric carbon dioxide on both short and geologic time scales \[[@CR7], [@CR8]\] and is thus an important part of the climate system. Oligotrophic gyres comprise 60% of earth's surface area and contribute up to half of annual carbon export to the deep sea \[[@CR9]\]. The environmental conditions of the North Pacific Subtropical Gyre (NPSG) are well characterized by the Hawaii Ocean Time-series (HOT) project and, when compared with high latitudes, the conditions are relatively constant \[[@CR10], [@CR11]\].

In the NPSG two seemingly related events dominate the seasonal carbon cycle. First, a spatially heterogeneous build-up of large, nitrogen-fixing organisms occurs in early summer \[[@CR12]--[@CR14]\]. This is followed by a short-lived summertime export pulse (SEP) of organic carbon, which contributes \~20% of the yearly total \[[@CR15]\], with summertime export accounting for up to 60% \[[@CR16]\]. In this article, we build a simplified ecological model that correctly predicts the summertime build-up of large, nitrogen-fixing phytoplankton when driven by the observed average environmental conditions in the NPSG. We find the changes in light, phosphate, and iron concentrations to be especially important. When this simple model is embedded in the more complicated system of a global-scale, ecological model, the predictions hold. This suggests that simple relationships between nutrients, light, and competition may hold the key toward predicting not only the timing, but the stochastic fluctuations in these blooms. Although we do not explicitly model the SEP, we find that it coincides with a seasonal change in the competitive landscape and discuss potential relationships.

Scientific background and research objectives {#Sec2}
=============================================

The NPSG is characterized by highly stratified surface waters with low productivity and export production \[[@CR10]\], punctuated by the SEP that reaches 4000 m \[[@CR12], [@CR14], [@CR15]\]. The export event is observed at Station ALOHA, a site in the NPSG \[[@CR11], [@CR15], [@CR17]\], and appears to be driven by blooms of large diatoms associated with nitrogen-fixing symbionts (diatom--diazotroph associations, DDAs; see Fig. [1](#Fig1){ref-type="fig"}) \[[@CR18]--[@CR20]\]. The summertime diatom bloom is evidenced by an increase in the concentration of particulate silica at Station ALOHA \[[@CR21]\] (Fig. [2a](#Fig2){ref-type="fig"}), which peaks in July and declines in August---the time at which the deep sediment traps record the export pulse (Fig. [2b](#Fig2){ref-type="fig"}). The regularity and timing of the export pulse led to the hypothesis that DDAs actively sink in an event tied to the solar cycle \[[@CR15]\].Fig. 1Micrographs of DDAs taken near Station ALOHA, July 2015, show the major groups of DDAs present in the surface ocean.**a** *Rhizosolenia sp*. are the largest, most abundant, DDA near Station ALOHA and contain *Richelia sp*. symbionts inside the diatom frustule. **b** *Chaetocerous sp*. contain many symbionts attached to the outside of the frustule. **c** *Richelia sp*. dislodged from its host. Notice the large heterocyst with the trailing daughter cells. **d** *Hemiaulus sp*. also contain the symbionts on the inside. Images: C.L. FollettFig. 2Summertime DDA bloom at Station ALOHA. **a** Particulate biogenic silica increases in concentration in the euphotic zone during the summer months \[[@CR21]\] because of an increase in production from DDAs. **b** This bloom is followed by an August pulse of particulate carbon that reaches the sea floor \[[@CR97]\], here measured at 4000 m \[[@CR15]\]

This summertime proliferation of large cells stands in contrast to the base ecological state of the system. The planktonic community in the oligotrophic surface ocean is dominated by pico-phytoplankton, notably *Prochlorococcus*, whose small size leads to high nutrient affinities and low subsistence concentrations of key resources \[[@CR22]--[@CR24]\]. Co-existing with this population are diverse nitrogen fixers \[[@CR13], [@CR25]--[@CR27]\], adapted to conditions where the relative delivery rates of iron, phosphorus, and nitrogen lead to nitrogen limitation of the most abundant primary producers but leave other resources available to sustain a nitrogen-fixing population \[[@CR28]\]. A large area of the NPSG, including Station ALOHA, falls into this regime. A diverse array of nitrogen-fixing organisms persists at Station ALOHA, including unicellular, free-living *Crocosphaera* \[[@CR29]\], colonies of *Trichodesmium* \[[@CR30]\], unicellular types in symbiosis with haptophytes (UCYN-A) \[[@CR25]\], as well as the DDA symbiosis \[[@CR15], [@CR31]--[@CR34]\].

Several studies have focused on the generation and detection of these bloom events in the NPSG \[[@CR12], [@CR30], [@CR34]--[@CR37]\]. Processes implicated in bloom formation include mesoscale physics \[[@CR13], [@CR37]\], stratification \[[@CR12], [@CR30]\], and a dust-borne iron source \[[@CR31]\]. The ability of large nitrogen-fixing organisms to regulate their buoyancy has been posed as a behavioral mechanism for bloom formation of large nitrogen fixers under high light, shallow mixed layer conditions \[[@CR12], [@CR14]\]. As large nitrogen fixers can migrate in the water column to find nutrients, these authors suggest that DDAs and *Trichodesmium* sink down to access phosphorus, and return to the surface to access light \[[@CR30], [@CR38], [@CR39]\]. Blooms of DDAs are spatially stochastic and unpredictable \[[@CR12], [@CR14]\] but seem to occur with regular seasonality \[[@CR12]\], witnessed by the associated export pulses at Station ALOHA \[[@CR15]\]. This conundrum led to the hypothesis that DDAs actively synchronize their sinking events to the solar cycle.

We seek to identify and model the driving forces that shape the average seasonal variations within the diazotroph populations: can we interpret and predict the seasonal succession of nitrogen fixers in the NPSG? How do large, symbiotic DDAs persist and even reach bloom densities in the face of competition from small, unicellular diazotrophs that are apparently more suited to highly oligotrophic conditions \[[@CR12], [@CR14], [@CR15], [@CR31]--[@CR34]\]? Are special behaviors like active buoyancy regulation required to explain the prevalence of large nitrogen-fixing organisms in the NPSG?

We approach these questions quantitatively using a simple model that does not resolve top-down controls or behavioral adaptations. The relative growth rates of DDAs and other planktonic functional groups are calculated based on their size, taxonomic group, and environmental conditions. Size is a "master-trait", governing many important characteristics of plankton including maximum growth rate, nutrient affinities, light-harvesting characteristics, and sinking speeds. Models of marine plankton populations have exploited observed allometric relationships to structure traits and trade-offs (e.g., \[[@CR40]--[@CR42]\]), resolving a high diversity of cell size with relatively few parameters. Empirical studies (e.g., \[[@CR43]\]) and theoretical considerations (e.g., \[[@CR44]\]) provide the underpinnings for allometrically constrained, trait-based models. Recent efforts combine the allometric constraints with functional-type models (e.g., \[[@CR45]\]) and embed them in three-dimensional ocean circulation and biogeochemistry models \[[@CR46]--[@CR48]\]. Here we adopt the model structure, allometric and taxonomic traits, and parameters of the ecological model of Dutkiewicz et al. \[[@CR48]\] and introduce a new, DDA functional type. By driving this model with the monthly average ecological conditions at Station ALOHA taken monthly from 1989 to 2015, more detail in the caption of Fig. [4](#Fig4){ref-type="fig"}, we find that virtual DDAs are favored by a faster realized growth rate during summer months and lose that advantage coincident with the SEP. The relative abundance of iron and phosphorus determines which diazotroph is favored. The model DDAs are then placed in a coupled physical--biogeochemical model that resolves additional environmental and ecological complexity including top-down control by explicit grazers and feedbacks between organisms and the nutrient environment \[[@CR48]\]: the seasonal fluctuation of DDAs predicted by the simpler model is maintained in this more realistic setting. Together, these results suggest that top-down controls or behavioral adaptations are not required to explain the seasonal cycle in diazotroph abundance. We suggest that this cycle, when combined with the local fluctuations found in the real ocean, may synchronize with, or even promote, the evolution of an active timing mechanism for sinking DDAs. This may be related to the active buoyancy controls found in these organisms \[[@CR12], [@CR14]\], and coincide with a change from relative iron limitation to phosphorus limitation. The quantitative details of such a model are beyond the scope of this study but should be the topic of future research.

Traits and the ecological context {#Sec3}
---------------------------------

The relative fitness of organisms can be partly understood, and mathematically encapsulated, in terms of maximum growth rate and subsistence resource concentration \[[@CR49], [@CR50]\]. From a bottom-up perspective, organisms with the highest population growth rates can out-compete others, driving them towards exclusion. In permanently nutrient starved regimes, having the lowest subsistence concentration (R\*) with respect to the limiting resource is an advantage. Empirical evidence and geometric considerations suggest that small cell size is a major factor in reducing R\*, hence the dominance of the smallest prokaryotic cells in the subtropical gyres \[[@CR10], [@CR22], [@CR51]\]. High maximum growth rates also reduce R\* \[[@CR49], [@CR51], [@CR52]\]. Realized growth rates are a function of environmental conditions, but maximum population growth rates have empirical and theoretical relationships to cell size. For eukaryotes, over large size ranges, smaller cells have higher maximum specific resource affinities and maximum growth rates \[[@CR22], [@CR43], [@CR44], [@CR53], [@CR54]\]. There are also phylogenetic patterns \[[@CR43], [@CR44]\] with diatoms tending to the highest growth rates, size for size (see Fig. [3](#Fig3){ref-type="fig"}), relative to other groups \[[@CR43]\]. Opportunistic diatoms tend to dominate many bloom situations. Diazotrophs trade off nitrogen fixation against high iron demand \[[@CR55]\] and slower growth rates (see Fig. [3](#Fig3){ref-type="fig"}); both are costs associated with the maintenance and protection of nitrogenase \[[@CR56], [@CR57]\]. They are adapted to a subset of oligotrophic environments. Thus, DDAs interestingly represent a successful coalition of very different ecological strategies: a partnership between an opportunist and a gleaner with respect to nitrogen.Fig. 3Phytoplankton growth rates: **a** The range of growth rates as a function of cell radius for some of the functional groups used in the model framework. The range is the 10--90 percent range for growth rates using monthly data from Station ALOHA. Diatom (N Replete) is the growth rate when nitrogen limitation is alleviated. With added nitrogen Diatoms out compete DDAs because they require less iron. **b** Non-symbiotic diazotrophs grow slower than non-diazotrophs. Laboratory measured growth rates for *Trichodesmium*, *Crocosphaera*, DDAs, and Diatoms. Each group contains at least 5 independent measurements. Data compiled from \[[@CR98]--[@CR111]\]

Trait-based models encode significant phenotypic differences in the quantitative parameterizations of growth and loss processes (see Methods). A virtual environment can be populated with a number of phenotypes and the system will self-sort according to relative fitness. Recent global ocean simulations adopt this approach, allometrically and phylogenetically (functionally) structuring key traits and trade-offs \[[@CR47], [@CR48]\]. The emergent populations in such simulations capture significant aspects of the large-scale distribution of plankton assemblages and biogeochemical fluxes. Here we take this trait-based approach to explore hypothesized controls on DDA fitness and biogeography.

First, in the Methods section, we define the mathematical framework of our population model and the parameterizations of key traits and trade-offs. In the context of a previously published ecology, \[[@CR47], [@CR48]\], we represent DDAs by combining the traits typically assigned to large diatoms and diazotrophs, modeling the partnership as a discrete phenotype but not resolving each partner. Then, in the results section we evaluate the seasonal variations in growth rates of DDAs in the NPSG by driving the model with observed, environmental forcing from Station ALOHA. The model reveals a clear, bottom-up driving of a summer bloom and a summer-time fitness advantage relative to unicellular diazotrophs. This advantage is lost coincident with the timing of the late summer export pulse. Finally, we include the "virtual DDA" in a global ocean ecological model to predict the regional and seasonal biogeography for DDAs in the wider NPSG.

Methods: a trait-based model {#Sec4}
============================

Here we describe the trait-based model of marine primary producers, \[[@CR47], [@CR48]\], introducing a representative DDA type. Then, we drive a simplified version with observed climatological monthly environmental parameters from Station ALOHA \[[@CR10], [@CR11]\] and local iron data \[[@CR58], [@CR59]\] to evaluate the fitness of DDAs relative to other phytoplankton types on a seasonal basis.

We relate the time rate of change of a phytoplankton population of type *i*, *N*~*i*~, to first-order descriptions of growth, rate *μ*~*i*~ day^−1^, and mortality, rate *m*~*i*~ day^−1^,$$\documentclass[12pt]{minimal}
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For the simplified model, to be driven by observations, we will ignore loss terms and base our predictions on the relative growth rates of different phytoplankton functional types. Loss due to predation and general mortality are explicitly taken into account in the global model \[[@CR48]\]. We will put our simulated DDA into this more complex environment in a later section.

We relate the growth rate (*μ*~*i*~) to the local nutrient (*R*~*j*~ (*μ*M)) and light (*I*~0~) environment with a Liebig's Law and Monod kinetics treatment of limiting nutrients, multiplied by a light dependent factor. This is done by combining an equation for the light independent growth rate$$\documentclass[12pt]{minimal}
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We assume that organisms and nutrients are well mixed within the mixed layer and evaluate the average growth rate over the mixed layer depth, depth *z*~*m*~ m:$$\documentclass[12pt]{minimal}
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To evaluate growth rates we must quantify the time dependent environmental variables *R*~*j*~, *I*~0~, and *z*~*m*~ and the phytoplankton traits $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mu _i^*$$\end{document}$, *κ*~*ij*~ and Σ~*i*~. The HOT \[[@CR10]\] provide almost three decades of monthly observations for *R*~*j*~, *I*~0~ and *z*~*m*~ in the NPSG. Values of the allometry of trait parameters for various types of plankton can be obtained from compilations of empirical data \[[@CR43]\] with theoretical interpretations \[[@CR44]\]. In the following subsection, we explain this framework, and use previously established allometric and taxonomic patterns of parameter values \[[@CR48]\].

DDAs in a Size-Structured Trait Framework {#Sec5}
-----------------------------------------

Empirical and theoretical studies over the last few decades have demonstrated patterns in the size of natural plankton populations \[[@CR22]\] and the organization of key traits including maximum growth rate and nutrient affinities by size \[[@CR43], [@CR44]\]. These patterns provide the foundation for size-structured models of plankton populations \[[@CR40], [@CR42], [@CR62]\], greatly reducing the number of imposed parameters. While cell size can account for a significant amount of phenotypic variation, there are other factors including evolutionary innovations which lead to distinct differences between functional groups of phytoplankton. For example, while there appears to be a common, size-structuring of maximum growth rate with size within the diatom and dinoflagellate groups, there is a systematic offset between them which is consistent with genomic investigations of their different metabolic strategies \[[@CR63]\]. Within a size class, diatoms typically have much faster autotrophic maximum growth rates than dinoflagellates, reflecting their adaptation to different lifestyles and trade-offs \[[@CR43], [@CR45]\]. Recent models exploit both the allometric and phylogenetic (functional group) structuring of traits \[[@CR48]\]. Following the work of Aksnes and Egge \[[@CR44]\], combined with experimental constraints \[[@CR43]\], we use$$\documentclass[12pt]{minimal}
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The model is now well posed for any functional group of organisms with stoichiometry **R**~*ij*~ and for which constants *a*~*i*~ and *c*~*i*~ \[[@CR43], [@CR48]\] are defined. A size structure is resolved within each functional group, governed by the allometric scaling parameters *b* and *d* which are assumed to be constant both within and across functional groups and consistent with empirical studies \[[@CR43]\] and theoretical considerations \[[@CR44]\].

The scaling constants *b*, *c*~*i*~, and *d* (Table [1](#Tab1){ref-type="table"}) follow from the formulations of Ward et al. \[[@CR46]\], which in turn uses literature based values used in Ward et al. \[[@CR47]\]. See Table 2 of Ward et al. \[[@CR47]\] for the list of literature used to deduce coefficients. The values for *a*~*i*~ and the stoichiometry are taken from \[[@CR48]\]. In particular, the differing values of *a*~*i*~ are determined from a compilation of maximum growth rates from Tang \[[@CR54]\], Maranon et al. \[[@CR53]\], Sarthou et al. \[[@CR64]\], and Buitenhuis et al. \[[@CR65]\]. Previous sensitivity studies (e.g., Dutkiewicz et al. 2012, \[[@CR28]\]) explore the effects of varying the parameters, in particular the half-saturation constants and stoichiometry. These papers show that although the specific values of biomass and nutrient concentrations do change, the mechanisms and understanding supplied by the global model are robust.Table 1This table contains the model parameters used for both the DDA and Unicellular Diazotroph functional groups.Max. Growth *μ*~∞ ~(d^−1^)Half-Sat. N *κ*~*i*1*l *~(*μ*M)Half-Sat. P *κ*~*i*2*l *~(*μ*M)Half-Sat. Fe *κ*~*i*3*l*~ (*μ*M)Growth Scaling *a*~*i*~ (d^−1^*μ*m^−3b^)Size (*μ*m)Ratio N/PRatio Fe/PAbs. Cons. Σ~*i*~DDA1.6800.135\*10^−4^7.540164\*10^−3^0.021Unicellular Diazotroph0.6101.5\*10^−3^6\*10^−6^0.754164\*10^−3^0.014*c*~*i*~ (*μ*M\*d\*μm^3(b−d)^)*b*Light Attenuation *k *(m^−1^)*d*Universal Constants.0233−.140.05.23Parameters are taken directly from the literature \[[@CR48]\] and calculated from Eqs. [5](#Equ5){ref-type=""}--[6](#Equ6){ref-type=""}

Recent work has demonstrated that this combined allometric and taxonomic (functional group) approach qualitatively captures significant aspects of observed global biogeography in global simulations \[[@CR47], [@CR48]\]. Here we extend this framework to resolve analogs of DDAs. As with any functional group, DDAs are defined by three parameters *a*~*i*~, *c*~*i*~, and **R**~*ij*~. Size scaling exponents (*b* and *d*) are the same for all groups. We assume that the DDA's maximum growth rate scales with size as a diatom but that their stoichiometry (N:P:Fe ratio) is that of a diazotroph governed by their ability to fix nitrogen and the elemental cost of maintaining nitrogenase. We also assume that the DDA-analogs acquire all their nitrogen through fixation, so they have no dependence on, or uptake of, available fixed nitrogen.

The relationship of realized growth rate and effective cell size for a subset of the functional groups including DDAs in an environment like Station ALOHA is shown in Fig. [3](#Fig3){ref-type="fig"}. Growth rates decline with increasing cell size for all functional types. Due to their small size, which imparts low subsistence resource concentrations (R\*), *Prochlorococcus* and unicellular diazotrophs will dominate under steady-state conditions with either sufficient nitrogen (*Prochlorococcus*) or nitrogen-stressed conditions (unicellular diazotrophs). Diatoms and DDAs have an advantage under time-varying conditions with temporarily, relatively replete nutrient concentrations. Small diatoms have the highest growth rates when all resources are replete. When all resources but nitrogen are replete, DDAs have the highest growth rates in this framework since the non-diazotrophic picoplankton will be nitrogen-limited and unable to attain their maximum growth rate, while DDAs have the advantage of the diatom's adaptation for fast growth over their unicellular counterparts.

The functional DDA has a specific set of competitive advantages and disadvantages when compared with either diatoms or unicellular diazotrophs. When compared to other free living diatoms, DDAs are often larger and thus have lower maximum growth rates due to allometric constraints. However, they have a competitive advantage over diatoms at low ambient nitrate concentrations because they can fix their own from elemental nitrogen. DDAs out-compete unicellular diazotrophs at higher phosphorus and iron levels but are out-competed when these become limiting. From a cost-benefit perspective, the DDA has a nitrogen advantage over diatoms but a higher iron demand. Compared to unicellular diazotrophs, DDAs have a higher maximum growth rate, but also higher nutrient requirements. This trade-off is encoded in the size difference between DDAs and the unicellular diazotroph functional group. The parameter values used are shown in Table [1](#Tab1){ref-type="table"}.

Average Seasonal Conditions at Station ALOHA {#Sec6}
--------------------------------------------

How does this ecological framework respond to observed seasonal changes in the resource environment of the NPSG? The surface of the NPSG has high incident solar radiation and low nutrient concentrations. Average monthly values for the iron concentration \[[@CR58], [@CR59]\], phosphorus concentration \[[@CR10]\], surface irradiance (Photosynthetically Active Radiation (PAR)) \[[@CR10], [@CR11]\], and mixed layer depth \[[@CR10], [@CR11]\] are presented in Fig. [4](#Fig4){ref-type="fig"}. The region is strongly stratified with a mixed layer which deepens in the winter to near 100 meters and shoals to under 50 meters in the summertime. There is a seasonal fluctuation in the accessible phosphorus concentration while the dissolved inorganic nitrogen concentration is kept at trace levels by small autotrophs like *Prochlorococcus*. The surface ocean at Station ALOHA is characterized by excess phosphorus and enough aeolian iron deposition from above to prevent iron limitation for non-diazotrophs \[[@CR11], [@CR58]\]. This nutrient state relative to the extremely low fixed nitrogen concentrations promotes the existence of nitrogen-fixing organisms which persist as large (DDAs and *Trichodesmium*) and small unicellular diazotrophs including *Crocosphaera* and UCYN-A.Fig. 4Observed annual cycles of surface nutrients at Station ALOHA: Iron, Phosphorus, daily averaged surface Irradiance (photosynthetically active radiation, PAR), and Mixed Layer Depth are plotted as a function of month. Open circles represent data and the solid line is a cubic smoothing interpolant. Concentration data is averaged over the surface 0-50 meters. Irradiance (1998--2015), MLD (1989--2015), and phosphorus (1989--2015) are averages across more than a decade \[[@CR10]\]. Iron data is collected from separate cruises in the region and is sparsely situated (1999--2013) \[[@CR58], [@CR59]\]. Notice the strong seasonality in all four of the data sets. Nitrate concentrations are extremely low, with an average value around 2--3 nM in the surface ocean. It is important to note that this averaging hides substantial inter-annual and spatial stochasticity

Climatological monthly averages of iron, phosphorus, irradiance, and mixed layer depth were chosen as the drivers for the simplified, trait-based model. Average values were chosen both because of the relative sparsity of iron data, and to mitigate the effects of heterogeneity on short spatial and temporal scales. Using this heterogeneity to predict the spatial structure of blooms is an area for future research. Silica was not included because it is not believed to limit diatom growth in this region \[[@CR66]\]. The dissolved organic forms of nitrogen and phosphorus, DON and DOP, were excluded from the simple formulation of the model. We argue that since inorganic nitrogen limits the growth of small autotrophs like *Prochlorococcus* \[[@CR67]\] and phosphorus tends to limit diazotrophs \[[@CR68]\] the relatively high concentrations of DON and DOP must not be readily accessible. There is clear evidence, however, that some components of the DOP are accessible on short timescales \[[@CR68], [@CR69]\]. If the DON and DOP were both accessible, then the super-Redfield ratio greater than 20 in the surface NPSG should select against nitrogen fixation \[[@CR28]\]. However, there is substantial evidence from radiocarbon suggesting that the recalcitrant deep water DOC persists in the surface ocean, and thus should be subtracted to get the accessible fraction \[[@CR70]\]. Subtracting the concentrations of recalcitrant DON and DOP from the surface values yields a sub-Redfield N:P ratio, on average, for the accessible dissolved N and P \[[@CR71]\]. This suggests that even if DON and DOP are both accessible, nitrogen fixation should still be selected for. Understanding the transformations of dissolved organic matter so that they can be mechanistically understood is an area of active research \[[@CR5], [@CR72], [@CR73]\]. For iron, we chose an upper-bound estimate for the concentration of available iron; the dissolved pool \[[@CR58], [@CR59]\]. This aerosol sourced pool includes colloidal fractions \[[@CR74], [@CR75]\], which have been shown to be available to large nitrogen-fixing phytoplankton like DDAs and *Trichodesmium* \[[@CR76]--[@CR78]\]. As we have chosen an upper bound measurement, iron could certainly be more limiting than suggested in this work, but if the model parameters are correct it is unlikely to be less limiting. We want to emphasize that the seasonal iron cycle at Station ALOHA has yet to be fully characterized, and that the spatial and temporal variability is not well known \[[@CR58], [@CR59]\].

Results: The seasonal cycle for DDAs at Station ALOHA {#Sec7}
=====================================================

We evaluated the seasonal variations in realized growth rate of the DDA class at Station ALOHA by driving Eq. [4](#Equ4){ref-type=""} with the observed conditions. We drive the model with climatological monthly averaged surface irradiance and iron concentrations (see Fig. [4](#Fig4){ref-type="fig"}), and the individual measurements, (i.e. average surface value for a given month and year) for mixed layer depth and phosphorus concentration. The thick black bars in Fig. [5a](#Fig5){ref-type="fig"} represent the median growth rate as a fraction of that year's maximum, with the length of the bar demonstrating its sensitivity to a reasonable range of DDA size. The thin bars represent the interquartile range of the approximately 20 time points available for each month, revealing the role of inter-annual variability which we will consider in the discussion section. Peak growth rate for DDAs consistently occurs in early summer, driven by the environment. In early summer, light is maximized and an optimum is reached between falling phosphorus and increasing iron concentrations. This timing coincides with the observed increase in the average particulate silica concentrations at Station ALOHA \[[@CR10], [@CR21]\], and are depicted in Fig. [2](#Fig2){ref-type="fig"}. The peak reflects the time of year when iron, irradiance and mixed-layer depth conspire to provide a relatively resource-replete (though still nitrogen-limited) system. Figure [5b](#Fig5){ref-type="fig"} shows the seasonality of estimated biogenic silica production, estimated by multiplying the surface particulate biogenic silica concentration by the estimated DDA growth rate. We find a sharp peak in July, consistent with the timing of the SEP. The simplified model does not resolve many complex interactions between organisms both within and across trophic levels, yet accurately predicts the maximal derivative in surface particulate biogenic silica, suggesting that the key underlying processes may have been captured. To assess the DDAs ability to compete with other diazotrophs we compare the predicted growth of DDA-analogs to that of unicellular diazotroph-analogs.Fig. 5Seasonal growth of DDAs at Station ALOHA: **a** The thick black bars are the range of monthly median growth rates normalized to each year's maximum for DDAs of different sizes ranging from 20--60 μm in effective spherical diameter (ESD). The thin bars represent the full extent of the interquartile ranges over nearly 20 sampling years for a given month and the range is due to fluctuating environmental conditions. Modeled DDAs have peak realized growth rates in early summer when iron, phosphorus, and light are high and the mixed layer is shallow. This maximal growth rate coincides with the increase in particulate silica in Fig. [2](#Fig2){ref-type="fig"}. **b** Multiplying the growth rate by the particulate biogenic silica concentration allows us to estimate biogenic silica production. Bars are calculated the same way as for **a**. Notice the sharp peak occurring in July, just prior to the SEP. For both plots, the peak value occurs between May and August approximately 80 percent of the time

We compute the nutrient-limited growth rates of both model DDAs and unicellular diazotrophs to explore how seasonal shifts in nutrient concentration change their relative fitness. Traits are defined above (see Table [1](#Tab1){ref-type="table"}). In Fig. [6a](#Fig6){ref-type="fig"} we show the seasonal trajectory of the average seasonal environment at Station ALOHA in phosphate-iron space. There is a hysteresis with low phosphate and iron concentrations in February and high phosphate and iron in May and June. Unicellular diazotrophs grow faster than DDAs when the limiting nutrient is low in concentration. DDA analogs have higher realized growth rates in high iron and phosphate conditions, but if either or both of these resources reaches low threshold levels then the smaller size and higher nutrient affinities of the unicellular diazotrophs gives them the growth rate advantage. We have quantified the relative realized growth rates and indicate the regimes under which DDA or unicellular diazotroph analogs have highest growth rate in Fig. [6a](#Fig6){ref-type="fig"}. The black line separates the region where unicellular diazotrophs have a higher growth rate (left and bottom) and where DDAs have a higher growth rate (top and right). The gray shading at the boundary reveals the sensitivity to the assumed size of the DDAs.Fig. 6DDA Seasonality: **a** This plot shows regions in nutrient space where either DDAs or Unicellular Diazotrophs should out-compete one another based on nutrient limited growth. Nitrate is .0025 μM but does not factor into the relative competition of modeled diazotrophs (κ = 0 for nitrogen). Black circles are monthly averages interpolated from the spline fits in Fig. [4](#Fig4){ref-type="fig"}. Phosphate errors are the standard error on the mean from the HOT data set (data can be found at http://hahana.soest.hawaii.edu/hot/hot-dogs/). Iron error bars are approximately the analytic errors for the measurement \[[@CR58]\]. The observed statistical errors are larger than the seasonal cycle because the system is very under-sampled (see Fig. [4](#Fig4){ref-type="fig"}). The thick black line is where growth rates of model DDAs (diameter of 40 μm) and unicellular diazotrophs are equal. The gray region shows the sensitivity to ±2 μm in diameter for the model DDA. DDAs have a higher growth rate in the upper right region and unicellular diazotrophs have a higher growth rate in the lower left region. **b** This plot shows the percentage of the time our model predicts DDAs grow faster than unicellular diazotrophs in a given month out of approximately 20 sample years. The color bar represents the fraction of the time DDAs have a higher growth rate than unicellular diazotrophs in the simple model. This uses all available data. Notice the competitive advantage in December which occurs approximately half the time for DDA sizes near 20 microns

Consistent with the resource limitation hypothesis, the model predicts that Unicellular Diazotrophs have a higher growth rate than DDAs when iron and phosphate concentrations are low, beginning in the fall. Stratification in the summer coincides with higher iron and phosphorus concentrations which make it ideal for DDAs to persist. The transition point where free nutrient concentrations select for smaller diazotrophs occurs between July and August, consistent with the timing of the seasonal export pulse at Station ALOHA \[[@CR15]\].

A seasonal cycle of DDAs in a Global ocean model {#Sec8}
------------------------------------------------

Our simple nutrient competition framework for interpreting the seasonal stimulation of DDAs lacks many other factors which may be significant for fitness, including the two-way interaction between organisms and nutrient fields. To place this simple model in a broader context, we implement the parameterization in a biogeochemical-ecosystem model, embedded in the MIT general circulation model (MITgcm) \[[@CR48]\]. The ocean model is based on the ECCO configuration of the MITgcm \[[@CR79]--[@CR81]\] at one-degree horizontal resolution. It resolves both the organic and inorganic forms of carbon, phosphorus, nitrogen, and iron. Silica and oxygen are also present. Nine phytoplankton types are resolved along with two grazers. These represent a range of functional groups including analogs of diatoms, coccolithophores, *Prochlorococcus*, *Trichodesmium*, and unicellular diazotrophs \[[@CR48]\]. The traits of each of the groups are imposed according to cell size and functional group membership as discussed briefly above and in detail by \[[@CR47], [@CR48]\]. Here, we resolve an additional DDA group, using the trait description developed and applied above. We extrapolate to a prediction of their biogeography at the basin and global scale. Here we illustrate the prediction for DDAs in the North Pacific, relevant for this particular study. DDA analogs bloom throughout large areas of the model's North Central Pacific in July, consistent with the timing of the observed blooms.

We show the predicted, North Pacific biogeography of DDAs in Fig. [7](#Fig7){ref-type="fig"}. Consistent with the observations and the idealized model, the simulations consistently predict DDAs to be more prevalent in the spring and summer, with a peak in biomass occurring during July. While diatoms dominate in the northern part of the Pacific, we find DDAs flourishing to the south of the region of major seasonal diatom blooms, where nitrogen limits diatom growth. In this nitrogen limited region, the model predicts a band of enhanced DDA concentration which extends eastward from Japan across the Pacific to the north of the Hawaiian Islands. This is broadly consistent with published observations of DDAs across the oligotrophic Pacific \[[@CR15], [@CR82]\], including notable abundances in the western region near Japan \[[@CR83]\]. The presence of these virtual DDA blooms in the ocean simulations is encouraging because the model resolves feedbacks between organisms and environment, explicit interactions with a population of grazers, as well as explicit transport by ocean circulation that were absent in the idealized model driven by imposed nutrient concentrations. In other words, the inferred mechanism of the simpler model is robust in a much more complex and realistic setting.Fig. 7DDA Competition in Global Model: Simulated DDA populations fluctuate in the NCP consistent with the observed export pulse. **a** Maps show simulated DDA biomass in the surface ocean during the summer. The thick black boundary shows regions where surface iron and phosphate concentrations are consistent with those found at Station ALOHA. The simulated range of DDAs includes regions of known blooms in the western North Pacific but, in this model configuration, does not extend as far east as observations near the Hawaiian Islands reveal in nature. This reflects uncertainties and deficiencies in the underlying simulated iron cycle; an area of significant current research (Tagliebue et al. 2016). The dashed bounding box is used to calculate seasonality. The thick dashed region is where DDAs would be predicted if there was sufficient iron, in much closer agreement with observations. **b** The average concentration in the dashed bounding box over time shows a distinct bloom in July

Significantly, the simulated DDA blooms occur in model regions where the concentrations of iron and phosphate are consistent with those measured at Station ALOHA (see Fig. [7](#Fig7){ref-type="fig"}). However, the simulation does not extend the bloom further to the southeast because the simulated iron concentration is significantly lower than is observed, decreasing the viable range for DDAs in the model relative to observed occurrences. More accurately modeling the iron cycle would potentially rectify this issue. This is an area of active research \[[@CR84]\] and our simulation points to the need for a better understanding and modeling of both iron sources and processing. We illustrate the sensitivity of the simulated range of DDAs to the iron concentration with the thick dashed line in Fig. [7](#Fig7){ref-type="fig"}, which shows the predicted extent of the DDA bloom area if iron limitation is relieved. This wider range is more plausible, and predicts local DDA enhancement at Station ALOHA.

The ocean simulations provide confidence that some of the key simplifications of the idealized model do not critically affect the qualitative dynamics. They also provide predictions of biogeography which highlight some critical issues with the ecological and biogeochemical models which could be improved through a concerted effort to improve parameterizations of key processes and an extended and systematic observed biogeography.

Discussion {#Sec9}
==========

We present the hypothesis, and models to support it, that seasonal fluctuations of the nutrient environment in the NPSG are sufficient to drive the observed seasonality in the population of DDAs. We took an ecological model governed by allometric and taxonomic patterns in the traits of phytoplankton types and extended it to resolve DDAs by combining key traits of diatoms and diazotrophs. When this model is driven by observed environmental conditions from Station ALOHA, the DDA-analogs follow the broad seasonal cycle observed in the NPSG \[[@CR15]\]. This seasonality also emerged in more complex ocean simulations which also resolve ecosystem-nutrient feedbacks, increased phytoplankton diversity, explicit grazing and dispersal. This supports the hypothesis that DDA seasonal dynamics are driven by light and nutrients rather than fluctuations in predator distribution or consumption rates.

However, there are numerous simplifying assumptions made in our model which we discuss in the following sections. In particular, while the model provides a framework for understanding the seasonal increase and decrease in DDA abundance, it has no mechanism to generate the sharp timing of the SEP. This can be seen in Fig. [7](#Fig7){ref-type="fig"} where, rather than a rapid loss, the virtual DDA population declines over several months. We also discuss the role of inter-annual variability and speculate on both buoyancy regulation and aggregation as mechanisms connecting competition changes to the SEP. Finally, we provide predictions of the model which can be compared with in-situ observations and experimental results.

What is the effect of inter-annual variability? {#Sec10}
-----------------------------------------------

It is important to remember the complexity which was averaged over in order to make our predictions. DDAs live in a turbulent, Lagrangian world and see a fluctuating environment where the variance can be large, even if the average is steady. For example, phosphorus values taken from the NPSG region north of Hawaii during the COOK-BOOK cruise in April 2003, (\<30 degrees N, \<50 meters), have no trend with latitude and range from 10--140 nM in concentration (9 samples, average 80 ± 3 nM) \[[@CR85]\]. This is consistent with the data from the rest of the HOT dataset for April from 1989--2015 (77 samples, average 67 ± 3 nM). 30 nM is of similar magnitude as the climatological seasonal fluctuation which we are suggesting drives the process. A greater understanding of the local spatial/temporal variability at Station ALOHA, and an increasing temporal record of dissolved iron concentrations would allow us to further test this mechanism with year to year variability in phosphorus, iron, and the magnitude of the SEP.

Despite these caveats, we have explicitly shown the potential effects of inter-annual variability in Figs. [5](#Fig5){ref-type="fig"} and [6b](#Fig6){ref-type="fig"}. The whiskers in Fig. [5](#Fig5){ref-type="fig"} are the interquartile range and show the large inter-annual variability. However, the peak growth rate still occurs between May and August 80 percent of the time. The peak in estimated biogenic silica occurs between June and August 80 percent of the time. Thus, the seasonal fluctuation in growth appears quite robust. The seasonal competitive transitions are more sensitive, as can be seen in Fig. [6b](#Fig6){ref-type="fig"}. In addition to the summertime advantage, taking into account the inter-annual variability suggests that DDAs might also have a competitive window half the time during December. We hope that a better understanding of the spatial and high frequency temporal variation will let us use models like this to understand the strength, and rare absence of the SEP.

Are complicating organisms and interactions important? {#Sec11}
------------------------------------------------------

The mechanism and model invoked to explain the summertime increases in DDAs ignore many processes and interactions which are relevant in this system. This is one reason why we do not attempt to predict the magnitude of the summertime DDA pulse. Although the nutrient mechanism presented here may very well induce DDAs, interactions with other organisms may control the bloom's final size. We invoke a simple form of interaction, competition with unicellular diazotrophs, to show how decreasing nutrient levels could lead to exclusion but we ignore the sometimes critical species, *Trichodesmium*.

One could rightly use the same general arguments presented here to argue that *Trichodesmium* should bloom during the summer, and this is indeed when it is maximally present \[[@CR12], [@CR14]\]. *Trichodesmium* was not resolved in the idealized model here because the key traits and parameters which define its ecology are still unclear to us. Unlike DDAs or unicellular diazotrophs, *Trichodesmium* exists in many colonial size ranges precluding a simple parameterization of its growth rate. *Trichodesmium* appears to have special defense mechanisms against predation \[[@CR86]\], although it is susceptible to viral lysis \[[@CR87]\]. It grows extremely slowly \[[@CR88]\], yet seems to persist because almost nothing eats it. It exists outside the normal growth vs. size continuum. Understanding the processes which dominate the inter-functional group competition between DDAs and *Trichodesmium* is an area for further research. However, slow growing, large, predator-free diazotrophs (our current best approximation of *Trichodesmium*) are resolved in the global model, and do not appear to inhibit the seasonality of model DDAs.

Why are DDAs so large? {#Sec12}
----------------------

By using the observed, large, size of DDAs we were able to predict an organism with growth characteristics consistent with observations yet we provide no mechanistic reasons for DDAs being so large. Under the size-rate paradigm used in this manuscript, we would expect that DDAs are as small as possible. One satisfactory argument is that the diatoms are large to match the growth rates of the symbiont, and diazotrophs are often characterized by relatively low growth rates in the laboratory (see Fig. [3b](#Fig3){ref-type="fig"}). The models we present suggest that both size and functional group determine growth rate. Symbiotic consortia must have the same growth rate on average or one of the partners will grow faster than the other, potentially eliminating the partnership. If growth and size are coupled, then the diatom may simply be large enough so that it grows slowly enough to accommodate its host. This works because diatoms typically have faster maximum growth rates than unicellular diazotrophs, but maximum growth rate decreases as cells get larger \[[@CR43]\]. Additionally, if buoyancy is relevant to the problem, buoyancy effects are greatly enhanced with size \[[@CR89]\].

Is there a role for buoyancy regulation or aggregation in the SEP? {#Sec13}
------------------------------------------------------------------

Evidence exists for the vertical migration of non-symbiotic versions of the *Rhizosolenia* diatom \[[@CR90]--[@CR92]\] in order to obtain fixed nitrogen and large nitrogen fixers may use a similar strategy to attain phosphorus \[[@CR12], [@CR14], [@CR30], [@CR38]\]. The average conditions at Station ALOHA when combined with our model suggest that DDAs are limited seasonally by different nutrients relative to unicellular diazotrophs. DDAs are limited by phosphorus in the fall-winter and iron in the spring-summer (Fig. [6](#Fig6){ref-type="fig"}). These nutrients have very different profiles and sources, with iron being most prevalent in the very surface and phosphorus most accessible below the photic zone. If buoyancy regulation is used to harvest nutrients, different strategies would be required depending on whether phosphorus or iron were limiting. During summertime DDAs would be expected to float close to the surface in pursuit of iron, and complete a vertical migration for phosphorus the rest of the year. The transition in life strategies would coincide with the SEP, yet a mechanistic connection between the two is unclear.

The active aggregation and sinking of DDAs timed to the solar cycle, potentially as part of their reproductive phase, is consistent with our results \[[@CR15]\]. We suggest that the proposed solar trigger occurs near a time when DDAs lose their competitive advantage. This decrease in fitness causes a decrease in the total DDA population size in the global model. Initiating the sexual phase at this time would be beneficial, as sexual reproduction in diatoms leads to sinking and a decrease in the total population \[[@CR93]--[@CR95]\]. Thus, sexual reproduction allows for the maintenance of genetic diversity without additional mortality.

Testable predictions of the model {#Sec14}
---------------------------------

Our model suggests that the seasonal succession of unicellular diazotrophs and DDAs is driven by the fluctuating iron and phosphate concentrations which may be observable in both the composition and growth characteristics of large nitrogen fixers in the NPSG. This succession is driven by fluctuating nutrient concentrations and may be testable through systematic nutrient amendment experiments in the surface. We predict a seasonal shift between iron and phosphate limitation in the large size class at Station ALOHA. Additionally, buoyancy driven mechanisms should drive changes in the elemental stoichiometry of DDAs across the seasons. We predict that the average N:P ratio of the DDA size class should drop after the SEP if phosphorus collection becomes the dominant mechanism. If nitrogen fixation is augmented by nitrogen harvesting, the nitrogen isotopic composition of the large nitrogen fixing community would also change seasonally \[[@CR15]\].

Conclusion {#Sec15}
==========

Nitrogen fixation supports new production in the oligotrophic surface waters of the Pacific gyres which must be coupled with export \[[@CR96]\]. When coupled with the ecology of DDAs, this export is concentrated into a pulse, the SEP, which transports carbon into the abyssal ocean \[[@CR15]\]. We combined the extensive data for surface nutrients at Station ALOHA with a size-structured model for the plankton population including DDAs to suggest that DDAs should bloom in early summer, consistent with particulate silica measurements. We find that model DDAs are out-competed by small unicellular diazotrophs later in the summer, consistent with the timing of the SEP \[[@CR15]\], though not providing an explanation for its rapidity. Sexual reproduction, buoyancy regulation, and the solar cycle could all play a role in the sharp timing of the SEP \[[@CR15]\]. As we continue to find ways to measure and understand the flux of nutrients in the world's ocean we must continue to remember organisms like DDAs which are small in population, but have a disproportionate effect on nutrient flux and carbon storage in the deep sea.
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