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Unconditional Earnings 
Distribution: Findings from Kenya 
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ABSTRACT Past studies on gender wage inequality in Africa typically attribute the gender pay gap either to gender differences 
in characteristics or in the return to characteristics. The authors suggest, however, that this understanding of the two 
sources may be far too general and possibly overlook the underlying covariates that drive the gender wage gap. Moreover, past 
studies focus on the gender wage gap exclusively at the conditional mean. The authors go further to evaluate the partial 
contribution of each wage-determining covariate to the magnitude of the gender pay gap along the unconditional earnings 
distribution. The authors’ data are from Kenya, and their empirical technique mirrors re-centered influence function 
regressions. The authors’ results are novel and suggest that while gender differences in characteristics and the return to 
characteristics widen the gender pay gap at the lower end of the wage distributions, gender differences in characteristics 
widen the gender wage gap at the upper end of the wage distributions. Importantly, the authors find that the underlying 
covariates driving gender differences in characteristics and the return to characteristics are the industry, occupation, higher 
education and region covariates. In the middle of the distributions, however, the authors find that gender differences in the 
return to characteristics, fueled by education and experience covariates, exert the strongest influence on the magnitude of the 





While the literature on gender wage differentials in advanced economies of the West is large 
and well developed, the literature on gender wage differentials in the developing economies of 
Asia, Latin America, and Africa is relatively modest, though burgeoning. Weichselbaumer & 
Winter-Ebmer (2005) provide evidence that the largest share of the literature on gender wage 
differentials in developing countries examines Asia (e.g. Ashraf & Ashraf, 1993; Horton, 1996). 
Latin America has the second largest share (e.g. Psacharoupoulos & Tzannatos, 1991; 
Montenegro, 2001). Africa has the smallest share (e.g. Appleton et al., 1999; Siphambe & 
Bakwena-Thokweng, 2001; Hinks, 2002; Temesgen, 2006; Nordman & Roubaud, 2009; 
Nordman & Wolff-Francois, 2009). Furthermore, studies of Africa account for only 3% of all 
global studies on gender wage differences since the 1990s. 
In estimating gender wage differences, previous studies typically employ the canonical Oaxaca 
(1973)/Blinder (1973) technique, or variants of the technique, to decompose the gender pay gap 
into two portions: one due to gender differences in measured or observed productivity-enhancing 
attributes, such as education and experience, and another due to gender differences in the 
treatment of otherwise equally qualified male and female workers, i.e. gender differences in 
unmeasured or unobserved characteristics. The latter is commonly referred to as discrimination, 
where discrimination is measured as gender differences in the return to attributes. 
Studies from Africa, and Kenya in particular, concur that males earn higher wages than 
females; however, findings from Kenya are divided over the relative impact of gender 
differences in measured and unmeasured attributes on the magnitude of the gender pay gap (e.g. 
Agesa, 1999; Mariara-Kabubo, 2003). Findings from Kenya are hence inconclusive on the 
specific sources driving the gender pay gap. Moreover, studies from Africa (including 
Kenya) focus almost exclusively on the gender pay gap at the conditional mean, rather than along 
the wage distribution. Only recently have Ntuli (2009) and Agesa et al. (2009) separately 
examined the gender wage gap along the entire wage distribution.1 
Without downplaying the significance of the above studies, this paper contends that the issues 
surrounding gender wage inequality in Kenya deserve further inquiry. We add two seemingly 
obvious yet surprisingly overlooked layers of research to this literature. First, we suggest that 
previous studies, by explaining the gender pay gap in terms of either gender differences in 
attributes or the return to attributes, identified general rather than specific sources of the gap. 
Here, we argue that traditional wage-determining covariates impact on the magnitude of the 
gender pay gap differently at different quantiles. In other words, the partial contribution of 
each individual wage-determining covariate to the magnitude of the gender pay gap may vary 
along the earnings distribution. Past studies, however, overlook the effect of each wage-
determining covariate on the magnitude of the gender pay gap and hence may be silent on the 
underlying covariates (forces) enlarging the gender pay gap at different quantiles. We fill this 
void in the literature by considering the partial effect of wage-determining covariates on the 
magnitude of the gender pay gap at each quantile and thus identify explicit rather than implicit 
sources fueling the gender wage gap. 
Second, past studies from Kenya use ordinary least squares (OLS) to estimate the gender 
pay gap either at the conditional mean (e.g. Agesa, 1999; Mariara-Kabubo, 2003), or along the 
entire wage distribution using reweighting methods (e.g. Agesa et al., 2009). Ntuli (2009) 
extends the latter by using conditional quantile wage regressions (Autor et al., 2005; Machado & 
Mata, 2005; Melly, 2005), generated from workers with specific characteristics to examine 
the gender pay gap along the entire wage distribution in South Africa. Our study takes this 
literature further; specifically, we exploit re-centered influence function (RIF) regressions to 
consider the gender pay gap along the entire unconditional wage distribution, generated from 
workers with different characteristics (Firpo, Fortin, and Lemieux, 2009a, 2009b, hereafter 
FFL, 2009). This approach has two advantages: first, the procedure allows us to evaluate the 
marginal impact of covariates on targeted unconditional quantiles. Second, stemming from 
this, since RIF wage distributions are generated from workers with different characteristics, 
our estimates may have more practical policy applications. 
The RIF empirical approach entails decomposing the gender pay gap in Kenya into two 
components: one due to gender differences in productivity-enhancing attributes (i.e. 
composition effects) and another due to gender differences in the return to attributes (i.e. wage 
structure effects). We then account for the partial contribution of each covariate on wage 
structure and composition effects and identify covariates with the most impact on the magnitude 
of the gender pay gap along the unconditional distribution. Also, since our data may be vulnerable 
to issues of omitted variable bias, tied to unmeasured aspects of finding work for male workers, 
we correct for potential endogeneity in the data. 
Such an analysis is justified because traditional societies typically regard women as 
subservient and dependent on their husbands (Wanjala & Were, 2009). For this reason, women 
are likely to be associated with the “domestic” sphere and men with the “marketplace.” It is 
hence conceivable that women might be sorted into industries and occupations with a 
domestic orientation and men into industries and occupations with a market orientation.2 
Consequently, wage-determining covariates may impact gender earnings differently, with some 
covariates exerting a relatively stronger influence on the gender pay gap than others. For 
example, human capital covariates such as primary schooling, secondary schooling, or 
university education may impact the gender wage gap differently at different quantiles. 
Likewise, factors such as occupation (e.g. professional and administration) and industry (e.g. 
agriculture and transportation) may impact the gender pay gap differently at different quantiles. 
We explore the empirical validity of this hypothesis. 
Our results are novel and may uncover the fundamental forces driving the gender pay gap 
along the unconditional wage distribution. We find that gender differences in both 
characteristics and the return to characteristics widen the gender pay gap at the lower end, while 
gender differences in characteristics widen the gap at the upper end of the earnings distribution. 
Importantly, we find that the underlying covariates fueling gender differences in characteristics 
and the return to characteristics are industry (e.g. community and social services, wholesale and 
retail trade, and transportation), occupation (e.g. administration, professionals, farm, fisheries 
and wildlife, and services), higher education (e.g. university and postgraduate education), and 
regional covariates (e.g. Nyanza, Coast, and Western). In the middle of the distributions, 
however, we find that gender differences in the return to characteristics driven by higher 
education and experience covariates exert the strongest influence on the magnitude of the 
gender pay gap. 
The rest of the paper is organized as follows. Section 2 discusses the data and descriptive 
statistics. Section 3 provides a theoretical background and methodology. Section 4 presents 





2.1 Data Sources 
 
Our data are drawn from the 2004 – 2005 Kenya Integrated Household Budget Survey 
(KIHBS), a nationally representative cross section data-set collected by the Kenya National 
Bureau of Statistics. The KIHBS was designed to provide regular updates on key economic 
indicators such as wages, poverty, unemployment, and consumption in an integrated way. 
The KIHBS has three relevant survey instruments: the household questionnaire, community 
questionnaire, and the market price questionnaire.  The household survey instrument consists of 
several modules such as household information, education, health, energy, labor, housing, 
water, and sanitation. Using the household survey instrument, we create a subsample of 7521 
urban and rural workers aged between 15 and 65. This subsample consists of 4834 male and 
2687 female workers with reported wages, including the self-employed. 
 
 
2.2 Choice of Covariates 
 
The covariates consist of two continuous variables, experience and square of experience, and 
four categorical variables, education, region, industry, and occupation. The covariates reflect the 
standard human capital theory of wage determination formulated by Mincer (1974). The 
dependent variable is the log of hourly wages. 
 
 
2.3 Descriptive Statistics  
 
The complete list of all covariates, including their average values, is reported in Table 1.  
Interestingly, from Table 1, we find that average values for most covariates accentuate gender 
differences in observed characteristics as far as placement in various categories is concerned.3 
For example, while the averages for the education dummy variables suggest no significant 
differences in the proportion of male and female workers with a general education4 (i.e. 
primary, secondary, and undergraduate university education), the averages for the higher 
education variables, i.e. 4 years of university education plus postgraduate education, suggest 
that there are significant differences in the proportions for male and female workers. The 
former reflects recent gains in general education for women, the latter implies barriers to higher 
education for women. 
The averages for the regional dummy variables suggest a more-or-less balanced proportion of 
male and female workers across all regions. The exception is Nairobi and Central provinces 
where there are disproportionately more female workers. The averages for the industry dummy 
variables suggest a somewhat uneven representation of male and female workers across various 
industries. For instance, the averages for community and social services, wholesale and retail 
trade, restaurants, and hotels (which require relatively fewer skills) indicate a disproportionately 
larger share of female workers in these industries. By contrast, the averages in industries such 
as manual and transportation (which require somewhat more specialized skills) show that 
the proportion of male workers is substantially higher. 
The averages for the occupation dummy variables also suggest a fairly unbalanced 
representation of male and female workers across various occupations. For example, the most 
conspicuous imbalance is in administration and professional occupations, which in general 
require relatively more skills and have disproportionately more male workers. 
Overall, the averages for the industry and occupation dummy variables reported in Table 1 
shed light on an important link between the possession of skills, gender, and labor allocation in 
Kenya. Industries and occupations, which require relatively more skills and hence are likely to 
pay higher wages, have a greater proportion of male workers; industries and occupations, which 
require relatively fewer skills and hence are likely to pay lower wages, have a greater proportion 
of female workers. It should be noted, however, that what we observe here is merely a correlation 
and does not necessarily imply causation. 
 
 
Table 1.  Average values of explanatory variables 
_____________________________________________________________________________________ 
 
Male                                         Female 
_____________________________________________________________________________________ 
    Variable 
Experience                                                           22                                           20 
Square of experience                                           484                                         400 
Education categories 
Standard 1 0.004 0.007 
Standard 2 0.014 0.017 
Standard 3 0.026 0.027 
Standard 4 0.048 0.043 
Standard 5 0.039 0.043 
Standard 6 0.056 0.059 
Standard 7 0.131 0.122 
Standard 8 0.197 0.189 
Form 1 0.015 0.022 
Form 2 0.046 0.044 
Form 3 0.019 0.015 
Form 4 0.308 0.338 
Form 5 0.001 0.001 
Form 6 0.029 0.019 
One year university 0.002 0.001 
Two years university 0.003 0.003 
Three years university 0.008 0.006 
Four years university 0.027 0.017 
Postgraduate 0.015 0.009 
Other 0.011 0.014 
None 0.001 0.004 
Regional categories 
 
Nairobi 0.085 0.103 
Central 0.118 0.149 
Coast 0.123 0.112 
North-eastern 0.018 0.010 
Nyanza 0.164 0.183 
Rift valley 0.240 0.211 
Western 0.089 0.074 
Eastern 0.163 0.158 
Industry categories 
 
Community 0.298 0.422 
Agriculture 0.259 0.249 
Manual 0.152 0.028 
Wholesale 0.159 0.256 
Transportation 0.103 0.020 
Finance 0.029 0.025 
Occupation categories 
Administration 0.037 0.022 
Professionals 0.075 0.069 
Technicians 0.104 0.108 
Clerical 0.027 0.056 
Service 0.089 0.147 
Farm, fisheries and wildlife 0.147 0.171 
Craftsmen 0.082 0.067 
Elementary occupations 0.356 0.352 
Machine operators 0.083 0.008 




Table 2. Gender mean and median wages and the gender wage gap at all quantiles 













Table 2 reports the mean, the median, and the gender pay gap for male and female workers 
along the wage distribution. Columns 1 and 2 report the mean and median wages for male 
workers. Columns 3 and 4 report the mean and median wages for female workers. Column 5 
reports the gender pay gap. From column 5 in Table 2, we find that the gender pay gap is largest 
Quantile Mean Median  Mean Median Wage gap, pay gap 
10th 7.365 7.32  6.925 6.96 0.440 
20th 7.813 7.77  7.316 7.28 0.497 
30th 8.081 8.00  7.614 7.49 0.467 
40th 8.263 8.19  7.817 7.66 0.446 
50th 8.433 8.37  8.024 7.84 0.409 
60th 8.595 8.52  8.218 8.02 0.377 
70th 8.768 8.71  8.411 8.24 0.357 
80th 9.009 8.92  8.607 8.44 0.402 
90th 9.339 9.21  8.914 8.77 0.425 
 
at the lower end of the earnings distributions, between the 20th and 30th quantiles. The gap then 
narrows in the middle of the distributions, between the 40th and 70th quantiles, and then widens 
dramatically at the upper end of the distributions, between the 80th and 90th quantiles. These are 
important findings and may have two implications: first, at the top of the wage distributions, 
there may be a “glass ceiling” for female workers; at the bottom of the wage distributions, there 
may be a “sticky floor” for female workers. The glass ceiling and sticky floor refer to the 
phenomenon of female workers with the same attributes as men receiving lower wages. 
Moreover, our finding of a relatively larger gender pay gap at the lower end of the earnings 
distribution suggests that the sticky floor phenomenon has a stronger effect than the glass ceiling. 
Our finding of a stronger sticky floor effect is also consistent with a similar finding in the 
literature (Agesa et al., 2009); however, we extend the Agesa et al. (2009) study by examining 
the fundamental forces (covariates) driving the gender pay gap at the upper, middle, and lower 
ends of the distributions. 
 
3. Estimation Methods 
 
Our empirical approach is analogous to RIF quantile regression methods formalized by FFL 
(2009). RIF regressions have two important properties: first, RIF regressions are semi-parametric 
and make no prior assumptions about the functional form of the wage distributions. Second, RIF 
regression estimates are generated from unconditional wage distributions and hence may have an 
advantage over OLS. The following example illustrates why. Suppose a policy maker wants to 
compute the impact of a 1-year increase in education on earnings for a subgroup of workers with 
different characteristics (unconditional effects). This contrasts with the impact of the extra year 
of schooling on earnings for workers with a specific set of covariates (conditional effects). 
Regarding the mean, the unconditional properties of wages W for the subgroup of workers with 
different characteristics can be computed by simply averaging over the covariates X. The 
averaging over X is possible because OLS models rely on the classical linear assumption of the 
expectations operator, i.e. E(W|X) = Xβ, which leads to E(W) = E(X)β.  
The linearity assumption, however, cannot be generalized to nonlinear operators such as 
quantiles (the distributional statistic of interest in this paper). Therefore, conditional quantile 
regression models using the Autor et al. (2005), Machado & Mata (2005), Melly (2005) 
approach may not answer questions regarding unconditional properties of wages W.  RIF 
regressions, by contrast, yield estimates generated from unconditional distributions and hence 
would have more practical interest to economists and policy makers. 
 
 
3.1 RIF Regressions: Theoretical Background 
 
At the core of RIF regressions is the ability to generate the average effects of all explanatory 
variables at a particular earnings quantile with the original dependent variable (log of monthly 
earnings) replaced by the RIF. In particular, the RIF for a quantile qt has the following 
specification: 
 
RIF(W; 𝑞𝑞𝜏𝜏)  = 𝑞𝑞𝜏𝜏 + 𝜏𝜏−I(W ≤ 𝑞𝑞𝜏𝜏𝑓𝑓𝑤𝑤(𝑞𝑞𝑤𝑤𝜏𝜏) ,       (1) 
 
where 𝑓𝑓𝑤𝑤 is the marginal density function of earnings W and I(·) is an indicator function. FFL 
(2009) show that if the RIF regression E[RIF(W; 𝑞𝑞𝜏𝜏)|X] is well modeled by the familiar linear 
regression model E[RIF(W; 𝑞𝑞𝜏𝜏)|X] = β, then the estimated coefficients represent the mean 
marginal effects of explanatory variables on the earnings quantiles. 
However, since the true RIF(W; 𝑞𝑞𝜏𝜏) is unobservable, we use its sample analogy RÎF (W;𝑞𝑞�𝜏𝜏) by 
replacing the unknown quantities by the corresponding estimators as follows:  
 
        𝑅𝑅𝑅𝑅𝑅𝑅� (W;𝑞𝑞�𝜏𝜏) = 𝑞𝑞�𝜏𝜏 + 𝜏𝜏−𝐼𝐼(𝑊𝑊≤ 𝑞𝑞�𝜏𝜏)))?̂?𝑓𝑤𝑤(𝑞𝑞�𝜏𝜏))               (2)    
where q^ 𝜏𝜏 is the 𝜏𝜏th sample quantile and  𝑓𝑓𝑤𝑤 is the kernel density estimator. FFL (2009) show that 
after averaging out, the coefficient estimates ?̂?𝛽 generated from RIF regressions provide the 
average effect of the explanatory variables on earnings. 
 
 
Central to the RIF unconditional quantile method is an influence function. The influence 
function is a widely used tool in robust statistics. The RIF function represents the influence of an 
individual observation on a distributional statistic of interest such as a quantile. The RIF is a 
linear approximation (the leading terms of the von Mises expansion) to the nonlinear function of 
distributional statistics, such as a quantile, and it essentially captures the change of the 
distributional statistic, such as a quantile, in response to a change in the underlying distribution.5 
The RIF regression is a function E[RIF(Y; v)\X = x]. By taking iterated expectations, the 
derived marginal effects of the covariates on the statistic of interest are obtained by averaging the 
RIF function with respect to changes in the distribution of the covariates. Here, like OLS 
regressions, RIF regressions typically assume a linear specification E[RIF(Y;𝑞𝑞�𝜏𝜏|X] = Xβ, where 
the coefficient β represents the marginal effect of X on the distributional statistic, the quantile qt. 
Also, FFL (2009) provide proof of the unconditional property of RIF regressions. As such, one 
can compare RIF regressions to OLS regressions, and while RIF regressions have the same nice 
unconditional properties as OLS, RIF regressions are more general as they apply to any 
distributional statistic such as the quantile and not just the mean. Moreover, a simple proof 
shows that RIF regressions associated with the mean statistic are identical to OLS regressions 
(FFL, 2009). 
 
3.2 RIF Regressions: Empirical Estimation 
 
The empirical estimation has two steps. The first is a reweighting procedure where we estimate 
three weighting functions v defined as follows:  
 
    𝑤𝑤�m M = 1𝑝𝑝�,       (3) 
 
    𝑤𝑤� f F = 1(1− 𝑝𝑝�),       (4) 
 
And    𝑤𝑤� c C = 1𝑝𝑝�,*  𝑝𝑝�(𝑥𝑥)1− 𝑝𝑝�(𝑥𝑥),      (5) 
 
      
where 𝑤𝑤�m M is the weight for the distribution of male workers, 𝑤𝑤� f F is the weight for the 
distribution of female workers, and 𝜔𝜔�c C is the female counterfactual weighting function that 
would prevail if female workers have the same distribution of observed and unobserved 
characteristics as males. The variable x is the distribution of covariates and ?̂?𝑝 is the probability 
that an individual i is male. The coefficient  ?̂?𝑝(𝑥𝑥) = 𝑝𝑝𝒓𝒓(𝑚𝑚|x)  is the propensity score, i.e. the 
conditional probability that individual i is male, given a set of observed covariates x. The 
propensity score has added significance because, as with most cross section work, our data may 
be vulnerable to endogeneity, i.e. omitted variable bias correlated with unmeasured aspects of 
finding work for male workers. The propensity score adjusts for the potential endogeneity. We 
estimate the propensity score using probit analysis. The results from the probit model are 
reported in Table 3. 
The independent variables used in the probit model are age; marital status (married), not 
married is the base group; education (i.e. 4 years of university education and postgraduate 
education), workers without schooling and with 1, 2, and 3 years of university education. 
 
Table 3.  Probit estimates of the probability of being male in the labor market 
 
Variable Estimated coefficient 
Age 0.016 (6.67) 
Married 0.381 (4.95) 
Four years of university education 0.239 (3.01) 
Postgraduate university education 0.174 (2.11) 
Manufacturing 0.143 (7.33) 
Construction 0.112 (12.89) 
Transportation 0.239 (10.96) 
Machine operators 0.188 (8.44) 
Note:  T-statistics are in parentheses.  
  
and postgraduate education constitute the base group; occupation (machine operators, 
construction, and manufacturing), the rest of occupation categories constitute the base group; 
and an industry covariate (transportation), the rest of the industry categories constitute the 
base group. The covariates selected in the probit model have disproportionally more male 
workers, consistent with the information gathered from Table 1. The findings from Table 3 
suggest that all covariates in the probit model (i.e. age, marital status, industry, occupation, and 
human capital) are significant at the 1% level. 
A word of caution is necessary on the estimation of the propensity score. We recognize that in 
the probit model, the independent variables are a subset of x, and identification of the 
participation terms would have been more satisfactorily resolved if one had variables that shifted 
the probability of male employment without affecting wages—this indeed is a perennial problem 
in the literature. The very limited nature of the data, however, precluded such attempts by the 
authors. And while the equations are technically identified, the dearth of instruments may 
suggest fragile estimates. Despite this possibility, our choice of instruments represents the 
probability of being male in the Kenyan labor market. 
In the second step, we estimate RIF unconditional quantile wage regressions for male, female, 
and counterfactual female earnings specified as follows: 
 
    𝑅𝑅𝑅𝑅𝐹𝐹� (𝜔𝜔𝑘𝑘; 𝑞𝑞�𝜏𝜏) = 𝑋𝑋𝑘𝑘𝛽𝛽𝑘𝑘� ,      (6) 
 
where k = m, f, c and 𝑅𝑅𝑅𝑅𝐹𝐹� (𝜔𝜔𝑘𝑘; 𝑞𝑞�𝜏𝜏) is the RIF estimate at the 𝜏𝜏th quantile 𝑞𝑞�   the coefficient ?̂?𝛽 is 
R 
the estimate of the unconditional quantile partial effect. Using the unconditional quantile 
regression estimates from Equation (6), if v(W) is a quantile of the earnings distribution W (in 
logs), we can obtain the male –female pay gap [v(W)m - v(W)f] at selected quantiles and 
decompose the pay gap into portions attributable to differences in characteristics (composition 
effects) and the return to characteristics (wage structure effects). 
The decomposition is generalized as follows: 
 
   [v(W)𝑚𝑚 - v(W)𝑓𝑓] = [v(W)𝑚𝑚 - v(W)𝑐𝑐] + [v(W)𝑐𝑐 - v(W)𝑓𝑓],   (7) 
 
where the first component on the right-hand side [v(W)m - v(W)c] represents the composition 
effects, i.e. the gender earnings difference due to differences in labor market characteristics. The 
second term on the right-hand side [v(W)c - v(W)𝑓𝑓] represents the wage structure effect, i.e. the 
gender earnings differences due to differences of men and women in the return to labor market 
characteristics. 
Equation (7) can specifically be expressed as follows: 
 
 𝑞𝑞�𝜏𝜏(W𝑚𝑚) - 𝑞𝑞�𝜏𝜏(W𝑓𝑓) = {𝑋𝑋�𝑓𝑓(𝛽𝛽𝑐𝑐� −  ?̂?𝛽𝑓𝑓) + 𝑅𝑅� 𝑆𝑆𝜏𝜏} ={𝑋𝑋�𝑚𝑚?̂?𝛽𝑚𝑚 - (𝑋𝑋�𝑓𝑓 ?̂?𝛽𝑐𝑐) + 𝑅𝑅�𝑐𝑐𝜏𝜏}  (8) 
 
where 𝑞𝑞�𝜏𝜏(W𝑚𝑚) - 𝑞𝑞�𝜏𝜏(W𝑓𝑓) represents the raw gender earnings difference at the 𝜏𝜏th quantile. 𝑋𝑋�𝑓𝑓  and 
𝑋𝑋�𝑚𝑚 represent the vector of covariate averages for female and male workers, respectively. The 
coefficient ?̂?𝛽𝑐𝑐 is the estimate from the counterfactual distribution, which assumes the female 
distribution that would prevail if female workers had the same distribution of observed and 
unobserved characteristics as males. The gap (𝛽𝛽𝑐𝑐� −  ?̂?𝛽𝑓𝑓) measures male and female differences in 
the return to labor market characteristics, and the magnitude 𝑋𝑋�𝑓𝑓(𝛽𝛽𝑐𝑐� −  ?̂?𝛽𝑓𝑓) represents the wage 
structure effect, i.e. the gender earnings difference at the 𝜏𝜏th quantile attributable to different 
returns in labor market characteristics for male and female workers. 
The difference (𝑋𝑋�𝑚𝑚?̂?𝛽𝑚𝑚 - (𝑋𝑋�𝑓𝑓 ?̂?𝛽𝑐𝑐) represents the composition effect, i.e. the gender earnings 
differential at the 𝜏𝜏th quantile attributable to gender differences in labor market characteristics. 
The magnitudes ˼̂ 𝑆𝑆
𝜏𝜏
 and ˼̂ 𝑐𝑐𝜏𝜏are estimates of approximation errors corresponding to the wage 
structure and composition effects, respectively. These approximation errors result from the linear 
specification assumed by RIF regression functions. Consistent with FFL (2009), the 
approximation errors are specified as follows: 
 
   𝑅𝑅�
𝑆𝑆
𝜏𝜏




   𝑅𝑅�
𝑐𝑐
𝜏𝜏
 = [(𝑞𝑞�)(W𝑚𝑚) – 𝑞𝑞�(W𝑐𝑐)] – [𝑋𝑋�𝑚𝑚(?̂?𝛽𝑚𝑚 – 𝑋𝑋�𝑓𝑓(?̂?𝛽𝑐𝑐]. 
 
Moreover, in all the regression specifications, we multiply the relevant reweighting functions 
with the KIHBS sample weights and normalize each of the three weights to sum to 1, consistent 





Visual representations of male and female wage distributions are reported in Figure 1. The wage 
distributions are generated using the Epanechnikov kernel density with a bandwidth of 0.0480. 
From Figure 1, both the male and female kernel wage densities are more-or-less bell shaped, 
with the male density showing a decisive rightward translation throughout the entire distribution. 
The rightward translation implies a relatively higher wage for male workers along the earnings 
distribution. The gap between the two densities represents the gender pay difference. 
Unsurprisingly, the visual evidence presented in Figure 1 is consistent with the findings from 
Table 2, which also suggests that the gender pay gap is not even (constant) along the entire wage 
distribution. 
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                                     Figure 1.  Male and female kernel wage densities. 
 
 
4.1 Separate RIF Unconditional Quantile Wage Regressions for Male and Female 
Workers 
 
The estimated coefficients from the RIF quantile wage regressions, together with the estimated 
(robust) standard errors (SE) for male and female workers, are reported in Tables 4 and 5, 
respectively. In general, most of the findings are unsurprising and are consistent with a priori 
expectations. For example, the estimated coefficient 0.035 for the human capital variable 
standard 1 in the 10th quantile of Table 4 suggests that male workers with standard 1 level of 
education earn about 4% more than male workers without formal education in the base group. 
This percentage is computed by taking the exponential of the coefficient 0.035 subtracting 1 and 
multiplying by 100 to express it as a percentage. Likewise, percentages for all other estimated 
coefficients in Tables 4 and 5 would be computed and interpreted in the same way. Additionally, 
the findings from Tables 4 and 5 mirror human capital theory of wage determination as 
formalized by Mincer (1974). The Mincerian theory contends that higher skilled groups typically 
earn relatively higher wages. Our findings support this theory. In particular, we find that the 
returns to different categories of human capital skills are relatively higher for more skilled 
workers of either gender. Tables 4 and 5 also suggest that the returns to other wage-determining 
covariates (i.e. regional, industry, and occupation) show no consistent pattern for separate male 
and female earnings.  






















However, Tables 4 and 5 reveal a notable difference in the return to human capital skills 
between male and female workers. Specifically, we find that the returns to all categories of 
human capital skills, i.e. primary schooling, secondary schooling, and university education, are 
generally higher for female workers reported in Table 5 than for male workers reported in Table 
4. These are puzzling results and warrant further discussion.  
A possible explanation for this may be differences in returns to human capital for skilled labor 
relative to unskilled labor in the base group for either gender. In particular, a comparison of 
Tables 4 and 5 suggests that, relative to male workers in Table 4, the returns to human capital are 
relatively higher for skilled female workers reported in Table 5 than for unskilled female workers 
in the base group. A likely explanation for this may be traditional attitudes, which in the past 
have steered women toward spending more time in household production than in wage 
employment (Wanjala & Were, 2009). Fewer women would hence join the labor force, and, with 
a smaller proportion of women in the labor force, it is conceivable that the returns to human 
capital would be higher for the few skilled female workers relative to the unskilled female 
workers in the base group.6 
However, while a discussion on the size of the coefficients on the wage-determining covariates 
(i.e. age, education, industry, occupation, and region) and their relative impact on separate wages 
for male and female workers is important and warrants detailed discussion, such an analysis falls 
outside the scope of this paper. Moreover, the previous studies cited in Section 1 address these 
issues. 
Our principal focus in this paper is to explore the partial impact of covariates and identify the 
covariates with the strongest influence on the magnitude of the gender pay gap along the entire 
unconditional wage distribution. Here, we decompose the gender pay gap at each quantile into 
two components: composition and wage structure effects. Relative differences in the two effects 
and the impact of each covariate on composition and wage structure effects allow us to identify 
the impact of each covariate on the magnitude of the gender pay gap across the earnings 
distribution. 
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Figure 2. Composition effects. 
 
4.2  Female Counterfactual Wage Distributions 
 
Before we decompose the gender pay gaps into portions attributable to composition and wage 
structure effects, we first compute a female counterfactual wage that would prevail if female 




















workers possessed the same distribution of observed and unobserved characteristics as 
males at all quantiles. The female counterfactual wage is then used to compute the male– 
female wage gap. Kernel density wage estimates of the female counterfactual wage distribution 
alongside the kernel density wage estimate for male workers are reported in Figure 2. 
From Figure 2 we can see that the female counterfactual wage density is more or less “bell-
shaped” and has a relatively higher peak than the male wage density. The female 
counterfactual wage density also has relatively less of a rightward translation, except at the very 
bottom of the wage distributions. The gap between the two densities captures gender differences 
in observed characteristics or composition effects. 
By contrast, visual estimates of the kernel density wage estimate for female workers and the 
kernel density wage estimate for female counterfactual earnings are reported in Figure 3. 
From Figure 3, we can see that the female counterfactual wage density has a relatively 
rightward translation throughout much of the lower, middle, and upper half of the earnings 
distributions. The gap between the two densities reflects gender differences in the return to 
characteristics or wage structure effects. 
Care should be exercised in interpreting the counterfactual wage densities reported in Figures 
2 and 3, derived from the Machado & Mata (2005) approach and from which the FFL (2009) 
model is drawn. This is because the relative position of female workers in the wage 
distributions may have changed, compared with the original distribution, and the estimates may 
not accurately predict discriminatory occurrences for females (Del R ı´o et al., 2011). From a 
distribution point of view, therefore, it is conceivable that Figures 2 and 3 may not truly depict 
discriminatory experiences for female workers and should be interpreted with caution. 
Nonetheless, our use of the FFL (2009) approach provides a close approximation of gender wage 
discrimination in Kenya. 
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Figure 3.  Wage structure effects. 
 
 
4.3 Decomposing the Gender Wage Gap Into Composition and Wage Structure Effects 
 
The wage structure and composition effects associated with the X variable correspond to 𝑋𝑋�𝑓𝑓(?̂?𝛽𝑐𝑐 
– ?̂?𝛽𝑓𝑓) and 𝑋𝑋�𝑚𝑚(?̂?𝛽𝑚𝑚 – 𝑋𝑋�𝑓𝑓(?̂?𝛽𝑐𝑐), respectively, as specified in Equation (8). The coefficients ?̂?𝛽𝑚𝑚 and ?̂?𝛽𝑓𝑓  
at each quantile are unconditional quantile regression estimates for male and female workers 
reported in Tables 4 and 5, respectively. 
























The coefficient ?̂?𝛽𝑐𝑐 is derived from unconditional regression estimates based on the 
counterfactual earnings of female workers. That is, ?̂?𝛽𝑐𝑐 assumes that the returns to the 
distribution of earnings for female workers are as if they possessed the same distribution of 
measured and unmeasured characteristics as male workers. Since these earnings assume that 
male returns to labor market characteristics apply for women, then ?̂?𝛽𝑐𝑐 is comparable to ?̂?𝛽𝑚𝑚 and 
for this reason estimates of the coefficients for ?̂?𝛽𝑐𝑐  are not reported. 
With regard to the wage structure effects, if the return to an X variable is higher for males 
than for females, then ?̂?𝛽𝑐𝑐 > ?̂?𝛽𝑓𝑓 and the wage structure effect contributed by this variable 
would be positive, indicating potential discrimination (or bias) against women. On the other 
hand, if the return to an X variable is higher for women than for men, then ?̂?𝛽𝑓𝑓 > ?̂?𝛽𝑐𝑐 and the 
wage structure effect contributed by this variable would be negative. When the explanatory 
variable is a dummy variable, then the estimate would indicate that the contribution of the 
specific dummy variable is relative to the designated base group. With regard to the composition 
effect, (𝑋𝑋�𝑚𝑚(?̂?𝛽𝑚𝑚 – 𝑋𝑋�𝑓𝑓?̂?𝛽𝑐𝑐 ) since ?̂?𝛽𝑐𝑐 is comparable to ?̂?𝛽𝑚𝑚, the composition  effect  associated  with  an  
X  variable  captures  the  gender  earnings  gap attributed to the gender endowment differences 
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the wage structure and composition effects, respectively. 
Results of the decomposition of the gender wage gap that yield coefficients for the wage 
structure and composition effects, at all quantiles, are reported in Tables 6 and 7, respectively. 
Indeed, Tables 6 and 7 provide useful insights into the role each individual covariate plays in 
determining the magnitude of the gender pay gap along the entire unconditional earnings 
distribution; however, the information reported may be too detailed, dense, and overwhelming.  
We therefore simplify the analysis by examining the cumulative effect of all the explanatory 
variables within each of the categories: education, region, industry, and occupation. For example, 
for the industry control, we sum the total effects of the explanatory dummy variables, community 
and social services, agriculture, manual, wholesale, and transportation reported in Tables 6 and 7 
to find the cumulative effect of the industry control on wage structure and composition effects, 
respectively, at each quantile. Likewise, we carry out the same procedure for all explanatory 
dummy variables in the controls for education, region, and occupation. By doing so, we obtain 
the cumulative effects of each of the dummy variables within education, region, industry, and 
occupation on the wage structure and composition effects at all quantiles. 
For instance, the total composition effect for the industry category at the 10th quantile in Table 
7 is computed by totaling the impact of each covariate in the industry category, i.e. community 
and social services, agriculture, manual, wholesale and retail trade, and transportation (i.e. 
0.065–0.009–0.052–0.047 þ 0.016) at the 10th quantile to yield 20.027. This coefficient is 
reported in row 5 of column 1 in Table 8. 
Table 8 also reports coefficients from all the other categories. The columns in Table 8 thus add 
up to the corresponding individual covariates in each of the categories of education, region, 
industry, and occupation reported in Tables 6 and 7 and hence do not fundamentally alter our 
results. Our analysis from Table 8 begins by examining covariates with the strongest influence 
on the magnitude of the gender pay gap where the gap is largest, i.e. at the 20th and 30th 
quantiles, then at the 80th and 90th quantiles, and then in the middle of the distributions at the 




4.4 The Gender Pay Gap at the Lower End of the Wage Distributions 
 
From Table 8, we find that that composition effects, that is gender differences in characteristics, 
account for the largest share of the gender pay gap at the 20th quantile: the coefficient in row 2 
on the 20th quantile, i.e. 0.178, is relatively larger for composition effects than for wage structure 
effects (22.650). This begs the question, which covariates have the greatest influence on 
composition effects at the 20th quantile? 
From rows 5, 6, and 3 of Table 8, we find that the occupation, industry, and education 
categories exert the strongest influence, respectively, on the gender pay gap at the 20th quantile. 
We next identify the covariates within the occupation, industry, and education categories with 
the strongest influence on the gender pay gap. To do so, can we use either Table 6 (wage 
structure effects) or Table 7 (composition effects). But since composition effects drive the gender 
pay gap at the 20th quantile, we identify covariates within industry, occupation, and education 
categories that drive composition effects at the 20th quantile from Table 7. 
From Table 7, we find that the covariates within the industry category that have the greatest 
effect on the gender pay gap at the 20th quantile are community and social services, wholesale 
and retail trade, and transportation: these covariates have the largest coefficients relative to the 
other variables in this category, i.e. 0.040, 0.019, and 0.020, respectively.7 Occupation covariates 
with the largest effect on the gender pay gap are service, farm, fisheries and wildlife, 
administration, and professionals. Education covariates with the strongest influence on the 
gender pay gap are higher education covariates, 6 years of high school, 4 years of university, and 
postgraduate education. 
Interestingly, our findings at the 20th quantile match the econometric decomposition results 
reported in Table 8 and the descriptive statistics reported in Table 1. In particular, industries and 
occupations with disproportionately more females have greater gender wage inequality due to 
gender differences in characteristics. Here, female-dominated industries and occupations require 
fewer skills and pay lower wages. Moreover, it may be that even in female-dominated 
occupations (service, farm, fisheries and wildlife) and industries (community and social services 
and wholesale and retail trade), males possess relatively more skills and would command higher 
wages. In addition, there are relatively more males in transportation, an industry requiring more 
skills, adding to the explanation of the larger gender wage gap at the 20th quantile. 
At the 30th quantile, however, we find from Table 8 that gender differences in wage structure 
effects, i.e. gender differences in the returns to attributes, exert the strongest influence on the 
gender pay gap: from row 1, the coefficient -1.463 is larger for wage structure effects than for 
composition effects, -2.353 in row 2. We also find from rows 4 and 5 of Table 8 that the region 
and industry categories exert the strongest influence on the gender pay gap at the 30th quantile. 
To find the covariates within the region and occupation categories that have the strongest 
influence on the gender pay gap at the 30th quantile, we turn to Table 6. Here, we find the 
covariates within the region category are Coast, Nyanza, and Western provinces. The covariates 




4.5 The Gender Pay Gap at the Upper End of the Wage Distributions 
 
We next identify categories, and covariates within these categories, that drive the gender pay gap 
at the upper end of the earnings distribution, i.e. at the 80th and 90th quantiles. The results are 
noteworthy. In particular, from Table 8, we find that composition effects play the most important 
role in widening the gender pay gap at the 80th and 90th quantiles. We also find (from Table 7) 
that the industry category (with covariates community and social services, wholesale and retail 
trade, and transportation) and the occupation category (with covariates service, farm, fisheries 
and wildlife, administration, and professionals) exert the largest influence on the gender pay gap 
at the 80th and 90th quantiles. The education covariates with the most significant impact are 
higher education covariates, i.e. 4 years of university education and postgraduate education. 
 
 
4.6 The Gender Pay Gap in the Middle of the Wage Distributions 
 
In the middle of the distributions, i.e. between the 40th and the 70th quantiles, we find interesting 
results that differ from those at the lower and upper ends of the wage distributions. Specifically, 
we find that wage structure effects, i.e. gender differences in the return to attributes, account for 
the largest share of the gender pay gap. This finding provides evidence of wage discrimination 
against women in the middle of the wage distributions. Also, we find a consistent pattern: the 
same industry, occupation, and education covariates that exert the greatest impact on the gender 
pay gap at the lower and upper ends of the wage distributions exert the greatest impact on the 




The conventional literature on gender wage inequality in Africa typically attributes the causes of 
the male–female wage gap to either gender differences in characteristics or the return to 
characteristics. We go beyond the literature by using two juxtaposed arguments. First, we 
suggest that gender wage determination in Africa, and Kenya in particular, may be altered by a 
sorting mechanism that places workers into various occupations and industries according to skill 
and gender; consequently, wage-determining covariates (swayed by traditional factors) may 
impact gender earnings differently, with some covariates exerting a relatively stronger influence 
on the magnitude of the gender pay gap than others. We explore the partial contribution of each 
individual covariate on the magnitude of the gender pay gap utilizing RIF quantile regressions 
corrected for endogeneity. Second, and following from the first, RIF regression estimates are 
generated from unconditional wage distributions, raising the possibility that our coefficient 
estimates may have more practical policy relevance. We use data from the 2004–2005 KIHBS. 
Our results are remarkable and novel. First, we find a relatively larger gender pay gap at the 
lower end of the wage distributions between the 20th and 30th quantiles. The gap decreases in 
the middle of the distributions, between the 40th and 70th quantiles, and then grows at the upper 
end, between the 80th and 90th quantiles. Our findings of a relatively larger gender pay gap at 
the lower end of the distributions match those of Agesa et al. (2009) and Ntuli (2009). 
Importantly, our econometric decomposition results reinforce the descriptive statistics from the 
data in showing that a confluence of twin factors, i.e. skill level and the proportion of each 
gender in various industries and occupations, influences the magnitude of the gender pay gap at 
its largest values. Here, we find that a sorting mechanism may place workers into various 
industries and occupations according to skill and gender: industries and occupations which 
require fewer skills have disproportionately more female workers; industries and occupations 
which require more skills have disproportionally more male workers. Our decomposition results 
verify this hypothesis and shed new light on the relative significance of individual wage-
determining covariates on the magnitude of the gender pay gap. 
Particularly, we find that at the 20th quantile, gender differences in characteristics enlarge the 
gender pay gap due to industry, occupation, and education covariates. The industry covariates are 
community and social services, wholesale and retail trade, and transportation. The occupation 
covariates are service, fisheries and wildlife, professional, administration, and farming. These 
occupations and industries are characterized by two features: either they have a large share of 
female workers, require fewer skills, and pay lower wages (i.e. community and social services, 
and wholesale and retail trade, services, farm, fisheries and wildlife) or they are male dominated, 
require more skills, and pay higher wages (i.e. transportation, professional, and administration). 
The human capital covariates are higher education variables (i.e. 6 years of high school, 4 years 
of university education, and postgraduate education), mostly characterized by a higher share of 
male workers. At the 30th quantile, we find that gender differences in the return to attributes 
widen the gender pay gap due to industry covariates similar to those at the 20th quantile and by 
region covariates (Coast, Nyanza, and Western provinces). 
In the middle of the wage distributions, however, i.e. between the 40th and 70th quantiles, we 
find that gender differences in return to attributes enlarge the gender pay gap due to industry and 
higher education covariates similar to those at the 20th quantile. The dominance of differences in 
the return to characteristics in the middle of the distributions provides evidence of gender wage 
discrimination in this range. 
At the top of the wage distributions, i.e. at the 80th and 90th quantiles, we find that gender 
differences in characteristics expand the gender pay gap due to the same higher education, 
industry, and occupation covariates at lower quantiles. 
Taken together, our findings augment current studies on gender wage inequality in Africa by 
uncovering the underlying covariates that widen the gender pay gap along the unconditional 
wage distribution. Arguably, these are the most significant findings of this paper, and they also 
have policy implications. Here, our findings may provide an effective tool that can be used to 
design policies aimed at mitigating gender wage inequality. For example, to weaken the gender 
pay gap at the top and bottom of the wage distributions, increasing skills for women, particularly 
higher education skills, complemented by affirmative action policies to increase the proportion 
of women in male-dominated occupations and industries, may be appropriate strategies. 
However, a viable strategy to lessen gender wage discrimination in the middle of the 
distributions may be to discard laws biased against women, e.g. denying house allowance 
payments for married women. 
Finally, a caveat: while our study considers the covariates that influence the unconditional 
gender wage gap at a particular point in time, a similar study that considers the covariates that 





1 Ntuli (2009) uses quantile regressions which have also found widespread application in both developed and developing 
countries. For example, Nielsen & Rosholm (2001) and Mueller (1998) use quantile regressions to examine public–private sector 
wages in Zambia and Canada, respectively. Albrecht et al. (2007) use quantile regressions to examine urban–rural inequality in 
Vietnam. Quantile regressions have also been used to examine wage inequality in China (e.g. Knight & Song, 2003) and to 
examine gender pay gaps in Spain (e.g. Garcia et al., 2001), Chile (e.g. Montenegro, 2001), and the Philippines (Sakellarious, 
2004). 
2 It is important to mention that reverse causality is also plausible here. In other words, male-dominated occupations could be 
seen as market oriented, while female-dominated occupations could be seen as domestic oriented. The point here is to avoid the 
arbitrary assignment of the labels “market” and “domestic.” 
3 Experience rather than age is typically used in Mincerian wage equations. However, measures of actual experience are 
unavailable in our data. For this reason, and consistent with Mincer (1974), we use potential experience defined as age-S-6, 
where S represents years of schooling. And since potential experience is a linear function of age and years of schooling, age and 
experience can be used interchangeably in the earnings equations. We choose experience.  
4 In the Kenyan education system, primary education consists of classes Standards 1–8 and secondary of Forms 1–6. 
5 Let v be a distributional statistic of interest such as a quantile. The influence function (IF) of v at a point y in robust statistics 
and econometrics is defined as: 
 
 
IF(y; v; F) ≡  𝑙𝑙𝑙𝑙𝑚𝑚
𝑡𝑡0   𝑣𝑣(𝐹𝐹𝑡𝑡,∆𝑦𝑦) – 𝑣𝑣(𝐹𝐹)𝑡𝑡  = 𝑣𝑣(𝐹𝐹𝑡𝑡,∆𝑦𝑦) 𝜕𝜕𝑡𝑡|𝑡𝑡=0 , 
 
 
For example, RIF for a quantile q𝑡𝑡  is given by  
   RIF(Y;q𝑡𝑡) = q𝜏𝜏 + 




where 𝑓𝑓𝑦𝑦 is the marginal density function of Y, and I(·) is an indicator function. In practice, the RIF may be estimated by 
replacing unknown quantities by the estimators, that is RȊF(Y;𝑞𝑞�𝑡𝑡) = 𝑞𝑞�𝜏𝜏 + (𝜏𝜏- I(Y ≤ 𝑞𝑞�𝑡𝑡)) 𝑓𝑓𝑦𝑦(𝑞𝑞�𝜏𝜏), where 𝑞𝑞�𝜏𝜏 is the 𝜏𝜏th sample 
quantile and 𝑓𝑓𝑦𝑦 is the kernel density estimator. 
6 Indeed, in our sub-samples, the female sub-sample (2687) is relatively smaller than the male sub-sample (4834). Furthermore, 
our results from the propensity score estimates in Table 3 suggest no a priori reason that would impact our results in Tables 4 and 
5. 
7The impact of either composition effects or wage structure effects and the influence of various categories and covariates on 
composition and wage structure effects at other quantiles will be determined and interpreted in the same way as at the 20th 
quantile. In this light, composition effects explain the gender pay gap at the 10th quantile and would follow the same 
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