Abstract. The aim of this paper is to derive bounds on the critical line <s ¼ 1=2 for
Introduction
In the past two decades, powerful methods have been obtained to study the growth of L-functions on the critical line <s ¼ 1=2. Depending on the application, one usually tries to break the convexity bound in one of the parameters of the L-function while keeping the dependence of the other parameters polynomial. By now there are only two results where subconvexity in two parameters has been achieved simultaneously: Heath-Brown [HB] combined Burgess' and van der Corput's method to obtain Lðw; sÞ f e ðjsjqÞ for Dirichlet L-functions for a character w modulo q on the line <s ¼ 1=2. Very recently, Jutila and Motohashi [JM] managed to obtain uniform subconvexity in the archimedean and the s-aspect for L-functions for cusp forms on GL 2 . They showed Lð f ; sÞ f e ðjsj þ jmjÞ and refer to m as the archimedean parameter of f . This was a major breakthrough, and the proof is long and very elaborate. For most arithmetic applications, however, the focus lies on the non-archimedean parameter (''conductor'') of the L-function. For L-functions attached to general cusp forms for a congruence subgroup G 0 ðqÞ, the authors and Philippe Michel [BHM2] but by present technology it seems to be out of reach to break simultaneously the convexity bound in q and one of the other parameters. We can, however, get hybrid bounds, if we restrict ourselves to a special subfamily of cusp forms, namely those that occur as a twist of a fixed form. In analogy with (1.1), we shall prove the following hybrid estimate. where the implied constant depends only on e and m.
Note that f n w is a primitive cusp form of level dividing Nq 2 and nebentypus w 2 . A thorough examination of the proof shows that the dependence on the archimedean parameter m of f can be made polynomial. In order to prove Theorem 1, we combine two methods each of which gives subconvexity in only one of the parameters. Theorem 1 will be a simple corollary from Theorems 2 and 3 below. Pushing a method of Bykovskiȋ [By] to its limit, we shall show Theorem 2. Let f be a primitive (holomorphic or Maaß) cusp form of archimedean parameter m, level N and trivial nebentypus, and let w be a primitive character modulo q. Then for <s ¼ 1=2 and for any e > 0 the twisted L-function satisfies Lð f n w; sÞ f e À jsj ÁÀ jsjð1 þ jmjÞNq Á e otherwise.
In [BHM1] the authors obtained
Lð f n w; sÞ f e À jsjð1 þ jmjÞNq Á e jsj a ð1 þ jmjÞ b N g q 1 2
Àd with a ¼ 503=256, b ¼ 1221=256, g ¼ 9=16, d ¼ 25=256 in the more general setting where f was allowed to have any nebentypus. Theorem 2 is now a complete analogue of Burgess' result [Bu] for Dirichlet L-functions in the q-aspect; note that it is-unlike its predecessor in [BHM1] -independent of the Ramanujan-Petersson conjecture. As in [BHM1] , Theorem 2 can also be used as an input for certain automorphic functions on GL 4 . Together with the convexity bound, we obtain Lð f n w; sÞ f e À jsjð1 þ jmjÞNq Á e jsj from Theorem 2. Changing exponents in [HM] , we obtain1) Corollary 1. Let f and g be two primitive (holomorphic or Maaß) cusp forms of respective levels q, D and respective nebentypus w f , w g such that w f w g is non-trivial. Then for <s ¼ 1=2 the associated Rankin-Selberg L-function satisfies
where A > 0 is an absolute constant.
Waldspurger's theorem translates bounds for twisted modular L-functions into bounds for the coe‰cients of half-integral weight modular forms. Theorem 2 gives Corollary 2. Let k; M A N, and let w be a character modulo 4M. Let ð4M; wÞ if k f 2, while for k ¼ 1 it equals the subspace V ð4M; wÞ defined in [Ue] .
tained ffiffi ffi n p r f ðnÞ f M; k; e n 3=16þe with an unspecified dependence on k and M. Various applications of Corollary 2 to ternary quadratic forms can be found in [Bl2] . The proof is based on a careful calculation of the Kohnen-Zagier constant appearing in Waldspurger's theorem. This has been carried out by Zhengyu Mao in [BHM1] , Appendix 2, for every index n whose square part is coprime with 2M. In Section 9 we give some refinements of the argument in [BHM1] , Appendix 2, and indicate how to cover all indices n, as kindly communicated to us by Zhengyu Mao.
Since Theorem 2 is on the edge with respect to s, we obtain a version of Theorem 1 as soon as we have subconvexity in s with polynomial growth in q. There are several methods to break convexity in the s-aspect, but all of these have only been carried out for cusp forms for the full modular group. Although it is clearly known to experts in the field that a result of this kind for congruence subgroups can be achieved, the generalization is not completely straightforward. Probably the most elementary approach is due to Jutila [Ju1] , [Me] , using only Voronoi summation and estimates for certain exponential integrals. It turns out, however, that this method is not directly applicable for congruence subgroups, since Voronoi summation is only available for certain fractions, and it is not clear what approximation properties Farey fractions with congruence restrictions have. Chronologically the first to obtain subconvexity (for holomorphic cusp forms of full level) in the s-aspect was Good [Go1] , [Go2] who deduced it from an asymptotic formula of the kind
Evaluating this integral leads to a shifted convolution problem in the coe‰cients lðnÞ of Lðg; sÞ. There are several ways to obtain good bounds for such sums. Good [Go1] , [Go2] and many others (see, for example, [Ju2] , [Ju3] , [JM] , [Sa] , [LLY] ) used a spectral decomposition for the Dirichlet series P lðnÞlðn þ hÞðn þ hÞ Às . This approach has certain di‰cul-ties3) in the non-holomorphic case (see e.g. [Sa] ), but it can be made work since the shifting parameter is not too large. However, we prefer to use a more elementary method based on Jutila's variant of the circle method and Kuznetsov's trace formula that is readily available in the general case and does not require much calculation. Theorem 2 in [Bl1] yields Proposition 1. Let g be a primitive (holomorphic or weight zero Maaß) cusp form of archimedean parameter m, level D and arbitrary nebentypus. Let y e 7=64 be as in (2.4). Then the L-function attached to g satisfies 3) Very recently the authors found an alternate spectral decomposition that avoids these di‰culties, see [BH] .
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Overview: automorphic forms
In this section we briefly compile some results from the theory of automorphic forms and introduce the relevant notation.
2.1. Hecke eigenbases. Let D f 1 be an integer, c be an even character to modulus D; let k f 2 be an even integer. We denote by S k ðD; cÞ, L 2 ðD; cÞ and L 2 0 ðD; cÞ H L 2 ðD; cÞ, respectively, the Hilbert spaces (with respect to the Petersson inner product) of holomorphic cusp forms of weight k, of Maaß forms of weight zero, and of Maaß cusp forms of weight zero, with respect to the congruence subgroup G 0 ðDÞ and with nebentypus c. These spaces are endowed with the action of the (commutative) algebra T generated by the Hecke operators fT n j n f 1g. Moreover, the subalgebra T ðDÞ generated by fT n j ðn; DÞ ¼ 1g is made of normal operators. As an immediate consequence, the spaces S k ðD; cÞ and L 2 0 ðD; cÞ have an orthonormal basis made of eigenforms of T ðDÞ and such a basis can be chosen to contain all L 2 -normalized Hecke eigen-newforms (in the sense of Atkin-Lehner theory). We denote these bases by B k ðD; cÞ and BðD; cÞ respectively. For the rest of this paper we assume that any such basis satisfies these properties.
The orthogonal complement to L 2 0 ðD; cÞ in L 2 ðD; cÞ is the Eisenstein spectrum EðD; cÞ (plus possibly the space of constant functions if c is trivial). The adelic reformulation of the theory of modular forms provides a natural spectral expansion of this space in which the basis of Eisenstein series is indexed by a set of parameters of the form4) fðc 1 ; c 2 ; f Þ j c 1 c 2 ¼ c; f A Bðc 1 ; c 2 Þg; ð2:1Þ where ðc 1 ; c 2 Þ ranges over the pairs of characters of modulus D such that c 1 c 2 ¼ c and Bðc 1 ; c 2 Þ is some finite set depending on ðc 1 ; c 2 Þ (specifically, Bðc 1 ; c 2 Þ corresponds to an orthonormal basis in the space of an induced representation constructed out of the pair ðc 1 ; c 2 Þ, but we need not be more precise). We refer to [GJ] for the definition of these parameters as well as for the proof of the spectral expansion of the following form: for g A EðD; cÞ one has
An important feature of this basis is that it consists of Hecke eigenforms for T ðDÞ : for ðn; DÞ ¼ 1 one has
2.2. Hecke eigenvalues and Fourier coe‰cients. Let f be any such Hecke eigenform and let l f ðnÞ denote the corresponding eigenvalue for T n ; then for ðmn; DÞ ¼ 1 one has
In particular, for ðmn; DÞ ¼ 1 it follows that
By [DFI] , Proposition 19.6, we have
for any x f 1, e > 0.
We write the Fourier expansion of a modular form f as follows ðz ¼ x þ iyÞ: 4) We suppress here the independent spectral parameters 1 2 þ it with t A R. and for a basis Eisenstein series
Here t f denotes the spectral parameter (1.2) for which the currently best approximation is due to Kim-Sarnak [KS] 5):
When f is a Hecke eigenform, there is a close relationship between the Fourier coefficients of f and its Hecke eigenvalues l f ðnÞ: one has for ðm; DÞ ¼ 1 and any n f 1,
; ð2:5Þ in particular, for ðm; DÞ ¼ 1,
Moreover, these relations hold for all m, n if f is a newform.
We will also need the following lower bounds for any L 2 -normalized newform f in either B k ðD; cÞ or BðD; cÞ: be Bessel transforms. Then for positive integers m, n the trace formula of BruggemanKuznetsov holds:
where the right-hand side runs over the spectrum of the Laplacian of weight zero in (2.9) acting on forms of level D and character c (cf. [Iw2] , Theorems 9.4 and 9.86)). The holomorphic counterpart of (2.9) is Petersson's trace formula (cf. [Iw2] , Theorem 9.6) 
Àim when g is an even Maaß form of even weight; im;
Àim þ 1 when g is an even Maaß form of odd weight; im þ 1; Àim þ 1 when g is an odd Maaß form of even weight; im þ 1; Àim when g is an odd Maaß form of odd weight; im; im þ 1 when g is a holomorphic form:
Observe that (2.4) implies
For <s > 1 the L-function of g is defined in terms of the Hecke eigenvalues lðnÞ as
The completed L-function, given by 6) In [Iw2] the basis of the Eisenstein spectrum is indexed by the set fag of cusps of G 0 ðDÞ which are singular with respect to c. The proof for the basis indexed by (2.1) is identical. Note also that in [Iw2] 
for t A R where k ¼ kðg; tÞ has absolute value 1,
is the analytic conductor, and V is a smooth function satisfying
for each pair ð j; kÞ A N 2 0 , see [Ha] , Theorem 2.1 and Remark 2.7.
Amplification
In the next three sections we give a proof of Theorem 2. The method is based on a paper by Bykovskiȋ [By] . Let f 0 be a primitive (holomorphic or Maaß) cusp form of Hecke eigenvalues lðnÞ, archimedean parameter m, level N and trivial nebentypus, and let w be a primitive character modulo q for which we want to prove Theorem 2. We shall embed f 0 into the spectrum of G 0 ðDÞ with trivial nebentypus, where D is an integer satisfying ½N; q j D and D > 2q; we take
More precisely, we shall choose the bases B k ðD; 1Þ and BðD; 1Þ described in Section 2 in such a way that one of them contains the L 2 -normalized version of f 0 ðzÞ:
Then (2.7)-applied for q in place of D-shows that In order to satisfy the decay conditions for Kuznetsov's trace formula, we assume b f 2. If a 1 b ðmod 2Þ, then using [GR] , 6.574.2, it is straightforward to verify that
with _ f f andf f as in (2.8). In particular,
f f a; b ðtÞ > 0 for all possible spectral parameters t;
ð3:8Þ since j=tj < 1=2. For t A R; u A C; k A f2; 4; 6; . . .g; ðl; DÞ ¼ 1 7) [By] considers true L-functions over the whole spectrum which is, technically speaking, incorrect as the spectrum includes old forms. Similarly, the ''normalized orthonormal basis'' considered at the bottom of [By] , p. 925 is problematic as the first Fourier coe‰cient vanishes for old forms. We avoid these troubles by a more careful setup here and in Sections 2.1-2.2. let us define the quantities
l f ðlÞLð f n w; u þ itÞLð f n w; u þ itÞ; 
QðlÞ f e 0 @ 1 ffiffi ffi l p þ l where L is some parameter to be chosen in a moment. Let o be a smooth cut-o¤ function supported on ½1=2; 3. Then
where the superscript ðDÞ indicates that the Euler factors of the Rankin-Selberg L-function at the primes dividing D have been omitted. The lower bound for the residue follows from [HL] , while the error term uses the standard (convexity) bounds for the symmetric square L-function on the line <s ¼ 1 2 þ e. Therefore, 
so that by (2.2) and (3.8)
Now we substitute (3.9). Note that the k-sum converges by (3.7). Changing the order of summation, we get the bound
In each term we have, by Cauchy-Schwarz ða A RÞ,
so that This yields, by (3.1), (3.10) and (2.3), 
For such L, the second term in the parenthesis is dominated by the third one which motivates our choice
We obtain 
By the functional equation and the Phragmén-Lindelö f convexity principle, we obtain Theorem 2 in the non-holomorphic case as well as in the case when f 0 is holomorphic of weight 2. Analogously, if f 0 is holomorphic of (even) weight k f 4, we get 
This completes the proof of Theorem 2.
Variations on a theme of Bykovskiȋ
In order to show (3.9), we perform the following steps, cf. [By] , Section 5.
Step 0. For later purposes let us define, for u; s A C, t; x A R, h 1; 2 A fG1g and f a; b as in (3.6), 
The Mellin transform of f a; b equals ( [GR] , 6.561.14)
ð4:2Þ
Thus the integrand in (4.1) is holomorphic and by Stirling's formula the integral converges absolutely if
Moreover, in this range we have, uniformly in a, t, and =u,
Breaking the integration into jtj e 4ð1 þ j=uj þ jtjÞ and jtj > 4ð1 þ j=uj þ jtjÞ we find, for integers 0 e b e 2 < a and s satisfying (4.3), Step 1. Let us first assume 5=4 < <u < 3=2. By combining (2.5) with Petersson's (resp. Kuznetsov's) trace formula (2.10) (resp. (2.9)) we obtain the following expressions for Q holo k ðlÞ (resp. QðlÞ), cf. [By] The diagonal term in the first line of (4.8) only appears in the holomorphic case. The sum in the second line converges absolutely once <u > 5=4. In the following we transform the o¤-diagonal term further.
Step 2. We open f and write it as an inverse Mellin transform
By (4.2) the integrand is holomorphic and the integral converges absolutely if À3 < s ¼ <s < 0 in both the holomorphic (note k f 4) and the non-holomorphic case; the m 1 ; m 2 -sum converges absolutely if <u þ s=2 > 1, and the c-sum converges absolutely if s < À1=2 (Weil's bound, cf. [By] , Lemmata 1 and 3). If we impose 2 À 2<u < s < À1=2, we can interchange the s-integration and the m 1 ; m 2 -sum. Now splitting into residue classes modulo c, we write the m 1 ; m 2 -sum as a linear combination of a product of two Hurwitz z-functions getting
By standard bounds for the Hurwitz z-function the s-integral and the c-sum converge absolutely if <u > 5=4 and À3 < s < 0.
Step 3. We shift the integration to any line À3 < s < À2<u. By [By] , Lemma 6, if t 3 0 and by [By] , Lemma 2, if t ¼ 0, we pick up poles only if c q l. Since ðl; DÞ ¼ 1, D j c and D q > 1, this does not happen8). Now we apply the functional equation (4.7) for the two Hurwitz z-functions9), and write them as Dirichlet series getting (cf. [By] , (5.8))
8) It can be shown ( [By] , (5.10)) that the residues in the case c q l would be harmless.
9)
I.e., we apply Poisson summation to both m 1 and m 2 in (4.8). with f as in (4.9) was defined in (4.1). This expression converges absolutely if <u > 5=4. Note that when we apply (4.4)-(4.6) in the following, we have ða; bÞ ¼ ðk À 1; 0Þ with k f 4 or ða; bÞ ¼ ð20; 2Þ.
Step 4. We transform the b 1 ; b 2 -sum by [By] , Lemma 2, obtaining 
We will see in a moment that this term can be analytically continued to <u > 1=2. Let us start with the terms m 1 m 2 3 l. Their contribution equals 1 4pq
:10Þ where X :¼ P dðqÞ Ã wðm 1 þ n 1 dÞwðm 2 þ n 2 dÞ f e q 1=2þe ðm 1 ; m 2 ; qÞ 1=2 ðn 1 n 2 ; qÞ 1=2 : ð4:11Þ This estimate strengthens [By] , Lemma 4, and follows essentially from the Riemann Hypothesis over finite fields. We provide a detailed proof in the next section, see Proposition 2. The condition ðl; qÞ ¼ 1 is crucial here and in the sequel. By (4.6), the term (4.10) is holomorphic in 1=2 < <u < 3=2. Let us take u :¼ 1=2 þ e. We split the sum in (4.10) into two parts: jm 1 m 2 j > l, jm 1 m 2 j < l. Notice that m 1 m 2 ¼ Àl cannot happen, since m 1 m 2 1 l ðmod D=qÞ and (3.1) would then imply ð2l; DÞ f D=q > 2 which contradicts ðl; DÞ ¼ 1.
Using (4.5), the terms jm 1 m 2 j > l contribute at most f e ðlqÞ e l q
where a :¼ 20 in the non-holomorphic case and a :¼ k À 1 in the holomorphic case. The smallest element in the arithmetic progression given by the inner sum is at least
1 ½d 2 ; D=q In the last step we used the definition of D (cf. (3.1)).
By (4.4), the terms jm 1 m 2 j < l contribute at most
ð4:13Þ
Finally the contribution of the terms m 1 m 2 ¼ l is The a; b-sum decomposes into Ramanujan sums,
showing that both n-sums equal P dðqÞ r j d
We substitute this back into (4.14), and obtain by (4.
Collecting the first line of (4.8), (4.12), (4.13), and (4.15), we arrive at (3.9) for u ¼ 1=2 þ e.
A character sum estimate
In this section we state in more precise form the bound (4.11) and provide a detailed proof.
Proposition 2. Let w be a primitive character modulo q and let m 1 , m 2 , n 1 , n 2 be arbitrary integers satisfying ðm 1 m 2 À n 1 n 2 ; qÞ ¼ 1. Then we have the uniform bound10) X ðm 1 ; m 2 ; n 1 ; n 2 Þ :¼ P aðqÞ Ã wðm 1 þ n 1 aÞwðm 2 þ n 2 aÞ f q 1=2 tðqÞðm 1 n 2 1 ; m 2 n 2 2 ; qÞ 1=2 ;
where the implied constant is absolute.
By the multiplicative nature of these sums it su‰ces to show that jX ðm 1 ; m 2 ; n 1 ; n 2 Þj e q 1=2 ðm 1 n 2 1 ; m 2 n 2 2 ; qÞ
& Case 1. First we discuss the case when b ¼ 1 (that is, when q is prime). We apply [IK] , Theorem 11.23, with the parameters n ¼ 1, F :¼ F q , and
where d > 1 is the order of w. The only thing we have to check is that f is not a d-th power. Case 2. Now we discuss the case when b > 1 is even, say b ¼ 2a. We apply [IK] , Lemma 12.2, for the rational functions
therefore it su‰ces to show that the congruence
under the restriction yðm 2 þ n 2 yÞðm 1 y þ n 1 Þ E 0 ðmod pÞ ð5:3Þ has at most 2ðn 1 ; n 2 ; p a Þ solutions when p > 2 and at most 4ðn 1 ; n 2 ; p a Þ solutions when p ¼ 2. We can clearly assume that ðn 1 ; n 2 ; p a Þ < p a for otherwise the assertion is trivial. Let us first assume that p > 2. If p j m 1 and p j m 2 then the condition ðm 1 m 2 À n 1 n 2 ; qÞ ¼ 1 shows that (5.2) has no solution satisfying p F y. Therefore, without loss of generality, we can assume that p F m 1 . We multiply both sides of (5.2) by m 1 to see that the congruence is equivalent to
By assumption, the parentheses on both sides are coprime with p, hence a solution can only exist if p g k n 1 and p g k n 2 for some 0 e g e a À 1, and then the number of solutions of (5.2) under (5.3) is at most 2p g ¼ 2ðn 1 ; n 2 ; p a Þ by the structure of the group ðZ=p aÀg Þ Â . For p ¼ 2 we adjust the above argument slightly. First of all, we can assume that a > 2 for otherwise (5.2) trivially has at most 4 solutions. If 4 j m 1 and 4 j m 2 then the condition ðm 1 m 2 À n 1 n 2 ; qÞ ¼ 1 shows that (5.2) has no solution satisfying 2 F y. Therefore, without loss of generality, we can assume that 4 F m 1 . We multiply both sides of (5.2) by m 1 to see that the congruence is equivalent to
If 2 j n 1 n 2 then 2 F m 1 m 2 and we conclude, similarly as in the case of p > 2, that the number of solutions of (5.2) under (5.3) is at most 4ðn 1 ; n 2 ; 2 a Þ. If 2 F n 1 n 2 then the number of solutions of the congruence n 2 x 2 1 n 1 ðn 1 n 2 À m 1 m 2 Þ À mod 2 a ðm 1 ; 2Þ Á is at most 4 while the map Z=2 a ! Z=2 a ðm 1 ; 2Þ given by y 7 ! m 1 y þ n 1 is injective, hence the number of solutions of (5.2) under (5.3) is also at most 4.
Case 3. Finally we discuss the case when b > 1 is odd, say b ¼ 2a þ 1. We apply [IK] , Lemma 12.3, for the rational functions
hence for p F 2n 1 the bound (5.1) follows from the already proven fact that (5.2) under (5.3) has at most 2 solutions and for p ¼ 2 the bound (5.1) follows from the already proven fact that (5.2) under (5.3) has at most 4ðn 1 ; n 2 ; p a Þ solutions. For p j n 1 ðp > 2Þ it su‰ces to show that in any complete residue systems modulo p a there are at most 2p À1 ðn 1 ; n 2 ; p aþ1 Þ solutions of the congruence
under (5.3). We can clearly assume that ðn 1 ; n 2 ; p aþ1 Þ < p aþ1 for otherwise the assertion is trivial. By the condition ðm 1 m 2 À n 1 n 2 ; qÞ ¼ 1 we have p F m 1 , hence (5.4) is equivalent to
By assumption, the parentheses on both sides are coprime with p, hence a solution of (5.4) can only exist if p g k n 1 and p g k n 2 for some 1 e g e a, and then the number of solutions of (5.4) under (5.3) is at most 2p g by the structure of the group ðZ=p aþ1Àg Þ Â . In particular, n 1 and n 2 are both divisible by p and the solutions of (5.4) under (5.3) form 2p gÀ1 ¼ 2p À1 ðn 1 ; n 2 ; p aþ1 Þ complete residue classes modulo p a . This completes the proof of Proposition 2.
A shifted convolution problem
The main ingredient for the proof of Proposition 1 is the following result: by (2.3). We write the o¤-diagonal term as P NeN for all j A N 0 . Now we apply Proposition 3 with H ¼ H and P ¼ T=K to the two inner sums in (7.6). Note that the condition HP 2 e N 1Àe is satisfied if K f T 2=3þe which is ensured by (7.1). By Corollary 3, (7.7), and (7.4) we see that (7.6) is at most f m; e ðDTÞ e max
Together with (7.5) we see that for any K satisfying (7.1), we have
This gives the remaining estimates of Proposition 1.
Proof of Theorems 3 and 1
From the functional equation (2.11) one can deduce the following essentially wellknown lemma (see for example [Go2] 
:
The second part of Theorem 3 now follows immediately from Lemma 1 and Proposition 1. The first part can be verified by checking the cases D e jsj 1=5 , jsj 1=5 e D e jsj 1=4 , and using the convexity bound for D f jsj 1=4 .
It is now an easy matter to prove Theorem 1. Let N, q and s be as in Theorem 1. We combine Theorems 2 and 3, the latter with g :¼ f n w and its conductor D j ½N; q 2 . For convenience we write
and we distinguish between various cases, depending on the relative size of N 0 , q and jsj. If 
Proof of Corollary 2
The proof of Corollary 2 follows along the lines of Appendix 2 in [BHM1] . We indicate some small improvements and extensions to cover all indices n regardless of their square part. 
