Abstract: This research deals with massive multiple hypothesis testing. First regarding multiple tests as an estimation problem under a proper population model, an error measurement called Erroneous Rejection Ratio (ERR) is introduced and related to the False Discovery Rate (FDR). ERR is an error measurement similar in spirit to FDR, and it greatly simplifies the analytical study of error properties of multiple test procedures. Next an improved estimator of the proportion of true null hypotheses and a data adaptive significance threshold criterion are developed. Some asymptotic error properties of the significant threshold criterion is established in terms of ERR under distributional assumptions widely satisfied in recent applications. A simulation study provides clear evidence that the proposed estimator of the proportion of true null hypotheses outperforms the existing estimators of this important parameter in massive multiple tests. Both analytical and simulation studies indicate that the proposed significance threshold criterion can provide a reasonable balance between the amounts of false positive and false negative errors, thereby complementing and extending the various FDR control procedures. S-plus/R code is available from the author upon request.
Introduction
The recent advancement of biological and information technologies made it possible to generate unprecedented large amounts of data for just a single study. For example, in a genome-wide investigation, expressions of tens of thousands genes and markers can be generated and surveyed simultaneously for their association with certain traits or biological conditions of interest. Statistical analysis in such applications poses a massive multiple hypothesis testing problem. The traditional approaches to controlling the probability of family-wise type-I error have proven to be too conservative in such applications. Recent attention has been focused on the control of false discovery rate (FDR) introduced by Benjamini and Hochberg [4] . Most of the recent methods can be broadly characterized into several approaches. Mixture-distribution partitioning [2, 24, 25] views the P values as random variables and models the P value distribution to generate estimates of the FDR levels at various significance levels. Significance analysis of microarrays (SAM; [32, 35] ) employs permutation tests to inference simultaneously on order statistics. Empirical Baysian 52 C. Cheng approaches include for example [10, 11, 17, 23, 28] . Tsai et al. [34] proposed models and estimators of the conditional FDR, and Bickel [6] takes a decision-theoretic approach. Recent theoretical developments on FDR control include Genovese and Wasserman [13, 14] , Storey et al. [31] , Finner and Roberts [12] , and Abramovich et al. [1] . Recent theoretical development on control of generalized family-wise type-I error includes van der Laan et al. [36, 37] , Dudoit et al. [9] , and the references therein.
Benjamini and Hochberg [4] argue that as an alternative to the family-wise type-I error probability, FDR is a proper measurement of the amount of false positive errors, and it enjoys many desirable properties not possessed by other intuitive or heuristic measurements. Furthermore they develop a procedure to generate a significance threshold (P value cutoff) that guarantees the control of FDR under a pre-specified level. Similar to a significance test, FDR control requires one to specify a control level a priori. Storey [29] takes the point of view that in discovery-oriented applications neither the FDR control level nor the significance threshold may be specified before one sees the data (P values), and often the significance threshold is so determined a posteriori that allows for some "discoveries" (rejecting one or more null hypotheses). These "discoveries" are then scrutinized in confirmation and validation studies. Therefore it would be more appropriate to measure the false positive errors conditional on having rejected some null hypotheses, and for this purpose the positive FDR (pFDR; Storey [29] ) is a meaningful measurement. Storey [29] introduces estimators of FDR and pFDR, and the concept of q-value which is essentially a neat representation of Benjamini and Hochberg's ( [4] ) stepup procedure possessing a Bayesian interpretation as the posterior probability of the null hypothesis ( [30] ). Reiner et al. [26] introduce the "FDR-adjusted P value" which is equivalent to the q-value. The q-value plot ( [33] ) allows for visualization of FDR (or pFDR) levels in relationship to significance thresholds or numbers of null hypotheses to reject. Other closely related procedures are the adaptive FDR control by Benjamini and Hochberg [3] , and the recent two-stage linear step-up procedure by Benjamini et al. [5] which is shown to provide sure FDR control at any pre-specified level.
In discovery-oriented exploratory studies such as genome-wide gene expression survey or association rule mining in marketing applications, it is desirable to strike a meaningful balance between the amounts false positive and false negative errors than to control the FDR or pFDR alone. Cheng et al. [7] argue that it is not always clear in practice how to specify the threshold for either the FDR level or the significance level. Therefore, additional statistical guidelines beyond FDR control procedures are desirable. Genovese and Wasserman [13] extend FDR control to a minimization of the "false nondiscovery rate" (FNR) under a penalty of the FDR, i.e., F N R+λF DR, where the penalty λ is assumed to be specified a priori. Cheng et al. [7] propose to extract more information from the data (P values) and introduce three data-driven criteria for determination of the significance threshold. This paper has two related goals: (1) develop a more accurate estimator of the proportion of true null hypotheses, which is an important parameter in all multiple hypothesis testing procedures; and (2) further develop the "profile information criterion" I p introduced in [7] by constructing a more data-adaptive criterion and study its asymptotic error behavior (as the number of tests tends to infinity) theoretically and via simulation. For theoretical and methodological development, a new meaningful measurement of the quantity of false positive errors, the erroneous rejection ratio (ERR), is introduced. Just like FDR, ERR is equal to the family-wise type-I error probability when all null hypotheses are true. Under the ergodicity conditions used in recent studies ( [14, 31] ), ERR is equal to FDR at any significant threshold (P value cut-off). On the other hand, ERR is much easier to handle analytically than FDR under distributional assumptions more widely satisfied in applications. Careful examination of each component in ERR gives insights into massive multiple testing in terms of the ensemble behavior of the P values. Quantities derived from ERR suggest to construct improved estimators of the null proportion (or the number of true null hypotheses) considered in [3, 29, 31] , and the construction of an adaptive significance threshold criterion. The theoretical results demonstrate how the criterion can be calibrated with the Bonferroni adjustment to provide control of family-wise type-I error probability when all null hypotheses are true, and how the criterion behaves asymptotically, giving cautions and remedies in practice. The simulation results are consistent with the theory, and demonstrate that the proposed adaptive significance criterion is a useful and effective procedure complement to the popular FDR control methods.
This paper is organized as follows: Section 2 contains a brief review of FDR and the introduction of ERR; section 3 contains a brief review of the estimation of the proportion of null hypotheses, and the development of an improved estimator; section 4 develops the adaptive significance threshold criterion and studies its asymptotic error behavior (as the number of hypotheses tends to infinity) under proper distributional assumptions on the P values; section 5 contains a simulation study; and section 6 contains concluding remarks.
Notation. Henceforth, R denotes the real line; R k denotes the k dimensional Euclidean space. The symbol · p denotes the L p or ℓ p norm, and := indicates equal by definition. Convergence and convergence in probability are denoted by −→ and −→ p respectively. A random variable is usually denoted by an upper-case letter such as P , R, V , etc. A cumulative distribution function (cdf) is usually denoted by F , G or H; an empirical distribution function (EDF) is usually indicated by a tilde, e.g., F . A population parameter is usually denoted by a lower-case Greek letter and a hat indicates an estimator of the parameter, e.g., θ. Equivalence is denoted by ≃, e.g., "a n ≃ b n as n −→ ∞" means lim n−→∞ a n b n = 1.
False discovery rate and erroneous rejection ratio
Consider testing m hypothesis pairs (H 0i , H Ai ), i = 1, . . . , m. In many recent applications such as analysis of microarray gene differential expressions, m is typically on the order of 10 5 . Suppose m P values, P 1 , . . . , P m , one for each hypothesis pair, are calculated, and a decision on whether to reject H 0i is to be made. Let m 0 be the number of true null hypotheses, and let m 1 := m − m 0 be the number of true alternative hypotheses. The outcome of testing these m hypotheses can be tabulated as in Table 1 (Benjamini and Hochberg [4] ), where V is the number of null hypotheses erroneously rejected, S is the number of alternative hypotheses correctly captured, and R is the total number of rejections.
Clearly only m is known and only R is observable. At least one family-wise type-I error is committed if V > 0, and procedures for multiple hypothesis testing have traditionally been produced for solely controlling the family-wise type-I error probability Pr(V > 0). It is well-known that such procedures often lack statistical power. In an effort to develop more powerful procedures, Benjamini and Hochberg ( [4] ) approached the multiple testing problem from a different perspective and introduced the concept of false discovery rate (FDR), which is, loosely speaking, the 54 C. Cheng expected value of the ratio V R. They introduced a simple and effective procedure for controlling the FDR under any pre-specified level.
It is convenient both conceptually and notationally to regard multiple hypotheses testing as an estimation problem ( [7] ). Define the parameter Θ = [θ 1 , . . . , θ m ] as θ i = 1 if H Ai is true, and θ i = 0 if H 0i is true (i = 1, . . . , m). The data consist of the P values {P 1 , . . . , P m }, and under the assumption that each test is exact and unbiased, the population is described by the following probability model:
, and P i,1 < st U (0, 1); (2.1) each P i,1 has a twice continuously differentiable cdf F i (·), for i = 1, . . . , m, where < st stands for "stochastically less than." The P values are dependent in general and have a joint distribution on R m . By this model the marginal cdf of P i can be written as
A rejection procedure is an estimator of Θ:
m , where θ i = 1 indicates rejecting H 0i in favor of H Ai , i = 1, . . . , m. With this notation, the random variables in Table 1 can be expressed as
A natural and perhaps the simplest procedure is the "hard-thresholding" (HT) estimator Θ = Θ(α) defined as
where α ∈ (0, 1) is a significance threshold common to all hypotheses. Clearly for this procedure the random variables V , S, and R all depend on α. Traditional control of family-wise type-I error probability seeks to determine α so that Pr(V > 0) ≤ α * for pre-specified α * . Genovese and Wasserman [14] list several procedures to determine α. Benjamini and Hochberg [4] introduce a simple procedure to determine α so that the FDR is controlled at a given level.
False discovery rate and its control
The FDR as defined by Benjamini and Hochberg ([4] ) can be expressed as
which is equivalent to E[V R R > 0] Pr(R > 0). Let P 1:m ≤ P 2:m ≤ · · · ≤ P m:m be the order statistics of the P values, and let π 0 = m 0 /m. Benjamini and Hochberg Table 1 Outcome tabulation of multiple hypotheses testing.
True Hypotheses
) prove that for any specified q * ∈ (0, 1) rejecting all the null hypotheses corresponding to P 1:m , . . . , P k * :m with k * = max{k :
Note this procedure is equivalent to applying the data-driven threshold α = P k * :m to all P values in (2.3), i.e., HT (P k * :m ).
Recognizing the potential of constructing less conservative FDR controls by the above procedure, Benjamini and Hochberg ([3] ) propose an estimator of m 0 , m 0 , (hence an estimator of π 0 , π 0 = m 0 m), and replace k m by k m 0 in determining k * . They call this procedure "adaptive FDR control." The estimator π 0 = m 0 m will be discussed in Section 3. A recent development in adaptive FDR control can be found in Benjamini et al. [5] .
Similar to a significance test, the above procedure requires the specification of an FDR control level q * before the analysis is conducted. Storey ([29] ) takes the point of view that for more discovery-oriented applications the FDR level is not specified a priori, but rather determined after one sees the data (P values), and it is often determined in a way allowing for some "discovery" (rejecting one or more null hypotheses). Hence a concept similar to, but different than FDR, the positive false discovery rate (pFDR) E V R R > 0 , is more appropriate. Storey ([29] ) introduces estimators of π 0 , the FDR, and the pFDR from which the q-values are constructed for FDR control. Storey et al. ([31] ) demonstrate certain desirable asymptotic conservativeness of the q-values under a set of ergodicity conditions.
Erroneous rejection ratio
As discussed in [3, 4] , the FDR criterion has many desirable properties not possessed by other intuitive alternative criteria for multiple tests. In order to obtain an analytically convenient expression of FDR for more in-depth investigations and extensions, such as in [13, 14, 29, 31] , certain fairly strong ergodicity conditions have to be assumed. These conditions make it possible to apply classical empirical process methods to the "FDR process." However, these conditions may be too strong for more recent applications, such as genome-wide tests for gene expressionphenotype association using microarrays, in which a substantial proportion of the tests can be strongly dependent. In such applications it may not be even reasonable to assume that the tests corresponding to the true null hypotheses are independent, an assumption often used in FDR research. Without these assumptions however, the FDR becomes difficult to handle analytically. An alternative error measurement in the same spirit of FDR but easier to handle analytically is defined below.
Define the erroneous rejection ratio (ERR) as
Just like FDR, when all null hypotheses are true ERR = Pr(R( Θ) > 0), which is the family-wise type-I error probability because now V Θ ( Θ) = R( Θ) with probability one. Denote by V (α) and R(α) respectively the V and R random variables and by ERR(α) the ERR for the hard-thresholding procedure HT (α); thus
Careful examination of each component in ERR(α) reveals insights into multiple tests in terms of the ensemble behavior of the P values. Note
The functions H m (·) and F m (·) both are cdf's on [0, 1]; H m is the average of the P value marginal cdf's corresponding to the true alternative hypotheses, and F m is the average of all P value marginal cdf's. F m describes the ensemble behavior of all P values and H m describes the ensemble behavior of the P values corresponding to the true alternative hypotheses. Cheng et al. ( [7] ) observe that the EDF of the P values
, and if the tests θ (i = 1, . . . , m) are not strongly correlated asymptotically in the sense that
This prompts possibilities for the estimation of π 0 , data-adaptive determination of α for the HT (α) procedure, and the estimation of FDR. The first two will be developed in detail in subsequent sections. Cheng et al. ( [7] ) and Pounds and Cheng ([25] ) develop smooth FDR estimators.
. Under the hierarchical (or random effect) model employed in several papers ( [11, 14, 29, 31] ), the two quantities are equivalent, that is, F DR(α) = ERR(α) for all α ∈ (0, 1], following from Lemma 2.1 in [14] . More generally
Analogous to the relationship between FDR and pFDR, define the positive ERR,
. Both quantities are well-defined provided Pr(R > 0) > 0. The relationship between pERR and pFDR is the same as that between ERR and FDR described above.
The error behavior of a given multiple test procedure can be investigated in terms of either FDR (pFDR) or ERR (pERR). The ratio pERR = E[V ]/E[R] can be handled easily under arbitrary dependence among the tests because E[V ] and E[R] are simply means of sums of indicator random variables. The only possible challenging component in ERR(α) is Pr(R(α) > 0) = Pr(P 1:m ≤ α); some assumptions on the dependence among the tests has to be made to obtain a concrete analytical form for this probability, or an upper bound for it. Thus, as demonstrated in Section 4, ERR is an error measurement that is easier to handle than FDR under more complex and application-pertinent dependence among the tests, in assessing analytically the error properties of a multiple hypothesis testing procedure.
A fine technical point is that FDR (pFDR) is always well-defined and ERR (pERR) is always well-defined under the convention a · 0 = 0 for a ∈ [−∞, +∞].
Compared to FDR (pFDR), ERR (pERR) is slightly less intuitive in interpretation.
For example, FDR can be interpreted as the expected proportion of false positives among all positive findings, whereas ERR can be interpreted as the proportion of the number of false positives expected out of the total number of positive findings expected. Nonetheless, ERR (pERR) is still of practical value given its close relationship to FDR (pFDR), and is more convenient to use in analytical assessments of a multiple test procedure.
Estimation of the proportion of null hypotheses
The proportion of the true null hypotheses π 0 is an important parameter in all multiple test procedures. A delicate component in the control or estimation of FDR (or ERR) is the estimation of π 0 . The cdf
, along with the fact that the EDF F m is its unbiased estimator provides a clue for estimating π 0 . Because for any t ∈ (0, 1)
for properly chosen Λ and
, for u ∈ (0, 1), and with Λ 1 and u 0 properly chosen
is a plausible estimator. The existing π 0 estimators take either of the above representations with minor modifications. Clearly it is necessary to have Λ 1 ≥ u 0 for a meaningful estimator. Because Q m (u 0 ) ≤ u 0 by the stochastic order assumption [cf. (2.1)], choosing Λ 1 too close to u 0 will produce an estimator much biased downward. Benjamini and Hochberg ([3] ) use the heuristic that if u 0 is so chosen that all P values corresponding to the alternative hypotheses concentrate in [0, Q m (u 0 )] then H m (Q m (u 0 )) = 1; thus setting Λ 1 = 1. Storey ([29] ) uses a similar heuristic to set Λ = 1.
Existing estimators
Taking a graphical approach Schweder and Spjøtvoll [27] propose an estimator of m 0 as m 0 = m(1 − F m (λ)) (1 − λ) for a properly chosen λ; hence a corresponding estimator of π 0 is π 0 = m 0 m = (1 − F m (λ)) (1 − λ). This is exactly Storey's ( [29] ) estimator. Storey observes that λ is a tuning parameter that dictates the bias and variance of the estimator, and proposes computing π 0 on a grid of λ values, smoothing them by a spline function, and taking the smoothed π 0 at λ = 0.95 as the final estimator. Storey et al. ([31] ) propose a bootstrap procedure to estimate the mean-squared error (MSE) and pick the λ that gives the minimal estimated MSE. It will be seen in the simulation study (Section 5) that this estimator tends to be biased downward. 
C. Cheng
Approaching to the problem from the quantile perspective Benjamini and Hochberg ( [3] ) propose m 0 = min{1 + (m + 1 − j)/(1 − P j:m ), m} for a properly chosen j; hence
The index j is determined by examining the slopes S i = (1 − P i:m ) (m + 1 − i), i = 1, . . . , m, and is taken to be the smallest index such that S j < S j−1 . Then m 0 = min{1 + 1 S j , m}. It is not difficult to see why this estimator tends to be too conservative (i.e., too much biased upward): as m gets large the event {S j < S j−1 } tends to occur early (i.e., at small j) with high probability. By definition, S j < S j−1 if and only if
if and only if
Thus, as m → ∞,
for fixed or small enough j satisfying j/m −→ δ ∈ [0, 1). The conservativeness will be further demonstrated by the simulation study in Section 5.
proposed an estimator of m 0 by a recursive algorithm, which is clarified and shown by Nettleton and Hwang [22] to converge under a fixed partition (histogram bins) of the P value order statistics. In essence the algorithm searches in the right tail of the P value histogram to determine a "bend point" when the histogram begins to become flat, and then takes this point for λ (or j).
For a two-stage adaptive control procedure Benjamini et al. ( [5] ) consider an estimator of m 0 derived from the first-stage FDR control at the more conservative q/(1 + q) level than the targeted control level q. Their simulation study indicates that with comparable bias this estimator is much less variable than the estimators by Benjamini and Hochberg [3] and Storey et al. [31] , thus possessing better accuracy. Recently Langaas et al. ( [19] ) proposed an estimator based on nonparametric estimation of the P value density function under monotone and convex contraints.
An estimator by quantile modeling
Intuitively, the stochastic order requirement in the distributional model (2.1) implies that the cdf F m (·) is approximately concave and hence the quantile function Q m (·) is approximately convex. When there is a substantial proportion of true null and true alternative hypotheses, there is a "bend point" τ m ∈ (0, 1) such that Q m (·) assumes roughly a nonlinear shape in [0, τ m ], primarily dictated by the distributions of the P values corresponding to the true alternative hypotheses, and Q m (·) is essentially linear in [τ m , 1], dictated by the U (0, 1) distribution for the null P values. The estimation of π 0 can benefit from properly capturing this shape characteristic by a model.
. Again heuristically if all P values corresponding to the alternative hypotheses concentrate in [0,
that possesses the desirable shape described above, along with a bend point τ m , and set
which is the inverse slope between the points ( τ m , Q * m ( τ m )) and (1, 1) on the unit square.
Model (2.1) implies that Q m (·) is twice continuously differentiable. Taylor expansion at t = 0 gives Q m (t) = q m (0)
where 
Thus the above constrained minimization is equivalent to with the EQF Q m in the above process. However, instead of using the raw EQF, the estimation can benefit from properly smoothing the modified EQF Q m (t) := min{ Q m (t), t}, t ∈ [0, 1] into a smooth and approximately convex EQF, Q m (·). This smooth and approximately convex EQF can be obtained by repeatedly smoothing the modified EQF Q m (·) by the variation-diminishing spline (VD-spline; de Boor [7] , P.160). Denote by B j,t,k the jth order-k B spline with extended knot sequence t = t 1 , . . . , t n+k (t 1 = . . . t k = 0 < t k+1 < . . . < t n < t n+1 = . . . = t n+k = 1) and t * j := For the sake of notational simplicity this dependency has been and continues to be suppressed in the notation. Furthermore, it is assumed that lim m→∞ m 0 m exists. For studying asymptotic properties, henceforth let {P 1 , P 2 , . . .} be an infinite sequence of P values, and let P m := {P 1 , . . . , P m }.
Adaptive profile information criterion

The adaptive profile information criterion
We now develop an adaptive procedure to determine a significance threshold for the HT (α) procedure. The estimation perspective allows one to draw an analogy between multiple hypothesis testing and the classical variable selection problem: setting θ i = 1 (i.e., rejecting the ith null hypothesis) corresponds to including the ith variable in the model. A traditional model selection criterion such AIC usually consists of two terms, a model-fitting term and a penalty term. The penalty term is usually some measure of model complexity reflected by the number of parameters to be estimated. In the context of massive multiple testing a natural penalty (complexity) measurement would be the expected number of false positives E[V (α)] = π 0 mα under model (2.1). When a parametric model is fully specified, the model-fitting term is usually a likelihood function or some similar quantity. In the context of massive multiple testing the stochastic order assumption in model (2.1) suggests using a proper quantity measuring the lack-off-fit from U (0, 1) in the ensemble dis- 
The adaptivity is reflected by the use of the L γ distance: Recall that the larger the γ, the higher concentration of small P values, and the norm inequality (Hardy, Littlewood, and Pólya [16] , P.157) implies that
Clearly D γ (α) is non-decreasing in α. Intuitively one possibility would be to maximize a criterion like D γ (α) − λπ 0 mα. However, the two terms are not on the same order of magnitude when m is very large. The problem is circumvented by using 1 D γ (α), which also makes it possible to obtain a closed-form solution to approximately optimizing the criterion.
Thus define the Adaptive Profile Information (API) criterion as
for α ∈ (0, 1) and Q * m (·) := Q * m (·; γ, a, d, b 1 , b 0 , τ m ) as defined in (3.2) . One seeks to minimize AP I(α) to obtain an adaptive significance threshold for the HT (α) procedure.
With γ > 1, the integral can be approximated by
Taking the derivative of AP I(·) and setting it to zero gives
Solving for α gives
which is an approximate minimizer of AP I. Setting λ(m, π 0 , d) = m βπ0 (1 − d) and β = 2π 0 γ gives
This particular choice for λ is motivated by two facts. When most of the P values have the U (0, 1) distribution (equivalently, π 0 ≈ 1), the d parameter of the convex backbone can be close to 1; thus with 1 − d in the denominator, α * can be unreasonably high in such a case. This issue is circumvented by putting 1 − d in the denominator of λ, which eliminates 1 − d from the denominator of α * . Next, it is instructive to compare α * with the Bonferroni adjustment α * Bonf = α 0 m for a pre-specified α 0 . If γ is large, then α * The factor α 0 serves asymptotically as a calibrator of the adaptive significance threshold to the Bonferroni threshold in the least favorable scenario π 0 = 1, i.e., all null hypotheses are true. Analysis of the asymptotic ERR of the HT (α * cal ) procedure suggests a few choices of α 0 in practice.
Asymptotic ERR of HT
Recall from (2.7) that
The probability Pr(P 1:m ≤ α) is not tractable in general, but an upper bound can be obtained under a reasonable assumption on the set P m of the m P values. Massive multiple tests are mostly applied in exploratory studies to produce "inference-guided discoveries" that are either subject to further confirmation and validation, or helpful for developing new research hypotheses. For this reason often all the alternative hypotheses are two-sided, and hence so are the tests. It is instructive to first consider the case of m two-sample t tests. Conceptually the data consist of
. . , n 1 in the first group, and
. . , n 2 in the second group. The hypothesis pair (H 0k , H Ak ) is tested by the two-sided twosample t statistic
Often in biological applications that study gene signaling pathways (see e.g., Kuo et al. [18] , and the simulation model in Section 5), X ik and X ik ′ (i = 1, . . . , n 1 ) are either positively or negatively correlated for certain k = k ′ , and the same holds for Y ik and Y ik ′ (i = 1, . . . , n 2 ). Such dependence in data raises positive association between the two-sided test statistics T k and T k ′ so that Pr(T k ≤ t|T
It is straightforward to generalize this type of dependency to more than two tests. Alternatively, a direct model for the P values can be constructed.
Example 4.1. Let J ⊆ {1, . . . , m} be a nonempty set of indices. Assume P j = P Xj 0 , j ∈ J , where P 0 follows a distribution F 0 on [0, 1], and X j 's are i.i.d. continuous random variables following a distribution H on [0, ∞), and are independent of the P values. Assume that the P i 's for i ∈ J are either independent or related to each other in the same fashion. This model mimics the effect of an activated gene signaling pathway that results in gene differential expression as reflected by the P values: the set J represents the genes involved in the pathway, P 0 represents the underlying activation mechanism, and X j represents the noisy response of gene j resulting in P j . Because P i > α if and only if X j < log α log P 0 , direct calculations using independence of the X j 's show that
where |J | is the cardinality J . Next
Finally Pr (∩ j∈J {P j > α}) ≥ j∈J Pr (P j > α), following from Jensen's inequality.
The above considerations lead to the following definition. 
Pr (P i > α) .
This type of dependence is similar to the positive quadrant dependence introduced by Lehmann [20] . Now define the upper envelope of the cdf's of the P values as
where G i is the cdf of P i . If P m has the positive orthant dependence property then 
for sufficiently large m.
This definition essentially says that P m is regarded as asymptotically stable if the ensemble distribution functions F m (·) and H m (·) vary in the left tail similarly to Beta distributions.
The following theorem establishes the asymptotic magnitude of an upper bound of ERR(α (b) if π 0 < 1 and A(π 0 , γ) ≤ A < ∞ for some A and sufficiently large m, then
Proof. See Appendix.
There are two important consequences from this theorem. First, the level α 0 can be chosen to bound ERR (and FDR) asymptotically in the least favorable situation π 0 = 1. In this case both ERR and FDR are equal to the family-wise type-I error probability. Note that 1−e −α0 is also the limiting family-wise type-I error probability corresponding to the Bonferroni significance threshold α 0 m −1 . In this regard the adaptive threshold α * cal is calibrated to the conservative Bonferroni threshold when π 0 = 1. If one wants to bound the error level at α 1 , then set α 0 = − log(1 −
Next, Part (b) demonstrates that if the "average power" of rejecting the false null hypotheses remains visible asymptotically in the sense that ξ m ≤ ξ < 1 for some ξ and sufficiently large m, then the upper bound
therefore ERR(α * cal is random. A similar result can be established with some moment assumptions on A( π 0 , γ), where A(·, ·) is defined in (4.3) and π 0 , γ are generated by optimizing (3.3). Toward this end, still assume that P m is asymptotically stable, and let η m , η, and ξ m be as in Definition 4.2. Let ν m be the joint cdf of [ π 0 , γ], and let
All these moments exist as long as π 0 is bounded away from zero and γ is bounded with probability one. 
, if π 0 < 1, sufficiently large m,
Although less specific than Theorem 4.1, this result still is instructive. First, if the "average power" sustains asymptotically in the sense that ξ m < 1/3 so that ε m > ε ′ m for sufficiently large m, or if lim m→∞ ξ m = ξ < 1/3, then ERR * diminishes as m −→ ∞. The asymptotic behavior of ERR * in the case of ξ ≥ 1/3 is indefinite from this theorem, and obtaining a more detailed upper bound for ERR * in this case remains an open problem. Next, ERR * can be potentially high if π 0 = 1 always or π 0 ≈ 1 and the average power is weak asymptotically. The reduced specificity in this result compared to Theorem 4.1 is due to the random variations in A( π 0 , γ) and B( π 0 , γ), which are now random variables instead of deterministic functions. Nonetheless Theorem 4.2 and its proof (see Appendix) do indicate that when π 0 ≈ 1 and the average power is weak (i.e., H m (·) is small), for sake of ERR (and FDR) reduction the variability in A( π 0 , γ) and B( π 0 , γ) should be reduced as much as possible in a way to make δ m and ε m as close to 1 as possible. In practice one should make an effort to help this by setting π 0 and γ to 1 when the smoothed empirical quantile function Q m is too close to the U (0, 1) quantile function. On the other hand, one would like to have a reasonable level of false negative errors when true alternative hypotheses do exist even if π 0 ≈ 1; this can be helped by setting α 0 at a reasonably liberal level. The simulation study (Section 5) indicates that α 0 = 0.22 is a good choice in a wide variety of scenarios.
Finally note that, just like in Theorem 4.1, the bound when π 0 < 1 holds for the positive ERR pERR
under arbitrary dependence among the tests.
A Simulation study
To better understand and compare the performance and operating characteristics of HT ( α * cal ), a simulation study is performed using models that mimic a gene signaling pathway to generate data, as proposed in [7] . Each simulation model is built from a network of 7 related "genes" (random variables), X 0 , X 1 , X 2 , X 3 , X 4 , X 190 , and X 221 , as depicted in Figure 2 , where X 0 is a latent variable. A number of other variables are linear functions of these random variables.
Ten models (scenarios) are simulated. In each model there are m random variables, each observed in K groups with n k independent observations in the kth group (k = 1, . . . K). Let µ ik be the mean of variable i in group k. Then m ANOVA hypotheses, one for each variable (H 0i : µ i1 = · · · = µ iK , i = 1 . . . , m), are tested. 
Realizations are drawn from Normal distributions. For all ten models the number of groups K = 4 and the sample size n k = 3, k = 1, 2, 3, 4. The usual one-way ANOVA F test is used to calculate P values. Table 2 contains a detailed description of the joint distribution of X 0 , . . . , X 4 , X 190 and X 221 in the ANOVA set up. The ten models comprised of different combinations of m, π 0 , and the noise level σ are detailed in Table 3 , Appendix. The odd numbered models represent the high-noise (thus weak power) scenario and the even numbered models represent the low-noise (thus substantial power) scenario. In each model variables not mentioned in the table are i.i.d. N (0, σ 2 ). Performance statistics under each model are calculated from 1,000 simulation runs.
First, the π 0 estimators by Benjamini and Hochberg [3] , Storey et al. [31] , and (3.1) are compared on several models. Root mean square error (MSE) and bias are plotted in Figure 3 . In all cases the root MSE of the estimator (3.1) is either the smallest or comparable to the smallest. In the high noise case (σ = 3) Benjamini and Hochberg's estimator tends to be quite conservative (upward biased), especially for relatively low true π 0 (0.83 and 0.92, Models 1 and 3); whereas Storey's estimator is biased downward slightly in all cases. The proposed estimator (3.1) is biased in the conservative direction, but is less conservative than Benjamini and Hochberg's estimator. In the low noise case (σ = 1) the root MSE of all three estimators and the bias of the proposed and the Benjamini and Hochberg's estimators are reduced substantially while the small downward bias of Storey's bootstrap estimator remains. Overall the proposed estimator (3.1) outperforms the other two estimators in terms of MSE and bias. Next, operating characteristics of the adaptive FDR control ( [3] ) and q-value FDR control ([31] ) at the 1%, 5%, 10%, 15%, 20%, 30%, 40%, 60%, and 70% levels, the criteria AP I (i.e., the HT ( α * cal ) procedure) and I p ( [7] ), are simulated and compared. The performance measures are the estimated FDR ( F DR) and the estimated false nondiscovery proportion ( F N DP ) defined as follows. Let m 1 be the number of true alternative hypotheses according to the simulation model, let R l be the total number of rejections in simulation trial l, and let S l be the number of correct rejections. Define Table 1 ). In other words FNDP is the expected proportion of true alternative hypotheses not captured by the procedure. A measurement of the average power is 1 − F N DP .
Following the discussions in Section 4, the parameter α 0 required in the AP I procedure should be set at a reasonably liberal level. A few values of α 0 were examined in a preliminary simulation study, which suggested that α 0 = 0.22 is a level that worked well for the variety of scenarios covered by the ten models in Table 3 , Appendix.
Results corresponding to α 0 = 0.22 are reported here. The results are first summarized in Figure 4 . In the high noise case (σ = 3, Models 1, 3, 5, 7, 9), compared to I p , AP I incurs no or little increase in FNDP but substantially lower FDR when π 0 is high (Models 5, 7, 9), and keeps the same FDR level and a slightly reduced FNDP when π 0 is relatively low (Models 1, 3) ; thus AP I is more adaptive than I p . As expected, it is difficult for all methods to have substantial power (low FNDP) in the high noise case, primarily due to the low power in each individual test to reject a false null hypothesis. For the FDR control procedures, no substantial number of false null hypotheses can be rejected unless the FDR control level is raised to a relatively high level of ≥ 30%, especially when π 0 is high.
In the low noise case (σ = 1, Models 2, 4, 6, 8, 10), AP I performs similarly to I p , although it is slightly more liberal in terms of higher FDR and lower FNDP when π 0 is relatively low (Models 2, 4). Interestingly, when π 0 is high (Models 6, 8, 10), FDR control by q-value (Storey et al. [31] ) is less powerful than the adaptive FDR procedure (Benjamini and Hochberg [3] ) at low FDR control levels (1%, 5%, and 10%), in terms of elevated FNDP levels.
The methods are further compared by plotting F N DP vs. F DR for each model in Figure 5 . The results demonstrate that in low-noise (model 2, 4, 6, 8, 10) and high-noise, high-π 0 (models 5, 7, 9) cases, the adaptive significance threshold determined from AP I gives very reasonable balance between the amounts of false positive and false negative errors, as indicated by the position of the diamond ( F N DP vs. F DR of AP I) relative to the curves of the FDR-control procedures. It is noticeable that in the low noise cases the adaptive significance threshold corresponds well to the maximum FDR level for which there is no longer substantial gain in reducing FNDP by controlling the FDR at higher levels. There is some loss of efficiency for using AP I in high-noise, low-π 0 cases (model 1, 3) -its FNDP is higher than the control procedures at comparable FDR levels. This is a price to pay for not using a prespecified, fixed FDR control level.
The simulation results on AP I are very consistent with the theoretical results in Section 4. They indicate that AP I can provide a reasonable, data-adaptive significance threshold that balances the amounts of false positive and false negative errors: it is reasonably conservative in the high π 0 and high noise (hence low power) cases, and is reasonably liberal in the relatively low π 0 and low noise cases.
Concluding remarks
In this research an improved estimator of the null proportion and an adaptive significance threshold criterion AP I for massive multiple tests are developed and studied, following the introduction of a new measurement of the level of false positive errors, ERR, as an alternative to FDR for theoretical investigation. ERR allows for obtaining insights into the error behavior of AP I under more application-pertinent distributional assumptions that are widely satisfied by the data in many recent applications. Under these assumptions, for the first time the asymptotic ERR level (and the FDR level under certain conditions) is explicitely related to the ensemble behavior of the P values described by the upper envelope cdf F m and the "average power" H m . Parallel to positive FDR, the concept of positive ERR is also useful. Asymptotic pERR properties of the proposed adaptive method can be established under arbitrary dependence among the tests. The theoretical understanding provides cautions and remedies to the application of AP I in practice.
Under proper ergodicity conditions such as those used in [31, 14] , FDR and ERR are equivalent for the hard-thresholding procedure (2.3); hence Theorems 4.1 and 4.2 hold for FDR as well.
The simulation study shows that the proposed estimator of the null proportion by quantile modeling is superior to the two popular estimators in terms of reduced MSE and bias. Not surprisingly, when there is little power to reject each individual false null hypothesis (hence little average power), FDR control and AP I both incur high level of false negative errors in terms of FNDP. When there is a reasonable amount of power, AP I can produce a reasonable balance between the false positives and false negatives, thereby complementing and extending the widely used FDRcontrol approach to massive multiple tests.
In exploratory type applications where it is desirable to provide "inference-guided discoveries", the role of α 0 is to provide a protection in the situation where no true alternative hypothesis exits (π 0 = 1). On the other hand it is not advisable to choose the significance threshold too conservatively in such applications because the "discoveries" will be scrutinized in follow up investigations. Even if setting α 0 = 1 the calibrated adaptive significance threshold is m −1 , giving the limiting ERR (or FDR, or family-wise type-I error probability) 1 − e −1 ≈ 0.6321 when π 0 = 1.
At least two open problems remain. First, although there has been empirical evidence from the simulation study that the π 0 estimator (3.1) outperforms the existing ones, there is lack of analytical understating of this estimator, in terms of MSE for example. Second, the bounds obtained in Theorems 4.1 and 4.2 are not sharp, a more detailed characterization of the upper bound of ERR * (Theorem 4.2) is desirable for further understanding of the asymptotic behavior of the adaptive procedure.
