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Résumé – Dans cet article, une segmentation de la bande sonore est effectuée en détectant les composantes parole et musique. Cette segmen-
tation résulte de la fusion de deux approches de classification. La première, classique, est basée sur une analyse spectrale et des Modèles de
Mélanges de Gaussiennes (MMG). La seconde, originale, utilise des paramètres “simples” et robustes : la modulation de l’énergie à quatre hertz,
la modulation de l’entropie, la durée des segments (issus d’une segmentation automatique) et le nombre de ces segments par seconde. Notre sys-
tème global se décompose en deux sous-systèmes de classification (Parole/NonParole et Musique/NonMusique). Il atteint respectivement 94 %
d’accuracy pour la parole et 90 % pour la musique sachant qu’une décision est prise sur chaque seconde du signal. Il apparaît très intéressant
d’améliorer un système classique, basé sur une analyse spectrale et des MMG, par des paramètres “simples” et robustes.
Abstract – In this paper, we present and merge two speech / music classification approaches we have developed. The first one is a differentiated
modeling approach based on spectral analysis, which is implemented with GMM. The other one is based on three original features: entropy mod-
ulation, stationary segment duration and number of segments. They are merged with the classical 4 Hertz modulation energy. Our classification
system is a fusion of the two approaches. It is divided in two classifications (Speech/NonSpeech and Music/NonMusic) and provides 94 % of
accuracy for speech detection and 90 % for music detection. Decision is taken on each second of signal. Beside the spectral information and
GMM, classically used in speech / music discrimination, simple parameters bring complementary and efficient information.
1 Introduction
Le document sonore est un document très difficile à indexer,
car l’extraction de l’information élémentaire se heurte à l’ex-
trême diversité des sources acoustiques. Il peut être intéressant
de rechercher des “bruits” ou des sons sémantiquement signifi-
catifs (applaudissements, effets spéciaux...), de repérer les pas-
sages musicaux pour les isoler et les identifier, de détecter les
locuteurs équivalents à des tours de parole dans un dialogue.
Enfin la transcription du discours ou la recherche de mots clés
(mots isolés, groupes de mots...) fournissent une information
importante sur le contenu du message verbal, et permettent
l’accès à la recherche d’informations telle qu’elle est prati-
quée dans des documents textuels. Ces prétraitements peuvent
être assimilés à la recherche de niveaux de description plus ou
moins élémentaires, la plus élémentaire étant la décomposition
de la bande sonore en ses composantes de base “parole, mu-
sique, bruit”.
Plusieurs méthodes de discrimination Parole / Musique ont
été décrites dans la littérature. Elles peuvent se classer en deux
groupes selon les paramètres discriminants utilisés. D’une part,
dans la communauté des spécialistes en musique, l’accent porte
sur des paramètres permettant de séparer au mieux la musique
du reste. Par exemple, le taux de passage par zéro (Zero Cros-
sing rate) et le centroïde spectral sont utilisés pour séparer le
bruit des parties voisées (donc harmoniques) [1], [2] tandis
que la variation de la magnitude spectrale (le “Flux” spectral)
permet de détecter les discontinuités harmoniques [3]. D’autre
part, dans la communauté du traitement automatique de la pa-
role, les paramètres cepstraux sont privilégiés pour extraire la
composante parole ([4], [5]).
De par la nature même des signaux de parole et de musique,
leur indexation ne peut découler de l’utilisation d’outils com-
muns. Le système de classification, que nous avons développé,
résulte de la fusion de deux sous-systèmes. Le premier, noté
système I, utilise la modélisation différenciée basée sur une
analyse cepstrale et spectrale [6]. Le second, appelé système II,
est issu de l’extraction de paramètres “originaux” [7] : la mo-
dulation de l’entropie, le nombre de segments (issus d’une seg-
mentation automatique), la durée de ces segments et la modéli-
sation de l’énergie à quatre hertz. Dans chaque sous-système la
décision élémentaire repose sur une approche bayésienne où les
lois sont des gaussiennes ou des mélanges de lois gaussiennes.
Cet article est divisé en trois parties. Une première section
permet de décrire le système global de classification et chacun
des paramètres utilisés. Ensuite, les méthodes de fusion d’in-
formation étudiées sont présentées. Au cours du dernier para-
graphe, un corpus radiophonique est employé afin de valider
chacun des systèmes (I et II) et de vérifier la robustesse de notre
système de fusion dans des conditions très diverses.
2 Le système de classification
Notre système (figure 1) se décompose en deux systèmes de
classification correspondants aux deux détections disjointes de
la parole et de la musique. Ainsi, les passages contenant de la
parole, de la musique mais aussi les deux simultanément sont
détectés. Chacun des systèmes emprunte des paramètres issus
du système I et du système II et leur modélisation statistique
respective.
La décision finale est prise en fusionnant les scores (vraisem-
blances). Pour la détection de parole, il s’agit des coefficients
cepstraux, de la modulation de l’énergie à quatre hertz et de la
modulation de l’entropie. Pour la détection de musique, nous
avons utilisé des coefficients spectraux et les deux paramètres




























FIG. 1: le système global de classification.
2.1 Description du système I
Ce système, présenté dans [6], utilise la modélisation diffé-
renciée. Il se décompose en deux sous-systèmes. Le premier
(Parole/NonParole) est basé sur une analyse cepstrale. Pour
chaque trame (16 ms) d’analyse, 18 paramètres sont extraits (8
MFCC, l’énergie et leurs dérivées respectives). Ces paramètres
sont ensuite normalisés par soustraction cepstrale. Le second
(Musique/NonMusique) utilise une analyse spectrale afin d’ex-
traire 29 paramètres (28 coefficients spectraux et l’énergie).
Ces deux sous-systèmes utilisent des GMM pour modéli-
ser chacune de leurs classes (Parole, NonParole, Musique et
NonMusique). Ces classes ont été apprises en utilisant deux
algorithmes successifs. Le premier, un algorithme de quanti-
fication vectorielle (VQ) basé sur l’algorithme de Lloyd [8],
permet d’initialiser les modèles. Le second est un algorithme
permettant de réestimer les modèles (EM) [9]. Le nombre de
lois gaussiennes utilisées a été fixé à 128.
2.2 Paramètres du système II
Une rapide description des paramètres utilisés par notre sys-
tème de classification est faite dans cette section. Le lecteur
désireux d’informations plus complètes pourra se référer à [7].
2.2.1 Modulation d’énergie à 4 Hz
Le signal de parole possède un pic caractéristique de modu-
lation en énergie autour de la fréquence syllabique 4 Hz [10].
Nous avons calculé la modulation (variation) de l’énergie au-
tour de 4 Hz. Ce paramètre a des valeurs plus élevées pour des
segments de parole que pour les segments musicaux.
2.2.2 Modulation de l’entropie
Des observations menées sur le signal et sur le spectrogramme
associé font apparaître une structure plus “ordonnée” du signal
de musique par rapport au signal de parole. Le calcul de l’entro-
pie est une technique de quantification de cet ordonnancement.
Nous avons utilisé un paramètre basé sur la variation d’une esti-
mation de la valeur de l’entropie sur des fenêtres de 1 seconde.
Ce paramètre prend des valeurs plus élevées pour les segments
de parole que pour les segments musicaux.
2.2.3 Paramètres de segmentation
La segmentation est issue de l’algorithme de “Divergence
Forward-Backward” (DFB) [11] qui est basé sur une étude sta-
tistique du signal dans le domaine temporel. L’hypothèse de
départ est que le signal de parole est décrit par une suite de
zones quasi-stationnaires. Chacune est alors caractérisée par un












est le signal de parole et
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est un bruit blanc
gaussien.
La méthode consiste à détecter les changements des para-
mètres des modèles autorégressifs au travers des erreurs de pré-
diction calculées sur deux fenêtres d’analyse successives.



























































Cette méthode a été comparée à de nombreuses autres mé-
thodes de segmentation [12]. Elle a déjà fourni des résultats
intéressants pour la reconnaissance automatique de la parole :
des expériences ont montré que la durée des segments est por-
teuse d’une information pertinente [13].
Elle permet d’atteindre, notamment pour la parole, une seg-
mentation subphonétique où 3 types de segments se distinguent :
– les segments quasi-stationnaires qui correspondent à la
partie stable des phonèmes lorsqu’elle existe,
– les segments transitoires,
– les segments courts (environ 20ms).
Leur longueur varie entre 20 et 100 ms pour la parole. Pour
la musique, un segment correspond à la tenue d’une note ; il
peut être beaucoup plus long.
E Nombre de segments
Ce paramètre est extrait de l’algorithme DFB. Il correspond au
nombre de segments présents durant chaque seconde de signal.
Les signaux de parole présentent une alternance de périodes de
transition (voisées / non voisées) et de périodes de relative sta-
bilité (les voyelles en général) [14]. Au niveau de la segmenta-
tion, cela se traduit par de nombreux changements. La musique
“instrumentale”, étant plus tonale (ou harmonique), ne présente
pas de telles variations.
Le nombre de segments par unité de temps (ici la seconde)
est donc plus important pour la parole que pour la musique.
E Durée des segments
Comme le paramètre précédent, la durée des segments est issue
de la même segmentation automatique (DFB). Elle correspond
au calcul de la durée moyenne des segments les plus caracté-
ristiques sur chaque seconde de signal. Les segments sont gé-
néralement plus longs pour la musique que pour la parole.
3 La fusion
La fusion d’information, qu’il s’agisse de fusion de para-
mètres ou de fusion de scores, est actuellement largement étu-
diée [15],[16]... Elle consiste à mettre à profit le maximum
d’information sur les données afin de réduire les faiblesses de
certaines grâce à d’autres. Dans l’étude présentée ici, la fusion
des scores de vraisemblances est privilégiée.
3.1 Fusion par maximisation
Un premier travail a consisté à évaluer la fusion par maxi-
misation. En effet, chacun des paramètres pour la détection de
parole (resp. musique), modélisés soit par des mélanges de lois
gaussiennes (système I) soit par des lois gaussiennes (système
II), nous fournit un score de vraisemblance pour la Parole (resp.
Musique) et la NonParole (resp. NonMusique) pour chaque se-
conde de signal étudié. Afin de prendre une décision, le para-
mètre possédant le score le plus important est privilégié.
3.2 Approche probabiliste
La théorie des probabilités permet de modéliser quantita-
tivement l’incertitude. Intuitivement, la probabilité d’un évè-
nement est une mesure normalisée (entre 0 et 1) de la vrai-
semblance de cet évènement. L’un des inconvénients majeurs
de cette technique réside dans l’exigence de la connaissance
parfaite des probabilités (notamment a priori). Enfin, la notion
d’ignorance sur un fait n’est pas prise en compte. Pour pallier
ce problème, on s’appuie sur des indices de confiance relatifs à
l’expert, la classe ou l’observation.
L’expert nous apporte ses capacités à discriminer la Classe


















L’indice de confiance de classe  

est en quelque sorte l’ex-
































1. C={Parole,Musique} la Classe,
NC={NonParole,NonMusique} la NonClasse et y l’observation
Les indices de classe (   ,    ) permettent de définir une
fonction de coût.
La confiance en l’observation, notée ﬁ 

est naturellement la




















































4 Expériences et évaluation
4.1 Corpus
Une base de données a été réalisée à partir d’enregistrements
de RFI 2(Radio France Internationale).Cette base de données,
contient de longues périodes de parole, de musique, ainsi que
des zones de chevauchement pouvant contenir de la parole,
de la musique et/ou du bruit. La parole est enregistrée dans
différentes conditions (parole téléphonique, enregistrements en
extérieur, bruit de foule et deux locuteurs simultanément). La
musique est présente sous diverses formes également : de nom-
breux instruments sont représentés. Il y a également des parties
de voix chantée. Le corpus est multi-locuteur et multilingue.
Cette base a permis l’apprentissage du système I et l’évalua-
tion du système total. Nous avons utilisé environ 8 heures pour
l’apprentissage et 1 heure 30 minutes pour les tests. Les para-
mètres des lois et les seuils utilisés dans le système II n’ont pas
été réappris, ils sont issus d’expériences précédentes [7].
4.2 Résultats
Nous avons testé séparément chaque paramètre. Les deux
fonctions discriminantes, basées sur la modulation de l’éner-
gie à 4 Hz et la modulation de l’entropie, montrent que ces
différents paramètres fournissent des taux d’identification cor-
recte similaires (autour de 84 %) pour de la classification Pa-
role/NonParole (Tableau 1) : le taux est calculé par rapport un
étiquetage manuel Parole/NonParole ramené à la seconde. La
fonction discriminante basée sur le nombre de segments issus
de l’algorithme de divergence donne un taux supérieur à 86 %
pour de la détection de musique (Tableau 2). L’approche bayé-
sienne, avec le paramètre de durée des segments et la loi Gaus-
sienne inverse fournit un taux d’identification correcte légère-
ment plus bas (76 % pour de la Musique/NonMusique).
Avec le système I, les résultats sont de 90 % de classification
correcte (unité : la seconde) pour la détection de parole (co-
efficients cepstraux) et de 87 % pour la musique (coefficients
spectraux).
2. dans le cadre du projet RAIVES (projet CNRS)
TAB. 1: Classification Parole/NonParole
Paramètres Taux d’identification
correcte
(1) Coeff. cepstraux (système I) 90.9 %
(2) Modulation de l’energie à 4Hz 87.3 %
(3) Modulation de l’entropie 87.5 %
(1) + (2) + (3) fusion 94 %
TAB. 2: Classification Musique/NonMusique
Paramètres Taux d’identification
correcte
(1) Coeff. spectraux (système I) 87 %
(2) Nombre de segments 86.4 %
(3) Durée des segments 78.1 %
(1) + (2) + (3) fusion 90 %
Les résultats fournis par les différents paramètres du système
I et II ont été ensuite fusionnés par maximisation des scores de
vraisemblance (cf. paragraphe 3.1) et par la théorie des proba-
bilités (cf. paragraphe 3.2). Ceci permet d’augmenter le taux de
classification correcte pour arriver respectivement à 94 % d’ac-
curacy pour la parole et 90 % pour la musique. Les 2 méthodes
de fusion donnent des résultats similaires.
5 Discussion
Un système de classification parole/musique basé sur la fu-
sion de deux approches a été présenté. L’approche par modéli-
sation différenciée utilise des GMM, une analyse cepstrale pour
la parole et une analyse spectrale pour la musique. En parallèle,
quatre paramètres (la modulation de l’énergie à quatre hertz, la
modulation de l’entropie et deux paramètres issus d’une seg-
mentation) sont employés afin d’exploiter au mieux les proprié-
tés du signal. Chacun des paramètres donne des résultats satis-
faisants. La fusion des deux approches permet d’augmenter de
le taux de reconnaissance d’environ trois points pour atteindre
94 % pour la détection de parole et 90 % pour la détection de
musique.
Il apparaît intéressant d’améliorer un “lourd” (8 heures d’éti-
quettage manuel nécessaires à l’apprentissage) système de clas-
sification, basé sur une analyse spectrale et des MMG, grâce
à des paramètres “simples” tels ceux présentés ici. Ces para-
mètres sont robustes et indépendants de la tâche car leurs seuils
de classification ont été appris sur une base personnelle (diffé-
rente du corpus RFI utilisé ici).
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