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Abstract
This thesis presents a decay-time dependent measurement of 𝐶𝑃 violation in
the decay of 𝐵0 and 𝐵0 mesons into their common 𝐽/𝜓𝐾0S ﬁnal state. The 𝐶𝑃
observables 𝑆u�/u�u�0S and 𝐶u�/u�u�0S allow access to the magnitude of the symmetry
violation in the interference between the 𝐵 meson decay and mixing amplitudes
and can directly be related to the CKM angle 𝛽. Using a dataset of selected signal
𝐵0→ 𝐽/𝜓𝐾0S candidates corresponding to an integrated luminosity of 3.0 fb
−1
collected at centre-of-mass energies of 7 and 8TeV by the LHCb experiment, the
𝐶𝑃 observables are measured to be
𝑆u�/u�u�0S = 0.731 ± 0.035 (stat)± 0.020 (syst) , and
𝐶u�/u�u�0S = −0.038 ± 0.032 (stat)± 0.005 (syst) ,
resulting in the worlds most precise measurement of these quantities at a hadron
collider. With the parameter 𝐶u�/u�u�0S ﬁxed to zero, 𝑆u�/u�u�0S equals sin(2𝛽) =
0.746 ± 0.030 (stat). The results have a similar precision as previous measurements
at the 𝐵 factories BaBar and Belle and are consistent with these and with
expectations from measurements of other CKM matrix parameters.
Zusammenfassung
Die vorliegende Dissertation beschreibt eine zerfallszeitabhängige Messung von 𝐶𝑃 -
Verletzung im Zerfall von 𝐵0- und 𝐵0-Mesonen in ihren gemeinsamen Endzustand
𝐽/𝜓𝐾0S . Die Größe der Symmetrieverletzung in der Interferenz der Zerfalls- und
Mischungs-Amplituden der 𝐵-Mesonen lässt sich durch die 𝐶𝑃 -Observablen 𝑆u�/u�u�0S
und 𝐶u�/u�u�0S ausdrücken und mit dem CKM-Winkel 𝛽 in Bezug setzen. Die Messung
wurde auf einem Datensatz von selektierten 𝐵0 → 𝐽/𝜓𝐾0S Signal-Kandidaten
durchgeführt, der einer integrierten Luminosität von 3.0 fb−1 entspricht und bei
Schwerpunktsenergien von 7 und 8TeV am LHCb-Experiment aufgenommen wurde.
Mit
𝑆u�/u�u�0S = 0.731 ± 0.035 (stat)± 0.020 (syst) und
𝐶u�/u�u�0S = −0.038 ± 0.032 (stat)± 0.005 (syst) ,
wurden die 𝐶𝑃 -Observablen mit einer Genauigkeit gemessen, die weltweit bisher
an keinem anderen hadronischen Beschleuniger erreicht werden konnte. Unter
der Annahme von 𝐶u�/u�u�0S = 0 folgt 𝑆u�/u�u�0S = sin(2𝛽) = 0.746 ± 0.030 (stat). Die
Ergebnisse sind von ähnlicher Präzision wie bisherige Messungen an den 𝐵-Fabriken
BaBar und Belle und sind bestens vereinbar mit diesen und Erwartungen aus
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With the Big Bang theory being the prevailing model to explain the earliest known
period of the universe, matter and anti-matter should have been produced in equal
quantities. To explain today’s observation of a maximal asymmetry between matter
and anti-matter with complete absence of anti-matter in the visible universe, the
source of the asymmetry needs to be determined.
A possible solution was provided by Sakharov [1]. To achieve a universal baryon
asymmetry three conditions have to be fulﬁlled: 1) the existence of baryon number
violating processes, 2) the violation of 𝐶 and 𝐶𝑃 conservation in fundamental
interactions, and 3) a deviation from the thermal equilibrium during the history of
the universe.
The non-equilibrium state is guaranteed due to the inﬂationary epoch of the
universe and baryon number violation processes are known as well [2, 3], thus
leaving us to ﬁnd a source of 𝐶𝑃 violation large enough to explain the existing
matter-antimatter asymmetry.
Discrete global symmetries play an outstanding role in the Standard Model of
Particle Physics (SM). Of particular importance are the discrete transformations
under charge conjugation 𝐶, parity 𝑃 , and time reversal 𝑇 . The 𝐶𝑃𝑇 theorem
states that the 𝐶𝑃𝑇 symmetry holds for any Lorentz invariant, local quantum ﬁeld
theory, whereas the violation of each of the discrete symmetries 𝐶, 𝑃 , or 𝑇 is still
possible [4].
Lee and Yang where the ﬁrst to question the general assumption that all physical
interactions are invariant even under a single transformation by stating a possible 𝑃
violation in weak interactions [5]. Soon after, this statement was supported by the
measurement of 𝑃 violation in the 𝛽− decay of 60Co [6]. The experiment revealed
that the weak interaction only couples to fermions with left-handed chirality or
anti-fermions with right-handed chirality, which means that symmetry under the
𝐶 transformation is violated as well. Still, the interaction seemed to behave
invariant under combined 𝐶𝑃 transformations. But already in 1964, the symmetry
violation under 𝐶𝑃 transformation was observed in the neutral kaon system and
consequently established in the SM [7].
However, writing the source of 𝐶𝑃 violation into the theoretical description of
the SM still was a challenge. The triumphant idea came from Makoto Kobayashi
and Toshihide Maskawa proposing a third quark generation as a possibility to
explain 𝐶𝑃 violation in the framework of the electroweak theory [8]. The discovery
of the 𝑏 quark [9] provided enough conﬁdence in their theory to start planning the
two 𝐵 factories BaBar and Belle. At the two 𝑒+𝑒− colliders, PEP-II (Stanford,
CA, US) and KEKB (Tsukuba, JP), electrons and positrons were brought to
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1 Introduction
collisions at asymmetric beam energies. Both machines operated at centre-of-mass
energies of exactly the Υ(4𝑆) bottonium resonance at 10.58GeV, producing 𝐵𝐵
meson pairs at high rates of 106 a day [10].
To establish 𝐶𝑃 violation in the SM it was necessary to extend the measurements
outside the kaon sector to the heavier 𝐵 and 𝐷 meson systems. Predominantly
built to study 𝐶𝑃 violation in the 𝐵 meson system, BaBar and Belle had soon
been successful and reported the observation of 𝐶𝑃 violation in decays of 𝐵0
mesons to charmonium ﬁnal states in 2001 [11, 12].
The ‘golden observable’ [10] of 𝐶𝑃 violation in the 𝐵0 meson system is the




Γ(𝐵0(𝑡)→ 𝐽/𝜓𝐾0S ) − Γ(𝐵
0(𝑡)→ 𝐽/𝜓𝐾0S )
Γ(𝐵0(𝑡)→ 𝐽/𝜓𝐾0S ) + Γ(𝐵
0(𝑡)→ 𝐽/𝜓𝐾0S )
,
that can be related to the angle 𝛽 of the Cabibbo-Kobayashi-Maskawa (CKM)
quark mixing matrix as the source of 𝐶𝑃 violation in the SM [13]. In recent years,
the value of sin(2𝛽) was measured to a precision of below 3% with a world average
of sin(2𝛽) = 0.682 ± 0.019, dominated by the measurements of BaBar and Belle
[14]. Taking into account measurements of other parameters that constrain the
value of sin(2𝛽) to 0.711±0.0170.041 [15], a small discrepancy to the direct measurement
is observed.
The presence of this statistically insigniﬁcant but visible tension illustrates
the principle idea of precision measurements of CKM parameters. Although, the
conditions presented by Sakharov are met in the SM, the magnitude of 𝐶𝑃 violation
is not large enough to suﬃciently explain the baryon asymmetry. Consequently,
the source of the 𝐶𝑃 violation has to originate from physics beyond the SM. One
way to cope with this, is the direct search for new particles at higher mass scales.
However, this has not been very successful until now. Another promising way is
to conduct indirect searches. Quantum loop processes may contain contributions
from heavy particles even if they take place at far lower energies than necessary to
produce those directly, thus allowing to get a peek on physics scales far above the
current experimental limits. Therefore, together with precise theory predictions,
possible deviations from the SM can appear in precision measurements of SM
parameters.
To meet the high demands deﬁned by a precision measurement the experimental
setup has to be customised to this very purpose. In case of decay-time dependent
measurements, the spatial and time resolution has to be excellent to resolve
production and decay vertices, which allow for an eﬃcient and precise reconstruction
of particle trajectories and decays. Additionally the particle identiﬁcation (PID)
has to be very eﬃcient, with low mis-identiﬁcation rates in order to correctly
identify ﬁnal state particles.
The Large Hadron Collider beauty (LHCb) detector located at the Large Hadron
Collider (LHC) at the European Organization for Nuclear Research (CERN) was
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designed with these requirements in mind and operates very successfully since 2009.
Following its predecessors BaBar and Belle, the LHCb experiment aims to study
heavy ﬂavour physics by exploiting direct and indirect experimental techniques
to their full extent. The physics program includes 𝐶𝑃 violation measurements
in 𝐵 and 𝐷 meson decays [16–22], the search for (very) rare decays [23], tests of
lepton-universality [24, 25], as well as heavy ﬂavour spectroscopy [26, 27].
The analysis presented in this thesis describes the precise determination of
the CKM parameter sin(2𝛽) in a measurement of the decay-time dependent 𝐶𝑃
asymmetry 𝒜u�u� (𝑡) in the decay of 𝐵
0 and 𝐵0 mesons into their common 𝐽/𝜓𝐾0S
ﬁnal state. Flavour tagging algorithms are used to determine the state of the 𝐵
meson at production and are therefore of critical importance to the measurement
of the 𝐶𝑃 asymmetry. The LHCb experiment is the only detector capable of
sophisticated ﬂavour tagging in a hadronic environment and sets performance
benchmarks for ﬂavour tagged 𝐶𝑃 analyses at hadron colliders.
The measurement is conducted on a dataset collected by the LHCb experiment
during the ﬁrst LHC run period in 2011 and 2012. Based on a dataset corresponding
to an integrated luminosity of 3.0 fb−1 collected at a centre-of-mass energy of 7
and 8TeV the measurement supersedes a previous measurement by LHCb [28] on
a subset of the data corresponding to an integrated luminosity of 1.0 fb−1.
The updated analysis makes use of the larger dataset, an optimized selection,
and adds an additional ﬂavour tagging algorithm to identify the quark content of
the 𝐵 meson at production. Therewith, the statistical power of the measurement
can be increased by almost a factor of 6.
Collaboration
The work presented in this document was only possible to achieve in close collab-
oration with colleagues from the LHCb collaboration, most notably Frank Meier
and Julian Wishahi from the local working group, they are—together with the
author—the contact authors of this analysis published as:
R. Aaij et al., Measurement of 𝐶𝑃 violation in 𝐵0→ 𝐽/𝜓𝐾0S decays,
Phys. Rev. Lett. 115 (2015) 031601, doi: 10.1103/PhysRevLett.
115.031601, arXiv:1503.07089 [hep-ex].
Mirco Dorigo and Ulrich Eitschberger from the ﬂavour tagging group provided
the ﬂavour tagging calibration measurements (cf. Secs. 4.3.2 and 4.3.3). The
calculation of the kaon regeneration (cf. Sec. 5.7.4) was performed by Jeroen van
Tilburg from the 𝐵 to charmonium working group.
Outline
Ch. 2 shortly recapitulates the SM with an emphasis on ﬂavour physics and 𝐶𝑃
violation in the quark sector. The nature of Yukawa interactions and the appearance
of the CKM matrix through spontaneous symmetry breaking are summarised.
3
1 Introduction
Then, the time evolution of 𝐵 mesons including decay and ﬂavour oscillations is
outlined. Finally, an overview of the measurement of 𝐶𝑃 violation in the decay of
𝐵0→ 𝐽/𝜓𝐾0S is given.
The LHCb detector and its subsystems are brieﬂy described in Ch. 3 with par-
ticular attention to the track reconstruction and particle identiﬁcation techniques.
The LHCb trigger system is sketched and the software stack is depicted. Also, the
data taking in the ﬁrst successful years of running is summarised.
Playing an important role in this analysis, the ﬂavour tagging algorithms utilised
at LHCb are discussed in more detail in Ch. 4. After a general overview and a
comparison to developments at the 𝐵 factories, the ﬂavour tagging algorithms are
explained. Afterwards, the calibration of the ﬂavour tagging output is motivated
and described. The chapter closes with an outlook on recent developments.
The main part (Ch. 5) contains the details of the performed measurement. The
data taking and preparation is explained as well as studies of potential background
contributions. The inﬂuence of decay time acceptance and resolution eﬀects is
brieﬂy summarised. Before the results are presented, the likelihood function is
described. Finally, all studies of systematic eﬀects are collected.
The results are summarised and put into context to the global CKM picture and
prospects for Run II and the LHCb detector upgrade are presented.
4
2 𝘾𝙋 violation in the 𝘽𝟬 meson system
In this chapter the theoretical background of 𝐶𝑃 violation in the 𝐵0 meson system
is outlined. Starting with the Standard Model of Particle Physics the theoretical
framework constructed to explain the observed phenomenology of fundamental
particles and their interactions is described. Then an overview oﬀ the ﬁeld of
ﬂavour physics is given, including the baseline ideas of quark mixing and 𝐶𝑃
violation in the 𝐵 meson system, as well as the master equations utilised in the
measurement of 𝐶𝑃 violation in the decay channel 𝐵0→ 𝐽/𝜓𝐾0S .
2.1 The Standard Model of Particle Physics
The Standard Model of Particle Physics (SM) tries to describe the constituents
of matter and anti-matter as well as their interactions. The theoretical model
has been rigorously tested by experiments and any attempts to falsify even a
part of it have been unsuccessful up to date. From the beginning of the 1960s
until the discovery of the Higgs boson [29] all experimental evidence has been in
support of the SM. Nevertheless, the SM must be part of some bigger universal
theory: The absence of a suitable dark matter candidate, a missing predictive
model explaining the quark and lepton mass hierarchy and mixing, and the absence
of anti-matter/the abundance of matter in the visible universe, are just a selection
of questions that are not answered by the SM.
The theoretical framework of the SM is built as a Lorentz invariant quantum
ﬁeld theory describing the dynamics and kinematics of the theory. Based on
the gauge group SU(3) ⊗ SU(2) ⊗ U(1) the SM Lagrangian ℒSM describes all
1
known fundamental forces and their bosonic force mediators, the fermionic particles
forming matter, as well as the scalar ﬁeld that lends masses to the bosons and
fermions of the SM through the mechanism of spontaneous symmetry breaking.
































1The SM does not describes gravity, which makes it not less attractive from the perspective of
high energy particle physics as the strength of the gravitational couplings is several orders of
magnitude smaller compared to the other forces.
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as well as their right-handed singlet counterparts
𝑒R, 𝜇R, 𝜏R, 𝑢R, 𝑑R, 𝑐R, 𝑠R, 𝑡R, and 𝑏R .
The SM does not include right-handed neutrinos, yet they might be necessary
to explain the observed non-vanishing neutrino masses. To each listed particle,
an anti-particle with oppositely signed charge quantum numbers exist, usually
denoted with an overbar, e.g. 𝑞.
The fundamental interactions are represented by the electromagnetic (e.m.) force,
the weak force, and the strong force. The e.m. and weak interactions can be uniﬁed
into the so called electro-weak interaction [30], represented by an SU(2) ⊗ U(1)
gauge group. Four corresponding massless gauge bosons are present that can be
associated with the SU(2) and U(1) group. After the spontaneous breaking of the
symmetry at the electro-weak energy scale the massless photon 𝛾 and the massive
𝑊± and 𝑍0 bosons emerge.
The photon couples to particles with non-zero e.m. charge, i.e. the charged
leptons 𝑒, 𝜇, and 𝜏 and the quarks. The likewise uncharged 𝑍0 additionally couples
to the uncharged neutrinos. The bosons 𝑊± act as mediators between the upper
and lower ﬁelds of the fermionic doublets enabling e.g. the radioactive 𝛽 decay
with a 𝑑 → 𝑢𝑒𝜈u� transition through the exchange of a 𝑊
−.
Finally, the strong force couples to the colour charge carried solely by quarks
and is mediated by gluons. Quarks cannot be observed in unbound states, thus
always form composite particles (hadrons) as e.g. the proton consists of two 𝑢-
quarks and one 𝑑-quark. In general, particles composed of three quarks (𝑞𝑞𝑞) or
three anti-quarks (𝑞𝑞𝑞) are called baryons, particles with a quark and an anti-
quark as constituents (𝑞𝑞) are called mesons. Besides these two prevalent bound
states, exotic pentaquark states composed of four quarks and one anti-quark were
experimentally conﬁrmed recently [27].
All visible matter consists entirely of ﬁrst generation quarks (𝑢 and 𝑑) and
leptons (𝑒), thus no other fermionic particles are mandatory to explain most
physical phenomena and moreover it seems non-essential that they exist at all.
To shed light into this puzzle the structure and hierarchy of the quark and lepton
sector is studied in the ﬁeld of ﬂavour physics.
2.2 Flavour physics
The ﬁeld of ﬂavour physics includes the description of the weak interaction of
quarks and leptons, mixing of neutral meson systems, and in general the time
evolution of those states. Inferred by the nature of the Yukawa interactions 𝐶𝑃
violation is possible and present in nature. In this thesis the focus is laid on the
quark sector. This introduction follows Refs. [31–33].
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2.2 Flavour physics
2.2.1 The CKM quark mixing matrix
To ensure local SU(2)⊗U(1) gauge invariance of the electroweak Lagrangian while
at the same time preserving renormalisability of the theory, the mechanism of
spontaneous symmetry breaking is used [34]. While the mechanism also implies
new massive vector boson ﬁelds as well as the appearance of a massive scalar
particle—the Higgs boson—the focus here will lie on the quark sector.
By introducing a complex scalar Higgs ﬁeld 𝜙 ≡ (u�
+
u�0 ) an SU(2)⊗U(1) invariant








∗𝑢Ru� + h.c. , (2.1)
with 𝑌 u�u�u� denoting the Yukawa couplings, 𝑄Lu� being the left-handed quark doublets,
and 𝑞Ru� the right-handed singlets.
By construction still being massless, the charged leptons, quarks, and the 𝑊±
and 𝑍0 bosons obtain masses after the spontaneous breaking of the symmetry and









The Yukawa couplings 𝑌u�u� are not constrained by the theory and thus are completely
arbitrary and constitute the majority of the free SM parameters. The coupling
matrices are a priori non-diagonal in the weak interaction base, but in general can be
diagonalised by bi-unitary transformations. As a consequence of the diagonalisation
the quark ﬁelds are transformed as well into the mass eigenstates basis allowing















with the weak charge 𝑔 and the transformation matrix denoted 𝑉CKM [8, 35]. The
CKM matrix elements 𝑉 u�u�CKM connect an up-type quark 𝑖 to a down-type quark 𝑗
with a probability proportional to |𝑉 u�u�CKM|
2. By deﬁnition, the 3 × 3 CKM matrix
is unitary, 𝑉CKM𝑉
†










u�u� = 𝛿u�u� , (2.4)
and a redeﬁnition of arbitrary quark phases, reduces the number of parameters to
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and can be expressed as a complex rotation matrix with the three angles 𝜃12, 𝜃13,
𝜃23 ∈ [0, 𝜋/2] and a phase 𝛿 ∈ ] − 𝜋, 𝜋]. With the deﬁnition of 𝑠u�u� ≡ sin 𝜃u�u� and







iu� 𝑐12𝑐23 − 𝑠12𝑠23𝑠13e
iu� 𝑠23𝑐13
𝑠12𝑠23 − 𝑐12𝑐23𝑠13e





where the phase 𝛿 is the only source of 𝐶𝑃 violation in the SM. A popular
approximation by Wolfenstein [37] takes advantage of the measured hierarchy of




2 ≪ 1 or in terms of the rotation angles







4 𝜆 𝐴𝜆3(𝜌 − i𝜂)




4(1 + 4𝐴2) 𝐴𝜆2
𝐴𝜆3(1 − 𝜌 − i𝜂) + 12𝐴𝜆







written in terms of
𝑠12 = 𝜆, 𝑠23 = 𝐴𝜆
2, and 𝑠13e
iu� = 𝐴𝜆3(𝜌 + i𝜂) . (2.8)
The parameters are measured in the SM as 𝜆 ≈ 0.23, 𝐴 ≈ 0.81, 𝜌 ≈ 0.13, and
𝜂 ≈ 0.26. Given the unitarity relations in Eq. (2.4) the six vanishing combinations
can be represented in a triangle in the complex plane. The most prominent (𝑑, 𝑏)







u�u� = 0 (2.9)
where normalising each side of the triangle by 𝑉u�u�𝑉
∗
u�u� yields vertices at (0, 0) and
(1, 0) and an apex at (𝜌, 𝜂). The area of all unitarity triangles is of equal size and





𝑖 ≠ 𝑗 and 𝑙 ≠ 𝑘. It is a measure of 𝐶𝑃 violation in the SM and can be determined
to be |𝐽 | = 𝜆6𝐴2𝜂 ≈ 3 ⋅ 10−5.




















































−iu� = 𝟙 . (2.12)
Considering various measurements of parameters of the (𝑢, 𝑑) unitarity triangle









(excl. at CL > 0.95)





























f i t t e r
Figure 2.1 – Constraints on the (u�, u�) unitarity triangle in the (u�, u�)-plane from a global
ﬁt incorporating all measured CKM parameters [38]. Regions outside the coloured areas
have 1 − u� > 95.45%. The red hashed region of the global combination corresponds to
68% CLs.
2.2.2 𝘽 meson decay
The decay of a meson state 𝑃 or its 𝐶𝑃 conjugate state 𝑃 into a multi-particle
ﬁnal state 𝑓 or its 𝐶𝑃 conjugate state 𝑓 can be expressed by the decay amplitudes
𝐴u� = ⟨𝑓∣𝐻∣𝑃⟩, 𝐴u� = ⟨𝑓∣𝐻∣𝑃⟩,
𝐴u� = ⟨𝑓∣𝐻∣𝑃⟩, and 𝐴u� = ⟨𝑓∣𝐻∣𝑃⟩,
(2.13)
where 𝐻 is the Hamiltonian governing the weak interaction.
Under the premise of (𝐶𝑃)2 = 𝟙 the initial and ﬁnal states transform under the
𝐶𝑃 operation as
𝐶𝑃∣𝑃⟩ = e+iu�u� ∣𝑃 ⟩, 𝐶𝑃 ∣𝑓⟩ = e+iu�u� ∣𝑓⟩,
𝐶𝑃 ∣𝑃⟩ = e−iu�u� ∣𝑃 ⟩, and 𝐶𝑃∣𝑓⟩ = e−iu�u� ∣𝑓⟩,
(2.14)
introducing phases 𝜁u� and 𝜁u�. If the 𝐶𝑃 symmetry is conserved 𝐴u� = e
i(u�u�−u�u�)𝐴u�.
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2.2.3 Oscillations of neutral 𝘽 mesons
To understand the oscillation of a neutral meson state 𝑃0 into its 𝑃0 𝐶𝑃 conjugate
state and vice versa, the time evolution of the meson states has to be studied.
Given a pure 𝑃0 or 𝑃0 initial state at 𝑡 = 0, it will evolve in time acquiring
components that describe all possible ﬁnal states 𝑓1, 𝑓2,… ,
∣Ψ(𝑡)⟩ = 𝜓1(𝑡)∣𝑃
0⟩ + 𝜓2(𝑡)∣𝑃
0⟩ + 𝑐1(𝑡)∣𝑓1⟩ + 𝑐2(𝑡)∣𝑓2⟩ + … . (2.15)
As only the parameters 𝜓1(𝑡) and 𝜓2(𝑡) are of interest, this time evolution can be

























following the Weisskopf-Wigner approximation [40, 41] with two Hermitian 2 × 2
matrices 𝑀 and 𝛤 , where the Hamiltonian




is not Hermitian, as otherwise the meson states would just oscillate without
decaying.
Assuming 𝐶𝑃𝑇 invariance, 𝑚11 = 𝑚22 = 𝑚, 𝑚21 = 𝑚
∗
12, 𝛤11 = 𝛤22 = 𝛤 , and
𝛤21 = 𝛤
∗
12. Diagonalising the Hamiltonian yields eigenstates with well-deﬁned
masses
∣𝑃0u�⟩ = 𝑝∣𝑃
0⟩ + 𝑞∣𝑃0⟩ , and
∣𝑃0u�⟩ = 𝑝∣𝑃
0⟩ − 𝑞∣𝑃0⟩ ,
(2.18)
with |𝑞|2 + |𝑝|2 = 1, where 𝑃u� marks the light and 𝑃u� the heavy eigenstate. The
correspondent eigenvalues are

















and the mass and decay width diﬀerences
Δ𝑚 = 𝑚u� −𝑚u� , and Δ𝛤 = 𝛤u� − 𝛤u� . (2.21)
The mass diﬀerence Δ𝑚 of the two mass eigenstates is by deﬁnition positive while
the sign of Δ𝛤 has to be determined experimentally.
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2.2.4 Time evolution of meson states
After an outline of the decay and the oscillation of 𝐵 mesons and the CKM
mechanism in the SM the time evolution and diﬀerential decay rates are deﬁned in
the following. The time evolution of a physical state produced as 𝑡 = 0 either as a


























The decay rate of a meson produced at 𝑡 = 0 to a ﬁnal state 𝑓 at time 𝑡 is given
by the matrix element
Γ (𝑃(𝑡) → 𝑓) = ∣⟨𝑓∣𝑇 ∣𝑃⟩∣
2
, (2.24)
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are used.































2.2.5 Classiﬁcation of 𝘾𝙋 violating eﬀects
While a single phase in the CKM quark mixing matrix is the only source of 𝐶𝑃
violation in the SM, 𝐶𝑃 violation appears in diﬀerent manifestations.
Direct 𝘾𝙋 violation
𝐶𝑃 violation in the decay—also called direct 𝐶𝑃 violation—occurs if the decay
amplitudes of a meson into a ﬁnal state diﬀer from the 𝐶𝑃 conjugate decay
∣𝐴u�∣
∣𝐴u�∣
≠ 1 . (2.28)
This is possible if two diﬀerent weak phases 𝜑u� and strong phases 𝛿u� contribute to
the decay amplitude, as only relative phase diﬀerences are physically meaningful and
are phase-convention independent. The 𝐶𝑃 -odd weak phases under consideration
arise from complex couplings in the Lagrangian, here the phases of the CKM matrix
elements, whereas strong phases result from strong or electromagnetic ﬁnal-state
interactions. Strong phases are 𝐶𝑃 -even and thus equal for 𝐶𝑃 conjugate states.
Assuming a meson decay with two contributing amplitudes 𝐴1 and 𝐴2, with
only the weak phases changing sign under 𝐶𝑃 transformation, the behaviour of








implies a 𝐶𝑃 non-conservation as deﬁned in Eq. (2.28). This is the only possible
source of 𝐶𝑃 violation in charged meson systems and all baryon systems.
𝘾𝙋 violation in mixing





∣ ≠ 1 . (2.30)
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A potential 𝐶𝑃 violation in the mixing of 𝐵0 −𝐵0 mesons was studied at the 𝐵
factories by measuring |u�/u�| − 1. The ﬁnal 𝐵 factory average shows no signiﬁcant
deviation from zero: |u�/u�| − 1 = (0.3 ± 2.8) ⋅ 10−3 [10]. The recent measurement
of the semileptonic 𝐶𝑃 asymmetry 𝑎u�sl by the LHCb collaboration conﬁrms the
quoted result. The measurement yields 𝑎u�sl = (−0.02 ± 0.19 (stat)± 0.30 (syst))%




∣ − 1 = (0.1 ± 0.9 (stat)± 1.4 (syst)) × 10−3 , (2.31)











𝘾𝙋 violation in the interference
The third kind of 𝐶𝑃 violation only occurs in decays where both 𝐶𝑃 conjugate
initial states 𝑃0 and 𝑃0 decay into a common ﬁnal state 𝑓 . Then an interference
between a decay without mixing, 𝑃0→ 𝑓 , and a decay with mixing, 𝑃0→ 𝑃0→ 𝑓 ,
can lead to 𝐶𝑃 violation in the interference between both amplitudes of:
Im𝜆u� ≠ 0 . (2.33)
As can be seen in the deﬁnition of 𝜆u� given in Eq. (2.26) this type of 𝐶𝑃 violation
even occurs if no direct 𝐶𝑃 violation or 𝐶𝑃 violation in mixing is present.
2.3 𝘾𝙋 violation in decays of 𝘽𝟬→ 𝙅/𝟁𝙆𝟬S
The decay mode 𝐵0→ 𝐽/𝜓𝐾0S is well known as the gold-plated channel to measure
𝐶𝑃 violation in 𝐵0 decays. With negligible contributions from doubly Cabibbo-
suppressed modes, a 𝑏 → 𝑐𝑐𝑠 transition dominated by a single weak phase, and an
easy to reconstruct ﬁnal state the analysis of 𝐵0→ 𝐽/𝜓𝐾0S decays is a unique way





















Figure 2.2 – (left) Feynman diagrams for the decays of u�0 → u�/u�u�0 and (right)
u�0→ u�/u�u�0. The neutral kaon is reconstructed in the u�u� ﬁnal state.
The decay is characterized by a 𝐵0 or 𝐵0 meson decaying into intermediate 𝐽/𝜓
and 𝐾0 mesons. To take advantage of the superior detection eﬃciency for charged
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particles the subsequent 𝐽/𝜓→ 𝜇+𝜇− decay mode is chosen, as well as the decay of
the 𝐾0 into two oppositely charged pions. The decay 𝐾0→ 𝜋+𝜋− is mediated by
the mass eigenstates 𝐾0S and 𝐾
0
L of the neutral kaon. Besides second-order eﬀects
discussed in Sec. 5.7.4, the 𝐶𝑃 violating decay of the long lived eigenstate 𝐾0L into
two pions is neglected. Thus, the two pion ﬁnal state used in this analysis with an
invariant mass that matches the 𝐾0 mass is denoted as a 𝐾0S . Fig. 2.2 illustrates
the Feynman diagrams of the decays of 𝐵0 and 𝐵0 into the 𝐽/𝜓 𝐾0S ﬁnal state.
The 𝜇+𝜇−𝜋+𝜋− ﬁnal state is common to both initial 𝐵 mesons, hence can be
reached either directly or after mixing of the 𝐵 meson states and the decay time
dependent 𝐶𝑃 asymmetry, 𝒜u�u� (𝑡), can be deﬁned using Eq. (2.25) as
𝒜u�u� (𝑡) ≡
Γ(𝐵0(𝑡)→ 𝐽/𝜓𝐾0S ) − Γ(𝐵
0(𝑡)→ 𝐽/𝜓𝐾0S )
Γ(𝐵0(𝑡)→ 𝐽/𝜓𝐾0S ) + Γ(𝐵
0(𝑡)→ 𝐽/𝜓𝐾0S )
=
𝑆u�/u�u�0S sin(Δ𝑚u�𝑡) − 𝐶u�/u�u�0S cos(Δ𝑚u�𝑡)





where 𝐵0 and 𝐵0 denote the meson production ﬂavour at 𝑡 = 0.
Considering the vanishing decay width diﬀerence of the two mass eigenstates,
Δ𝛤u�/𝛤u� = 0.001 ± 0.010 [14], the 𝐶𝑃 asymmetry further simpliﬁes to
𝒜u�u� (𝑡) = 𝑆u�/u�u�0S sin(Δ𝑚u�𝑡) − 𝐶u�/u�u�0S cos(Δ𝑚u�𝑡) . (2.35)
The 𝐶𝑃 coeﬃcients introduced in Eq. (2.27) can be approximated to a high
precision to be
𝐶u�/u�u�0S = 0 , and 𝑆u�/u�u�0S = sin(2𝛽) , (2.36)
as direct 𝐶𝑃 violation is expected to be small |𝐴u�/u�u�0S/𝐴u�/u�u�0S | ≈ 1, and 𝐶𝑃
violation in mixing is experimentally excluded |𝑞/𝑝| = 1. Thus, eventually the 𝐶𝑃
asymmetry reduces to
𝒜u�u� (𝑡) ≈ sin(2𝛽) sin(Δ𝑚u�𝑡) , (2.37)
with Δ𝑚u� = 0.510 ℏ ps
−1 [33].
In principle, the 𝐶𝑃 violating phase 2𝛽 can be enhanced by an additional phase
Δ𝜙 from loop-suppressed penguin diagrams
𝑆u�/u�u�0S = sin(2𝛽 +Δ𝜙) . (2.38)
An elaborated description can e.g. be found in Ref. [43]. In order to distinguish
between new 𝐶𝑃 violating phases from Beyond Standard Model (BSM) processes
and a phase shift from suppressed penguin contributions, the size of Δ𝜙 can
be controlled with the help of the 𝑈 -spin symmetry [44]. As a subgroup of
the ﬂavour SU(3), the 𝑈 -spin symmetry represents the interchange of all down
and strange quarks. Thus, the decay of 𝐵0→ 𝐽/𝜓𝐾0S is linked to the decay of
𝐵0u�→ 𝐽/𝜓𝐾
0
S via 𝑈 -spin symmetry. This allows—only theoretically limited by
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𝑈 -spin breaking corrections—to constraint the penguin contributions on sin(2𝛽)
[45] and provides additional motivation to measure 𝐶𝑃 violation in 𝐵0u�→ 𝐽/𝜓𝐾
0
S
[16]. Calculations based on an operator product expansion constraint the phase
from penguin contributions to [46]
|Δ𝜙| ≤ 0.68° , (2.39)
therefore, still lying below current experimental limits, but in the reach of future
measurements.
The current world average, [14]
sin(2𝛽) = 0.679 ± 0.020 ,
is dominated by measurements by BaBar and Belle in the 𝐵0→ 𝐽/𝜓𝐾0S channel
where both the 𝑒+𝑒− and 𝜇+𝜇− ﬁnal states of the 𝐽/𝜓 as well as the 𝜋+𝜋− and
𝜋0𝜋0 ﬁnal states of the 𝐾0S are studied. The Belle collaboration [47] reports
𝑆Belleu�/u�u�0S
= 0.670 ± 0.029 (stat)± 0.013 (syst) , and
𝐶Belleu�/u�u�0S
= 0.015 ± 0.021 (stat)± 0.0230.045 (syst) ,
while the BaBar measurement [48] yields
𝑆BaBar
u�/u�u�0S
= 0.657 ± 0.036 (stat)± 0.012 (syst) , and
𝐶BaBar
u�/u�u�0S
= 0.026 ± 0.025 (stat)± 0.016 (syst) .
A ﬁrst measurement of sin(2𝛽) was performed by the LHCb collaboration us-
ing a data sample corresponding to an integrated luminosity of 1 fb−1 collected
during Run I in 2011. The analysis comprised 8000 ﬂavour-tagged 𝐵0→ 𝐽/𝜓𝐾0S
candidates, reconstructed in the 𝜇+𝜇−𝜋+𝜋− ﬁnal state. The reported results [28]
are
𝑆u�/u�u�0S = 0.73 ± 0.07 (stat)± 0.04 (syst) , and
𝐶u�/u�u�0S = 0.03 ± 0.09 (stat)± 0.01 (syst) .
Beside the direct measurement, the value of sin(2𝛽) can be estimated by a global
ﬁt to the CKM parameter space. As this ﬁt can be performed with and without
considering the respective parameters, a 𝜒2 pull can be computed for each quantity.
For sin(2𝛽) a small tension of Δ𝜒2 = 1.74 is observed. With higher order eﬀects




3 The LHCb experiment
The LHCb collaboration operates a particle detector at the LHC located at CERN
in the Geneva area. Its physics scope covers precision measurements of 𝐶𝑃 violation
in 𝐵 and 𝐷 meson systems, the search for very rare decays, as well as other areas of
ﬂavour physics as lepton-number violation studies and heavy ﬂavour spectroscopy.
In the next sections the experimental conditions at the LHC and the design of
the LHCb detector are outlined.
3.1 The LHC and its experiments
With a circumference of 26.7 km the LHC is the largest man-made particle accel-
erator. Using a ‘two-in-one’ super-conducting magnet design, two counter-rotating
beams of protons (or ions) are brought to collision at four interaction points, home
of the large LHC experiments ALICE, ATLAS, CMS, and LHCb. The collider’s
centre-of-mass energy of
√
𝑠 = 14TeV and its peak luminosity of 𝐿 = 1034 cm−2 s−1
provide LHC’s experiments with high event rates that are necessary in their searches
for physics beyond the SM.
Following approval in 1994, the LHC re-used the existing Large Electron–Positron
Collider (LEP) tunnel and most of its infrastructure after LEP shut down in 2000.
The LHC—and former LEP—tunnel has an internal diameter of 3.7m and is built
up of eight straight and eight arc sections, which form a circle with an eﬀective
radius of 2.8 km. It is located north-west of Geneva, Switzerland at a depth between
45m and 170m below the surface. The storage ring consists of superconducting
NbTi magnets kept at an operating temperature of 1.9K by superﬂuid helium. A
superconducting radio frequency cavity system captures, accelerates, and stores
the two proton beams.
At design luminosity, 2808 bunches with a bunch spacing of 25 ns are stored
in each proton beam. The LHC relies on a supply chain of smaller accelerators
providing the initial proton bunches. Fig. 3.1 depicts the CERN accelerator
complex. A bottle of hydrogen gas is the source of the protons, that are then
subsequently accelerated to higher energies by the Linear Accelerator 2 (LINAC2),
the Proton Synchrotron Booster (BOOSTER), the Proton Synchrotron (PS), and
the Super Proton Synchrotron (SPS), before being injected into the LHC at an
energy of 450GeV. The transfer lines TI2 and TI8 are used to inject the proton
bunches in both beam directions. As soon as the nominal number of proton bunches
is reached, the beam energies are increased up to 7TeV for each beam. The average
LHC turnaround time, i.e. the time it takes to run through the whole accelerator
chain until a stable beam is achieved, adds up to seven hours. Mainly due to beam
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Figure 3.1 – The CERN accelerator complex [50]. Starting from the LINAC2, protons
are accelerated through the BOOSTER, the PS and ﬁnally the SPS before being injected
into the LHC. If one or both beams consist of heavy ions, the LINAC3 and the LEIR are
used to accelerate the ions and inject them into the PS.
loss from 𝑝𝑝 collisions the beam intensities and the instantaneous luminosity decay.
Starting from a peak luminosity of 𝐿 = 1034 cm−2 s−1 a luminosity lifetime of 15
hours is estimated. To prevent uncontrolled beam losses and to protect the LHC
infrastructure and the LHC experiments a beam dump system is installed. The
fully automated system monitors the beam condition and is able to extract the
beam from the LHC using kicker magnets in case of a failure. The beam dump
system is also used regularly to extract the beam after a successful run. For more
information on the LHC and resident experiments, see e.g. Ref. [49].
Shortly after the ﬁrst successful circulation of two proton beams in September
2008, a fault occurred in the electrical bus connection between two magnets,
leading to a large helium leak and serious damage to several of LHC’s magnets
and infrastructure. After the incident, the management decided to reduce the
beam energy and intensity. Thus, in the years 2010 and 2011 the LHC centre-
of-mass energy was
√
𝑠 = 7TeV with a bunch spacing of 50 ns delivering a peak
instantaneous luminosity of 2.4 ⋅ 1033 cm−2 s−1. An increase of the beam energy
to
√
𝑠 = 8TeV lead to a peak instantaneous luminosity of 7.7 ⋅ 1033 cm−2 s−1 in
2012 [51].
The LHC is not only capable of colliding protons but also lead ions in Pb-Pb
as well as in 𝑝-Pb and Pb-𝑝 collisions. For this purpose the ALICE (‘A Large
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Ion Collider Experiment’) detector [52] is speciﬁcally designed to study QCD
interactions and the quark-gluon plasma produced in the LHC ion runs, where the
detector has to cope with very large particle multiplicities. In the case of a heavy
ion run, the Linear Accelerator 3 (LINAC3) and the Low Energy Ion Ring (LEIR)
mark the starting point of the accelerator chain, before injecting the lead ions into
the PS.
In total, seven experiments are located at the four interaction regions of the
LHC. The two multi-purpose detectors ATLAS (‘A Toroidal LHC Apparatus’) [53]
and CMS (‘Compact Muon Solenoid’) [54] are installed at opposite sides of the
storage ring. Both experiments cover a great variety of physics activities: the search
for scalar particles, particles predicted by super-symmetric models, dark matter
candidates, and evidence for extra spacial dimensions. Around the interaction
regions of the CMS experiment, the TOTEM (‘Total Elastic and Diﬀractive Cross
Section Measurement’) detectors [55] are located. Together with the Large Hadron
Collider forward (LHCf) experiment [56], located on both sides of the ATLAS
interaction region, the detectors are designated to address the study of the ‘forward’
region of the collisions at very small angles to the beam direction. The seventh
experiment MoEDAL (‘Monopole and Exotics Detector at the LHC’) [57] extends
the LHC physics program to the direct search for magnetic monopoles. Still missing
in this list is the LHCb experiment, which will be explained in more detail in the
next section.
3.2 The LHCb detector
The LHCb detector [58] is a unique precision instrument solely designed to study 𝐶𝑃
violation and rare decays of beauty and charm hadrons (Fig. 3.2). It is constructed
as a single-arm spectrometer covering an angular range from approximately 10mrad
to 300mrad (250mrad) in the horizontal (vertical) plane. The detector layout
exploits the characteristics of the heavy ﬂavour production in 𝑝𝑝 collisions at the
LHC. The production of heavy quarks in an hadronic environment is dominated
by quark pair production in gluon-gluon fusion 𝑔𝑔 → 𝑏𝑏/𝑐𝑐 and quark-antiquark
annihilation 𝑞𝑞 → 𝑏𝑏/𝑐𝑐.
The heavy quark production cross-sections depend on the centre-of-mass energy√
𝑠 of the 𝑝𝑝 collision. As illustrated in Fig. 3.3 the 𝑏𝑏 pair cross-section behaves
approximately linearly with
√
𝑠 and lies roughly in the order of 300 μb for
√
𝑠 =
7TeV. At LHC energies the partons involved in the collisions are likely to carry
very diﬀerent momenta, leading to a strong boost of the produced quark pair in
direction of the beam axis. Thus, the produced quarks have a high probability of
being produced at a small azimuthal angle 𝜃1,2 with respect to the beam axis.
Fig. 3.4 illustrates the the correlation of the two quark angles 𝜃1 and 𝜃2. The red
shaded region marks the LHCb detector acceptance in which around 25% of all 𝑏𝑏
quark pairs are produced.
The acceptance is depicted as well in Fig. 3.4 as a function of the quark pseu-
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Figure 3.2 – Schematic cross section of the LHCb detector in the (u�, u�) plane at u� = 0.
The u�u� interaction region is located at the coordinates (0, 0, 0) on the left side of the
ﬁgure. The beam pipe crosses the detector at (0, 0, u�). The main interaction region is
surrounded by the VELO, following the RICH1 and the TT. On the right side of the
magnet the three tracking stations (T1-3) consisting of the IT and the OT are installed.
Further on, the RICH2, the calorimeter system (SPD, PS, ECAL, and HCAL), and the
muon system (M1-5) is located. [58]
dorapidity 𝜂 = − ln(tan(𝜃/2)). Here the LHCb acceptance region (1.8 < 𝜂 < 4.9)
can be identiﬁed by the red rectangle while the acceptance of the general-purpose
detectors (GPDs), ATLAS and CMS, is marked by the yellow rectangle.
After production each 𝑏 quark hadronises independently forming a 𝑏 hadron,
most likely by bounding to a light quark forming a 𝐵+ or a 𝐵0 (40% each), to
heavier quarks as in 𝐵0u� (11%) or even 𝑏 baryons as 𝛬
0
u� (9%). The numbers in
parenthesis denote the fraction of the total production in percent [33].
At this point, ﬂavour conjugate states are implied as the production is in principle
symmetric in quark ﬂavour. However, as the 𝑝𝑝 collision deﬁnes an initial state
with positive charge, non-zero baryon number, and in absence of any valence
anti-quarks, diﬀerent production rates are expected [61–63]. As this inﬂuences the
ﬂavour-sensitive 𝐶𝑃 violation measurement, the production asymmetry is studied
in greater detail in Sec. 5.6.2.
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Figure 2. Standard Model cross sections at the Tevatron and LHC colliders.
deep inelastic and other hard-scattering data. This will be discussed in more detail in
Section 4. Note that for consistency, the order of the expansion of the splitting functions
should be the same as that of the subprocess cross section, see (3). Thus, for example,
a full NLO calculation will include both the σˆ1 term in (3) and the P
(1)
ab terms in the
determination of the pdfs via (4) and (5).
Figure 2 shows the predictions for some important Standard Model cross sections
at pp¯ and pp colliders, calculated using the above formalism (at next-to-leading order
in perturbation theory, i.e. including also the σˆ1 term in (3)).
We have already mentioned that the Drell–Yan process is the paradigm hadron–
collider hard scattering process, and so we will discuss this in some detail in what
Figure 3.3 – Production cross-sections as a function of the proton-proton collision centre-
of-mass energy. The green dashed lines mark the centre-of-mass energies of the Tevatron
collider and the LHC. [59]
3.3 Track reconstruction
The reconstruction f charged tracks is based on infor atio from set of tracking
detectors located around a spe trometer magnet with an integrated ﬁeld of 4Tm.
The tracking system consists of the vertex locator (VELO), the tracker Turicensis
(TT), the inner tracker (IT) and the outer tracker (OT). Silicon microstrips are
used in the ﬁrst three, while the latter is constructed as a drift-time detector.
3.3.1 The vertex locator
Surrounding the 𝑝𝑝 interaction region the VELO’s main purpose is the precise
position measurement of traversing charged particles to reconstruct the primary
vertex (PV) and displaced secondary vertices (SVs). To achieve the best possible
spatial resolution the sensors must be positioned close to the beam trajectory.
In common designs, the sensitive region of the inner tracking layers as installed
in the ATLAS and CMS experiments has a minimal distance of 4 to 5 cm to the
interaction region. To allow the sensors to be as close as 8mm to the interaction
region and still prevent damage during beam injection, the VELO modules are
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Figure 3.4 – Plots of the u�u� quark pair production numbers (in arbitrary units) at a
centre-of-mass energy of
√
u� = 8TeV as a function of (left) the azimuthal angles u�1,2 and
(right) the pseudorapidity (u�). (Left) The red shaded region or (right) the red rectangle
mark the LHCb detector acceptance. [60]
split in two halves and can be retracted until stable beams are present. Each single
module consists of two half-disk shaped silicon microstrip sensor modules covering
either the radial dimensions (𝑅 sensor) or the angular dimension (𝛷 sensor) as
can be seen in the schematic visualisation in Fig. 3.5. The VELO covers the total
LHCb acceptance region, such that all tracks within the acceptance cross at least
three VELO stations. Fig. 3.6 shows the cross section of the VELO in the (𝑥, 𝑧)
plane at 𝑦 = 0 with all modules visible.
3.3.2 The LHCb tracking detectors
The TT as well as the IT make use of silicon microstrip sensors to track particle
trajectories. The TT station is located upstream of the magnet (just like the
VELO) and is 150 cm wide and 130 cm high. The three IT stations are on the
downstream side of the magnet (opposite to the interaction region) and cover a
central region around the beam pipe that is 120 cm wide and 40 cm high. Each of
the stations has four detector layers, where the strips in the two inner layer are
rotated ±5° to allow for two-dimensional positioning.
The outer region of the three downstream tracking stations, called OT, consists
of drift-time detectors constructed from an array of gas-ﬁlled straw-tube modules.
Again, each station is composed of four layers tilted to each other in the vertical
plane to allow for two-dimensional resolution. The large detector spans an active
area of 6 × 5m2. With drift times smaller than 50 ns and a drift-coordinate
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Figure 5.4: Sketch illustrating the rf geometry of the VELO sensors. For clarity, only a portion
of the strips are illustrated. In the f -sensor, the strips on two adjacent modules are indicated, to
highlight the stereo angle. The different arrangement of the bonding pads leads to the slightly
larger radius of the R-sensor; the sensitive area is identical.
is 38 µm, increasing linearly to 101.6 µm at the outer radius of 41.9mm. This ensures that mea-
surements along the track contribute to the impact parameter precision with roughly equal weight.
The f -sensor is designed to readout the orthogonal coordinate to the R-sensor. In the simplest
possible design these strips would run radially from the inner to the outer radius and point at the
nominal LHC beam position with the pitch increasing linearly with radius starting with a pitch of
35.5 µm. However, this would result in unacceptably high strip occupancies and too large a strip
pitch at the outer edge of the sensor. Hence, the f -sensor is subdivided into two regions, inner
and outer. The outer region starts at a radius of 17.25mm and its pitch is set to be roughly half
(39.3 µm) that of the inner region (78.3 µm), which ends at the same radius. The design of the
strips in the f -sensor is complicated by the introduction of a skew to improve pattern recognition.
At 8mm from the beam the inner strips have an angle of approximately 20  to the radial whereas
the outer strips make an angle of approximately 10  to the radial at 17mm. The skew of inner and
outer sections is reversed giving the strips a distinctive dog-leg design. The modules are placed so
that adjacent f -sensors have the opposite skew with respect to the each other. This ensures that
adjacent stations are able to distinguish ghost hits from true hits through the use of a traditional
stereo view. The principal characteristics of the VELO sensors are summarized in table 5.1.
The technology utilized in both the R- and f -sensors is otherwise identical. Both sets of
sensors are 300 µm thick. Readout of both R- and f -sensors is at the outer radius and requires
the use of a second layer of metal (a routing layer or double metal) isolated from the AC-coupled
diode strips by approximately 3 µm of chemically vapour deposited (CVD) SiO2. The second
metal layer is connected to the first metal layer by wet etched vias. The strips are biased using
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Figure 3.5 – (Left) Schematic representation of the u� and u� sensor for one of the VELO
modules [58]. (Right) Picture of the VELO during assembly [64].
3.3.3 Track reconstructio techni e and performance
The reconstruction of trajectories employs all available tracking information from
VELO, TT, IT, and OT [65]. Each track is classiﬁed by the position of associated
hits i the diﬀerent subsystems (Fig. 3.7). T tracks only have hits in the IT and
OT, VELO tracks only have hits in the VELO, upstream tracks only have hits in
the VELO and TT. Tracks le ving hits in all tracking systems are called long tracks,
while tracks with hits in each system except the VELO are called downstream
tracks. Start ng from hits in the VELO a d with the knowledge of the magnetic ﬁeld
map, tracks are reconstructed using extrapolations of the straight track sections in
the VELO to the downstream tracking sta i ns (IT/OT). If TT hits are present
they are considered as well. The reconstruction of downstream tracks starts from
hits in in the downstream tracking stations that are then extrapolation through
the magnet and combined with hits in the TT. Other track types are reconstructed
in similar ways.
Obviously long tracks carry the most precise information and are preferred.
Nevertheless, other types of reconstructed tracks are useful too. VELO tracks are
employed to improve the identiﬁcation of PV positions, T and upstream tracks can
be utilised to enhance the ring-imaging Cherenkov detector (RICH) performance,
and downstream tracks increase the number of reconstructed 𝐾0S and other long
lived particles that may decay outside the VELO acceptance.
The average reconstruction eﬃciency of tracks inside the detector acceptance
and in the momentum range between 5 − 200GeV is better than 95%. The track
uncertainty is below 0.5% for muons and below 1.5% for pions and kaons. The
high quality of the tracking algorithms has a direct eﬀect on the momentum
resolution (Δ𝑝/𝑝 = 0.4 − 0.6%), the invariant mass resolution (12 − 25MeV/𝑐2
for 𝐵0 → 𝐽/𝜓𝑋 decays), the impact parameter resolution (20 μm), and ﬁnally
provides an excellent decay time resolution of around 45 ps [66].
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Figure 3.6 – (Top) Cross section of the closed VELO in the (u�, u�)-plane at u� = 0.
(Bottom) Single VELO layer in the (u�, u�)-plane with one u� and one u� sensor disc in open
and closed state. [58].
3.4 Particle identiﬁcation
The LHCb PID system consists of two RICH detectors, up- and downstream of the
magnet, the calorimeter system, and the muon system. Based on the information
from the PID systems a likelihood for a given particle hypothesis is determined.
3.4.1 The ring-imaging Cherenkov detectors
Exploiting the radiation emitted by a charged particle moving through a medium
at a speed greater than the speed of light, the two RICH detectors are used to
distinguish between pions, kaons, and protons. As illustrated in Fig. 3.8 the
cherenkov angle 𝛩C shows a strong momentum dependence and therefore diﬀerent
radiators are used to get a particle hypothesis for low- and high-momentum
particles. The detectors make use of a system of ﬂat and spherical mirrors to
reﬂect the emitted light to hybrid photon detectors.
RICH1 is located upstream of the magnet in between the VELO and the TT, it
contains aerogel and C4F10 gas radiators, and provides PID for particles with low
momenta from 1 to 60GeV/𝑐. RICH2 is located after the last tracking station,
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Figure 3.7 – Illustration of the LHCb tracking subsystems and track type deﬁnitions [65].
















































Figure 6.2: (a) Side view schematic layout of the RICH1 detector. (b) Cut-away 3D model of the
RICH1 detector, shown attached by its gas-tight seal to the VELO tank. (c) Photo of the RICH1
gas enclosure containing the flat and spherical mirrors. Note that in (a) and (b) the interaction point
is on the left, while in (c) is on the right.
• minimizing the material budget within the particle acceptance of RICH1 calls for lightweight
spherical mirrors with all other components of the optical system located outside the accep-
tance. The total radiation length of RICH1, including the radiators, is ⇠8% X0.
• the low angle acceptance of RICH1 is limited by the 25mrad section of the LHCb beryllium
beampipe (see figure 3.1) which passes through the detector. The installation of the beampipe
and the provision of access for its bakeout have motivated several features of the RICH1
design.
• the HPDs of the RICH detectors, described in section 6.1.5, need to be shielded from the
fringe field of the LHCb dipole. Local shields of high-permeability alloy are not by them-
selves sufficient so large iron shield boxes are also used.
– 73 –
Figure 3.8 – Momentu d pendence of the cherenkov angle u�C for (left) all RICH
radiators [58] and (right) for the C4F10 radiator only [67].
it uses CF10 gas as a radiator and allows PID for particles in the range from
15 to ≥100GeV/𝑐.
3.4.2 The calorimeter system
The LHCb calorimeter system is used for trigger (Sec. 3.5) and PID, as well as
for the reconstruction of photons, electrons and neutral pions. It consists of an
electromagnetic calorimeter (ECAL —including the scintillator pad detector (SPD)
and the preshower detector (PS)—followed by a hadron calorimeter (HCAL).
All the calorimeter sub-systems make use of the scintillation light originating
from traversing charged particles that is collected and transmitted by ﬁbres to
photomultipliers.
First, the SPD selects charged particles, secondly the PS provides separation of
charged pions and electrons. Finally the ECAL measures the energy deposition and
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position of electromagnetic showers. The HCAL is a massive 8.4 × 6.8m2, 500 t
detector, build-up from alternating iron plates and scintillating tiles, providing
energy measurements of hadronic showers.
3.4.3 The muon system
The muon system consists of ﬁve stations of multi-wire proportional chambers,
provides muon PID and serves as a high transverse momentum (𝑝T) trigger. The
system is located in front of (M1) and behind (M2-M5) the calorimeter system. It is
especially important for charmonium ﬁnal states, as in the analysis of 𝐵0→ 𝐽/𝜓𝐾0S
decays described in this thesis.
3.4.4 Particle identiﬁcation technique and performance
Combining the information from both RICH detectors, the calorimeter system,
and the muon system a likelihood is calculated to assign PID probabilities to each
particle reconstructed in the detector.
Calorimeter PID The calorimeter system’s scope is to discriminate between
photons, electrons, and neutral pions. Trajectories of reconstructed tracks
are extrapolated to the calorimeter system to be associated with charged
clusters. ECAL clusters without associated track are treated as photon or 𝜋0
candidates where the shape of the cluster is used to separate the two particle
types. Potential Bremsstrahlung photons are recombined with electron tracks
downstream of the magnet. Also converted photons—𝑒+𝑒− pairs from photon
interactions with the detector material—are taken into account.
RICH PID The hadron identiﬁcation is mainly accomplished by the RICH system.
The general principle of the RICH PID of charged particles incorporates the
track momentum provided by the tracking system and the opening angle of
the cherenkov radiation observed in the RICH as a measure for the particle
velocity. As shown in Fig. 3.8 the diﬀerent particle species show a diﬀerent
behaviour in the momentum-cherenkov-angle plane that can be exploited to
identify the particle. Assigning diﬀerent particle hypotheses the probability of
a particle to be of a certain kind are matched using global pattern-recognition.
Muon PID Muon candidates are identiﬁed by extrapolating tracks into the muon
stations and then looking for a suﬃcient number of hits in a ﬁeld of interest
depending on the muon momentum. As a rule of thumb it can be assumed
that a 6GeV muon will traverse the full muon system, while a 3GeV muon
candidate will usually be stopped in the third muon chamber.
The global PID likelihood then incorporates the likelihoods of the calorimeter,
the RICH, and the muon systems under a certain particle hypothesis. Finally,
the likelihood values are calculated relative to the pion hypothesis such that the
separation can always be expressed as a decision between two particle types, as
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L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures
Software High Level Trigger
29000 Logical CPU cores
Offline reconstruction tuned to trigger 
time constraints
Mixture of exclusive and inclusive 
selection algorithms
5 kHz Rate to storage
Defer 20% to disk
Figure 3.9 – The LHCb Run I trigger scheme. [71]
e.g. the kaon vs. pion probability is given by the likelihood diﬀerence Δlnℒu�u� ≡
lnℒu� − lnℒu� or for proton-kaon separation Δlnℒu�u� ≡ Δ lnℒu�u� −Δ lnℒu�u�.
The PID is a crucial ingredient to all major analyses based on LHCb data.
Thus, the performance of the PID algorithms is optimised for a high identiﬁcation
eﬃciency and small mis-identiﬁcation rates. The electron PID eﬃciency is ∼ 90%
with an 𝑒−hadron mis-id probability of ∼ 5%, kaon PID eﬃciency is ∼ 95% with
a 𝜋 −𝐾 mis-id probability of ∼ 5%, and ﬁnally the muon PID eﬃciency is ∼ 97%
with a 𝜋 − 𝜇 mis-id probability of ∼ 1 − 3% [66, 68].
3.5 Trigger
To cope with up to 40MHz event rate and high particle multiplicities an eﬃcient
online event selection (trigger) system is necessary. The LHCb trigger system
consists of a hardware trigger (L0) and the HLT (high level trigger) software
trigger. The L0 uses custom made electronics located in direct proximity of the
readout electronics to provide a fast trigger decision in real-time with the bunch
crossing-frequency. The HLT operates asynchronously on a processor farm.
Fig. 3.9 shows an overview of the LHCb trigger schematics. The L0 is described
in Sec. 3.5.1 while more information on the HLT can be found in Sec. 3.5.2. Details
on the LHCb trigger system and its performance during Run I can be found in
Refs. [69, 70].
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3.5.1 The hardware trigger
The L0 trigger incorporates information from the VELO pile-up system, the
calorimeters, and the muon system to provide a decision in under 4 μs after the
bunch crossing. This reduces the read-out rate from the LHC bunch crossing rate
of up to 40MHz to 1MHz at which the full detector can be read out. The L0
triggers on the highest transverse energy calorimeter clusters and the two muons
with the highest 𝑝T in the muon system. Additionally global event properties as
the number of primary 𝑝𝑝 interactions estimated by the VELO pile-up system and
the number of SPD hits are used to reject events with large combinatorics.
3.5.2 The high level trigger
To further reduce the data rate, the HLT software trigger handles all events that
pass the L0. The HLT itself is further split into two stages, the HLT1 and the HLT2.
The ﬁrst stage performs a partial event reconstruction using track information from
the VELO, the muon system, and the main tracking stations to accept events with
high 𝑝T tracks. The second HLT stage then performs a full event reconstruction
on the events that passed HLT1. Both HLT stages further reduce the event rate to
3 − 5 kHz before the data is written to permanent storage.
The HLT excels in its ﬂexibility and performance, especially regarding the
selection of (di-)muon events. As the LHC delivers stable physics beams in about
30% of the time, local storage on the computing nodes is used to ‘defer’ around
20% of the L0-passed events to process them during periods without stable beams
[72].
3.6 Software stack
The LHCb core software framework Gaudi [73] is used for data processing and
supports interfaces to all other software packages. The track reconstruction is
performed by Brunel [74] while Moore [75] runs the HLT1 and HLT2 trigger
algorithms. Both packages diﬀerentiate between data and simulation. The gen-
eration of simulated events is managed by the Gauss [76] project in consecutive
steps: at ﬁrst Pythia [77] is used as event generator, then the decay of particles is
simulated with EvtGen [78] where radiative corrections are handled by Photos
[79]. The transit of particle through the detector and the interaction with matter is
simulated with Geant4 [80]. The detector response is ﬁnally described by Boole
[81] including simulations of electronics noise, detector cross-talk, and spill-over
eﬀects. The DaVinci [82] package provides an analysis framework to apply selec-




Figure 3.10 – History of delivered and recorded integrated luminosity over the time
period of Run I [83].
3.7 Data taking
Over the Run I period from 2010 to 2012 a total integrated luminosity of 3.47 fb−1
was delivered to the LHCb detector by the LHC in 𝑝𝑝 collisions. The overall
data taking eﬃciency achieved by the experiment was around 93% for the full run
period leading to a recorded integrated luminosity of 3.22 fb−1 in Run I. The main
sources of eﬃciency loss can be found in detector dead time, the data acquisition
system, VELO safety measures, and control of the high voltage systems. A detailed
overview of the data taking history including delivered and recorded integrated




The time-dependent measurement of the 𝐶𝑃 asymmetry 𝒜u�u� (𝑡) requires the
knowledge of the reconstructed 𝐵 meson’s ﬂavour at production, i.e. whether
it contained a 𝑏 or a 𝑏 quark. The method and algorithms used to infer this
information from all available event properties are named ﬂavour tagging.
Each tagging algorithm provides a tag 𝑑 and a probability estimate 𝜂 that the
assigned tag is wrong, also called mistag estimate. The tag is 𝑑 = +1 for an initial
𝐵0, 𝑑 = −1 for an initial 𝐵0, and 𝑑 = 0 if the tagging algorithms were not able
to determine a decision. The mistag estimate interval is given by [0, 0.5[, where
mistags 𝜂′ > 0.5 are evaluated as 𝜂 = 1 − 𝜂′ and the corresponding tag’s sign is
reversed. If the algorithm is not able to determine a decision, the mistag is set
𝜂 = 0.5.
The performance of the ﬂavour tagging algorithms can be assigned using control
samples of 𝐵 mesons whose ﬁnal state determines the 𝐵 ﬂavour at decay time
(i.e. are ﬂavour-speciﬁc), e.g. 𝐵+→ 𝐽/𝜓𝐾+ where the charge of the kaon allows to
infer the charge of the initial 𝐵.
Given the numbers of all rightly tagged 𝐵 candidates 𝑁R, all wrongly tagged






In addition to the mistag estimate, the true underlying fraction of wrongly tagged





The statistically relevant ﬁgure of merit for time-dependent measurements of 𝐶𝑃
violation, the ‘eﬀective tagging eﬃciency’
𝜀eﬀ = 𝜀tag(1 − 2𝜔)
2 = 𝜀tag𝐷
2 , (4.3)
represents the fraction of candidates necessary to reach the same statistical power
if the tagging would be perfect, and hence should be maximized to achieve the
best performance. The quantity 𝐷 is called dilution, taking a value of 1 in case of
perfect tagging, and 0 in case of random tagging. As described e.g. in Ref. [10,
Ch. 10.3] the dilution can be directly translated to the amplitude of the measured
𝐶𝑃 asymmetry.
In the following sections more details on ﬂavour tagging are provided. A short
introduction of the utilized algorithms and a comparison to the ﬂavour tagging
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used at lepton colliders is given in Sec. 4.1. In Sec. 4.2 the two diﬀerent classes
of ﬂavour tagging algorithms used at LHCb are presented, while the calibration
of the tagging algorithm outputs is described in Sec. 4.3. The combination of the
diﬀerent algorithms’ responses into a single decision is outlined in Sec. 4.4. Recent
developments are discussed in Sec. 4.5.
More details on the ﬂavour tagging employed by the LHCb collaboration can be
found in [84, 85].
4.1 Flavour tagging at BaBar and Belle
Due to the diﬀerent nature of the experimental setup, the tagging method used at
LHCb diﬀers from methods used at the 𝐵 factories. As described in Sec. 3.2, the
𝑏 hadron production is dominated by gluon-gluon fusion over a large range of 𝑞2
in contrast to the production at the Υ(4𝑆) 𝑏𝑏 resonance as it was the case at the
𝐵 factories. The following section gives a résumé of the ﬂavour tagging methods


















Figure 4.1 – Illustration of the measurement of sin(2u�) as conducted by the u� factories.
Fig. 4.1 illustrates the basic principles of a 𝐶𝑃 violation measurement at the
𝐵 factories. The produced 𝐵0𝐵0 pair’s wave function is in a 𝑃 -wave entangled
state, until one of the mesons decays. From this point in time (𝑡1) the second 𝐵
meson propagates further through the detector, oscillates to its antimatter state,
and ﬁnally decays at 𝑡2. The 𝐶𝑃 asymmetry 𝒜u�u� (𝑡) will therefore be a function
of the decay time diﬀerence Δ𝑡. This has two implications: First, the decay time
diﬀerence will always be computed relative to the tagging 𝐵 meson decay and thus
might be negative if the signal 𝐵 meson decays ﬁrst. Secondly, if the tagging 𝐵
meson decays into a ﬂavour-speciﬁc ﬁnal state, this speciﬁes the signal 𝐵 meson’s
ﬂavour at Δ𝑡 = 0.
As a result of the production mechanism, the fully reconstructed signal decay
leaves all remaining tracks to originate from the tagging 𝐵. This allows to classify
the decay of the tagging meson according to the signature of the ﬁnal state particles.
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Specialised taggers then identify decays based on their speciﬁc signature. In a
second stage, all results provided by the single taggers are combined into a ﬁnal
tagging decision.
The lepton taggers deduce a tag from the charge of electrons and muons from
𝑏 → 𝑐𝑙−𝜈 transitions in semileptonic 𝐵 decays. Likewise, second order transitions
from 𝑏 → 𝑊−𝑐(→ 𝑠𝑙+𝜈) can be used, but have to be handled diﬀerently as their
charge is opposite compared to primary leptons. Charged kaon candidates from the
𝑏 → 𝑐 → 𝑠 decay chain reﬂect the charge of the tagging meson. Here as well, kaons
from second order transitions carry the opposite charge. Charged pions from charm
decays work as tagging particles either directly or in events with both a pion and
a charged kaon, the correlation of the particles can be utilised to improve the tag
decision. Selecting high momentum particles, e.g. fast pions from 𝐵0 → 𝐷∗+𝜋−,
is on its own another source of tagging information and might additionally be
correlated with slow particles to enhance the tagging result. Finally the ﬂavour of
𝛬 baryons from decays of the tagging 𝐵 meson can be exploited.
The BaBar experiment uses artiﬁcial neural networks (ANNs) for each single
tagger to provide several intermediate tagging decisions that are subsequently
combined using another ANN to gain a joined tagging decision. The eﬀective
tagging eﬃciency of the ﬁnal BaBar tagging algorithm is estimated on data to
be 𝜀eﬀ = (33.1 ± 0.3)%. In Belle analyses the ﬂavour tagging approach is similar.
Instead of ANNs multi-dimensional look-up tables are used. At ﬁrst, information
from charged tracks are looked-up to sort them into the signature categories. Next,
the results are used on an per-event level to provide the ﬁnal tagging decision. Using
this approach an eﬀective tagging eﬃciency of 𝜀eﬀ = (30.1 ± 0.4)% is achieved.
4.2 Flavour tagging algorithms
At LHCb several tagging algorithms, each specialized on diﬀerent characteristics
of the underlying event, are used in order to determine the 𝐵 meson ﬂavour at
production. Alongside a tag decision 𝑑, each algorithm provides an estimated mistag
probability 𝜂 based on an ANNs response. The algorithms can be classiﬁed into two
types: the same-side (SS) tagging and opposite-side (OS) tagging algorithms, also
called SS/OS taggers. The SS taggers infer the production ﬂavour of the signal 𝐵
meson by identifying charged candidates that have a high chance of being remnants
of its hadronisation process. The OS taggers exploit the dominant production of
𝐵 mesons through 𝑏𝑏 quark pair production, allowing to partially reconstruct the
𝑏 hadron produced together with each reconstructed signal 𝐵 meson and thereby
infer its initial ﬂavour. Fig. 4.2 gives an overview of the tagging algorithms used
on the opposite-side and same-side.
The tagging algorithms are developed using simulated 𝐵+→ 𝐽/𝜓𝐾+ and 𝐵0→
𝐷∗−𝜇+𝜈u� decays. In an iterative procedure the selection criteria were optimized in
order to maximise the eﬀective tagging eﬃciency 𝜀eﬀ. The algorithms only consider





























Figure 4.2 – Schematic overview of the used OS and SS tagging algorithms. [43]
Tracks with a polar angle of less than 12mrad with respect to the beamline are
declined. Further on, particles originating from the signal candidate are suppressed
by rejecting all tracks that lie inside a cone of 5mrad around any signal 𝐵 meson
daughter. Tracks from other PVs are eliminated using impact parameter (IP)
requirements.
Secs. 4.2.1 and 4.2.2 contain detailed the SS tagging and OS tagging algorithms,
also called SS/OS taggers. The SS taggers infer the production ﬂavour of the
signal 𝐵 meson by identifying charged candidates that have a high chance of being
remnants of its hadronisation process. On the other hand, the OS taggers exploit
the dominant production of 𝐵 mesons through 𝑏𝑏 quark pair production, allowing
to partially reconstruct the 𝑏 hadron produced together with each reconstructed
signal 𝐵 meson and thereby infer its initial ﬂavour.
4.2.1 Opposite-side algorithms
The OS algorithms all infer the tagging decision from the quark ﬂavour of the
𝑏 hadron produced in association with the signal 𝐵 meson. If for example a 𝐵+
decays into a 𝐾+𝑋 ﬁnal state through 𝑏 → 𝑐 → 𝑠 transition, it can unambiguously
be stated by looking at the kaon charge that the 𝑏 hadron produced along with
the 𝐵+ contained a 𝑏 quark. The tag identiﬁcation for events with this signature
fall into the scope of the opposite-side kaon (OSK) tagger. In contrast to the
SS taggers all OS algorithms are sensitive to an intrinsic mistag due to ﬂavour
oscillations of neutral 𝐵 mesons.
In total, four distinct OS taggers, each developed for a special OS decay signature,
provide tagging information. Besides the OSK tagger, the opposite-side electron
(OS𝑒) and the opposite-side muon (OS𝜇) taggers select leptons coming from the
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IP /𝜎IP > 3.35
track ﬁt 𝜒2/ndf < 2.75
Δ lnℒu�u� > 6
Δ lnℒu�u� > −4
IP /𝜎IP wrt. any PV > 4.5
reject clone tracks
primary 𝑏 → 𝑐𝑙−𝜈 decay to use their charge as an information carrier of the 𝐵
ﬂavour. Finally, the opposite-side vertex charge (OS𝑄vtx) tagger performs an
inclusive reconstruction of the OS SV to then compute a weighted sum of all
particle track charges that originate from the SV. In the following, the selection
criteria and algorithms of the OS taggers are brieﬂy described.
The opposite-side kaon tagger
The kaon tagger exploits the charge of kaons stemming from 𝑏 → 𝑐 → 𝑠 decays of
the opposite side 𝑏 hadron. As the charge of the kaon is the same of the ancestor’s
charge, the kaon always carries the opposite charge as the signal 𝐵 meson.
To reduce background contributions of prompt kaons and kaons from primary
𝑏 → 𝑊+(→ 𝑐𝑠)𝑐 transitions, in which case the kaon carries the ‘wrong’ charge,
several selection criteria are applied. Requirements on the transverse momentum,
the impact parameter, the impact parameter ﬁt signiﬁcance, IP/𝜎IP, and the track
ﬁt 𝜒2/ndf are performed. PID requirements on the Δlnℒu�u� and the Δlnℒu�u�
suppress mis-identiﬁed particles (cf. Sec. 3.4.4). Clone tracks are removed using
the Kullback-Liebler criterion [86] and kaon candidates which originate from other
PVs are rejected using IP/𝜎IP requirements with respect to any PV. Tab. 4.1 lists
all applied cuts. If more than one tagging candidate is found, the decision obtained
from the candidate with the highest 𝑝T is chosen. To further increase the eﬀective
tagging eﬃciency only tag decisions are considered if the estimated probability of
the tagger to be correct is larger than 0.54.
The opposite-side electron and the opposite-side muon taggers
Leptons from 𝑏 → 𝑐𝑊−(→ 𝑙−𝜈) transitions are selected in order to deduce the
opposite 𝑏 hadron charge. Thus positive lepton charge indicates a 𝑏 quark content
of the signal 𝐵 meson and vice versa.
Cuts on the PID and the lepton 𝑝T are applied to reduce the mis-identiﬁcation
rate and to suppress leptons from secondary decays of charm mesons. The muon
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Table 4.2 – Selection requirements for the OSu� and OSu� taggers [87], where u� is the
particle energy measured in the ECAL and u� the measured particle momentum. u�VELO
describes the ionisation charge deposit in the VELO.
Property Value
lepton 𝑝T > 1.2GeV/𝑐
muon Δlnℒu�u� > 1
muon track ﬁt 𝜒2/ndf < 3.2
reject muon clone tracks and fake muons
electron Δlnℒu�u� > 4
electron 𝐸/𝑝 > 0.8
max. electron 𝑄VELO < 1.6
electron candidate track in HCAL acceptance
candidate purity is further enhanced by reducing fake muons, clone tracks, and
requiring a suﬃcient track ﬁt quality. Electron candidate tracks must lie inside
the HCAL acceptance and leave a substantial energy deposition in the ECAL
compared to their momentum. To reduce backgrounds from photon conversions
close to the 𝑝𝑝 interaction region, an upper limit on the maximal ionisation charge
𝑄VELO deposited in the VELO is set. If more than one lepton candidate passes the
requirements, the one with the highest 𝑝T is chosen. The selection requirements
for the lepton taggers are listed in Tab. 4.2.
The opposite-side vertex charge tagger
Besides the single particle taggers for kaons, muons, and electrons, the OS𝑄vtx
tagger follows an alternative approach by trying to inclusively reconstruct the
decay vertex of the opposite 𝑏 hadron. Starting with a two-track seed, matching
tracks are appended and a weighted sum of the vertex charge is calculated. The
procedure is optimized using cuts on the considered tracks, the seed properties,
and the features of the reconstructed vertex.
The initial vertex seed is found by sampling track pairs from all particle candid-
ates surviving the following criteria: At least one of the tracks must be a long track
with a track ﬁt quality of 𝜒2/ndf < 2.5. To exclude poor track reconstruction only
tracks with an IP (wrt. the PV) uncertainty of 𝜎IP < 1 are taken into account.
Tracks from prompt particles are rejected if the IP signiﬁcance IP/𝜎PV wrt. the PV
is below 2.5 or above 100. Additionally the track has to have a 𝑝T > 0.15GeV/𝑐
and an IP < 3mm wrt. the PV. The two seed tracks must be separated by an
angle of 𝜙 > 1mrad and one of the tracks has to have a 𝑝T > 0.3GeV/𝑐.
For tracks pairs passing all selection criteria a vertex ﬁt is performed. If the
ﬁt succeeds and a ﬁt quality of at least 𝜒2/ndf < 10 is met, the ﬁtted vertex is
considered as a seed. The seed is required to lie inside the detector acceptance and
in the forward direction of the PV (𝑧 > 0).
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The invariant mass of the seed is calculated and has to be greater than 0.2GeV/𝑐2
and not be compatible with the known 𝐾0S or 𝛬
0 masses. A likelihood is computed
for all seeds considering the vertex ﬁt 𝜒2/ndf, the minimum 𝑝T, the maximum PV
IP, the minimum PV IP /𝜎IP, the angle between the seed tracks, the 𝑧-distance
to PV, and the angle between the seed direction wrt. the PV. The seed with the
maximum likelihood is selected. The seed algorithm successfully ﬁnds a seed in
nearly 50% of all events and has a rate of 60% to ﬁnd a seed that is formed by 𝑏
hadron decay products.
Subsequently more tracks are added to the seed. Additional tracks are required
to be compatible with the reconstructed seed vertex (IP < 0.9mm), have a distance
of closest approach (DOCA) to any track in the seed smaller than 0.2mm, the track
ﬁt quality is at least 𝜒2/ndf < 3, and are unlikely to be a clone track. Additionally,
the IP with respect to the PV has to be larger than 0.1mm and IP/𝜎IP > 3.5.
After all tracks are added to the vertex, another set of selection requirements
has to be fulﬁlled to optimize the eﬀective tagging eﬃciency. The sum of all track
momenta has to be ∑
u�
𝑝u� > 10GeV/𝑐 and ∑u� 𝑝T(𝑖) > 10GeV/𝑐, the invariant
vertex mass must be greater than 𝑚vtx > 0.5GeV/𝑐
2, the sum of the track
∑
u�




The tag decision is then deduced from the inclusively reconstructed vertex by









where the track 𝑝T are used as weights and the 𝑘 parameter is optimised using
simulated data to be 𝑘 = 0.4. In a ﬁnal step, only charges of |𝑄vtx| > 0.25 are
considered and the mistag probability has to be smaller than 0.46.
4.2.2 Same-side algorithms
The same-side taggers exploit charge information from pions or kaons produced in
the hadronisation process of the signal 𝐵 meson. As illustrated in Fig. 4.2 the 𝑞𝑞
quark pair produced alongside the signal meson, hadronises to form the 𝐵 meson
and in the case of a 𝐵0 (𝐵0u�) an accompanying pion (kaon). Another potential
production mechanism of pions or kaons associated with the signal 𝐵 meson is in
the decay of excited 𝐵 meson states (cf. [88]).
The same-side pion tagger
The pions from either the 𝐵 meson hadronisation or the decay of excited states
carry the same charge sign as the signal 𝐵 meson’s 𝑏 quark and are therefore
suitable to extract tagging information. The selection criteria for pion candidates
are listed in Tab. 4.3. If more than one pion candidate passes the requirements,
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Table 4.3 – Selection requirements for the SSu� tagging candidates [87], where Δu�
describes the diﬀerence between the u�0u� and the u�0 invariant mass.
Property Value
only long track pion candidates
Δlnℒu�u� < 4.5
Δ lnℒu�u� < 15
𝑝T > 0.5GeV/𝑐
𝑝 > 2.5GeV/𝑐
PV IP/𝜎IP < 4
Δ𝑄 < 1.5GeV/𝑐2
the one with the highest 𝑝T is chosen. The tag decision has to have a probability
to be correct of at least 0.54 otherwise it will be refused.
The same-side kaon tagger
The charge of kaons produced together with a signal 𝐵0u� meson can be exploited in
order to deduce a tag decision. The selection requirements for kaon candidates are
similar to those for the SS𝜋 tagger. Besides PID variables, momenta, the quality
of the IP ﬁt and the track ﬁt, diﬀerences between the 𝐵0u�𝐾 mass and the 𝐵
0
u� mass,
the diﬀerence in the 𝜙 angle between the signal 𝐵 meson and the kaon, and the
pseudo-rapidity between the signal 𝐵 meson and the kaon are taken into account.
If more than one candidate passes the criteria, the one with the highest 𝑝T is used.
The same-side kaon (SSK) tagger is not used in this analysis as only 𝐵0 and 𝐵0
meson initial states are considered.
4.3 Calibration of the ﬂavour tagging output
The tagging decisions each tagger makes are based on selection criteria developed
using simulations and ﬂavour-speciﬁc decays. While the tag decision 𝑑 depends on a
measured particle or vertex charge, the mistag estimate 𝜂 is computed using ANNs
trained on sWeighted 𝐵+→ 𝐽/𝜓𝐾+ data incorporating kinematic and geometric
event properties.
In order to adjust for diﬀerences between the training on simulated data and the
application on data, the ANN output is calibrated using ﬂavour-speciﬁc decays.
For the OS taggers and the SS𝜋 tagger, 𝐵+→ 𝐽/𝜓𝐾+ decays are used to develop
a calibration function 𝜔(𝜂) (while the portion of the data sample that was used to
train the ANN before is omitted). Decays of charged 𝐵 mesons are not subject to
quark mixing, thus, the true mistag probability 𝜔 can be determined directly by
counting and comparing the ﬁnal state charges. In case of neutral 𝐵 decays into
ﬂavour-speciﬁc ﬁnal states a full time-dependent mixing analysis is necessary.
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In Sec. 4.3.1 general concepts and the choice of the calibration function are
presented, then the methodologies of a calibration using decays of either charged
or neutral 𝐵 mesons is explained. Two diﬀerent approaches how to incorporate
the per-event tagging information are described and an outlook into the technique
of combining diﬀerent tagger’s output into a single tag decision is given. Then the
calibration of the OS and the SS𝜋 taggers using 𝐵+→ 𝐽/𝜓𝐾+ and 𝐵0→ 𝐽/𝜓𝐾∗0
decays is shown in Secs. 4.3.2 and 4.3.3.
4.3.1 Methodology
The calibration of the ﬂavour tagging output usually follows an iterative procedure.
All single taggers and the combination of all OS tagging decisions (see Sec. 4.4)
is calibrated using the high yield decay channel 𝐵+→ 𝐽/𝜓𝐾+. The correction
determined in this step is then applied to the tagging algorithms during the common
data processing stage (stripping). Afterwards, the calibration is checked on several
control channels, i.e. 𝐵+→ 𝐽/𝜓𝐾+, 𝐵+→ 𝐷0𝜋+, 𝐵0→ 𝐽/𝜓𝐾∗0, 𝐵0→ 𝐷−𝜋+,





+ and possible small corrections can be applied for
individual analyses. Assuming no correlations amongst the single taggers, it can
be assumed, that the calibration is still valid for the combined tagging estimates.
This assumption is checked as well.
A linear calibration function 𝜔(𝜂) is chosen with two parameters 𝑝0 and 𝑝1,
𝜔(𝜂) = 𝑝0 + 𝑝1(𝜂 − ⟨𝜂⟩) , (4.5)
with ⟨𝜂⟩ being the average mistag estimate introduced to decorrelate 𝑝0 and 𝑝1.
Hence, a perfectly calibrated tagging output would result in 𝑝0 = ⟨𝜂⟩ and 𝑝1 = 1.
The performance of the tagging algorithms may depend on the ﬂavour of the
initial 𝐵 meson. Diﬀerent interaction of particles, e.g. kaons used by the OSK
tagger, induce deviating reconstruction eﬃciencies, resulting in diﬀerent tagging
eﬃciencies 𝜀tag and mistag probabilities 𝜔 for initial 𝐵
0 and 𝐵0 states. To correct



















1 (𝜂 − ⟨𝜂⟩) ,
(4.6)
where the calibration parameters 𝑝u� (with 𝑖 = 0, 1) can be parametrised as
𝑝u�
0









Flavour tagging calibration using decays of charged 𝘽 mesons
Using decays of charged 𝐵 mesons into ﬂavour-speciﬁc ﬁnal states like 𝐵+→ 𝐽/𝜓𝐾+
and 𝐵+→ 𝐷0𝜋+ is the straightforward way to calibrate the ﬂavour tagging, as the


























Figure 8: Measured mistag fraction (!) versus calculated mistag probability (⌘c) calibrated on
B+! J/ K+ signal events for the OS tagger, in background subtracted events. Left and right
plots correspond to B+! J/ K+ and B0! D⇤ µ+⌫µ signal events. Points with errors are
data, the red lines represent the result of the mistag calibration, corresponding to the parameters
of Table 5.
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Figure 4.3 – Measured mistag fraction u� plotted against the mistag estimate u� provided
by the OS tagging algorithms. Described in black are data of u�+ → u�/u�u�+ decays
corresponding to an integrated luminosity of 0.37 fb−1. The red line illustrates the linear
calibration function ﬁt to the data. [84]
charges. Using a ﬁt to the 𝐵+ mass distribution, signal weights (sWeights) can be
computed using the sPlot technique [89]. The mistag estimate distribution can
then be split into 𝑛 bins to compare the average estimated mistag of each bin 𝜂u�
to the counted mistag ratio 𝜔u�. Fig. 4.3 shows an exemplary calibration plot using
a dataset of 𝐵+→ 𝐽/𝜓𝐾+ decays corresponding to an integrated luminosity of
0.37 fb−1 [84]. The data is categorised into 21 bins of 𝜂 and a linear function is ﬁt
to the data to estimate the calibration parameters 𝑝0 and 𝑝1.
As an alternative, the calibration function parameters can be estimated through
an unbinned maximum likelihood ﬁt to tagging decision, true state, and mistag
probability estimate, using a probability density function (PDF) 𝒫Sig(𝑑, 𝑑′, 𝜂),
where 𝑑′ describes the true 𝐵+ tag derived from the ﬁnal-state particle charge,







Sig(𝜂) if 𝑑 = 𝑑′
𝜀tag𝜔(𝜂)𝒫
Sig(𝜂) if 𝑑 ≠ 𝑑′
1 − 𝜀tag if 𝑑 = 0
. (4.8)
Flavour tagging calibration using decays of neutral 𝘽 mesons
In the decay of neutral 𝐵 mesons, the oscillation of the propagating 𝐵 state
prevents the determination of the initial ﬂavour just by measuring the ﬁnal state
charge. Instead, a full decay time dependent mixing analysis has to be performed.
As described e.g. in [90], the signal mixing asymmetry is given by
𝒜Mix(𝑡) = (1 − 2𝜔) cos(Δ𝑚u�𝑡) . (4.9)
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This can be either utilised in a simultaneous ﬁt in diﬀerent bins of 𝜂 to extract per
bin 𝜔u�, then following the same procedure as described for charged initial states or
by implementing the calibration function 𝜔(𝜂) directly into the PDF.
Evaluation of systematic uncertainties
In the determination of systematic uncertainties two diﬀerent causes of errors
are considered: ‘type I’ uncertainties are related to systematic uncertainties from
the methodology of the calibration itself, while ‘type II’ uncertainties account for
systematic uncertainties resulting from using the calibration parameters determined
in a control channel in the signal channel. The standard type II uncertainties cover
for diﬀerences between all commonly used control channels, whereas the procedure
followed in this analysis diﬀers, as described later on.
4.3.2 Opposite-side tagger calibration using 𝘽+→ 𝙅/𝟁𝙆+ decays
Deviating from the standard procedure to calibrate the OS taggers and their
combination using a set of physics channels, only 𝐵+→ 𝐽/𝜓𝐾+ is used. A previous
study [28] made apparent that the type II uncertainties arising from the ﬂavour
tagging calibration provide the largest contribution to the overall systematic
uncertainties on the measured 𝐶𝑃 parameters 𝑆u�/u�u�0S and 𝐶u�/u�u�0S . Therefore,
giving up on semileptonic and fully hadronic decay modes with diﬀerent kinematic
properties and only using 𝐵+→ 𝐽/𝜓𝐾+ decays with a nearly similar ﬁnal state,
can reduce these uncertainties. An additional cross-check of the calibration is
performed on 𝐵0→ 𝐽/𝜓𝐾∗0 decays to conﬁrm the portability of the calibration
on a 𝐵+ to a 𝐵0 initial state.
The calibration then follows the already outlined approach: extracting sWeights
by a ﬁt to the 𝐵+ mass distribution, then comparing the true fraction of wrongly
tagged candidates to the average mistag estimate in 60 bins of 𝜂. The mass model
used in the ﬁt is a sum of three Gaussian PDFs with a shared mean to describe
the signal shape and an exponential PDF for the background contributions. The
ﬁt to the (𝜂u�, 𝜔u�) pairs using Eq. (4.5) yields
𝑝OS0 = 0.3815 ± 0.0011 (stat)± 0.0015 (syst. type I)± 0.0005 (syst. type II) ,
𝑝OS1 = 0.978 ± 0.012 (stat)± 0.006 (syst. type I)± 0.007 (syst. type II) ,
⟨𝜂OS⟩ = 0.3786 ,
𝜌u�0,u�1 = 0.14 ,




1 [13]. Fig. 4.4
shows the mass distribution and the PDF projection as well as the calibration
plot. The asymmetries in the mistag probabilities are determined by repeating
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Figure 4.4 – (Left) Distribution of u�+→ u�/u�u�+ mass and projection of the ﬁt PDF.
The black solid line shows the total mass PDF, the red solid line the signal and the blue
dashed line the background component. (Right) Distribution of (u�u�, u�u�) pairs in the decay
u�+→ u�/u�u�+ together with the linear calibration function in red. [13]
comparing the values for 𝑝0 and 𝑝1. The results [13] are
Δ𝑝OS0 = 0.0148 ± 0.0016 (stat)± 0.0007 (syst. type I)± 0.0004 (syst. type II) ,





tag = (−0.09 ± 0.09 (stat)± 0.09 (syst))% .
As the diﬀerence in the tagging eﬃciencies Δ𝜀OStag is compatible with zero, it is
neglected in the following.
The type I systematic uncertainties stem mainly from the method of background
subtraction. To study the size of the uncertainties, the model to determine the
sWeights is changed, the calibration procedure is repeated, and diﬀerences in the
results to the nominal determination are considered as a measure of the systematic
uncertainties.
To study the type II systematic uncertainties, possible diﬀerences between
the calibration channel 𝐵+→ 𝐽/𝜓𝐾+ and the signal channel 𝐵0→ 𝐽/𝜓𝐾0S are
inspected. Distributions of parameters that are known to inﬂuence the tagging
algorithms as the transverse momentum (𝑝T), the 𝜂, the azimuthal angle (𝜙) of
the 𝐵 meson candidate, and the number of tracks (nTracks) and primary vertices
(nPVs) in the event are compared using signal sWeights. The ﬁve distributions
in the calibration channel are reweighted to match the distribution found in
𝐵0 → 𝐽/𝜓𝐾0S . For each correlated variable the deviation is assigned and the
sum in quadrature is taken as systematic uncertainty of type II. The results are
summarised in Tab. 4.4.
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Table 4.4 – Summary of type II systematic uncertainties for the OS calibration parameters







𝑝T 0.2 0.2 0.2 0.2
𝜂 0.4 0.5 0.2 0.2
𝜙 0.0 0.1 0.3 0.1
nTracks 0.3 0.4 0.1 0.1
nPVs 0.1 0.2 0.2 0.1
Total 0.5 0.7 0.4 0.2
Percentage of
45.5% 58.3% 25.0% 11.1%
stat. uncert.
4.3.3 Same-side tagger calibration using 𝘽𝟬→ 𝙅/𝟁𝙆 ∗𝟬 decays
The SS𝜋 mistag estimate is pre-calibrated using the calibration parameters
𝑝0 = 0.425 , 𝑝1 = 0.939 , ⟨𝜂⟩ = 0.379. (4.10)
Afterwards, the SS𝜋 tagger is calibrated using a dataset of 𝐵0→ 𝐽/𝜓𝐾∗0 decays
corresponding to an integrated luminosity of 3.0 fb−1 collected by the LHCb
experiment in Run I. As the SS𝜋 tagging algorithm depends on the fragmentation
process of the initial 𝐵 meson, a 𝐵0 decay mode is preferred over a decay of 𝐵+
mesons. Only candidates carrying a tagging response from the SS𝜋 tagger are
considered in the following.
To determine the mixing asymmetry 𝒜Mix(𝑡), a ﬁt to the reconstructed decay
time and mass distribution is performed. The signal mass distribution is modelled
utilising a Hypatia PDF [91], composed of a generalised hyperbolic core and two-
sided tails as introduced by the Crystal ball PDF [92]. A more detailed description
of the Hypatia PDF is provided in Sec. 5.6.1. In the present case the tail parameters
are ﬁxed to values determined on simulations. The description of the combinatorial
background component consists of a sum of two exponential PDFs with shared
parameters in the mass dimension to reﬂect two background components with
diﬀerent lifetimes seen in the decay time dimension. Hence, the background decay
time distribution is modelled by two exponential functions as well. The decay time
signal PDF contains an acceptance function 𝜀(𝑡) describing reconstruction and
selection ineﬃciencies for signal candidates with low decay times and a convolution
of a 𝐵 mixing PDF and a resolution model
𝒫Sig = 𝜀(𝑡) ⋅ [𝒫Mix(𝑡, 𝑑, 𝑑
′) ⊗ ℛ(𝑡 − 𝑡true)] , (4.11)
with
𝒫Mix(𝑡, 𝑑, 𝑑
′) ∝ e−u�/u� (1 − 𝑑 ⟨Δ𝜔⟩ + 𝑑𝑑′(1 − 2 ⟨𝜔⟩) cos(Δ𝑚u�𝑡)) , (4.12)
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where the acceptance function is parametrised as
𝜀(𝑡) = arctan(𝑡eu�u�+u�) . (4.13)
The resolution model consists of a single Gaussian resolution function ℛ(𝑡 − 𝑡true)
with the width ﬁxed to 50 fs and no oﬀset from zero. The parameters 𝛼 and 𝛽
of the acceptance function are ﬁxed in the ﬁt to values determined on simulated
candidates. The mixing PDF depends on the decay time 𝑡, the tag decision 𝑑 of
the SS𝜋 tagging algorithm, and the tag 𝑑′ extracted from the ﬁnal state ﬂavour
(cf. Eq. (4.8)). This parametrisation includes the average mistag diﬀerence ⟨Δ𝜔⟩
and the average of the mistag ⟨𝜔⟩ for the given dataset and therefore no per-
event mistag information enter the ﬁt model. To strike a balance between the
per-event technique outlined in Sec. 4.3.1 and the complexity of the ﬁt model, an
intermediate approach is chosen. The calibration is performed by a simultaneous
ﬁt in 5 equally ﬁlled bins of the mistag estimate 𝜂. The per-bin average ⟨𝜂⟩u� of all
signal candidates is computed using the sPlot method [89]. Then, the calibration
can be parametrised inside the PDF
⟨Δ𝜔⟩
u�
= Δ𝑝0 +Δ𝑝1(⟨𝜂⟩u� − ⟨𝜂⟩) ,
⟨𝜔⟩
u�
= 𝑝0 + 𝑝1(⟨𝜂⟩u� − ⟨𝜂⟩) ,
(4.14)
with the calibration parameters 𝑝0, 𝑝1, Δ𝑝0, and Δ𝑝1 are shared among all sub-
samples of data where ⟨𝜂⟩ and ⟨𝜂⟩u� denote the average mistag estimates for the
total dataset and the correspondent sub-samples. Fig. 4.5 presents the mass and
decay time distributions of the 𝐵0→ 𝐽/𝜓𝐾∗0 candidates, as well as projections of
the ﬁtted PDF components. The calibration parameters are determined to be
𝑝SSu�0 = 0.4232±0.0029 (stat)±0.0020 (syst. type I)±0.0019 (syst. type II),
𝑝SSu�1 = 1.011 ±0.064 (stat)±0.009 (syst. type I)±0.030 (syst. type II),
Δ𝑝SSu�0 =−0.0026±0.0043 (stat)±0.0024 (syst. type I)±0.0013 (syst. type II),
Δ𝑝SSu�1 =−0.171 ±0.096 (stat)±0.029 (syst. type I)±0.027 (syst. type II),
⟨𝜂SSu�⟩= 0.425,
and the parameter correlations are given in Tab. 4.5 [13]. The type I systematic
uncertainties cover inﬂuences of the decay time acceptance and resolution, the
production and detection asymmetries, as well as possible deviations of the results
when performing a ﬁt using a signal sWeighted dataset. The study of the type II
systematic uncertainties follows closely the approach outlined in Sec. 4.2.1. The
results of the reweighting procedure are presented in Tab. 4.6.
4.4 Combination of single tagger outputs
In order to fully exploit the information of all tagging algorithms it is desirable to
combine their tag decisions 𝑑u� and mistag estimates 𝜂u� into one mutual decision.
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𝑝SSu�0 1 0.04 -0.007 0.0004
𝑝SSu�1 0.04 1 0.0016 -0.006
Δ𝑝SSu�0 -0.007 0.0016 1 0.03
Δ𝑝SSu�1 0.0004 -0.006 0.03 1
Table 4.6 – Summary of type II systematic uncertainties for the SSu� calibration parameters







𝑝T 1.3 2.1 0.6 2.7
𝜂 0.23 0.020 0.7 0.5
𝜙 0 0.6 0.14 0.27
nTracks 1.5 2.0 1.1 0.08
nPVs 0.6 0.5 0 0.05
Total 1.9 3.0 1.3 2.7
Percentage of
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Figure 4.5 – (Left) Mass and (Right) decay time distributions of u�0→ u�/u�u�∗0 can-
didates. In blue the projections of the ﬁtted signal components and in red/orange the
projections of the combinatorial background components are shown. [13]












+ 𝑑u�(1 − 𝜂u�)) ,
(4.15)




, 𝑃(𝑏) = 1 − 𝑃(𝑏) . (4.16)
Then, the combined tag decision and mistag estimate are 𝑑 = +1 and 𝜂 = 1−𝑃(𝑏)
if 𝑃(𝑏) > 𝑃(𝑏), otherwise 𝑑 = −1 and 𝜂 = 1−𝑃(𝑏). As Eq. (4.15) ignores possible
correlation among the involved taggers, the joint mistag estimate might over- or
underestimate the true mistag. To correct for this the mistag estimates as well
have to be calibrated after the single tagger combination using a ﬂavour-speciﬁc
control channel.
The analysis presented in this thesis utilises the combination of the calibrated OS
tagging algorithms (see Sec. 4.3.2) as well as of the SS𝜋 tagger (see Sec. 4.3.3). As
the OS and SS taggers ﬁnd their decisions using independent particle information
their output is assumed to be uncorrelated and no further calibration is necessary
after combining the OS and SS𝜋 tagging decisions (cf. Sec. 5.6.2).
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4.5 Recent developments and Run II
The algorithms utilised in the ﬂavour tagging are always subject of active develop-
ment with the aim to improve their performance and extend the tagging strategy.
Several taggers are being revisited using particle selections based on ANNs or
boosted decision trees (BDTs).
A BDT based SS𝜋 tagging algorithm (SS𝜋 BDT) is in the stage of early devel-
opment, intended to replace the existing cut-based SS𝜋 tagger in the future.
For both the OSK and the SSK tagging algorithms ANN based versions are
implemented (NNetOSK and NNetSSK) [88].
The performance of the NNetSSK tagger shows a signiﬁcant enhancement




an eﬀective tagging eﬃciency of 𝜀eﬀ = (1.80 ± 0.23)% is found, while in selected
𝐵0u�→ 𝐽/𝜓𝜙 candidates 𝜀eﬀ = (1.26 ± 0.17)% is measured. This corresponds to an
improvement of more than 40% in both cases.
The NNetOSK tagger also shows an enhancement in the eﬀective tagging eﬃ-
ciency of around 10% in decays of 𝐵0→ 𝐷−𝜋+ with respect to the cut-based OSK
tagger. Still, more development eﬀort is needed here, as the overall eﬃciency gain
is still small and the improvements can not be conﬁrmed yet in 𝐵0u� decays.
The study of opposite side decays of charm hadrons has lead to the development
of the opposite-side charm (OSc) tagger [93]. The OSc algorithm exploits the
charge of charm hadrons or its daughter kaons produced in the decay of opposite
side 𝑏 hadrons. Candidates are identiﬁed using a set of multivariate selections of
fully or partially reconstructed Cabibbo-favoured decays, as e.g. 𝐷0 → 𝐾−𝜋+,
𝐷+ →𝐾−𝜋+𝜋+, 𝐷0/𝐷+ →𝐾−𝑒+𝑋, or 𝛬+u� → 𝑝𝐾
−𝜋+.
The performance of the OSc tagger is studied on data using selected𝐵+→ 𝐽/𝜓𝐾+
candidates where an eﬀective tagging eﬃciency of 𝜀eﬀ = (0.30 ± 0.01 (stat) ±
0.01 (syst))% is found. A cross-check on selected 𝐵0→ 𝐽/𝜓𝐾∗0 candidates provides
compatible results with an eﬀective tagging eﬃciency of 𝜀eﬀ = (0.30±0.03 (stat)±
0.01 (syst))%. Fully-hadronic ﬁnal states show a better performance: eﬀective
tagging eﬃciencies of 𝜀eﬀ = (0.40 ± 0.02 (stat)± 0.01 (syst))% and 𝜀eﬀ = (0.39 ±




As the OSc decisions are highly correlated with the OSK output, only an additional
0.113% absolute gain in eﬀective tagging eﬃciency can be observed once the full
OS combination is computed, still that compares to a month worth of Run I data
taking.
Similar to the SS𝜋 or SSK algorithms a newly developed same-side proton tagger
infers its tagging decision from protons produced in the fragmentation of the signal
𝐵 meson.
Alongside new developments and optimisation of existing tagging algorithms
the performance of the ﬂavour tagging will be aﬀected by altered experimental
conditions in Run II of the LHC. The higher centre-of-mass energy of
√
𝑠 = 13TeV
leads to higher particle momenta, resulting in a better selection of the particles
involved in the tagging, thus leading to a higher performance of the ﬂavour tagging.
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Though, this will also result in higher track multiplicities, impeding the selection,
thus reducing the eﬃciency of the involved algorithms. However, the higher peak
luminosity due to the increased centre-of-mass energy, allows for an extensive
luminosity levelling which itself will result in an eﬀect the opposite of what was
described before, in a reduction of track multiplicities.
It can be summarised that the change in run conditions will force a reoptimisation
and recalibration of the ﬂavour tagging algorithms. Studies on MC simulated data
with Run II conditions just started and data taken in the ﬁrst months of Run II
will be employed to study the performance and retune the algorithms to be ready
as soon as the 𝐶𝑃 violation and 𝐵 oscillation measurements are started. It is clear
that with higher statistics available in all physics and control channels, systematic
eﬀects will need to be even better understood, thus making a universal calibration
not feasible any more.
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5.1 Overview of the measurement ingredients
The measurement of 𝐶𝑃 violation in the decay of 𝐵0→ 𝐽/𝜓𝐾0S poses a variety of
challenges to the experimenter. Great demands on the vertex resolution, the decay
time resolution, PID, and the trigger have to be fulﬁlled by the LHCb detector as
was outlined in Sec. 3.2.
In the analysis an emphasis has to be placed especially on the identiﬁcation of
the initial 𝐵 meson ﬂavour, the so called ﬂavour tagging, that is explained in more
detail in Ch. 4.
This chapter summarises the measurement of the 𝐶𝑃 parameters 𝑆u�/u�u�0S and
𝐶u�/u�u�0S . Starting with an overview of the data in use, including data taking,
trigger strategy, candidate selection and employment of simulated data (Sec. 5.2)
a short round-up of the ﬂavour tagging strategy is provided (Sec. 5.3).
Possible troublesome inﬂuences from mis-reconstructed or mis-identiﬁed physical
background contributions are studied in Sec. 5.4. The decay time resolution
model is described in Sec. 5.5 together with the parametrisation of the decay
time acceptance caused by reconstruction and selection ineﬃciencies. The utilised
likelihood function is presented in Sec. 5.6 before showing the results of the ﬁt in
Sec. 5.7. Finally, all studies on the systematic inﬂuences of a variety of eﬀects are
collected in Sec. 5.8.
5.2 Data preparation
This section describes the data employed in this analysis, summarises the diﬀerent
signal candidate selection steps, as well as the handling of multiple PVs and 𝐵
meson candidates. Finally the diﬀerent data samples used in the analysis are
stated.
The presented analysis is performed on a dataset collected by the LHCb ex-
periment during two run periods in 2011 and 2012, dubbed ‘Run I’1. The 2011
subsample corresponds to an integrated luminosity of (1.00 ± 0.04) fb−1 collected
at a centre-of-mass energy of
√
𝑠 = 7TeV, while the 2012 subsample corresponds
to an integrated luminosity of (1.990 ± 0.024) fb−1 collected at
√
𝑠 = 8TeV.
The 𝐵0→ 𝐽/𝜓𝐾0S decay candidates are reconstructed in the 𝐽/𝜓→ 𝜇
+𝜇− and
𝐾0S → 𝜋
+𝜋− ﬁnal state. In order to enhance the purity of the signal candidates,
several selection steps are performed. At ﬁrst a two-layer trigger system selects
1In contrast to the second ‘Run II’ period scheduled to start in 2015 and last until mid 2018.
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events from the 𝑝𝑝 collisions (cf. Sec. 5.2.1). Then a loose and very general selection,
the so called stripping is applied to the triggered data (cf. Sec. 5.2.2). The ﬁnal
step is an oﬄine selection of the remaining candidates that is further adjusted to
the speciﬁc decay and the reconstructed ﬁnal state (cf. Sec. 5.2.3).
Besides reducing the background level and enhancing the fraction of signal in the
data set, the selection tries to minimise a possible bias of the measured 𝐵0 lifetime
caused by selection steps that preferably remove candidates with small decay times.
As it is inevitable, then at least the biasing eﬀects should be understood and
accounted for (cf. Sec. 5.5.2).
Global decay chain ﬁt
In order to correctly comprise correlations and uncertainties on vertex positions,
particle momenta, ﬂight distances, decay times, and invariant masses, a global
decay chain ﬁt (DTF) [94] is performed. Instead of ﬁtting ‘leaf-by-leaf’ starting
from the ﬁnal state particles to determine the parameters of all composite mother
particles one after another, the DTF ﬁt extracts all parameters in the decay chain
simultaneously.
Entities decorated with the expression DTFPV stem from a DTF ﬁt where the
knowledge about the PV has been used to constrain the production vertex of the 𝐵0
meson, while the expression DTF
u�/u�u�0S
PV means that, additionally to this PV, the
𝐽/𝜓 and 𝐾0S invariant masses are constrained to their masses listed by the Particle
Data Group (PDG) (𝑚PDG
u�0S
= 497.614MeV/𝑐2, 𝑚PDGu�/u� = 3096.916MeV/𝑐
2, see
[33]) inside the DTF ﬁt. In the stripping and if not stated otherwise the much
simpler leaf-by-leaf ﬁtting was used.
Observables
Throughout the analysis, several observables are used: the 𝐵0 invariant mass
𝑚u�/u�u�0S , the decay time of the 𝐵
0 in its rest frame 𝑡, the 𝐵0 decay time error
estimate 𝜎u�, and the tag decisions 𝑑{OS,SSu�} and mistag estimates 𝜂{OS,SSu�} of the
opposite site and same side tagging algorithms (cf. Ch. 4). Tab. 5.1 summarises
all used observables, provides the considered observable ranges, and deﬁnes the
used ﬁt constraints.
Data set subsamples
Year The data consists of subsamples from data-taking in both, 2011 and 2012,
run periods. To diﬀerentiate between these samples, they are indicated by
the terms 11 and 12.
Track type Due to the long lifetime of the 𝐾0S , its daughter pions may or may not
leave hits in the VELO (cf. Sec. 3.3.3). 𝐾0S candidates (and accordingly the
associated 𝐵 meson candidate) of which both reconstructed pions have hits
in the VELO are classiﬁed as long track (LL) candidates. If both pions do
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Table 5.1 – Used observables, observable ranges, and DTF ﬁt properties.




𝑚u�/u�u�0S 5230 − 5330MeV/𝑐
2 ✓ ✓ ✓
𝑡 0.3 − 18.3 ps - - ✓
𝜎u� 0.0 − 0.2 ps - - ✓
𝑑OS +1, −1 - - -
𝜂OS 0.0 − 0.5 - - -
𝑑SSu� +1, −1 - - -
𝜂SSu� 0.0 − 0.5 - - -
not leave hits in the VELO, the candidate is called downstream track (DD)
candidate. Candidates where only one or less of the reconstructed pions has
a long track are not considered in this analysis.
Tagger Depending on the tag decisions, events are categorised: as exclusively
opposite side tagged (OS) if only the opposite side tagger combination returns
a tag decision, as exclusively same side pion tagged (SS) if only the same
side pion tagger returns a decision, as tagged by both tagging algorithms
(or tagged by both sides (BS)), and as untagged (UT) if none of the used
taggers returns a tag decision. See Ch. 4 for an elaborated description of the
ﬂavour tagging methods.
Trigger As described in Sec. 5.2.1, the diﬀerent trigger lines induce decay time
acceptance eﬀects. To describe these eﬀects independently the data is split
into a sample where almost no decay time acceptance eﬀects are visible, called
almost unbiased subsample (AU), and a sample that includes the major
fraction of events, aﬀected by a decay time acceptance, called exclusively
biased subsample (EB).
Unless explicitly stated otherwise, no untagged (UT) events are used. Therefore,
splitting the data set in all possible categories results in a total of 24 disjoint
subsamples.
5.2.1 Trigger
The LHCb trigger system reduces the amount of data to be stored using loose
criteria to ﬁlter events with interesting physical signatures. As described in Sec. 3.5
a two-stage system is utilised build up from the fast hardware trigger (L0) and the
software based high level trigger (HLT).
The trigger requirements are collected in so called trigger lines, consisting of a
set of selections criteria to map certain event types. In the following the trigger
requirements applied in this measurement are described. If not stated otherwise
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Table 5.2 – HLT1 u�/u� muon lines and their requirements. [69]
DiMuonHighMass TrackMuon
Track IP - > 0.1mm
Track 𝜒2IP - > 16
Track 𝑝T > 0.5GeV/𝑐 > 1GeV/𝑐
Track 𝑝 > 6GeV/𝑐 > 8GeV/𝑐
Track 𝜒2/ndf < 4 < 2
DOCA < 0.2mm -
𝜒2vtx < 25 -
Mass > 2.7GeV/𝑐2 -
all candidates passing the requirements speciﬁed by the trigger line conﬁgura-
tion (Hlt1DiMuonHighMass || Hlt1TrackMuon) && Hlt2DiMuonDetachedJPsi are
used in this analysis.
Both the HLT1 TrackMuon as well as the HLT2 DiMuonDetachedJPsi line re-
quire cuts on parameters depending on the candidates’ measured decay time,
preferably removing candidates with small decay times. This leads to a bias
on the experimentally accessible lifetime. Candidates are split into two disjoint
subsamples: candidates passing the requirements given by the trigger line conﬁgur-
ation DiMuonHighMass && DiMuonDetachedJPsi are classiﬁed as almost unbiased
(AU) where else candidates passing the requirements given by the combination
(TrackMuon && !DiMuonHighMass) && DiMuonDetachedJPsi correspond to the
exclusively biased subsample (EB). The strategy to cope with acceptance eﬀects
is described in detail in Sec. 5.5.2.
L0 trigger requirements
The HLT lines in use require all candidates to either pass the L0Muon or the
L0DiMuon trigger lines, i.e. show one or two high transverse momentum tracks in
the ﬁve muon stations. No further L0 criteria are required.
HLT1 trigger requirements
All candidates accepted by the two HLT1 trigger lines are required to carry a 𝐽/𝜓
‘trigger on signal’ (TOS) decision, where TOS refers to events where the signal
particle tracks alone fulﬁl the trigger line requirements. Both lines are designed to
trigger on muons, in this case originating from the secondary decay of the 𝐽/𝜓 into
𝜇+𝜇−. The HLT1 TrackMuon introduces a bias on the lifetime through a cut on
the minimal muon track IP with respect to any PV and is therefore called a biased
line. The HLT1 DiMuonHighMass does not aﬀect the decay time distribution, hence
is called an unbiased line. All trigger requirements are summarised in Tab. 5.2.
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Table 5.3 – HLT2 u�/u� dimuon lines and their requirements§. [69]
DiMuonJPsi DiMuonDetachedJPsi
Track 𝜒2/ndf < 5 < 5
Mass 𝑀u�/u� ± 0.12GeV/𝑐
2 𝑀u�/u� ± 0.12GeV/𝑐
2
ﬂight distance 𝜒2 - > 9
𝜒2vtx < 25 < 25
Pre-scale 0.2 -
§ With u�u�/u� = 3096.916MeV/u�
2 [33].
Table 5.4 – Trigger selection eﬃciencies as determined on (simulated) data. The ﬁrst
column gives the numbers obtained on u�0→ u�/u�u�0S signal MC, where the normalisation
is performed wrt. events that pass at least one physics trigger line in the L0, the HLT1, and
the HLT2. The second column shows signal in data numbers obtained using an sWeighted
data sample. The last column contains numbers extracted from data without distinction
between signal and background.
trigger requirements signal MC signal in data overall data
Hlt1DiMuonHighMass && Hlt2DiMuonDetachedJPsi 70.3% 72.3% 60.9%
(Hlt1DiMuonHighMass || Hlt1TrackMuon )
84.7% 86.6% 74.6%
&& Hlt2DiMuonDetachedJPsi
Diﬀerence between trigger requirements 14.4pp 14.3pp 13.7pp
Relative gain from adding Hlt1TrackMuon +20.4% +19.7% +22.5%
HLT2 trigger requirements
The HLT2 trigger line requirements are summarised in Tab. 5.3. Again a TOS
decision is required for events passing the trigger selection. Induced by a cut on the
ﬂight distance signiﬁcance of the 𝐽/𝜓 candidate the HLT2 DiMuonDetachedJPsi
line causes a lifetime bias. Hence, the HLT2 DiMuonJPsi line is used as an unbiased
reference line. With a pre-scale of 0.2, only 20% of all events passing L0 and HLT1
are chosen randomly as input to this line.
Trigger eﬃciencies
The ratio of events passing a trigger requirement compared to all events within
the geometrical detector acceptance is called trigger eﬃciency. Compared to the
eﬃciency of the 1 fb−1 LHCb analysis [28], where events had to fulﬁl the trigger
requirements of the introduced unbiased HLT1 line and the biased HLT2 line, a
gain of 19.7% in signal eﬃciency is measured by additionally accepting events that
pass the requirements deﬁned by the biased HLT1 muon line. Tab. 5.4 compares
the calculated trigger eﬃciencies in detail.
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5.2.2 Stripping
To further reduce the amount of data a loose selection is applied in a common
eﬀort, called the stripping of data. Criteria on the properties of the reconstructed
ﬁnal state particles as well as on the reconstructed 𝐽/𝜓, 𝐾0S , and 𝐵
0 candidates are
applied as described in detail in Tab. 5.5. Two diﬀerent stripping conﬁgurations, the
BetaSBd2JpsiKsDetached and BetaSBd2JpsiKsPrescaled lines are employed. In
the 𝐶𝑃 violation measurement the BetaSBd2JpsiKsDetached line is used, where
a cut requires the 𝐵0 candidate’s decay time to be larger than 0.2 ps. For studies
requiring the full decay time range, the BetaSBd2JpsiKsPrescaled line with a
pre-scale of 0.3 is used.
Besides the decay time cut in the detached line and the pre-scale in the corres-
ponding line, all other selection criteria are shared among both lines.
5.2.3 Oﬄine selection
The ﬁnal step in the selection of signal candidates follows the trigger and stripping
selection. The oﬄine selection attempts to enhance the signal purity of the data
sample without introducing additional biases on the 𝐵0 candidates’ decay time
distribution. The major objective of the selection is to preserve a large number
of signal candidates while the reduction of background candidates only serves
an inferior standing. This approach is promoted by the fact, that the physics
backgrounds are well under control (cf. Sec. 5.4) and the combinatorial background
is easy to model in the ﬁt (cf. Sec. 5.6).
To measure the signal eﬃciency 𝜀Sig and the background rejection 1−𝜀Bkg of the
respective selection requirements an sPlot ﬁt [89] has been performed to retrieve
signal and background weights for each event. The ﬁt describes the signal using
a Hypatia PDF (cf. Sec. 5.6.1) with double sided tails and the background using
a single exponential PDF. In case of the LL sample an additional Gaussian PDF
with ﬁxed mean and width estimated from MC simulations is used to describe
the 𝐵0→ 𝐽/𝜓𝐾∗0 component. For a more detailed description of the used mass
model, see Sec. 5.6.1.
Fig. 5.1 shows the mass distribution of the 2011 and 2012 data set and the ﬁt
projection. The data set includes all candidates that pass the nominal trigger
and stripping. Only the PV with the smallest IP 𝜒2/ndf wrt. the 𝐵0 trajectory
is included and—in case of multiple 𝐵0 candidates—a random 𝐵0 candidate is
chosen. Please note that all oﬄine selection eﬃciencies are calculated individually
for each cut or cut ensemble with respect to the candidate numbers passing the
stripping selection. The total eﬃciency is then provided in Sec. 5.2.3.
Sanity cuts
A set of sanity cuts (see Tab. 5.6) is applied to remove outliers and ensure that
all DTF ﬁts are converged. The overall performance shows a signal eﬃciency of
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Table 5.5 – Stripping cuts applied in the reconstruction and selection of the
u�/u�, the u�0S , and the u�
0 candidates§.
𝐽/𝜓 candidate†
𝜇 Δ lnℒu�u� > 0
𝜇 momentum > 0.5GeV/𝑐





𝐽/𝜓 𝜒2vtx/ndf < 16
𝐾0S candidate
‡
𝜋 momentum > 2GeV/𝑐
𝜋 min 𝜒2IP wrt. any PV
> 4 for DD
> 9 for LL




± 80MeV/𝑐2 for DD
𝑀PDG
u�0S




± 64MeV/𝑐2 for DD
𝑀PDG
u�0S




𝐾0S best PV decay length > 5
signiﬁcance
𝐵0 candidate
𝐵0 𝜒2vtx/ndf < 10
𝑚u�0 5150MeV/𝑐
2 < 𝑚u�u�u�u� < 5550MeV/𝑐
2




† The requirements on the muon daughters are based on their momenta, their
PID information, the u�2 of their distance of closest approach, u�2DOCA, and their
invariant mass prior to the vertex ﬁt, u�u�u�. After the vertex ﬁt, requirements
on the resulting u�/u� candidate are based on its invariant mass, u�u�/u�, and the
u�2/ndf of the vertex ﬁt, u�2vtx/ndf.
‡ The requirements on the pion daughters are based on their momenta, their
minimal IP u�2 wrt. to all PVs in the event, u�2IP, the u�
2 of their distance of
closest approach, u�2DOCA, and their invariant mass prior to the vertex ﬁt, u�u�u�.
After the vertex ﬁt, requirements on the resulting u�0S candidate are based on
its invariant mass, u�u�0S , its decay length signiﬁcance with respect to its best
PV, i.e. the PV with the smallest IP u�2 wrt. to its trajectory, and the u�2/ndf
of the vertex ﬁt, u�2vtx/ndf.
55





















































Figure 5.1 – Mass distribution of the combined 2011 and 2012 data set after stripping
(in logarithmic scale). Only the PV with the smallest IP u�2/ndf wrt. the u�0 trajectory
is included and— in case of multiple u�0 candidates—a random u�0 candidate is chosen.
The left plot shows the DD, the right one the LL candidates. The solid black line is the
projection of the ﬁt PDF, the blue dashed line shows the signal, and the green dashed line
shows the background component. For the description of the LL candidates, the additional
u�0 → u�/u�u�∗0 component is depicted as dash-dotted turquoise line. Below the mass
distribution the pull distribution shows the diﬀerence of the bin content and the PDF
value at the bin centre normalized by the error estimate on the bin content.
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Table 5.6 – Oﬄine selection sanity cuts.
DTF
u�/u�u�0S
PV 𝜎u� < 30MeV/𝑐
2
DTFPV 𝜎u� < 0.2 ps
|𝑧u�u� | < 250mm
𝐵0 𝜒2vtx/ndf < 10




DTFPV 𝜇 𝑝u� > 500MeV/𝑐
𝜇 𝜒2track/ndf < 3
𝜇 PID > 0
DTFPV 𝜋 𝑝 > 2000MeV/𝑐
maximal 𝜋 𝜒2track/ndf < 3
minimal 𝜋 IP 𝜒2/ndf > 4
DTF
u�/u�u�0S
PV ﬁt and DTFPV ﬁt converged
Table 5.7 – Oﬄine selection cuts on ghost track probabilities.
DD LL
𝜇 ghost track probability < 0.2
𝜋 ghost track probability < 0.3
99.29% (99.75%) and a background rejection of 6.18% (0.75%) in the DD (LL)
sample.
Ghost track probability cuts
To reduce the amount of ghost tracks, a cut on each tracks ghost probability is
applied, as shown in Tab. 5.7. The overall signal eﬃciency yields 95.72% (98.09%)
with a background rejection of 26.38% (23.36%) for the DD (LL) sample.
Cuts on daughter masses and 𝞚 mass veto
Background contributions due to particle mis-ID (cf. Sec. 5.4) are reduced by
employing cuts on the invariant daughter masses as given in Tab. 5.8. As long track
candidates show a better mass resolution, diﬀerent cuts are applied depending on
the candidates’ track type. These cuts yield a signal eﬃciency of 98.70% (98.92%)
and a background rejection of 27.53% (39.78%) in the DD (LL) sample. The cuts
correspond to roughly eight times (four times) the measured 𝐾0S width for DD
(LL) 𝐾0S candidates and around ﬁve times the measured 𝐽/𝜓 width for the 𝐽/𝜓
candidates.
To reduce proton-pion mis-ID from background 𝛬0u� → 𝐽/𝜓Λ decays all pion
candidate pairs are combined, assigning the proton mass hypothesis to either one
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of the pions and recalculating their invariant mass. An additional requirement on
the 𝑝-𝜋 PID of Δlnℒu�u� < 7 (< 10) is then applied to all candidates lying inside
a ±7MeV/𝑐2 (±5MeV/𝑐2) region around the mass 𝑀PDGΛ = 1115.683MeV/𝑐
2 in
the DD (LL) sample. This veto has a signal eﬃciency of 99.32% (99.9%) and a
background rejection of 10.50% (2.53%) in the DD (LL) sample. The cut eﬃciency
on 𝛬0u�→ 𝐽/𝜓Λ signal MC is given in Sec. 5.4.
DTF ﬁt performance and 𝙆𝟬S decay time signiﬁcance cuts
Finally, cuts on the DTF
u�/u�u�0S
PV ﬁt 𝜒
2/ndf < 30 and on the 𝐾0S decay time
signiﬁcance (wrt. to the 𝐵0 decay vertex) of 𝑡u�0S/𝜎u�u�0S
> 4 from a DTFPV ﬁt
are applied. These two cuts yield a signal eﬃciency of 99.25% (97.61%) and a
background rejection of 33.68% (24.89%) for the DD (LL) sample.
The ﬁt range is limited to events within 0.3 ps < 𝑡 < 18.3 ps. Low decay time
candidates are neglected to suppress decay time acceptance eﬀects and prompt
background. The number of candidates with decay times above the limit is
negligible. This cut yields a signal eﬃciency of 95.30% (94.86%) and a background
rejection of 12.77% (25.71%) for the DD (LL) sample.
Overall oﬄine selection performance
The total oﬄine selection performance shows a signal eﬃciency of 𝜀Sig ∼ 90%
paired with a background rejection of 1 − 𝜀Bkg ∼ 70%. The exact numbers quoted
separately for DD and LL are given in Tab. 5.9.
Table 5.9 – Overall oﬄine selection performance.





Table 5.10 – Number of multiple u�0→ u�/u�u�0S candidates after stripping. The numbers
in the ﬁrst row represent the fraction of u�0 candidates that are not unique in an event,
i.e. the event contains more than one candidate. The numbers in the second row show the
fraction of events with multiple u�0 candidates. Additionally, a listing of the occurrence
of events with diﬀerent numbers of multiple u�0 candidates is given. The last row shows






fraction of events with
2.1% 2.4%
multiple 𝐵0 candidates
#𝐵0 cands #events #𝐵0 cands #events
1 575780 1 1482895
2 11997 2 35921
3 382 3 1223
4 50 4 194
5 4 5 9
6 1 6 9
7 0 7 1




As in a typical LHCb bunch crossing around 2.5 visible proton-proton collisions
occur, the chances are high to ﬁnd more than one primary vertex per recorded
event. Choosing the primary vertex with the highest quality of the trajectory
impact parameter DTF ﬁt with respect to the 𝐵0 candidate is called best PV
selection in contrast to a random PV selection. Given the small 𝐵0→ 𝐽/𝜓𝐾0S
branching ratio, not more than one signal event can be expected per event. Still, it
is possible that more than one candidate gets reconstructed. From those candidates
either one can be chosen by its DTF trajectory impact parameter ﬁt quality with
respect to a given PV (best 𝐵0 candidate selection) or as well randomly (random
𝐵0 candidate selection). Instead of consecutively selecting a primary vertex and 𝐵
meson candidate a joint decision can be made. Each (PV,𝐵0) pair can again be
chosen either based on the best ﬁt quality or by random. The number of multiple
primary vertices and candidates is studied following Ref. [95].
After stripping selection around 2% of the events contain more than one 𝐵0
candidate and 4 − 5% of all 𝐵 meson candidates are not unique in their event (cf.
Tab. 5.10). After stripping and subsequent oﬄine selection roughly 0.3% of events
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contain multiple 𝐵0 candidates while in 6% of the events more than one primary
vertex is found. Tab. 5.11 presents the detailed numbers for multiple primary
vertex and 𝐵0 candidates after stripping and oﬄine selection. Of the remaining
(PV,𝐵0) pairs one is chosen randomly.
5.2.5 MC and data samples
All candidates in the nominal dataset ﬁnally used for the ﬁt to estimate the
𝐶𝑃 observables 𝑆u�/u�u�0S and 𝐶u�/u�u�0S pass the given trigger conﬁguration, the
detached stripping selection, and the described oﬄine selection leaving 114 000
signal candidates. The analysis only uses 42 000 tagged signal candidates. Tab. 5.12
lists the numbers of tagged signal candidates split into subsamples of tagger, trigger,
track type, and year of data-taking. The mass distribution of the nominal dataset,
split into year of data-taking and track type is depicted in Fig. 5.2.
MC datasets
The Monte Carlo (MC) samples are produced using Pythia6 and Pythia8 in
the generation step. An equal amount of events is generated using each generator
version and also for both possible magnet polarities. Also diﬀerent samples are
produced for 11 and 12 running conditions. The EvtGen physics model is set
to SSD_CP with parameters as summarised in Tab. 5.13. Studies to check for
possible background contributions from partly reconstructed decays or decays with
mis-identiﬁed particles (outlined in Sec. 5.4) require several inclusive and exclusive
MC samples using the same generator toolchain as in the generation of the nominal




Table 5.11 – Number of multiple candidates after stripping and selection. The numbers
in the ﬁrst row represent the fraction of (PV,u�0) candidate pairs that are not unique
in an event. The numbers in the second row show the fraction of events with multiple
(PV,u�0) candidate pairs. The third row includes the numbers of event with multiple u�0
candidates. Additionally, a listing of the occurrence of events with diﬀerent numbers of
multiple u�0 candidates is given. After that, the number of u�0 candidates to discard is
given. In the fourth row the number of events containing multiple PVs is listed together
with the detailed description of the frequency of multiple PVs per event. The last row
shows the fraction of (PV,u�0) candidate pairs that need to be discarded in order to only





fraction of events with
6.0% 6.1%
multiple (PV,𝐵0) candidates
fraction of events with
0.3% 0.4%
multiple 𝐵0 candidates
#𝐵0 cands #events #𝐵0 cands #events
1 74065 1 165915
2 253 2 635
3 0 3 3






#PVs #events #PVs #events
1 69755 1 156211
2 4279 2 9583
3 265 3 692
4 19 4 58
5 0 5 9
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Table 5.12 – Number of tagged signal candidates split into categories of tagger, trigger,













































EB 404 EB 118
Table 5.13 – Physics parameters used in the simulation.
Parameter Generation value































































































































Figure 5.2 – Mass distribution of the nominal dataset, split into year of data-taking and
into u�0S track type. Top row: on the left 11, on the right 12. Bottom row: on the left
DD, on the right LL. The solid black line shows the ﬁt projection of the nominal mass
PDF (cf. Sec. 5.6.2). The blue dashed line shows the signal, the green dashed line the
background component.
Table 5.14 – Inclusive and signal MC data sets used in this analysis, with the generated
number of events and if possible an estimate on the corresponding integrated luminosity.





Bd2JpsiKst 4M ≈ 1.6
Lb2JpsiL 3M ≈ 15
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5.3 Flavour tagging
The ﬂavour tagging employed is described in detail in Ch. 4. Two diﬀerent tagging
decisions are utilised: the opposite-side (OS) tagger combination and the same-side
pion (SS𝜋) tagger. The calibration and subsequent combination of the two tagging
decisions is performed within the ﬁt (cf. Sec. 5.6). To assure correct propagation of
uncertainties and correlations of the calibration parameters to the 𝐶𝑃 parameters
Gaussian constraints based on the calibration parameters’ central values and theirs
statistical uncertainties are applied. The inﬂuence of the systematic uncertainties
on the calibration parameters is described in Sec. 5.8.2.
5.3.1 Performance
The eﬀective tagging eﬃciency (Eq. (4.3))—inherent in the used data sample given
the choice of utilised taggers—is calculated as the sum of the eﬀective tagging











where 𝜔OS and 𝜔SSu� refer to the calibrated mistag estimates. The signal sWeights
𝑤u� for each candidate are computed from an sPlot ﬁt to the 𝐵
0 mass distri-
bution using the nominal mass PDF described in Sec. 5.6. This adds up to an
eﬀective tagging eﬃciency of 𝜀eﬀ = (3.02 ± 0.05)%, which splits into a tagging eﬃ-
ciency of 𝜀tag = (36.54 ± 0.14)% and an eﬀective dilution of 𝐷 = (28.75 ± 0.24)%
corresponding to an average mistag probability of 𝜔 = (35.62 ± 0.12)%.
Tab. 5.15 lists the tagging eﬃciency separate for the OS, SS, and BS parts of
the dataset, as well as for the case where all SS𝜋 decisions are ignored and only
the OS tagging information are exploited (‘all OS’) and vice versa (‘all SS𝜋’). This
allows the performance obtained on the given dataset to be compared with the
results of the previous LHCb measurement [28], where only the tagging information
provided by the OS algorithms were used. Here, relative improvements of 10%
from 2.38% to 2.63% can be observed. Finally, supplementing the measurement
with information from the SS𝜋 tagger allows for an overall improvement in eﬀective
tagging eﬃciency of almost 27%.
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Table 5.15 – Eﬀective tagging eﬃciency given for all three tagging categories. Additionally
listed are the results just exploiting the information of the OS or SSu� tagging algorithms,
as well as the total eﬀective tagging eﬃciency of the dataset.
Tagger 𝜀eﬀ [%]
OS 2.259 ± 0.034
SS 0.262 ± 0.017
BS 0.503 ± 0.010
all OS 2.63 ± 0.04
all SS𝜋 0.376 ± 0.024
Total 3.02 ± 0.05
5.4 Backgrounds
This section describes the evaluation of background contributions in the data. Be-
sides combinatorial background from particles combined by chance with properties
that allow to pass all selection steps two other sources are investigated: physics
backgrounds from decays with mis-identiﬁed ﬁnal state particles are studied in
Sec. 5.4.1 and the inﬂuence of non-uniform tagging responses for the background
candidates is examined in Sec. 5.4.2.
5.4.1 Physics backgrounds
To ensure that the background consists only of combinatorial backgrounds, and
that exclusive backgrounds are negligible, possible physics backgrounds are studied
with simulated data (see Sec. 5.2.5).
Using the true particle identities from MC reveals the existence of remnants
from physics backgrounds in the inclusive 𝐽/𝜓 and the 𝐵0→ 𝐽/𝜓𝑋 MC samples.
Compared to the number of all reconstructed events, around 0.04% 𝐵0 →
𝐽/𝜓𝐾∗0 candidates survive the applied selection criteria compared to 0.5% signal
events in the sample of 𝐵0→ 𝐽/𝜓𝑋 decays. In the inclusive 𝐽/𝜓 sample 0.0005%
𝐵0 → 𝐽/𝜓𝐾∗0, 0.0002% 𝐵0u� → 𝐽/𝜓𝐾
0
S , and 0.0002% 𝛬
0
u� → 𝐽/𝜓Λ background
events contribute, compared to 0.01% 𝐵0→ 𝐽/𝜓𝐾0S candidates.
Since the production of 𝐵0u� mesons is a factor 100 less frequent than that of
the lighter 𝐵0 mesons and reconstructed 𝐵0u� → 𝐽/𝜓𝐾
0
S candidates lie outside
the nominal mass range, no contributions are expected. While 𝐵0 → 𝐽/𝜓𝐾∗0
background results from kaon-pion mis-identiﬁcation, 𝛬0u� → 𝐽/𝜓Λ candidates
are found in the sample due to a proton-pion mis-identiﬁcation. Their expected
contribution in the data sample is further studied by using signal MC samples of
𝐵0→ 𝐽/𝜓𝐾∗0 and 𝛬0u�→ 𝐽/𝜓Λ.
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Physics backgrounds from 𝙆-𝞹 mis-ID
In the 𝐵0→ 𝐽/𝜓𝐾∗0 signal MC 0.3% of 4 ⋅ 106 generated background candidates
get reconstructed and survive the applied stripping cuts. This number already
reduces to 0.004% after applying cuts on the nominal mass and time ranges.
After full oﬄine selection, considering a tagging eﬃciency of 38%, and scaling the
numbers to match a data sample corresponding to 3 fb−1 integrated luminosity,
20 𝐵0→ 𝐽/𝜓𝐾∗0 candidates remain. This corresponds to a fraction of roughly
0.04% of the background in the nominal data sample. The source of the remaining
contributions are e.g. decays like 𝐵0
∗
→ 𝐵0(→ 𝐽/𝜓𝐾∗0)𝑋.
Physics backgrounds from 𝙥-𝞹 mis-ID
Out of 3 ⋅ 106 generated 𝛬0u�→ 𝐽/𝜓Λ signal candidates only 2% get reconstructed
and pass the stripping. The cuts on the nominal mass and time ranges reduce this
number down to 0.32%. The veto cut applied in the oﬄine selection (see Sec. 5.2.3)
decreases the number of candidates inside this mass and decay time window by
more than 50% to 0.15%. After applying the full oﬄine selection, including the
tagging eﬃciency, and scaling the sample to correspond to the collected integrated
luminosity in data, 120 𝛬0u� → 𝐽/𝜓Λ candidates remain. Therefore, we expect
a 0.2% contribution of 𝛬0u�→ 𝐽/𝜓Λ background candidates in the nominal data
sample.
5.4.2 Background tagging asymmetries
As shown in the previous section any physics induced background in the data sample
can be neglected and the remaining background candidates are assumed to be
purely of combinatorial origin. Following this, all ﬂavour tagging decisions provided
for background candidates should be randomly distributed. This assumption can
be tested in two ways: counting the time-integrated numbers of 𝐵0 and 𝐵0
tagged background candidates or checking for a non-vanishing time-dependent tag
asymmetry in the background.
The tests are performed independently for the DD and LL subsample as well
as for both employed tagging algorithms (OS and SS𝜋). In order to study the
background sample an unbinned maximum likelihood ﬁt is performed on the
𝐵0 mass distribution and background sWeights [89] are computed. The signal
component is modelled using a Hypatia PDF while the background component is
described by an exponential PDF (cf. Sec. 5.6.2).














is computed for all four subsamples using the sWeighted dataset and the results
are collected in Tab. 5.16. Compared to the time-integrated 𝐶𝑃 asymmetry (cf.
Eq. (5.49)) in the signal component in the order of 𝒪 (0.1) the time-integrated
background tagging asymmetry is small and except for the DD OS subsample
the results are not signiﬁcant. A vanishing time-integrated asymmetry does not
eliminate the possibility of a time-dependent asymmetry, thus further studies are
necessary.
Table 5.16 – Time-integrated asymmetry of sWeighted background distributions for DD
and LL OS and SSu� tagged events.
category 𝒜intBkg
DD
OS 0.017 ± 0.005
SS𝜋 −0.016 ± 0.011
LL
OS −0.005 ± 0.012
SS𝜋 0.044 ± 0.034
Decay time dependent background asymmetry












At ﬁrst, histograms of 𝒜Bkg in bins of the decay time are consulted to check for the
null-hypothesis of a vanishing asymmetry using a 𝜒2-test. The test is performed on
the background sWeighted dataset as well as on a background sWeighted cocktail
MC sample. The latter is built from signal MC and background candidates from
a pseudo-experiment (ToyMC) sample generated with randomly distributed tag
decisions. Finally, a likelihood ﬁt to the decay time distribution of the background
sWeighted dataset is performed using a PDF 𝒫TagAsym (𝑡, 𝑑) modelling a potential
tag asymmetry.
𝒫TagAsym (𝑡, 𝑑) ∝ e
− u�u� (1 + 𝑑𝒜) (5.4)
Histograms of the background candidates binned in the reconstructed decay
time are created for DD/LL candidates with OS and SS𝜋 tag decisions. This is
done for the background sWeighted data sample and for a cocktail MC sample,
where the sWeights are extracted using the same model as used before. Figs. 5.3
and 5.4 show the histograms. The corresponding 𝑝-values from the 𝜒2-test are
summarised in Tab. 5.17. All 𝑝-values do not contradict the tested null-hypothesis.
Increased 𝑝-values for LL SS𝜋 are found both on data and cocktail MC and might
be explained by the low statistics in this particular subsample.
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Table 5.17 – Resulting u�-values from a u�2-test for the time-integrated asymmetry. The
values were computed on sWeighted background distributions for DD and LL OS and SSu�
tagged events.
𝑝-value







A likelihood ﬁt to the sWeighted background candidates is conducted in order
to exploit the per-event tag information. To do so the distributions are ﬁtted using
a PDF as presented in Eq. (5.4) where a potential asymmetry has been modelled.
The parametrisation uses the sum of three (two in case of the DD SS𝜋 subsample)
exponential PDFs with independent pseudo-lifetimes 𝜏u� and individual asymmetry
parameters 𝒜u�.
Table 5.18 – Fit results of the asymmetries u�u� of a ﬁt to the sWeighted background
distributions of DD and LL OS and SSu� tagged events.
category 𝒜1 𝒜2 𝒜3
DD OS 0.001 ± 0.028 −0.039 ± 0.030 −0.01 ± 0.07
DD SS𝜋 −0.01 ± 0.04 0.14 ± 0.14 —
LL OS 0.05 ± 0.05 −0.03 ± 0.13 −0.11 ± 0.12
LL SS𝜋 −0.01 ± 0.20 −0.18 ± 0.18 0.4 ± 0.4
A ﬁnal conclusion on how to proceed is diﬃcult as the results are inconclusive
due to a lack of statistical power. Although all results are compatible with the
hypothesis of a vanishing background tagging asymmetry, there is evidence of
non-vanishing asymmetries supported by ﬂuctuations found in the results.
Thus, the nominal ﬁt model does not incorporates a description of a potential
tagging asymmetry in the background component. The impact of this decision is















































































































Figure 5.3 – Tagging asymmetry u�(u�) in background sWeighted data. The binning of
the u�-axis is chosen logarithmic. The top (bottom) plots show DD (LL) candidates, while
OS (SSu�) tagged candidates are depicted in the left (right) side.
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Figure 5.4 – Tagging asymmetry u�(u�) in cocktail MC with signal candidates taken from
u�0→ u�/u�u�0S signal MC and background candidates from a ToyMC sample. The binning
of the u�-axis is chosen logarithmic. The top (bottom) plots show DD (LL) candidates,
while OS (SSu�) tagged candidates are depicted in the left (right) side.
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5.5 Decay time resolution and acceptance
In the following sections the parametrisation of the decay time resolution and the
model to describe the decay time acceptance are studied.
5.5.1 Resolution
In this section the applicability of the DTFPV output variable 𝜎u� as the per-
event decay time error resolution estimate is checked and a model to calibrate
the estimate is developed. The model is determined in a two step procedure. At
ﬁrst, diﬀerent calibration models are tested using a binned ﬁt on the decay time
resolution determined on data as a function of the resolution estimate 𝜎u�. Then
the found resolution model is used in an unbinned likelihood ﬁt to determine the
calibration parameter values.
The study is performed on 𝐵0 → 𝐽/𝜓𝐾0S candidates passing the pre-scaled
stripping line and the unbiased trigger lines only. The nominal selection is applied,
except the decay time cut at 𝑡 < 0.3 ps, all remaining candidates are considered
irrespective of their tagging information. Without cuts restricting the reconstructed
decay time of the 𝐵0 candidates, the sample consists mainly of combinatorial
background candidates promptly produced at the PV. As these candidates quasi
decay instantaneously at 𝑡 = 0 their decay time distribution should give a proper
handle on the decay time resolution. A ﬁt to the 𝐽/𝜓 candidate’s reconstructed
mass is applied to get signal sWeights that are subsequently used in a weighted
likelihood ﬁt to the reconstructed 𝐵0 candidates’ decay time distribution.
The 𝐽/𝜓 mass distribution is described by a Hypatia PDF (cf. Sec. 5.6.1) for the
signal component and an exponential PDF for the background candidates. The ﬁt
is performed on the reconstructed invariant dimuon mass 𝑚u�+u�− in a range from
3040 to 3155MeV/𝑐2. The ﬁtted distribution and the PDF projections split into
the DD and LL categories are shown in Fig. 5.5. Although, the pion track types
have no inﬂuence on the mass distribution of the 𝐽/𝜓 candidates, the separation is
justiﬁed by the diﬀerent decay time resolutions expected in these categories. Using
a simultaneous ﬁt in 20 equally ﬁlled bins of the decay time error prediction 𝜎u�
the width of the prompt peak in the decay time distribution is ﬁtted. This choice
is based on the assumption that the decay time resolution behaves alike for all
candidates combined into one bin. As the last bin is too wide, this assumption does
not hold not any more, thus the last bin is left out from then on. The ﬁt model
consists of two Gaussian PDFs sharing a common mean parameter to model the
prompt peak and two additional decay PDFs as parametrisation of the non-prompt
components. The decay PDF is convoluted with the same double-Gaussian PDF
used to model the prompt peak. The two widths—one narrow and one wider—are
then both employed in the calibration.
For both widths a binned 𝜒2-ﬁt of the 19 per-bin parameter values against the
per-bin 𝜎u� averages is performed. One linear and two parabolic calibration models
(with and without oﬀset) are tested. For both widths (𝑖 = {1, 2}) as well as for
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Figure 5.5 – Invariant u�/u� candidates’ mass distribution in the (left) DD and (right) LL
subsample. Data are shown in black, the projection of the total PDF as solid black line,
the signal component described by a Hypatia PDF as dashed blue line, and the exponential
background component as dotted green line.
both the DD and LL candidates the linear model 𝜎′(𝜎u�) = 𝑐u� + 𝑏u�𝜎u� describes the
data at least equally well wrt. the other parametrisations, such that the simpler
model is chosen in case of comparable results. Fig. 5.6 shows the calibration
function for both track types and both Gaussian width parameters. Results of the
depicted ﬁts are given in Tab. A.1 and A.2 in Appendix A.1.1.
Using the determined calibration model, the nominal decay time resolution
model is developed. An unbinned maximum likelihood ﬁt to the 𝐵0 decay time is

























The ﬁrst two Gaussian components describe the prompt peak resolution, the
third component models the distribution of candidates associated to the wrong
PV. Diﬀerent calibration parameters 𝑐u� and 𝑏u� are chosen for the width of the
narrow (𝑖 = 1) and the wide (𝑖 = 2) Gaussian PDF. The fractions 𝑔u� add up to
unity together with the fraction 𝑓PV of candidates associated to the wrong PV.
The oﬀset 𝜇u� of the Gaussian central value is shared between all three Gaussian
PDFs. Finally, 𝜎PV describes the width of the wrong PV component. The decay
time distribution is modelled using two decay PDFs that are convoluted with the
resolution model ℛ(𝑡; 𝜎u�) and with pseudo-lifetimes 𝜏1,2. Tab. 5.19 lists the results
that are used from now on in the decay time resolution model. It is tested how
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Figure 5.6 – Decay time error estimate calibration for (top) DD and (bottom) LL
candidates. Diﬀerent calibration functions are ﬁtted to the (left) narrow and the (right)
wide Gaussian width parameters. In green the linear function u�′(u�u�) = u�u�+u�u�u�u� is shown,
blue and yellow describe the parabolic function with and without oﬀset.
the choice of the calibration model inﬂuences the measurement using a ToyMC
study (Sec. 5.8.2).
5.5.2 Decay time acceptance
Acceptance eﬀects that alter the distribution of the decay time might result from
selection requirements or ineﬃciencies in the event reconstruction. This section
summarises acceptance eﬀects stemming from lifetime biasing selection cuts of
trigger requirements (cf. Sec. 5.2.1) and reconstruction ineﬃciencies mainly caused
by the VELO track reconstruction algorithms (cf. Sec. 3.3).
Trigger induced decay time acceptance
The biased trigger lines (cf. Sec. 5.2.1) and the stripping cut on the reconstructed
decay time of the 𝐵0 candidates result in a non-ﬂat decay time acceptance.
In order to correctly describe these eﬀects, the data sample is split into two
disjoint categories of candidates that show a substantially diﬀerent behaviour
regarding their decay time acceptance. All candidates passing the almost unbiased
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Table 5.19 – Results of the ﬁt of the parameters described in the decay time resolution
model.
Parameter DD sample LL sample
𝜇u� (ps) −0.002 91 ± 0.000 26 −0.001 69 ± 0.000 26
𝑏1 0.88 ± 0.09 1.04 ± 0.14
𝑐1 (ps) 0.0077 ± 0.0028 0.0045 ± 0.0028
𝑏2 1.33 ± 0.33 1.8 ± 0.4
𝑐2 (ps) 0.019 ± 0.008 0.007 ± 0.005
𝑔2 0.251 ± 0.020 0.240 ± 0.023
𝜎PV (ps) 1.6 ± 0.7 1.40 ± 0.14
𝑓PV 0.048 ± 0.004 0.0488 ± 0.0024
𝜏1 (ps) 0.7 ± 0.5 0.29 ± 0.06
𝜏2 (ps) 2.1 ± 1.3 1.82 ± 0.12
𝑓1 0.08 ± 0.10 0.046 ± 0.006
𝑓2 0.08 ± 0.11 0.079 ± 0.009
(AU) trigger requirements show nearly no decay time acceptance eﬀects, in contrast
to the sample of candidates passing the exclusively biased (EB) trigger requirements.
The addressed requirements are:
AU DiMuonHighMass && DiMuonDetachedJPsi
EB (TrackMuon && !DiMuonHighMass) && DiMuonDetachedJPsi
To construct the acceptance in terms of ratios, a sample of candidates that pass a
set of unbiased trigger requirements is needed:
Unbiased DiMuonHighMass && DiMuonJPsi
The acceptance of the AU subsample can be computed using the overlap of events
which pass the biased and the unbiased HLT2 di-muon lines. Both lines are using
the same trigger cuts except for an additional cut on the ﬂight distance signiﬁcance
(see Tab. 5.3) in the case of the biased line. The acceptance can then be written






DiMuonHighMass && DiMuonDetachedJPsi && DiMuonJPsi
DiMuonHighMass && DiMuonJPsi
.
For the EB subsample, there is no corresponding reference sample available, so
strictly speaking only a relative eﬃciency can be computed. Nonetheless, the ratio
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(TrackMuon && !DiMuonHighMass) && DiMuonDetachedJPsi
DiMuonHighMass && DiMuonJPsi
.
In other words 𝜀AU quantiﬁes the eﬃciency due to the requirements by the biased
HLT2 line for events that pass the unbiased HLT1 line, whereas 𝜀EB eﬀectively
quantiﬁes the relative eﬃciency introduced by both, the HLT1 and HLT2, biased
trigger lines.
Methodology
The data set for studying the trigger acceptance eﬀects consists of all events that
are selected by the BetaSBd2JpsiKsDetached stripping line and pass the oﬄine
selection. As the tagged and untagged candidates are expected to behave equally
concerning the studied eﬀect all available candidates are used. On the remaining
multiple candidates, a random candidate selection is applied. All candidates are
selected by either one of the four considered trigger lines.
The eﬃciencies are time-dependent and, since the focus lies on the acceptance
of the signal component’s decay time distribution, have to be determined through
a ﬁt to separate signal from background. To do so, a simultaneous ﬁt for the
signal yield is performed in ten bins of decay time. The bin boundaries are chosen
in a way that each bin contains the same number of events (before splitting the
data into the diﬀerent ﬁt categories). The ﬁt is also performed simultaneously in
categories of track type, tagger, and both trigger sets given by the numerators and
the denominator of 𝜀AU and 𝜀EB. The yields for the diﬀerent tagger and track type
categories are summed up (including error propagation). Then the eﬃciency per
time bin is calculated. For 𝜀AU a binomial error is estimated, while a Gaussian
error propagation is used for 𝜀EB.
In the mass ﬁt, the signal peak is described by a Hypatia PDF, while a single
exponential is used to describe the combinatorial background. Fig. 5.7 shows
both mass distributions and ﬁt projections for the biased and unbiased sample,
respectively. In both plots the sum over all categories is displayed. Fig. 5.8 shows
the acceptance histograms for the AU and the EB sample. In the nominal ﬁt
cubic splines [96] are used instead of the histograms themselves. Each bin centre
is used as a knot for the splines. The bin contents determine the shape of the
splines. However, the bin contents aren’t ﬁxed but constrained with a Gaussian
function where the width is given by the uncertainty on the bin content. As there
is no information about the acceptance at the decay time limits, the eﬃciency
is assumed to be ﬂat between the lower decay time limit at 0.3 ps and the ﬁrst
bin centre/knot and the last bin centre/knot and the upper decay time limit at
18.3 ps, respectively.
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Figure 5.7 – Mass distribution and ﬁt projection summed over all categories for the (left)





























Figure 5.8 – Histograms of the trigger acceptance for the (left) almost unbiased and the
(right) exclusively biased sample. The blue curve shows the ﬁtted acceptance using cubic
splines.
76
5.5 Decay time resolution and acceptance
Table 5.20 – Decay time correction factor u�u� in ps
−1.
2011 2012
DD 0.0036 ± 0.0029 0.0084 ± 0.0032
LL 0.018 ± 0.004 0.035 ± 0.005
Upper decay time acceptance
Due to a decrease in the VELO reconstruction eﬃciency for tracks with a larger
oﬀset to the beam line, a second decay time acceptance eﬀect has to be modelled. To






The value of 𝛽u� is determined using an unbinned ﬁt to simulated data while
ﬁxing the lifetime 𝜏 to its generation value. Based on the 𝐵0→ 𝐽/𝜓𝐾0S signal
MC data set, only candidates passing the BetaSBd2JpsiKsPrescaled stripping
line and the unbiased trigger lines Hlt1DiMuonHighMass and Hlt2DiMuonJPsi are
chosen to avoid any additional lifetime bias for events with short decay times. Only
candidates being matched on MC as true signal events are considered. The nominal
oﬄine selection is applied and from the remaining multiple (PV,𝐵0) candidate
pairs, one is chosen randomly. To avoid wrong-PV associations of the reconstructed
𝐵0 → 𝐽/𝜓𝐾0S candidate the true MC decay time is used in the ﬁt. To reduce
the statistical uncertainties, and as no deviations of the decay time distributions
are expected, all untagged events are included. The number of remaining MC
candidates available for this study is roughly 60 000. Due to diﬀerences in the
reconstruction eﬃciency the factor 𝛽u� is determined separately for 11/12 and
DD/LL events. The results are collected in Tab. 5.20.
Inﬂuence of higher order eﬀects
Eq. (5.8) expands to

















To check the inﬂuence of higher order terms, a quadratic correction function is
tested where the second order term has an own degree of freedom given by 𝛾′u�,
𝒫 (𝑡) = e−
u�




Again the parameters 𝛽′u� and 𝛾
′
u� are ﬁtted while ﬁxing the lifetime 𝜏 . In Tab. 5.21
the results are listed for 11/12 and DD/LL events. To visualise the eﬀect, the
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Table 5.21 – Decay time correction factors u�′u� (in ps










DD −0.016 ± 0.007 −0.0030 ± 0.0008 −0.001 ± 0.007 −0.0014 ± 0.0009





























































Figure 5.9 – Decay time ratio in bins of decay time for (left/right) DD/LL and (top/bot-
tom) 11/12. The blue (red) curve shows a linear (quadratic) ﬁt to the data points.
per-bin ratio of the decay time distributions of signal MC events to events gener-
ated from ToyMC is calculated and shown in Fig. 5.9. The ToyMC decay time
distribution follows an exponential function with the same lifetime as used in the
generation of the signal MC. As the uncertainties on 𝛽′u� and 𝛾
′
u� are large and the
parameters are strongly correlated (𝜌 > 90%), the linear model is selected. A
possible bias due to this choice is investigated in Sec. 5.8.2.
5.6 Likelihood ﬁt
This section presents the model developed to describe the data and estimate the
values and uncertainties of the physics observables using an unbinned extended
maximum likelihood (uEML) ﬁt. Starting with a short review of the uEML method,
the PDFs in use to describe the diﬀerent dimensions and components are shown,
78
5.6 Likelihood ﬁt
and the ﬁt model is outlined.
The 𝐶𝑃 observables of interest 𝑆u�/u�u�0S and 𝐶u�/u�u�0S are estimated in a multi-
dimensional simultaneous uEML ﬁt. As summarised in Tab. 5.1 the seven observ-
ables 𝒙 are given by the reconstructed mass and decay time of the 𝐵0 candidate,
its decay time error estimate, and its OS and SS𝜋 tag decision as well as the
corresponding mistag estimates
𝒙 = (𝑚u�/u�u�0S , 𝑡, 𝜎u�, 𝑑OS, 𝑑SSu�, 𝜂OS, 𝜂SSu�) . (5.11)
The extended likelihood for a total of 𝑁 = ∑
u�
𝑁u� observed events in 𝑠 subsamples
of data, where 𝑛u� = ∑
u�
𝑛u�u� are the expected candidate numbers per subsample for
the two categories 𝑗 = {Sig,Bkg}, is then deﬁned as















u� ; 𝜽u�) , (5.12)
where 𝒏 is the vector of estimated candidate numbers, and 𝜽 the parameters with
unknown values to be estimated by the uEML ﬁt.
The software library RooFit [97]—part of the ROOT [98] software framework—
and its implementation of the Minuit algorithm is used to minimize the negative
log-likelihood expression − lnℒ.
In Sec. 5.6.1 the PDFs used to build the likelihood function are introduced
shortly, before Sec. 5.6.2 presents the complete ﬁt model employed by the uEML
ﬁt. The approach to prevent any experimenter’s bias during the development of
the ﬁt model is described in Sec. 5.6.3. The results of the ﬁtter validation study
are summarised in Sec. 5.6.4.
5.6.1 List of used probability density functions
The following PDFs are employed to model the distributions of the ﬁt observables.
Exponential
The exponential function with the parameter 𝛼 to describe e.g. the distribution of
combinatorial background candidates with masses 𝑚
𝒫Exponential (𝑚 | 𝛼) ∝ e
u�u� . (5.13)
Decay
The decay function is derived from the exponential function with 𝛼 = −1/u�, where
𝜏 describes the lifetime of candidates with decay times 𝑡
𝒫Decay (𝑡 | 𝜏) ∝ e
− u�u� . (5.14)
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Gaussian
A simple Gaussian function described by the central value or mean 𝜇 and the
width 𝜎 of the distribution













The lognormal function is e.g. used to describe the distribution of the decay time
error estimate 𝜎u� and is parametrised by its median 𝜇 and the parameter 𝑘 = e
u�,
where 𝜎 is named the shape parameter








2 log2(u�) . (5.16)
BDecay
A generalised exponential function to describe the time evolution of 𝐵 meson states
with decay times 𝑡. The coeﬃcients 𝐶, 𝑆, and 𝐷 can be adapted to describe 𝐵
meson mixing, 𝐶𝑃 violation, and diﬀerent asymmetries e.g. in the production of
the 𝐵 mesons. The PDF is further parametrised by the lifetime parameter 𝜏 ,
the decay width diﬀerence Δ𝛤 and the mass diﬀerence Δ𝑚 of the 𝐵 meson mass
eigenstates.
𝒫BDecay (𝑡 | … ) ∝
e−
u�
u� (cosh(Δ𝛤𝑡) + 𝐷 sinh(Δ𝛤𝑡) + 𝐶 cos(Δ𝑚𝑡) + 𝑆 sin(Δ𝑚𝑡)) (5.17)
Hypatia
The Hypatia PDF [91] is a generalisation of the Crystal ball PDF [92], margin-
alised over the a priori unknown per-event mass resolution. The PDF is used to
describe the distribution of the reconstructed 𝐵 candidates mass 𝑚u�/u�u�0S and is
parametrised as






















𝐺(𝜇 − 𝑎u�𝜎, 𝜇, 𝜎, 𝜆, 𝜁, 𝛽)
𝐺′(𝜇 − 𝑎u�𝜎, 𝜇, 𝜎, 𝜆, 𝜁, 𝛽)
− 𝑎u�𝜎 , (5.19)
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where 𝐺(𝑥, 𝜇, 𝜎, 𝜆, 𝜁, 𝛽) deﬁnes the generalised hyperbolic function
𝐺(𝑥, 𝜇, 𝜎, 𝜆, 𝜁, 𝛽) =





4 eu�(u�−u�)𝐾u�− 12 (𝜁
√1 + (u�−u�/u�u�(u�)u�)
2) , (5.20)





Here, 𝜇 and 𝜎 are comparable to the mean and width known from a Gaussian
distribution. The parameters 𝜆 and 𝜁 describe the shape of the central peak, 𝛽
characterises the skewness of the distribution. The left and right side tails of the
distribution are parametrised by 𝑎u� and 𝑛u�.
5.6.2 Parametrisation of the ﬁt model
The total PDF is composed of two components for signal and background labelled
‘Sig’ and ‘Bkg’
𝒩Total𝒫Total = 𝒩Sig𝒫Sig +𝒩Bkg𝒫Bkg , (5.22)
where 𝒩 are normalisation factors. As the mass and decay time are uncorrelated
the summed PDF can be decomposed into a product of a mass and a decay time
PDF. The decay time PDF describes the conditional distributions of the decay
time and its dependent observable dimensions, the decay time resolution estimate
𝜎u�, the ﬂavour tags 𝑑{OS,SSu�}, and their associated mistag probability estimates
𝜂{OS,SSu�}.
𝒫Sig/Bkg(𝑚u�/u�u�0S , 𝑡, 𝜎u�, 𝑑OS, 𝑑SSu�, 𝜂OS, 𝜂SSu�) =
𝒫Sig/Bkg(𝑚u�/u�u�0S) ⋅ 𝒫Sig/Bkg (𝑡, 𝜎u�, 𝑑OS, 𝑑SSu�, 𝜂OS, 𝜂SSu�) (5.23)
As shown in Sec. 5.6.2 the per-event mistag estimates are uncorrelated to the recon-
structed decay time. Hence, the signal decay time PDF can be further decomposed
into a product of the conditional decay time PDF 𝒫Sig (𝑡, 𝑑OS, 𝑑SSu� ∣ 𝜎u�, 𝜂OS, 𝜂SSu�)
describing the 𝐵 meson time evolution as well as the 𝐶𝑃 violating eﬀects, the
PDF 𝒫Sig (𝜎u�) describing the resolution estimate, and the PDFs 𝒫Sig(𝜂{OS,SSu�})
describing the mistag probability estimates.
𝒫Sig (𝑡, 𝜎u�, 𝑑OS, 𝑑SSu�, 𝜂OS, 𝜂SSu�) =
𝒫Sig (𝑡, 𝑑OS, 𝑑SSu� ∣ 𝜎u�, 𝜂OS, 𝜂SSu�) ⋅ 𝒫Sig (𝜎u�) ⋅ 𝒫Sig (𝜂OS) ⋅ 𝒫Sig (𝜂SSu�) (5.24)
As the background decay time PDF does not depend on the mistag probability
distributions, only the decay time error estimate enters the conditional decay time
81
5 The measurement of sin(2𝛽)
PDF.
𝒫Bkg (𝑡, 𝜎u�, 𝑑OS, 𝑑SSu�, 𝜂OS, 𝜂SSu�) =
𝒫Bkg (𝑡, 𝑑OS, 𝑑SSu� ∣ 𝜎u�) ⋅ 𝒫Bkg (𝜎u�) ⋅ 𝒫Bkg (𝜂OS) ⋅ 𝒫Bkg (𝜂SSu�) (5.25)
With this general structure being outlined, each single dimension and the para-
metrisation of the signal and background components are explained. The utilised
PDFs are listed and it is explained which parameters are shared in the categories
of the simultaneous ﬁt to the diﬀerent data subsamples (cf. Sec. 5.2).
Mass
The signal mass distribution is modelled using a Hypatia PDF. Individual para-
meters are chosen for the track types DD and LL. The parameter 𝜁 is always ﬁxed
to zero. The values of the tail parameters 𝑎1, 𝑎2, 𝑛1, 𝑛2 and of the parameter 𝜆
are determined on simulated data and ﬁxed to these values in the ﬁt.
The background component is described by a single exponential PDF. The
parameter 𝛼 is shared among all subsamples except for DD and LL.
Decay time
The conditional signal decay time PDF is given by
𝒫Sig (𝑡, 𝑑OS, 𝑑SSu� ∣ 𝜎u�, 𝜂OS, 𝜂SSu�)
= 𝜀AU,EBSig (𝑡
′) ⋅ (𝒫Sig (𝑡
′, 𝑑OS, 𝑑SSu� ∣ 𝜂OS, 𝜂SSu�) ⊗ ℛSig (𝑡 − 𝑡
′)) , (5.26)
where the acceptance function 𝜀AU,EBSig (cf. Sec. 5.5.2) is implemented using cubic
splines [96] and the resolution model ℛSig (𝑡 − 𝑡
′) (cf. Sec. 5.5.1) is convolved with
the 𝐵 physics PDF.
In the following the 𝐵 physics PDF is explained in detail. The theoretical











































Here, 𝑡min and 𝑡max are the lower and upper limits of the analysed decay time range
(cf. Tab. 5.1) and the parameter 𝜏 is the measured 𝐵0 lifetime. The conditional
PDFs for true 𝐵0 and 𝐵0 mesons can now be written as
𝒫true (𝑡


























A possible diﬀerence in the 𝐵0 and 𝐵0 production rates 𝑅u� and 𝑅u�0 is treated





leading to modiﬁed conditional PDFs
𝒫true (𝑡




















As the production ﬂavour is unknown under experimental conditions the meas-
urement depends on the ﬂavour tagging information of the OS and SS𝜋 tagging
algorithms to decide whether the 𝐵 meson was produced as 𝐵0 or 𝐵0. With 𝜔u� is
short for the calibrated mistag probability 𝜔 (𝜂u�) the PDF is then given as
𝒫(𝑡′, 𝑑OS, 𝑑SSu� ∣ 𝜔OS, 𝜔SSu�) =
𝛿u�OS,+1𝛿u�SSu�,+1𝒫(𝑡
′ ∣ +1,+1, 𝜔OS, 𝜔SSu�) ,
+𝛿u�OS,+1𝛿u�SSu�,−1𝒫(𝑡
′ ∣ +1,−1, 𝜔OS, 𝜔SSu�) ,
+𝛿u�OS,−1𝛿u�SSu�,+1𝒫(𝑡
′ ∣ −1,+1, 𝜔OS, 𝜔SSu�) ,
+𝛿u�OS,−1𝛿u�SSu�,−1𝒫(𝑡
′ ∣ −1,−1, 𝜔OS, 𝜔SSu�) ,
(5.33)
83



















































Eq. (5.33) only contains the PDF to model decay time distributions of 𝐵 candidates
where tagging information from both tagging algorithms are available. If one of
the taggers does not provide an output, i.e. the event falls into the OS or SS
category, the formulas can easily be adapted by setting 𝑑{OS,SSu�} = 0 and/or
𝜔{OS,SSu�} = 0.5. The expression simpliﬁes when explicitly implementing the OS
and SS𝜋 tag decisions
























′ ∣ 𝐵0) .
(5.35)
Substituting 𝒫true (𝑡
′ ∣ 𝐵0) and 𝒫true(𝑡
′ ∣ 𝐵0) making use of Eq. (5.32) and making


















𝜁 (𝑑u�, 𝜂u�, 𝑑





where the calibration of the mistag estimates is implied by 𝜔(𝜂) and Δ𝜔(𝜂) and 𝑑′
takes the value +1 (−1) for the 𝐵0 (𝐵0) signal component.
The background decay time distribution is modelled using sums of exponential
decay functions. Three decay PDFs are used to describe the distributions in the
LL and the (DD and OS) subsamples. The sum of two decay PDFs is used to
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parametrise the PDF describing the (DD and (SS or BS)) subsamples. The PDF
parameters including the pseudo-lifetimes are shared among all categories except
for DD and LL. In the DD subsample also individual parameters are chosen
depending on the tagging category.
The applied resolution model is the same as for the signal component.
Decay time error estimate
For most subsamples the signal component’s distribution is parametrised using
two lognormal PDFs. The lognormal PDFs in the (LL and OS) subsample share
a common median parameter. For candidates lying in the (LL and (SS or BS))
subsamples a single lognormal PDF is suﬃcient to describe the decay time error
estimate distribution. Individual parameters are chosen depending on the track
type and tagging categories, and in case of the (DD and OS) category, also on the
trigger category.
The background PDF is composed of two lognormal distributions. In the LL
subsample individual parameters are chosen depending on the track type and
tagging categories. Candidates lying in the (DD and OS and AU) subsample
only share parameters in the 11 and 12 categories. In all other subsamples the
parameters are shared except for the track type category.
The parameter values are determined in a multi-dimensional ﬁt to the mass,
decay time, and decay time error estimate distributions and subsequently ﬁxed in
the nominal ﬁt to reduce ﬁt times.
Mistag estimate
The complicated shapes of the mistag estimate distributions have to be modelled
empirically. Popular approaches to model non-parametric distributions are e.g.
Gaussian kernel estimations and splines [96]. The later one is used here. Splines
are piece-wise deﬁned polynomials parametrised by interval boundaries (knots),
values at these knots, and boundary conditions to ensure a continuous and smooth
function. To model the mistag estimate distributions cubic splines are used as base
splines.
For 𝑛 knots, there are 𝑛 + 2 base splines, and accordingly 𝑛 + 2 ﬁt parameters
modelling the shape of the resulting PDF. The knot positions are chosen arbitrarily
at points of noticeable changes in the shape of the described distributions.
The used knots for the 𝜂OS and 𝜂SSu� distributions are
OS knots = {0.06, 0.10, 0.14, 0.165, 0.23, 0.3, 0.34, 0.36, 0.42, 0.44, 0.48},
SS𝜋 knots = {0.16, 0.26, 0.36, 0.41, 0.46, 0.482279}.
The explanation for the exceptional value of the last SS𝜋 knot can be found in
the pre-calibration applied. Originally, the SS𝜋 mistag estimates are cut at values
above 0.44. The pre-calibration then shifts this boundary towards the given value
(Sec. 4.3.3). Likewise, OS candidates with a mistag estimate larger than 0.48 are
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Table 5.22 – Correlations and their 95% CLs between OS and SSu� mistag estimates.
Signal Background
𝜌u�OS,u�SSu� 95% CL 𝜌u�OS,u�SSu� 95% CL
DD 0.0731 (0.0306, 0.1155) 0.0555 (0.0139, 0.0972)
LL 0.0854 (0.0270, 0.1454) −0.0465 (−0.219, 0.136)
combined 0.077 (0.041, 0.112) 0.0507 (0.0101, 0.0919)
Table 5.23 – Correlations and their 95% CLs between the mistag estimates u�OS/SSu� and
the reconstructed u�0 decay time.
Signal Background
𝜌u�,u� 95% CL 𝜌u�,u� 95% CL
OS −0.0046 (−0.0375, 0.0272) −0.0601 (−0.1086,−0.0135)
SS𝜋 0.0223 (−0.0104, 0.0535) −0.002 (−0.048, 0.044)
considered as OS untagged. This choice was made to speed up the ﬁt time and to
ensure ﬁt stability. As the candidates removed by this cut hold large mistags, the
reduction of the eﬀective tagging eﬃciency is found to be insigniﬁcant.
The spline parameters for signal and background are determined in a multi-
dimensional ﬁt including mass, decay time, and mistag estimate and are ﬁxed
later on, to achieve a better ﬁt performance. Both, the OS and the SS𝜋 mistag
distributions are ﬁtted using cubic splines with diﬀerent spline parameters for DD
and LL and otherwise sharing them through all categories. Only in the signal
OS distributions the diﬀerences depending on the track type are negligible so the
parameters are shared in the DD and LL categories.
Correlation between OS and SS𝞹 mistag estimates To check if the two di-
mensions of 𝜂OS and 𝜂SSu� factorise, the linear Pearson correlation coeﬃcient 𝜌 is
calculated on the sWeighted nominal data set. To clarify the signiﬁcance of the
values the bootstrap method (i.e. ‘random sampling with replacement’, cf. e.g.
[99]) is used to get 95% CL intervals for the correlation coeﬃcients. Tab. 5.22 lists
the calculated linear correlation coeﬃcients separately for DD and LL as well as
combined while always distinguishing between signal and background. Overall the
linear correlations are small, so the factorisation is valid.
Correlation between decay time and OS/SS𝞹 mistag estimates The same an-
satz as before is chosen to test the correlation between the decay time distributions
and the mistag estimates. Tab. 5.23 shows no signiﬁcant correlations between the




To minimise a potential experimenter’s bias, a blinding transformation is applied
to the 𝐶𝑃 observables 𝑆u�/u�u�0S and 𝐶u�/u�u�0S by adding an obfuscated oﬀset to the
ﬁt parameters. This does not aﬀect the uncertainty estimates and still allows
to compare and reproduce the ﬁt outcome. The oﬀset is drawn from a uniform
distribution using a random number generator. The random seed is generated
using a so called blinding string. To ensure a suﬃcient ambiguity the range of
the uniform distribution is chosen to be [−2, 2]. The blinding string applied to
conceal the estimated value of 𝑆u�/u�u�0S is SJpsiKS2011und2012 and for 𝐶u�/u�u�0S it
is chosen to be CJpsiKS2011und2012.
5.6.4 Fitter validation
The likelihood model described before and its code implementation is validated
using ToyMC simulated and regular MC simulated data.
Pseudo-experiments
An external ToyMC generator [100] is employed to scrutinise the PDF used in
the ﬁt. It generates distributions for the dimensions mass, decay time, decay time
error estimate, and mistag estimate, correctly models the per-event tag and mistag
for two tagging algorithms, comprises tagging and production asymmetries, as well
as tagged background events. Making use of the signal to background ratios found
on data a simulated data set is generated and ﬁtted afterwards. No signiﬁcant
deviations from the generated values are found.
In addition the nominal PDF is used to sample distributions. The subsequent ﬁt
to the simulated data allows to check if the ﬁt’s parameter values and uncertainties
estimates are unbiased. In the generation the 𝐶𝑃 parameters are unblinded and set
to 𝑆u�/u�u�0S = 0.7 and 𝐶u�/u�u�0S = 0.03. All other parameters are set to the values
estimated on data using the nominal ﬁt model. The results from 1000 iterations of
generating an ﬁtting are shown in Fig. 5.10. No bias is observable.
Signal MC
To further validate the nominal ﬁt model, a ﬁt on signal MC (Sec. 5.2.5) is performed
and the ﬁt results are compared to the generation values of 𝑆Gen
u�/u�u�0S
= 0.699 716 075,
𝐶Gen
u�/u�u�0S
= 0, and 𝜏Genu�0 = 1.519 068 ps (see Tab. 5.13). Eq. (5.38) presents the
results. Both 𝐶𝑃 parameters, as well as the 𝐵0 lifetime are perfectly compatible
with the generation values.
𝑆SigMC
u�/u�u�0S
= 0.714 ± 0.032 ,
𝐶SigMC
u�/u�u�0S
= 0.012 ± 0.028 ,
𝜏SigMCu�0 = (1.521 ± 0.009) ps .
(5.38)
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Figure 5.10 – Pull (top) and residual (bottom) distributions of u�u�/u�u�0S (left) and u�u�/u�u�0S
(right) in the ﬁtter validation using ToyMC.
Cocktail MC
Further, the ﬁt model is tested on a simulated data set containing both signal and
background. For this study, the signal MC sample is enriched with background
events generated from the background PDF of the nominal ﬁt model according
to the signal to background ratio observed in data. The ﬁt results are shown




= 0.722 ± 0.029 ,
𝐶CocktailMC
u�/u�u�0S
= 0.008 ± 0.027 ,
𝜏CocktailMCu�0 = (1.506 ± 0.010) ps .
(5.39)
5.7 Measurement of 𝘾𝙋 violation
Utilising the likelihood model presented in Sec. 5.6 an uEML ﬁt is performed to
the nominal data set (cf. Sec. 5.2.5). The Minuit2 algorithm implemented in the
RooFit (v3.60) framework from ROOT v5.34/18 is used to minimise the negative
log-likelihood function with the ‘minimize’ routine and ‘strategy 2’. Minos is used
for the estimation of the (asymmetric) parameter uncertainties.
88
5.7 Measurement of 𝐶𝑃 violation
Table 5.24 – Listing of parameters that are constrained in the ﬁt.
Parameter Value and uncertainty Source
𝐴11u� −0.0108 ± 0.0052 [101]
Δ𝐴u� 0.0004 ± 0.0018 [42, 101]
Δ𝑚u� (ℏps
−1) 0.510 ± 0.003 [33]
𝑝OS0 0.3815 ± 0.0011
Sec. 4.3.2
𝑝OS1 0.978 ± 0.012
Δ𝑝OS0 0.0148 ± 0.0016
Δ𝑝OS1 0.070 ± 0.018
𝑝SS0 0.4232 ± 0.0029
Sec. 4.3.3
𝑝SS1 1.011 ± 0.064
Δ𝑝SS0 −0.0026 ± 0.0043
Δ𝑝SS1 −0.17 ± 0.10
5.7.1 Constrained parameters
Several parameters are incorporated as external inputs. These parameters are
constrained using Gaussian PDFs with the mean value ﬁxed to the parameter’s
value and the Gaussian’s width to the uncertainty. The constraint is implemented
by multiplying the Gaussian PDFs to the total likelihood. Tab. 5.24 lists the
constrained parameters as well as a reference to the source of the value and its
uncertainty employed in the ﬁt.
Individual production asymmetry values are used for the 11 and 12 subsamples.
Using the recent LHCb measurement [101] of the production asymmetry as a func-
tion of the transverse momentum (𝑝T) and the pseudorapidity (𝜂) the per-𝑝T-𝜂-bin
signal fractions 𝜀u� = u�u�/∑u� u�u� of the nominal dataset are determined to calculate a




where 𝑓u� is the number of signal candidates per bin and 𝐴u�,u� the measured
production asymmetry in bin 𝑖 taken from Ref. [101]. This yields
𝐴11u� = −0.0108 ± 0.0052 (stat)± 0.0014 (syst) ,
𝐴12u� = −0.0104 ± 0.0051 (stat)± 0.0014 (syst) .
(5.41)
As the measurement has been performed on 7TeV data only, the numbers for
𝐴11u� and 𝐴
12
u� are highly correlated. We therefore constraint 𝐴
11
u� and Δ𝐴u� in
the ﬁt and model 𝐴12u� = 𝐴
11
u� +Δ𝐴u� with Δ𝐴u� = 0.0004 ± 0.0018 (syst), where
the systematic uncertainty accounts for the production asymmetry diﬀerences
observed for the two data-taking conditions in LHCb’s recent measurement of the
semi-leptonic 𝐶𝑃 asymmetry [42].
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5.7.2 Fixed parameters
As mentioned before, various parameters are ﬁxed in the nominal ﬁt. These are the
mass parameters obtained on simulated data (Tab. A.3), the parameters describing
the distribution of the decay time error estimates ( Tab. A.4), the parameters of the
cubic spline functions used to model the OS and SS𝜋 mistag estimate distributions
(Tab. A.5 and A.6), the calibration parameters of the decay time resolution model
(Tab. A.7) and the parameters of the cubic spline functions utilised to parametrise
the shape of the lower decay time acceptance (Tab. A.8). All tables are collected
in Appendix A.2.1.
5.7.3 Fit results
Employing all constrained and ﬁxed parameters the likelihood describing the seven
ﬁt dimensions is ﬁtted to the selected 𝐵0→ 𝐽/𝜓𝐾0S candidates using the uEML
method. For the most interesting 𝐶𝑃 parameters, 𝑆u�/u�u�0S and 𝐶u�/u�u�0S , the mass
diﬀerence Δ𝑚u�, and the lifetime of the 𝐵
0 candidates, the ﬁt yields
𝑆u�/u�u�0S = 0.729 ± 0.035 ,
𝐶u�/u�u�0S = −0.033 ± 0.032 ,
𝜌(𝑆u�/u�u�0S , 𝐶u�/u�u�0S) = 0.483 ,
Δ𝑚u� = (0.5100 ± 0.0030) ℏ ps
−1 (constrained) ,
𝜏 = (1.479 ± 0.009) ps .
(5.42)
Tab. A.9 to A.11 in Appendix A.2.2 give the ﬁtted signal and background can-
didate numbers, the mass parameter estimates, and the results for the decay time
background category parameters. Furthermore, Tab. 5.25 shows the results for the
tagging parameters and the production asymmetry.
The 𝐵 meson candidate’s distributions in mass, decay time, decay time estimate,
and OS and SS𝜋 mistag estimates are shown in Fig. 5.11 including the PDF
projections.





where 𝑁u�0 (𝑁u�0) is the number of 𝐵
0→ 𝐽/𝜓𝐾0S signal candidates tagged as 𝐵
0
(𝐵0) is presented in Fig. 5.12.
Visualisations of the likelihood shape are presented in 1- and 2-dimensional
likelihood proﬁle scans in Fig. 5.13. The correlation matrix is provided in Fig. 5.14
including the 𝐶𝑃 observables 𝑆u�/u�u�0S and 𝐶u�/u�u�0S , the 𝐵
0 meson lifetime 𝜏 , as
well as the most relevant parameters from the ﬂavour tagging calibration and
production asymmetries.
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Following the SM predictions of no direct 𝐶𝑃 violation and no 𝐶𝑃 violation in
mixing the parameter 𝐶u�/u�u�0S can be ﬁxed to zero in the likelihood description.
Repeating the ﬁt under these condition yields
𝑆u�/u�u�0S = sin(2𝛽) = 0.746 ± 0.030 . (5.44)
Table 5.25 – Results for the tagging parameters and the production asymmetries in the
nominal ﬁt. All parameters are constraint in the ﬁt as described in Sec. 5.7.1.
Parameter Value
𝑝OS0 0.3815 ± 0.0011
𝑝OS1 0.977 ± 0.012
Δ𝑝OS0 0.0148 ± 0.0016
Δ𝑝OS1 0.073 ± 0.018
𝑝SSu�0 0.4228 ± 0.0028
𝑝SSu�1 1.01 ± 0.06
Δ𝑝SSu�0 −0.002 ± 0.004
Δ𝑝SSu�1 −0.16 ± 0.09
𝐴11u� −0.014 ± 0.005
Δ𝐴u� 0.000 ± 0.002
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Figure 5.11 – Plots of the u�0→ u�/u�u�0S data sample with the projected PDF and pull
distributions. Shown is the reconstructed mass u�u�/u�u�0S (top left) and decay time u� (top
right, logarithmic), per-event mistag (bottom left u�OS, bottom center u�SSu�), and decay
time error u�u� (bottom right, logarithmic). Besides the data points and the full PDF (solid
black) the projections of the signal (dashed blue) and the background (dotted green) are
shown.
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Figure 5.12 – Time-dependent signal-yield asymmetry (u�u�0 − u�u�0)/(u�u�0 + u�u�0).
Here, u�u�0(u�u�0) is the number of u�
0→ u�/u�u�0S decays with a u�
0 (u�0) ﬂavour tag.
The data points are obtained with the sPlot technique [89], assigning signal weights to
the events based on a ﬁt to the reconstructed mass distribution. The solid curve is the
projection of the signal PDF.
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)0SKψ/J→0B(S
































Figure 5.13 – One and two dimensional likelihood proﬁle scans for u�u�/u�u�0S and u�u�/u�u�0S .
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Figure 5.14 – Visualised correlation matrix of the ﬁt parameters in the nominal ﬁt.
Positive correlations are represented by the red palette on the u�-axis, while negative
correlations are represented by the blue palette on the u�-axis. The u�u� observables u�u�/u�u�0S
and u�u�/u�u�0S as well as the u�
0 lifetime u� are shown together with the most relevant
parameters from the ﬂavour tagging calibration and production asymmetries.
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5.7.4 Kaon regeneration
The 𝐶𝑃 violation in the neutral kaon system as well as diﬀerences in the nuclear
interactions of 𝐾0 and 𝐾0 states with the detector material are not considered in
the ﬁt model [102].
The inﬂuence of both eﬀects can be broken down into the accidentally reconstruc-
tion of 𝐾0L mesons decaying into two pion ﬁnal states, thus leading to wrong-sign
contributions to the decay rates (cf. Eq. (2.25)),
Γ(𝐵0→ 𝐽/𝜓𝐾0L )
e−Γu�
∝ (1 + sin(2𝛽) sin(Δ𝑚u�𝑡)) . (5.45)
𝐶𝑃 violation in the kaon system allows the suppressed decay of 𝐾0L → 𝜋
+𝜋−.
The same applies when 𝐾0L mesons eﬀectively decay into a two pion ﬁnal state
after transforming into a 𝐾0S state due to regeneration eﬀects taking place in the
interaction with the detector material.
With the 𝐶𝑃 violation in the kaon system being very small, as well as a small
regeneration rate, both eﬀects are expected to contribute in the same order at a
sub-percent level.
Following the procedure described in Ref. [103], corrections are computed for







5.8 Studies of systematic eﬀects
The determination of potential systematic uncertainties on the 𝐶𝑃 parameters
complete the measurement.
The following section will describe the evaluation of systematic eﬀects of the ﬁt
model and inﬂuences of the ﬂavour tagging, the decay time resolution, the decay
time acceptance, and several other inputs to the measurement of 𝐶𝑃 violation.
In Sec. 5.8.1 cross-checks are outlined to test the reproducibility and stability
of the ﬁt model. Studies to estimate the eﬀect of various ﬁt model properties are
listed in Sec. 5.8.2 while Sec. 5.8.3 gives a summary of all found systematic eﬀects.
5.8.1 Cross-checks
When performing cross-checks, either results obtained on diﬀerent subsamples or
results obtained from diﬀerent methods on the same sample are compared. In both
cases, the deviation of the diﬀerence in ﬁt results in terms of its uncertainty is
used as a measure of agreement.
When comparing results on diﬀerent, distinct samples, the uncertainty on
the diﬀerence is estimated by summing the uncertainties of the single results in
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0.67 0.69 0.71 0.73 0.75 0.77
Fitter A 0.727 ±
0.034
0.035
Fitter B 0.729 ± 0.035
u�u�/u�u�0S
−0.09 −0.07 −0.05 −0.03 −0.01 0.01
Fitter A −0.032 ± 0.032
Fitter B −0.033 ± 0.032
u�u�/u�u�0S
Figure 5.15 – Fit results for u�u�/u�u�0S and u�u�/u�u�0S for both ﬁtter implementations. In
blue (red) the result and the statistical error for Fitter A (B). The grey solid line shows
the average of both ﬁt results, while the ﬁlled grey area describes the uncertainty on the
diﬀerence u�Δ of the two results (darker grey 1u�Δ, light grey 2u�Δ). Please note: The
shown numbers are rounded following the PDG rules. The plot itself is produced using the
full precision values.
quadrature. In contrast, when applying diﬀerent methods to the same sample, the
compatibility of the results is compared by taking into account a full correlation of
the data sets. Following Ref. [104], the uncertainty on the diﬀerence of the two






Again, both measurements can be interpreted as compatible if the uncertainty lies
in the same order of magnitude as the diﬀerence of the central values.
Second ﬁtter implementation
To provide a cross-check of the ﬁtter implementation, two diﬀerent, independent
ﬁtter implementations were developed by the author and another member of the
working group. Being built up on the RooFit library they do not share any
common code base. For simpliﬁcation they will be denoted as Fitter A and Fitter
B. Both ﬁtters are tested against each other in the nominal ﬁtter setup (Sec. 5.6).
Applying the measure described before, the results from both ﬁtters are in excellent
agreement, as is shown in Fig. 5.15.
sPlot ﬁt
As the background decay time model might inﬂuence the measurement, an sPlot ﬁt
is performed using the nominal signal mass PDF. As the standard Minuit/Hesse
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error estimations in sPlot ﬁts can lead to uncertainties with an incorrect coverage,
an additional bootstrapping (cf. e.g. [99]) study is performed to arrive at correct
estimates of uncertainties. The procedure followed is:
1. take the sWeighted data sample consisting of 𝑁 events,
2. sample 𝑁 randomly selected events with replacement into a new data sample,
3. perform a ﬁt to the resulting sample to measure 𝑆u�/u�u�0S and 𝐶u�/u�u�0S ,
4. repeat the steps to obtain a distribution of the measured 𝐶𝑃 parameters.
Fig. 5.16 shows the ﬁt result of the sPlot ﬁt with the corresponding Hesse
uncertainty estimates, as well as the nominal ﬁt result. Additionally, the uncertainty
estimates from the bootstrapping study are included. For the latter, the medians of
the measured 𝑆u�/u�u�0S and 𝐶u�/u�u�0S distributions are chosen as central values, while
the quoted uncertainties are the quantile-based estimates for two-sided 68.27%
quantiles of the same distribution. The resulting distributions based on 1000
bootstrapping iterations are presented in Fig. 5.17.
The central values resulting from the bootstrapped sPlot ﬁts are very well
compatible with the naive sPlot ﬁt. Compared to the nominal ﬁt this holds
true for 𝐶u�/u�u�0S while 𝑆u�/u�u�0S is slightly lower. The uncertainty estimates of
the bootstrapping study are slightly larger than the corresponding uncertainties
from the nominal ﬁt, but still in the same order of magnitude. In contrast, the
uncertainty estimate of the naive sPlot ﬁt for 𝑆u�/u�u�0S , should be larger or at the
best equal of size compared to the nominal ﬁt, but are found to be too small.
Overall, the results of the sPlot ﬁts and the nominal ﬁt are well compatible.
Subsamples
To check for possible systematic eﬀects, ﬁts in diﬀerent subsamples of the nominal
data set are conducted. The cross-checks are performed in categories of track type
(DD vs. LL), trigger requirement (AU vs. EB), tagging algorithm (OS vs. SS vs.
BS), magnet polarity (Up vs. Down), and admixtures of those together with the
year of data-taking (11 vs. 12). As a control sample the full data set is also split
randomly into ﬁve disjoint subsets (Rndm1-5). Fig. 5.18 illustrates the outcome.
No signiﬁcant deviation is present.
Pure time-dependent and time-integrated ﬁt
The ﬁt is tested furthermore by disentangling the time-integrated and the time-
dependent parts of it. To ensure a purely time-dependent extraction of the 𝐶𝑃
violating parameters a binned 𝜒2-ﬁt to the signal 𝐶𝑃 asymmetry (cf. Fig. 5.12) is
performed. The theoretical distribution 𝒜u�u� (𝑡) given in Eq. (2.35), modiﬁed to
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Nominal ﬁt 0.729 ± 0.035
u�u�/u�u�0S







Nominal ﬁt −0.033 ± 0.032
u�u�/u�u�0S
Figure 5.16 – Fit results for u�u�/u�u�0S and u�u�/u�u�0S from the sPlot ﬁt and the nominal ﬁt
as a reference. In blue (red) the result and the statistical error for the sPlot ﬁt (nominal
ﬁt)s. The grey solid line shows the average of the two below ﬁt results, while the ﬁlled
grey area describes the uncertainty on the diﬀerence u�Δ of the two lower results (darker
grey 1u�Δ, light grey 2u�Δ). Please note: The shown numbers are rounded following the
















































Figure 5.17 – Parameter distributions for u�blindu�/u�u�0S
and u�blindu�/u�u�0S
from sPlot ﬁts to 1000
bootstrapped data samples. The study was performed with still blinded parameter values
(cf. Sec. 5.6.3).
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Figure 5.18 – Comparison of ﬁt results of u�u�/u�u�0S and u�u�/u�u�0S for ﬁts on various
subsamples.
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At this point the OS and SS𝜋 mistag probabilities are combined on a per-event
basis assuming true 𝐵0 and 𝐵0 mesons. Using signal weights extracted by an





= 0.3777 are incorporated while the values for 𝐴11P and Δ𝑚u� are taken as
found in the nominal ﬁt. This results in central values fully compatible to the ones
extracted from the nominal ﬁt
𝑆u�/u�u�0S = 0.713 ± 0.053 ,
𝐶u�/u�u�0S = 0.003 ± 0.055 .
Leaving the mass diﬀerence Δ𝑚u� ﬂoating in the ﬁt has a large inﬂuence on the
uncertainty on 𝐶u�/u�u�0S , resulting in
𝑆u�/u�u�0S = 0.718 ± 0.053 ,
𝐶u�/u�u�0S = 0.040 ± 0.077 ,
Δ𝑚u� = (0.540 ± 0.043) ℏ ps
−1 .
In the purely time-integrated approach the number of tagged 𝐵0 and 𝐵0 signal





= 0.103 ± 0.005 . (5.49)
Under the SM assumption of 𝐶u�/u�u�0S = 0 the relation
𝑆intu�/u�u�0S
=






















= 0.783 ± 0.038 ,
where the lower integration limit 𝑡min is employed and the values for the other
parameters are handled as in the time-dependent case described before. Taking
into account the correlation between the 𝐶𝑃 parameters 𝑆u�/u�u�0S and 𝐶u�/u�u�0S by
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Δ𝑚u�𝜏 sin(Δ𝑚u�𝑡min) + cos(Δ𝑚u�𝑡min)




= 0.746 ± 0.040 .
5.8.2 Systematics
Systematic uncertainties resulting from the choice or the handling of the ﬁt model,
the ﬂavour tagging calibration, decay time resolution and acceptance, and other
ingredients to the measurement are summarised in the following section. All pull
and residual distributions originating from the studies are collected in Appendix A.3.
If not stated otherwise the 𝐶𝑃 parameter values are set to 𝑆u�/u�u�0S = 0.7 and
𝐶u�/u�u�0S = 0.03 in the pseudo-experiment (ToyMC) sample generation.
Fit model
A background tagging asymmetry i.e. a non-vanishing tagging asymmetry in
the background candidates’ sample is found and described in Sec. 5.4.2. A ToyMC
study with 1000 iterations is performed to estimate the potential inﬂuence on the
measurement of 𝑆u�/u�u�0S and 𝐶u�/u�u�0S .
For each repetition a dataset is generated using the time-dependent asymmetries
provided by the histograms shown in Fig. 5.3. The asymmetry is sampled by
incorporating the bin contents and errors. As the decay time resolution model
is assumed to not aﬀect the outcome, an average decay time resolution model is
incorporated. A signiﬁcant bias is observed in both 𝐶𝑃 parameters (see Fig. A.1),
thus the central value of the residual distributions is used as an estimate of the
systematic uncertainties
𝛿u�u�/u�u�0S
= 0.0179 and 𝛿u�u�/u�u�0S
= 0.0015 . (5.52)
The inﬂuence of a correlation between the mass and the decay time is invest-
igated using a ToyMC study. The nominal PDF model assumes no correlation,
therefore the mass and decay time dimensions are directly multiplied. Using the
signal MC sample the correlation between the mass and the decay time resolutions,
deﬁned as 𝑚−𝑚true and 𝑡 − 𝑡true, is studied and depicted in Fig. 5.19 as binned
2-dimensional histograms as well as proﬁle plots. While the correlation is insigni-
ﬁcant for DD candidates, a small positive correlation is found for LL candidates.
In a study with 250 iterations data are generated assuming the given correlation
for LL candidates while ﬁtted with the nominal model. The pull and residual plots
shown in Fig. A.2 show no signiﬁcant bias on the 𝐶𝑃 parameters.
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Figure 5.19 – Visualisation of the correlation between the mass and the decay time
resolution deﬁnedu�−u�true and u�−u�true. On top the binned 2-dimensional distribution is
shown, while on the bottom proﬁle plots show the average of the decay time resolution as
a function of the mass resolution. Shown are the (left) DD and the (right) LL subsamples.
Flavour tagging
The statistical uncertainties on the ﬂavour tagging calibration parameters (𝑝OS,SSu�0,1
and Δ𝑝OS,SSu�0,1 ) are taken into account using Gaussian constraints (cf. Sec. 5.7.1).
The inﬂuence of the systematic uncertainties are investigated by a ToyMC study.
First, the eight parameters are varied up and down by one systematic uncertainty
and the eﬀect on the eﬀective dilution is studied. This reduces to 16 combinations if
varying 𝑝u�u� and Δ𝑝
u�
u� only in the same direction. For each combination 750 iterations
are performed and the dilution is calculated. The largest deviation is found when
all 𝑝u�0 parameters are varied up and all 𝑝
u�
1 parameters are varied down. As the
dilution and the 𝐶𝑃 parameters are part of a product in the PDF the relative
change in dilution of 1.5% is already an estimate of the systematic uncertainty.
A ToyMC study with 1000 iterations is performed using values for the 𝐶𝑃
parameters drawn from a Gaussian distribution where the central value is shifted
according to the result of the preparatory study and the statistical uncertainty is
used as width while including all correlations of the calibration parameters (cf.
Sec. 4.3.2 and Tab. 4.5). The nominal model is used in the subsequent ﬁt. As
depicted in Fig. A.3 a signiﬁcant bias is observed. The oﬀsets of the residual
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distributions
𝛿u�u�/u�u�0S
= 0.0062 and 𝛿u�u�/u�u�0S
= 0.0024 (5.53)
are used as an estimate of the systematic uncertainties.
Decay time resolution
In the calibration of the decay time estimate a linear function is used. In a
ToyMC study the inﬂuence of a diﬀerent parametrisation of the calibration model
is investigated. Based on the results given in Sec. 5.5.1 a parabolic function with
non-zero (zero) oﬀset is used in the DD (LL) subsample to generate data, that is
then ﬁtted using the nominal calibration model. The parameter values used in the
generation are given in Tab. 5.26. In a study with 1000 iterations no signiﬁcant
bias is found as can been seen in the pull and residual distributions provided in
Fig. A.4.
Table 5.26 – Fit parameters of the parabolic decay time resolution calibration function
for DD and LL candidates. No oﬀset parameter is used in case of the LL model, thus the
correspondent entries are marked with a dash.
Parameter DD LL
𝑎1 (ps
−1) −1.7 ± 1.3 −4.3 ± 0.7
𝑏1 1.040 ± 0.014 1.33 ± 0.07
𝑐1 (ps) 0.0044 ± 0.0027 —
𝑎2 (ps
−1) −1.5 ± 3.4 −2.5 ± 1.0
𝑏2 1.5 ± 0.4 2.15 ± 0.27
𝑐2 (ps) 0.016 ± 0.008 —
An oﬀset to the central values of the three Gaussian PDFs is used in the
parametrisation of the decay time resolution model (cf. Eq. (5.5)). Due to technical
limitations in the implementation of the cubic spline PDFs the value of this oﬀset
𝜇u� has to be set to zero in the nominal ﬁt although non-zero values are found in
the determination of the resolution model. The inﬂuence of ignoring the non-zero
values is tested in a ToyMC study with 250 iterations, where the data is generated
using the oﬀset’s value originally determined, while ﬁtting with the nominal ﬁt
model. No signiﬁcant bias is observed. Plots of the pull and residual distributions
are shown in Fig. A.5.
The fraction of wrongly associated PVs is assumed to be independent of the
decay time resolution estimate 𝜎u�. This ignores an increase in the fraction 𝑓PV as a
function of the decay time error. The inﬂuence of this simpliﬁcation is tested in a
ToyMC study with 1000 iterations, where the fraction varies following a parabolic
function with oﬀset ﬁxed to zero in the generation, while 𝑓PV is set as in the
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nominal model in the subsequent ﬁt. As depicted in Fig. A.6 a signiﬁcant bias
is present for the parameter 𝑆u�/u�u�0S as well as for 𝐶u�/u�u�0S . Thus, systematic
uncertainties of
𝛿u�u�/u�u�0S




The low decay time acceptance’s inﬂuence on the 𝐶𝑃 parameters is studied
using a modiﬁed acceptance shape. In the generation histograms of the time-
dependent ratios 𝜀AU and 𝜀EB (cf. Sec. 5.5.2) are employed that are determined
on the signal MC sample using the same methodology as used for the nominal
model. In 250 iterations the generated data are ﬁtted using the nominal (12 and
OS) ﬁt model, as no inﬂuence from the tagging decision and the year of data
taking is expected. The ToyMC study shows no signiﬁcant bias. Pull and residual
distributions can be found in Fig. A.7.
The upper decay time acceptance is parametrised in the nominal ﬁt using a
linear scale model. As outlined in Sec. 5.5.2 higher order eﬀects are studied using a
quadratic correction function but are not considered in the ﬁt later on. To estimate
the impact of a deviating correction function on the 𝐶𝑃 parameters a ToyMC
study with 1000 iterations is performed. As the upper decay time acceptance is
not expected to dependent on the trigger category nor the tagging category, data
are only generated using the (AU and OS) ﬁt model. The generation is performed
using the parametrisation given in Eq. (5.10) with parameters ﬁxed to the values
shown in Tab. 5.21. In the ﬁt the nominal model with a linear correction function is
used. No deviation of a standard normal distribution is found for the 𝑆u�/u�u�0S pull




is assigned. Pull and residual distributions can be found in Fig. A.8.
Production asymmetry, 𝙯-scale, 𝞓𝙢𝙙 , and 𝞓𝞒𝙙
The 𝙯-scale alignment of the LHCb detector is known up to a relative uncertainty
of 𝜎u�-scale = 0.022%. To study how this aﬀects the measurement of the 𝐶𝑃
parameters, data are generated using an oﬀset of 𝜇u� = 𝜎u�-scale𝑡 in the decay time
resolution model. In the ﬁt the oﬀset is set to zero as in the nominal ﬁt model. In
a ToyMC study with 1000 iterations a small bias is observed for 𝑆u�/u�u�0S as well as
for 𝐶u�/u�u�0S and systematic uncertainties of
𝛿u�u�/u�u�0S
= 0.0012 and 𝛿u�u�/u�u�0S
= 0.0023 (5.56)
are assigned. Pull and residual distributions can be found in Fig. A.9.
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The inﬂuence of the production asymmetry on the measurement of 𝑆u�/u�u�0S
and 𝐶u�/u�u�0S is investigated in a ToyMC study. In 1000 iterations, samples are
produced with an enlarged production asymmetry and subsequently ﬁtted with
the nominal ﬁt model. The production asymmetry is varied by one systematic
uncertainty: 𝐴11u� = −0.0122 while Δ𝐴u� is not shifted, as any systematic eﬀect
from the diﬀerence of the production asymmetry between 11 and 12 is already
covered. No systematic shift is observed. The pull and residual distributions are
depicted in Fig. A.10.
The 𝘽𝟬 decay width diﬀerence’s impact on the 𝐶𝑃 measurement is examined in
a ToyMC study with 1000 iterations. The data is generated usingΔ𝛤u� = 0.007 ps
−1
as an upper approximation based on the current world average of the ratio between
the decay width diﬀerence and the absolute decay width Δ𝛤u�/𝛤u� = 0.001 ± 0.010
[14]. The ﬁt then neglects the non-zero Δ𝛤u� value as in the nominal model. A




is assigned as an estimate to cover for this eﬀect. The pull and residual distributions
for 𝑆u�/u�u�0S and 𝐶u�/u�u�0S are depicted in Fig. A.11.
The 𝘽𝟬 mass diﬀerence 𝞓𝙢𝙙 is taken as a constrained external input to the ﬁt
model. The inﬂuence of the systematic uncertainty on Δ𝑚u� is treated in a ToyMC
study with 1000 iterations of generation and ﬁt. In the generation the value of the
mass diﬀerence is enlarged by the systematic uncertainty, i.e. Δ𝑚u� = 0.512 ℏ ps
−1,
the nominal model is used in the ﬁt. The pull distribution of 𝐶u�/u�u�0S shows a
signiﬁcant deviation, therefore the oﬀset of the residual distribution
𝛿u�u�/u�u�0S
= 0.0034 (5.58)
is taken as an estimate of the systematic uncertainty. Fig. A.12 shows the pull and
residual distributions for 𝑆u�/u�u�0S and 𝐶u�/u�u�0S .
5.8.3 Summary of systematic eﬀects
The systematic uncertainties are summarised in Tab. 5.27. The overall systematic
uncertainty is calculated by summing the single uncertainties in quadrature. The
relative systematic uncertainties compared to the central values of 𝑆u�/u�u�0S and
𝐶u�/u�u�0S are given in brackets. Here, 𝑆u�/u�u�0S = 0.729 and 𝐶u�/u�u�0S = −0.033 are
set as reference values.
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Table 5.27 – Systematic uncertainties u�u�u�/u�u�0S
and u�u�u�/u�u�0S
on u�u�/u�u�0S and u�u�/u�u�0S .
Entries marked with a dash represent studies where no signiﬁcant eﬀect is observed.
Origin 𝛿u�u�/u�u�0S
𝛿u�u�/u�u�0S
Background tagging asymmetry 0.0179 (2.5%) 0.0015 ( 4.5%)
Tagging calibration 0.0062 (0.9%) 0.0024 ( 7.2%)
Δ𝛤u� 0.0047 (0.6%) —
Fraction of wrong PV component 0.0021 (0.3%) 0.0011 ( 3.3%)
𝑧-scale 0.0012 (0.2%) 0.0023 ( 7.0%)
Δ𝑚u� — 0.0034 (10.3%)
Upper decay time acceptance — 0.0012 ( 3.6%)
Correlation between mass and decay time — —
Decay time resolution calibration — —
Decay time resolution oﬀset — —
Low decay time acceptance — —
Production asymmetry — —
Sum 0.020 (2.7%) 0.005 (15.2%)
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6 Conclusion and outlook
During the ﬁrst LHC run period from 2010 to 2012, the Large Hadron Collider
beauty (LHCb) experiment showed an outstanding performance and high quality
data was recorded. The discovery of the Higgs boson [29] endorses the theoretical
framework and is a huge success for particle physics. Still, the necessity of Beyond
Standard Model (BSM) physics is not deniable. Missing direct observations of BSM
eﬀects like heavy super-symmetric particles or a suitable dark matter candidate
dash the hope of new ﬁndings at the TeV-scale. Run II of the LHC will be crucial
for the future of the particle physics community and the design of next-generation
experiments.
While direct searches for new heavy particles are constrained by the available
collision energies, indirect searches are sensitive to BSM eﬀects through higher
order contributions, even with collision energies far below the threshold for direct
production of heavy particles. The LHCb experiment was therefore designed
to perform high precision tests of the Standard Model of Particle Physics (SM)
in decays of 𝐵 and 𝐷 mesons and to identify possible deviations from the SM.
Especially the measurement of 𝐶𝑃 violation in the decay of 𝐵0→ 𝐽/𝜓𝐾0S acts
as a prime example with small theoretical uncertainties, easy to reconstruct ﬁnal
states, and high event yields.
The measurement of the 𝐶𝑃 parameters 𝑆u�/u�u�0S and 𝐶u�/u�u�0S presented in this
thesis is realised on a dataset corresponding to an integrated luminosity of 3.0 fb−1
recorded by the LHCb experiment in proton-proton collisions at centre-of-mass
energies of 7 and 8TeV. The sample contains 41 500 reconstructed 𝐵0→ 𝐽/𝜓𝐾0S
candidates with a ﬂavour tagging decision assigned by the same-side pion or the
opposite-side tagging algorithm. Using an unbinned extended maximum likelihood
ﬁt, the 𝐶𝑃 parameters 𝑆u�/u�u�0S and 𝐶u�/u�u�0S are measured to be
𝑆u�/u�u�0S = 0.731 ± 0.035 (stat)± 0.020 (syst) , and
𝐶u�/u�u�0S = −0.038 ± 0.032 (stat)± 0.005 (syst) ,
with a statistical correlation coeﬃcient of 𝜌(𝑆u�/u�u�0S , 𝐶u�/u�u�0S) = 0.483. With the
parameter 𝐶u�/u�u�0S ﬁxed to zero, the measurement yields
𝑆u�/u�u�0S = sin(2𝛽) = 0.746 ± 0.030 (stat) .
The measurement improves the previous LHCb result [28] by including a larger
dataset, additional trigger lines, an optimised candidate selection and by incorpor-
ating the same-side pion tagger decisions. It is the most precise measurement of
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𝐶𝑃 violation at a hadron collider and is in excellent agreement with the current
world average.
The obtained precision of the measurement outperforms expectations based on
the result from the previous measurement, which predicts a sensitivity on 𝑆u�/u�u�0S
of 0.04, only considering the larger data sample while assuming all eﬃciencies to be
unchanged. Implying the improved tagging performance into these predictions, still
results in an expected sensitivity on 𝑆u�/u�u�0S of 0.037, thus the choice of including
additional trigger lines and optimising the selection proves itself as beneﬁcial.
Including this measurement, the updated world average on sin(2𝛽) [14] is
sin(2𝛽) = 0.691 ± 0.017 ,
reducing the tension to the ﬁt of all other Cabibbo-Kobayashi-Maskawa (CKM)
matrix parameters slightly to Δ𝜒2 = 1.66 [38]. Fig. 6.1 shows the (𝑑, 𝑏) unitarity
triangle in the (𝜌, 𝜂)-plane from a global ﬁt incorporating all measured CKM
parameters [38] except from the one reported here that is additionally shown to











(excl. at CL > 0.95)





























f i t t e r
Figure 6.1 – Constraints on the (u�, u�) unitarity triangle in the (u�, u�)-plane from a global
ﬁt incorporating all measured CKM parameters except the result presented in this thesis,
which is shown separately as a comparison in light blue. Regions outside the coloured
areas have 1−u� > 95.45%. The red hashed region of the global combination corresponds
to 68% CLs. [38]
During Run II of the LHC, starting this year at a centre-of-mass energy of
13TeV, LHCb is expected to collect a large dataset corresponding to an integrated
luminosity of around 5 fb−1 until the next long shut-down scheduled in 2018.
With an estimated sensitivity on 𝑆u�/u�u�0S of 0.018 [105], this additional data will
allow the LHCb collaboration to perform the world’s best single measurement of
sin(2𝛽). As this sensitivity falls below the current systematic uncertainty, a better
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understanding of the background tagging asymmetry and a reduction of the ﬂavour
tagging uncertainties are necessary. With more data being available, a reassessment
of the magnitude of the background tagging asymmetry is possible, leading either
to a model to describe the eﬀect inside the likelihood ﬁt or a conﬁrmation that
no background asymmetry is present in data. The uncertainties on the ﬂavour
tagging parameters will shrink with more data available in the calibration and
cross-check channels, as well as a better understanding of the ﬂavour tagging
algorithms and new developments in the calibration procedure. Furthermore,
the systematic uncertainty due to neglecting the decay width diﬀerence Δ𝛤u� will
become closer to the statistical uncertainty in Run II, such that the handling of
Δ𝛤u� has to be revisited [105].
To further improve the sensitivity on the measurement of sin(2𝛽), additional
decay modes will be explored. Based on the Run I dataset, the decay of the 𝐵0
into the 𝐽/𝜓(→ 𝑒+𝑒−)𝐾0S ﬁnal state is expected to contribute with a sensitivity
of 0.1 [106]. Beyond that, higher charmonium resonances as in 𝐵0→ 𝜓(2𝑆)𝐾0S
will add sensitivity to the combined result. Preparatory studies have shown an
expected sensitivity on sin(2𝛽) of 0.09 in the combination of the 𝜓(2𝑆) → 𝐽/𝜓𝜋𝜋
and the 𝜓(2𝑆) → 𝜇+𝜇− ﬁnal states for Run I [107].
The biggest LHCb competitor will be the Belle II experiment. The collaboration
plans to start data taking in 2018 with an expected instantaneous luminosity 50
times larger than its predecessor experiment Belle. With an assumption of 100
days of eﬃcient data taking per year, an integrated luminosity of 8 ab−1 will be
recorded per year. If these expectations hold true, Belle II will be able to reduce
the total uncertainty on sin(2𝛽) to 0.010 on a short time scale with the uncertainty
mainly being dominated by irreducible systematic uncertainties [108].
During the second long shut down of the LHC in 2018 the LHCb detector will be
upgraded to cope with a higher instantaneous luminosity of 𝐿 = 2 ⋅ 1033 cm−2 s−1
and an enhanced 𝑏𝑏-pair production rate of 106 per second [109]. The upgrade
involves a new hybrid pixel-sensor vertex locator [110], new tracking stations
based on silicon micro-strip and scintillating-ﬁbre technology [111], enhancements
of the ring-imaging Cherenkov detector systems, the calorimeters and the muon
system [112], and a new software trigger concept capable of reading out the full
detector at the nominal bunch crossing frequency of 40MHz [113]. This will
result in a large dataset corresponding to an expected integrated luminosity of
50 fb−1 with the upgraded detector. Assuming unchanged data taking eﬃciencies
and similar performance of the trigger, stripping, and ﬂavour tagging, pseudo-
experiment studies estimate a sensitivity on sin(2𝛽) of around 0.007 [105] in the
decay 𝐵0→ 𝐽/𝜓𝐾0S .
The presented measurement is competitive with the results from the 𝐵 factories
and LHCb will be able to provide the world’s most accurate measurement of sin(2𝛽)
with more data available by the end of Run II. For measurements beyond that,
contributions from higher-order loop processes will become important, such that
the measurement of 𝐶𝑃 violation in 𝐵0u�→ 𝐽/𝜓𝐾
0
S will be an essential ingredient
to further improve the precision on sin(2𝛽) and to test the SM expectations.
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A Supplementary material to the
measurement of sin(𝟮𝝱)
A.1 Decay time resolution and acceptance
A.1.1 Resolution
For the DD candidates Tab. A.1 shows the ﬁt results of the 𝜒2-ﬁt of the decay time
error estimate calibration parameters for a linear function and a parabolic function
with oﬀset parameter, while Tab. A.2 includes ﬁt results for the LL subsample
where a linear function and a parabolic function without oﬀset parameter are
ﬁtted.
Table A.1 – Fit parameters of the decay time resolution calibration functions for the DD
subsample.
Model Parameter narrow width (𝑖 = 1) wider width (𝑖 = 2)
linear
𝑏u� 0.89± 0.10 1.34± 0.29
𝑐u� (ps) 0.008± 0.004 0.018± 0.011
parabolic
𝑎u� (ps
−1) -3± 6 -1± 17
𝑏u� 1.2± 0.5 1.4± 1.4
𝑐u� (ps) 0.003± 0.010 0.016± 0.028
Table A.2 – Fit parameters of the decay time resolution calibration functions for the LL
subsample.
Model Parameter narrow width (𝑖 = 1) wider width (𝑖 = 2)
linear
𝑏u� 1.10± 0.07 1.81± 0.26
𝑐u� (ps) 0.0034± 0.0019 0.009± 0.008
parabolic
𝑎u� (ps
−1) -4.7± 2.1 -6± 8
𝑏u� 1.36± 0.07 2.27± 0.26
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A.2 Measurement of 𝘾𝙋 violation
A.2.1 Tables of ﬁxed parameters
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A.2 Measurement of 𝐶𝑃 violation
A.2.2 Fit results of subordinate parameters
Table A.9 – Results for the estimated signal and background candidate numbers from
the nominal ﬁt.
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𝜏LL3 (ps) 4.2± 0.5
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A.3 Studies of systematic eﬀects
Fit model
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 0.0007±s = 0.0333 
Figure A.1 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of an asymmetry
in the background tagging estimates on the measurement of the u�u� parameters.
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 0.0013±s =  0.0293 
Figure A.2 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of a small mass
and decay time correlation on the measurement of the u�u� parameters.
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Flavour Tagging
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Figure A.3 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of the systematic
uncertainties on the ﬂavour tagging calibration parameters on the measurement of the u�u�
parameters.
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Decay time resolution
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Figure A.4 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of the decay
time resolution calibration model on the measurement of the u�u� parameters.
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Figure A.5 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of neglecting a
non-zero oﬀset in the decay time resolution calibration model on the measurement of the
u�u� parameters.
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Figure A.6 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of the fraction
of candidates with a wrong PV association on the measurement of the u�u� parameters.
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Decay time acceptance
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Figure A.7 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of the low decay
time acceptance model on the measurement of the u�u� parameters.
127
A Supplementary material to the measurement of sin(2𝛽)





















)σ0.26− 0.031 (±0.008 −m = 
)σ1.06− 0.022 (±s = 0.977 
S KψJ/SResidual of 



















40  0.0009±0.0003 −m = 
 0.0007±s = 0.0296 


















35 )σ 0.031 (1.37±m = 0.042 
)σ1.56− 0.022 (±s = 0.966 





















 0.0009±m = 0.0012 
 0.0006±s = 0.0277 
Figure A.8 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of the upper
decay time acceptance correction function on the measurement of the u�u� parameters.
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Production asymmetry, 𝙯-scale, 𝞓𝙢𝙙 , and 𝞓𝛤𝙙
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Figure A.9 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of the relative
u�-scale uncertainty on the measurement of the u�u� parameters.
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Figure A.10 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of an enlarged
production asymmetry u�11u� on the measurement of the u�u� parameters.
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Figure A.11 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of a non-zero
decay width diﬀerence Δu�u� on the measurement of the u�u� parameters.
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Figure A.12 – Shown are (left) pull and (right) residual distributions of the parameters
(top) u�u�/u�u�0S and (bottom) u�u�/u�u�0S from a ToyMC study of the inﬂuence of an enlarged
mass diﬀerence Δu�u� on the measurement of the u�u� parameters.
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