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For a finite dimensional spin-glass model we prove local order at low temperatures for both local
observables and for products of observables at arbitrary mutual distance. When the Hamiltonian
includes the Edwards-Anderson interaction we prove bond local order, when it includes the random-
field interaction we prove site local order.
PACS numbers: 05.50.+q, 75.50.Lk
Spin-glass models in finite dimensions, in partic-
ular the nearest neighboor Edwards-Anderson and
the random-field model, are among the most in-
tensely studied models in condensed matter. Yet
their low-temperature phase remains largely un-
known not only from a rigourous mathematical
perspective but also from a theoretical physics
point of view ([1, 2] and [3]).
In this letter we show a simple rigorous proof of
the local order property, i.e. the fact that the over-
lap distribution concentrates close to one at low
temperatures and at arbitrary distances between
local observables.
We consider models of Ising spin configurations
arranged in the d-dimensional lattice (for instance
Z
d); each spin interacts with a random esternal
field and with its nearest neighboors so that on a
finite box Λ the Hamiltonian is
HΛ(σ) = −
∑
i,j∈Λ
|i−j|=1
Ji,jσiσj −
∑
i∈Λ
hiσi , (1)
where the Ji,j are i.i.d. Gaussian random vari-
ables with Av (Ji,j) = 0 and Av
(
J2i,j
)
= ∆2,
the hi are i.i.d. Gaussian random variables with
Av (hi) = 0 and Av
(
h2i
)
= Γ2. The h and J are
moreover mutually indipendent: Av (hiJk,l) = 0
for all the i, k, l. The model of Hamiltonian (1) re-
duces to the standard Gaussian Edwards-Anderson
[4] when Γ2 = 0 and to a pure random-field when
∆2 = 0. The (1) is an important special case of
the general Gaussian spin glass model in which
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not only sites and nearest-neighboors bonds have
direct interactions but all the subsets A of the
lattice do have a polynomial interaction through
σA =
∏
i∈A σi:
HΛ(σ) = −
∑
A⊂Λ
JAσA , (2)
where all the J are indipendent, centered, trasla-
tion invariantly distributed Gaussians. The model
of Hamiltonian (2) has been introduced in [5] in
the spirit of the general potentials of [6] and sub-
sequently studied in [7]. The (1) is a special case
of the (2) in which only the first two types of terms
(sites and bonds) give a contribution, but it also
represents an approximation of it when the effect
of the large sets A (|A| ≥ 3) is simplified to a mean
field one on each spin.
The local order is a concept introduced and de-
velopped within the classical models without dis-
order in particular the ferromagnetic ones. For
the Ising model it says that at low temperatures
(large β) the Boltzmann-Gibbs expectation of the
product of two sets of spins σA =
∏
i∈A and
σB =
∏
j∈B σj is close to 1:
ω(σAσB) ≥ 1− c
β
, (3)
no matter how far the sets A and B are taken
apart. In particular since the constant c is indepen-
dent of both the volume of Λ and of the distance
between the two sets the (3) remains true when
the thermodynamic limit is taken and successively
the distance between A and B is sent to infinity.
From such a property we know for instance that
the equilibrium measure is concentrated on those
configurations in which two spins are alligned, no
2matter how distant they are, and the lower the
temperature the sharper the concentration will be.
In a spin-glass the equilibrium state is described
by the quenched measure i.e. the Gaussian expec-
tation of the random correlation functions. Due to
simmetry reasons quantities like ω(σi) or ω(σiσj)
have zero Gaussian average so that the relevant
physical quantities are the average of their even
powers: Av
(
ω2(σi)
)
, Av
(
ω2(σiσj)
)
etc.
Our main results are the following two theorems:
Theorem 1 The quenched state of Hamiltonian
(1) fulfills the site local order property at arbitrary
distance when a random field is present (Γ > 0):
for all the m ∈ Λ, n ∈ Λ and independently of their
distance
Av
(
ω2(σmσn)
) ≥ 1− s1
β
− s3
β3
, (4)
where for all the Γ > 0
s1 =
2
Γ
√
2
pi
, s2 =
1√
2piΓ3
. (5)
Theorem 2 The quenched state of Hamiltonian
(1) fulfills the bond local order property at arbitrary
distance when the two-body interaction is present
(∆ > 0): for all the i, j ∈ Λ, |i − j| = 1, k, l ∈ Λ,
|k − l| = 1 and independently of the distance be-
tween the two bonds
Av
(
ω2(σi,jσk,l)
) ≥ 1− b1
β
− b3
β3
, (6)
where for all the ∆ > 0
b1 =
2
∆
√
2
pi
, b2 =
1√
2pi∆3
. (7)
It was soon realised [1, 9] that all the relevant
quantities in the spin glass models are suitable ex-
pectations of the site-overlap
qi = σiτi , (8)
or the bond overlap
qi,j = σiσjτiτj . (9)
Denoting by Ω the random Boltzmann-Gibbs state
over identical copies and defining the quenched
measure by < − >= Av (Ω(−)) we have in fact
Av
(
ω2(σi)
)
= Av (ω(σi)ω(τi)) = (10)
= Av (Ω(σiτi)) =< qi > ,
and analogously
Av
(
ω2(σiσj)
)
=< qi,j > . (11)
According to this notation the (4) and (6) tell us
that the two quantities < qmqn > and < qi,jqk,l >
are close to 1 at low temperature no matter how
far the two spins (bonds) are taken.
The proof of the two theorems is computation-
ally elementary and only uses the integration by
parts formula for centered Gaussian variables: let
Av
(
ζ2
)
= Vζ and f a function of ζ, then
Av (ζf(ζ)) = VζAv
(
df
dζ
)
. (12)
Let us carry out the proof for the general Hamilto-
nian (2) and then we will apply it to the (1). We
introduce the convenient notation
ωA =
∑
σ σAe
−βHΛ(σ)∑
σ e
−βHΛ(σ)
(13)
and for every JA with Av
(
J2A
)
= Ξ2A > 0 we apply
integration by parts to the quantity Av (JAωA)
Av (JAωA) = Ξ
2
Aβ(1 −Av
(
ω2A
)
) . (14)
Since an elementary estimate of the Gaussian in-
tegral gives (for ΞA =
√
Av (J2A))
Av (JAωA) ≤ Av (|JA|) = ΞA
√
2
pi
, (15)
we deduce from (14) that
< qA > = Av
(
ω2A
) ≥ 1− 1
ΞAβ
√
2
pi
. (16)
The previous formula says that the overlap dis-
tribuition of the set A does concentrates close to 1
at low temperatures (see [10]).
To obtain the local order at arbitrary distances
we proceed as follows: let consider two subset A
and B of Λ, and the notation:
A ·B = A ∪B −A ∩B (17)
we have
σAσB = σA·B (18)
because the sites i in the intersections of A and B
appear twice σ2i = 1. Moreover
0 ≤ Av ((ωA·B − ωAωB)2) = (19)
= Av
(
ω2A·B
)
+Av
(
ω2Aω
2
B
)− 2Av (ωA·BωAωB) ,
so that
Av
(
ω2A·B
) ≥ 2Av (ωA·BωAωB)−Av (ω2Aω2B) .
(20)
3We apply then twice the (12) to the positive quan-
tity
0 ≤ Av (J2A(1− ω2B)) = (21)
= Ξ2AAv
(
1− ω2B
)− 2β2Ξ4AAv ((ωA·B − ωAωB)2)
− 4β2Ξ4AAv
(
ω2Aω
2
B
)
+ 4β2Ξ4AAv (ωA·BωAωB) ,
from which
2Av (ωA·BωAωB)−Av
(
ω2Aω
2
B
) ≥ (22)
Av
(
ω2Aω
2
B
)
+Av
(
(ωA·B − ωAωB)2
)
+
− 1
2Ξ2Aβ
2
Av
(
1− ω2B
) ≥
Av
(
ω2Aω
2
B
)− 1
2Ξ2Aβ
2
Av
(
1− ω2B
) ≥
Av
(
ω2Aω
2
B
)− 1√
2piΞ2AΞBβ
3
,
where in the second inequality we have eliminated
a positive term and in the third we applyed the
(16). Concatenating the (20) to the (22) we get
Av
(
ω2A·B
) ≥ Av (ω2Aω2B)− 1√
2piΞ2AΞBβ
3
. (23)
We may then use the elementary inequality which
states that for all a ≤ 1, b ≤ 1
(1− a)(1− b) = ab− a− b + 1 ≥ 0 ; (24)
it implies
Av
(
ω2Aω
2
B
) ≥ Av (ω2A)+Av (ω2B)− 1 , (25)
which together with (16) gives
Av
(
ω2Aω
2
B
) ≥ 1−
[
1
ΞA
+
1
ΞB
]
1
β
√
2
pi
. (26)
Putting together the (23) with (26) we obtain
Av
(
ω2A·B
) ≥ (27)
1−
[
1
ΞA
+
1
ΞB
]
1
β
√
2
pi
− 1√
2piΞ2AΞB
1
β3
.
The previous formula gives immediately Theorems
1 and 2 when applied to sites or to bonds.
It is interesting to observe that while for the fer-
romagnetic Ising model with zero magnetic field
the property (3) is related to the phase transition
of the model and is called long range order (see
[6] for a general definition and [8] for its proof
in the two-dimensional Ising model), in the case
of spin glasses our result is not directly related
to a phase transitions. A possible way to detect
the existence of a phase transition in a spin glass
model would be in fact to bound from below the
quantity Av
(
ω2(σmσn)
)
indipendently of Γ, which
our theorem 1 fails to achieve. The method of in-
tegration by parts which we exploit here can of
course be iterated to two spins at distance k but
an easy computation show that it leads to a bound
Av
(
ω2(σ1σk)
) ≥ 1− ck
β
where the quantity ck di-
verges for large k.
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