Singular reduction modules of differential equations by Boyko, Vaycheslav M. et al.
ar
X
iv
:1
20
1.
32
23
v4
  [
ma
th-
ph
]  
4 D
ec
 20
17
Singular reduction modules of differential equations
Vaycheslav M. Boyko †, Michael Kunzinger ‡ and Roman O. Popovych §
†,§Institute of Mathematics of NAS of Ukraine, 3 Tereshchenkivska Str., Kyiv-4, Ukraine
‡ Fakulta¨t fu¨r Mathematik, Universita¨t Wien, Oskar-Morgenstern-Platz 1, 1090 Wien, Austria
§ Wolfgang Pauli Institute, Oskar-Morgenstern-Platz 1, 1090 Wien, Austria
E-mail: †boyko@imath.kiev.ua, ‡michael.kunzinger@univie.ac.at, §rop@imath.kiev.ua
The notion of singular reduction modules, i.e., of singular modules of nonclassical (conditional)
symmetry, of differential equations is introduced. It is shown that the derivation of nonclassical
symmetries for differential equations can be improved by an in-depth prior study of the associated
singular modules of vector fields. The form of differential functions and differential equations
possessing parameterized families of singular modules is described up to point transformations.
Singular cases of finding reduction modules are related to lowering the order of the corresponding
reduced equations. As examples, singular reduction modules of evolution equations and second-
order quasi-linear equations are studied. Reductions of differential equations to algebraic equations
and to first-order ordinary differential equations are considered in detail within the framework
proposed and are related to previous no-go results on nonclassical symmetries.
1 Introduction
The “nonclassical” approach to finding solutions of differential equations in closed form was
proposed in [5] using the particular example of the (1+1)-dimensional heat equation in order to
extend the range of applicability of symmetry methods. Since the end of the 1980s this method
has been applied to many particular differential equations modeling real-world phenomena, see,
e.g., examples in [3, 9, 10, 35] and reviews in [12, 26]. Related objects, which are similar to
subalgebras of Lie symmetry algebras, are named in the literature in different ways: nonclas-
sical [20], Q-conditional [12], conditional [15], partial [39] symmetries for short, or involutive
families/modules of nonclassical/conditional symmetry operators [26, 42] in a more complete
form. The main feature which is inherited by nonclassical symmetries from Lie symmetries is
that they allow to construct ansatzes for the unknown function which reduce the correspond-
ing differential equation to differential equations with a smaller number of independent variables
[2, 24, 36, 39, 42]. This feature relates nonclassical symmetries to the direct method by Clarkson
and Kruskal [8] and the general ansatz method [12]. In fact, however, properties of nonclassical
symmetries are more closely connected with theories of differential constraints and formal com-
patibility of systems of differential equations [17, 24, 36]. This is why we mostly use the term
“reduction modules” (of vector fields) instead of “involutive families of conditional symmetry
operators” and say that an involutive module of vector fields reduces a differential equation if
the equation is reduced by the corresponding ansatz.
Involving the associated invariant surface condition in the conditional invariance criterion
gives rise to a few significant complications of nonclassical symmetries in comparison with Lie
symmetries. Given a differential equation L, elements of its different reduction modules do not
form objects of a nice algebraic or differential structure. Hence it is not possible to compose
single reduction operators in reduction modules as this is done for the maximal Lie invariance
algebra of L and its subalgebras, which consist of vector fields generating one-parameter Lie
symmetry (pseudo)groups of L. Whereas the system of determining equations for Lie sym-
metries is linear, similar systems for reduction modules are nonlinear and should additionally
be supplemented, in the course of considering modules of dimension greater than one, by the
condition of involutivity, i.e., the closure of modules with respect to commutation of vector
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fields. Moreover, there is no single system of determining equations even for reduction modules
of a fixed dimension. Instead, the entire set of such modules is partitioned into subsets associ-
ated with systems of determining equations which are rather different from each other. Solving
some of these systems may be equivalent to solving the initial equation, which gives no-go cases
of looking for reduction modules. Such no-go cases were known for a number of particular
(1+1)-dimensional evolution equations including the linear heat equation [11, 13, 12, 22, 40],
the Burgers equation [1, 22], linear second-order evolution equations [30, 32] as well as for the
entire classes of (1+1)-dimensional evolution equations [41], multi-dimensional evolution equa-
tions [31] and even systems of such equations [38]. Note that in the course of the study of
Lie symmetries a similar no-go situation arises for first-order ordinary differential equations [19,
Theorem 10, p. 130], see also [23, Section 2.5]. In fact, all the above no-go cases of reduction
operators are occurrences of a no-go case common to evolution equations and one more no-go
case specific to linear second-order evolution equations. The causes giving rise to the partition
of the module set and to no-go cases for nonclassical symmetries have not been investigated in
the literature until recently. It was not understood in what way results on no-go cases can be
extended to reduction modules of other, non-evolution, equations.
In [18] the partition of the set of reduction modules of a differential equation was related
with lowering the order of this equation on the manifolds determined by the associated invariant
surface conditions in the appropriate jet space. As a result, studying singular modules of vector
fields, which lower the order of the equation, was included as the initial step in the procedure of
finding nonclassical symmetries. In order to illustrate the main ideas of the framework proposed,
we considered only the case of single partial differential equations in one dependent and two in-
dependent variables and single reduction operators. The notion of singular reduction operators
was introduced. The weak singularity co-order of a reduction operator Q was shown to be equal
to the essential order of the corresponding reduced equation and the number of essential param-
eters in the family of Q-invariant solutions. No-go assertions on singular reduction operators of
(1+1)-dimensional evolution and wave equations were derived and then generalized to param-
eterized families of vector fields which reduce partial differential equations in two independent
variables to first-order ordinary differential equations.
In the present paper we extend results of [18] to the case of a greater number of independent
variables. After revising and enhancing the framework of nonclassical symmetries in Section 2,
in Section 3 we introduce the concepts of singular and meta-singular modules of vector fields for
differential functions. Any meta-singular module of dimension greater than two turns out to be
necessarily involutive, in contrast to two-dimensional meta-singular modules. The main result
of Section 4 is Theorem 19, which describes, up to point transformations, differential functions
possessing meta-singular modules. The analogous notions of weakly singular and meta-singular
modules for differential equations are introduced in Section 5. Theorem 31, which characterizes
differential equations admitting weakly meta-singular modules, implies that instead of such
modules it suffices to study meta-singular modules of the corresponding differential functions.
A connection between the weak singularity co-order of reduction modules, the essential order
of the corresponding reduced equations and, in the case of reduction to ordinary differential
equations, the number of parameters in the corresponding families of invariant solutions is
established in Section 6. It is shown that the relation between the reducibility of a differential
equation L by an involutive module Q and the formal compatibility of the joint system of L
and the characteristic system associated to Q essentially involves the weak singularity co-order
of Q for L. Revisiting results of [16] within the framework of singular reduction modules, in
Section 7 we consider the specific case of reduction modules of dimension equal to the number
of independent variables, which results in the reduction to algebraic equations. In Section 8
we reformulate and extend no-go results from [31] on modules reducing evolution equations to
ordinary differential equations with time as the single independent variable. This motivates
the consideration of reduction modules of singularity co-order one in Section 9. Supposing
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that a differential equation L admits an n-dimensional meta-singular module M of singularity
co-order one, where n is the number of independent variables in L, we prove no-go assertions
establishing a connection between (n−1)-dimensional reduction modules of L contained in M
and solutions of L. In particular, it is shown that the system of determining equations for such
modules is reduced to the initial equation L by a composition of a differential substitution and
a hodograph transformation. The final Section 10 is devoted to singular modules for quasi-
linear second-order PDEs, and the dimension of modules is assumed to be less than the number
of independent variables. Thus, elliptic equations possess no singular modules. Any evolution
equation whose matrix of coefficients of second-order derivatives is non-degenerate possesses only
singular modules as considered in Section 8 for general evolution equations. Generalized wave
equations are much more complicated from this point of view. In particular, they may admit
families of singular modules which have no interpretation in terms of meta-singular modules,
which makes a further development of the framework of singular modules desirable.
2 Reduction modules of differential equations
In this section, based on [14, 15, 26, 17, 18, 35, 42], we revise and enhance the framework of
nonclassical (conditional) symmetries of differential equations. Due to substantiating our choice
with different arguments, we use the name “reduction modules” instead of “involutive families
of nonclassical (conditional) symmetry operators”.
Given a foliated space of n independent variables x = (x1, . . . , xn) and a single dependent
variable u, consider a finite-dimensional involutive module Q of vector fields in this space, and
suppose that the module dimension p of Q (over the ring of smooth functions of (x, u)) is
not greater than n, 0 < p 6 n. We additionally assume that the module Q satisfies the rank
condition, i.e., for each fixed value of (x, u) the projection of Q to the space of x is p-dimensional.
The attribute ‘involutive’ means that the commutator of any two vector fields from Q belongs
to Q. It is obvious that any one-dimensional module is involutive. Therefore, in the case p = 1
we can omit the attribute ‘involutive’ and talk only about modules.
In what follows the indices i and j run from 1 to n, the index s runs from 1 to p, the index σ
runs from 1 to n−p, and we use the summation convention for repeated indices. Angular brackets
〈. . . 〉 are used for denoting linear spans over the ring of smooth functions of (x, u). Subscripts
of functions denote differentiation with respect to the corresponding variables, ∂i = ∂/∂xi and
∂u = ∂/∂u. Any function is considered as its zero-order derivative. All considerations are in
the local setting. The notion of functional independence will be understood in the sense of total
functional independence, which means that functions are in fact functionally independent on
each open subset of their common domain.
Suppose that the vector fields Qs = ξ
si(x, u)∂i + η
s(x, u)∂u form a basis of Q, i.e., Q =
〈Q1, . . . , Qp〉. Then the rank condition is equivalent to the equality rank(ξsi) = p. The condition
that the commutator of any pair of basis elements belongs to Q, [Qs, Qs′ ] ∈ Q, suffices for the
module Q to be involutive. If the vector fields Q˜1, . . . , Q˜p form another basis of Q, then there
exists a nondegenerate p× p matrix-function (λss′(x, u)) such that Q˜s = λss′Qs′ .
The first-order differential function Qs[u] := η
s(x, u)− ξsi(x, u)ui is called the characteristic
of the vector field Qs. In view of the Frobenius theorem, involutivity of Q is equivalent to
the fact that the characteristic system Q of PDEs Qs[u] = 0 (also called the invariant surface
condition) has n+ 1− p functionally independent integrals I0(x, u), . . . , In−p(x, u). Therefore,
the general solution of this system can implicitly be represented in the form F (I0, . . . , In−p) = 0,
where F is an arbitrary smooth function of its arguments.
A differential function G = G[v] of the dependent variables v = (v1, . . . , vm) which in turn are
functions of a tuple of independent variables y = (y1, . . . , yl) will be viewed as a smooth function
of y and a finite number of derivatives of v with respect to y. More rigorously, the differential
function G is defined as a smooth function on a domain of the jet space Jr = Jr(y|v) of some
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order r with independent variables y and dependent variables v [23]. The order r = ordG of the
differential function G is defined to equal the maximal order of derivatives (resp. jet variables)
involved in G, and ordG = −∞ if G depends only on y. Each set of differential functions of a
fixed positive order as well as the set of differential functions of nonpositive order are invariant
with respect to point transformations of (y, v).
Using another basis of Q gives just another representation of the characteristic system Q
with the same set of solutions. This is why the characteristic system Q is associated with the
module Q rather than with a fixed basis of Q. And vice versa, any family of n+1−p functionally
independent functions of x and u is a complete set of integrals of the characteristic system of an
involutive p-dimensional module. Therefore, there exists a one-to-one correspondence between
the set of involutive p-dimensional modules and the set of families of n+1−p functionally inde-
pendent functions of x and u, which is factorized with respect to the corresponding equivalence.
(We consider two families of the same number of functionally independent functions of the same
arguments as equivalent if any function from one of the families is functionally dependent on
functions from the other family.)
A function u = f(x) is called invariant with respect to the involutive module Q (or, briefly,
Q-invariant) if it is a solution of the characteristic system Q. This notion is justified by the
following facts. In view of the rank condition, we can choose a basis of Q that spans, over the
underlying field, a p-dimensional (Abelian) Lie algebra g of vector fields in the space (x, u).1
The graph of each solution of the characteristic system Q is obviously invariant with respect to
the p-parameter local transformation group generated by the algebra g.
We choose a basis of Q that consists of commuting vector fields Q1, . . . , Qp and, for each
fixed s, consider a solution Js = Js(x, u) of the system Qs′J
s = δss′ , where δss′ is the Kronecker
delta. Since the functions I0, . . . , In−p, J1, . . . , Jp of (x, u) are functionally independent, one
can make the change of variables
ϕ = I0(x, u), ωσ = I
σ(x, u), ω′s = J
s(x, u),
where ω = (ω1, . . . , ωn−p) and ω
′ = (ω′1, . . . , ω
′
p) are considered as the new independent variables
and ϕ is the new dependent variable. The variables ω and ϕ are called Q-invariant, and the
variables ω′ are called parametric for the module Q. In the new variables, the basis elements
Qs take the form Qs = ∂ω′s .
Next, consider an rth order differential equation L of the form L(x, u(r)) = 0 for the unknown
function u of the independent variables x = (x1, . . . , xn). Here, u(r) denotes the set of all the
derivatives of the function u with respect to x of order not greater than r, including u as the
derivative of order zero. We assume that the order r of the equation L is essential, i.e., it is
minimal among the orders of equations equivalent to L up to nonvanishing multipliers that are
differential functions of u. In the local approach the equation L can be viewed as an algebraic
equation in the rth order jet space Jr = Jr(x|u) and is identified with the manifold of its solutions
in Jr,
L = {(x, u(r)) ∈ Jr | L(x, u(r)) = 0}.
We use the same symbol L for this manifold and also write Q(r) both for the system consisting of
the independent differential consequences of the characteristic system Q up to equation order r
and for the manifold defined by the system Q(r) in Jr, i.e.,
Q(r) = {(x, u(r)) ∈ Jr | DαQs[u] = 0, |α| < r},
1Such a basis is constructed in the following way: We take an arbitrary basis of Q consisting of vector fields
Qs = ξ
si(x, u)∂i + η
s(x, u)∂u. Up to permutation of the independent variables and basis elements of Q, we can
suppose in view of the rank condition that rank(ξss
′
) = p and change the basis to (Qˆs = ∂s+ ξˆ
sι∂ι+ ηˆ
s∂u), where
the index ι runs from p + 1 to n and the matrices (ξˆsι) and (ηˆs) are the products of the matrix (ξss
′
)−1 by the
matrices (ξsι) and (ηs), respectively. Since the module Q is involutive, the vector fields Qˆ1, . . . , Qˆp commute.
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where Dα = Dα11 · · ·Dαnn , Di = ∂xi+uα+δi∂uα is the operator of total differentiation with respect
to the variable xi, α = (α1, . . . , αn) is an arbitrary multi-index, αi ∈ N∪{0}, |α| := α1+ · · ·+αn,
and δi is the multi-index whose ith entry equals 1 and whose other entries are zero. The
variable uα of the jet space J
r corresponds to the derivative ∂|α|u/∂xα11 . . . ∂x
αn
n , and ui ≡ uδi ,
uij ≡ uδi+δj , etc.
Without loss of generality, we can assume FI0 6= 0 in the representation F (I0, . . . , In−p) = 0 of
the general solution of the characteristic system Q and resolve the equation F (I0, . . . , In−p) =
0 with respect to I0: I0 = ϕ(I1, . . . , In−p). In view of the rank condition, this gives the
representation (in general, also implicit)
A : I0(x, u) = ϕ(ω), ωσ = Iσ(x, u), (1)
for solutions of the characteristic system Q, where ϕ = ϕ(ω) is an arbitrary smooth function of
its arguments, which is called an ansatz for u constructed with the module Q.
Making the ansatz A for u we can express all derivatives of u in terms of ω, ω′ and derivatives
of ϕ, then substitute these expressions to L[u] and replace the remaining x’s by their expressions
in the new variables. Alternatively, we can change the variables to (ω, ω′, ϕ) from the outset and
then take into account the constraints ϕω′s = 0. The function obtained by the above procedure is
denoted by L|A. It depends at most on ω, ω′ and ϕ(r), where ϕ(r) denotes the tuple of derivatives
of ϕ with respect to ω up to order r.
Definition 1. The ansatz A constructed with the module Q reduces the equation L if there
exist smooth functions λˇ = λˇ(ω, ω′, ϕ(r)) and Lˇ = Lˇ(ω,ϕ(r)) such that the function λˇ does not
vanish and
L|A = λˇ(ω, ω′, ϕ(r))Lˇ(ω,ϕ(r)).
Then the module Q is called a reduction module of L, and the equation Lˇ(ω,ϕ(r)) = 0 is a
reduced equation associated with the ansatz A.
The reduction procedure should additionally be specified in the case of reduction to algebraic
equations when p < n, see the proof of Theorem 34.
The set of p-dimensional reduction modules of the equation L will be denoted by Rp(L).
Consider the following conditions on the (rth order) differential equation L and the involutive
module Q satisfying the rank condition:
(C1) Q is a reduction module of the equation L;
(C2) V(r)L[u] ∈ 〈L[u],DαQs[u] = 0, |α| < r〉 for any V ∈ Q;
(C3) V(r)L[u]
∣∣
L∩Q(r)
= 0 for any V ∈ Q.
Here V(r) denotes the standard rth prolongation of a vector field V = ξ
i(x, u)∂i + η(x, u)∂u
[23, 27]: V(r) = V +
∑
0<|α|6r η
α∂uα , where η
α = DαV [u] + ξiuα+δi and V [u] = η − ξiui. In
the conditions (C2) and (C3) it suffices to require that V runs through a basis (Q1, . . . , Qp)
of Q. What basis is chosen for representing the characteristic system Q and checking the
conditions (C2) and (C3) is not essential; cf. [15, 42].
All the conditions are preserved by point transformations of the variables (x, u).
Theorem 2. The conditions (C1) and (C2) are equivalent and imply (C3). If the tuple of
differential functions (L[u],DαQs[u] = 0, |α| < r) is of maximal rank on L ∩ Q(r), then the
condition (C3) implies (C2) (and thereby also (C1)).
Besides the case of maximal rank, there are other, more specific, cases when the conditions
(C1)–(C3) are simultaneously satisfied, e.g., if L ∩ Q(r) = Q(r).
A proof of Theorem 2 is presented in [7]. It relies on the following assertion.
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Lemma 3. Let smooth functions f , Λ1, . . . , Λp, and an involutive module Q = 〈Q1, . . . , Qp〉 of
vector fields that are defined on a neighborhood Oz0 of a point z
0 ∈ Rl for some l ∈ N satisfy
the conditions Qsf(z) = Λ
s(z)f(z) for any z ∈ Oz0 , s = 1, . . . , p, and dimQ|z0 = p. Then there
exist a neighborhood Oˇz0 ⊂ Oz0 of z0 and smooth functions fˇ and λ defined on Oˇz0 such that
λ(z) 6= 0, Qsfˇ(z) = 0 and f(z) = λ(z)fˇ (z) for any z ∈ Oˇz0 .
In previous papers on reduction modules, a different terminology was used (see, e.g., [5,
12, 14, 25, 42]). Usually the condition (C3) was considered as the main one and was called the
conditional invariance criterion. Then the differential equation L is called conditionally invariant
with respect to the involutive module Q, whereas the module Q is called an involutive module of
conditional symmetry (or Q-conditional symmetry, or nonclassical symmetry, etc.) operators of
the equation L. A version of the condition (C2) for systems of differential equations for several
unknown functions appeared in [16]. In contrast to the case of a single differential equation for
a single unknown function, the version of the condition (C2) for systems is sufficient but not
necessary for an ansatz constructed with the moduleQ to reduce the system under consideration,
cf. [17, Section 5]. An alternative approach to conditional invariance is to demand that the joint
system of L and Q(r) is formally compatible in the sense of the absence of nontrivial differential
consequences [24, 26]. But a delicate point is which representation of the joint system should in
fact be considered to decide formal compatibility, cf. [17, footnote 1] and Section 6 of the present
paper. If the conditional invariance criterion is not satisfied but nevertheless the equation L has
Q-invariant solutions, then one talks about weak invariance of the equation L with respect to
the module Q [25, 26, 36].
There are reduction modules related to classical Lie symmetries. Let g be a p-dimensional Lie
invariance algebra of the equation L, whose basis vector fields Q1, . . . , Qp satisfy the condition
rank(ξsi) = rank(ξsi, ηs) = p′, where p′ 6 p. Then the span ofQ1, . . . , Qp over the ring of smooth
functions of (x, u) is a p′-dimensional involutive module which belongs to Rp′(L). Modules of
this kind are called Lie reduction modules. Other reduction modules are called non-Lie.
The following assertion on reduction modules is important for the considerations of this paper
(cf. [42]).
Lemma 4. Given an rth order differential equation L: L[u] = 0, a p-dimensional (0 < p 6 n)
involutive module Q satisfying the rank condition and differential functions L˜[u] and λ[u] 6= 0
of an order not greater than r such that (L− λL˜)|Q(r) = 0, the module Q is a reduction module
of L if and only if it is a reduction module of the equation L˜: L˜[u] = 0. An ansatz constructed
with the module Q reduces L and L˜ to equations that may differ at most by a nonvanishing
multiplier.
The classification of reduction modules can be notably enhanced and simplified by involving
Lie symmetry and equivalence transformations of (classes of) differential equations. By Mp
we denote the set of p-dimensional modules of vector fields in the space of (x, u). Any point
transformation of (x, u) induces a one-to-one mapping of Mp into itself via push-forward of
vector fields. Namely, the transformation g: x˜i = X
i(x, u), u˜ = U(x, u) generates the mapping
g∗ : M
p →Mp such that for any Q ∈Mp and V ∈ Q the vector field V = ξi(x, u)∂i+η(x, u)∂u is
mapped to the vector field g∗V = ξ˜
i∂x˜i + η˜∂u˜, where ξ˜
i(x˜, u˜) = V Xi(x, u), η˜(x˜, u˜) = V U(x, u).
Given a group G of point transformations in the space of (x, u), the modules Q and Q˜ (of the
same dimension) are called equivalent with respect to G if there exists some g ∈ G such that
Q˜ = g∗Q.
Lemma 5. Suppose that Q ∈ Rp(L), a point transformation g maps a differential equation L
to a differential equation L˜ and the image g∗Q satisfies the rank condition. Then g∗Q ∈ Rp(L˜).
Corollary 6. Let G be the point symmetry group of an equation L. Then the equivalence of p-
dimensional modules of vector fields with respect to the group G generates an equivalence relation
in Rp(L).
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Next, we consider a class L|S of differential equations Lθ: L(x, u(r), θ(q)) = 0. Here L is
a fixed function of x, u(r) and θ(q), where by θ we denote the tuple of arbitrary (paramet-
ric) differential functions θ(x, u(r)) = (θ
1(x, u(r)), . . . , θ
k(x, u(r))), traversing the set S of solu-
tions of an auxiliary system, and θ(q) stands for the set of all the derivatives of θ of order not
greater than q with respect to x and u(r). The auxiliary system consists of differential equa-
tions S(x, u(r), θ(q′)(x, u(r))) = 0 and differential inequalities Σ(x, u(r), θ(q′)(x, u(r))) 6= 0 (> 0,
< 0, . . . ) on θ, where both x and u(r) play the role of independent variables. Henceforth we
call the functions θ arbitrary elements. We write G∼ and G∼ for the equivalence group and the
equivalence groupoid of the class L|S , respectively. Roughly speaking, the group G∼ consists
of the transformations of (x, u(r), θ) that preserve the form of the equations from L|S and are
point transformations with respect to (x, u) when θ is fixed. In fact, there are various kinds of
equivalence groups [34, Section 2.3]. The groupoid G∼ is the set {(θ, θ˜, g) | θ, θ˜ ∈ S, g ∈ T(θ, θ˜)}
naturally equipped with the groupoid structure via the composition of transformations. Here
T(θ, θ˜) denotes the set of point transformations of (x, u) that map the equation Lθ to the equa-
tion Lθ˜. See [4, 34] for rigorous definitions of notions related to classes of differential equations.
By P we denote the set of all pairs of the form (Lθ, Q), where Lθ is an equation from L|S
and a module Q from Rp(Lθ). It follows from Lemma 5 that the action of transformations from
the equivalence group G∼ or from the equivalence groupoid G∼ on L|S and {Rp(Lθ) | θ ∈ S}
induces an equivalence relation on P [35].
Definition 7. Let θ, θ′ ∈ S, Q ∈ Rp(Lθ), Q′ ∈ Rp(Lθ′). The pairs (Lθ, Q) and (Lθ′ , Q′) are
called G∼-equivalent if there exists a transformation T ∈ G∼ mapping the equation Lθ to the
equation Lθ′ , and Q′ = (T θ)∗Q. Here T θ is the point transformation of (x, u) obtained from T
by fixing θ. The pairs (Lθ, Q) and (Lθ′ , Q′) are called G∼-equivalent (or, simply, pointwise
equivalent) if there exists a transformation g ∈ T(θ, θ˜) such that Q′ = g∗Q.
We will interpret the classification of reduction modules with respect to G∼ (or G∼) as the
classification in P with respect to the corresponding equivalence relation, a problem which can
be investigated similarly to the usual group classification in classes of differential equations.
Namely, at first we construct the reduction modules that are defined for all values of θ. Then we
classify, with respect to G∼ (or G∼), the values of θ for which the equation Lθ admits additional
reduction modules.
3 Singular modules of vector fields for differential functions
Let L = L[u] be a differential function of order ordL = r > 0 and let Q be a p-dimensional
(0 < p < n) involutive module which is spanned by the vector fields Qs = ξ
si(x, u)∂i+η
s(x, u)∂u
defined in the space of (x, u) and satisfying the rank condition rank(ξsi) = p.
Definition 8. The module Q is called singular for the differential function L if there exists a
differential function L˜ = L˜[u] of an order less than r such that L|Q(r) = L˜|Q(r) . Otherwise Q
is called a regular module for the differential function L. If the minimal order of differential
functions whose restrictions to Q(r) coincide with L|Q(r) equals k ∈ {−∞, 0, 1, . . . , r}, then the
module Q is said to be of singularity co-order k for the differential function L. The module Q
is called ultra-singular for the differential function L if L|Q(r) ≡ 0.
In particular, if a module is regular for the differential function L, then its singularity co-order
is r = ordL. The singularity co-order of the module Q for the differential function L will be
denoted by scoLQ. It is obvious that any differential function of nonpositive order admits no
singular involutive modules, which explains the supposition ordL = r > 0 in Definition 8.
The case p = n is special. Given an n-dimensional involutive module Q which is generated by
vector fields satisfying the rank condition, for any rth order differential function L = L[u] there
7
exists a nonpositive-order differential function L˜ = L˜[u] such that L|Q(r) = L˜|Q(r). This is why
in this case it is natural to assume that the module Q is singular for L only if scoLQ = −∞.
Next we show how to algorithmically construct a function L˜ satisfying the conditions of
Definition 8. First note that without loss of generality we can consider the basis (Qˆs = ∂s+ξˆ
sι∂ι+
ηˆs∂u), where the index ι runs from p+ 1 to n, cf. footnote 1. Following Riquier’s compatibility
theory, the consideration of this basis can be interpreted as designating derivatives of u that
contain differentiations with respect to xs to be principal derivatives for the the characteristic
system Q. Then any Q-principal derivative of order not greater than r can be expressed, on the
manifold Q(r), via derivatives of u with respect to xp+1, . . . , xn only and the coefficients ξˆsι and
ηˆs. For example, for the first- and second-order derivatives we have
us = ηˆ
s − ξˆsιuι,
usι = ηˆ
s
ι − ξˆsι
′
ι uι′ + ηˆ
s
uuι − ξˆsι
′
u uι′uι − ξˆsι
′
uιι′ ,
uss′ = ηˆ
s
s′ − ξˆsιs′uι + (ηˆsu − ξˆsιu uι)(ηˆs
′ − ξˆs′ι′uι′)
− ξˆsι(ηˆs′ι − ξˆs
′ι′
ι uι′ + ηˆ
s′
u uι − ξˆs
′ι′
u uι′uι − ξˆs
′ι′uιι′).
(2)
Substituting the expressions for the Q-principal derivatives up to order r into L, we obtain a
differential function Lˆ depending only on x, u and derivatives of u with respect to xp+1, . . . , xn.
We will call Lˆ a differential function associated with L on the manifold Q(r). The module Q is
singular for the differential function L if and only if the order of Lˆ is less than r. The co-order
of singularity of Q equals the order of Lˆ. The module Q is ultra-singular if and only if Lˆ ≡ 0.
Therefore, we can take Lˆ as L˜. This shows that testing for an involutive module satisfying
the rank condition to be singular for a differential function is indeed feasible in an entirely
algorithmic way and can easily be included in existing programs for symbolic calculations of
symmetries.
Example 9. We present particular singular modules, Q, for differential functions, L, associated
with PDEs of physical relevance, L = 0.
1. n = 3, r = 2, L = u1− (f(u)u2)2− (f(u)u3)3 with f 6= 0, the (1+2)-dimensional nonlinear
isotropic diffusion equation, p = 2, Q = 〈∂2, ∂3〉, Lˆ = u1, scoLQ = 1.
2. n = 2, r = 4, L = g(x2)u11−(f(x2)u22)22 with fg 6= 0, the Euler–Bernoulli beam equation,
p = 1, Q = 〈∂2〉, Lˆ = g(x2)u11, scoLQ = 2.
3. n = 4, r = 2, L = u11 − u22 − u33 − u44, the (1+3)-dimensional homogeneous linear wave
equation, p = 3, Q = 〈∂1 + ∂4, ∂2, ∂3〉, Lˆ = 0, scoLQ = −∞, and, moreover, Q is ultra-singular
for L.
4. n = 4, r = 2, L = u11−u22−u33−u44−u, the (1+3)-dimensional Klein–Gordon equation,
p = 3, Q = 〈∂1 + ∂4, ∂2, ∂3〉, Lˆ = u, scoLQ = 0.
5. n = 3, r = 2, L = u1 − (f(u)u2)2 − g(u)u3 with f 6= 0, a (1+2)-dimensional degenerate
nonlinear diffusion–convection equation, a) p = 1, Q = 〈∂2〉, Lˆ = u1− g(u)u3, scoLQ = 1; b) for
Q = 〈∂2, ∂3〉 with p = 2, Lˆ = u1, thus we also have scoLQ = 1; c) p = 2, Q = 〈∂2, ∂1 − g(u)∂3〉,
Lˆ = 0, scoLQ = −∞, and, moreover, Q is ultra-singular for L.
Proposition 10. Suppose that L = L[u] is a differential function of u = u(x), x = (x1, . . . , xn),
and let Q be an involutive module of vector fields defined in the space of (x, u), which is of
dimension less than n and satisfies the rank condition. Then scoLQ 6 scoL Qˇ for any involutive
submodule Qˇ of Q. In particular, the module Q is singular for L if it contains a submodule
singular for L.
Proof. If Qˇ is an involutive submodule of Q, then it necessarily satisfies the rank condition and
Q(r) ⊆ Qˇ(r), where r = ordL. If the differential function L coincides with a differential function L˜
on the manifold Qˇ(r), the same is true on the manifold Q(r). Therefore, scoLQ 6 scoL Qˇ.
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Definition 11. A (p+1)-dimensional (0 < p < n) module M is called meta-singular for the
differential function L if any p-dimensional involutive submodule of M which satisfies the rank
condition is singular for L and the module M contains a family M = {QΦ} of such submodules
parameterized by an arbitrary function Φ = Φ(x, u) of all independent and dependent variables.
The singularity co-order of the meta-singular module M , which is denoted by scoLM , is the
maximum of the singularity co-orders of its involutive p-dimensional submodules satisfying the
rank condition.
Definition 12. A (p+1)-dimensional (0 < p < n) module M is called meta-regular for the
differential function L if the moduleM contains a family M = {QΦ} of p-dimensional involutive
submodules that are regular for L and parameterized by an arbitrary function Φ = Φ(x, u) of
all independent and dependent variables, and thus scoLM = ordL.
Here and in what follows the parameterization by an arbitrary function is understood as a
parameterization modulo solutions of a system of differential equations in this function. The
singularity co-order of the family M = {QΦ} is also defined as the maximum of the singularity
co-orders of its elements and denoted by scoLM.
For convenience, the case of singularity co-order −∞ is assumed to include parameterized fam-
ilies of ultra-singular modules as well as meta-singular modules whose involutive p-dimensional
submodules satisfying the rank condition are ultra-singular. As shown below, this case in fact
cannot occur; see Corollary 20.
Example 13. For each differential function L of Example 9, we present a module M meta-
singular for L and the corresponding family M = {QΦ}. The specific form of the coefficient
functions in QΦ is chosen in order to guarantee involutivity of QΦ.
1. M = 〈∂2, ∂3, ∂u〉, M = {QΦ = 〈∂2 − (Φ2/Φu)∂u, ∂3 − (Φ3/Φu)∂u〉}, scoLM = 1.
2. M = 〈∂2, ∂u〉, M = {QΦ = 〈∂2 +Φ∂u〉}, scoLM = 2.
3. M = 〈∂1 + ∂4, ∂2, ∂3, ∂u〉, M = {QΦ = 〈∂2 + ∂4 − ((Φ2 +Φ4)/Φu)∂u, ∂2 − (Φ2/Φu)∂u, ∂3 −
(Φ3/Φu)∂u〉}, scoLM = 1.
4. M = 〈∂1 + ∂4, ∂2, ∂3, ∂u〉, M = {QΦ = 〈∂2 + ∂4 − ((Φ2 +Φ4)/Φu)∂u, ∂2 − (Φ2/Φu)∂u, ∂3 −
(Φ3/Φu)∂u〉}, scoLM = 1.
5. a) M = 〈∂2, ∂u〉, M = {QΦ = 〈∂2 +Φ∂u〉}, scoLM = 1; b) M = 〈∂2, ∂3, ∂u〉, M = {QΦ =
〈∂2 − (Φ2/Φu)∂u, ∂3 − (Φ3/Φu)∂u〉}, scoLM = 1.
The condition that the module M is involutive is not explicitly included in Definitions 11
and 12. By these definitions, the meta-singular (resp. meta-regular) module M should only
contain a family of p-dimensional involutive submodules parameterized by an arbitrary function
of all variables. At the same time, in the case p > 2 this is equivalent to the fact that the
module M is involutive.
Proposition 14. A (p+1)-dimensional module M , where p > 2, contains a family of p-
dimensional involutive submodules parameterized by an arbitrary function of all independent
and dependent variables if and only if the module M is involutive.
Proof. Suppose that the moduleM contains a family M of p-dimensional involutive submodules
parameterized by an arbitrary function of all variables modulo functions with a smaller number
of arguments. Then we can choose a basis (Q0, . . . , Qp) ofM in such a way that the vector fields
Q1, . . . , Qp generate an involutive submodule of M from M and, moreover, commute. By a
change of the variables (x, u) these vector fields are reduced to shift operators, Qs = ∂s. Up to
combining with Qs and multiplying by a nonvanishing function, the vector field Q0 can be chosen
in the form Q0 = ξ
0ι(x, u)∂ι+η
0(x, u)∂u, where one of the coefficients ξ
0ι, ι = p+1, . . . , n, or η0
is equal to 1. The entire set of p-dimensional submodules of M is partitioned into the subsets
S0 = {Qθ¯ = 〈Qs + θsQ0, s = 1, . . . , p〉},
Ss = {Qθ¯s = 〈Q0, . . . , Qs−1, Qs′ + θs′Qs, s′ = s+ 1, . . . , p〉},
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where θ¯ = (θ1, . . . , θp), θ¯s = (θs+1, . . . , θp), and all θ’s run through the set of smooth functions
of (x, u).2 By construction, if Qθ¯
s
is an involutive module, then the chosen basis elements com-
mute. This implies that the components of θ¯s satisfy the equations Q0θ
s′ = 0, . . . , Qs−1θ
s′ = 0,
s′ = s+1, . . . , p, and can hence be expressed via functions of at most n+1−s arguments. There-
fore, the module M contains a family M of p-dimensional involutive submodules parameterized
by an arbitrary function of all variables modulo functions with a smaller number of arguments
if and only if such a family is a subset of S0.
If a module Qθ¯ from S0 is involutive, by the Frobenius theorem the overdetermined system
of the first-order linear partial differential equations QsΦ + θ
sQ0Φ = 0 with respect to the un-
known function Φ = Φ(x, u) has a solution with Q0Φ 6= 0, i.e., the parameter-functions θs can
be represented in the form θs = −Φs/Q0Φ. As the basis elements Qs + θsQ0 of the module Qθ¯
should commute, we have
[Qs + θ
sQ0, Qs′ + θ
s′Q0] = (θ
s′
s + θ
sQ0θ
s′ − θss′ − θs
′
Q0θ
s)Q0 + θ
s′Q0,s − θsQ0,s′
=
Φs′Q0,sΦ− ΦsQ0,s′Φ
(Q0Φ)2
Q0 +
Φs
Q0Φ
Q0,s′ − Φs
′
Q0Φ
Q0,s = 0,
where Q0,s = [Qs, Q0] = ξ
0ι
s ∂ι + η
0
s∂u.
Suppose that not all the vector fields Q0,s are zero. Let vector fields Q˜1, . . . , Q˜p˜ form a
basis of the module 〈Q0,s〉. Then the vector fields Q0, Q˜1, . . . , Q˜p˜ are linearly independent, the
vector fields Q0,s are represented as
∑p˜
s˜=1 λ
ss˜Q˜s˜ for some smooth functions λ
ss˜ = λss˜(x, u) and
the above commutation relations imply the following system for the function Φ:
Φs′Q0,sΦ− ΦsQ0,s′Φ = 0, λs′s˜Φs = λss˜Φs′ , s˜ = 1, . . . , p˜.
As some of the coefficients λss˜ are necessarily nonzero, in this case the function Φ runs at most
through the solution set of a system of first-order linear partial differential equations and, there-
fore, the number of its arguments is in fact less than n+ 1. This contradicts the existence of a
family of p-dimensional involutive submodules of M parameterized by an arbitrary function of
all variables modulo functions with a smaller number of arguments.
As a result, all the vector fields Q0,s = [Qs, Q0] are zero, i.e., the module M is involutive.
Conversely, if the module M is involutive, we choose a basis which consists of commuting
vector fields Q0, . . . , Qp. Each submodule Q
Φ = 〈Qs − (QsΦ)/(Q0Φ)Q0〉 is involutive and of
dimension p. Here Φ = Φ(x, u) runs through the set of smooth functions of (x, u) with Q0Φ 6= 0,
i.e., the complement of the solution set of the equation Q0Φ = 0. The general solution of this
equation is parameterized by a single function of n arguments. The modules QΦ and QΦ˜ as-
sociated with the functions Φ and Φ˜ coincide if and only if (Q0Φ)QsΦ˜ = (QsΦ)Q0Φ˜. We will
call such functions Φ and Φ˜ equivalent. Thus, the set traversed by Φ should additionally be
factorized with respect to this equivalence relation. A necessary and sufficient condition for the
equivalence of functions Φ and Φ˜ is that there exists a smooth function F of n−p+1 arguments
for which Φ˜ = F (ω1, . . . , ωn−p,Φ), where ω1, . . . , ωn−p form a complete set of functionally
independent solutions of the system Q0ω = 0, Qsω = 0. As the number of arguments of F is
less than n+ 1, the factorization does not affect the degree of arbitrariness of Φ.
Remark 15. Families of involutive submodules belonging to the set S0 can be parameterized in
different ways. Thus, in the above proof these submodules are parameterized via the represen-
tation of the coefficients θs in the form θs = −QsΦ/Q0Φ, and the set traversed by Φ = Φ(x, u)
2 This can be seen as follows: Suppose that R = 〈R1, . . . , Rp〉 is a p-dimensional submodule of M and write
Rs =
∑p
k=0 λ
skQk, where λ
sk are smooth functions of (x, u). Set Λ := (λsk)k=0,...,ps=1,...,p and Λ
′ := (λsk)k=1,...,ps=1,...,p . We
have rankΛ = p. If rankΛ′ = p, by elementary row operations we may generate a basis of R that identifies it
as an element of S0. Otherwise we may transform Λ into a form with λ
10 = 1 and all other entries of the first
column and first row vanishing. Applying the same reasoning as before to the resulting lower right submatrix
we obtain either a basis of type S1 or we may again simplify the first column and first row of this submatrix as
before. Thus the claim follows by induction.
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should be factorized with respect to an equivalence relation. Alternatively, we can choose, e.g.,
any of the θs instead of Φ as a parameterized function. After Ψ1 = θ1 is chosen as such a
function, the condition [Q1 + θ
1Q0, Q2 + θ
2Q0] = 0 implies the first-order linear partial dif-
ferential equation Q1θ
2 + θ1Q0θ
2 = Q2θ
1 + θ2Q0θ
1 with respect to θ2, whose general solution
is parameterized by an arbitrary function Ψ2 of n arguments. In the same way, the condition
[Qi + θ
iQ0, Q3 + θ
3Q0] = 0, i = 1, 2, gives the system of two first-order linear partial differ-
ential equations Qiθ
3 + θiQ0θ
3 = Q3θ
i + θ3Q0θ
i. This system is associated with the module
generated by the vector fields Qi+ θ
iQ0+(Q3θ
i+ θ3Q0θ
i)∂θ3 , which is involutive in view of the
equation for θ2. It follows from the Frobenius theorem that the general solution of the system
is parameterized by an arbitrary function Ψ3 of n − 1 arguments. Iterating the procedure for
each θs, we bijectively parameterize involutive modules from the submodule set S0 by the tuple
(Ψ1, . . . ,Ψp), where Ψs runs through the set of smooth functions of n+ 2− s arguments.
Corollary 16. Any (p+1)-dimensional meta-singular (resp. meta-regular) module M for a dif-
ferential function L, where p > 2, is involutive.
Proposition 17. A (p+1)-dimensional module M , where p > 2, is meta-singular (resp. meta-
regular) for a differential function L if and only if it contains, up to point transformations in
the space of (x, u), a family M of p-dimensional involutive submodules singular (resp. regular)
for L of the form
QΦ = 〈∂s − (Φs/Φu)∂u, s = 1, . . . , p〉
parameterized by an arbitrary smooth function Φ = Φ(x, u) of all independent and dependent
variables with Φu 6= 0. The singularity co-order of the family M for the differential function L
coincides with that of the entire module M , scoLM = scoLM .
Proof. Suppose that the module M is meta-singular (resp. meta-regular) for a differential
function L. As the module M is involutive in view of Corollary 16, we can choose a ba-
sis of M consisting of commuting vector fields Q0, . . . , Qp that satisfy the rank condition
rank(ξsi) = p. A change of the variables (x, u) reduces these vector fields to shift operators,
Qs = ∂s and Q0 = ∂u. A submodule of the form Q
θ¯ = 〈Qs + θsQ0, s = 1, . . . , p〉 of M is
involutive if and only if the coefficients θs can be represented in the form θs = −Φs/Φu for
some function Φ = Φ(x, u) with Φu 6= 0, cf. the proof of Proposition 14. Thus, the family
M = {QΦ = 〈∂s − (Φs/Φu)∂u, s = 1, . . . , p〉}, parameterized by the arbitrary function Φ with
Φu 6= 0, is of the required form.
The converse statement and the equality with singularity co-orders are obvious in the regular
case and hence it suffices to prove them only in the singular case.
Let the module M contain, up to point transformations in the space of (x, u), a family
M = {QΦ} of the required form and let scoLM = k < r = ordL. Hence we have that
scoLQ
Φ 6 k for any allowed value of the parameter-function Φ. In the initial coordinates, the
basis elements of a submodule QΦ take the form Qs − (QsΦ)/(Q0Φ)Q0, where Q0, . . . , Qp are
commuting vector fields. It suffices to prove that any p-dimensional involutive submodule P
of M , which satisfies the rank condition and does not belong to the family {QΦ}, is singular
for L. Up to a permutation of the vector fields Q1, . . . , Qp, a basis of P consists of the vector
fields Q0 and Qs′ + θ
s′Q1, s
′ = 2, . . . , p, where the coefficients θs
′
are smooth functions of (x, u).
For convenience, by a point transformation of the variables (x, u) we reduce the vector fields
Q0, Q2, . . . , Qp and Q1 to the shift operators ∂1, ∂2, . . . , ∂p and ∂u, respectively. As the
submodule P is involutive, the coefficients θs
′
possess the representation θs
′
= −Ψs′/Ψu, where
Ψ is a smooth function of x2, . . . , xn and u with Ψu 6= 0. Consider the family of involutive
modules of the form
Qε = 〈Q0 + εQ1, Qs′ + θs′εQ1, s′ = 2, . . . , p〉
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parameterized by a constant ε running through a neighborhood of zero. Here the coefficients
θs
′ε are obtained via replacing the argument u in θs
′
by u− εx1, θs′ε = θs′(x2, . . . , xn, u− εx1).
For each nonzero value of ε the module Qε belongs to the family {QΦ}. This is obvious after
the transition from the chosen basis to the basis
(Q1 + ε
−1Q0, Qs′ − ε−1θs′εQ0, s′ = 2, . . . , p).
Therefore, any module Qε with ε 6= 0 is singular for the differential function L. Consider the
differential function Lˆε which is associated with L on the manifold Qε(r) via the exclusion of the
derivatives uα with α1 + · · · + αp > 0 from L using the equations u1 = ε, us′ = θs′ε and their
differential consequences. The function Lˆε is smooth in the parameter ε, the variables x and
derivatives of u with respect to xp+1, . . . , xn. As ord Lˆ
ε 6 k for any ε 6= 0, the same statement
is true for ε = 0 by continuity. This means that the submodule P = Qε|ε=0 is singular for L,
and scoL P 6 k = scoLM.
It is obvious that scoLM > scoLM. As any p-dimensional involutive submodule Q of M
satisfies the inequality scoLQ 6 scoLM, we obtain that scoLM = scoLM.
The case of two-dimensional meta-singular (resp. meta-regular) modules is special. As any
one-dimensional module of vector fields is involutive, the fact that a two-dimensional module is
meta-singular (resp. meta-regular) for a differential function does not imply that this module
is involutive. More specifically, the conclusion of Proposition 14 is not true if p = 1. This is
why the reduced form of submodules of a two-dimensional meta-singular (resp. meta-regular)
module depends on whether this module is involutive or not.
Proposition 18. A two-dimensional module M is meta-singular (resp. meta-regular) for a
differential function L if and only if it contains, up to point transformations in the space of
(x, u), a family M of one-dimensional submodules singular (resp. regular) for L with basis vector
fields in a reduced form parameterized by an arbitrary smooth function θ = θ(x, u). The reduced
form is
∂1 + θ∂u or ∂1 + u∂2 + ξ
3∂3 + · · ·+ ξn∂n + θ∂u
if the module M is involutive or not involutive, respectively. Here ξi = ξi(x, u), i = 3, . . . , n are
fixed smooth functions. The singularity co-order of the family M for the differential function L
coincides with that of the entire module M , scoLM = scoLM .
In order to make the further consideration for p = 1 consistent with the case of p > 2, the
parameter-function θ can be represented in the form θ = −Φ1/Φu, where Φ = Φ(x, u) is an
arbitrary smooth function with Φu 6= 0.
Proof. If the moduleM is involutive, the proof is similar to that of Proposition 14. We therefore
only consider the case when the module M is not involutive.
Let the module M be meta-singular (resp. meta-regular) for a differential function L.
We choose a basis (Q0, Q1) of M such that the vector field Q1 satisfies the rank condition
rank(ξ1i) = 1 and reduce the vector field Q0 by a change of the variables (x, u) to the shift
operator with respect to u, Q0 = ∂u. Up to permutation of the variables x1, . . . , xp, we
can assume that ξ11 6= 0. Then we replace the basis element Q1 by (ξ11)−1(Q1 − η1Q0)
in order to set η1 = 0 and ξ11 = 1. As the module M is not involutive, the commutator
[Q0, Q1] = ξ
12
u ∂2 + · · · + ξ1nu ∂n does not vanish. Hence we can assume up to permutation of
the variables x2, . . . , xp that ξ
12
u 6= 0. The change of variables x˜s = xs and u˜ = ξ12(x, u)
with the simultaneous replacement of Q0 by (ξ
12
u )
−1Q0 reduces the basis elements of M to the
form Q0 = ∂u and Q1 = ∂1 + u∂2 + ξ
3∂3 + · · · + ξn∂n. Then the family M = {〈Q1 + θQ0〉} of
one-dimensional submodules of M singular for L, where the parameter θ = θ(x, u) runs through
the set of smooth functions of all independent and dependent variables, is of the required form.
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The converse statement and the equality with singularity co-orders are again obvious in the
regular case and hence it suffices to prove them only in the singular case.
Let the module M contain, up to point transformations in the space of (x, u), a family M
of the required form with scoLM = k < r = ordL. Hence we have that scoL〈Q1 + θQ0〉 6 k
for any value of the parameter-function θ. After returning to the initial coordinates, it suffices
to prove that the submodule 〈Q0〉 of M is singular for L if the vector field Q0 also satisfies the
rank condition in these coordinates. For convenience we reduce Q0 by a change of coordinates
to the shift operator ∂1. Consider the family of modules of the form Q
ε = 〈Q0+ ε(Q1− ξ11Q0)〉
parameterized by a constant ε running though a neighborhood of zero. For each nonzero value
of ε the module Qε belongs to the family M as in this case we have Qε = 〈Q1 + (ε−1 − ξ11)Q0〉.
Therefore, any module Qε with ε 6= 0 is singular for the differential function L. Consider the
differential function Lˆε which is associated with L on the manifold Qε(r) via the exclusion of the
derivatives uα with α1 > 0 from L using the equation u1 = ε(η
11 − ξ12u2 − · · · − ξ1nun) and
its differential consequences. The function Lˆε is smooth in the totality of the parameter ε, the
variables x and derivatives of u with respect to x2, . . . , xn. As the order of Lˆ
ε is not greater
than k for any nonzero ε, the same statement is true for ε = 0 by continuity. This means that
the submodule 〈Q0〉 = Qε|ε=0 is singular for L, and scoL〈Q0〉 6 k = scoLM.
The set of one-dimensional submodules of M is exhausted by 〈Q0〉 and the elements of the
family M. Hence scoLM = scoLM .
4 Differential functions admitting meta-singular modules
Up to point transformations, we can describe the general form of differential functions admitting
meta-singular modules of vector fields.
Theorem 19. An rth order (r > 0) differential function L with one dependent and n indepen-
dent variables possesses a co-order k meta-singular (p+1)-dimensional module of vector fields
with 0 6 k < r and 0 < p < n if and only if it can be represented, up to point transformations,
in the form
L = L¯(x,Ωr,k,p), (3)
where Ωr,k,p =
(
ωα, |α| 6 r, αp+1+· · ·+αn 6 k
)
, and the function L¯ essentially depends on some
ωα with αp+1+ · · ·+αn = k. Here ωα = uα or, only for the case p = 1, ωα = Dα22 · · ·Dαnn (D1+
uD2 + ξ
3D3 + · · ·+ ξnDn)α1u for some fixed smooth functions ξi = ξi(x, u), i = 3, . . . , n.
Proof. Suppose that a differential function L possesses a (p+1)-dimensional co-order k meta-
singular module M . Up to combining basis elements and change of variables, a basis of the
module M consists of either the vector fields Qs = ∂s and Q0 = ∂u or, if p = 1 and the
module M is not involutive, the vector fields Q1 = ∂1 + u∂2 + ξ
3∂3 + · · · + ξn∂n and Q0 = ∂u,
cf. Propositions 17 and 18. Although the form of the initial differential function L will also be
transformed by the change of variables, for simplicity we will continue to use the old notations
for all new values.
We choose a family M = {QΦ = 〈Qs − (Φs/Φu)∂u, s = 1, . . . , p〉} of p-dimensional involutive
submodules of M that are parameterized by an arbitrary function Φ = Φ(x, u). Then we fix
an arbitrary point z0 = (x0, u0(r)) ∈ Jr and consider the values of the parameter-function Φ for
which z0 ∈ QΦ(r). (Here by QΦ(r) we denote the manifold that is defined in the jet space Jr by
the system with the same notation QΦ(r) consisting of the independent differential consequences
of the characteristic system QΦ up to equation order r.) This condition for Φ implies that the
values of the derivatives of Φ with respect to only x1, . . . , xn at the point (x
0, u0), which contain
differentiation with respect to some xs, are expressed via u
0
(r) and values of derivatives of Φ in
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(x0, u0), containing differentiation with respect to u. The latter values are not constrained. For
instance, if the module M is involutive, we get
Φs(x
0, u0) = −u0sΦu(x0, u0),
Φsi(x
0, u0) = −u0siΦu(x0, u0)− u0iΦsu(x0, u0)− u0sΦiu(x0, u0)− u0su0iΦuu(x0, u0), . . . .
We introduce the new coordinates (xi, ωα, |α| 6 r) in Jr instead of the standard ones
(xi, uα, |α| 6 r). If the module M is involutive, this change of coordinates is just a re-labeling
of variables in order to guarantee consistency with the special case of non-involutive modules
for p = 1. In the latter case, this is a valid change of coordinates since the Jacobian matrix
(∂ωα/∂uα′) is nondegenerate: it is a triangular matrix with all diagonal entries equal to 1 if we
implement the graded lexicographic order of multi-indices,
α ≺ β ⇔ |α| < |β| ∨ (|α| = |β| ∧ α1 < β1) ∨ (|α| = |β| ∧ α1 = β1 ∧ α2 < β2) ∨ · · · .
Denote by LˆΦ the differential function obtained from L by the procedure of excluding, in
view of the system QΦ(r), the derivatives of u that involve differentiations with respect to xs and
are thus assumed QΦ-principal. For a multi-index α = (α1, . . . , αn) we set αˇ = (α1, . . . , αp)
and αˆ = (αp+1, . . . , αn), i.e., α = (αˇ, αˆ). The symbol 0ˇ denotes the tuple of p zeros. As Q
Φ is
a co-order k singular module for L, the function LˆΦ does not depend on the derivatives u
(0ˇ,αˆ),
|αˆ| = k + 1, . . . , r. We use this condition step-by-step, starting from the greatest value of |αˆ|
and re-writing the derivatives in the new coordinates of Jr and in terms of L. In the course of
this procedure, we take into account the equality ωβ = ψ
β [u] satisfied on the manifold QΦ(r) for
each multi-index β with |β| 6 r. Here the differential function ψβ = ψβ [u] is defined by the
equality ψβ = D
βp+1
p+1 · · ·Dβnn (QΦ1 )β1 · · · (QΦp )βpu, and hence it is of |βˆ|th order and possesses the
representation
ψβ = (∂u(Q
Φ
1 )
β1 · · · (QΦp )βpu
)
u
(0ˇ,βˆ) + ψ˜
β[u]
with some differential function ψ˜β = ψ˜β[u] of order less than |βˆ|. Therefore, for each α with
αˇ = 0ˇ and |αˆ| 6 r the chain rule implies that
LˆΦuα(z
0) =
∑
β : |β|6r, |βˆ|>|αˆ|
Lωβ(z
0)ψβuα(z
0). (4)
Thus, in the new coordinates for each α with αˇ = 0ˇ and |αˆ| = r the equation LˆΦuα(z0) = 0
can be written in the form Lωα(z
0) = 0. Indeed, in this case we have that ψβuα = 1 if β = α and
ψβuα = 0 otherwise. This completes the first step.
In the second step we fix a value of α with αˇ = 0ˇ and |αˆ| = r−1. As Lωβ (z0) = 0 if βˇ = 0ˇ and
|βˆ| = r, the summation multi-index in (4) with the fixed α can be assumed to run through the
set B1 = {β | |βˇ| 6 1, |βˆ| = r−1}. The derivative ψβuα is equal to 1, ∂uQΦs u and 0 for β = (0ˇ, αˆ),
β = (δs, αˆ) and all other values of β from B1, respectively. Here δs is the p-tuple with the sth
entry equal to 1 and the other entries equal to 0. Therefore, the equation LˆΦu(0ˇ,αˆ)(z
0) = 0 implies
that
Lω(0ˇ,αˆ)(z
0) + Lω(δs,αˆ)(z
0)
(
∂uQ
Φ
s u
)∣∣
(x,u)=(x0,u0)
= 0.
Note that ∂uQ
Φ
s u = −(Φs/Φu)u. We split with respect to the value Φsu(x0, u0) as it is uncon-
strained. Thereby we arrive at the equations Lω(0ˇ,αˆ)(z
0) = 0 and Lω(δs,αˆ)(z
0) = 0.
Iterating this procedure, before the µth step, µ ∈ {3, . . . , r − k}, we derive the equations
Lωβ(z
0) = 0, where the multi-index β runs through values for which r − µ + 2 6 |βˆ| 6 r and
|βˇ| 6 r−|βˆ|. Then for each fixed value of α with αˇ = 0ˇ and |αˆ| = r−µ+1 the summation multi-
index in (4) can be assumed to run through the set Bµ = {β | |βˇ| 6 µ− 1, |βˆ| = r− µ+1}. For
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β ∈ Bµ the derivative ψβuαequals ∂u(QΦ1 )β1 · · · (QΦp )βpu if βˆ = αˆ and is zero otherwise. Therefore,
the equation LˆΦu(0ˇ,αˆ)(z
0) = 0 implies the condition
∑
|βˇ|6µ−1, βˆ=αˆ
Lωβ(z
0)
(
∂u(Q
Φ
1 )
β1 · · · (QΦp )βpu
)∣∣
(x,u)=(x0,u0)
= 0.
The values (∂β11 · · · ∂βpp Φu)(x0, u0), 0 < |βˇ| 6 µ− 1, are unconstrained. Hence by splitting with
respect to them or, equivalently, by splitting with respect to
(
∂u(Q
Φ
1 )
β1 · · · (QΦp )βpu
)∣∣
(x,u)=(x0,u0)
,
0 < |βˇ| 6 µ− 1, we obtain the equations Lωβ(z0) = 0, |βˆ| = r − µ+ 1 and |βˇ| 6 µ− 1.
Finally, after the (r−k)th step we derive the system Lωα(z0) = 0, |αˆ| > k and |α| 6 r, which
implies the condition (3).
Conversely, let an rth order differential function L be of the form (3) (after a point transfor-
mation). For an arbitrary smooth function Φ = Φ(x, u) with Φu 6= 0, we consider the involutive
module QΦ generated by either the vector fields QΦs = ∂s − (Φs/Φu)∂u in the general case or
the vector field QΦ1 = ∂1 + u∂2 + ξ
3∂3 + · · · + ξn∂n − (Φs/Φu)∂u in the special case with p = 1.
Using L¯ and QΦ, we construct the differential function L˜Φ = L¯(x, Ω˜r,k,p), where
Ω˜r,k,p =
(
ωα = D
αp+1
p+1 · · ·Dαnn (QΦ1 )α1 · · · (QΦp )αpu, |αˆ| 6 k, |α| 6 r
)
.
By construction, ord L˜Φ 6 k for all values of the parameter-function Φ with Φu 6= 0. Moreover,
ord L˜Φ = k for almost all values of this parameter-function except those which satisfy a system
of differential equations. As
L|QΦ
(r)
= L˜Φ|QΦ
(r)
,
where Φ runs through the set of smooth functions of (x, u) with nonvanishing derivatives with
respect to u, the family M = {QΦ} is a co-order k singular family of p-dimensional involutive
modules for the differential function L in the new coordinates. We return to the old coordinates.
In view of Proposition 17 if p > 2 or Proposition 18 if p = 1, the module of vector fields which
contains the familyM is a co-order k meta-singular (p+1)-dimensional module for the differential
function L.
Excluding the special case of two-dimensional non-involutive meta-singular modules, the
result presented in Theorem 19 can be formulated in the following way: A differential function
with one dependent and n independent variables admits a co-order k meta-singular (p+1)-
dimensional involutive module M if and only if it can be reduced by a point transformation of
the variables to a differential function L, where the differentiation with respect to n − p fixed
independent variables in each derivative of the dependent variable among (essential) arguments
of L is of aggregate order not greater than k.
Corollary 20. Any differential function with one dependent and n independent variables of
positive order does not admit any meta-singular (p+1)-dimensional (0 < p < n) module of
singularity co-order −∞.
Proof. Assume, to the contrary, that there exists an rth order (r > 0) differential function L with
one dependent and n independent variables that possesses a meta-singular (p+1)-dimensional
(0 < p < n) module M of singularity co-order −∞. Following the proof of Theorem 19, we
re-combine basis elements ofM and change variables in order to reduce the chosen basis ofM to
the same canonical form as in that proof. We also choose a family M of p-dimensional involutive
submodules of M that are parameterized by an arbitrary function Φ of (x, u). Repeating the
further steps of the proof leads to the conclusion that the differential function L is of the form (3)
with k = 0. Since ordL = r, the function L¯ in this representation essentially depends on some
ωα’s with |α| = r. For each α with |α| = r, the expression for ωα in view of the system QΦ(r)
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involves the derivative Φα, and the analogous expressions for other ω’s do not. Therefore, the
differential function LˆΦ is of order 0 for all values of the parameter-function Φ except solutions
of the equation LˆΦu = 0, treated as an r+1th order differential equation with respect to Φ. This
property is preserved by point transformations because of the arbitrariness of Φ. Therefore, in
the initial variables we also have scoLM > 0, which contradicts the assumption.
Remark 21. Clearly a meta-singular (resp. meta-regular) (p+1)-dimensional module M for
a differential function L may contain p-dimensional involutive modules whose singularity co-
orders are less than the singularity co-order scoLM =: k of the entire module M . Consider a
family M = {QΦ = 〈Qs − (Φs/Φu)Q0, s = 1, . . . , p〉} of p-dimensional involutive submodules
ofM which are parameterized by an arbitrary function Φ = Φ(x, u) and assume that scoLM = k.
Here the basis vector fields Qs and Q
0 of M are assumed to be reduced to the form presented
in the beginning of the proof of Theorem 19. Then the values of Φ for which scoLQ
Φ < k are
solutions of the system
∑
|αˇ|6r−k
L¯ωα(x, Ω˜r,k,p)
(
∂u(Q
Φ
1 )
α1 · · · (QΦp )αpu
)
= 0, |αˆ| = k,
where L¯ and Ω˜r,k,p are defined in Theorem 19 and its proof, respectively. In other words, the
regular values of Φ associated with the submodules of the maximal singularity co-order k in M
satisfy, for some αˆ with |αˆ| = k, the inequality
∑
|αˇ|6r−k
L¯ωα(x, Ω˜r,k,p)
(
∂u(Q
Φ
1 )
α1 · · · (QΦp )αpu
) 6= 0.
Remark 22. In general, a differential function L (of order r > 0) admits an infinite number of
meta-regular modules of various dimensions. Indeed, suppose that at a point z0 = (x0, u0(r))
of the rth order jet space Jr, the differential function L has a noncharacteristic direction
(c1, . . . , cn), i.e.,
C :=
∑
|α|=r
Luα(x
0, u0(r))c
α1
1 . . . c
αn
n 6= 0,
cf. [23, Definition 2.75]. We change the independent variables x, x˜i = X
i(x) with X1i (x
0) =
ci, in a neighborhood of x
0 and set u˜ = u, which induces a local coordinate change in Jr.
Denote by z˜0 the new coordinates of the point z0. In the new coordinates, the derivative Lu˜rδ1
coincides with C at the point z˜0 and hence it does not vanish in a neighborhood of this point.
Then any module M = 〈Q0, . . . , Qp〉 with 0 < p < n, where Q0 = ∂u˜ and 〈Q1, . . . , Qp〉 is a
submodule of 〈∂x˜2 , . . . , ∂x˜n〉, is a meta-regular module for L. Pushing forward elements of M
by the inverse change of coordinates, we construct a meta-regular module for L in the initial
variables (x, u). Due to the functional freedom in choosing X1 and, additionally if p < n − 1,
the functional freedom in choosing p-dimensional submodules in 〈∂x˜2 , . . . , ∂x˜n〉, the differential
function L admits an infinite number of meta-regular modules of any dimension p with 0 < p < n.
5 Singular modules of vector fields for differential equations
An involutive moduleQ satisfying the rank condition is called (strongly) singular for a differential
equation L if it is singular for the differential function L[u] constituting the left hand side of
the canonical representation L[u] = 0 of the equation L. Strongly regular modules are defined
similarly. Usually we will omit the attribute “strongly”.
As left hand sides of differential equations are defined up to multipliers which are nonvan-
ishing differential functions, the conditions from Definition 8 can be weakened when considering
differential equations.
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Definition 23. A p-dimensional (0 < p < n) involutive module Q which satisfies the rank
condition is called weakly singular for the differential equation L: L[u] = 0 of essential order r > 0
if there exists a differential function L˜ = L˜[u] of an order less than r and a nonvanishing
differential function λ = λ[u] of an order not greater than r such that L|Q(r) = (λL˜)|Q(r) .
Otherwise we call Q a weakly regular module for the differential equation L. If the minimal
order of differential functions whose restrictions on Q(r) coincide, up to nonvanishing functional
multipliers, with L|Q(r) is equal to k ∈ {−∞, 0, 1, . . . , r}, then the module Q is said to be weakly
singular of co-order k for the differential equation L.
In particular, as in the case of strong regularity, weakly regular modules for the differential
equation L are defined to have weak singularity co-order r = ordL. An involutive module Q is
considered to be weakly ultra-singular for the differential equation L: L[u] = 0 if it is strongly
ultra-singular for L. We write wscoLQ for the weak singularity co-order of the module Q for
the equation L.
Strong singularity implies weak singularity and consequently weak regularity implies strong
regularity. The weak singularity co-order is always less or equal and may be strictly less than the
strong singularity co-order. Thus, strongly regular modules may be singular in the weak sense.
Example 24. To illustrate the relation between strong and weak singularity co-order, consider
the equation x2u111 + x1u222 = e
u33(u3 + u). It possesses the two-dimensional singular module
〈∂1, ∂2〉 whose strong and weak singularity co-orders equal 2 and 1, respectively. The same
module 〈∂1, ∂2〉 is strongly regular and is of weak singularity co-order 1 for the equation x2u11+
x1u22 = e
u33(u3 + u).
Let Lˆ be the differential function associated with L on the manifold Q(r) by excluding Q-
principal derivatives. Without loss of generality, we can replace the differential functions λ
and L˜ in Definition 23 by their counterparts associated with them on Q(r). Then the equality
L = λL˜ on the manifold Q(r) is equivalent to the representation Lˆ = λL˜. We suppose that Lˆ is
of maximal rank in a derivative uα of the highest order k appearing in this differential function,
i.e., Lˆu(0ˇ,αˆ) 6= 0 for some αˆ with |αˆ| = k on the solution manifold of the equation Lˆ = 0 (see
the notation in the proof of Theorem 19). Then we can set L˜ = Lˆ and λ = 1, which means
that the weak singularity co-order of Q for the equation L: L = 0 equals the order k of Lˆ and,
consequently, the strong singularity co-order of Q for this equation. Therefore, in this case there
is an entirely algorithmic procedure for testing whether an involutive module is weakly singular
for a partial differential equation.
Proposition 25. A differential equation L: L[u] = 0 with one dependent and n independent
variables possesses a co-order k weakly singular p-dimensional module of vector fields (0 < p 6 n)
if and only if this module is co-order k strongly singular for L (possibly in a representation
differing from L[u] = 0 by multiplication by a nonvanishing differential function of u).
Proof. In the notation of Definition 23, the equation L = 0 is equivalent to the equation L˜ = 0,
and scoL˜Q = k.
Example 26. Multiplying the equations from Example 24 by the nonvanishing differential
function e−u33 , we obtain the equations e−u33(x2u111 + x1u222) = u3 + u and e
−u33(x2u11 +
x1u22) = u3 + u, respectively. Then the module 〈∂1, ∂2〉 is a singular module of both weak and
strong singularity co-orders 1 for these equations.
The following assertion is proven in the same way as Proposition 10.
Proposition 27. Suppose that L is a differential equation with respect to the unknown func-
tion u of n independent variables x and let Q be an involutive module of vector fields defined
in the space of (x, u), which is of dimension less than n and satisfies the rank condition. Then
wscoLQ 6 wscoL Qˇ for any involutive submodule Qˇ of Q. In particular, the module Q is weakly
singular for L if it contains a submodule weakly singular for L.
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Modules that are meta-singular (resp. meta-regular) for differential equations in the strong
sense are defined in a way similar to strongly singular (resp. regular) modules.
Definition 28. A (p+1)-dimensional (0 < p < n) module M is called meta-singular (resp.
meta-regular) for the differential equation L in the strong sense if it is meta-singular (resp.
meta-regular) for the differential function L[u] constituting the left hand side of the canonical
representation L[u] = 0 of the equation L.
The notion of meta-singular (resp. meta-regular) modules for differential equations in the
weak sense is defined by analogy with the case of differential functions.
Definition 29. A (p+1)-dimensional (0 < p < n) moduleM is called meta-singular in the weak
sense for the differential equation L if any p-dimensional involutive submodule ofM that satisfies
the rank condition is weakly singular for L and the module M contains a family M = {QΦ}
of such submodules parameterized by an arbitrary function Φ = Φ(x, u) of all independent and
dependent variables. The weak singularity co-order of the meta-singular moduleM for L, which
is denoted by wscoLM , coincides with the maximum of the weak singularity co-orders of its
involutive submodules satisfying the rank condition.
Definition 30. A (p+1)-dimensional (0 < p < n) module M is called meta-regular in the weak
sense for the differential equation L if the module M contains a family M = {QΦ} of p-dimen-
sional involutive submodules that are weakly regular for L and parameterized by an arbitrary
function Φ = Φ(x, u) of all independent and dependent variables, and thus scoLM = ordL.
Theorem 31. An rth order (r > 0) differential equation L: L[u] = 0 of maximal rank with
one dependent and n independent variables possesses a co-order k weakly meta-singular (p+1)-
dimensional moduleM of vector fields if and only if the differential function L can be represented,
up to point transformations of variables, in the form
L = λ¯[u]L¯(x,Ωr,k,p), (5)
where λ¯ is a nonvanishing differential function of order not greater than r, L¯ is a smooth function
of x and Ωr,k,p =
(
ωα, |α| 6 r, αp+1 + · · · + αn 6 k
)
that essentially depends on some ωα with
αp+1 + · · · + αn = k. Here ωα = uα or, only for the case p = 1, ωα = Dα22 · · ·Dαnn (D1 +
uD2 + ξ
3D3 + · · · + ξnDn)α1u for some fixed smooth functions ξi = ξi(x, u), i = 3, . . . , n.
The value of k should be minimal among all possible representations of the form (5) for the
differential function L. Then the module M is co-order k strongly meta-singular for the equation
L¯(x,Ωr,k,p) = 0, which is equivalent to L.
Proof. We will freely use the notations and definitions from the proof of Theorem 19.
To begin with, assume that the differential equation L: L[u] = 0 is of maximal rank and
admits a co-order k weakly meta-singular (p+1)-dimensional module of vector fields. Up to
point transformations and changes of module basis, it suffices to consider only the family M =
{QΦ = 〈Qs− (Φs/Φu)Q0, s = 1, . . . , p〉} of p-dimensional involutive submodules of M which are
parameterized by an arbitrary function Φ = Φ(x, u). Here Q0 is reduced to the shift operator ∂u
and the vector fields Qs take either the form Qs = ∂s or, if p = 1 and the module M is not
involutive, the form Q1 = ∂1 + u∂2 + ξ
3∂3 + · · ·+ ξn∂n.
Given any point z0 = (x0, u0(r)) ∈ L ⊂ Jr we choose the modules from M = {QΦ} for which
z0 ∈ QΦ(r). It then follows that the values of the derivatives of Φ with respect to only x1, . . . , xn
at the point (x0, u0), which contain differentiation with respect to some xs, can be expressed
via u0(r) and values of derivatives of Φ in (x
0, u0), containing differentiation with respect to u.
These latter values are then unconstrained.
We next derive from L the differential function LˆΦ by excluding, in view of the system QΦ(r),
QΦ-principal derivatives of u, which involve differentiations with respect to xs. The fact that
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for any function Φ with Φu 6= 0 the module QΦ is at most of co-order k weak singularity for L
leads to the condition LˆΦu(0ˇ,αˆ)(z0) = 0, |αˆ| = k+1, . . . , r. As in the proof of Theorem 19 we now
iteratively employ this condition, starting out with the greatest value r of |αˆ| and re-writing the
derivatives in the new coordinates (xi, ωα, |α| 6 r) of Jr and in terms of L. Thereby we obtain
Lωα(z
0) = 0, |αˆ| > k, |α| 6 r,
which is satisfied for any z0 ∈ L. Applying the Hadamard lemma to each of these equations and
using Lemma 3, we obtain (5).
Conversely, suppose that the rth order differential function L is of the form (5) (after a point
transformation). For an arbitrary smooth function Φ = Φ(x, u) with Φu 6= 0, we consider the
involutive module QΦ generated by either the vector fields QΦs = ∂s − (Φs/Φu)∂u in the general
case or the vector field QΦ1 = ∂1 + u∂2 + ξ
3∂3 + · · ·+ ξn∂n − (Φs/Φu)∂u in the special case with
p = 1. Using L¯ and QΦ, we construct the differential function L˜Φ = L¯(x, Ω˜r,k,p), where
Ω˜r,k,p =
(
ωα = D
αp+1
p+1 · · ·Dαnn (QΦ1 )α1 · · · (QΦp )αpu, |αˆ| 6 k, |α| 6 r
)
.
By construction, the order of the differential function L˜Φ is not greater than k for all allowed
values of the parameter-function Φ. Moreover, ord L˜Φ = k for almost all values of this parameter-
function except those which satisfy a system of differential equations. As
L
∣∣
QΦ
(r)
= (λ¯L¯)
∣∣
QΦ
(r)
= (λ¯L˜Φ)
∣∣
QΦ
(r)
,
where Φ runs through the set of smooth functions of (x, u) with nonvanishing derivative with
respect to u, the family M = {QΦ} is a co-order k weakly singular family of p-dimensional
involutive modules for the differential equation L in the new coordinates. We return to the old
coordinates. In view of Proposition 17, if p > 2, or Proposition 18 if p = 1, the module M of
vector fields which is spanned by the family M is a co-order k meta-singular (p+1)-dimensional
module for the differential function L/λ¯. Therefore, this module is a co-order k weakly meta-
singular (p+1)-dimensional module for the differential equation L.
Remark 32. Theorem 31 implies that, up to equivalence of equations by nonvanishing multi-
pliers that are differential functions, we do not need to specify which kind of meta-singularity,
weak or strong, of differential equations is meant.
6 Singularity of reduction modules and order
of reduced equations
Definition 33. An involutive module Q is called a singular reduction module of a differential
equation L if Q is both a reduction module of L and a weakly singular module of L.
Recall that differential equations are equivalent if they differ by a multiplier that is a non-
vanishing differential function. The essential order of a differential equation L is the minimal
order of equations in the equivalence class of L.
The following assertions are obtained as direct extensions of the corresponding results for the
case n = 2 [18].
Theorem 34. Let Q be a p-dimensional reduction module (0 < p 6 n) of an equation L. Then
the weak singularity co-order of Q for L coincides with the essential order of a corresponding
reduced differential equation.
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Proof. Suppose that p < n and k := wscoLQ > 0. Then any point transformation preserves the
value of wscoLQ. Locally, by a point transformation we can achieve the situation that in the new
variables the module Q has a basis (Qs = ∂s, s = 1, . . . , p). (Again we use the same notation for
old and new variables). An ansatz A constructed with Q in the new variables is u = ϕ(ω), where
ϕ = ϕ(ω) is the new unknown function, ω = (ω1, . . . , ωn−p), and ω1 = xp+1, . . . , ωn−p = xn are
the invariant independent variables. The system Q(r) consists of the equations uα = 0, where
the multi-index α = (α1, . . . , αn) satisfies the conditions α1 + · · ·+ αp > 0, |α| 6 r := ordL.
As Q ∈ Rp(L), there are differential functions λˇ = λˇ[ϕ] and Lˇ = Lˇ[ϕ] of an order not greater
than r such that L|A = λˇLˇ (cf. [42]). The function λˇ does not vanish and may depend on the
variables xs as parameters. Modulo equivalence generated by nonvanishing multipliers we may
assume that the function Lˇ is of minimal order rˇ. Then the reduced equation Lˇ: Lˇ = 0 has
essential order rˇ.
Now since wscoLQ = k it follows that there exists a strictly kth order differential function
L˜ = L˜[u] and a nonvanishing differential function λ˜ = λ˜[u] of an order not greater than r, which
depend at most on x and derivatives of u with respect to xp+1, . . . , xn such that (L−λ˜L˜)|Q(r) = 0.
Suppose first that rˇ would be less than k. In this case we can use λ˜new = λˇ|u ϕ and
L˜new = Lˇ|u ϕ in the definition of weak singularity to arrive at the contradiction wscoLQ 6
ord L˜new = rˇ < k. Thus rˇ > k. (Here “u ϕ” means that the derivatives ∂
αp+1
p+1 . . . ∂
αn
n u should
be substituted instead of the derivatives ∂
αp+1
ωp+1 . . . ∂
αn
ωnϕ.)
On the other hand, if rˇ > k we conclude that λˇLˇ = (λ˜L˜)|A, where the variables xs play the
role of parameters. Fixing a value x0s of xs for each s, we obtain the representation
Lˇ =
λ˜|A
λˇ
∣∣∣∣
xs=x
0
s
L˜
∣∣∣∣
A, xs=x
0
s
.
However, as ord L˜|A, xs=x0s 6 k < rˇ, this representation contradicts the condition that rˇ is the
essential order of the reduced equation Lˇ.
We conclude that rˇ = k > 0. Then the value of rˇ does not depend on the choice of ansatz
among those constructed with Q. The inverse change of variables preserves the claimed property.
Consider now the case k := wscoLQ 6 0. In general, the values k = −∞ and k = 0 are not
invariant with respect to point transformations since they may be mapped to each other by such
transformations. The essential order of the related reduced equations may depend on the choice
of ansatzes in the set of ansatzes constructed with Q. This is why straightening out the basis
vector fields Qs and choosing an ansatz should be consistent with the structure of the restriction
of L to the manifold Q(r) in order to result in the proper reduction procedure. In view of the
condition k 6 0 there exists a smooth function L˜ = L˜(x, u) with ord L˜ = k and a nonvanishing
differential function λ˜ = λ˜[u] of an order not greater than r such that L = λ˜L˜ on Q(r). Lemma 4
implies that Q is a reduction module of the equation L˜: L˜ = 0, and thus QsL˜ = ΛsL˜ for some
smooth function Λs = Λs(x, u). Due to Lemma 3, this gives the representation L˜ = λˇLˇ, where
λˇ is a nonvanishing smooth function of (x, u), and the smooth function Lˇ = Lˇ(x, u) satisfies the
system QsLˇ = 0. Therefore, the function Lˇ is an invariant of the module Q and hence it can be
presented as a function of the basis invariants I0, . . . , In−p, Lˇ = ζ(I0, . . . , In−p) for a smooth
function ζ of its arguments. Note that k 6 ord Lˇ 6 0 since we have L = λ˜λˇLˇ on Q(r), and λ˜λˇ is
a nonvanishing differential function of u.
If k = 0, then ord Lˇ = 0 and thus the function ζ essentially depends at least on one basis
invariant. Up to permutation of the basis invariants, we can assume that this invariant is I0.
Then the ansatz (1) reduces L to the equation ζ(ϕ,ω) = 0, and the order of this reduced equation
as equation for ϕ equals zero.
Finally suppose that k = −∞. In view of the rank condition for Q, there exists an element of
the basis (I0, . . . , In−p) of Q-invariants whose derivative with respect to u does not vanish. Up
to permutation of the basis, we can assume that this invariant is I0. We now change coordinates
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in the space of (x, u): y0 = I
0(x, u), yσ = I
σ(x, u), zs = J
s(x, u), where, as in Section 2,
each Js = Js(x, u) is a solution of the system Qs′J
s = δss′ , and δss′ is the Kronecker delta.
Denote y = (y0, . . . , yn−p) and z = (z1, . . . , zp). The equality L˜u = 0 under the representation
L˜ = λˇ(y, z)ζ(y) can be written as
ζy0 +
Iσu
I0u
ζyσ = −
λu
λI0u
ζ,
where the coefficients of ζyσ and ζ are smooth functions that should be expressed in the co-
ordinates (y, z). We fix a value z = z0 in these coefficients and modify the coordinates y in
order to straighten out the vector field ∂y0+(I
σ
u/I
0
u)
∣∣
z=z0
∂yσ to ∂y0 . We also modify consistently
the functional basis of Q-invariants. Lemma 3 implies the representation ζ = λ˘ζ˘, where λ˘ is a
nonvanishing smooth function of y and the smooth function ζ˘ of y does not depend on y0. Then
the ansatz (1) reduces the equation L to the equation ζ˘(ω) = 0, which is of order −∞ with
respect to ϕ.
The proof of the case p = n is also given in Section 7 before Proposition 37. The distinguishing
feature of this case in comparison the case wscoLQ 6 0 with p < n is that there is no essential
freedom in choosing invariant dependent variable since there is only one functionally independent
Q-invariant if Q is an n-dimensional module.
Non-ultra-singular p-dimensional reduction modules (0 < p 6 n) of weak singularity co-
order −∞ lead to inconsistent reduced equations.
The properties of ultra-singular modules of vector fields as reduction modules are obvious.
The selection of ansatzes is not needed for them.
Proposition 35. 1) Any p-dimensional module Q of vector fields (0 < p 6 n) which is ultra-
singular for a differential equation L is a reduction module of this equation. An ansatz con-
structed with Q reduces L to the identity. Therefore, the family of Q-invariant solutions of L is
parameterized by an arbitrary smooth function of n− p Q-invariant variables.
2) If Q is a p-dimensional involutive module of vector fields and the family of Q-invariant
solutions of L is parameterized by an arbitrary smooth function of n− p Q-invariant variables,
then Q is an ultra-singular module for L.
Given a partial differential equation L, consider a reduction moduleQ for L of dimension n−1,
i.e., p = n−1. Such a module with wscoLQ > 0 reduces the equation L to an ordinary differential
equation whose essential order, in view of Theorem 34, is equal to wscoLQ. If wscoLQ = 0,
then the reduced equation is algebraic. This allows us to relate nonnegative wscoLQ with the
maximal number of parameters in families of Q-invariant solutions of L. An exception occurs
for wscoLQ = −∞, when Q reduces L to an identity if Q is an ultra-singular module for L,
while otherwise the corresponding reduced equation is inconsistent.
Proposition 36. Given an (n−1)-dimensional involutive module Q of vector fields and a dif-
ferential function L[u], suppose that the equation Lˆ = 0 with a lowest-order differential func-
tion Lˆ = Lˆ[u], associated with L[u] on the manifold Q(r) (with r = ordL) up to a nonvanishing
multiplier, can be solved with respect to the highest-order derivative of u appearing in this equa-
tion. Then any two of the following properties imply the third one.
1) Q is a reduction module of the equation L: L = 0.
2) The weak singularity co-order of Q for L equals l, where 0 6 l 6 r.
3) The equation L possesses an l-parameter family of Q-invariant solutions, and any Q-
invariant solution of L belongs to this family.
Proof. If Q is an (n−1)-dimensional reduction module of an equation L with wscoLQ > 0, then
the weak singularity co-order of Q for L equals the maximal number NL,Q of essential continuous
parameters in families of Q-invariant solutions of L. Indeed, the weak singularity co-order
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of Q for L coincides with the essential order rˇ of the reduced ordinary differential equation Lˇ
associated with Q, rˇ = wscoLQ. The maximal number of essential continuous parameters in
solutions of Lˇ also equals rˇ. The substitution of these solutions into the corresponding ansatz
leads to parametric families of Q-invariant solutions of L, and all Q-invariant solutions of L are
obtained in this way. Therefore, NL,Q = rˇ.
In view of the proposition’s supposition for Lˆ, the equation Lˇ can be written in normal form
and hence has an rˇ-parameter general solution that contains all solutions of Lˇ. Substituting it
into the corresponding ansatz, this solution gives an rˇ-parameter family of Q-invariant solutions
of L. There are no other Q-invariant solutions of L. Therefore, conditions 2 and 3 are equivalent
if condition 1 holds.
For any (n−1)-dimensional involutive module Q of vector fields we have NL,Q 6 k, where
by k we denote wscoLQ. Let us prove that Q is a reduction module of L if NL,Q = k.
Point transformations of the variables do not change the claimed property for k > 0, and thus
we can use the variables and notations from the same case of the proof of Theorem 34. For the
ansatz A: u = ϕ(ω) constructed with Q in the new variables, consider the differential function
L˘[ϕ] = Lˆ|A. It depends on the variables xs as parameters, and ord L˘ = k. Due to our assumption
on Lˆ, we can resolve the equation L˘ = 0 with respect to the highest-order derivative ϕ(k):
ϕ(k) = R[ϕ], where ordR < k. If Rxs 6= 0 for some s, splitting with respect to xs in the resolved
equation results in an ordinary differential equation R˜[ϕ] = 0 of an order lower than k. Any
Q-invariant solution of L has the form u = ϕ(ω), where the function ϕ satisfies, in particular,
the equation R˜[ϕ] = 0. This contradicts the condition that NL,Q = k. Therefore, Rxs = 0, i.e.,
the equation ϕ(k) = R[ϕ] is a reduced equation obtained from the equation L by the substitution
of the ansatz A: u = ϕ(ω) constructed with the module Q, i.e., Q is a reduction module of L.
The condition k = 0 means that Lˆ is a function of (x, u). In view of our assumption on Lˆ,
the equation Lˆ: Lˆ = 0 can be solved with respect to u. This gives a function u = f(x), which
is the only possible solution of the joint system Lˆ and Q. At the same time, by condition 3
the equation L, or equivalently Lˆ, possesses a Q-invariant solutions. Therefore, the function
u = f(x) is the only solution of the equation Lˆ = 0, and this solution is Q-invariant. This
is why the equation Lˆ = 0 is equivalent, up to a nonvanishing multiplier depending at most
on (x, u), to an equation involving only Q-invariants, which means by definition that Q is a
reduction module of Lˆ and, by Lemma 4, of L.
The precise relation between the reducibility of the equation L by the module Q and the
formal compatibility of the joint system of L and Q is in fact not as simple as one might believe.
See [17, footnote 1] for the case of one-dimensional reduction modules. The choice of the system
whose formal compatibility should be checked depends on wscoLQ and on what definition of
formal compatibility is used. Consider, e.g., the definition given in [37]. Let Eρ be a system of
κ differential equations E1[u] = 0, . . . , Eκ[u] = 0, which involves derivatives of u up to order ρ.
The system Eρ is interpreted as a system of algebraic equations in the jet space Jρ and defines a
manifold in Jρ, which is also denoted by Eρ. The ςth order prolongation Eρ+ς of the system Eρ,
ς ∈ N, is the system in Jρ+ς consisting of the equations DαEν [u] = 0, ν = 1, . . . , κ, |α| 6 ς. The
projection of the corresponding manifold on Jρ+ς−ς
′
, where ς ′ ∈ N and ς ′ 6 ς, is denoted by
E (ς′)ρ+ς−ς′ . The system Eρ is called formally integrable (or formally compatible) if E
(1)
ρ+ς = Eρ+ς for
any ς ∈ N.
There are two obstacles for the harmonization of the above definition of formal compatibility
and the definition of reduction module. The first obstacle is created by (in general) different
orders of the equation L: L[u] = 0 and the characteristic system Q: Qs[u] = 0. This is overcome
by attaching differential consequences the characteristic system Q to the joint system of L
and Q before testing its compatibility. The second obstacle is the lowering of the order of L[u]
on the manifold Q(r) if Q is a singular module for the equation L[u] = 0. Hence instead of the
equation L we should use the equation L˜: L˜[u] = 0, where L˜ is a differential function such that
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L = λ˜L˜ on Q(r) for some nonvanishing differential function λ of u, and ord L˜ = wscoLQ. The
module Q reduces the differential equation L if and only if
• the system L˜[u] = 0, DαQs[u] = 0, |α| < wscoLQ, in the case wscoLQ > 0 or
• the system L˜[u] = 0, DιL˜[u] = 0, Qs[u] = 0 in the case wscoLQ = 0
is formally compatible. Here the index ι runs through a subset {ι1, . . . , ιn−p} of the range
{1, . . . , n} such that the module 〈Q1, . . . , Qp, ∂ι1 , . . . , ∂ιn−p〉 satisfies the rank condition.
The case wscoLQ = −∞, where L˜ does not identically vanish, is irrelevant for the framework
of formal compatibility since then the equation L˜ itself is inconsistent as an equation with respect
to u. If Q is an ultra-singular module for L, i.e. L˜ ≡ 0, then the “formal compatibility” of the
joint system of L and Q is trivially equivalent to the involutivity of the module Q.
7 Reduction modules of maximal dimension
As remarked in Section 3, the case when the dimension of modules of vector fields coincides
with the number of independent variables, p = n, is special for the singularity of modules for
differential functions. This case is also special for reduction of differential equations. In contrast
to reduction modules of lower dimensions, n-dimensional reduction modules of any differential
equation L with n independent variables reduce this equation to mere algebraic equations instead
of differential equations with a smaller number of independent variables. Moreover, this is the
only case when both regular and singular reduction modules can be studied in a uniform way.
Let Q be an involutive module of dimension p = n that satisfies the rank condition. Then we
can choose the basis of Q consisting of the vector fields Qs = ∂s + η
s(x, u)∂u. As the module Q
is involutive, the basis elements Qs should commute, and hence the coefficients η
s = ηs(x, u)
satisfy the system
ηss′ + η
s′ηsu = η
s′
s + η
sηs
′
u . (6)
The Frobenius theorem implies that the system QsΦ = Φs + η
sΦu = 0 with respect to the
function Φ = Φ(x, u) has a single functionally independent solution, which is not constant.
In other words, the coefficients ηs can be represented in the form ηs = −Φs/Φu for some smooth
function Φ = Φ(x, u) with Φu 6= 0. An implicit ansatz constructed for u with the module Q is
Φ(x, u) = ϕ, where ϕ is the new unknown function. It is nullary since the module dimension p
of Q equals the number n of independent variables x.
Suppose that Q is a reduction module of an rth order differential equation L: L[u] = 0.
All the derivatives of u with respect to x from order 1 up to order r are expressed, on the
manifold Q(r), via the variables x and u:
uα = h
α(x, u) := (∂1 + η
1∂u)
α1 · · · (∂n + ηn∂u)αnu, 1 6 |α| 6 r.
As the vector fields Qs commute, the above representation for derivatives of u is well defined
since it does not depend on the ordering of differential operators in the expressions on the right
hand side. Using this representation for excluding the appropriate derivatives uα from L, we
get a differential function Lˆ = Lˆ[u] of nonpositive order, i.e., a function of (x, u). Varying ηs,
it can also be interpreted as a differential function with the independent variables x and u
and the dependent variables ηs. Therefore, in view of Lemma 4 the fact that Q is a reduction
module of L is equivalent to the condition QsLˆ = ΛsLˆ for some smooth functions Λs = Λs(x, u),
which holds on the corresponding open subset of the zero-order jet space. This condition jointly
with equations (6) gives the complete system of determining equations for the coefficients ηs.
Under the representation ηs = −Φs/Φu, it is interpreted as a condition for the function Φ, where
LΦ = Lˆ|−Φs/Φu ηs is considered as a differential function with the independent variables x and u
and the dependent variable Φ.
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In order to handle the condition QsLˆ = Λ
sLˆ if the equation Lˆ = 0 is of maximal rank, we
can solve the equation Lˆ = 0 with respect to a variable (either one of the x’s or u) and exclude
this variable from the equations QsLˆ = 0 using the obtained expression. As the functions Lˆ
and ηs (resp. Φ) depend on the same arguments, the above procedure does not result in a usual
differential equation.
This is why we use another, more convenient, way. By Lemma 3, the condition QsLˆ = Λ
sLˆ
implies that there exist a nonvanishing smooth function λ = λ(x, u) and a smooth function Lˇ =
Lˇ(x, u) such that Lˆ = λLˇ andQsLˇ = 0. The last condition means that Lˇ = ζ(Φ) for some smooth
function ζ of one argument. Then the equation Lˆ = λLˇ in terms of Φ takes the form LΦ = λ˜ζ(Φ).
In fact, this equation is precisely the condition of reducing the equation L by the ansatz
Φ(x, u) = ϕ associated with the module Q. Indeed, if the function u = u(x) is implicitly
defined by this ansatz, then the derivatives of u (of nonzero orders) are found from differential
consequences of the equations us = −Φs/Φu. Therefore, the substitution of the ansatz to L
leads to the equation Lˆ|Φ(x,u)=ϕ = 0, which is equivalent, in view of the reduction condition, to
the algebraic equation ζ(ϕ) = 0 with respect to the constant ϕ.
It is obvious that the essential order of the reduced equation ζ(ϕ) = 0 coincides with
wscoLQ ∈ {−∞, 0}. The module Q is ultra-singular for L if and only if the function ζ identi-
cally vanishes. If wscoLQ = −∞ and the module Q is not ultra-singular, then the corresponding
reduced algebraic equation is not consistent with respect to ϕ.
Summing up the above considerations results in the following assertion:
Proposition 37. An n-dimensional module Q is a reduction module of a differential equation L:
L[u] = 0 with n independent variables x if and only if this module is spanned by the vector fields
∂s − (Φs/Φu)∂u, s = 1, . . . , n, where the function Φ = Φ(x, u) satisfies the equation LΦ = λ˜ζ(Φ)
for some smooth function ζ of one argument and some nonvanishing function λ˜ of (x, u), and
the differential function LΦ = LΦ[Φ] is obtained from L[u] by the exclusion of the derivatives
of u using differential consequences of the equations us = −Φs/Φu. The ansatz Φ(x, u) = ϕ
reduces the equation L to the algebraic equation ζ(ϕ) = 0 with respect to the constant ϕ, and the
essential order of the reduced equation coincides with wscoLQ ∈ {−∞, 0}.
Theorem 38. Up to the equivalence of solution families, for any differential equation L with
respect to a single unknown function of n independent variables there exists a one-to-one corre-
spondence between one-parameter families of its solutions and its n-dimensional ultra-singular
reduction modules. Namely, each module of the above kind corresponds to the family of solutions
which are invariant with respect to this module. The problems of the construction of all one-
parameter solution families of the equation L and the exhaustive description of its n-dimensional
ultra-singular reduction modules are completely equivalent.
Proof. Let Q be an n-dimensional ultra-singular reduction module of the equation L. It follows
from Proposition 37 that the ansatz Φ(x, u) = ϕ constructed with the module Q reduces the
equation L to the identity. In other words, for each value of the constant ϕ this ansatz implicitly
defines a solution of L.
Conversely, suppose that F = {u = f(x,κ)} is a family of solutions of L parameterized
by the single parameter κ. As this parameter is essential and, therefore, the derivative fκ is
nonzero, we can express κ from the equality u = f(x,κ). As a result, we obtain that κ = Φ(x, u)
for some function Φ = Φ(x, u) with Φu 6= 0. Consider the module Q = 〈Q1, . . . , Qn〉, where
Qs = ∂s + η
s∂u and the coefficients η
s = ηs(x, u) are defined by ηs = −Φs/Φu. It is an n-
dimensional involutive module and Qs[u] = 0 for any element of F . The ansatz u = f(x, ϕ),
where ϕ is the new unknown (nullary) function, is associated with Q and reduces L to the
identity. This means that Q is an ultra-singular reduction module for L.
One-parameter families F = {u = f(x,κ)} and F˜ = {u = f˜(x, κ˜)} are defined to be equiva-
lent if they consist of the same functions and differ only by parameterizations, i.e., if there exists
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a function ζ = ζ(κ) such that ζκ 6= 0 and f˜(x, ζ(κ)) = f(x,κ). This is true if and only if the
functions Φ = Φ(x, u) and Φ˜ = Φ˜(x, u) associated with the families F and F˜ , respectively, are
functionally dependent. More precisely, Φ˜ = ζ(Φ). As ΦuΦ˜u 6= 0, the functional dependence of
Φ and Φ˜ is equivalent to the equality Φs/Φu = Φ˜s/Φ˜u. Therefore, equivalent one-parameter fam-
ilies of solutions correspond to the same ultra-singular reduction module Q of L and, conversely,
any two one-parameter families of Q-invariant solutions are equivalent.
Corollary 39. The system of the determining equations for coefficients of n-dimensional ultra-
singular reduction modules of L, which consists of equations (6) and the equation Lˆ = 0, is
reduced by the composition of the nonlocal substitution ηs = −Φs/Φu, where Φ is a function of
(x, u), and the hodograph transformation
the new independent variables: x˜i = xi, κ = Φ,
the new dependent variable: u˜ = u
to the initial equation L in the function u˜ = u˜(t˜, x˜,κ) with κ playing the role of a parameter.
Note that the reduction of differential equations to algebraic ones using nonclassical symme-
tries was considered in [16]. An assertion similar to Theorem 38 was obtained therein. Using
the notion of singular reduction modules makes Theorem 38 more precise.
8 Motivating example: evolution equations
We investigate n-dimensional singular reduction modules of (1+n)-dimensional evolution equa-
tions of the general form
ut = H(t, x, u(r,x)) (7)
for the unknown function u depending on the variables t = x0 and x = (x1, . . . , xn). (For
convenience, in this section we set the number of independent variables to n + 1 instead of n
and additionally single out the variable x0.) Here u(r,x) denotes the set of all derivatives of the
functions u with respect to the space variables x of order not greater than r, including u as
derivative of order zero. Also, ut = ∂u/∂t and r = max{|α| | Huα 6= 0} > 2, i.e., we assume
the order of the equations under consideration to be not less than two. We fix an arbitrary
equation L of the form (7). An n-dimensional reduction module of L reduces L to an ordinary
differential equation. In general, such a module Q is spanned by n vector fields of the form
Qs = τ
s(t, x, u)∂t + ξ
si(t, x, u)∂i + η
s(t, x, u)∂u,
with rank(τ s, ξsi) = n. (We use the same convention for the ranges of indices as in the whole
paper, i.e., the indices i and j run from 1 to n and the index s runs from 1 to p noting that here
p coincides with n.)
A systematic study of singular reduction modules of evolution equations was initiated in [13].
It was shown that the system of determining equations for singular one-dimensional reduction
modules of the (1+1)-dimensional linear heat equation consists of a single (1+2)-dimensional
nonlinear evolution equation, which is reduced by a nonlocal transformation to the initial equa-
tion with an additional implicit independent variable playing the role of a parameter. Later
this no-go assertion was extended to more general (1+1)-dimensional linear evolutions equa-
tions [11, 30], general (1+1)-dimensional evolution equations [41] and multi-dimensional evolu-
tion equations [31], cf. the introduction. At the same time, the calculation of all one-dimensional
reduction modules of the (1+n)-dimensional linear hear equation with n > 2 in explicit form
in [33] showed that the existence of the above no-go cases is not explained just by vanishing
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t-components of vector fields from related reduction modules. Following [18], we set up these
results within the framework of singular reduction modules.
In contrast to the specific case n = 1 considered in [18], for general values of n we can
completely describe singular n-dimensional modules of the equation L only after more precisely
knowing the form of H. At the same time, by direct generalization of the case n = 1 we easily
find a family of such modules for any equation of the form (7).
Proposition 40. If the coefficient of ∂t in any vector field from an n-dimensional involutive
module Q is zero, then Q is a singular module for the differential function L = ut−H(t, x, u(r,x)).
The co-order of singularity of Q equals one, scoLQ = 1.
Proof. Suppose that τ s = 0. Then rank(ξsi) = n and up to changing basis of Q we can set
Qs = ∂s + η
s(t, x, u)∂u. (8)
All the derivatives of u with respect to x from order 1 up to order r can be expressed, on the
manifold Q(r), via t, x and u:
uα = h
α(t, x, u) := (∂1 + η
1∂u)
α1 · · · (∂n + ηn∂u)αnu.
Here and in what follows α = (α0, . . . , αn), 1 6 |α| 6 r and α0 = 0. In view of the module Q
being involutive, the vector fields Qs commute. (Moreover, we have η
s = −Φs/Φu for some
smooth function Φ = Φ(x, u) with Φu 6= 0.) Therefore, the above representation for uα is well
defined since it does not depend on the ordering of differential operators in the expression on
right hand side. Using this representation for excluding the appropriate derivatives uα from L,
we get the differential function L˜ = ut−H˜(t, x, u), where H˜ = H˜(t, x, u) is the function obtained
fromH by the substitution of hα for uα. The order of L˜ equals 1. Hence the module Q is singular
for the differential function L, and its singularity co-order equals 1.
Corollary 41. The module M = 〈∂1, . . . , ∂n, ∂u〉 is a co-order one strictly meta-singular (n+1)-
dimensional module for any (1+n)-dimensional evolution equation.
Proof. An n-dimensional involutive submodule Q of M satisfies the rank condition if and only
if it is spanned by the vector fields ∂s − (Φs/Φu)∂u for some smooth function Φ = Φ(x, u). It
follows from Proposition 40 that the submodule Q is a co-order one strictly singular module for
any evolution equation of the form (7). Varying the parameter-function Φ, we obtain a family
of such submodules parameterized by an arbitrary function of all independent and dependent
variables.
The vector fields ∂s and ∂u generating the meta-singular module M commute and the differ-
ential function L contains only first-order differentiation with respect to t (namely, in the form
of the derivative ut). This perfectly agrees with Theorem 19.
We denote by Rn0 (L) the set of n-dimensional reduction modules of L that are contained
in M . Consider a module Q from Rn0 (L) and choose a basis for it consisting of vector fields Qs
of the form (8). The system DE0(L) of determining equations for the coefficients ηs is naturally
partitioned into two subsystems. The first subsystem
ηss′ + η
s′ηsu = η
s′
s + η
sηs
′
u (9)
follows from the condition that the module Q is involutive and hence the basis elements Qs
commute. The second subsystem
ηst + H˜η
s
u = H˜s + η
sH˜u (10)
is a consequence of the conditional invariance criterion applied to the equation L and the mod-
ule Q. The function H˜ = H˜(t, x, u) is defined in the proof of Proposition 40. It coincides with H
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on the manifold Q(r). The total number of equations in the joint system DE0(L) of (9) and (10)
is n(n+1)/2 and thereby greater than the number of the unknown functions ηs if n > 1. Hence
the system DE0(L) looks strongly overdetermined in the multidimensional case. In fact, the
equations of the subsystems agree well with each other. The subsystem (9) implies the repre-
sentation ηs = −Φs/Φu of ηs via a single arbitrary function Φ = Φ(t, x, u). Substituting this
representation into the subsystem (10), we obtain a system of n partial differential equations in
the single function Φ, that is equivalent to a single equation in Φ. Indeed, we have
H˜s + η
sH˜u − ηsn − ηsuH˜ = HΦs −
Φs
Φu
HΦu +
(
Φs
Φu
)
n
+
(
Φs
Φu
)
u
HΦ
=
1
Φu
(
∂s − Φs
Φu
∂u
)(
Φn +ΦuH
Φ
)
= 0,
i.e., this system is equivalent to the equation Φt+ΦuH
Φ = χ(t,Φ). Here χ is an arbitrary smooth
function of its arguments and HΦ coincides with H˜ under the substitution ηs = −Φs/Φu. The
expression for HΦ involves derivatives of Φ up to order r + 1. The function Φ associated
with a fixed module Q is defined up to the transformation Φ˜ = θ(t,Φ) with θΦ 6= 0. Since
η˜s = −Φ˜s/Φ˜u = −Φs/Φu = ηs, the functions HΦ and HΦ˜ coincide. At the same time, if we
choose θ satisfying the equation θt + χθΦ = 0, then Φ˜t + Φ˜uH
Φ˜ = 0. Therefore, up to the
equivalence on the set of functions parameterizing singular modules we can assume that the
function Φ is a solution of the equation Φt +ΦuH
Φ = 0.
Collecting the above arguments, we derive the following result.
Proposition 42. The system DE0(L) of the determining equations (9) and (10) is reduced by
the composition of the nonlocal substitution ηs = −Φs/Φu, where Φ is a function of (t, x, u), and
the hodograph transformation
the new independent variables: t˜ = t, x˜i = xi, κ = Φ,
the new dependent variable: u˜ = u
to the initial equation L in the function u˜ = u˜(t˜, x˜,κ) with κ playing the role of a parameter.
Proof. The subsystem (9) implies the existence of a function Φ = Φ(t, x, u) with Φu 6= 0 such
that ηs = −Φs/Φu. The entire system DE0(L) is reduced, up to equivalence on the set tra-
versed by the parameter-function Φ from the above representation for ηs, to the single equation
Φt + ΦuH
Φ = 0. The last equation is mapped by the hodograph transformation to the ini-
tial equation L for the function u˜ = u˜(t˜, x˜,κ). This directly follows from the definition of
the function HΦ and the rule for calculating derivatives under the hodograph transformation,
u˜x˜i = −Φi/Φu, etc.
Proposition 43. For any equation L of the form (7), the following statements are equivalent:
1) The span Q = 〈Qs = ∂s + ηs(t, x, u)∂u, s = 1, . . . , n〉 is a reduction module of L.
2) The module Q˜ = 〈Q˜0, Q1, . . . , Qn〉, where Q˜0 = ∂t + H˜∂u and the function H˜ = H˜(t, x, u)
coincides with H on the manifold Q(r), is involutive.
3) There exists a vector field Qˆ0 = ∂t+η
0(t, x, u)∂u such that the module Qˆ = 〈Qˆ0, Q1, . . . , Qn〉
is ultra-singular for L.
Moreover, under these equivalent conditions the coefficient η0 is uniquely determined as η0 =
H˜, i.e., we necessarily have Qˆ0 = Q˜0.
Proof. Both the first and second statement are equivalent to the fact that the coefficients ηs
satisfy the system DE0(L) consisting of the equations (9) and (10). The module Qˆ is ultra-
singular for L if and only if η0 = H˜, i.e. the module Qˆ coincides with Q˜, and this module is
involutive.
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Theorem 44. Up to the equivalence of solution families, for any equation of the form (7) there
exists a one-to-one correspondence between one-parameter families of its solutions and its n-
dimensional reduction modules formed by vector fields with vanishing t-components. Namely,
each module of the above kind corresponds to the family of solutions which are invariant with
respect to this module. The problems of the construction of all one-parameter solution families
of equation (7) and the exhaustive description of its n-dimensional reduction modules formed by
vector fields with vanishing t-components are completely equivalent.
Proof. Let L be an equation from class (7) and Q = 〈Q1, . . . , Qn〉 ∈ Rn0 (L), i.e., Qs = ∂s+ηs∂u,
where the coefficients ηs = ηs(t, x, u) satisfy the system DE0(L). An ansatz constructed with Q
has the form u = f(t, x, ϕ(ω)), where f = f(t, x, ϕ) is a given function, fϕ 6= 0, ϕ = ϕ(ω)
is the new unknown function and ω = t is the invariant independent variable. This ansatz
reduces L to a first-order ordinary differential equation L′ in ϕ, solvable with respect to ϕω.
The general solution of the reduced equation L′ can be represented in the form ϕ = ϕ(ω,κ),
where ϕκ 6= 0 and κ is an arbitrary constant. The form of the general solution is defined up
to a transformation κ˜ = ζ(κ) of the parameter κ. Substituting this solution into the ansatz
results in the one-parameter family F of solutions u = f˜(t, x,κ) of L with f˜ = f(t, x, ϕ(t,κ)),
and any Q-invariant solution of L belongs to this family. Expressing the parameter κ from the
equality u = f˜(t, x,κ), we obtain that κ = Φ(t, x, u), where Φu 6= 0. Then ηs = us = −Φs/Φu
for any u ∈ F , i.e., for any admissible value of (t, x,κ). This implies that ηs = −Φs/Φu for any
admissible value of (t, x, u).
The proof of the converse assertion is similar to that of Theorem 38. Consider a one-parameter
family F = {u = f(t, x,κ)} of solutions of L. The derivative fκ is nonzero since the parameter
κ is essential. We express κ from the equality u = f(t, x,κ): κ = Φ(t, x, u) for some function
Φ = Φ(t, x, u) with Φu 6= 0. The span Q = 〈Q1, . . . , Qn〉, where Qs = ∂s + ηs∂u and the
coefficients ηs = ηs(t, x, u) is defined by ηs = −Φs/Φu, is an n-dimensional involutive module.
For any u ∈ F we have Qs[u] = 0. The ansatz u = f(t, x, ϕ(ω)), where ω = t, associated with Q,
reduces L to the equation ϕω = 0. Therefore, Q ∈ Rn0 (L).
One-parameter families F = {u = f(t, x,κ)} and F˜ = {u = f˜(t, x, κ˜)} of solutions of L are
equivalent if and only if the associated functions Φ = Φ(t, x, u) and Φ˜ = Φ˜(t, x, u) satisfy the
condition Φs/Φu = Φ˜s/Φ˜u. Therefore, equivalent one-parameter families of solutions correspond
to the same moduleQ fromRn0 (L) and, conversely, any two one-parameter families ofQ-invariant
solutions are equivalent.
Remark 45. The triviality of the above ansatz and the reduced equation results from the above
special representation for the solutions of the determining equation. In this approach difficulties
in the construction of ansatzes and the integration of the reduced equations are replaced by diffi-
culties in obtaining the representation for the components of basis elements of reduction modules.
Remark 46. In fact, Theorem 44 is a consequence of Theorem 38 and Proposition 43. This
observation provides a uniform background for no-go results on reduction modules. It suffices to
note that any Q-invariant solution of L is Qˆ-invariant, where the modules Q and Qˆ are defined in
Proposition 42. We have given a direct proof as it leads to a deeper understanding of reduction
of evolution equations to first-order ordinary differential equations.
9 Reduction modules of codimension one
and singularity co-order one
Taking the previous example on evolution equations as a model case, we now proceed to study-
ing (n−1)-dimensional singularity-co-order-one reduction modules of general partial differential
equations in one dependent and n independent variables. In the course of considering single
modules of this kind it is only possible to derive a result similar to Proposition 43.
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Proposition 47. Let L: L[u] = 0 be a partial differential equation in one dependent and
n independent variables, let Q be an (n−1)-dimensional involutive module of vector fields defined
in the space of (x, u) and satisfying the rank condition, as well as wscoLQ = 1. We also
suppose that a first-order differential function Lˆ associated with L on the manifold Q(r) up to
nonvanishing multiplier, where r = ordL, is of maximal rank with respect to the unique first-
order derivative of u appearing in Lˆ. Then Q is a reduction module of L if and only if there
exists a (unique) n-dimensional module Qˆ which is ultra-singular for L and contains Q.
Proof. Under these assumptions, there exists a vector field Q0 such that the equation Lˆ = 0
is equivalent to the equation Q0[u] = 0, where Q0[u] is the characteristic of Q0. Consider the
module Qˆ spanned by Q and Q0. It is n-dimensional and satisfies the rank condition. Lemma 4
implies that Q is a reduction module of L if and only if it is a reduction module of the equation
Lˆ = 0. The last condition is equivalent to the involutivity of the module Qˆ, and then the
equation L is an identity on the well-defined manifold Qˆ(r), i.e., the module Qˆ is ultra-singular
for L. The conditions that the n-dimensional module Qˆ is ultra-singular for L and contains Q
uniquely determine Qˆ.
Remark 48. The assumption that the differential function Lˆ is of maximal rank with respect to
the unique first-order derivative of u appearing in Lˆ can be replaced by the weaker supposition
that the equation Lˆ = 0 is equivalent to the equation Lˇ = 0, where the differential function Lˇ
satisfies the above condition of maximal rank.
In order to have a richer theory, we shall consider families of (n−1)-dimensional reduction
modules of singularity co-order one that are parameterized by arbitrary functions. Thus let
L: L[u] = 0 be a partial differential equation of essential order r > 1. We assume that the
function L admits an n-dimensional co-order one meta-singular module M of vector fields, cf.
Remark 32. As the special case n = 2, when meta-singular modules may be non-involutive, was
considered in [18], in what follows we additionally assume that the module M is involutive.
Remark 49. For first-order partial differential equations, involutive modules with singularity
co-order one are regular. The results of this section are true also for such equations via replacing
the attributes “co-order one singular” and “co-order one meta-singular” by “regular” and “meta-
regular”, respectively.
Up to a change of variables we may suppose that the module M contains a singularity-co-
order-one family M = {QΦ} of (n−1)-dimensional modules in reduced form parameterized by
an arbitrary smooth function Φ of (x, u), i.e., QΦ = 〈∂s + ηs∂u〉, where ηs = −Φs/Φu and the
index s runs from 1 to p = n− 1. We use the representation for ηs from the very beginning.
By Theorem 19, the differential function L can be written in the form L = Lˇ(x,Ωr,1,n−1),
where Ωr,1,n−1 =
(
uα, αn 6 1, |α| 6 r
)
, and Lˇ essentially depends on some uα with αn = 1. In
this case the restriction of L to QΦ(r) coincides with the restriction, to the same manifold QΦ(r),
of the function L˜Φ = Lˇ(x, Ω˜r,1,n−1), where
Ω˜r,1,n−1 =
(
Dαnn (Q
Φ
1 )
α1 · · · (QΦn−1)αn−1u, αn 6 1, |α| 6 r
)
.
Consequently, the form of L˜Φ is determined by the form of L and a chosen value of the parameter-
function Φ. Depending on the value of Φ, the differential function L˜Φ may either identically
vanish or be a nonvanishing differential function of order not greater than 1. Thus either
the module QΦ is ultra-singular for L or scoLQ
Φ 6 0 with L˜Φ not identically vanishing or
scoLQ
Φ = 1. We analyze each of these cases separately. In addition, we suppose that the
equation L˜Φ = 0 can be solved with respect to u (resp. un) if scoLQ
Φ = 0 (resp. scoLQ
Φ = 1).
The condition L˜Φ ≡ 0, where u and un are considered as independent variables, determines
those values of Φ for which the module QΦ is ultra-singular for L. We split this condition with
respect to un, thereby obtaining a system Sultra of partial differential equations in Φ of orders not
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greater than r, which may be incompatible in the general case. Incompatibility here amounts to
the family M containing no ultra-singular modules. For example, evolution equations of orders
greater than 1 have no ultra-singular modules generated by vector fields of the general form (8),
see Section 8. That the parameter-function Φ satisfies the ultra-singularity condition Sultra
guarantees that QΦ ∈ Rn−1(L) and the family of QΦ-invariant solutions of L is parameterized
by an arbitrary function of the single QΦ-invariant variable xn.
Under the assumption scoLQ
Φ 6 0 with L˜Φ 6≡ 0, it follows that the parameter-function Φ
satisfies the condition L˜Φun ≡ 0 with u and un viewed as independent variables, which is weaker
than the ultra-singularity condition. In this case the corresponding system S0 of partial dif-
ferential equations in Φ of orders not greater than r, obtained by splitting the zero co-order
singularity condition with respect to un, is more likely to be compatible than Sultra.
Next we provide certain sufficient conditions for the compatibility of S0. If Lˇun = 0, then
the system S0 is compatible since it is satisfied by any Φ with (Φs/Φu)u = 0. Up to equivalence
of functions parameterizing modules from the family M, we can assume that Φ = u− ζ(x) and
ηs = ζs, i.e., Q
u−ζ = 〈∂s + ζs∂u〉. In other words, we have scoLQu−ζ 6 0 for any ζ = ζ(x).
Additionally assuming Lˇu = 0, the condition L˜
u−ζ ≡ 0 under the assumption ζ = ζ(x) implies
only a single partial differential equation with respect to ζ. Any of its solutions is a solution of
Sultra and hence the corresponding module Qu−ζ is ultra-singular for L.
Otherwise scoLQ
u−ζ = 0 and we can resolve the equation L with respect to u as a variable
of the underlying jet space. In other words, we represent this equation in the form u = K[u].
Here K[u] is a differential function which depends at most on the variables x and uα with
0 < |α| 6 r, αn 6 1 and, if αn = 1, |α| > 1. The equation L˜u−ζ = 0 is obtained via replacing,
in L, uα+δs by ζα+δs(x) for all α with |α| < r; see the notation in Section 2. Therefore, this
equation can be represented in the form u = Gζ(x), where Gζ(x) = K[u]
∣∣
u=ζ(x)
. Thus, the
expression for the function Gζ involves derivatives of the parameter-function ζ = ζ(x) up to
order r. The conditional invariance of the equation L with respect to the module Qu−ζ is
equivalent to the compatibility of the system u = Gζ , us = ζs with respect to u and hence
leads to the system of n − 1 partial differential equations ζs = Gζs with respect to ζ. Here
Gζ is interpreted as a differential function of ζ = ζ(x). Then Gζs is the total derivative of Gζ
with respect to xs. As the parameter-function ζ is defined for a fixed module up to a constant
summand, the system is equivalent to the single partial differential equation ζ = Gζ . This means
that Qu−ζ is a reduction module of the equation L if and only if up to shifts of the dependent
variable the parameter-function ζ is a solution of the same equation. The ansatz constructed
with Qu−ζ can be taken in the form u = ϕ(ω) + ζ(x), where ϕ = ϕ(ω) is the new unknown
function and ω = xn is the invariant independent variable. It reduces the initial equation L to
the trivial algebraic equation ϕ = 0, i.e., the function u = ζ(x) is the unique Qu−ζ-invariant
solution of L. Conversely, we fix a solution u = ζ(x) of the equation L. Then ζ = Gζ(x) and
hence ζs = G
ζ
s , which is equivalent to the conditional invariance criterion for the case of the
module Qu−ζ = 〈∂s + ζs∂u〉 and the equation L, i.e., Qu−ζ is a reduction module of L, and
ζu = 0. The solution u = ζ(x) is invariant with respect to Q
u−ζ by construction. Thus we
obtain:
Theorem 50. Suppose that an equation L: L = 0 possesses a singularity-co-order-one family
M = {QΦ} of (n−1)-dimensional modules in reduced form QΦ = 〈∂s − (Φs/Φu)∂u〉 parameter-
ized by an arbitrary smooth function Φ of (x, u), i.e., the left hand side L of this equation is
represented in the form L = Lˇ(x,Ωr,1,n−1), where Ωr,1,n−1 =
(
uα, αn 6 1, |α| 6 r
)
, Lˇuα 6= 0
for some uα with αn = 1, and additionally Lˇun = 0 and Lˇu 6= 0. Then there exists a one-to-
one correspondence between solutions of L and reduction modules from M with Φ = u − ζ(x).
Namely, any such module is of singularity co-order 0 and corresponds to the unique solution
which is invariant with respect to this module. The problems of solving the equation L and of
the exhaustive description of its reduction modules of the above form are completely equivalent.
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Next we turn to analyzing the regular values of Φ for which the singularity co-order of QΦ
coincides with the singularity co-order of the whole family M (and equals 1). If scoLQ
Φ = 1,
the parameter-function Φ satisfies the regularity condition L˜Φun 6= 0. Thus the equation L˜Φ = 0,
which is equivalent to L on the manifold QΦ(r), can be solved with respect to un: un = GΦ(x, u).
Here the expression for the function GΦ depends on derivatives of the parameter-function Φ
up to order r. The conditional invariance criterion, when applied to the equation L and the
module QΦ, gives the system
ηsn + η
s
uG
Φ = GΦs + η
sGΦu (11)
with respect to the function Φ (recall that ηs = −Φs/Φu). This system coincides with the
formal compatibility condition of the equations un = G
Φ and us = η
s with respect to u. As
the function GΦ can also be expressed directly in terms of the coefficients ηs, the system (11)
supplemented with the involutivity condition ηss′ + η
s′ηsu = η
s′
s + η
sηs
′
u can be interpreted as a
system with respect to ηs, cf. Section 8. Since
GΦs + η
sGΦu − ηsn − ηsuGΦ = GΦs −
Φs
Φu
GΦu +
(
Φs
Φu
)
n
+
(
Φs
Φu
)
u
GΦ
=
1
Φu
(
∂s − Φs
Φu
∂u
)(
Φn +ΦuG
Φ
)
= 0,
system (11) is in fact equivalent to the single equation Φn + ΦuG
Φ = χ(xn,Φ) in Φ, where
the parameter-function χ is an arbitrary smooth function of its arguments. The value of Φ
associated with a fixed module QΦ is defined up to the transformation Φ˜ = θ(xn,Φ). Since
η˜s = −Φ˜s/Φ˜u = −Φs/Φu = ηs, the functions GΦ and GΦ˜ coincide. At the same time, if we
choose θ satisfying the equation θn + χθΦ = 0, then Φ˜n + Φ˜uG
Φ˜ = 0. Therefore, up to the
equivalence on the set of functions parameterizing modules from the family M, we can assume
that the function Φ is a solution of the equation Φn +ΦuG
Φ = 0.
The order of each equation from system (11) with respect to Φ equals r+1 and hence is greater
than the order of the system S0. Under certain smoothness assumptions (e.g., analyticity) this
implies that the system (11) has solutions which are not solutions of S0. Consequently, the
equation L necessarily possesses reduction modules of singularity co-order one that belong to M.
Proposition 51. Suppose that any (n−1)-dimensional involutive module of the reduced form
Q = 〈∂s+ηs∂u〉 is a module of singularity co-order one for an equation L. Then the determining
system for values of ηs associated with reduction modules of L is reduced by the composition of
the nonlocal substitution ηs = −Φs/Φu, where Φ is a smooth function of (x, u) with Φu 6= 0, and
the hodograph transformation
the new independent variables: x˜i = xi, κ = Φ,
the new dependent variable: u˜ = u
to the initial equation L for the function u˜ = u˜(x˜,κ) with κ playing the role of a parameter.
Proof. The possibility of representing ηs in the form Φs/Φu with some function Φ = Φ(x, u)
follows from the involutivity condition ηss′ + η
s′ηsu = η
s′
s + η
sηs
′
u for the module Q. In this
representation, the system of determining equations for values of ηs associated with reduction
modules of L has the form (11) and is equivalent, up to equivalence on the set traversed by
the parameter-function Φ, to the single equation Φn + ΦuG
Φ = 0. In view of the definition
of the function GΦ and the expressions for derivatives under the hodograph transformation,
u˜x˜i = −Φi/Φu, etc., the hodograph transformation maps the equation Φn + ΦuGΦ = 0 into to
the initial equation L for the function u˜ = u˜(x˜,κ).
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Proposition 51 states the reduction of the determining system (11) to the initial equation L
and is thus a “no-go” assertion. It can be reformulated in terms of a relation between one-
parameter families of solutions and (n−1)-dimensional reduction modules of singularity co-order
one. The results of Section 6 imply that for each such reduction module Q of the equation L
there exists a one-parameter family of Q-invariant solutions of L. If the equation L admits an
n-dimensional co-order one meta-singular module, the converse statement is true as well. It
is convenient to prove this statement without transforming the meta-singular module to the
reduced form.
Theorem 52. Suppose that an equation L possesses an n-dimensional co-order one meta-
singular module M . Then for any one-parameter family F of solutions of L there exists an
(n−1)-dimensional involutive submodule Q of M that is a reduction module of L and each solu-
tion from F is Q-invariant.
Proof. Let F = {u = f(x,κ)} be a one-parameter family of solutions of L. Here, fκ is nonzero
since the parameter κ is essential. From u = f(x,κ) we conclude that κ = Φ(x, u) with some
function Φ = Φ(x, u) with Φu 6= 0.
Let (Q0, . . . , Qp) be a commutative basis of M , p = n − 1. Suppose that there exists σ ∈
{0, . . . , p} such that QσΦ 6= 0. Up to permutation of basis elements we can assume that Q0Φ 6= 0.
Then we set Q˜s = Qs − (QsΦ)/(Q0Φ)Q0. If QσΦ = 0 for all σ ∈ {0, . . . , p}, we set Q˜s = Qs.
Consider the submodule Q generated by the vector fields Q˜s. This submodule is involutive,
satisfies the rank condition and is of dimension p = n− 1. Hence scoLQΦ 6 1. It is also obvious
that Q˜sΦ = 0. As fi = −(Φi/Φu)|u=f , this means that any solution from the family F is Q-
invariant. The case scoLQ 6 0 with L|Q(r) 6≡ 0 is impossible as otherwise the equation L could
not have a one-parameter family of Q-invariant solutions. Therefore either Q is an ultra-singular
module for L or scoLQ = 1. Any ultra-singular module for L is a reduction module of L. If
scoLQ = 1, then Q is a reduction module of L by Proposition 36.
For the correspondence between one-parameter families of solutions and (n−1)-dimensional
reduction modules of singularity co-order one to be one-to-one, the related meta-singular module
should satisfy additional restrictions.
Theorem 53. Suppose that an rth order equation L: L[u] = 0 possesses an n-dimensional co-
order one meta-singular module M , where the entire module M is not ultra-singular for L, each
(n−1)-dimensional submodule Q of M is of singularity co-order one for L, and the equation
Lˆ = 0 with a first-order differential function Lˆ = Lˆ[u], associated with L[u] on the manifold Q(r)
up to a nonvanishing multiplier, can be solved with respect to the first-order derivative of u
appearing in this equation. Then up to the equivalence of solution families there exists a bijection
between one-parameter families of solutions of L and its (n−1)-dimensional reduction modules
contained in M . Namely, each module of this kind corresponds to the family of solutions which
are invariant with respect to it.
In other words, the problems of the construction of all one-parameter solution families of
the equation L and the exhaustive description of its reduction modules of the above form are
completely equivalent.
Proof. If Q is an (n−1)-dimensional reduction module of L contained inM , we have scoLQ = 1.
Therefore, in view of Proposition 36 the equation L possesses a one-parameter family F of Q-
invariant solutions, and any Q-invariant solution of L belongs to this family. Each one-parameter
family of Q-invariant solutions of L is obtained from F by re-parameterizing.
Conversely, consider a one-parameter family F = {u = f(x,κ)} of solutions of L. Theorem 52
implies that there exists Q ∈ Rn−1(L) such that Q is a submodule of M and any solution
from F is Q-invariant. Let us prove that the module Q is unique. Suppose that there exists an
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(n−1)-dimensional involutive submodule Q˜ of M different from Q and any solution from F is
Q˜-invariant. This implies that the family F consists of solutions invariant with respect to the
entire module M .
Therefore, the moduleM satisfies the rank condition. To show this, we fix a basis (Q0, . . . , Qp)
of M , where Qσ = ξ
σi(x, u)∂i + η
σ(x, u)∂u, σ = 0, . . . , n. The function Φ defined in the proof of
Theorem 52 is an invariant of all Qσ, i.e., QσΦ = 0. As Φu 6= 0, we have that rank(ξσi) = n.
As M is an n-dimensional involutive module satisfying the rank condition and the family F
formed by M -invariant solutions of the equation L is one-parameter, in view of Proposition 35
the moduleM is ultra-singular for L, thereby contradicting an assumption of the theorem. This
means that the module Q is unique.
The bijection discussed in Theorem 53 is generally broken in the presence of (n−1)-
dimensional submodules of singularity co-order less than one or ultra-singularity of the entire
meta-singular module. Indeed, if an (n−1)-dimensional involutive module Q is ultra-singular
for the equation L, the family of Q-invariant solutions of L is parameterized by an arbitrary
function of a single argument, cf. Proposition 35. In the case scoLQ = −∞ with L|Q(r) 6≡ 0, the
equation L possesses no Q-invariant solutions. If there are reduction modules of L among (n−1)-
dimensional co-order zero singular submodules ofM , the sets of invariant solutions of L for these
reduction modules are discrete. If the entire n-dimensional module M is ultra-singular for the
equation L, this equation possesses a one-parameter family F ofM -invariant solutions. Then any
solution from F is invariant with respect to each (n−1)-dimensional involutive submodule ofM .
Singularity co-order one of reduction modules is also essential for the statement of Proposi-
tion 51 and Theorem 53. For example, the only meta-singular module of the linear rod equation
utt+uxxxx = 0 isM = 〈∂x, ∂u〉, and its singularity co-order equals two, cf. point 2 in Example 9.
The one-dimensional singular reduction modules of this equation were found in explicit form
in [6]. They do not constitute a no-go case since all of them are of singularity co-order two, and
the corresponding families of invariant solutions are two-parameter.
Remark 54. Reduction modules of codimension one and singularity co-order one do not ex-
haust possible no-go cases for finding reduction modules. In particular, the system of determining
equations for regular reduction operators of any (1+1)-dimensional linear second-order evolu-
tion equation L is reduced by a nonlocal transformation to a system of three copies of L [32].
Therefore, the regular reduction operators of L constitute a no-go case different from the no-
go case of singular reduction operators, which is common for all (1+1)-dimensional evolution
equations. A similar phenomenon occurs for the Burgers equation ut+uux−µuxx = 0, where a
no-go case arises for regular reduction operators of the form ∂t + ξ(t, x, u)∂x + η(t, x, u)∂u with
ξu = 1/2 [1, 22, 29]. We believe that these no-go cases are effected by the coupling of several
properties of related equations such as the evolution form, the second order, and the linearity or
linearizability. For a class of differential equations, the study of reduction modules may lead to
no-go cases due to the appearance of arbitrary elements parameterizing equations of the class in
the corresponding determining equations. We refer to [28] for the calculation of one-dimensional
regular reduction modules spanned by vector fields of the form ∂t + ξ(t, x)∂x + η(t, x, u)∂u with
ξxx 6= 0 for the class of generalized Burgers equations ut + uux + f(t, x)uxx = 0.
10 Singular modules for quasi-linear second-order PDEs
For some classes of differential equations it is possible to exhaustively describe the associated
singular modules. We study certain quasi-linear second-order PDEs from this point of view.
It is natural to distinguish elliptic, evolution and generalized wave equations. In all cases, Q
is an involutive module of vector fields defined in the corresponding space of independent and
dependent variables and satisfies the rank condition, and the dimension of Q is less than the
number of independent variables.
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Elliptic equations. Consider an equation L for the single unknown function u of the indepen-
dent variables x = (x1, . . . , xn), having the general form
L[u] := aij(x, u(1))uij + b(x, u(1)) = 0,
where the coefficients aij and b are defined on the same domain Ω of the first-order jet space,
aij = aji and the matrix-function (aij) is positive definite in each point of Ω. We will prove that
the equation L possesses no singular modules of dimensions less than n.
Denote dimQ by p, 0 < p < n. Up to permutation of x’s we can locally choose a basis of Q
which consists of vector fields of the form Qˆs = ∂s + ξˆ
sι(x, u)∂ι + ηˆ
s(x, u)∂u, cf. Section 3. Here
and in what follows the index ι runs from p+ 1 to n. Then any derivative of u of order one or
two is expressed, on the manifold Q(2), via derivatives of u with respect to xp+1, . . . , xn only
and the coefficients ξˆsι and ηˆs, see equation (2). As only second-order terms in the expressions
for second-order derivatives of u are essential here, we use the representations
usι = −ξˆsι′uιι′ +Rsι(x, u(1)), uss′ = ξˆsιξˆs′ι′uιι′ +Rss′(x, u(1)),
where the Rsi denote the terms without second-order derivatives, and Rss
′
= Rs
′s. Substituting
the above expressions for the derivatives usi into L[u], we obtain the differential function Lˆ[u] :=
aˆιι
′
uιι′ + bˆ, which is associated with L[u] on the manifold Q(2). Here aˆιι′ = aιι′ − asιξˆsι′ −
asι
′
ξˆsι + ass
′
ξˆsιξˆs
′ι′ and bˆ = b + 2asιRsι + ass
′
Rss
′
. In other words, for each fixed ι and ι′ = ι
the coefficient aˆιι
′
coincides with the value of the quadratic form whose matrix is (aij) at the
tuple (z1, . . . , zn), where zs = −ξˆsι, zι = 1 and the other z’s equal zero. As the matrix (aij) is
positive definite, the coefficient aˆιι
′
is nonvanishing (and, moreover, positive). This implies that
the differential function L[u] cannot coincide on the manifold Q(2) with a differential function of
order less than two, not even up to a nonvanishing multiplier. Therefore, wscoLQ = scoLQ = 2.
Evolution equations. Similarly to Section 8, for this and the next class of equations we
set the number of independent variables to n + 1 instead of n and additionally single out the
variable t = x0, i.e., the unknown function u depends on the variables t and x = (x1, . . . , xn).
The general form of a quasi-linear second-order evolution equation L we intend to study is
ut = H[u] := a
ij(t, x, u(1,x))uij + b(t, x, u(1,x)), (12)
where u(1,x) = (u, u1, . . . , un), the coefficients a
ij and b are defined on the same domain Ω of
the first-order jet space, and the matrix-function (aij) is symmetric and positive definite in each
point of Ω. Up to permutation of the variables xi, any involutive module Q of vector fields
defined in the space of (t, x, u) and satisfying the rank condition, where dimQ < n+ 1, can be
locally assumed to be spanned either by the vector fields ∂t + ξ
0ι∂ι + η
0∂u, ∂s + ξ
sι∂ι + η
s∂u
with p = dimQ − 1 or by the vector fields ∂s + ξsι∂ι + ηs∂u with p = dimQ. Here ξ0ι, η0,
ξsι and ηs are smooth functions of (t, x, u). We can show similarly as for elliptic equations
that in the second case with p = n and only in this case the module Q is singular for L, and
wscoLQ = scoLQ = 1. Then the basis elements of Q take the form Q
s = ∂s + η
s∂u. This
is the case that has been studied in Section 8. In contrast to general evolution equations, cf.
Corollary 41, we can guarantee that M = 〈∂1, . . . , ∂n, ∂u〉 is the only meta-singular module of
the equation L.
Generalized wave equations. Consider the equation L: utt = H[u] for the single unknown
function u of the independent variables t and x = (x1, . . . , xn), where the differential function
H = H[u] is defined analogously to (12) but the coefficients aij and b may additionally depend
on ut. We partition the set of appropriate involutive modules in a way different from that used
for evolution equations. Up to permutation of the variables x, any involutive module Q of vector
fields defined in the space of (t, x, u) and satisfying the rank condition, where dimQ < n + 1,
can be locally assumed to be spanned either by the vector fields ∂t+η
0∂u, ∂s+ ξ
sι∂ι+η
s∂u with
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p = dimQ− 1 or by the vector fields ∂s + τ s∂t + ξsι∂ι + ηs∂u with p = dimQ. Here η0, τ s, ξsι
and ηs are smooth functions of (t, x, u). Only in the second case with p = n the module Q may
be singular for L. We consider this case in detail.
As p = n, the basis elements of Q take the formQs = ∂s+τ
s∂t+η
s∂u. On the manifoldQ(2) we
have that us = η
s− τ sut, uss′ = τ sτ s′utt+Rss′, where Rss′ denotes the corresponding collection
of the terms depending at most on t, x, u, and ut. Substituting the above expressions for the
derivatives of u with respect to x into the differential function L[u] = utt −H[u], we obtain the
differential function Lˆ[u] := (1− aˆijτ iτ j)utt + bˆ(t, x, u, ut), which is associated with L[u] on the
manifold Q(2) and depends at most on t, x, u, ut and utt. Here the coefficient aˆij = aˆij(t, x, u, ut)
is obtained from aij by the substitution us = η
s − ξsut and the precise form of the coefficient
bˆ = bˆ(t, x, u, ut) is not essential. The module Q is singular for L if and only if ord Lˆ[u] < 2, i.e.,
the coefficients τ s = τ s(t, x, u) satisfy the equation aˆijτ iτ j = 1. If some of the coefficients aˆij
depend on ut, this equation should be split with respect to this derivative and hence it may be
inconsistent.
As the module Q is involutive and, therefore, the vector fields Qs commute, the coefficients
τ s and ηs jointly satisfy the system Qsτ s
′
= Qs
′
τ s, Qsηs
′
= Qs
′
ηs, i.e.,
τ s
′
s + τ
sτ s
′
t + η
sτ s
′
u = τ
s
s′ + τ
s′τ st + η
s′τ su,
ηs
′
s + τ
sηs
′
t + η
sηs
′
u = η
s
s′ + τ
s′ηst + η
s′ηsu.
In view of the Frobenius theorem this implies that the system QsΦ = 0 with respect to the
unknown function Φ = Φ(t, x, u) admits solutions Φl, l = 1, 2, such that Φ1tΦ
2
u − Φ1uΦ2t 6= 0.
Solving the pair of the equations Φls + τ
sΦlt + η
sΦlu = 0 for each fixed s as a system of linear
algebraic equations with respect to (τ s, ηs), we derive the representation
τ s = −Φ
1
sΦ
2
u − Φ2sΦ1u
Φ1tΦ
2
u − Φ2tΦ1u
, ηs = −Φ
1
tΦ
2
s − Φ2tΦ1s
Φ1tΦ
2
u − Φ2tΦ1u
. (13)
Conversely, it can be checked by direct calculation that for arbitrary functions Φ1 and Φ2 with
Φ1tΦ
2
u − Φ1uΦ2t 6= 0 the module Q spanned by the vector fields Qs = ∂s + τ s∂t + ηs∂u with
the coefficients defined by (13) is involutive. Up to functional dependence of pairs of functions
Φ1 and Φ2 with Φ1tΦ
2
u − Φ1uΦ2t 6= 0, there exists a bijection between such pairs and involutive
modules spanned by n vector fields of the form Qs = ∂s + τ
s∂t + η
s∂u.
If the coefficients aˆij do not depend on ut (this is the case if, e.g., a
ij = aij(t, x, u) and then
aˆij = aij), the substitution of the expressions (13) for τ s into the equation aˆijτ iτ j = 1 gives
a single equation in the two unknown functions Φ1 and Φ2. Each solution of this equation is
associated with a singular module Q for the equation L. In general, in the multidimensional
case n > 1, the coefficients τ s and ηs of the corresponding basis elements Qs are coupled in
a nonlocal and nonlinear way. This is why it is impossible to exhaustively describe singular
modules of multidimensional nonlinear wave equations within the framework of meta-singular
modules. At the same time, under additional conditions for the coefficients aij, nonlinear wave
equations possess families of singular modules which fit well into the above framework.
Thus, let the coefficients aˆij only depend on t and x. We look for singular modules of L for
which the corresponding coefficients τ s also do not depend on u. It is then sufficient to consider
pairs of functions Φ1 and Φ2 with Φ1u = 0 and, therefore, Φ
1
tΦ
2
u 6= 0. Then the expressions (13)
for τ s are reduced to τ s = −Φ1s/Φ1t . The equation aijτ iτ j = 1 is equivalent to the equation
(Φ1t )
2 = aijΦ1iΦ
1
j , which is the eikonal equation associated with the wave equation L. We fix a
solution Ψ = Ψ(t, x) of the eikonal equation with Ψt 6= 0 and consider the module MΨ spanned
by the vector fields Ψt∂s −Ψs∂t, s = 1, . . . , n, and ∂u. The module MΨ is meta-singular for the
equation L, and scoLMΨ 6 1 for each Ψ. Hence, the results of Section 9 are relevant in this
case. The number of such meta-singular modules of singularity co-order one is infinite since they
are parameterized by Φ traversing the set of solutions of the above eikonal equation with Φt 6= 0.
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Example 55. To consider a more concrete example, we briefly describe singular one-dimensional
modules of (1+1)-dimensional nonlinear wave equations of the general form
utt − (G(u)ux)x − F (u) = 0,
where F and G are arbitrary smooth functions of u with G > 0. For convenience we use the
specific notation of variables, t = x0 and x = x1. The case G = const in the characteristic, or
light-cone, variables was exhaustively studied in [18, Section 6].
Denote a nonlinear wave equation with fixed F and G by L. Let a vector field Q1 = τ∂t +
ξ∂x+η∂u, where the components τ , ξ and η are smooth functions of (t, x, u) with (τ, ξ) 6= (0, 0),
constitute a basis of a one-dimensional module Q. The module Q is singular for L if and only if
it is strongly singular for L, i.e. scoLQ 6 1. Both the components τ and ξ are then necessarily
nonvanishing. Changing the basis of Q, we set τ = 1. Then the condition scoLQ 6 1 is
equivalent to the following constraint for the component ξ:
ξ = ±g(u), where g :=
√
G.
This means that the equation L possesses exactly two two-dimensional meta-singular modules,
M± = 〈∂t ± g∂x, ∂u〉 with scoLM± = 1, and thus the results of Section 9 are relevant here.
The singularity co-order of Q for L is nonpositive, (w)scoLQ 6 0, if and only if additionally
the component η satisfies the equation
(
√
gη)u = 0, i.e. η =
α(t, x)√
g
for some smooth function α of (t, x). If we assume ut as the principal derivative of the char-
acteristic equation Q1[u] = 0, then the left hand side of the equation L is associated, on the
manifold Q(2), with the function
Lˆ =
αt − gαx√
g
− α
2gu
2g2
− F,
which depends only on (t, x, u). If the equation Lˆ = 0 can be solved with respect to u, then
wscoLQ = 0; otherwise wscoLQ = −∞. The condition singling out ultra-singular modules from
the modules of nonpositive co-order of singularity is Lˆ ≡ 0 with respect to (t, x, u). In the case
gu 6= 0 this implies that there exist constants b, a0 and a1 such that F = bgu/(2g2), α = α(z),
where z = a0t + a1x and αz = α
2 + b. A nonconstant value of the parameter-function α is
possible only for g satisfying the equation gu = 2g
3/2(a0 − a1g).
For α = const, there is no constraint for g. Therefore, for any positive smooth function
g = g(u) and any constant α, each of the vector fields Q± = ∂t ± g∂x + αg−1/2∂u spans an
ultra-singular reduction module of the equation utt = (g
2ux)x − α2gu/(2g2), which displays the
factorization
utt − (g2ux)x + α
2gu
2g2
=
(
Dt ∓Dx ◦ g − αgu
2g3/2
)(
ut ± gux − α
g1/2
)
.
For the particular value g = 1/u, this factorization was indicated in [21] in terms of ”first order
reductions”. Interpreting and developing the above results for (1+1)-dimensional nonlinear wave
equations similarly to the consideration of the particular case G = const in [18, Section 6] will
be the subject of a forthcoming paper.
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