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ABSTRACT

Author: Dong, Xiangyang. PhD
Institution: Purdue University
Degree Received: December 2017
Title: Materials-Genome-Based Multiscale Modeling of Ceramics and Laser-Assisted
Machining
Major Professor: Yung C. Shin

This study is concerned with developing multiscale models to predict material
properties and simulate laser-assisted machining of ceramics. The microstructure and
composition of ceramics and computational costs are taken into consideration in the
development of multiscale models. These models can predict both mechanical and thermal
properties, which can further assist in selecting machining parameters for laser-assisted
machining of ceramics.
Quantum level, atomistic level, micro and macro scales are bridged in the
multiscale modeling of ceramics. Interatomic potentials are derived by ab initio methods
to achieve more accurate calculations in molecular dynamics (MD) simulations. MD
calculations are carried out to predict the interfacial thermal properties and parameterize
the traction-separation laws for interfacial glass phase within ceramics under thermal and
mechanical loadings. The mechanical behavior of interfacial glass phase in ceramics is
subsequently characterized by cohesive zone models (CZM) with the calculated tractionseparation laws. The interfacial thermal conductivities and the parameterized CZMs are
then input into the finite element model (FEM) to model the properties of thin interfacial
glass phase surrounding the grains in the ceramics.

xviii
To reduce computational costs, a materials-genome-based multiscale model is
proposed to predict the material properties of ceramics by coupling multiscale model with
a variational asymptotic method for unit cell homogenization (VAMUCH). A variational
form for homogenization is formulated in combination with a cohesive zone model to
predict crack formation within ceramics in a computationally efficient manner. The
extended finite element method (XFEM) is further embedded in the formulation of the
materials-genome-based multiscale modeling. The implementation of both materials
genome model and XFEM enables multiscale modeling in predicting crack propagation
while providing accurate predictions by considering heterogeneous microstructure. The
developed multiscale model is capable of predicting the effects of microstructure,
composition and temperature on materials properties and machining processes with greatly
reduced computational costs.
In predicting the mechanical and thermal properties of alumina ceramics, SiC
ceramics and SiC/SiC composites, the favorable agreement between simulation results and
experimental measurements confirms the validity of the multiscale models. A coupled
thermal-mechanical multiscale model is developed to predict the thermally induced
fractures within alumina ceramics under laser heating. Different compositions of alumina
ceramics and crack propagation within SiC ceramics during laser-assisted machining are
also studied experimentally and numerically using the developed materials-genome-based
multiscale model.

1

1 INTRODUCTION

Rationale
Ceramics have been used for many critical components in engineering systems and
medical applications considering their excellent materials properties including good wear
resistance, high strength to weight ratio, as well as high strength retained even at high
temperatures. Conventional grinding methods are mostly used for machining ceramics.
However, its attendant low material removal rate and short tool life result in high
manufacturing costs. To tackle these challenges, laser-assisted machining (LAM) has been
used as a promising technique to reduce lower cutting forces and improve higher material
removal rates in machining ceramics, which are achieved by the systematical usage of
localized laser heating and then lowering the yield strength of ceramics. However,
improving machinability for the vast majority of ceramics with different weight percentage
remains a great challenge in applying LAM. While machining of certain types of ceramics
without fracture or failure can be achieved with properly selected process parameters, a
systematic way of studying LAM of ceramics is still needed to achieve high machinability
for different compositions of ceramics.
The mechanism of ceramics undergoing LAM was found to be dominated by the
softening and crack propagation of the interfacial glass phase at elevated temperature.
Despite the relatively simple composition in the ceramic grains, the interfacial contents and
behavior vary according to different compositions of ceramics as the interfacial glass phase
dominates the material behavior during LAM processes at elevated temperatures. While
the interfacial properties can easily be calculated with two constituent phases in the
composites [1], the mechanical properties (e.g. crack formation and propagation) of
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interfacial phase within ceramics are more difficult to predict due to the addition of various
elements in the fabrication process of ceramics. Therefore, a predictive model is needed to
elucidate the effects of interfacial phase contents on the mechanical behavior during LAM
of ceramics with varying compositions.
During LAM processes, ceramics are often exposed to extreme conditions with
severe thermal loading with a rapid change of temperature, i.e., thermal shock [2, 3]. The
induced thermal stresses could exceed the strength of ceramics, causing cracks to form and
might further lead to catastrophic failure. Hence, it is necessary to understand both the
thermal transport and crack formation mechanism, and develop a modeling method for
failure processes to achieve reliable predictions of thermo-mechanical behavior of
ceramics subjected to thermal and mechanical loading.
Among many material properties of ceramics, thermal conductivity is an important
one since it affects the thermal transport within ceramics under thermal loading. A single
crystal of ceramics usually may have good thermal conductivity. However, the thermal
conductivity value of polycrystalline ceramics is much lower, e.g. only a maximum of 50%
of pure SiC has been experimentally achieved for SiC ceramics [4]. This great difference
is caused by the existence of interface between grains in ceramics, which can act as thermal
resistance barriers in thermal transport and further lead to crack formation caused by high
thermal stresses. As the interface greatly influences the thermal transport, an appropriate
way of calculating interfacial thermal conductivity is needed for LAM of ceramics. Despite
the extensive experimental studies that have been performed to measure the properties and
their relations with the microstructure of ceramics, experimental methods often involve
long lead time and high costs. Hence, it is critical to develop the capabilities of predicting
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the material behavior in terms of the microstructure and composition of ceramics
undergoing LAM with varying conditions.

Laser-Assisted Machining of Ceramics
LAM is based on the idea of lowering yield strength of workpieces and reducing
cutting forces during machining processes at elevated temperature achieved by the use of
localized laser preheating. During LAM, the workpiece materials are first softened by an
intense local heat provided by a laser beam positioned ahead of a cutting tool and then
removed by a conventional cutting tool. At elevated temperature, LAM offer the benefits
of reducing cutting forces, improving surface finish, decreasing tool wear and hence
implementing higher material removal rate by lowering the yield strength of workpiece
materials. In order to improve the quality of workpieces during LAM, it is necessary to
understand the material removal mechanism and model the coupled laser heating and
material removal process during LAM. In this section, the prior work in LAM of ceramics
is summarized in terms of material removal mechanism, thermal and mechanical modeling.
1.2.1

Material Removal Mechanism of Ceramics
The goal of LAM is to increase material ductility by preheating the workpiece

materials and thus result in plastic deformation through the alternation of properties of bulk
material or a certain phase in the machining process. In order to develop a predictive model
for LAM processes, it is necessary to understand the material removal mechanism and
numerically analyze the material removal process.
The mechanism of ceramic removal undergoing LAM was found to be dominated
by the softening of glass phase at an elevated temperature. Unehara and Takeshita [5]
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investigated thermally-assisted turning of silicon nitride using oxyacetylene torches.
Benefits of lower cutting forces and tool wear, increased material removal rate and
improved surface finish were found for ceramics. This study also showed that the cutting
mechanism of ceramics changed from brittle fracture to plastic deformation at an elevated
temperature. König and Wageman [6] found that in order to achieve quasi-plastic
deformation during LAM of silicon nitride, the minimum required material removal
temperature of approximately 1100 ̊C needed to be achieved for silicon nitride. Later on,
König and Wageman [6] suggested that the quasi-plastic deformation during LAM of
silicon nitride was achieved by softening of an amorphous glass phase within the silicon
nitride grain boundaries. In these preliminary studies on LAM of ceramics, good surface
roughness comparable to that by grinding was achieved at the temperature between 1100
and 1300 ̊C, but deterioration in surface quality was observed at the temperature beyond
1300 ̊C due to the oxidation of the material. Rozzi et al. [7, 8] systematically determined
the material removal temperature using a thermal model and surface temperature
measurements during LAM of silicon nitride. The lower bound of material removal
temperature without gross fracture corresponded to the glass transition temperature of
YSiAlON glass in the silicon nitride. This supports the hypothesis that the plastic
deformation of silicon nitride in LAM was caused by the viscous flow of the intergranular
glassy phase between silicon nitride grains at an elevated temperature. A great range of
experimental investigations were carried out by Lei et al. [9, 10], showing that the material
removal mechanism during LAM of silicon nitride could be explained by the plastic
deformation in the primary shear zone of machining processes. Chips were segmented as
a result of the initiation, coalescence and propagation of intergranular microcracks.
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In the investigation of LAM of partially stabilized zirconia (PSZ) by Pfefferkorn et
al. [11], the material removal mechanism was considered as plastic deformation due to
dislocation motions at high temperature combined with brittle fracture ahead of cutting tool
caused by the intensely localized laser heating as there is no intergranular glassy phase in
PSZ. It was believed that the plastic deformation became to dominate the material removal
process as the last point of tool contact approached ductile regime machining with
decreasing uncut chip thickness. Such ductile material removal resulted in virtually no
crack on the machined surface of PSZ workpieces by LAM.
Rebro et al. [12] applied LAM to turning of reaction sintered mullite ceramics. As
both the thermal conductivity and tensile strength of mullite ceramics were very low, a
heating method utilizing ramped laser power and consequently a longer preheating time
was required to achieve the necessary material removal temperature while avoiding
thermally induced cracks or fracture in the mullite workpiece. semi-continuous and
continuous chip generated during machining suggested that the material removal
mechanism was dominated by viscous flow and plastic deformation of workpiece materials
at elevated temperature. Chang and Kuo [13, 14] successfully machined 96% alumina
ceramics with no crack or fracture after preheating the surface above the estimated glasstransition temperature of about 850˚C during LAM. The measured cutting forces were
smaller than those of conventional machining. The material removal mechanism was
inferred to be similar to that of silicon nitride: the viscosity of intergranular glass phase
decreases as the temperature of the workpiece increases; the glass phase flows and
redistributes along the alumina lattice boundaries as the lattices slip; the plastic
deformation at an elevated temperature is maintained by the interfacial glass phase.

6
To improve the machined quality of SiC ceramics, Patten et al. [15, 16] achieved
the ductile regime machining using a single point diamond turning with a micro-laser assist
[17-19]. The mechanism was attributed to the high pressure phase transformation (HPPT)
of SiC caused by high compressive and shear stresses induced by the tool tip. The ductile
response was enhanced by the laser heating, resulting in a larger ductile to brittle transition
(DBT) depth. Hence, the brittleness of SiC ceramics was decreased, and a larger depth of
cut (DOC) could be implemented to achieve a higher material removal rate.
1.2.2

Thermal Modeling in LAM
The benefits of LAM can only be achieved and optimized when the workpiece is

preheated properly and the critical temperature field within workpiece materials during
LAM is correctly determined. A transient, three-dimensional thermal model was first
developed by Rozzi et al. [8, 20] in studying laser heating processing of a rotating
cylindrical workpiece. The material removal of workpiece materials was subsequently
included in this model in order to extend it in studying laser-assisted turning [7, 21]. The
thermal model was validated by comparing temperature predictions with surface
temperature measured using a laser pyrometer in experiments [7, 22]. It was found that a
good agreement was found between the temperature distribution obtained by the thermal
model and the experimental measurements under all processing conditions. The model was
further extended by Pfefferkorn et al. [23] to study a semitransparent, homogeneous
material undergoing LAM and applied to partially stabilized zirconia. This was achieved
by allowing for calculation of the internal radiation within the semitransparent workpiece.
Effective thermal conductivity was used by a diffusion approximation in order consider
internal radiation heat transfer under an optically thick assumption was chosen. The
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predicted temperatures were validated in comparison with experimental results measured
by a long-wavelength pyrometer [22, 23].
A significant enhancement in the capabilities of the thermal model was achieved
by Tian and Shin [24] after changing the thermal model from a stationary laser/moving
workpiece (Eulearian approach) to a fixed workpiece/moving laser (Lagrangian approach)
and also including adaptive geometry change to simulate LAM of complex geometry. This
model therefore considers the translating laser irradiation and the material removal plane
as moving boundary conditions instead of the workpiece material flowing with the
stationary laser, and thus emulates the laser irradiation and the material removal plane like
the physical machining process. The method of adaptive geometry to consider complex
features partially deactivates control volumes based on the machining path, by setting the
conductivity of the particular control volume to zero if all the material in the control volume
has been machined. If a part of the workpiece remains in the control volume, then only
material properties in that portion are included in the simulation. Tian et al. [25] also
developed a transient, three-dimensional thermal model for laser-assisted milling (LAML)
and the accuracy was validated through surface temperature measurements using an
infrared camera and embedded thermocouples. The thermal model can provide the
transient temperature distributions within the workpiece with changing geometry during
LAML.
The schematic LAM process along with the various heat transfer boundary
conditions is shown in Figure 1.1. The numerical scheme is based on the finite volume
method and solved on a structured mesh. With the numerical solution approach, this model
was able to account for the following aspects: temperature dependent thermo-mechanical
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properties of the workpiece materials, the incident laser irradiation, conduction of the
absorbed laser heat flux into the workpiece, heat and mass loss resulted from material
removal process, conventional heat transfer and radiation from the workpiece to the
surrounding and heat generation due to the plastic deformation during machining processes.
Another thermal aspect included in the model is the convection of the heat flux to the
impinging jet, which is used to protect the CO2 laser optics. The laser spot is offset from
the cutting tool, and this is referred to as the laser-tool lead distance. The effect of the heat
generated from machining on the resultant temperature field was found to be nearly
neglected compared with laser heating during LAM. In contrast, laser power and feedrate
were greatly affecting temperature distribution and material removal temperature.

(a)

(b)

Figure 1.1. (a) Laser-assisted turning setup [26]; (b) Laser-assisted milling setup [25].

The thermal modeling of LAM discussed above was developed based on the
assumption of homogenous material properties, which cannot be directly applied to
ceramics. Hence, homogenization of the thermal properties is required to apply the thermal
model to ceramics. Tian and Shin [27] compared various homogenization methods for the
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thermal properties, including weighted average of specific heat, Maxwell formula,
Hasselman and Johnson formula, and Eshelby approach for thermal conductivity. Among
these methods, the Hasselman and Johnson formula has been widely used as it explicitly
considers the interfacial conductance, which may significantly affect the effective thermal
conductivity of ceramics. Extensive studies have used the Hasselman-Johnson model to
evaluate the effect of interfacial thermal conductance. With a assumed range of interfacial
conductance, the effective thermal conductivity of SiCf/SiC composites was studied [28].
The Hasselman-Johnson model can further be used to calculate the interfacial conductance
by fitting it to experimental results. By varying the size of the reinforcement particles, the
interfacial thermal conductance of particle reinforced metal composites could be calculated
using the Hasselman-Johnson model [29, 30].
Despite the convenience of the Hasselman-Johnson model in evaluating interfacial
thermal conductance, it provides no understanding of interfacial thermal transport, such as
temperature gradients, the size of interfacial region and interfacial thermal conductivity.
The calculation accuracy largely depends on experimental measurements. Moreover, few
studies have considered interfacial thermal transport in modeling ceramics during LAM.
Hence, a numerical method is needed to model the effect of the interfacial thermal transport.
As the thermal model developed by Tian and Shin (2006) [24] has been proven to be
accurate in predicting temperature distributions with laser heating [31-34], it is used to
compare with the simulation results of the developed multiscale model in this study.
1.2.3

Mechanical Modeling of LAM of Ceramics
Due to the heterogenous microstructure and brittleness of ceramics, it is a great

challenge to model machining ceramics using continuum methods, e.g. finite element
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model (FEM). As the ductile regime machining was achieved due to thermal softening and
HPPT, the micro laser assisted machining (µ-LAM) of SiC was simulated in a similar
manner to the metal machining simulation by FEM [15, 18, 19]. Two dimensional (2D)
FEM simulations were performed based on the Drucker-Prager model to consider
pressured induced phase transformation with thermal softening effects. The predicted
cutting forces showed a good agreement with the experimental results while the depth of
cut was below the critical depth of cut for the ductile-to-brittle transition.
Despite various degrees of success in the simulations of machining ceramics, the
continuum models are incapable of directly modeling material’s heterogeneous
microstructure, which can greatly affect the thermo-mechanical behavior of ceramics
during machining. Molecular dynamics (MD) simulation has been implemented as an
important technique to provide insights into machining problems at the atomic scale [35].
Geol et al. [36-39] explicitly modeled the SiC microstructure in MD simulations of
nanometric cutting of nanocrystalline SiC. The atoms of the simulation system were
divided into three zones: Newton atoms, thermostatic atoms and boundary atoms. The
atoms within the tool-workpiece interaction regions were considered as Newton atoms.
The boundary atoms were fixed to reduce boundary effects while the thermostatic atoms
were subjected to a thermostat to dissipate the heat generated during machining. The
nanometric cutting of single crystal and polycrystalline SiC was simulated, the mechanisms
of which were found to be the phase transformation and preferred cleavage along grain
boundaries, respectively [38, 39]. The simulations also provided useful insights into
anisotropy effects [37], chip morphology and lowered cutting forces during µ-LAM [36].
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Although MD models can be conveniently used to elucidate the microstructure
effects during machining, the MD simulations have mostly been used for ultraprecision
and nanometric machining techniques due to the high computational costs. To alleviate this
difficulty, the distinct (or discrete) element method has been used as an alternative
approach, which can directly model the microstructure of ceramics in machining [40-43].
The microstructure was modeled as an assembly of densely bonded circular particles with
arbitrary size. The grains were modeled by clusters of bonded particles as rigid bodies that
can overlap to simulate the contact and deformation processes. The physical behavior of
the amorphous intergranular glass phase was approximated by interactions between the
particles in the form of parallel bonds. A calibration process needed to be performed first
to accurately model the material properties [40, 42]. 2D DEM codes were implemented in
the machining of polycrystalline SiC and LAM of silicon nitride [41-43]. The simulation
results were compared with experimental measurements and validated in terms of cutting
forces, chip size and surface/subsurface damage. DEM simulations successfully captured
the brittle nature of ceramics, e.g. initiation and propagation of microcracks in machining
of ceramics. However, as an additional calibration process is needed to obtain material
parameters at micro scale, it is difficult to capture the origins of macro-scale phenomena
compared with the calculations from smaller scales, e.g. the quantum mechanics and
molecular dynamics. Therefore, it is necessary to develop a modeling method that can
bridge the simulation techniques at different length scales.
One promising approach to address this need is the implementation of multiscale
modeling for machining of ceramics. Based on the material removal mechanism described
by Lei et al. [10] in LAM of silicon nitride, Tian and Shin [44] presented a multi scale
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finite element model to incorporate the microcrack evolution into the simulation of chip
formation. To account for the initiation and propagation of intergranular cracks, the
cohesive elements were implemented in combination with the continuum elements in
modeling machining processes, where the deformation of the ceramic grains was simulated
by the continuum elements. During LAM of silicon nitride, the interactions between the
tool and the workpiece were divided into two different portions: the workpiece material
encountering crack development and discontinuous chip formation, and plastic
deformation confined with high pressure to form the machined surface. While the
developed multiscale framework by Tian and Shin [44] provides the capabilities to account
for the ceramic machining mechanisms at different scales, the material parameters for the
model are still obtained from experimental measurements, which may not be available for
other compositions of ceramics, and the approach is incapable of providing insights into
material behavior at smaller scales.

Approaches for Multiscale Modeling
The necessity to implement multiscale modeling in studying ceramics is attributed
to a need to investigate the material behavior at different length scales spanning several
orders of magnitude, e.g., from the quantum level to the macroscale. During LAM of
ceramics, the material removal process occurs at a wide range of length scales: bondbreaking at the quantum level, interface separation at the nanoscale, microcrack initiation
between ceramics grains and grain damage at the microscale, and the propagation of
microcracks into macrocracks at the macroscale. In this section, the commonly used
modeling techniques at each length scale are summarized. The development of multiscale
modeling techniques for ceramics is also discussed.
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1.3.1

Ab Initio Calculations
The basis for material properties stems from the interactions of the electrons and

nuclei within materials, which usually follow the fundamental laws of quantum mechanics
(QM). The essential parameters of materials such as bond lengths, bond angles, and force
field potentials can generally be provided by QM calculations. Hence, the QM method
provides a good way of accurately predicting material properties.
By solving the wave function described by the Schrödinger equation (SE) [45], QM
methods are capable of studying a wide range of thermos-physical properties of various
material systems, are based on
𝐻Ψ = 𝐸Ψ

(1.1)

where Ψ, 𝐸, 𝐻 represent the wave function of the system, an eigenvalue of the wave
function, and a Hamiltonian, respectively. After obtaining the wave function of electrons
described in the SE, ab initio simulations can accurately determine system energies, but are
usually very computationally expensive. Hence, the simulations are limited to a material
system with a small number of atoms and can only be run for a few picoseconds [45].
The advantage of ab initio simulations in calculating energies can be taken to
determine interatomic potential data, which are usually limited to experimental
measurements. The method of using energy information becomes a very useful tool to
obtain interatomic potentials in order to accurately describe atom interaction and bondbreaking in molecular dynamics simulations. To obtain interatomic potentials using ab
initio methods, a predefined interatomic potential is usually used with curve-fitted
parameters [46, 47]. By fitting the total energy of interatomic potentials to the results of
ab-initio calculation, the parameters of the interatomic potential model can be determined.
To incorporate ab initio methods in the determination of interatomic potentials, it is
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necessary to calculate a set of structural energies, e.g., the interface adhesive energy [4850] and the total energy [51]. Among ab initio methods of calculating the structural energy
based on the electronic structure, the density functional theory (DFT) is well developed
and gives the possibility of calculating a pertinent electronic structure at the interface. An
effective one-electron potential is utilized in DFT to approximate the complex electronelectron interactions in electron systems. The one-electron potential is often described as a
functional of electron density only [52]. It is described by exchange-correlation functionals
with various approximations including the local-density approximation (LDA), the
generalized gradient approximation (GGA), the meta-GGA and the hybrid functional.
1.3.2

Atomistic Level Simulations
Continuum mechanics or phenomenon-based models have often been implemented

in studying plastic deformation, dislocation density, or crack formation. Recently, there
have been many efforts that necessitate the understanding of material behavior at the
nanoscale. The continuum description is often insufficient to describe material behavior as
the scale of materials decrease to small length scales, and hence there is a need to
understand the atomistic behavior of materials. In the 1950s, atomic simulations were
carried out to study the bulk properties of matter through molecular dynamics (MD).
Simply by solving Newton’s equations based on atomic interactions, molecular dynamics
nowadays shows it great capabilities in study various phenomena such as crystal
dislocation, melting, adhesion, and crack formation, have been successfully studied by
atomic simulations.
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In its simplest sense, MD is a technique in which the time evolution of atomic
interactions is studied by integrating the equations of motion. MD follows the classical
equations of motion for atoms and molecules as described by Newton's equations
𝑚𝑖

𝑑 2 𝑟𝑖
𝑑𝑡 2

= 𝐹𝑖 = −

𝜕𝛷(𝑟𝑖 )
𝜕𝑟𝑖

(1.2)

where 𝑚𝑖 is the mass of atoms and molecules, 𝑟𝑖 shows the position of atoms and
molecules, and 𝐹𝑖 denotes a force vector of atoms and molecules. 𝛷 is the system potential
defined as
𝛷(𝑟𝑖 ) = ∑𝑗 𝛷(𝑟𝑖𝑗 )

(1.3)

The Schrödinger equation can be approximated by these classical forms of
equations of motion at system temperature that is not very low if the mass of atoms and
molecules is not tool small, and it is straightforward to numerically solve Newton’s
equation. Without the need to know thermo-physical properties any of materials or phases,
various phenomena can be solved in principle.
The equation of particle motions can be further expressed as
𝑚

𝑑𝒗𝑖
𝑑𝑡

𝜕

= − 𝜕𝒓 𝛷(𝑟𝑖 )
𝒊

(1.4)

where (𝑑𝑟𝑖 )/𝑑𝑡 = 𝑣𝑖 . Material properties can be predicted through numerically solving the
equation with the given initial and boundary conditions. The initial velocities of simulation
system are determined from the initial temperature. The boundary conditions are
determined by particle velocities given with specified regions.
The initial position of the atoms in simulation systems is very important in atomic
simulations. While the atomic structure of commonly known materials can be easily
obtained, some complicated material systems, e.g. the interfacial glass phase of ceramics,
may need some additional calculations based on the fabrication processes [53-56]. MD
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simulations also require accurate interatomic potential models. While a wide range of
potential models are available for different situations and have been validated, some
combinations of atom interactions may not be available from experimental measurements.
Additionally, certain interaction effects, e.g. the van der Waals and non-bonded
interactions may need special consideration. In these situations, QM methods can provide
an accurate prediction of the potentials.
Since the properties of interfacial phase play an important role in ceramic behavior,
MD simulations conducted at the nanometer level offer a good way of studying the
interface mechanics. Several attempts have been made in order to determine interface
separation laws through atomistic simulations [57-63]. Komanduri et al. [57] carried out
the MD simulations of uniaxial tensile tests to extract relevant parameters. Both tensile and
shear loads for a small system size were considered by Spearot et al. [58] in studying plastic
deformation. However the simulated mechanism did not consider the crack formation at
the interface. These earlier studies were further improved by Yamakov et al. [59] who
studied a single phase of aluminum under tensile loading (Mode I). In their studies, the
intergranular fracture was able to be investigated by increasing the domain of simulation
systems.
The interfacial behavior between two dissimilar materials has also been studied
[60-63]. A interface structure formed by polyethylene as epoxy and graphene as carbon
nanotube was studied by Awasthi et al. [60] under tensile loading. To obtain traction–
separation laws, a combination of tensile (Mode I) and shear (Mode II) loading conditions
were studied by Zhou et al. [61] in simulating the crack formation within a brittle material
system between two different materials. Dandekar and Shin [62] further improved the
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method by directly studying traction–separation relationships in Mode I and Mode II
failures for a ductile–brittle system as a function of temperature. In MD simulations of
another ductile-brittle system [63], the effects of lattice mismatch and loading phase angle
were investigated based on the evolution of atomic structure in the crack propagation.
Another important application of MD simulations for calculating interfacial
properties is the derivation of interfacial thermal conductance [64-68]. Depending on
whether the simulations are for conductivity under constant temperature or not, classical
molecular dynamics simulations are normally divided into equilibrium molecular
dynamics (EMD) and nonequilibrium molecular dynamics (NEMD) simulations. A wellknown method of calculating the thermal conductivity of materials based on the atomic
trajectories from EMD simulations is the Green-Kubo formula [69, 70], which correlates
thermal conductivity to the heat current autocorrelation function (HCACF). Different from
EMD simulations, NEMD simulations are realized by imposing a heat flux or a temperature
difference across a material system [69-71]. In NEMD simulations, the temperatures can
be controlled by adding energy or rescaling temperatures of atoms. After obtaining
temperature gradient ∇𝑇 and heat flux 𝑞, thermal conductivity 𝑘 can be calculated based
on Fourier’s law.
In comparison of two methods discussed above, the thermal conductivity
considering various microstructural details, such as voids, defects, and grain boundaries,
can be relatively easily determined using the NEMD method through an appropriate
selection of heating and cooling regions in MD simulations. In controlling the system
temperature of the NEMD simulations, a reverse nonequilibrium molecular dynamics
(RNEMD) scheme is achieved [72] by implementing a heat flux in simulation systems to
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generate a temperature gradient. The RNEMD could minimize the computation time since
the calculation of heat fluxes takes much more time in the average manipulation [73, 74].
While MD simulations can model thermal transport, most of studies are focused on
the phononic contribution due to the incapability of MD simulations in explicitly modeling
the contribution of electrons. The two-temperature model (TTM) has been introduced to
include electron-phonon coupling. Temperature is assigned for each of electron and
phonon which are described as two different subsystems. Duffy and Rutherford [75, 76]
incorporated electronic effects in modeling of radiation damage simulations. A coupled
TTM-MD scheme is implemented to account for electron-phonon coupling, electronic
stopping, and the temporal as well as spatial evolution of both electrons and phonons.
Based on Duffy and Rutherford’s scheme, Phillips and Crozier [77] added an interaction
process between the electron and phono subsystems and achieved energy-conserving
TTM-MD simulations. Wang et al. [65] extended the conventional NEMD simulation by
coupling it with the TTM model to analyze the interfacial thermal transport across two
different material systems formed by metal and nonmetal. Compared with conventional
NEMD simulations only considering phonon effects, a higher accuracy was achieved in
comparison with experimental data. To reliably predict the thermal transport during LAM
of SiC, the TTM-MD simulations are implemented in this study to evaluate the electronic
contributions to the thermal transport.
1.3.3

Cohesive Zone Modeling
Within the framework of cohesive zone modeling (CZM), two most noteworthy

cohesive zone models available in the literature are the potential-based laws used by
Tvergaard [78] and Xu and Needleman [79]. Compared to Xu and Needleman’s model, the
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cohesive model developed by Tvergaard considered the irreversibility in the cohesive
interface. To represent the general characteristics of cohesive interface, the fracture energy
and fracture strength can fully determine the model after the specific shape of the model
has been selected. Wang and Nakamura [80] suggested that a precise traction law was not
important for the application of cohesive models, and only two parameters directly
influence the fracturing process, i.e. fracture energy and fracture strength. To formulate the
different interface properties between ceramic grains, i.e. glass pockets, pores and initial
defects, Espinosa and Zavattieri [81] proposed three different cohesive laws to apply them
to different interfaces considering stochastic effects with the Weibull distribution.
Several studies based on thermo-mechanical CZM have shown that the interfacial
phase can affect both mechanical and thermal properties at elevated temperatures due to
the existing interface structure and temperature variation between grain components.
Hattiangadi and Siegmund [82-84] presented a coupled thermo-mechanical numerical
method based on a cohesive zone model, which accounted for heat conduction across the
delamination cracks in composites. The fundamental response of the thermo-mechanical
CZM was described, i.e., non-linear effects due to the conductance-separation response of
the crack faces, and the coupling problem between the thermal and mechanical analyses
was shown to affect the crack initiation and growth behavior. Özdemir et al. (2010) [85]
presented a thermo-mechanical cohesive zone model for the analysis of material interface
at different scales. The physical heat transport mechanism was taken into account within
the limitations of a cohesive zone formulation. The evolution of mechanical damage was
shown to influence the thermal field and in turn affect the crack initiation and propagation
under heat loading on the coating layers of alumina ceramics. Benabou et al. (2013) [86]
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analyzed the thermal misfit effects of the solder material on the crack formation near the
interface based on coupled thermo-mechanical cohesive elements. In the CZM, the thermal
conductivity of the cohesive elements was modeled as a function of separation distance
between fracture surfaces and thus can model the degradation of interfacial phase. The
local temperature gradient further increased as the interface separation increased and
further reduced thermal conductance between fracture surface, which was shown to be
closely related to the fatigue failure. The simulated results also showed that temperature
distribution and thermal transport were radically changed by the cracked interface.
While 2D CZM was successfully employed in the fracture prediction as described
above, few studies have been performed to predict ceramics fractures using 3D CZM. Su
et al. (2010) [87] modeled 3D complex crack propagation in quasi-brittle materials by
embedding cohesive elements in an FEM model in Abaqus. Dandekar and Shin [62]
modeled the mechanical behavior across interface comprised of two different materials, Al
and SiC by conducting molecular dynamics simulations. The parameterized traction–
separation laws were then implemented to characterize the properties of CZM in a 3D
multi-phase model of metal matrix composites to simulate the cutting forces and the subsurface damage [88]. However, the efforts of 3D CZM were limited to the mechanical
analysis.
As ceramics undergoing both mechanical and thermal loadings during LAM
processes, the coupled thermo-mechanical behavior needs to be considered in modeling
crack formation through CZM. Moreover, a 3D CZM model is needed to predict the
complicated fracture patterns and assist in selecting proper conditions to avoid thermally
induced fractures during LAM of ceramics.
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1.3.4

Multiscale Modeling Techniques for Ceramics
The material removal processes during LAM of ceramics involve damage initiation

and accumulation from the quantum level to the microscale, eventually resulting in fracture
and damage at the macroscale as demonstrated in Figure 1.2. Hence, it is necessary to
understand the material properties at different length scales to investigate damage during
machining processes.

Figure 1.2. Schematics for multiscale modeling of LAM of ceramics.

While a number of methods have been proposed to predict material behavior at
different scales, not the entire information through the full simulations at difference scales
is necessarily calculated due to the high computational costs. The multiscale modeling was
proposed through a combination of simulation methods at multiple scales. This is
necessitated by the requirements for calculation accuracy and reasonable computational
costs.
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Depending on how different length scales are coupled, multiscale approaches can
be classified into two broad categories: concurrent and hierarchical [89]. While concurrent
methods employ hybrid simulations at different scales simultaneously, fine-scale
calculation results serve as input parameters to the coarse-scale model in hierarchical
methods, which usually involve lower computational costs and provide deep physical
insights into the origins of the macro-scale behavior. Hence, the hierarchical methods are
implemented in this study.
Mauro and Varshneya [90, 91] performed multiscale modeling studies on various
ceramic structures. Ab initio simulations were used to calculate the interatomic potentials,
which were subsequently used in classical Monte Carlo simulations. A coupled analysis of
quantum level calculations within large scale classical atomistic simulations can increase
the accuracy of the obtained structural data. A similar multiscale framework in studying
zirconia has also been proposed by Krishnamurthy et al. [92]. The DFT-based ab initio
calculations were first carried out to study activation energies for oxygen migration, which
were then used in a kinetic Monte Carlo framework to calculate oxygen diffusivities.
A hierarchical multiscale model was developed through a combination of atomistic
and mesoscopic length scales to predict the fracture formation of AlON ceramics [93].
Atomistic simulations were used to calculate anisotropic response. A 3D finite element
model was implemented to study the crack nucleation, growth and coalescence. The
bridging between atomistic and mesoscopic length scales was achieved through passing
interfacial failure mechanisms and bulk elastic properties. The prediction results by the
proposed multiscale model successfully captured the failure response, when compared with
experimental results at the microstructural level. However, as the crack opening within
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interfacial phase was assumed to be determined by the measured flexure strength of bulk
materials, the model was only limited to certain types of ceramics.
Multiscale methods have also been applied to ceramic matrix composites (CMC)
to model the complicated microstructure and predict the material behavior. A two-phase
multiscale model was proposed to investigate the behavior of alumina/zirconia CMC
subjected to tensile loading [94]. The porosity effects on crack nucleation at microscale
and propagation at mesoscale were studied. To model the microstructure of ceramic matrix,
a multiscale generalized method of cells was proposed through the homogenization of local
and global repeating unit cells, which was used to analyze the effects of residual stresses
on the tensile response of SiC/SiC composites [95]. Shojaei et al. [96] presented a
multiscale model for CMCs formulated by continuum damage mechanics to study effects
of interface structure and fiber size on mechanical properties. A representative volume
element was used to describe the two failure modes of CMCs at micro-scale. The
microscale asymptotic analysis can subsequently be used for predicting failure mechanisms
at meso and macro scales.
As workpieces are undergoing mechanical and thermal loadings during LAM, the
mechanical modeling relies on the prediction of thermo-mechanical behavior of ceramics.
Hence, understanding the thermal transport is also very important for multiscale modeling
of ceramics. In the multiscale modeling of polycrystalline SiC, Crocombette and Gelebart
[97] combined molecular dynamics and finite element calculations to analyze the
degradation of thermal conductivity due to the existence of interfacial thermal resistance.
MD simulations were first used to calculate the thermal resistance of grain boundaries at
the atomic scale. The predicted thermal resistance was then integrated into a finite-element-
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based homogenization approach to study grain size effect on effective thermal conductivity
of SiC ceramics. As the simulations were based on pure SiC/SiC interface structure, the
model could not evaluate the effect of interfacial compositions on thermal conductivity,
which may contribute to the discrepancy between the prediction results and experimental
measurements [97].
In summary, MD simulations provide the means in predicting material properties,
but may be limited by the available empirical interatomic potentials. Additionally, MD
simulations are limited by the simulation system size and computation costs in calculating
bulk materials. On the other hand, finite element (FE) modeling provides a convenient way
of evaluating the effective properties of bulk materials through homogenization of one
representative volume element (RVE) [97-99]. However, the interfacial compositions of
ceramics are either not considered [97] or simply assumed based on the measured bulk
material properties [44, 93]. Hence, there is a need to model the interfacial compositions
and obtain accurate prediction results. A multiscale modeling framework with the
combination of ab initio calculations, MD simulation and FE analysis can not only model
the material microstructure but also predict effective properties of bulk materials from first
principles.
While multiscale modeling has been used to predict material properties of ceramics,
few studies have implemented it in modeling LAM of ceramics. Tian and Shin [44]
presented a multiscale finite element model for LAM of silicon nitrides but the interfacial
properties were estimated from the bulk material properties. A multiscale modeling in the
combination of molecular dynamics and cohesive zone model has been implemented in the
investigations of LAM of composites [34, 88]. The traction-separation laws derived by MD
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simulations provided material properties at the micro-scale for implementing hierarchical
multiscale simulations. While such modeling techniques may be enough for calculations
of composites, calculations of ceramics from first principles are needed as the interatomic
potential data for many common additive elements in ceramics are not available for MD
simulations. Moreover, the complex compositions and structure of interfacial phase in
ceramics add difficulties in predicting their interfacial behavior compared with those of
composites where the relatively simple interfacial structure exists [100]. Due to the
brittleness of ceramics, thermally induced stress can cause cracks to form and further lead
to catastrophic failure under LAM. Hence, it is necessary to account for temperaturedependent interface properties for the coupled thermo-mechanical multiscale modeling of
LAM of ceramics.

Homogenization of Heterogeneous Microstructure and Structure Genome
Model
1.4.1

Conventional Homogenization Techniques
Several semi-analytical approaches have been developed to homogenize the

properties of ceramics or composites with complex microstructures. These approaches
often involve finely discretizing a unit cell (UC) or a representative volume element (RVE)
that captures the representative periodic microstructure of ceramics or composites. One of
the popular semi-analytical approaches is the transformation field analysis (TFA) [101],
which utilizes a uniform eigenstrain to model plastic strain within each phase in the finite
element method [102]. Another semi-analytical approach is the method of cells (MOC) or
the generalized method of cells (GMC) [103], which discretizes a UC into numerous
subcells and approximates the local quantities with their averages over each subcell.
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However, these approaches cannot either or accurately handle complex loading conditions
[104] or achieve a very high accuracy in consideration of microstructural details and local
field responses.
Computational approaches have also been implemented based on the finite element
analysis. One of the most popular methods is the FEM-based multiscale method, which
arises from the need to understand the material behavior at different length scales spanning
several orders of magnitude. In particular, the crack formation occurs at a wide range of
length scales, e.g. bond-breaking at the quantum level, interface separation at the nanoscale,
micro-crack initiation at the micro-scale, and evolution of the micro-cracks into fractures
at the macro-scale. An approach was developed to handle the micro–macro transitions in
the multiscale finite element analysis [105], which required static boundary conditions
within the unit cells. An approach using periodic boundary conditions was implemented in
the analysis of the unit cells of fiber-reinforced composites [106, 107] undergoing finite
deformation. However, as the displacement are usually not periodic, a periodic boundary
condition cannot be implemented in the analysis. When there exists a micro-scale crack
[108], periodic boundary conditions, which are often used at the fine-scale to improve
convergence, are even more difficult to implement. Under uniaxial and biaxial loadings,
the periodic boundary conditions were applied to study the damage and failure of the 3D
UC of 2D plain weave composites [109]. While the FEM-based homogenization analysis
of one RVE can be used to predict effective material properties for the macroscopic
analysis, one additional analysis within the local region needs to be performed, e.g.,
building a sub-model [110], to recover the local fields based on the global response. To
overcome this drawback, a variational multiscale method [111] was developed, where there
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was no need to use any special interface elements to predict crack propagation in a
polycrystalline microstructure. An explicit microstructural representation was introduced
to capture microstructure details. A discontinuous displacement field was added to the
elements that exceed the damage threshold during loading.

While the FEM-based

multiscale method offers the possibility to represent the entire crack geometry, the
microstructural effects can be only considered after explicitly modeling the microstructure
with fine mesh, which may greatly increase the computational costs.
1.4.2

Modeling Crack Propagation and Extended Finite Element Method
It is still very difficult to model fracture within heterogenous microstructure.

Among various numerical method, multiscale techniques serve as useful tools to study
material properties at small length scales. However, there are very few numerical
techniques that can be used to study crack formation. The fundamental processes during
crack formation within a small domain can be studied by MD simulations of fracture within
various materials. However, simulations of a large domain are not suitable using MD
techniques. MD simulations have been combined with continuum models to tackle such
challenges. Material properties calculated at smaller length scales are used as inputs to
obtain the parameters of the constitutive relation needed in a macroscopic analysis of
homogenized materials
Despite their relatively low computational costs, it remains a great challenge to
model fracture using multiscale methods. The existence of cracks leads to a discontinuous
displacement. Thus, periodic boundary conditions are often not satisfied [108]. Such
difficulties in modeling cracks using multiscale methods limited most of previous studies
to two-dimensional analysis of a small domain. It is necessary to develop a multiscale
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modeling scheme which can bridge numerical techniques at different length scales in
studying fracture. In the meantime, the computational efficiency can still be retained
through an integrated continuum framework in the simulation of fracture.
Despite various computation methods that have been proposed to investigate crack
formation, most of them have been implemented in a single scale. Among them,
computation costs are very high in the implementation of continuum mechanics approaches
in studying crack formation since a very fine mesh is needed to model cracks that are
normally much smaller than the size of a macroscopic domain. To address such issue,
fracture has been modeled as an interelement separation by several computational methods,
among which the extended finite element method (XFEM) has been very attractive
considering its capabilities in modeling cracks independent of mesh. Without the need for
re-meshing, the singularity at the crack front and the discontinuity of the displacement field
due to crack formation can be explicitly modeled without the need for re-meshing. This is
achieved by introducing additional degrees of freedom to enrich displacement spaces in
the conventional finite element analysis, hence allowing the existence a discontinuous
displacement between fracture surfaces. Crack propagation using XFEM was first
introduced by Belytschko and Black (1999) [112] and Moës et al. (1999) [113] and
encompasses at least three major parts: XFEM formulation, crack description, and criteria
for crack update. The crack in XFEM can be described explicitly by a surface discretization
or implicitly by means of level set functions. Level set functions were introduced to
describe cracks implicitly, and this has become a standard choice in XFEM. During crack
propagation, the direction and length of the increments may be obtained by different
propagation criteria [114].
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Though being attractive because of the possibility provided by XFEM to explicitly
model crack propagation independently of the mesh in the analysis, the microstructural
effects can be only considered after explicitly modeling the microstructure with fine mesh
[108, 115, 116], which may greatly increase computational costs. Hence, it is necessary to
develop a computationally efficient approach that can retain the capabilities of XFEM in
modeling fracture while providing accurate predictions by considering heterogeneous
microstructure without the need to implement fine mesh in the analysis.
1.4.3

Structure Genome Model
A structure genome model has recently been developed using a variational

asymptotic method for unit cell homogenization (VAMUCH) [117-119] as a generalpurpose micromechanics method. With periodic boundary conditions and greatly reduced
computational costs, the effective properties of heterogeneous materials can be predicted
while in the meantime, the local fields can be recovered to study the heterogeneity of
materials [117-122]. It involves a variational analysis of the UC of a heterogeneous
material by introducing a fluctuation function to account for the heterogeneity of materials.
The governing equations are asymptotically solved to obtain the local responses with
materials. As both FEM and VAMUCH are variational approaches, they can be coupled
together to solve the analysis of heterogeneous materials. Zhang and Yu [122, 123] used it
to homogenize elasto-viscoplastic heterogeneous composites, and it was further extended
to homogenization of elastoplastic composites. However, the crack formation within the
heterogeneous microstructure has not been studied.
Compared with conventional homogenization methods, VAMUCH has advantages
of both accurately homogenizing the heterogeneous material and recovering the local fields
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within the microstructure. A full finite element analysis of a RVE often needs to be
performed for the conventional homogenization methods like FEM micromechanics. After
the homogenized material properties through FEM are obtained, the uniform material
properties are then assigned to the corresponding sections. The size and number of RVEs
determine the prediction accuracy, which is inversely related to computation costs in FEM.
To recover the local fields based on the global response, one additional analysis within the
local region needs to be performed, e.g., building a sub-model [110].
Different from the conventional homogenization methods, VAMUCH introduces
an additional fluctuation function [117, 118, 124]. The fluctuation function can be used to
describe the variations of material behavior within one genome. Adding this function
enables predicting all the necessary results, including global responses and local fields
through one analysis of the heterogeneous material.
VAMUCH is developed based on two essential assumptions. Assumption 1 is that
the exact solution of the field variable, e.g. the temperature 𝜙, has a volume average 𝜓
over the genome as
1

𝜓 = 𝛺 ∫𝛺 𝜙𝑑𝛺

(1.5)

where 𝛺 denotes the domain occupied by the genome. Assumption 2 is that the effective
material properties are considered to be the intrinsic properties of heterogeneous materials
in the macroscopic analysis. After the geometry of the macroscopic structure, the boundary,
and loading conditions are given, the micromechanical analysis of the genome can be used
to determine the effective properties. Based on these two assumptions, effective material
properties can be obtained through calculating the average of the field variables. For non-
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uniform properties, the additional fluctuation function can be used to describe the
difference within each genome.
Despite the convenience of VAMUCH in predicting material properties, the
existing genome models only include the effects of reinforcement and matrix without
considering interfacial structure. Hence, the interface-dependent properties cannot be
evaluated, e.g. the particle size effect on effective properties [30, 97]. Hence, a genome
model including interfacial structure needs to be developed to predict the microstructure
effect during LAM of ceramics. A uniformly distributed particle reinforcement with
varying size in the matrix composite is shown for demonstration in Figure 1.3. The selected
genome is represented by a combination of reinforcement, matrix and interfacial phase
between them. The material property of each constituent can be obtained either from
experimental measurements [29, 125-127] or through MD simulations [64, 128].
To tackle the limitation of such variational approaches in handling fracture within
heterogeneous microstructure, Sun and Sundararaghavan (2016) [111] proposed a
multiscale variational method by introducing a discontinuous displacement field in critical
regions (such as notches and cracks). An explicit microstructural representation was
included to model crack propagation in these critical regions. However, it was achieved by
a fine mesh in the finite element analysis and hence greatly increased computational costs.
Hence, it is necessary to develop a new approach capable of predicting crack initiation and
propagation by explicitly considering heterogeneous microstructure without significantly
increasing the computational complexity and costs.

32

Figure 1.3. Demonstration of material genome model with interface.

Research Objectives
The objectives of this study are (i) to model the thermo-mechanical behavior of
ceramics while considering the microstructure and compositions of ceramics and ceramic
matrix composites, and (ii) to improve the machinability of these materials through laserassisted machining. The multiscale model proposed in this study aims at predicting the
ceramic behavior during LAM from first principles. Ab initio calculations are used to
derive the interatomic potentials for molecular dynamics simulations, which are
subsequently carried out to determine the interfacial thermal transport properties and the
parameters of cohesive zone elements to model interface separation of ceramics. The
variation of ceramic compositions and interfacial structure should be explicitly modeled.
The parameterized properties of the interfacial phase should be implemented in the
continuum model to predict the coupled thermo-mechanical behavior in macro-scale
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undergoing LAM. In the meantime, the computation costs should be reduced through the
implementation of a materials genome model. The specific objectives are as follows:
1. Multiscale modeling of ceramics and predicting their properties by bridging
simulations techniques at different length scales
a) Establish ab initio methods to derive the interatomic potentials necessary for MD
calculations
b) Study the mechanical and thermal properties of interfacial phase within ceramics
through MD simulations
c) Study the effects of microstructure, composition and temperature on effective
material properties of ceramics through multiscale modeling
2. Coupled multiscale and materials genome modeling of ceramics
a) Develop a material genome model considering the interfacial phase of ceramics
b) Combine the material genome model with the developed multiscale model to predict
ceramic properties
c) Predict irradiation effects on the material properties of SiC/SiC composites through
materials-genome-based multiscale modeling
3. Enhanced materials genome modeling in studying fracture of ceramics with reduced
computational costs
a) Improve the existing materials genome model by coupling cohesive zone model
with VAMUCH
b) Couple the enhanced materials genome model with the extended finite element
model to predict the crack propagation within heterogeneous materials
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c) Reduce computational costs in studying the fracture strength and subsurface cracks
of ceramics under various loading conditions
4. Predictive modeling of laser-assisted machining of ceramics
a) Develop a multiscale model in studying cutting forces and chip formation during
laser-assisted machining processes of ceramics for different compositions
b) Develop a 3D coupled thermo-mechanical cohesive zone model to study the
thermally induced fracture during laser heating of ceramics
c) Implement the materials-genome-based multiscale model in studying crack
propagation of ceramics during laser-assisted machining processes

Dissertation Outlines
In Chapter 2, the multiscale framework in modeling ceramic materials is discussed.
Ab initio methods, molecular dynamic simulations and cohesive zone modeling are
combined to predict the mechanical and thermal properties of alumina and SiC ceramics.
The effects of composition, grain size and temperature on interfacial phase and the material
properties of bulk materials are also evaluated.
In Chapter 3, the thermal conductivity of SiC ceramics and SiC/SiC composites are
predicted by coupling multiscale modeling with a materials genome model. The effects of
additive compositions and irradiations on interfacial thermal conductivity are predicted by
non-equilibrium MD simulations. A homogenized materials genome model with the
calculated interfacial thermal properties is used in a continuum model to predict the
effective thermal conductivity of bulk materials as well as the degradation due to neutron
irradiations.
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In Chapter 4, the materials genome model is enhanced to study crack formation and
propagation with greatly reduced computational costs by coupling VAMUCH with a
cohesive zone model and the extended finite element method (XFEM). A new
micromechanics approach has been developed to enable VAMUCH to homogenize
heterogeneous microstructure and predict its crack formation. XFEM is embedded in the
formulation of the materials genome model through VAMUCH to retain the capabilities of
XFEM in modeling fracture while providing accurate predictions by considering
heterogeneous microstructure.
In Chapter 4, a multiscale model is first developed to simulate laser-assisted
machining processes of alumina ceramics with different compositions. A 3D coupled
thermo-mechanical multiscale model is also presented to simulate fracture formation
during laser heating of alumina ceramics. Subsequently, the materials-genome-based
multiscale model is applied to study the crack propagation within SiC ceramics during
laser-assisted machining processes.
In Chapter 6, conclusions and future work are given.
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2 MULTISCALE MODELING OF CERAMICS AND
PREDICTIONS OF MATERIAL PROPERTIES

In this chapter, a multiscale model is proposed with the combination of ab initio
calculations, atomistic simulations, micro and macro scale models to predict the materials
properties of ceramics. The necessary modeling methods, i.e. a multiscale finite element
model, ab initio calculations and molecular dynamics simulations are presented to assist in
characterizing ceramic material properties. The proposed multiscale model is then
implemented to predict the mechanical and thermal properties of alumina ceramics, SiC
ceramics and SiC reinforced composites. The effective properties of bulk materials
predicted by the multiscale model are described in terms of grain size, composition and
temperature.

Microstructural Characteristics of Ceramics and Multiscale Modeling
Scheme
The microstructure of the sintered ceramics shares some typical characteristics as
demonstrated by alumina ceramics in Figurer 2.1(a). The majority of the microstructure is
composed of grains and a continuous interfacial glass phase surrounding the grains [129133], which is formed during sintering processes. The compositions of intergranular glass
phase vary according to the compositions of bulk materials and the dopant additives to aid
sintering as shown in Table 2.1. With respect to the mole percentage of these elements, the
dopants will segregate at grain boundaries and form the interfacial glass phase due to the
limited solubility. The properties of ceramics depend on both the compositions of
interfacial glass phase and crystal structures of grains. The interfacial glass phase will
usually play a very important role in the material behavior.
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Figure 2.1. Multiscale modeling of ceramics (alumina ceramics shown for demonstration)
(a) Microstructure of 96 wt% alumina shown for demonstration (SEM image of 96 wt%
Alumina shown for demonstration and similar characteristics were also observed for
other compositions of alumina ceramics [129-131]) (b) Hexagonal cell (c) Schematics of
modeling.
Since the sintered ceramics share some typical characteristics, a multiscale
modeling scheme could be implemented to model the sintered ceramics. The bulk ceramics
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were modeled as a combination of uniformly distributed hexagonal cells and thin
interfacial elements as shown in Figure 2.1(c). A cluster of ceramic grains was meshed by
hexagonal cells with varying diameters corresponding to grain size in Figure 2.1(b). Thin
interfacial elements lied between hexagonal cells to represent the interfacial glass phase.
The thickness of the interfacial elements phase was the same as that of the interfacial glass
phase, typically in nanoscale.
Table 2.1. Alumina of high purity compositions [130].
Bulk material contents
(wt%)

Interfacial glass phase
(mol%)

Al2O3 SiO2 MgO CaO Al2O3 SiO2 MgO CaO

Fracture
strength
(MPa)

Fracture
toughness
(MPa•m1/2)

1

96.0

2.0

0.4

1.5

21

50

1

29

332(±36)

3.2

2

96.6

2.3

0.8

0.07

16

70

13

3

275(±21)

3.1

3

96.4

2.5

0.8

0.23

15

67

13

5

285(±48)

3.2

4

96.4

2.4

0.8

0.06

15

73

9

3

326(±22)

3.3

5

95.7

3.1

0.9

0.26

16

68

11

6

247(±17)

3.1

6

95.6

2.9

0.6

0.42

19

63

8

8

316(±46)

3.4

7

97.1

2.6

0.7

0.08

125

67

15

2

283(±79)

3.3

For different types of ceramics, the different material properties could be assigned
to hexagonal cells and interfacial elements to predict material behavior. The material
property of each phase can be obtained either by experimental measurements [29, 125-127]
or through MD simulations [64, 128]. For ceramic grains, their properties normally can be
represented by measured bulk material properties [134, 135]. To model potential cracks
within interfacial glass phase, its mechanical properties were charcterized by cohesive
elements and corresponding traction-separation laws. Its thermal properties were modeled
by interfacial thermal conductivity. In this study, as the measured properties for interfacial
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glass phase of various compositions are not available, molecular dynamics simulations
were utilized to predict the properties of interfacial glass phase. An interatomic potential
model derived from ab initio simulations was implemented to eliminate the need of
experimentally measuring the potential data for MD simulations.

Determination of Interatomic Potentials by Ab Initio Calculations
2.2.1

Ab Initio Derived Interatomic Potential Modeling
To predict the properties of the interfacial glass phase in ceramics, it is very

important to use accurate interatomic potential models in MD simulations. For SiC
ceramics and some typical additives, e.g., Al2O3, Y2O3 and BeO, Tersoff potentials [136,
137] to describe the interactions of Si/C-Si/C and interatomic potential data of the
interactions with oxides, e.g., Al/Y/Si/C/O-O, are available in the literature and validated
to be sufficient for MD simulations. The necessary constants for the corresponding
interatomic potentials can be found in the previous studies [54, 136-140].
However, there is little information available for the measured data regarding Si/CAl/Y/Be interactions. Their interatomic potentials need to be determined using a predictive
method. Ab initio methods provide a convenient way of obtaining interatomic potentials.
A predefined interatomic potential based on DFT is usually used with curve-fitted
parameters[141, 142]. By fitting the total energy of interatomic potentials to the results by
ab initio calculation, the parameters of the interatomic potential model can be determined.
The adhesive energies as the source data in ab initio calculations of the established
system is needed to calculate interatomic potentials. Then, an analytical formula can be
derived by using inversion methods [141, 142], which expresses the interatomic potential
in terms of adhesive energies. A first-order but practical approximation is implemented to
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assume that the sum of interactions across the interface is sufficient to describe the adhesive
energy [141, 142].
In the selection of Al(Y)/SiC interface structure, different types of SiC polytypes
and Al(Y) sites may exist [143, 144]. Three representative interface configurations of
Al(Y)/3C-SiC(111) were selected in this study for the calculation and validation of Si/CAl/Y interatomic potentials as discussed below. The interface structure of Al(Y)/3CSiC(111) was built in ab initio calculation as shown in Figure 2.2. The interface structure
consisted of four SiC monolayers (MLs) and one Al(Y) ML. The interfacial distance 𝑥 is
defined as the distance along X-axis between the first Al(Y) ML and first SiC ML, which
can be varied with a typical range of 1~6 Å while building the interface structure. A total
number of about thirty atoms was included in one cell with its dimensions 5.33×3.08 Å
for 𝐿𝑦 𝑎𝑛𝑑 𝐿𝑧 . The length of the cell 𝐿𝑥 changed depending on the variation of 𝑥. Two
kinds of Al(Y) /SiC interface structures were built with either Si-terminated or Cterminated in the SiC side (briefly called the Si-term interface or the C-term interface) as
shown in Figure 2.3, where 𝑎 = 4.36 Å for the 3C-SiC lattice constant. According to the
characteristics of SiC(111) symmetries, top-site structure (A), hollow-site structure (B),
and hex-site structures (C) structures were selected among different atomic configurations
of Al(Y)/SiC (111) structure as demonstrated in Figure 2.4. It should be noted that the
variation of the interfacial distance x will not alter the types of interface structure
configurations in Figure 2.4.
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Figure 2.2. Demonstration of the interface configuration in ab initio calculation (Top site
shown as an example).

Figure 2.3. The Al(Y)/SiC interface model used for pair interatomic potential calculation
(take Y/SiC interface for demonstration).
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Figure 2.4. Three selected representative configurations of Y(Al)/SiC(111) structure: Cterminated structure was demonstration; A refers to top-site, B refers hollow-site and C
refers to hex site.

The interface structure Al(Y)/3C-SiC(111) was built in the form of a periodic
structure, and no constraints are applied to the interface structure. Only the total energy of
interface structure 𝐸𝑡𝑜𝑡𝑎𝑙 and the contributions of Al(Y) and SiC parts, i.e. 𝐸𝐴𝑙(𝑌) , 𝐸𝑆𝑖𝐶
need to be calculated. The adhesive energy 𝐸𝑎𝑑 for the interface can be obtained
𝐸𝑎𝑑 = 𝐸𝑡𝑜𝑡𝑎𝑙 − 𝐸𝐴𝑙(𝑌) − 𝐸𝑆𝑖𝐶

(2.1)

Here 𝐸𝑎𝑑 was evaluated with respect to the interfacial distance 𝑥 in order to obtain the
interatomic potential. After the ab initio data, i.e. adhesive energy 𝐸𝑎𝑑 , were obtained using
the ab initio method according to this definition, a proper interatomic potential needs to be
carefully selected to fit calculation results. The adhesive energy was typically composed
of pair interactions and three-body interactions,
𝐸𝑎𝑑 = ∑𝑖,𝑗 𝛷𝑖𝑗 (𝑟𝑖𝑗 ) + ∑𝑖,𝑗,𝑘 𝛷𝑗𝑖𝑘 (𝑟𝑖𝑗 , 𝑟𝑖𝑘 , 𝜃𝑗𝑖𝑘 )

(2.2)

where 𝛷𝑖𝑗 and 𝛷𝑗𝑖𝑘 represented pair interactions and three-body interactions respectively.
𝑟𝑖𝑗 and 𝑟𝑖𝑘 showed the distance between different combinations of two atoms. 𝜃𝑗𝑖𝑘 denoted
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the angle formed by three different atoms in the structure. It is sufficient to only consider
three-body interaction 𝑗– 𝑖– 𝑘 for the selected configurations as demonstrated by the charge
transfer that was found to be limited to the first Al(Y) and SiC layers [145]. Hence, while
𝑗 and 𝑘 were located in the neighboring Al and SiC layers, the central atom 𝑖 was limited
to the first SiC layer, and. Therefore, a total of six three-body combinations needed to be
considered.
In the sp3 hybridized structure of SiC, an equilibrium angle 𝜃 0 of 109.47° existed
to reach the lowest energy. For the top-site configuration, the angle 𝜃𝑗𝑖𝑘 of Al(Y) –Si–C
and Al(Y) –C–Si structures was 109.47°, which meant that the three-body terms Al(Y) –
Si–C and Al(Y) –C–Si can be neglected. Moreover, with an approximately selected cutoff
radius, the Al(Y) –Si– Al(Y) and Al(Y) –C– Al(Y) terms also vanished according to the
nearest-neighbor principle. Hence, the adhesive energy of the top-site structure only
included a sum of pair interactions across the selected interface.
𝐸𝑎𝑑 = ∑𝑖,𝑗 𝛷𝑖𝑗 (𝑟𝑖𝑗 )

(2.3)

It was found that the popular Morse potential could fully represent the Al(Y)–Si
and Al(Y)–C pair interactions.
𝛷𝑖𝑗 (𝑟𝑖𝑗 ) = 𝐷0 [𝑒 −2𝛼(𝑟𝑖𝑗−𝑟0) − 2𝑒 −𝛼(𝑟𝑖𝑗−𝑟0 ) ]

(2.4)

where 𝑟𝑖𝑗 was the distance between the atoms, and 𝑟0 was the equilibrium bond distance.
𝐷0 and 𝛼 denoted the well depth and width of the Morse potential, respectively. 𝛷𝑖𝑗 (𝑟𝑖𝑗 )
was the interatomic potential. The derived parameters, i.e. 𝑟0 , 𝐷0 and 𝛼 can be obtained by
curve-fitting the sum of Morse pair potentials, i.e. 𝛷𝑖𝑗 (𝑟𝑖𝑗 ) to ab initio data, i.e. adhesive
energy 𝐸𝑎𝑑 , of the top-site configuration in Figure 2.4.
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For the hex-site configuration, the adhesive energy was composed of both pair
interactions and three-body interactions. It is worth noting that 𝑟𝑖𝑗 , 𝑟𝑖𝑘 and 𝜃𝑗𝑖𝑘 will all
change with respect to the interfacial distance x in Figure 2.5.
The two-body interactions can be represented by Morse potentials and the
corresponding constants have been obtained from the top site configuration. For the threebody interactions, the modified Stillinger–Weber (MSW) potentials was found to be
suitable to describe zinc blende structures, which was the typical interface structure of SiC
ceramics.
𝛷𝑗𝑖𝑘 (𝑟𝑖𝑗 , 𝑟𝑖𝑘 , 𝜃𝑗𝑖𝑘 ) = 𝜆𝑗𝑖𝑘 exp (𝑟

𝛾𝑖𝑗
𝑖𝑗 −𝑅𝑖𝑗

+𝑟

𝛾𝑖𝑘
𝑖𝑘 −𝑅𝑖𝑘

) ×(𝑐𝑜𝑠𝜃𝑗𝑖𝑘 − 𝑐𝑜𝑠𝜃 0 )

2

(2.5)

where 𝜆𝑗𝑖𝑘 , 𝛾𝑖𝑗 , 𝑅𝑖𝑗 , 𝛾𝑖𝑘 , 𝑅𝑖𝑘 and 𝜃 0 were the parameters that need to be determined. As the
combinations C-Si-C and Si-C-Si have been obtained in the literature[141, 142], only a
total of ten parameters, i.e., 𝜆𝑗𝑖𝑘 , 𝛾𝑖𝑗 , 𝑅𝑖𝑗 and 𝜃 0 , for different combinations of Al(Y)–Si–
C, Al(Y)–Si–Al(Y), Al(Y)–C–Si and Al(Y)–C–Al(Y), needed to be determined. By curvefitting the contribution of three-body potentials to the ab initio calculation results, i.e.,
∑𝑖,𝑗,𝑘 𝛷𝑗𝑖𝑘 (𝑟𝑖𝑗 , 𝑟𝑖𝑘 , 𝜃𝑗𝑖𝑘 ), for the hex-site configuration in this study, the values of constants
𝜆𝑗𝑖𝑘 , 𝛾𝑖𝑗 , 𝑅𝑖𝑗 and 𝜃 0 can be obtained, which were subsequently validated by comparing the
calculation results with the ab initio data of the hollow-site structure shown in Figure 2.4.
It should be noted that as the long-range interaction became relatively weak (seen from ab
initio calculation results), a cutoff distance of 6 Å was assumed in MD simulations to
simplify calculations.
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Figure 2.5. Demonstration of curve-fitting procedure for three-body interactions.

2.2.2

Interatomic Potential Determination and Validation
Based on the interatomic potential calculation model discussed above, ab initio

adhesive energy of the interface structure could be calculated using a CASTEP program
based on the Al(Y)/SiC (111) interface structure. The most popular Perdew-BurkeErnzerhof (PBE) functional [146] is used for the GGA exchange-correlation functional.
Pseudopotentials can be used to obtain smoother valence states with a much lower cutoff
energy, which can determine most of the chemistry and physics of materials. The default
Ultrasoft pseudopotentials [147] with a plane wave cutoff energy of 400 eV are used in
CASTEP program, where the electron density is divided into a soft part extending through
the unit cell of crystal structure and a hard part localized in the core regions. Ab initio
calculation using ultrasoft pseudopotentials can be performed with a dramatically reduced
cutoff energy but the same accuracy. A CASTEP program was used to calculate the
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adhesive energy of the interface structure, where a K-point mesh of 7 × 7 × 3 was used.
The pair potential, three-body interatomic potentials were calculated and validated against
the experimental results obtained from the literature.
To validate the capabilities of the ab initio calculation model, the interatomic
potentials of Al-Si and Al-C pairs were calculated in order to compare with the ab initio
calculation results of Al-SiC (100) interface by Zhao and Chen (2008) [50]. As can be seen
from the comparison in Figure 2.6, the calculated interatomic potential results agreed very
well with data obtained by Zhao and Chen (2008) [50].

Figure 2.6. Interatomic potentials comparison between results by Zhao and Chen (2008)
[50] and ab initio validation results.

For the hollow-site and hex-site structures, three-body potentials would contribute
to the adhesive energy of the interface [145]. The comparison of adhesive energy between
ab initio and pair potential calculation results (Figure 2.7) showed a significant deviation
and hence three-body potentials needed to be considered for calculation.

47
The parameters shown in Table 2.5 were determined by curve-fitting the
contribution of three-body potentials to the ab initio calculation results for hex-site
configuration. The comparison between ab initio results and three-body-potential
calculation results is shown in Figures 2.8(a) and 2.8(c) (Figure 2.8(a) for Si-terminated
structure and Figure 2.8(c) for C-terminated structure). To validate the obtained threebody-potential formulations, the calculation results for hollow-site structure were also
compared with the ab initio results (Figure 2.8(b) for Si-terminated structure and Figures
2.8(d) for C-terminated structure), where a good agreement was observed.
Table 2.2. Parameters of the MSW potentials determined for SiC ceramics.
𝜆𝐴𝑙−𝑆𝑖−𝐶
(eV)

𝛾𝐴𝑙−𝑆𝑖
(Å)

𝑅𝐴𝑙−𝑆𝑖
(Å)

𝜆𝐴𝑙−𝑆𝑖−𝐴𝑙
(eV)

0
𝜃𝐴𝑙−𝑆𝑖−𝐴𝑙
(°)

0.9203

0.1760

3.78

0.0362

181.021

𝜆𝐴𝑙−𝐶−𝑆𝑖
(eV)

𝛾𝐴𝑙−𝐶
(Å)

𝑅𝐴𝑙−𝐶
(Å)

𝜆𝐴𝑙−𝐶−𝐴𝑙
(eV)

0
𝜃𝐴𝑙−𝐶−𝐴𝑙
(°)

0.2196

0.0613

3.39

0.5099

2.261

𝜆𝑌−𝑆𝑖−𝐶
(eV)

𝛾𝑌−𝑆𝑖
(Å)

𝑅𝑌−𝑆𝑖
(Å)

𝜆𝑌−𝑆𝑖−𝑌
(eV)

0
𝜃𝑌−𝑆𝑖−𝑌
(°)

1.223

0.8930

2.91

0.1579

39.620

𝜆𝑌−𝐶−𝑆𝑖
(eV)

𝛾𝑌−𝐶
(Å)

𝑅𝑌−𝐶
(Å)

𝜆𝑌−𝐶−𝑌
(eV)

0
𝜃𝑌−𝐶−𝑌
(°)

0.6691

0.2319

4.06

0.1732

10.921

𝜆𝐵𝑒−𝑆𝑖−𝐶
(eV)

𝛾𝐵𝑒−𝑆𝑖
(Å)

𝑅𝐵𝑒−𝑆𝑖
(Å)

𝜆𝐵𝑒−𝑆𝑖−𝐵𝑒
(eV)

0
𝜃𝐵𝑒−𝑆𝑖−𝐵𝑒
(°)

1.256

0.6520

1.40

-0.5672

68.150

𝜆𝐵𝑒−𝐶−𝑆𝑖
(eV)

𝛾𝐵𝑒−𝐶
(Å)

𝑅𝐵𝑒−𝐶
(Å)

𝜆𝐵𝑒−𝐶−𝐵𝑒
(eV)

0
𝜃𝐵𝑒−𝐶−𝐵𝑒
(°)

1.342

0.6301

1.38

-0.9589

62.300
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Figure 2.7. Adhesive Energies Comparison between ab initio predictions and calculation
results only considering pair potentials: (a) Si-term interface with the hex-site structure
(b) Si-term interface with the hollow-site structure (c) C-term interface with the hex-site
structure (d) C-term interface with the hollow-site structure (The results of Y/SiC(111)
interface structure are shown for demonstration).
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Figure 2.8. Adhesive Energies Comparison between ab initio results and potential
calculation results considering pair and three-body interactions (a) Si-term interface with
the hex-site structure (b) Si-term interface with the hollow-site structure (c) C-term
interface with the hex-site structure (d) C-term interface with the hollow-site structure
(The results of Y/SiC(111) interface structure are shown for demonstration).

For ionic interactions of Si/Al/Y/O-O, Y-Y, Al-Al and Al-Y and Be-Be within
interfacial glass phase, the modified Born–Mayer–Huggins (BMH) pair potential has been
proved to be suitable for MD simulations of ceramics [54, 138-140, 148]. The three-body
interactions have been neglected based on two assumptions [62] to allow the use of the
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BMH pair potential. The equilibrium angle is first assumed to be the preferred angle of the
partial covalent bonding of the species for the tetrahedral structure within interfacial glass
phase. The three body interactions force this angle to reach a constant value, i.e. 109.47˚.
The three-body term vanishes at this angle and result in the lowest energy of the
interactions. If the angle deviates from this preferred angle of a triplet, the energy will be
raised. This effect is considered in the form of an energy increase on the central ion in a
triplet, i.e., its contribution to three-body potentials. It is also assumed that the contribution
of forces is set to zero by neglecting the second nearest neighbor interactions through
selected cut-off radii. From preliminary MD calculations, a cutoff distance of 6.5 Å can be
assumed for columbic interaction where the long-range interaction becomes relatively
weak.
The modified Born–Mayer–Huggins (BMH) pair potential 𝑉𝑖𝑗𝐵𝑀𝐻 is given by
𝑉𝑖𝑗𝐵𝑀𝐻 = 𝐴𝑖𝑗 𝑒𝑥𝑝 (−

𝑟𝑖𝑗
𝐵𝑖𝑗

)+

𝑞𝑖 𝑞𝑗
𝑟𝑖𝑗

(2.6)

where 𝑞𝑖 and 𝑞𝑗 represent the ion charges of atoms. The necessary potentials parameters
𝐴𝑖𝑗 and 𝐵𝑖𝑗 for interactions of Si/Al/Y/O-O [53, 140], Y-Y [140], Al-Al [53] and Al-Y
[140] and Be-Be [148] are listed in Table 2.3. For the unknown interaction of Be-O, ab
initio method discussed above was used to determine the parameters of the BMH pair
potential through derivations of adhesive energies of O-terminated Be/BeO interface
structure. The ion charges for Si, Al, Y, Be and O ions are +4, +3, +3, +2 and -2,
respectively. The interaction of C-O was represented by the ReaxFF potential with the
necessary constants given in the literature [138].
To verify the capabilities of the selected interatomic potentials in MD simulations,
the thermal conductivities of bulk materials related to SiC ceramics, i.e. BeO, Y2O3,
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Y3Al5O12 and SiC was first calculated and compared with experimental measurements.
NEMD simulations were performed, where the temperature was controlled by adding or
removing energy to generate a heat flux. With the obtained temperature gradient 𝛻𝑇 and
heat flux 𝑞, the thermal conductivity 𝑘 can be calculated based on the Fourier’s law. The
size effect of material systems was first studied to find the proper length of the simulation
cells and avoid finite-size effect on the predicted thermal conductivities. For each
simulation, the system was fully relaxed first in the constant temperature ensemble via the
Nose-Hoover thermostat for 40000 Δt . After that, the NEMD simulation was run for
2000000Δt to obtain a steady-state temperature profile, where a constant heat flux was
added into the heating layer, while the same amount of heat flux was subtracted from the
cooling layer.
Table 2.3. BMH potential parameters for SiC ceramics [53, 138, 140, 148].
Atoms

𝐴𝑖𝑗 (eV)

𝐵𝑖𝑗 (Å)

Si-O

1848.74

0.29

Al-O

1740.31

3.44

Y-O

1250.85

2.86

O-O

2449.44

3.44

Be-Be

15.5

1

Be-O

710.7

0.2082

Y-Y

245.14

14.06

Al-Al

312.11

14.06

Al-Y

256.55

14.06

𝑖𝑗

The MD calculation results were also compared with experimental data in order to
validate that interatomic potentials were properly selected. A comparison between the

52
predicted thermal conductivities and the experimental data is summarized in Table 2.4. It
is evident that MD simulations agreed well with the experimental measurement with the
average discrepancy below 5.9%, thus confirming the validity of interatomic potential
selections.
Table 2.4. Predictions of thermal conductivities [149-151].
Simulations

Experiments

W/(mK)

W/(mK)

BeO

309

330

Y2O3

29

27

Y3Al5O12

15

14

SiC

478

490

Predictive Modeling of Interfacial Phase
2.3.1

Molecular Dynamics Predictions of Atomistic Structure of Ceramics
To implement the multiscale modeling scheme discussed above in calculating the

properties of ceramics, it is necessary to obtain the properties of interfacial glass phase,
which can be obtained by MD simulations. As shown in Figure 2.9, the atomistic structure
of interfacial glass phase varied for different compositions. Hence, it is critical to first
determine the atomistic structure of interfacial glass phase in MD simulations.
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Figure 2.9. Illustration atomistic structures of different composition, modified from [18]:
Al showed in red, O in gray, Ca in yellow, and Si in blue.
A simulation box were made using the following procedure similar to the literature
[152]: first, two ceramic layers were generated, e.g., upper and bottom layers of Al2O3 in
Figure 2.10. Periodic boundary conditions were applied to ensure that each layer was
continuous in both x and y directions. The driving forces are applied to the upper and lower
layers in the z direction (in the form of constraints in the preparation of the amorphous
phase and loadings in the crack propagations). Second, a mixture of CaO, Al2O3 and SiO2
was created to represent the intergranular glass film (IGF). The corresponding specific
number of atoms for each composition depended on the compositions of interfacial glass
phase, e.g., different compositions of alumina ceramics in Table 2.1. Third, the IGF
mixture was placed between the two layers. The final configuration is like a ‘sandwich’
structure as shown in Figure 2.9. Through freezing the atoms within the upper and bottom
thin layers of 0.5 nm, the driving forces were ensured to not affect the properties of
interfacial glass phase, which were determined by all other atoms in the simulation system.
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Figure 2.10. Illustration of atomic configuration (alumina ceramics shown as an
example).
In the simulation box, the initial position of each atom is specified, either by
randomly placing them in the simulation box or using experimentally determined structures.
It should be noted that if placed randomly, preliminary simulations may be needed to obtain
the final structure for further simulation investigation. The initial atomic positions of Al2O3
and additive elements were randomly specified. Hence, no polytype and orientation of
Al2O3 were assigned in the ceramic layers. After the material system was obtained as
shown in Figure 2.10, a similar melt and quench scheme to the literature [53] was utilized
to simulate sintering processes and obtain the final structure of ceramics. The temperature
was first increased to melt the atoms in the interfacial phase, and then decreased to room
temperature to achieve quenching and obtain the final atomic structure. The melting and
quenching processes could be achieved following the procedure discussed in the literature
[53]: the material system was heated to the sintering temperature under constant energy
and constant volume ensemble conditions. The internal pressure during melting and
quenching was eliminated by applying a constant pressure in the z direction. An
appropriate density was then obtained under these conditions. The system was
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subsequently run for certain amount time to sufficiently relax atoms in the interfacial phase
to obtain the amorphous phase.
In order to validate the proposed method to calculate the atomistic structure of
interfacial glass phase, the simulated results based on the composition in Table 2.5 were
compared with the work done by Zhang and Garofalini [54]. As a part of the hexagonal
crystal lattice structure family, the nomenclature of the crystal structure of 𝛼 − Al2 O3 is
the space group R3-c. The lattice parameters are 𝑎 = 4.761Å, 𝑏 = 4.761 Å, 𝑐 = 12.993 Å,
𝛺 = 90° , 𝛷 = 90° and 𝜃 = 120° , where 𝑎 , 𝑏 and 𝑐 stand for the sides of the
parallelepiped and 𝛺, 𝛷 and 𝜃 the angles between the sides.
Table 2.5. The composition of simulated alumina ceramics [54].
Mole ratio

Specific number of atoms
Total

CaO:Al2O3:SiO2

Ca

Al

Si

O

2:2:1

1000

2000

500

5000

8500

The atom distribution along z-direction of the simulated atomic structure was
analyzed by the atomic density profile, i.e. the concentration or number of atoms per
volume. The density profile analysis results are shown in Figure 2.11, where different
colors represent different types of atoms. As seen in the peaks of the species formed at the
interface in Figure 2.11(a), Ca ions preferentially absorbed onto the crystal/interfacial
phase interface and the first absorbed Ca peak was found to be at the same position as the
first O peak within the interfacial phase. The first absorbed Al peak from the interfacial
phase was found to be much smaller than the Al peak from the crystal. These observations
agreed well with the findings by Zhang and Garofalini [54] as shown in Figure 2.11(b).
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The good agreement of the ordering and the number density of atoms validated the
capabilities of the proposed method to calculate the IGF atomistic structure.

Figure 2.11. Density profile analysis of individual species as a function of distance
perpendicular to the IGF-crystal interface: (a) Simulation results (b) Literature results
[54].

2.3.2

Cohesive Zone Modeling and Determination of Traction-Separation Laws
Cohesive zone modeling serves as a useful tool to study mechanical properties and

potential cracks within the interfacial glass phase of ceramics. A relationship between
interfacial traction and corresponding crack opening is described by a cohesive zone model.
The cohesive zone model simplifies the fracture zone as two cohesive fracture surfaces
with initially zero crack opening displacement. The traction between two fracture surfaces
varies under loading conditions with respect to crack openings as specified by a traction-
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separation law. The requisite traction-separation laws for the cohesive model in terms of
different ceramic compositions and temperatures are not available. MD simulation were
implemented to parameterize the traction-separation laws needed by the cohesive zone
model. The configuration for MD simulations of traction-separation laws is shown in
Figure 2.12. The atomistic structure here was obtained through the melt-quench method
discussed above.
Tensile and shear loadings were then applied on upper and bottom Al2O3 layers to
obtain traction-separation responses in normal (Mode I failure) and shear (Mode II failure)
directions, respectively. Since the dimension along z direction is relatively large between
the boundary atoms during normal loading, shock wave is very easily created [61, 62] if
the loads are only applied on the boundary atoms in Mode I failure. In the MD simulations
of Mode II failure, the vertical boundary atoms of the upper and bottom layers are
uniformly stretched with a relatively small displacement along x direction. Only moving
the boundary atoms is sufficient to obtain stable simulations of Mode II failure. Any preexisting stress in the simulation system is relived through relaxation for 50 ps prior
simulations of traction-separation laws. A strain rate of 108 s-1 is selected in all the
simulations performed.
Local tractions and separations of the atomic configuration in Figure 2.12 were
analyzed. Atomic stresses of all atoms within local regions near the interfacial phase of the
configuration were averaged to calculate the normal and shear tractions. The stresses were
calculated by using the Virial stress theorem for both the normal and shear stresses.
Thermal oscillations were reduced through averaging the values of the stresses over every
100 timesteps. The opening displacement of interfacial layer in the z direction was
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calculated correspondingly and compared to the original displacement. As these stresses
and separation distance were calculated locally for interfacial films, they are related to the
traction and separation in the cohesive zone model. The stress and crack openings were
calculated every 0.1 ps.

Figure 2.12. The configuration in MD simulations (loadings of alumina ceramics shown
for demonstration).
Singh and Shetty [153] studied mixed-mode fracture in the diametric compression
loading of an alumina specimen and measured an apparent ratio of the fracture toughness
in mode I and mode II fracture, 𝐾𝐼𝐼𝐶 /𝐾𝐼𝐶 to be 2. The relationship of the normal and
tangential strengths of the cohesive element was assumed to be the general ratio of 1/√3
[154]. Hence, MD simulations only needed to determine the normal traction-separation
relation for the glass phase of alumina ceramics. For the composition of alumina ceramics
shown in Table 2.6, MD simulations were conducted to obtain Mode I failure and the
traction-separation responses for 96 wt% and 99.5 wt% alumina at different temperatures.
Example cases of the simulated traction separation responses with respect to
different compositions at the temperature of 1100°C and the responses of 96 wt% alumina
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at three different temperature levels are shown in Figure 2.13 and Figure 2.14, respectively.
𝜆 represents the non-dimensional parameter. The traction always first increased and then
decreased to zero after reaching a peak value as the displacement continued to increase,
regardless of the composition of alumina ceramics and temperature. It can also be seen that
the decrease of the purity of alumina ceramics lowered the normal strength as shown in
Figure 2.13, which agreed well with the results in the work [56]. From the simulated results
in Figure 2.14, increasing the temperature lowered the corresponding maximum traction.
The lowered strength at elevated temperatures was also supported by the experimental
finding showing that increased temperatures softened the interfacial glass phase and
improved the machinability of ceramics in LAM experiments.
Table 2.6. Compositions of alumina ceramics.
No.

Bulk material contents
(wt%)

Mole ratio

Specific number of atoms
Total

Al2O3

SiO2

CaO

Al2O3:SiO2: CaO

Ca

Al

Si

O

1

99.5

0.3

0.2

21:1:1

71

3002

71

2

96.0

2.0

1.5

21:50:29

725

1050 1250 4800 7825

3

93.3

4.1

0.2

16:26:43

1380

673

4716 7860

1157 4682 7892

Figure 2.13. Traction-separation response of alumina ceramics of different compositions
at 1100°C.
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Figure 2.14. Traction-separation response of 96 wt% alumina at different temperatures.
An equation including an exponential term in the form of 𝐹(𝜆) =
𝐴𝜎(𝑇)𝜆𝑒𝑥𝑝(−𝐵𝜆) was used to approximate the traction-separation response obtained
from MD simulations. 𝐹(𝜆) represents the traction in the traction-separation response. As
𝜆 represents the non-dimensional parameter described before, 𝜎(𝑇) refers to the maximum
normal strength found in traction-separation relationship. 𝐴 and 𝐵 in the equation are the
coefficients with no physical meaning. The parameterized equation for the traction
separation law for the 96 wt% alumina ceramics at room temperature is shown in Equation
(2.8) and is also plotted as shown in Figure 2.15 as an example. The corresponding normal
strength and Mode I fracture energy are 12.7 GPa and 35.2 J/m2, respectively.
𝐹(𝜆) = 18.4𝜎(𝑇)𝜆𝑒𝑥𝑝(−5.7𝜆)

(2.7)
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Figure 2.15. Traction-separation response from MD simulations and parameterization (96
wt% alumina ceramics shown for demonstration).

2.3.3

Nonequilibrium Molecular Dynamics Simulations of Interfacial Thermal
Transport
In this section, NEMD simulations of interfacial thermal transport are presented.

MD equations for calculating thermal conductivity are first described. A combined twotemperature molecular dynamics model is then proposed to model the electron
contributions and predict thermal conductivity. Size effects and calculation of thermal
conductivity are also discussed.
2.3.3.1 MD Equations for Thermal Conductivity in Solid Materials
The NEMD algorithm comprises two components: a means of moving energy from
cooling layers to heating layers and a way of obtaining temperature profile. For the
calculation of thermal conductivity, the numerical system of heat conduction in a solid
material is considered as demonstrated in Figure 2.16. In the heating and cooling layers,
the atoms are heated and cooled, respectively, and the heat is conducted through the atoms
between them, i.e., conduction layer.
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Figure 2.16. Configuration of heat conduction layers [155].

The sum of all energy transfer can be used to calculate the heat flux as given by
1

𝑚

2
2 )
𝑞 = 2𝑡𝐴 ∑ 2 (𝑣ℎ𝑒𝑎𝑡
− 𝑣𝑐𝑜𝑜𝑙

(2.8)

where 𝑡 denotes the length of the simulation system, 𝐴 is the cross-section area of the
simulation system perpendicular to heat flux, 𝑣ℎ𝑒𝑎𝑡 and 𝑣𝑐𝑜𝑜𝑙 denote the velocities of
atoms within the heating and cooling layers. The periodicity of the simulation system leads
to the factor 2 in the equation. In NEMD, atom velocities are rescaled at each time step to
add heat in the heating layers and remove a same amount of energy from the cooling layers.
The result of such a process is that a constant energy current, i.e., heat flux 𝑞, is given.
To calculate thermal conductivity, the temperature gradient needs to be obtained.
The temperature 𝑇 within each layer can be evaluated by
3𝑁𝑘𝐵 𝑇
2

𝑚

= ∑ 2 𝑣2

(2.9)

where the number of atoms in the layer is 𝑁 and 𝑘𝐵 is Boltzmann constant. The
temperatures 𝑇ℎ𝑒𝑎𝑡 and 𝑇𝑐𝑜𝑜𝑙 in the heating and cooling layers could be determined as
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𝑇ℎ𝑒𝑎𝑡 = 3𝑁
𝑇𝑐𝑜𝑜𝑙 = 3𝑁

2
ℎ𝑒𝑎𝑡 𝑘𝐵

2
𝑐𝑜𝑜𝑙 𝑘𝐵

∑

∑

𝑚
2

𝑚
2

2
𝑣ℎ𝑒𝑎𝑡

2
𝑣𝑐𝑜𝑜𝑙

(2.10)
(2.11)

A linear response in the material system could be assumed as can be seen for all cases [69,
70, 73, 156] in the MD calculation of thermal conductivities. Hence, the temperature
gradient in the heat conduction direction can be assumed as
∇𝑇 =

𝑇ℎ𝑒𝑎𝑡 −𝑇𝑐𝑜𝑜𝑙

(2.12)

𝐿

Combined with the Fourier’s law, an approximation of thermal conductivity can be
obtained as
𝑞

𝑘 = ∇𝑇 =

𝑞𝐿
𝑁
4𝑡𝐴
(1− ℎ𝑒𝑎𝑡 )𝑇ℎ𝑒𝑎𝑡 +
𝑞
𝑁𝑐𝑜𝑜𝑙
3𝑁𝑐𝑜𝑜𝑙 𝑘𝐵

(2.13)

𝐿 and 𝐴 are related to the dimensions of the material system, and 𝑡 is determined by the
simulation time. These parameters are pre-determined and remain the same once the
simulation setup is fixed.
In order to introduce heat conduction through the atom layers, there are two types
of thermal systems for the heating and cooling layers: constant temperature and constant
heat flux. In the system of constant temperature, the heating and cooling layers are kept at
constant high and low temperatures, respectively, whereas the constant flux system
maintains a constant heat flux at the heating layer and subtracts the heat flux of the same
amount from the cooling layer. In the current study, the latter method is employed to
minimize computation time since the calculation of heat fluxes takes much time in the
averaging manipulation. After the heat flux 𝑞 is given, the thermal conductivity 𝑘 is
determined by 𝑁ℎ𝑒𝑎𝑡 and 𝑁𝑐𝑜𝑜𝑙 , which are determined by the composition of the material
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system and the material temperature 𝑇ℎ𝑒𝑎𝑡 . Hence, the thermal conductivity 𝑘 is related to
material composition and temperature.
The initial velocities of the simulation system are determined from the desired
temperature for thermal conductivity calculation. The periodic boundary conditions are
adopted in all directions of the simulation system. The heat flux is added and subtracted by
rescaling the kinetic energy of the heating and cooling layers, respectively. A constantpressure-and-temperature (NPT) ensemble first is used to fully relax the simulation system.
The simulation is subsequently run for 2×106Δt to reach a steady heat flow across the
simulations system in a constant-volume-and-energy (NVE) ensemble.
To account for the contribution of electrons, a TTM-MD simulation scheme is
implemented by coupling nonequilibrium MD simulation with finite difference (FD)
calculation in the LAMMPS package [157]. Electronic and phononic thermal transport are
depicted by two separate temperature fields and coupled by a shared coupling term [65].
The two heat diffusion equations to describe the coupled temporal and spatial evolution of
temperature fields are shown as
𝜌𝑒 𝑐𝑒
𝜌𝑝 𝑐𝑝

𝜕𝑇𝑒
𝜕𝑡
𝜕𝑇𝑝
𝜕𝑡

= 𝛻(𝑘𝑒 𝛻𝑇𝑒 ) − 𝑔𝑒𝑝 (𝑇𝑒 − 𝑇𝑝 ) + 𝑔𝑠 𝑇𝑝′

(2.14)

= 𝛻(𝑘𝑝 𝛻𝑇𝑝 ) + 𝑔𝑒𝑝 (𝑇𝑒 − 𝑇𝑝 ) − 𝑔𝑠 𝑇𝑝′

(2.15)

where 𝜌, 𝑐, and 𝑇 represent the density, specific heat, and temperature, respectively. 𝑘𝑒
and 𝑘𝑝 denote thermal conductivity of electrons and phonons, respectively. 𝑔𝑒𝑝 represents
the electron-phonon coupling while 𝑔𝑠 represents the electronic stopping effect. The
temperature term 𝑇𝑝 ′ denotes the temperature of phonons with velocity greater than the
threshold for the electron-stopping interaction.
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The TTM-MD simulation scheme investigates electron and phonon subsystems
simultaneously as show in Figure 2.17. Phonon heat diffusion is still modeled by MD
techniques. As MD simulations only need the inputs of the atomic structure and interatomic
potentials, 𝑘𝑝 with its dependence on temperature and composition is implicitly calculated
by MD. The electronic subsystem is modeled by the FD method in the TTM-MD
simulation scheme. Phonons and electrons are coupled via the terms 𝑔𝑒𝑝 (𝑇𝑒 − 𝑇𝑝 ) and
𝑔𝑠 𝑇𝑝 ′ in Equations (2.14) and (2.15).

Figure 2.17. Schematics of the TTM-MD simulation scheme in coupling electron and
phonon subsystems. Dots represent atoms in MD simulations and lines shows the FD
grid.

In the implementation of the TTM-MD simulation scheme [157], for an atom 𝑖 in
MD simulations, the equation of motion is represented by a Langevin thermostat.[65]
𝑚𝑖

𝜕𝒗𝑖
𝜕𝑡

̃ 𝑖 (𝑡)
= 𝑭𝑖 (𝑡) − 𝛾𝑖 𝒗𝑖 + 𝑭

(2.16)

where 𝑚𝑖 , 𝒗𝑖 and 𝑭𝑖 are the atomic mass, velocity and total force of atom 𝑖, respectively.
The total force 𝑭𝑖 is evaluated by the interatomic potentials. The friction term 𝛾𝑖 represents
the energy loss by electron-ion interactions 𝛾𝑝 and electronic stopping 𝛾𝑠 , which is related
to 𝑔𝑒𝑝 and 𝑔𝑠 in the electronic subsystem as
𝛾𝑝 =

𝑚𝑖 𝑔𝑒𝑝
3𝑛𝑖 𝑘𝐵

(2.17)
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𝑚𝑔

𝛾𝑠 = 3𝑛𝑖 𝑘𝑠

𝑖 𝐵

(2.18)

where 𝑛𝑖 and 𝑘𝐵 denote the atom number density and the Boltzmann constant, respectively.
̃ 𝑖 (𝑡) is a random force in Langevin thermostat. For the TTM-MD simulation in this study,
𝑭
̃ 𝑖 (𝑡) = √24𝑘𝐵 𝑇𝑒𝛾𝑖 𝑹
̃𝑖
𝑭
Δ𝑡

(2.19)

̃ 𝑖 represents a random
where 𝛥𝑡 denotes the temporal interval of the simulations and 𝑹
vector. The coupled electronic subsystem and phononic subsystems are equilibrated to a
shared temperature.
In the TTM-MD simulation scheme, the MD part only needs the inputs of atomic
structure and interatomic potentials, which can be either measured in the experiments or
derived through ab initio methods. On the contrary, the implementation of TTM requires
several input parameters, i.e. 𝑐𝑒 , 𝑘𝑒 , 𝑔𝑒𝑝 and 𝑔𝑠 . One way to determine 𝑐𝑒 , 𝑔𝑒𝑝 and 𝑔𝑠 is
the derivation from ab initio methods. Extensive studies for various metals were carried
out by Lin et al. [158] in studying temperature dependence of these parameters from ab
initio calculations, and a linear relation was found for a temperature below 1000 K. The
calculated results for aluminum are implemented here in the TTM simulations. The
Wiedemann-Franz law can be used to approximate 𝑘𝑒 based on the measured Lorenz
number [159] and electrical conductivity [160] through extensive experimental studies.

2.3.3.2 Simulation System Size Effects in Thermal Conductivity Calculation
One important factor in calculating thermal conductivity is the finite-size effect in
MD simulations [66, 161]. The simulation system size will affect the predicted thermal
conductivity when the phonon mean-free path is not significantly smaller than the length
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of the simulation system [161]. This is due to the increase phonon scattering across
interfaces between heat source and sink. To avoid such effect in calculating the interfacial
thermal conductivities, studies on the effect of material system size were first performed.
Thermal conductivity can be calculated from the typical temperature profile shown
in Figure 2.18. The existence of interfaces across the heat source and the heat sink lead to
the phonon scattering. Hence, nonlinear temperature profiles were observed within the
regions near the heat source or the heat sink[161]. In the regions between the heat source
and the heat sink, the temperature gradient can be obtained through a linear fitting to the
temperature profiles, which were further used to calculate the thermal conductivity by
Fourier’s law. An error estimate of the predicted thermal conductivity was also considered
by calculating the difference between temperature gradients of different regions.

Figure 2.18. Typical temperature profile for 16×16×2000 Å Al system at room
temperature.

The dependence of thermal conductivity on the dimensions perpendicular to the
heat flow, i.e. x/y direction, was first studied. As periodic boundary conditions were
applied in the dimensions of the simulation system perpendicular to the heat flow, phonons
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were free to travel in these two directions. No phonon scattering is expected across these
two boundaries. Phonon scattering will not be changed obviously after changing these
dimensions perpendicular to heat flux. Hence, size effect is not as obvious as that will be
shown below in the direction parallel to heat flux. Figure 2.19 shows a comparison of
thermal conductivity obtained for systems of different sizes in the direction perpendicular
to the heat flow. The predicted values of thermal conductivity were almost the same for all
the cases. As no obvious dependence on x/y dimensions was observed, the smallest x/y
dimensions shown in Figure 2.19 were used for the rest of studies, i.e., 16 Å.

Figure 2.19. Predicted thermal conductivities for different cell sizes perpendicular to the
direction of the heat flow. Each system was 400 Å long parallel to the heat flow in MD
simulations. The calculated results at the room temperature for aluminum were shown for
demonstration. A similar trend was observed for SiC system.

The dimension parallel to the heat flow, i.e., 𝐿𝑧 , was also considered in the
simulations to evaluate the size effect of the simulation system in this direction on the
predicted thermal conductivity. By increasing length 𝐿𝑧 of the simulation system, the
thermal conductivities of the Al were calculated in a similar way as discussed above. Table
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2.12 summarizes the predicted thermal conductivity as a function of the simulated system
size. As the system size increased to 16×16×2000 Å, the finite-size effect of the material
system decreased, and the simulated thermal conductivity of Al tended to converge to the
experimental observation [162] of 237 W/mK. The simulation of a larger system size, i.e.,
16×16×2500 Å, also yielded a value close to the experimental observation. To reduce
computation costs, the smaller system size, 16×16×2000 Å, was selected for the rest of
studies.
Table 2.12. System size dependency of the thermal conductivity of Al.
Case

System size (Å)

Thermal conductivity (W/mK)

1

16×16×400

27.3±2.0

2

16×16×1500

193.9±2.7

3

16×16×2000

237.6±7.5

4

16×16×2500

236.8±3.7

To verify the capabilities of the TTM-MD simulation scheme in modeling the
coupled electron and phonon thermal transport across the Al/SiC interface, the thermal
conductivity of aluminum was first calculated and compared with experimental
measurements. Both conventional MD and TTM-MD simulations were conducted.
Thermal conductivity was obtained by Fourier’s law in the analysis of heat conduction.
The experimental value and simulation results of 𝑘 are summarized in Figure 2.20. It is
worth noting that as electrons will not contribute much to thermal transport within SiC and
Si, MD simulations without electron effects were sufficient to predict relatively accurate
thermal conductivities for SiC and Si [65]. In contrast, the contribution of electrons to
thermal transport cannot be ignored for Al. The thermal conductivity of Al predicted by
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MD simulations without considering electrons was 13.5 W/mK, which only accounted for
the phonon thermal transport. The TTM-MD model predicted 𝑘 = 237.6 𝑊/𝑚𝐾 for Al,
which was very close to the experimental value, showing the capability of the TTM-MD
simulation scheme in modeling the electron contribution to thermal conductivity.

Figure 2.20. Thermal conductivity comparison between experimental measurement [162164] and prediction results at the room temperature.

The thermal conductivities of SiC and Si at room temperature were also calculated
using the MD simulation method. The MD prediction results were compared with the
experimental data in order to validate the proper selection of interatomic potentials. Figure
2.20 shows the comparison of the predicted thermal conductivities with the experimental
data [162, 163]. It is evident that MD simulations matched very well with the experimental
measurement with average prediction errors well below 3.0%.
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The thermal conductivities of Al/SiC interface at different temperatures were then
calculated using the TTM-MD simulation method discussed above. To calculate thermal
conductivity, it is very important to establish a steady-state heat flow. This amounts to
obtaining a stationary temperature profile as a function of time, thus ensuring that only
steady-state heat flux is flowing. A typical temperature profile of Al/SiC structure is shown
in Figure 2.21. The interface region was defined as the region between Al and SiC based
on linear fitting results [128]. The existence of interface contributed to the significant
temperature drop between Al and SiC by acting as a thermal barrier for the heat transport
between Al and SiC. The temperature drop across the interface, ∆𝑇, can be obtained from
the temperature profile, which can be subsequently utilized to calculate the interfacial
thermal resistance by
𝑅𝐼 =

∆𝑇
𝑞

(2.20)

Figure 2.21. A typical temperature profile of Al/SiC interface structure at room
temperature.
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As shown in Figure 2.21, a linear relationship between interfacial resistance and
inverse system length 𝐿𝑧 , was found, which was also supported by simulation results of
other interface structures in the literature [66]. At the system limit, 𝐿𝑧 = 𝐿𝐴𝑙 + 𝐿𝑆𝑖𝐶 → ∞,
the interfacial resistance should be independent of system size and thus can be used for the
interfacial resistance of bulk materials.[66, 128] The predicted interfacial thermal
resistance at room temperature was 1.01 m2 K/GW, which yielded a thermal conductance
of 9.86×108 W/m2 K. The predicted thermal conductance was apparently larger than the
measured value in the literature [30, 165]. However, the discrepancy lied within the
uncertainties typically observed between the measured value and the predicted thermal
conductance by MD simulations in the literature [65, 97, 166, 167]. It is worth noting that
despite the relatively large discrepancy found in MD simulations, the predicted interfacial
thermal properties still can help understand the thermal transport at the atomic scale and
further calculate effective thermal conductivities of composites under various conditions.
In contrast, it was usually relatively difficult to examine thermal transport and measure
interfacial properties at all conditions in the experiments. As ideal Al/SiC interface was
selected in the simulations of this study, the defects like dislocations [97], misfit ground
boundaries and voids [168] may exist within the actual interface and increase phonon
scattering, hence lowering the actual interface thermal conductivity. The electronic
contribution to the thermal transport of Al/SiC interface can also be evaluated through
comparing the interfacial resistance predicted by TTM-MD simulations with those by MD
simulations. While MD simulations only considered the contributions of phonons to the
interfacial thermal transport, TTM-MD added the electronic contribution in the simulations.
As can be seen in Figure 2.22, the predicted values by TTM-MD methods were very close
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to the results predicted by MD simulations in all three cases, showing a small effect of
electronic contribution to interfacial thermal transport. These findings were also observed
in several other studies of Al/nonmetal interface structures [66-68].

Figure 2.22. Al/SiC interfacial resistance as a function of inverse system length at room
temperature.

Multiscale Modeling of Mechanical Properties of Ceramics
2.4.1

Predictions of Elastic Modulus
Following the same procedure, the interface behavior of other types of ceramics

can also be predicted in terms of its composition and temperature. Constant temperature
molecular dynamics simulations of SiC ceramics were carried out at the temperatures of
23 °C, 700 °C and 1400 °C for the Mode I and Mode II loading. Three different
compositions shown in Table 2.7 were calculated by MD simulations. A typical simulated
crack propagation within the interfacial glass phase of SiC ceramics is shown in Figure
2.23. The crack mainly occurred along the boundary between SiC and additives, i.e. Al2O3
and Y2O3.
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Table 2.7. The compositions of simulated SiC ceramics.

1

Material contents (wt%)
Specific number of atoms in the
[169]
simulations of glass phase
Grain
diameter
αβAl2O3 Y2O3
Si
C
Al
Y
O
Total
(µm)
SiC
SiC
83.8
0
7
9.2 3861 3861 1040 624 2495 11881 2.7±2.3

2

8.4

75.4

7

9.2

3890 3890 1040 624 2495 11940

3.8±3.3

3

0

83.8

7

9.2

3894 3894 1040 624 2495 11946

5.4±4.6

Figure 2.25. Snapshots of the simulated normal (Mode I) crack propagation of the IGF
structure (a) at the initiation of strain (b) during strain (c) at failure (red atoms are silicon,
green atoms are carbon, blue atoms are oxygen, yellow atoms are yttrium, and aqua
atoms are aluminum).

The traction-separation responses at different temperatures for Mode I (normal
direction) and Mode II (tangential direction) failure are plotted in Figure 2.23 and Figure
2.24, respectively. The 83.8 wt% α-SiC ceramics were selected for demonstration. The
traction-separation responses corresponded to Mode I and Mode II failure depending on
tensile and shear loadings, respectively. The results for the maximum traction as a function
of simulation temperatures are summarized in Table 2.8. As the temperatures increased,
both the normal (Mode I) and shear (Mode II) stresses decreased.
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Figure 2.23. Traction-separation response of 83.8 wt% α-SiC ceramics (Mode I).

Figure 2.24. Traction-separation response of 83.8 wt% α-SiC ceramics (Mode II).
Table 2.8. Predicted traction-separation responses with respect to temperature.
Maximum stress in Mode I

Maximum stress Mode II

failure(GPa)

failure (GPa)

23

5.72

4.93

700

3.02

3.42

1400

0.94

0.88

Temperature (°C)
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2.4.2

The Effect of Grain Size on The Fracture Strength of Ceramics
Using the material properties of glass phase and SiC grains [134], a test model for

calculating the flexural (fracture) strength was built in Abaqus to simulate the four-point
bending tests and evaluate the effects of grain size on the predicted fracture strength. The
bulk geometry used in the simulations was 1.5×14 mm, which was the same as the
dimensions of the samples used in the bending tests [169]. A plane strain assumption was
made in the multiscale model, and the lower corners of the samples with a distance of 10
mm were fixed with symmetrical boundary conditions to represent the bending supports.
The displacement boundary condition with a speed of 0.5 mm/min was applied to simulate
loading conditions in the four-point bending tests.
To consider the effects of grain size in the prediction model, the average, maximum
and minimum values of grain sizes in Table 2.7 were separately used to model the grain
size and predict the corresponding fracture strength. The nominal strength values were
calculated using the average grain size while the upper and lower limits referred to the
results for maximum and minimum grain sizes, respectively. The predicted results for each
case and the comparison with the measured strengths are shown in Figure 2.25.
As can be seen from the simulation results, the predicted fracture strength increased
as the grain size decreased, which agreed with the observation in the measured results. In
comparison between the predicted fracture strength and the experimental measurements
for each case, the predicted nominal results matched well with the experimental results (an
average 5% discrepancy), showing the capabilities of the model to predict the behavior of
SiC ceramics. It can also be seen that the actual strength was slightly lower than the
predicted strength. This is due to the fact that the actual heterogeneous microstructures of
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silicon carbide ceramics would often include defects and voids, which may lower the
fracture strength.

Figure 2.25. Comparison between the measured strength and the prediction results for
different SiC compositions.

Multiscale Modeling of Thermal Conductivities of Alumina Ceramics and
SiC Reinforced Composites
2.5.1

Calculations of Thermal Conductivity of Alumina Ceramics
The thermal conductivities of alumina grains and interfacial glass phase were

calculated using MD simulation methods. Both MD results and the experimental results
for bulk material are plotted in Figure 2.26. The thermal conductivity of interfacial glass
phase was apparently lower than that of alumina grains. It can also explain the lower
thermal conductivity of bulk materials compared with alumina grains, which was due to
the existence of interfacial glass phase between alumina grains.
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Figure 2.26. The thermal conductivity results from MD and experiments [170].
A 2D multiscale finite element homogenization simulation scheme was
implemented to calculate the effective thermal conductivity of the polycrystalline alumina
ceramics as a function of temperatures and compositions. Similar to the multiscale
modeling scheme for ceramics, alumina grains were modeled by hexagonal cells of sixnode continuum elements with thin interfacial elements surrounding them. The four-node
interfacial elements represented interfacial glass phase. The thermal conductivities could
be evaluated from the finite element calculation performed on one representative volume
element (RVE) as shown in Figure 2.27. A uniform heat flux was applied at each point of
the boundary of the RVE. The effective thermal conductivity was calculated as 𝑘 =
𝑞/(𝜕𝑇/𝜕𝑧)𝐴, where 𝑞 represented heat flux, 𝜕𝑇/𝜕𝑧 showed temperature gradient and A
denoted the cross-section area.
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Figure 2.27. Demonstration of a representative volume element of alumina ceramics.

Besides the multiscale finite element modeling method, other theoretical
approaches have also been implemented to study the effective thermal conductivity of
heterogeneous materials. One of the simplest and widely used methods is given by
Maxwell formula [171]. It treats heterogeneous materials as spherical particles that are
discontinuously dispersed in a homogeneous matrix. The effective conductivity is
calculated as [172]
𝐾𝑒𝑓𝑓 =

2(1−𝑉)𝐾𝑚 +(1+2𝑉)𝐾𝑟
(2+𝑉)𝐾𝑚 +(1−𝑉)𝐾𝑟

(2.21)

where 𝐾𝑒𝑓𝑓 ,𝐾𝑚 and 𝐾𝑟 represented thermal conductivity of bulk materials, matrix and
reinforcement, respectively, and V denoted the volume fraction of the reinforcement.
Another popular approach is proposed by Hasselman and Johnson [72], who
explicitly accounted for interfacial resistance across different phases. The effective
conductivity can be obtained as [172]
𝐾𝑒𝑓𝑓 = 𝐾𝑚

𝐾
𝐾
𝐾
2𝐾
2( 𝑟 − 𝑟 −1)𝑉+ 𝑟 + 𝑟 +2
𝐾𝑚 𝑎ℎ

𝐾𝑚

𝑎ℎ

𝐾
𝐾
𝐾
2𝐾
(1− 𝑟 + 𝑟 )𝑉+ 𝑟 + 𝑟 +2
𝐾𝑚 𝑎ℎ

𝐾𝑚

𝑎ℎ

(2.22)
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where h showed the interfacial conductance proposed in the approach. a represented the
radius of reinforced particles. Equation (2.22) is equivalent to the Maxwell formula if the
interfacial resistance is neglected, i.e., ℎ → ∞.
The Hasselman and Johnson equation was used by considering both matrix and
reinforcement as alumina grains while introducing interfacial glass phase conductivity as
interfacial resistance. The radius of the reinforce particle was considered to be the grain
size of 5 µm here. Densities of 3710 kg/m3 for alumina grain and 2500 kg/m3 for the glass
phase were utilized in the calculation of volume fraction from the weight percentage
composition. The calculated results are shown in Figure 2.28, where it can be seen that the
simulation results of the multiscale finite element model yielded a better agreement with
experimental results, particularly at high temperatures, than Maxwell and Hasselman
equations.

Figure 2.28. Thermal conductivities for 99.5 wt% alumina ceramics [173].
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2.5.2

Effects of Temperature, SiC Particle Size and Volume Fraction on The
Thermal Conductivity of SiC Reinforced Composites
A 2D multiscale finite element model was also developed to calculate the effective

thermal conductivity of SiC-reinforced Al matrix composites. The thermal conductivity
could be evaluated from the finite element calculation performed on one RVE as shown in
Figure 2.29. The bulk material was represented by continuum elements with embedded
thin interfacial elements based on the microstructure characteristics of SiC-particle
reinforced Al matrix composites. To facilitate simulations, spherical SiC particle was
assumed, where the SiC particle size was represented by the diameter of spherical SiC
particle in the multiscale model. Uniformly distributed SiC particle was modeled in this
study in accordance with the observed microstructure from the experiments [30]. The
Fourier’s law was implemented to calculate the effective thermal conductivity based on the
input heat flux and corresponding temperature gradient.

Figure 2.29. Multiscale modeling of SiC-reinforced aluminum matrix composites with
varying particle size.
The thermal conductivity for interfacial phase was calculated from the MD
simulation scheme. The experimental values for Al and SiC were extracted from the
measured results from the literature [30], which were expected to be lower than those of
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pure Al and SiC materials due to the existence of impurity in the actual materials. Both the
MD results for interfacial phase (the interface here for composites) and the experimental
results for Al and SiC are plotted in Figure 2.30. The interfacial thermal conductivity
decreased with increasing temperature as the effect of phonon scattering increased. Due to
the increased phonon scattering caused by the interface, its thermal conductivity was
apparently much lower than those of Al and SiC, which was the reason for the much lower
thermal conductivity of SiC-reinforced Al matrix composites compared with each
constituent, i.e. Al matrix and SiC particle, due to the existence of the interface between
them.

Figure 2.30. Calculated interfacial thermal conductivities from MD simulations and
comparison with experimental measurements of SiC and Al [30]. The inset is an
enlargement of the predicted thermal conductivity for Al/SiC interface with respect to
temperature.
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After interfacial thermal conductivity as obtained, the effective thermal
conductivities of SiC-particle reinforced composites at different temperatures were
calculated using the developed multiscale model. The temperature-dependent thermal
conductivities for both SiC particles and Al matrix [30] were also considered in the
simulations. The calculated results are shown in Figure 2.31, where it can be seen that the
simulated results of the multiscale model yielded a maximum 6.21% deviation compared
to the experimental results. The predicted results were consistently higher than the
experimental measurements, which can be explained by the defects and voids existing in
the actual composites. Since only ideal composite microstructure was considered in the
simulations, the existence of defects and voids can lead to phonon scattering, hence
lowering the thermal conductivity of the actual material.

Figure 2.31. Comparison between effective thermal conductivities and experimental
measurements [30] for 40 vol% particulate-SiC-reinforced aluminum matrix composites.
The SiC particle size is 10.2 µm in diameter.
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The effects of SiC particle size on the effective thermal conductivity were studied
at room temperature. As seen in Figure 2.32, the simulation results of the effective thermal
conductivities showed an increase in effective thermal conductivities with increasing SiC
particle size, similar to the experimental findings by Hasselman and Donaldson [30]. While
particle sizes increased, the SiC volume fraction remained the same as 40 vol% in the
composites. The increasing thermal conductivity with increasing particle size can be
explained by the fact that with increasing SiC particle size and associated decrease of total
interfacial area, the relative contribution of interfacial thermal barrier to the total
conductivity of the composite decreased, thus yielding an increasing effective thermal
conductivity. The maximum discrepancy between experimental measurements and
prediction results was within 9.88%, thus validating the capability of the multiscale
modeling in predicting the effective thermal conductivity.

Figure 2.32. Comparison between effective thermal conductivities and experimental
measurements[30] for 40 vol% SiC-reinforced aluminum matrix composites with
different SiC particle size at room temperature.
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Studies on the effect of SiC volume fraction were also carried out using the
developed multiscale model. A nominal particle size of 37 µm [174] was implemented in
modeling SiC reinforced Al composites. SiC particles were uniformly distributed in the Al
matrix composites with varying SiC volume fractions from 5% to 25%. The variations of
effective thermal conductivities are plotted in Figure 2.33. It was seen from Figure 2.30
that the thermal conductivity of SiC was relatively larger than that of Al. As the SiC volume
fraction increased in Figure 2.33, its relative contribution to the total conductivity of the
composites increased, hence enhancing the effective thermal conductivity of the
composites.

Figure 2.33. The effect of SiC volume fraction on effective thermal conductivities and
comparison with experimental results [174].
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Summary
Based on the microstructure characteristics of ceramics, a multiscale modeling
framework was proposed by combining the quantum, atomic, micro and macro scales to
model the microstructure and predict mechanical and thermal properties of alumina
ceramics, SiC ceramics and SiC reinforced composites. Interatomic potential data derived
from ab initio calculations were implemented in MD simulations. The MD simulations
predicted atomistic structure of interfacial glass phase and the traction-separation responses.
The predicted tensile strength and elastic modulus by the multiscale model lied within the
uncertainties of the experimental results, showing a good agreement. The grain size effects
on the properties of SiC ceramics were also investigated.
The multiscale model was also used to predict the thermal conductivities of alumina
ceramics and SiC reinforced aluminum matrix composites. Size and electron effects on the
interfacial thermal conductivity were evaluated. The interfacial thermal conductivity was
found to be much smaller than that of grains in alumina ceramics and SiC particles and Al
matrix in composites. The effective thermal conductivity predicted by the multiscale model
decreased with the temperature increase. It was also shown that the increase of SiC particle
size and volume fraction can increase the thermal conductivity due to the reduced
interfacial thermal barrier and the increased contribution of SiC reinforcement, respectively.
The successful prediction of material properties of alumina ceramics, SiC ceramics and
SiC reinforced composites proved the efficacy of the proposed multiscale model, which
can further be used to predict the material behavior under different conditions.
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3 COUPLED MULTISCALE AND MATERIALS GENOME
MODELING OF CERAMICS

In this chapter, a new materials-genome-based multiscale model is proposed to explicitly
model interfacial thermal conductivity and its effects on the material properties by bridging
ab initio calculations, MD simulations and a materials genome model in the analysis of the
thermal conductivities of SiC ceramics and SiC/SiC composites. The effects of
microstructure, additives and temperature effects on the thermal conductivity of SiC
ceramics are studied. The model is then implemented in studying the degradation of
thermal conductivities of the PyC interphase and SiC/SiC composites due to neutron
irradiation at elevated temperatures.

Materials Genome Model
The schematics of a multiscale ceramic genome model for SiC ceramics are shown
for demonstration in Figure 3.1. The bulk SiC ceramics are modeled as a combination of
uniformly distributed ceramic grains and interfacial phase. The selected ceramic genome
consists of grains, interfacial phase and junctions between SiC grains. The SiC grains are
meshed by hexagonal cells with varying diameters corresponding to the grain size. Thin
elements lie between SiC hexagonal cells to represent the interfacial phase. The gap
between thin elements represents multi-grain junction within SiC ceramics. The material
property of each phase can be obtained either by experimental measurements[29, 125-127]
or through MD simulations[64, 128]. In this study, as the measured interfacial properties
for various additives are not available, the interfacial thermal conductivities with various
compositions were calculated using non-equilibrium molecular dynamics simulations. Ab
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initio calculations [145] were carried out to derive the interatomic potential data necessary
for MD simulations.

Figure 3.1. Demonstration of the multiscale ceramic genome model. A models the
microstructure of bulk SiC ceramics. B is the selected SiC genome model. C
demonstrates the modeling details including the triple-grain junction.

The genome concept is inspired by the Materials Genome Initiative, which is
designed to discover, manufacture, and deploy advanced materials with a fast speed at a
fraction of the cost. The genome is referred to the smallest, representative building block
of heterogeneous materials. A materials-genome-based multiscale model is proposed to
analyze the genome of heterogeneous materials by a variational asymptotic method for unit
cell homogenization (VAMUCH) [119]. Compared with the conventional homogenization
methods like finite element analysis of a representative volume element (RVE), the
proposed materials genome model can significantly reduce the computational complexity
and costs but still consider the heterogeneity of ceramics.
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Although they both serve a similar role in determining homogenized material
properties of heterogeneous microstructure for a macroscopic analysis, it should be noted
that the genome implemented here is different from the RVE:
•

A separate full finite element analysis of a RVE is always needed to run to obtain the
local field responses and the homogenized material properties of heterogeneous
microstructure. A separate analysis needs to rerun after the loading conditions of the
macroscopic analysis have changed. Hence, computational costs are normally very
high considering the full finite element analysis of the RVE.

•

Instead of needing a full finite element analysis, the materials genome model
implements an explicit calculation scheme as shown below to directly obtain the local
field responses and the homogenized material properties of a genome, which are
automatically updated without the need to run a separate analysis as the loading
conditions are changing. Hence, the computational costs can be greatly reduced.
VAMUCH is developed based on two essential assumptions associated with

micromechanics. Assumption 1 is that the exact solution of the field variable, e.g. the
temperature 𝑇 in the thermal transport, has a volume average 𝜓 over the genome as
1

𝜓 = 𝛺 ∫𝛺 𝑇𝑑𝛺

(3.1)

where 𝛺 denotes the domain occupied by the genome. Assumption 2 is that the effective
material properties are considered to be the intrinsic properties of heterogeneous materials
in the macroscopic analysis. After the geometry of the macroscopic structure, the boundary,
and loading conditions are given, the micromechanical analysis of the genome can be used
to determine the effective properties. Based on these two assumptions, effective material
properties can be obtained through calculating the average of the field variables. For non-
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uniform properties, the additional fluctuation function can be used to describe the
difference within each genome.
In the multiscale genome modeling of SiC ceramics, VAMUCH formulation uses
three coordinate systems as shown in Figure 3.1: two Cartesian coordinates 𝒙 =
(𝑥1 , 𝑥2 , 𝑥3 ) and 𝒚 = (𝑦1 , 𝑦2 , 𝑦3 ) , an integer-valued coordinate 𝒏 = (𝑛1 , 𝑛2 , 𝑛3 ) . The
global coordinates 𝑥𝑖 is used for the macroscopic analysis. and 𝑦𝑖 , is parallel to 𝑥𝑖 . to
describe the local coordinates of the genome. The geometric center of each genome is
selected as the origin of the local coordinates 𝑦𝑖 to ensure that 𝑦𝑖 ∈ [−

𝑑𝑖 𝑑𝑖
2

, 2 ], where 𝑑𝑖 is

the size of the genome. The integer coordinates 𝑛𝑖 is used to locate a genome in the
heterogeneous material.
To formulate the variational statement over the genome, the temperature 𝑇 can be
expressed as a sum of the volume average 𝜓 and the difference 𝜔, which is related to a
fluctuation function 𝜒 [118]
𝑇(𝑥; 𝑦) = 𝜓(𝑥) + 𝜔(𝑥; 𝑦)

(3.2)

where the average 𝜔 of over each genome, ⟨𝜔⟩ = 0, according to Assumption 1. It should
be noted that the integer-valued coordinate 𝑛𝑖 will be helpful in storing the volume average
𝜓 of each genome, which will be varied for different values of 𝑛𝑖 .
For general heat conduction problems, such as SiC ceramics with various
microstructural constituents, numerical techniques such as FEM are needed to obtain the
solutions. The energy integral 𝛱𝛺 over all the genomes[175, 176] is represented in the finite
element formulation of a continuum model as
1

𝛱𝛺 = 2𝛺 ∫𝛺 𝐾𝑖𝑗 (𝜓,𝑖 + 𝜒,𝑖 )(𝜓,𝑗 + 𝜒,𝑗 )𝑑𝛺

(3.3)
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𝜕()

where 𝐾𝑖𝑗 is the second-order stiffness tensor and (),𝑖 ≡ 𝜕𝑥 . The elements in the second𝑖

order stiffness tensor 𝐾 , i.e. thermal conductivity tensor in this study, represents the
materials properties for each phase. To ensure the continuity of the temperature field
between adjacent genomes, the following constraints need to be satisfied:
𝜒 (𝑥;

𝑑1
2

, 𝑦2 , 𝑦3 ) = 𝜒 (𝑥; −

𝜒 (𝑥; 𝑦1 ,

𝑑2
2

𝑑1
2

, 𝑦2 , 𝑦3 )

, 𝑦3 ) = 𝜒 (𝑥; 𝑦1 , −

𝑑2
2

𝑑

, 𝑦3 )
𝑑

𝜒 (𝑥; 𝑦1 , 𝑦2 , 23 ) = 𝜒 (𝑥; 𝑦1 , 𝑦2 , − 23 )

(3.4)
(3.5)
(3.6)

Since these constraints do not affect the minimum value of 𝛱Ω but help determine the
fluctuation function 𝜒, 𝜒 can be discretized using the finite element method
𝜒(𝑥𝑖 ; 𝑦𝑗 ) = 𝐺(𝑦𝑗 )𝑋(𝑥𝑖 )

(3.7)

where 𝐺 represents the shape functions and 𝑋(𝑥𝑖 ) is a vector containing nodal values of
the fluctuation function. The 𝛱Ω can be discretized as
1

𝛱𝛺 = 2𝛺 (𝑋 𝑇 𝐹𝑋 + 2𝑋 𝑇 𝐾ℎ𝜙 𝜙 + 𝜙 T 𝐾𝜙𝜙 𝜙)

(3.8)

where
𝐹 = ∫𝛺 (𝛤ℎ 𝐺)𝑇 𝐾(𝛤ℎ 𝐺)𝑑𝛺

(3.9)

𝐾ℎ𝜙 = ∫𝛺 (𝛤ℎ 𝐺)𝑇 𝐾𝑑𝛺

(3.10)

𝐾𝜙 = ∫𝛺 𝐾𝑑𝛺

(3.11)

with 𝐾 as the second-order stiffness tensor, 𝜙 is the temperature gradient ∇𝜓, and 𝛤ℎ is an
𝜕

operator matrix as [𝜕𝑦

1

𝜕

𝜕

𝜕𝑦2 𝜕𝑦3

T

] . Minimizing the discretized 𝛱Ω gives the following

equation
𝐹𝑋 = −𝐾ℎ𝜙 𝜙

(3.12)
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where 𝑋 is linearly proportional to 𝜙. Hence, 𝑋 can be written as 𝑋 = 𝑋0 𝜙. The energy
integral of the genome, 𝛱Ω , can be reformulated as
1

1

𝛱𝛺 = 2 𝜙 𝑇 (𝑋0𝑇 𝐾ℎ𝜙 + 𝐾𝜙 )𝜙 = 2 𝜙 𝑇 𝐾 ∗ 𝜙

(3.13)

where 𝐾 ∗ is the effective thermal conductivity, and 𝜙 is the global temperature gradient.
Hence, the effective thermal conductivity can be obtained in FEM calculations from
𝐾 ∗ = 𝑋0𝑇 𝐾ℎ𝜙 + 𝐾𝜙𝜙

(3.14)

where the accuracy of the effective material property 𝐾 ∗ is related to the accuracy of the
second-order stiffness tensor 𝐾, which is subsequently predicted by the multiscale method.
Following the materials genome model in the finite element formulation is the
multiscale modeling to predict the properties. The multiscale model predicts material
properties by bridging ab initio calculations at the quantum level, molecular dynamics
simulations at the atomistic level and homogenization of different phases at the micro-scale.
Ab initio calculations of structural energies are used to derive the interatomic potentials for
molecular dynamics simulations, which are subsequently carried out to determine thermal
conductivity. The variation of compositions and structure of different phases are explicitly
modeled. The parameterized properties of different phases are then input into the finite
element formulation of the materials genome model as the second-order stiffness tensor 𝐾
and predict the effective material property 𝐾 ∗ , e.g., thermal conductivity in thermal
transport.
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Sintering Additive Effects on the Thermal Conductivity of SiC Ceramics
Based on Materials Genome Modeling
3.2.1

Effects of Sintering Additives on The Interfacial Thermal Conductivity
To predict the interfacial thermal conductivity of SiC ceramics, implementing

accurate interatomic potentials in MD simulations is critical. For the SiC ceramics, Tersoff
potentials[136, 137] can be used for simulating the interactions of Si/C-Si/C. The necessary
constants for the corresponding interatomic potentials can be found in the previous
studies[54, 136-138]. For the sintering additives, i.e. BeO and Al2O3-Y2O3, in this study,
the additional potential data for the interactions of Si/C-Al/Y/Be, Si/C/Al/Y/O/Be-O, BeBe, Y-Y, Al-Al and Al-Y were needed to perform MD simulations. For the interactions of
Si/C-Al/Y/Be, ab initio calculations similar to previous studies [145, 177] were carried out
to determine the corresponding interatomic potentials. A combination of the Rahaman–
Stillinger–Lemberg (RSL2) potential (Equation (3.15)) and the modified Stillinger–Weber
(MSW) potential were selected in this study to model the calculated interatomic potentials.
𝛷𝑖𝑗 (𝑟𝑖𝑗 ) = 𝐷0 𝑒

𝑦(1−

𝑟𝑖𝑗
𝑅0

)

+

𝑎1
𝑏 (𝑟 −𝑐 )
1+𝑒 1 𝑖𝑗 1

+

𝑎2
𝑏 (𝑟 −𝑐 )
1+𝑒 2 𝑖𝑗 2

+

𝑎3
𝑏 (𝑟 −𝑐 )
1+𝑒 3 𝑖𝑗 3

(3.15)

where 𝛷𝑖𝑗 corresponded to the pair interactions. The derived parameters for the RSL2 and
were obtained by curve-fitting Equation (3.15) to ab initio data of Si/C-Al/Y/Be [145, 177].
The interfacial thermal conductivities of SiC ceramics sintered with BeO and
Al2O3-Y2O3 were calculated following the NEMD simulation scheme in Chapter 2. The
simulation box for calculating interfacial thermal conductivity was configured as follows:
first, two SiC layers were generated as upper and bottom layers as shown in Figure 3.2.
Each layer was continuous by applying periodic boundary conditions; second, a mixture
layer of SiC and sintering additives, i.e. BeO and Al2O3-Y2O3 in this study, was created to
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represented interfacial glass phase; third, the mixture was placed between the two SiC
layers. The initial atomic positions of SiC and additive elements were randomly specified.
Hence, no polytype and orientation of SiC were assigned in the crystalline SiC layers. A
similar melt and quench scheme to the literature [53] was utilized to prepare the final
structure. The system was heated to the sintering temperature under constant energy and
constant volume ensemble conditions. The system was subsequently run for 200 ps to
ensure atoms sufficiently relaxed to obtain the amorphous interfacial phase.

Figure 3.2. Schematics of atomic configurations of SiC ceramics in MD simulations.

It has been found that thermal conductivities would not depend on the dimensions
perpendicular to the heat flow direction [161], i.e. x and y directions here. To reduce
computation costs, the system size in x and y directions was both selected as 5 nm. Finitesize effects cannot be neglected in z direction if the mean-free path is not significantly
smaller than the length of the simulation system in this direction, i.e. 𝐿𝑧 [161]. The
existence of interfaces across the heating and cooling layers in NEMD simulations leads to
an increased phonon scattering. The predicted thermal conductivity will be affected when
the size of the simulation system is close to the mean-free path. To avoid such effects in
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calculating interfacial thermal conductivities, studies on the size effect of the simulation
system were performed. Three different values, 30 nm, 60 nm and 120 nm, were selected
for the length of the simulation system in z direction 𝐿𝑧 . Instead of directly studying
interfacial thermal conductivity, interfacial thermal resistance was selected so that the
predicted values can be directly compared with those obtained from the literature [66, 97].
It is worth noting that the thermal resistance can be conveniently converted into thermal
conductivity through 𝑘 = 𝐿/𝑅𝐼 , where 𝐿 is the thickness of interfacial phase in NEMD
simulations. At the system limit, 𝐿𝑧 → ∞, the interfacial resistance should be independent
of system size and thus can be used for the interfacial resistance of bulk materials [66, 128].
For the NEMD method, it is important to establish a steady-state heat flow. A
typical temperature profile is shown in Figure 3.5. The interface region was defined as the
region between SiC crystals based on linear fitting results [128]. The existence of interface
structure contributed to the significant temperature drop between SiC crystals by acting as
a thermal barrier for the heat transport. The temperature drop across the interface, ∆𝑇, can
be obtained from the temperature profile, which can be further utilized to calculate the
interfacial thermal resistance. The predicted interfacial resistance at room temperature is
8.87×10−9 m2 K/W, which is at the same order of the estimated experimental value by
Crocombette and Gelebart [97]. The final interfacial thermal conductivity can be
conveniently obtained, i.e. 2.25 W/mK.
It is worth noting that the interfacial thermal conductivity also needed to be
calculated using Fourier’s law in this study as required by the developed multiscale genome
model. The interfacial thermal conductivity predicted by NEMD simulations are listed in
Table 3.1. The thermal conductivity value for pure SiC at room temperature is extracted
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from the measured results from the literature[164] and is also included in Table 3.1 for
comparison. Regardless of interfacial additive compositions, the thermal conductivity of
interfacial phase is apparently much lower than that of pure SiC, which explains the much
lower thermal conductivity of SiC ceramics compared with pure SiC, due to the existence
of interface within SiC ceramics. In comparison of the predicted values for different
additive compositions, the interface with BeO apparently has a higher thermal conductivity
value. This observation together with grain size effect explains the higher thermal
conductivity of SiC ceramics sintered with BeO as discussed below.

Figure 3.3. The typical temperature profiles of the interface of SiC ceramics sintered with
Al2O3-Y2O3 at room temperature.

Table 3.1. Calculated interfacial thermal conductivities from MD simulations and
comparison with experimental measurements of pure SiC [164].
Compositions
Thermal conductivity (W/mK)

Pure
SiC
490

Interface with BeO
6.21±0.21

Interface with
Al2O3-Y2O3
2.25±0.35
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3.2.2

Effects of Grain Size, Sintering Additives and Temperature on The Effective
Thermal Conductivity of SiC Ceramics
After interfacial thermal conductivities of various compositions were obtained from

ab initio and MD calculations, they were input into the second-order stiffness tensor 𝐾.
The effective thermal conductivities of SiC ceramics sintered with different sintering
additives, i.e. BeO and Al2O3-Y2O3, were subsequently calculated in the finite element
formulation. As the measured grain size varied within the range of 1-3 µm, the size effect
on the thermal conductivity of SiC ceramics sintered with Al2O3-Y2O3 [178] was first
investigated in the simulations. The calculation results are shown in Figure 3.4, showing
that the thermal conductivity increased with the increase of grain size. Such a trend has
been widely seen in the measured size-dependent thermal conductivity [30, 179]. With the
increase of grain size and the decrease of total interfacial area, the relative contribution of
SiC to the total conductivity of SiC ceramics increased, hence yielding a higher thermal
conductivity.

Figure 3.4. The size effect on the effective thermal conductivity of SiC ceramic sintered
with Al2O3-Y2O3.
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The average value for different grain sizes was used to compare with the measured
thermal conductivity of SiC ceramics sintered with Al2O3-Y2O3 and BeO. As seen in Figure
3.5, the thermal conductivity of SiC ceramics sintered with BeO was much larger than that
of SiC ceramics with Al2O3-Y2O3, as supported by the experimental observations. As
discussed above, the larger interfacial thermal conductivity of additive BeO can enhance
the effective thermal conductivity of SiC ceramics. In addition, the relatively larger grain
size of SiC ceramics sintered with BeO (5.6 µm) would contribute to the higher thermal
conductivity due to the reduced effect of interfacial thermal barrier on the thermal transport.

Figure 3.5. Comparison between the predicted thermal conductivities and experimental
measurements [178, 180, 181] of SiC ceramics with different additive compositions: The
grain size of SiC ceramics sintered with 2.65 wt% BeO[180, 181] was 5.6 µm; SiC
ceramics sintered with 5 wt% of Al2O3 and 2 wt% of Y2O3[178] showed equiaxed grains
with dimensions over the range of 1-3 µm.

The simulation results of the multiscale genome model yielded an average 9.90%
deviation compared to the experimental results, thus validating the capability of the
proposed model in predicting the effective thermal conductivity of SiC ceramics of
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different compositions. It is worth noting that although only two additive compositions
were selected in this study, other compositions can also be studied by the validated
multiscale genome model, thus having the potential to improve the thermal conductivity
by comparing different sintering additives for SiC ceramics.
The derived equations by the materials genome model can also evaluate the
temperature effect on the effective thermal conductivities of SiC ceramics sintered with
BeO with the temperature-dependent thermal conductivities of both SiC grains [164] and
interface (as predicted by the multiscale model). The calculated results are shown in Figure
3.6, where it shows that the simulated results of the multiscale model yield an average
11.50% deviation compared to experimental results. As seen from the results in Figure 3.5
and Figure 3.6, the predicted results were consistently higher than the experimental
measurements. Since only ideal microstructure was considered in the simulations, the
existence of defects and voids can lead to phonon scattering, lowering the thermal
conductivity of the actual material [97].

Figure 3.6. Comparison between the predicted thermal conductivities and experimental
measurements[180, 181] for SiC ceramics sintered with BeO at different temperatures.
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Predictions of the Thermal Conductivity of Irradiated SiC/SiC Composites by
Materials-Genome-Based Multiscale Modeling
Two types of SiC/SiC composites produced through an isothermal/isobaric
chemically vapor infiltrated (CVI) process are studied in this paper with their compositions
shown in Table 3.2. Both composites were reinforced primarily by near-stoichiometric SiC
fiber with a single-layered PyC interphase deposited. The anisotropic thermal conductivity
and its dependence on temperature of unirradiated Material type 1 in Table 3.2 [182] was
first studied. Due to the limited experimental data of irradiation effects on Material type 1
[182], another type of SiC/SiC composites, Material type 2 in Table 3.2 [183], was also
selected in order to evaluate the irradiation effect on its effective thermal conductivity.
Table 3.2. The compositions of SiC/SiC composites [182, 183].
Fiber volume
Material

Reinforcement

type

architecture

1

fraction (%)

Fiber/matrix

Porosity

interphase

(%)

x or y

z

20

0

PyC (150 nm)

20

38

0

PyC (50 nm)

17

2D Plain weave (0°/90°)
2

3.3.1

Modeling PyC Interphase and Irradiation Effects Using Molecular Dynamics
Simulations
The thermal conductivities of the single-layered PyC interphase of SiC/SiC

composites were calculated using the non-equilibrium molecular dynamics simulation
method [184]. For the SiC phase, Tersoff potentials [136, 137] can be used for simulating
the interactions of Si/C-Si/C. The necessary constants for the corresponding interatomic
potentials can be found in the previous studies [54, 136-138]. The universal force field
(UFF) [185], which describes a purely diagonal, harmonic force field, was chosen here for
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the PyC interphase in this study. The corresponding potential energy includes both bonded
and nonbonded interactions shown as, 𝐸 = 𝐸𝑅 + 𝐸𝜃 + 𝐸𝜙 + 𝐸𝜔 + 𝐸𝜐𝑑𝑤 + 𝐸𝑒𝑙 , where 𝐸𝑅
represents the bond stretching. A three-term Fourier cosine expansion is used to describe
the harmonic term, angle bending of the bond stretching. Cosine-Fourier expansion terms
are selected to model torsions and inversions. The bond angle bending and the dihedral
angle torsion are denoted by 𝐸𝜃 and 𝐸𝜙 , respectively. 𝐸𝜔 is an inversion term. The
Lennard-Jones potential is chosen to represent the van der Waals nonbonded interactions
as denoted by 𝐸𝜐𝑑𝑤 . 𝐸𝑒𝑙 represents the electrostatic term, which further consists of atomic
monopoles and a distance-dependent Coulombic term. More details about UFF and the
atomic data as listed in Table 3.3 for PyC can be referred to the literature [186, 187].
Table 3.3. The atomic data for PyC in NEMD simulations.
Valence
Atom

Nonbond
Energy 𝐷1

Effective charge 𝑍1

Bond 𝑟1

Angle

Distance

(Å)

𝜃0

𝑥1 (Å)

C_3

0.757

109.47°

3.851

0.105

12.73

1.912

C_R

0.729

120.0°

3.851

0.105

12.73

1.912

C_2

0.732

120.0°

3.851

0.105

12.73

1.912

C_1

0.706

180.0°

3.851

0.105

12.73

1.912

type

(kcal mol1

)

Scale
𝜁

(charge)

MD simulations were carried out for β-SiC and PyC interphase to study the effects
of neutron irradiation on point defect accumulations to determine the thermal conductivity.
Approximately 40000 atoms were included in the cubic material system that contained
10×10×50 unit cells here. The total number of atoms in the simulation cell was not changed.
The atoms within regions near the boundary in the z direction were kept as a constant at
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200 K. The kinetic energy of 10 keV in a random direction was given to a random Si/C
atom to initiate an irradiation. The simulation system was then stabilized for 10 ps to ensure
a sufficient collision between atoms in the simulation system before the irradiation effects
were evaluated. The number of collisions was then multiplied by 100 displacements and
divided by the total number of atoms in the MD simulations system, i.e., approximately
40000 atoms here, to obtain the average dose in the unit displacements per atom. At the
end of each irradiation, the MD simulations were relaxed for another 10 ps before initiating
another irradiation. A similar approach to the previous studies [188, 189] was implemented
here to determine the defect types and numbers for each damage state.
Figure 3.10 shows the total defects (point defects and anti-sites defects) of SiC as a
function of irradiation dose. It can be seen that defects continuously increased with
increasing dose. The defect accumulations of β-SiC induced by neutron irradiations was
also previously studied in the framework of non-equilibrium molecular dynamics [190].
As shown in Figure 3.10, the results show a good agreement with those in the literature
[190].

3.3.2

Materials Genome Modeling of SiC/SiC Composites with Irradiation Effects
The fiber architecture was found to dominate the properties of SiC/SiC composites

[191]. Therefore, it is critical to have an accurate description of the fiber architecture within
a materials genome of SiC/SiC composites. A micro-architecture with four yarns was
included in a materials genome of the plain weave SiC/SiC composites in this study, with
the dimensions of 𝐿𝑥 , 𝐿𝑦 , and 𝐿𝑧 as shown in Figure 3.8. A bundle of SiC fibers was
represented by a yarn with a lenticular cross-sectional shape. Two parts were included
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along the axial direction of each yarn. As shown in Figure 3.8(b), an arc was modeled in
the interaction region between adjacent yarns. A straight line was selected to model a yarn
in the rest part with its length described by 𝐿. The dip angle of the straight-line segment of
a yarn was denoted by 𝜑. The gap between two adjacent yarns was 𝑓, the properties of
which were determined by the PyC interphase. The rest of space between yarns represented
SiC matrix materials.

Figure 3.7.Number of defects predicted by the MD analysis of the β-SiC phase at 200 K
using 10×10×50 unit cells with 40000 atoms.

Figure 3.8. Materials Genome of the plain weave SiC/SiC composites [109].

Following the materials genome modeling scheme in Equation (3.14), the effective
material property 𝐾 ∗ , which referred to the effective thermal conductivity of SiC/SiC
composites here, was obtained as [118, 119, 184]
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𝐾 ∗ = 𝑋0𝑇 ∫𝛺 (𝛤ℎ 𝐺)𝑇 𝐾𝑑𝛺 + ∫𝛺 𝐾𝑑𝛺

(3.16)

It is worth noting that 𝐾 in Equation (3.16) is determined by the thermal properties of
each phase within each materials genome, i.e., SiC fibers, matrices and the PyC
interphase for SiC/SiC composites. The thermal properties of SiC fibers and matrices
have been investigated under both unirradiated and irradiated conditions in previous
studies [182, 190]. Thus, they were directly adopted as inputs for 𝐾 as needed for SiC
fibers and matrices in the material genome of SiC/SiC composites. In contrast, the
properties of the PyC interphase need to be calculated using the MD simulations, which
were also implemented here to explicitly study the irradiation effects on the thermal
conductivity of the PyC interphase. The predicted properties of the unirradiated and
irradiated interphase hence allow the material genome model to include the effects of
irradiation on the properties 𝐾 ∗ of SiC/SiC composites through 𝐾 in Equation (3.16).

3.3.3

Predictions of Irradiation Effects on The Thermal Conductivities of PyC
Interphase and SiC/SiC Composites
Using the NEMD scheme, the thermal conductivity of PyC was also calculated

from Fourier’s law as required by the developed multiscale genome model in this study.
The thermal conductivity value for pure SiC at room temperature is extracted from the
measured results from the literature [164]. Both the MD results for the PyC interphase and
the experimental results of pure SiC are listed in Table 3.4. The thermal conductivity of
the PyC interphase is apparently much lower than that of pure SiC, which explains the
much lower thermal conductivity of SiC/SiC composites compared with pure SiC, due to
the existence of PyC interphase.
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The irradiation temperature effects on the properties of the PyC interphase were
also investigated through NEMD simulations in this study. The predicted thermal
conductivity of the PyC interphase under two different levels of irradiation temperature,
i.e., 830 C and 1270 C, are shown in Figure 3.9. Due to the defects caused by irradiations,
the predicted thermal conductivity at both irradiation temperatures was smaller than that of
the unirradiated PyC interphase. It is also interesting to note the dependence of the thermal
conductivity on irradiation temperatures. At the higher irradiation temperature (1270 C),
the thermal conductivity was larger than that predicted at the lower irradiation temperature
(830 C). This is attributed to the strong contribution from defects caused by irradiations.
At the lower irradiation temperature (830 C), the point defects of the PyC interphase can
accumulate at higher concentrations [6, 7] and thus substantially reduce the thermal
conductivity compared to that at the higher irradiation temperature (1270 C).
Table 3.4. The calculated thermal conductivities of the PyC interphase (Material type 1 in
Table 3.2) from MD simulations and comparison with experimental measurements of
pure SiC [164] at room temperature.
Compositions

Pure SiC

Single-layered PyC interphase of SiC/SiC

Thermal conductivity (W/mK)

490

22.66±3.28

106

Figure 3.9. The predicted thermal conductivity of the PyC interphase within SiC/SiC
composites: irradiated with an irradiation dose of 5.9 dpa at different irradiation
temperatures; for Material type 1 in Table 3.2.
To predict the thermal conductivities of unirradiated and irradiated 2D plain weave
SiC/SiC composites, the thermal conductivities for SiC fibers and matrices [190] were
directly adopted as inputs for 𝐾 in Equation (3.16) of the materials genome model. The
thermal conductivity of the single-layered PyC interphase obtained from NEMD
calculations was also input into the materials genome model to explicitly include its effect
on the effective thermal conductivities of SiC/SiC composites through Equation (3.16).
The validity of the materials-genome-based multiscale model was first studied by
comparing the predicted thermal conductivity of unirradiated SiC/SiC composites with the
experimental results for Material type 1 in Table 3.2 [182]. The predicted in-plane and
through-thickness thermal conductivities are plotted in Figure 3.10, showing the
anisotropic properties exhibited by 2D (0°/90°) plain weave SiC/SiC composites. Due to
the architecture of the 2D (0°/90°) plain weave SiC/SiC composites, the in-plane thermal
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conductivity was relatively larger than the through-thickness thermal conductivity, which
was also supported by the experiments [182] for the same type of SiC/SiC composites.

Figure 3.10. The predicted in-plane and through-thickness thermal conductivities of
unirradiated SiC/SiC composites at room temperature for Material type 1 Table 3.2 in
comparison with experimental measurements [182].
Figure 3.11 shows the temperature dependence of the through-thickness thermal
conductivity for Material type 1 in Table 3.2. As the temperature increased, the effective
thermal conductivity of SiC/SiC composites decreased. In comparison with the
experimental results measured at different temperatures, the simulation results of the
materials-genome-based multiscale model showed an average of 11.39% discrepancy. The
decent agreement with the experimental results thus showed the validity of the proposed
model in predicting the effective thermal conductivity of SiC/SiC composites.
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Figure 3.11. Comparison of the temperature-dependent thermal conductivity in the
through-thickness direction between the experimental measurements [182] and prediction
results; for Material type 1 in Table 3.2.
The materials-genome-based multiscale model was then implemented to study
irradiation effects on the thermal conductivity of SiC/SiC composites in this paper. As no
experimental data of irradiation effects on Material type 1 were available, another type of
2D plain weave SiC/SiC composites, Material type 2 in Table 3.2, was selected in this
study to investigate the effects of irradiation on its effective thermal conductivity. SiC/SiC
composites of Material type 2 were irradiated with an irradiation dose of 5.9 dpa at the
irradiation temperature of 830 C. Figure 3.12 presents the predicted thermal conductivity
of irradiated SiC/SiC composites plotted as a function of measurement temperature.
Similar to the findings in experiments for irradiated SiC/SiC composites [183], the thermal
conductivity showed a weak dependence on measurement temperature, i.e., the thermal
conductivity slightly decreased with the increase of measurement temperature. It is worth
noting that the measurement temperature here denotes the level of temperature at which
the thermal conductivity was measured. On the other hand, the irradiation temperature
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discussed above shows the processing conditions under which irradiations were applied on
SiC/SiC composites.

Figure 3.12. The thermal conductivity of irradiated SiC/SiC composites: irradiated with
an irradiation dose of 5.9 dpa at the irradiation temperature of 830 C; for Material type 2
in Table 3.2.
It should also be noted that in studying irradiated SiC/SiC composites, the previous
studies [182, 190] only considered the effects of irradiated SiC fibers and matrices due to
the lack of experimental data on the PyC interphase properties. Irradiation effects on
interphase were not included in predicting the effective thermal conductivity of irradiated
SiC/SiC composites. In contrast, the proposed materials-genome-based multiscale model
in this study provided the capabilities of explicitly including irradiation effects on
interphase through Equation (3.16), hence allowing for evaluating the contribution of
irradiated interphase to the effective thermal conductivity of irradiated SiC/SiC composites.
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For the prediction results without considering irradiation effects on the interphase
in Figure 3.12, only the thermal conductivities for irradiated SiC fibers and matrices were
included of the materials genome model. In contrast, the effect of irradiated PyC interphase
was included in the prediction results considering irradiation effects on the interphase in
Figure 3.12. The thermal conductivity of irradiated PyC interphase with an irradiation dose
of 5.9 dpa was first predicted by NEMD simulations and then used as input to model the
properties of PyC interphase as 𝐾 of the materials genome model. It was found that after
including the effect of irradiated PyC interphase, the predicted thermal conductivity of
SiC/SiC composites yielded an average of 10.33% discrepancy compared with the
experimental data [183]. In contrast, without considering the irradiated interphase, the
discrepancy was 25.85%, showing that the irradiated PyC interphase obviously affects the
effective thermal conductivity of irradiated SiC/SiC composites. Hence, the contribution
of irradiated interphase needs to be considered in studying the thermal properties of
SiC/SiC composites under irradiation.
The degradation of the thermal conductivity of SiC/SiC composites with respect to
irradiation dose for Material type 2 in Table 3.2 was also studied by the proposed materialsgenome-based multiscale model and the prediction results are shown in Figure 3.13(a).
MD simulations were carried out to predict the effects of irradiation on point defect
accumulations within SiC/SiC composites shown in Figure 3.13(b). Two different levels
of irradiation temperature were selected, i.e., 830 C and 1270 C. The irradiation dose was
increased from 0 to 6 dpa. Subject to neutron irradiation, thermal conductivities of SiC/SiC
composites degraded with an increase of irradiation dose in Figure 3.13(a). The decrease
of thermal conductivities can be explained by the defect accumulations in Figure 3.13(b).
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The increase of irradiation dose increased point defect accumulations, which led to
increased phonon scattering in thermal transport and hence lowered the effective thermal
conductivities of SiC/SiC composites.

Figure 3.13. The thermal conductivity (a) and defect accumulations (b) of irradiated
SiC/SiC composites with respect to irradiation dose at different irradiation temperatures:
the thermal properties of Material type 2 in Table 3.2 were measured at room
temperature.

In addition, it is interesting to note in Figure 3.13(a) that the thermal conductivities
at the lower irradiation temperature of 830 C were consistently lower than those predicted
at the higher irradiation temperature of 1270 C. The finding is also supported by the
experimental observations of other types of SiC/SiC composites under irradiation [182,
183]. The difference of thermal conductivities at different irradiation temperatures can be
explained by the accumulation level of defects at different irradiation temperatures shown
in Figure 3.13(b). At the lower irradiation temperature of 830 C, the defects caused by
irradiations always accumulated at a higher level regardless of irradiation dose. This higher
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level of defect accumulations increased phonon scattering and thus led to lower thermal
conductivities of SiC/SiC composites.

Summary
In this chapter, a new materials-genome-based multiscale modeling method was
proposed to predict the thermal conductivity of SiC ceramics and SiC/SiC composites by
bridging atomistic simulations and continuum model via a materials genome model.
Interatomic potentials are developed using ab initio calculations to achieve more accurate
MD simulations. Interfacial thermal conductivities with various additive compositions are
predicted by non-equilibrium MD simulations. A homogenized materials genome model
with the calculated interfacial thermal properties is used in a continuum model to predict
the effective thermal conductivity of SiC ceramics and SiC/SiC composites. The effects of
grain sizes, additive compositions and temperatures are also studied. The irradiationinduced point defects in the interphase of SiC/SiC composites were studied using MD
simulations to compute the degradation of thermal conductivity as a function of irradiation
dose and temperature. The thermal conductivities of SiC fibers, matrices and interphase
were used as input for the new materials genome model to compute the thermal
conductivities of 2D SiC/SiC composites subject to neutron irradiation. The good
agreement found between prediction results and experimental measurements validated the
capabilities of the proposed multiscale genome model in understanding and improving the
thermal transport of SiC ceramics and SiC/SiC composites.
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4 ENHANCED MATERIALS GENOME MODEL IN PREDICTING
FRACTURE OF CERAMICS

In this chapter, an enhanced materials genome model is proposed to study crack formation
within heterogeneous microstructure. The finite element formulation of VAMUCH with a
cohesive zone model is derived with the development of the corresponding code structure.
The extended finite element method is coupled with the multiscale genome formulation to
handle the discontinuity during crack formation through the derivation of VAMUCH. The
crack formation within SiC ceramics is simulated in comparison with the experiments
performed under different loading conditions. The proposed model is capable of predicting
crack formation by considering the effect of heterogeneous microstructure without
significantly increasing the computational complexity and costs.

Materials Genome Model with Cohesive Zone Using VAMUCH
To consider the heterogeneous microstructure of ceramics or composites, a multiscale genome model is proposed for predicting crack formation. The schematics of the
multi-scale ceramic genome model are shown in Figure 1 for demonstration. It is worth
noting that the proposed model can also be extended to model composites. Instead of
explicitly modeling every heterogeneous microstructural detail as needed in the
conventional finite element analysis, the bulk material is only uniformly meshed as shown
in Figure 1A, with each element representing a materials genome. The heterogeneity will
be handled by the materials genome model discussed below. Hence, the computational
costs can be greatly reduced as demonstrated in previous studies [120]. However, the
previous studies [117, 120, 122, 123] only investigated the contribution of continuum

114
elements to a materials genome, which are often very difficult to implement in studying
crack formation within heterogeneous materials. To account for the crack formation that
was not considered in studying the genome of heterogeneous materials [117, 120, 122, 123],
the materials genome model in this study incorporates a cohesive zone model by explicitly
including cohesive fracture energy in the framework of VAMUCH.

Figure 4.1. Illustration of the multiscale ceramic genome model to predict crack
formation: A shows the homogeneous continuum model of bulk materials while B
represents the selected genome model with a combination of grain and interfacial phase.

Each genome consists of grains and interfacial phase as shown in Figure 1B.
Ceramic grains within a genome are modeled by continuum elements, the dimensions of

115
which are varied depending on the grain size. Different from previous studies [117, 120,
122, 123], cohesive elements are incorporated to explicitly model the interfacial phase
around grains in Figure 1B and potential crack formation. The thickness of cohesive
elements corresponds to the thickness of interfacial phase.
It is also worth noting that, as uniformly distributed ceramic grains and interfacial
phases are implemented, the smallest building block will be sufficient in the analysis of
heterogeneous materials [119]. Increasing the dimensions of the genome and including
more ceramic grains or interfacial phases will not affect the prediction accuracy of the
materials genome model but will only increase the computational costs. Hence, the smallest
building block of ceramics is chosen as a genome as shown in Figure 1B.
Consider a materials genome with cohesive zone elements modeling the interfacial
phase as shown in Figure 4.1B. Global coordinates 𝒙 = (𝑥1 , 𝑥2 , 𝑥3 ) are introduced to
describe the macroscopic structure and local coordinates 𝒚 = (𝑦1 , 𝑦2 , 𝑦3 ) are used to
describe the materials genome. The origin of local coordinates is chosen to be the center of
the genome. Homogenization of a heterogeneous material [117] suggests that 𝒚 should be
asymptotically smaller than 𝒙, i.e. 𝒚 ~ 𝜖𝒙, where 𝜖 ≪ 1 denotes a scaling ratio. Suppose
that all the state variables at the time integration point 𝑡𝑛 are known and then the task is to
find the displacement increment, δ𝑢𝑖 , within the materials genome. Note that the
displacement increment (δ𝑢𝑖 ) can be converted to the current velocity 𝑢̇ 𝑖 by dividing it by
the time increment Δ𝑡 and then the rate forms [122, 123] can be used for the derivation
purpose.
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Homogenization of a heterogeneous material implies that the exact solution 𝑢̇ 𝑖 has
its volume average over the materials genome, 𝑢̇̅ 𝑖 , which can also be considered as the
global displacement.
1
𝑢̇̅ 𝑖 = 𝛺 ∫𝛺 𝑢̇ 𝑖 𝑑𝑉 = 〈𝑢̇ 𝑖 〉

(4.1)

where 𝛺 denotes the domain occupied by the materials genome with its boundary, and 〈∙〉
denotes the volume average of a quantity over 𝛺. 𝑢̇ 𝑖 can be expanded into the sum of 𝑢̇̅ 𝑖
and the difference, 𝜔i , i.e.,
𝑢̇ 𝑖 (𝒚, 𝒙) = 𝑢̇̅ 𝑖 (𝒙) + 𝜔𝑖 (𝒚, 𝒙)

(4.2)

To enforce the continuity of the displacement field and generate homogeneous boundary
conditions, Equation (4.2) can be reformulated by a change of variables according to the
variational asymptotic method [117, 118], where 𝜔i can be expressed as
𝜕𝑢̇̅

𝜔i (𝒚, 𝒙) = 𝑦𝑗 𝜕𝑥 𝑖 + 𝜒𝑖 (𝒚, 𝒙)
𝑗

(4.3)

where 𝜒𝑖 is a periodic fluctuation function of 𝒚 and also dependent on 𝒙. Since the origin
of local coordinates is chosen to be the center of the genome, 〈𝜒𝑖 〉 = 0 can be satisfied.
For continuum elements, the local strain rate tensor within material genomes, by
definition, can be represented as
𝜕𝑢̇

1 𝜕𝑢̇

𝜀̇𝑖𝑗 = 2 (𝜕𝑦 𝑖 + 𝜕𝑦𝑗)
𝑗

𝑖

(4.4)

Substituting Equation (4.2) into Equation (4.4) gives,
1 𝜕𝜔

𝜀̇𝑖𝑗 = 2 ( 𝜕𝑦 𝑖 +
𝑗

𝜕𝜔𝑗
𝜕𝑦𝑖

)

(4.5)

Note that 𝑢̇̅ 𝑖 (𝒙) term disappears since it is only dependent on 𝒙. Combined with Equation
(4.3), Equation (4.5) can be rewritten as
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1 𝜕𝑢̇̅

𝜕𝑢̇̅

𝜀̇𝑖𝑗 = 2 (𝜕𝑥 𝑖 + 𝜕𝑥𝑗) +
𝑗

𝑖

1 𝜕𝜒𝑖

(

2 𝜕𝑦𝑗

𝜕𝜒

+ 𝜕𝑦𝑗 )
𝑖

(4.6)

Equation (4.6) can be further rewritten as,
̅ + 𝜉𝑖𝑗
𝜀̇𝑖𝑗 = 𝜀̇𝑖𝑗

(4.7)

where
1 𝜕𝑢̇̅

𝜕𝑢̇̅

̅ = ( 𝑖 + 𝑗)
𝜀̇𝑖𝑗
2 𝜕𝑥
𝜕𝑥
𝑗

1 𝜕𝜒

𝑖

𝜕𝜒𝑗

𝜉𝑖𝑗 = 2 (𝜕𝑦 𝑖 + 𝜕𝑦 )
𝑗

𝑖

(4.8)
(4.9)

̅ denotes the global strain rate tensor. Define a state function [122] for the
Note that 𝜀̇𝑖𝑗
continuum elements, 𝛱 ∗, as
1

𝛱 ∗ = 2 𝜀̇𝑖𝑗 𝐶𝑖𝑗𝑘𝑙 𝜀̇𝑘𝑙

(4.10)

where 𝐶𝑖𝑗𝑘𝑙 is a symmetric six-order stiffness tensor determined by the constitutive
behavior of grains within materials genome shown in Figure 1B.
The contribution of continuum elements to the energy of a materials genome
discussed above has been investigated in the previous studies [117, 122, 123] through
VAMUCH. However, the crack formation within heterogeneous materials has not been
investigated due to the difficulties of studying fracture using continuum elements. In
contrast, for the first time in this study, the contribution of crack formation within a
materials genome was explicitly modeled through including the cohesive fracture energy
evaluated on the fracture surface.
This was achieved by incorporating cohesive elements in a materials genome to
model interfacial phase and potential crack formation through simplifying the fracture zone
as being composed of two cohesive surfaces. A state function for the corresponding
cohesive fracture energy of the cohesive elements can be defined as
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1

𝑆 = 2 𝛥𝑢̇ 𝑚 ⋅ 𝐶𝑇𝑚𝑛 ⋅ 𝛥𝑢̇ 𝑛

(4.11)

where 𝛥𝑢̇ is the cohesive separation rate. 𝐶𝑇 can be obtained from the incremental
expression for the traction 𝑇𝑐 along the cohesive surfaces as 𝑇𝑐̇ = 𝐶𝑇 ⋅ 𝛥𝑢̇ , which is
determined by the traction-separation laws for cohesive elements and can be calculated by
molecular dynamics (MD) simulations discussed below. The indices 𝑚 and 𝑛 in Equation
(4.11) are introduced to show that the nodal displacements of cohesive elements are
independent of continuum elements in Equation (4.4).
The exact solution 𝑢̇ 𝑖 on the upper and lower surfaces of fracture zones can be obtained as
shown in Equation (4.12) and Equation (4.13), respectively.
𝑢̇ 𝑚upper = 𝑢̇̅ 𝑚 + 𝜔𝑚upper

(4.12)

𝑢̇ 𝑚lower = 𝑢̇̅ 𝑚 + 𝜔𝑚lower

(4.13)

It should be noted that 𝑢̇̅ 𝑖 is a global variable and hence, remains the same for the upper
and lower surfaces of fracture zones. The separation rate, 𝛥𝑢̇ 𝑖 , along the fracture surface
of the cohesive zone elements in Equation (4.11) can then be calculated from Equation
(4.13) combined with Equation (4.12),
𝛥𝑢̇ 𝑚 = 𝜔𝑚upper − 𝜔𝑚lower

(4.14)

Equation (4.14) suggests that the volume average 𝑢̇̅ 𝑖 in Equation (4.2) will not contribute
to the separation rate 𝛥𝑢̇ 𝑖 , which is only dependent on the local displacement difference 𝜔i
in Equation (4.2). Combined with Equation (4.3), Equation (4.14) can be rewritten as
𝛥𝑢̇ 𝑚 = (𝑦𝑛upper
𝜕𝑢̇̅𝑖
𝜕𝑥𝑗

𝜕𝑢̇̅𝑚
𝜕𝑥𝑛

− 𝑦𝑛lower

𝜕𝑢̇̅𝑚
𝜕𝑥𝑛

) + (𝜒𝑚upper − 𝜒𝑚lower )

(4.15)

is a global variable, which remains the same for the upper and lower surfaces of fracture

zone. As the thickness of interfacial phase is much smaller than that of ceramic grains,
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zero-thickness cohesive elements can be implemented in the analysis. Hence, 𝑦𝑗upper and
𝑦𝑗lower in Equation (4.15) become the same, suggesting that 𝛥𝑢̇ 𝑖 will only depend on the
periodic fluctuation function, 𝜒𝑖 , of the upper and lower surfaces of fracture zones as shown
in Equation (4.16).
𝛥𝑢̇ 𝑚 = 𝜒𝑚upper − 𝜒𝑚lower

(4.16)

The functional over the materials genome can be represented as
𝑈 = ∫𝛺 𝛱 ∗ 𝑑𝑉 + ∫𝛤 𝑆𝑑𝛤

(4.17)

Combined with Equations (4.7), (4.10) and (4.11), the functional over the materials genome
in Equation (4.17) can be represented as
1
̅ + 𝜉𝑖𝑗 )𝐶𝑖𝑗𝑘𝑙 (𝜀̇𝑘𝑙
̅ + 𝜉𝑘𝑙 )𝑑𝑉 + 1 ∫ 𝛥𝑢̇ 𝑚 ⋅ 𝐶𝑇 ⋅ 𝛥𝑢̇ 𝑛 𝑑𝛤
𝑈 = 2 ∫𝛺 (𝜀̇𝑖𝑗
𝑚𝑛
2 𝛤
𝑐

(4.18)

where 𝜀̇ ̅ is a global variable, and 𝜉 and 𝛥𝑢̇ are local variables only dependent on the
periodic fluctuation function as suggested in Equation (4.9) and Equation (4.16).
Let the periodic fluctuation function 𝜒 in Equation (4.3) be discretized by the finite
element formulation as
𝜒(𝒚, 𝒙) = 𝑆(𝒚)𝑋(𝒙)

(4.19)

where 𝑋 denotes a vector containing the nodal values of the fluctuation function. 𝑆 denotes
the shape function. Its formulations for continuum elements and cohesive elements are the
same as those implemented in the conventional finite element analysis. Continuum
elements are modeled by four-node quadrilateral elements, while cohesive elements are
modeled by four-node two-dimensional elements [110].
As shown in Equation (4.20) and Equation (4.21), two operator matrices, 𝛤ℎ
(Equation (4.22)) and 𝛤𝑐 (Equation (4.23)), are introduced, which can obtain 𝜉𝑖𝑗 in
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Equation (4.9) for continuum elements and 𝛥𝑢̇ in Equation (4.16) for cohesive zone
elements, respectively.
𝜉 = 𝛤ℎ 𝑆𝑋

(4.20)

𝛥𝑢̇ = 𝑆𝛤𝑐 𝑋

(4.21)

𝜕
𝜕𝑦1

𝛤ℎ = 0
[0
𝐼 0
𝛤𝑐 = [0 𝐼
0 0

0
𝜕
𝜕𝑦2

0

0
0
𝜕
𝜕𝑦3

1 𝜕

1 𝜕

2 𝜕𝑦2
1 𝜕

2 𝜕𝑦3

2 𝜕𝑦1

0

0

T

0
1 𝜕

1 𝜕

2 𝜕𝑦3
1 𝜕

2 𝜕𝑦1

2 𝜕𝑦2 ]

(4.22)

0
0]
𝐼

(4.23)

where 𝐼 = −1, 0 or +1, depending on node positions within cohesive elements. Using
Equation (4.20) and Equation (4.21), Equation (4.18) can be discretized as
1
1
𝑈 = 2 ∫𝛺 (𝜀̇ ̅ + 𝛤ℎ 𝑆𝑋)𝑇 𝐶(𝜀̇ ̅ + 𝛤ℎ 𝑆𝑋)𝑑𝑉 + 2 ∫𝛤 (𝑆𝛤𝑐 𝑋)𝑇 𝐶𝑇 (𝑆𝛤𝑐 𝑋) 𝑑𝛤
𝑐

(4.24)

𝐶 and 𝐶𝑇 correspond to the stiffness tensor determined by the constitutive behavior of
grains and interfacial phase within a materials genome shown in Figure 4.1B, respectively.
Equation (4.24) then can be reorganized as
1

𝑈 = 2 (𝑋 𝑇 [∫𝛺 (𝛤ℎ 𝑆)𝑇 𝐶(𝛤ℎ 𝑆)𝑑𝑉 + ∫𝛤 (𝑆𝛤𝑐 )𝑇 𝐶𝑇 (𝑆𝛤𝑐 ) 𝑑𝛤] 𝑋
𝑐

+2𝑋 𝑇 [∫𝛺 (𝛤ℎ 𝑆)𝑇 𝐶 𝑑𝑉 ] 𝜀̇ ̅ + 𝜀̇ ̅ 𝑇 [∫𝛺 𝐶𝑑𝑉 ] 𝜀̇)̅

(4.25)

Equation (4.25) can be converted by introducing the following tensor notations, 𝐶ℎℎ , 𝐶ℎ𝜀 ,
and 𝐶𝜀𝜀 , which can be represented as
𝐶ℎℎ = ∫𝛺 (𝛤ℎ 𝑆)𝑇 𝐶(𝛤ℎ 𝑆)𝑑𝑉 + ∫𝛤 (𝑆𝛤𝑐 )𝑇 𝐶𝑇 (𝑆𝛤𝑐 )𝑑𝛤

(4.26)

𝐶ℎ𝜀 = ∫𝛺 (𝛤ℎ 𝑆)𝑇 𝐶𝑑𝑉

(4.27)

𝐶𝜀𝜀 = ∫𝛺 𝐶𝑑𝑉

(4.28)

𝑐
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Equation (4.25) then can be rewritten as
1
𝑈 = 2 (𝑋 𝑇 𝐶ℎℎ 𝑋 + 2𝑋 𝑇 𝐶ℎ𝜀 𝜀̇ ̅ + 𝜀̇ 𝑇̅ 𝐶𝜀𝜀 𝜀̇)̅

(4.29)

̅ are assumed to be known, the task then becomes finding
As all the global variable, i.e. 𝜀̇𝑖𝑗
𝑋, 𝜀̇𝑖𝑗 in Equation (4.7), and 𝛥𝑢̇ in Equation (4.16). An absolute minimum [117, 121-123]
of the functional shown in Equations (4.29) needs to be satisfied to obtain the exact solution
of 𝑋 by taking the variation of 𝑈 in Equation (4.29), i.e. 𝛿𝑈 = 0 and gives the following
equation,
1

𝛿𝑈 = 2 (2𝛿𝑋 𝑇 𝐶ℎℎ 𝑋 + 2𝛿𝑋 𝑇 𝐶ℎ𝜀 𝜀̇)̅ = 0

(4.30)

Then,
𝛿𝑋 𝑇 𝐶ℎℎ 𝑋 + 𝛿𝑋 𝑇 𝐶ℎ𝜀 𝜀̇ ̅ = 0

(4.31)

A linear relation can then be obtained
𝐶ℎℎ 𝑋 = −𝐶ℎ𝜀 𝜀̇ ̅

(4.32)

which implies that 𝑋 is linearly proportional to 𝜀̇,̅ and hence can also be represented as
𝑋 = 𝑋0 𝜀̇ ̅

(4.33)

Combined with Equation (4.32) and Equation (4.33), Equation (4.29) can be rewritten as
1
1
𝑈 = 2 𝜀̇ 𝑇̅ (𝑋0𝑇 𝐶ℎ𝜀 + 𝐶𝜀𝜀 )𝜀̇ ̅ = 2 𝜀̇𝑇̅ 𝐶̅ 𝜀̇ ̅

(4.34)

where 𝐶̅ = 𝑋0𝑇 𝐶ℎ𝜀 + 𝐶𝜀𝜀 , denoting the instantaneous effective constitutive behavior [117,
121-123], e.g., stiffness matrix in the global analysis, which needs to be updated for each
timestep under loadings [121, 122]. The global stress can then be solved through iterations
using the following equation
𝜎̇̅ = 𝐶̅ 𝜀̇ ̅ 𝑜𝑟 𝜀̇ ̅ = (𝐶̅ )−1 𝜎̇̅

(4.35)
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Combined with Equation (4.20) and Equation (4.33), the local strain rate tensor in Equation
(7) can be obtained as
𝜀̇ = 𝜀̇ ̅ + 𝛤ℎ 𝑆𝑋0 𝜀̇ ̅

(4.36)

Using Equation (4.32), the cohesive separation rate in Equation (4.21) can also be obtained
as
𝛥𝑢̇ = 𝑆𝛤𝑐 𝑋0 𝜀̇ ̅

(4.37)

It should be noted that the crack formation within a materials genome with heterogeneous
microstructure is determined by the cohesive separation, i.e. 𝛥𝑢̇ in Equation (4.37). Since
the damage criteria for cohesive zone elements are known, i.e. traction-separation response
in modeling the interfacial phase in this study, it is more convenient to directly calculate
̅ using Equation (4.37) when the damage criteria for cohesive elements are satisfied. The
𝜀̇𝑖𝑗
corresponding fracture strength can subsequently be determined using Equation (4.35).
Therefore, an explicit calculation scheme can be implemented in predicting mechanical
response and crack formation within materials genome. The crack formation was explicitly
tracked by monitoring the crack opening of cohesive elements in each materials genome
of ceramics. Once it reached the damage criteria specified by traction-separation laws,
cohesive elements were damaged, indicating that a crack was formed in a materials genome.

Coupled Genome-XFEM Predictive Modeling of Crack Propagation
The XFEM approximation of the displacement 𝑢XFEM is decomposed into three
parts [192]: the displacement in the continuum finite element method 𝑢̅, the enrichment
that accounts for the discontinuity in the displacement field 𝑢XFEM and the enrichment that
can account for the discontinuity in stresses and strains as shown in Equation (4.38):
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𝑢XFEM = ∑ 𝑁𝑢̅ + ∑𝑖∈𝐼cut 𝑁𝑖∗ (𝒙)[𝐻(𝒙) − 𝐻(𝑥𝑖 )]𝑎𝑖
+ ∑𝑖∈𝐼branch 𝑁𝑖∗ (𝒙)[∑4𝑚=1(𝐵 𝑚 (𝒙) − 𝐵 𝑚 (𝑥𝑖 ))𝑏𝑖𝑚 ]

(4.38)

where 𝑁 is a standard shape function in the conventional finite element method and 𝑁𝑖∗ is
a shape function localizing the enrichment. All nodes in the macroscopic domain are
include in the node set 𝐼, 𝐻 is a step enrichment function, 𝑎𝑖 are the unknowns of the
enrichment at node 𝑖, and 𝐼 cut is a set of nodes that support XFEM. 𝐵 𝑚 is a crack-tip
enrichment function, 𝑏𝑖𝑚 are the corresponding unknowns of the enrichment, and 𝐼 branch
is the set of nodes in the vicinity of crack front. The implementation of XFEM encompasses
defining the enriched nodal sets 𝐼 cut and 𝐼 branch , evaluating the enrichment functions, and
performing a numerical integration.
While XFEM offers the possibility to represent the entire crack geometry
independently of the mesh in the finite element analysis, the microstructural effects can be
only considered after explicitly modeling the microstructure with fine mesh [115, 116],
which may greatly increase the computational costs. Since the genome model implemented
by VAMUCH can study the complicated microstructure with reduced computational costs,
it is coupled with XFEM to include the effects of microstructure on crack formation in this
study. The enriched nodal sets in XFEM as shown in Equation (4.38) provide the
capabilities of coupling with the fluctuation function implemented in the genome model
through VAMUCH. A coupled Genome-XFEM model is developed as shown below.
While different types of properties of heterogeneous structure can be calculated by
the genome model, the elastostatic behavior of heterogeneous microstructure is derived
here for an illustrative purpose. All other constitutive relations can be conveniently
implemented by replacing the elastostatic behavior. The governing variational statement is
shown below,
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𝛿𝑈 − 𝛿𝑊 = 0

(4.39)

𝛿 and 𝑈 are Lagrangian variation and the strain energy, respectively. 𝑊 is the virtual work
done by applied loads. A stiﬀness tensor 𝐶 is utilized to characterize linear elastic material
properties, which varies within different phases of each genome of heterogeneous
microstructure, the strain energy can be written as
1

𝑈 = 2 ∫ 𝜀 𝑇 𝐶𝜀 𝑑𝛺

(4.40)

which denotes an integration over the domain 𝛺 spanned by each genome. The genome of
heterogeneous microstructure includes its typical microstructural characteristics. 𝛺 is the
physical volume of a 3D genome for a 3D heterogeneous microstructure. The local strain 𝜀
is calculated by 𝜀 = 𝛤𝑢. 𝛤 is an operator matrix of the local displacement 𝑢, which is
closely related to the global displacement 𝑢̅ obtained using the continuum finite element
method and the fluctuation function 𝜒. The global displacement 𝑢̅ here is the same as the
displacement 𝑢̅ in Equation (4.38). The fluctuation function 𝜔 is introduced in the genome
model to represent the variation of the local displacement due to the heterogeneous
microstructure (e.g., interface) within each genome [118, 119].
In the analysis of ceramics under applied loads, it is interesting to note that their
heterogenous microstructure, e.g., the interfacial phase between ceramic grains, often lead
to the discontinuity of the displacement field as described by the enrichment in XFEM. The
enrichment in XFEM is thus directly related to the variation of the local displacement,
which is described by the fluctuation function 𝜔 in the genome model. The displacement
field 𝑢XFEM in Equation (4.38) consequently can be obtained by solving the local
displacement 𝑢 within each genome.
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Applied loads of a Cauchy continuum may result from tractions and body forces
during deformation processes. The virtual work by these applied loads then is represented
as [119]
𝛿𝑊 = 𝛿𝑊𝐻 + 𝜖𝛿𝑊 ∗

(4.41)

where 𝛿𝑊𝐻 is the virtual work not affected by the fluctuation function while 𝛿𝑊 ∗ is
the virtual work determined by the fluctuation function. To facilitate the asymptotic
analysis, a scale parameter is introduced as 𝜖. The governing variational statement can
be rewritten as
1

𝛿 [2 ∫(𝛤𝑢)𝑇 𝐶(𝛤𝑢) 𝑑𝛺 − 𝜖𝑊 ∗ ] − 𝛿𝑊𝐻 = 0

(4.42)

The same diﬃculty in solving the problem of heterogeneous microstructure will be
encountered if this variational statement needs to be directly solved. The fluctuation
function is unknown and hence lead the main complexity. A priori, in terms of some
unknown functions, e.g., the local displacement, is often assumed for the fluctuation
function in order to simplify the problem of heterogeneous microstructure into a
macroscopic

continuum

model.

For

arbitrary

heterogeneous

microstructures,

simplification of the fluctuation function based such ad hoc assumptions will increase the
prediction discrepancy. An asymptotical analysis of the variational statement of
heterogeneous microstructure through the variational asymptotic method (VAM) [176]
will be helpful to solve the fluctuation function through building an asymptotically correct
macroscopic continuum model. As the second term in Equation (4.42) is not a function of
the fluctuation function, the following variational statement then governs the fluctuation
function instead,
1

𝛿 [2 ∫(𝛤𝑢)𝑇 𝐶(𝛤𝑢) 𝑑𝛺 − 𝜖𝑊 ∗ ] = 0

(4.43)
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which is a variational statement of each genome. According to VAM [176], the second
term can be neglected and the approximation of the first term in Equation (4.43) is shown
as
1

𝑇

𝛿[2 ∫(𝛤𝜒 𝜒 + 𝛤𝑢 𝑢
̅) 𝐶(𝛤𝜒 𝜒 + 𝛤𝑢 𝑢
̅) 𝑑𝛺] = 0

(4.44)

𝛤𝜒 and 𝛤𝑢 are the operator matrices of the fluctuation function 𝜒 and the global
displacement 𝑢
̅, respectively. Although it is possible to solve this variational statement
analytically for very simple cases, numerical techniques such as the finite element
method need to be implemented for general cases. The fluctuation function 𝜒 using
shape functions defined over each genome can then be expressed as
𝜒 = 𝑆𝑋

(4.45)

where shape functions are denoted by 𝑆, and the nodal values of the fluctuation function
are shown as 𝑋. The fluctuation function can be obtained as
𝜒 = 𝑆𝑋0 𝑢
̅

(4.46)

𝑋0 denotes the relation between the global response 𝑢
̅ and the nodal values of the
fluctuation function 𝜔 and can be obtained from the finite element formulation of Equation
(4.44). It should be noted that the accuracy of 𝑋0 is related to the accuracy of the stiffness
tensor 𝐶 in Equation (4.44), which is determined by the properties of each phase within
heterogeneous microstructure. For certain phases (e.g., SiC grains in SiC ceramics), their
properties have been measured in experiments and can be directly adopted for 𝐶 . In
contrast, the properties for interfacial phase in ceramics need to be calculated using
simulation techniques at small scales, e.g., molecular dynamics simulations in this study,
which can consider the effects of compositions and processing conditions. The
parameterized properties from simulations are used as inputs for the stiffness tensor 𝐶.
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After the global response 𝑢
̅ is obtained in the continuum finite element analysis,
Equation (4.46) is implemented to calculate the fluctuation function 𝜒, which further
determines the enrichment and hence directly describes the discontinuity in XFEM, e.g.,
caused by cracks. Through coupling with XFEM as discussed above, the genome model
enables the XFEM to include microstructural details with no need of generating fine mesh
in modeling heterogeneous microstructure under loadings. Hence, the coupled genome and
XFEM model has a great potential to improve computational efficiency.

Simulation Procedure Using the Enhanced Materials Genome Model
Figure 4.2 depicts the current VAMUCH computation flowchart. The finite element
formulation of the multiscale genome model was first read as shown in Figure 4.1 with
initialized state variables (e.g., the deformation gradient and the state of cohesive zone
elements). The material properties for each phase within each material genome were
obtained either through experimental measurements or MD simulations. A user-defined
material model was developed to model each materials genome and predict effective
material properties. The material model was continually called at integration points of the
homogeneous continuum model in Figure 4.1 to update the deformation and the state
variables of each material genome using the inputs of mechanical field variables, e.g. stress
and displacement gradient. The effective material properties were then calculated based on
the current state variables of each materials genome. The iteration was continued in the
simulations untill reaching the end of the loading path (e.g. deformation processes), and
the results were output as needed.
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Figure 4.2. Code structure of VAMUCH with cohesive zone model.

Deformation and crack formation within ceramics can be simulated using the
commercial software, Abaqus, by implementing the coupled multiscale genome and
XFEM model in user-defined subroutines. Subroutines both for the genome model and
XFEM damage criteria were integrated in a user-defined material model developed in
FORTRAN as required by Abaqus. The user-defined material model was implemented in
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Abaqus as illustrated by the computation code structure shown in Figure 4.3. During
simulations, the material model was continually called at each material point in the
macroscopic domain of ceramic workpieces to simultaneously update the deformation and
the variables within each genome of heterogeneous microstructure, which were calculated
using the coupled genome and XFEM model based on the global field variables under
loadings.

Figure 4.3. Flow chart for simulations of machining processes using the coupled
multiscale genome and XFEM model in Abaqus.
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Implicit methods have been widely employed in efficiently solving the enrichment
in XFEM [192]. However, implicit approaches are not suitable for simulating complex
contact conditions, which usually are very common, e.g., during material removal
processes. In contrast, contact conditions can be handled more effectively by explicit
methods. Hence, to improve computational efficiency, a hybrid scheme of implicit and
explicit methods was implemented in this study by partitioning the material domain of SiC
workpieces into different regions in simulations. The implicit and explicit methods were
achieved by Abaqus/Standard and Abaqus/Explicit, respectively. In regions with potential
crack formation, Abaqus/Standard was utilized to solve the enrichment in XFEM by the
coupled genome and XFEM model. In regions of interactions, e.g., between workpieces
and cutting tools, Abaqus/Explicit was implemented to predict complex contact conditions
and material removal processes. Via co-simulation techniques in Abaqus [110],
Abaqus/Standard and Abaqus/Explicit were coupled through node sets or surfaces shared
by different partitioned regions.

Predictions of Fracture Strength Using Enhanced Materials Genome Model
In this study, the application and validity of the proposed model were demonstrated
through homogenizing SiC ceramics and comparing predictions with experimental results.
The composition of SiC ceramics shown in Table 4.1 was selected for case studies. The
microstructure of the sintered SiC ceramics shared some typical characteristics: it was
composed of SiC grains and a continuous interfacial phase surrounding the SiC grains [132,
133, 169], which was formed during the sintering process. The composition of the
interfacial phase was determined by additives selected during sintering.
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Table 4.1. The composition of simulated SiC ceramics [193].
α-SiC
0.90

Bulk material contents (wt%)
β-SiC
85.60

Y3Al5O12
13.50

Figure 4.4. Schematics of microstructural details of sintered SiC ceramics.

4.4.1

Simulations of Tensile Tests and Computation Time Comparison
To calculate the effective properties of SiC ceramics and predict crack formation,

it is necessary to determine material properties for each constituent, i.e. 𝐶 for grains and
𝐶𝑇 for interfacial phase. The temperature dependent properties for high purity SiC ceramics
obtained from the literature [134] were used for SiC grains. The interfacial phase was
represented by cohesive elements, the properties of which were characterized by tractionseparation responses.
An approach similar to Ref. [194-196] using MD simulations was implemented
here to calculate the traction-separation responses. The atomic configurations in MD
simulations were made using a three-layer material system with upper and bottom layers
representing SiC grains. The middle layer was created to model interfacial phase of SiC
ceramics. The final configuration had xyz dimensions of about 5 nm × 5 nm × 15 nm. The
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initial atom positions of SiC, Al2O3 and Y2O3 were randomly specified in the atomic
configuration. The material system was first heated to the sintering temperature of around
1850 °C [169] for 150 ps under the constant energy and constant volume ensemble
condition. The simulation system was subsequently run for 200 ps at 1950 °C [169] to
ensure atoms are sufficiently relaxed to obtain the structure for calculations of tractionseparation responses. The obtained structure was then relaxed for 50 ps to relieve any preexisting stress in the material system. A strain rate of 108 s-1 was selected in all the
simulations performed. MD simulations were carried out at three different constant
temperatures of 23 °C, 800 °C and 1200 °C, respectively. The normal and shear tractions
of interfacial phase were obtained based on the Virial stress theorem. The separation was
characterized by the opening displacement of interfacial phase. The traction-separation
responses at different temperatures for Mode I and Mode II failure are shown in Figures
4.5 and 4.6, respectively. As the temperature increased, the peak tractions both for the
normal (Mode I) and shear (Mode II) decreased.

Figure 4.5. Traction-separation response of SiC ceramics for in Mode I failure.
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Figure 4.6. Traction-separation response of SiC ceramics for in Mode II failure.

After the properties of SiC grains and interfacial phase were obtained, the proposed
materials genome model was then utilized to study effective elastic modulus and tensile
strength of SiC ceramics. For comparison, the multiscale finite element model that has been
developed in previous studies [195, 196] was also implemented here. In predicting elastic
properties and tensile strength, the multiscale finite element model involves carrying out
separate analyses of stress-strain responses of UCs with given boundary conditions and
postprocessing responses to compute elastic modulus and tensile strength. However, the
analysis using the present approach was carried out in an more efficient way because only
one analysis needs to be carried out to calculate elastic properties and tensile strength
without any postprocessing.
The multiscale finite element model as demonstrated in Figure 4.7 was built with
Abaqus explicit analysis to compare with the computations done by the materials genome
model. The established model using the multiscale method is a combination of UCs. A
plane strain assumption was made, and the left and lower edges were fixed with
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symmetrical boundary conditions. The displacement boundary condition with a speed of 1
mm/min was applied to the upper side to simulate the tensile displacement. It should be
noted that both UCs here and materials genome in this study are a combination of grains
and interfacial phase depending on the microstructure of ceramics. However, the multiscale
modeling of ceramics needed to explicitly model all heterogeneous microstructural details
including interfacial structure [97, 196] in the finite element modeling. In contrast, only a
homogeneous continuum model needed to be built to perform predictions of material
properties as shown in Figure 4.1A, which allowed the analysis to avoid the timeconsuming multiscale finite element model including all the microstructural details at the
macroscopic analysis.

Figure 4.7. Schematics of multiscale modeling of ceramics.

The history of reaction forces and displacements of the specimen boundary can be
obtained from the simulation results of multiscale model and materials genome model. The
stress and strain were subsequently calculated based on the dimensions of the workpieces.
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The crack formation was tracked by the decay of stress in the simulated stress-strain
behavior in Figure 4.8. The stress-strain response obtained by materials genome model
agreed well with the results predicted by the multiscale finite-element model.

Figure 4.8. Stress-strain response at room temperature predicted by the multiscale finite
element model (400 UCs) and materials genome model.

The elastic modulus and tensile strength can be directly predicted by materials
genome model using an explicit calculation technique, and are listed in Table 4.2. By
contrast, further postprocessing needed to be performed for the multiscale model to obtain
elastic modulus by linear-fitting to the slope of stress-strain curve shown in Figure 4.8.
With an increasing number of UCs, the predictions of the multiscale model converged as
shown in Table 4.2. As the multiscale model with 400 UCs showed converged results with
relative low computational costs, the setup with 400 UCs was selected in comparison with
the materials genome model.
The predicted elastic modulus and tensile strength are compared with the available
experimental results [134] shown in Table 4.2. The prediction results by the multiscale
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model and materials genome model both lied within the uncertainties of the experimental
measurements. However, the computation time of materials genome model, apparently,
was drastically smaller than that of the multiscale finite element model.
Table 4.2. Predicted elastic modulus and tensile strength at room temperature and
computation time comparison between the multiscale finite element model, materials
genome model and experimental results.
Elastic modulus

Tensile

Computation time

(GPa)

strength (MPa)

(seconds)

25 UCs

432.1

264.8

213

100 UCs

423.7

259.6

994

400 UCs

421.1

258.0

6221

420.6

257.2

26128

Materials genome model

424.6

267.9

6

Experiments [134]

414.5±12.4

232±47

-

Model

Multiscale finite
element model

1600
UCs

4.4.2

Simulations of Bending Tests and Comparison of Simulation Time
Using the material properties of SiC grains [134] and interfacial phase predicted by

MD simulations, the multiscale finite element model and materials genome model were
also developed with Abaqus explicit analysis to simulate three-point bending tests and
evaluate capabilities of materials genome model in calculating flexural strength. The bulk
geometry used in the simulations was 3×2.5×25 mm, which is the same as the dimensions
of the workpieces used in the bending tests [193]. The displacement boundary condition
with a speed of 0.5 mm/min was applied to simulate loading conditions in the bending tests
using a fixture with a span of 16 mm as shown in Figure 4.9. A plane strain assumption
was made in the simulations.

137
To simplify simulations of the three-pint bending test, the microstructural details,
e.g. grains and interfacial phase, were only included in the middle region, where cracks
would potentially form. The elastic properties of bulk SiC ceramics [134] were
implemented for other regions. Since all microstructural details including grain size effects
were explicitly modeled in the multiscale finite element model, a very fine mesh needed to
be generated near the middle region as demonstrated in Figure 4.9(b). In contrast, a
homogeneous finite element model with a relatively coarse mesh in Figure 4.9(c) was
found to be sufficient for the analysis using materials genome model after convergence
studies. The final mesh configurations are also summarized in Table 4.3.

Figure 4.9. Simulations of three-point bending tests: (a) shows the setup of the multiscale
finite element model; (b) shows the details of the region modeling microstructural details;
(c) shows the homogenous model using materials genome.
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To consider the effects of grain size in the prediction model, the average, maximum
and minimum grain sizes [193] were separately used to model the grain size and predict
the corresponding fracture strength. The nominal strength values were calculated using the
average grain size while the upper and lower limits corresponded to the results for
maximum and minimum grain sizes, respectively. The predicted results and the measured
strengths are also included in Table 4.3. The bend strengths predicted by the multiscale
model and materials genome method both showed a reasonable agreement with
experimental measurements.
Table 4.3. The measured strength and the prediction results by the multiscale finite
element model and materials genome model.

Measurements [193]
Multiscale finite element
model
Materials genome model

Mesh

Bend strength
(MPa)

Computation
time
(Hours)

-

642±15

-

20283 elements

692±69

10.29

320 elements

706±83

0.46

The predicted stress and displacement fields for bending tests by the multiscale
finite element model and materials genome model are also compared as shown in Figure 9.
The stress fields predicted by the materials genome model showed the same distribution as
those predicted by the multiscale finite element model. Besides predicting effective
properties and behavior of heterogeneous microstructure, another advantage of materials
genome model is the capabilities of efficiently recovering local fields at micro-scale. As
shown in Figure 4.10, the local displacement fields predicted by materials genome model
showed a good agreement with those predicted by the multiscale model at same locations.
While these two models predicted similar results for bending tests of SiC ceramics, the
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computation time needed by the materials genome model was greatly reduced to 0.46 hours
compared with 10.29 hours of the multiscale model as shown in Table 4.3.

Figure 4.10. Comparison of simulation results for bending tests between the model and
the materials genome model: (a) and (f) show the stress distribution predicted by the
multiscale model and the materials genome model, respectively; (b-c) and (d-e) show the
displacement distribution at the same positions on the workpieces in the simulations of
the multiscale model and the materials genome model, respectively.
In predicting material properties, the finite element modeling needs to be carried
out for separate analyses of stress-strain response with given boundary conditions and
postprocess response to compute elastic modulus and fracture strength. Very fine mesh
usually needs to be generated if microstructural details are included. In contrast, the
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coupled genome and XFEM model in this study is much more efficient because only one
analysis needs to be carried out to calculate the elastic modulus, fracture strength and crack
propagation without any postprocessing as shown below.
Using the material properties of interfacial phase calculated by MD simulations and
SiC grains [134], a test model for calculating fracture strength was built in Abaqus to
simulate the four-point bending tests. The bulk geometry used in the simulations was
1.5×14 mm, the same as the dimensions of the samples used in experiments [169]. The
lower corners of the samples with a distance of 10 mm were fixed to represent the bending
supports. The displacement boundary condition at a loading speed of 0.5 mm/min was
applied to simulate the bending conditions in experiments [169]. To increase the
computational efficiency in implementing the coupled genome and XFEM model, the
samples were partitioned into two different regions as illustrated in Figure 4.11.
Abaqus/Explicit was utilized in the green region to model contact conditions while
Abaqus/Standard was utilized in the yellow region to predict crack formation. The
simulated bending test and associated predicted crack propagation is shown in Figure 4.12.
Under the loading, a crack initiated and propagated on the bottom section of SiC samples.
The predicted stress-displacement behavior is shown in Figure 4.13. The predicted and the
measured fracture strength results are summarized in Table 4.4, where a reasonable
agreement in fracture strength was found between predictions and experimental
measurements.
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Figure 4.11. A hybrid implicit-explicit scheme for 3D genome-XFEM modeling of fourpoint bending tests.

Figure 4.12. Predicted crack propagation during four-point bending tests of SiC ceramics.

Figure 4.13. Predicted stress-displacement curve for the four-point bending tests.
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Table 4.4. The measured strength and the prediction results by the coupled genome and
XFEM model: Grain diameter of 2.7±2.3 µm.
Fracture strength (MPa)
Experimental measurements [169]

477±27

Prediction by coupled genome and XFEM model

522±48

Predictions of Subsurface Cracks within Ceramics under Mechanical
Loadings
4.5.1

Predictions of Subsurface Cracks Undergoing Indentation Loadings
Subsurface cracks within brittle ceramics have long been known to accompany the

formation of a Vickers hardness impression. A type of SiC ceramics with 10 wt% residual
silicon was selected for Vickers indentation tests [197]. The indentation loads were in the
range of 10-200 N. To simulate the indentation tests [197], the interactions between the
indenter and the SiC workpieces were solved by Abaqus/Explicit in the yellow region near
the indenter as shown in Figure 4.14 while crack formation within other regions was solved
by Abaqus/Standard.

Figure 4.14. Schematics of a hybrid implicit-explicit scheme in modeling indentation
tests of SiC ceramics.
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A typical subsurface crack pattern predicted is shown in Figure 4.15. The crack
length and crack depth were measured in the simulations. The ratio of crack length to crack
depth is plotted with respect to indentation load in Figure 4.16. The ratio of crack length to
depth slightly increased with the increase of indentation load. The grain size of SiC
ceramics was varied from 1 to 10 µm to account for the uncertainties in simulating
indentation tests. The experimental measurements lied within the uncertainty range of the
predicted results. Under all indentation loads, the average values of the ratio of crack length
to crack depth in simulations were found to be smaller than those measured in the
experiments. This may be attributed to the microcracks and defects exposed on the polished
surface, which can lead to easier crack growth parallel to the polished surface and hence a
larger ratio of crack length to crack depth.

Figure 4.15. Subsurface crack profile during Vickers indentations of SiC ceramics: d
refers to subsurface crack depth and c represents crack length.
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Figure 4.16. The ratio of crack length c to crack depth d with respect to indentation load.

4.5.2

Predictions of Subsurface Cracks during Scratching Tests of SiC Ceramics
The coupled genome and XFEM model has also been utilized to simulate the

scratching tests of SiC ceramics with an average grain size of 3.3 µm [40]. The dimensions
of the workpieces used for simulations were 0.8 mm in length and 0.2 mm in height. The
scratching tool was modeled in simulations as a rigid body with 120˚ included angle and a
tip radius of 200 µm. The friction coefficient between the scratching tool and the
workpieces was selected as 0.17 depending on the scratching setup [40]. Quasi-static
scratching conditions were achieved when the scratching speed was selected as 5 m/s and
15 m/s, and the scratching depth was 5, 10, 15, 20 and 25 µm. A hybrid implicit-explicit
scheme was implemented based on the coupled genome-XFEM model to simulate
scratching processes of SiC ceramics as shown in Figure 4.17. The material removal
process was solved by Abaqus/Explicit to simulate the complex interactions between the
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scratching tool and SiC workpieces. The crack propagation within the SiC workpieces was
simulated by Abaqus/Standard.

Figure 4.17. Schematics of a hybrid implicit-explicit scheme in modeling workpieces
during scratching tests using the coupled genome-XFEM model.

The typical prediction results for scratching tests by the coupled genome and
XFEM model are demonstrated in Figure 4.18. Under the loadings of the scratching tool,
obvious micro-cracks were within the SiC workpieces as shown in Figure 4.19. The
maximum crack depth underneath the scratched surface was selected as a critical variable
in studying subsurface damage during scratching tests. The corresponding prediction
results are plotted in Figure 4.19. A obvious trend was also observed in Figure 4.19, where
a higher scratching speed induced a larger maximum depth of cracks. It can also be seen
that the predicted maximum depth of subsurface cracks showed a decent agreement with
experimental measurements [40].
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Figure 4.18. Simulation results of scratching tests: the scratching speed was 5 m/s and the
scratching depth was 5 µm.

Figure 4.19. Comparison of the maximum crack depth underneath the scratched surface
between predictions and experimental results [40].

Summary
A new micromechanics approach was developed enabling VAMUCH to
homogenize heterogeneous microstructure and predict its crack formation through a
multiscale materials genome model. A variational form for homogenization was
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formulated in combination with a cohesive zone model. An asymptotic method was
implemented to derive the weak form of the problem by discretizing it via an integrated
analysis of finite element formulations with VAMUCH. XFEM was embedded in the
formulation of the multiscale genome through VAMUCH. The implementation of both
multiscale genome model and XFEM retained the capabilities of XFEM in modeling
fracture while providing accurate predictions by considering heterogeneous microstructure.
The advantages of the present approach were demonstrated in studying the crack formation
within SiC ceramics under different loading conditions. Both the elastic properties and
fracture strength were predicted in a computationally efficient manner using this approach
compared with the multiscale finite element model. It was shown that the developed model
also captured the typical characteristics of crack formation within SiC ceramics under
bending and indentation loadings.
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5 MULTISCALE MODELING OF LASER-ASSISTED MACHINING
OF CERAMICS

In this chapter, the studies on laser-assisted machining of alumina and SiC ceramics are
presented through experimental and numerical analyses. A 2D multiscale model is first
applied to simulate laser-assisted machining of alumina ceramics. A 3D coupled thermomechanical multiscale model is also proposed to predict thermally induced fracture under
laser heating. The subsurface cracks of SiC ceramics is simulated in comparison with the
experiments performed under different machining conditions. The cutting forces, crack
depth and chip formation are discussed in terms of material removal temperature and
material composition.

2D Multiscale Modeling of Laser-Assisted Machining of Alumina Ceramics
5.1.1

2D Machining Model
A 2D multiscale model was proposed to study laser-assisted machining of alumina

ceramics with various compositions. As shown in Figure 5.1, alumina ceramic workpiece
was modeled with a combination of hexagonal cells with an inner diameter of 4 µm and
thin interfacial cohesive elements. The 2D plane strain six-node continuum elements
(CPE6) and four-node rigid elements (CPE4) were used for meshing the hexagonal cells
of alumina grains and the cutting tool, respectively, while the interfacial glass phase was
modeled by four-node cohesive elements (COH4RT). The maximum allowable normal
traction of ~50Å separation of cohesive elements corresponded to the separation distance
at which cohesive elements fully damaged. The cohesive traction-separation law governing
the behavior of the cohesive zone was defined by the *TRACTION SEPARATION law in
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Abaqus. The onset of damage based on the quadratic interaction law of cohesive elements
was utilized to describe the damage initiation via *QUADE function. *ENERGY approach
was implemented to model the damage revolution depending on fracture energy. A
representative mesh generated in Abaqus for the orthogonal machining of alumina
workpiece is shown in Figure 5.1, where the main cutting force (𝐹𝑐 ) corresponded to the
tangential cutting force and the thrust force (𝐹𝑡 ) was equivalent to the axial cutting forces
in the alumina turning experiments. The measured cutting forces were normalized by the
depth of cut in order to compare with those of simulation.

Figure 5.1. Initial finite element meshes.

5.1.2

Experimental Setup in Laser-Assisted Machining of Alumina Ceramics
Two types of alumina ceramics with different purities, 96 wt% and 99.5 wt%, were

used in this study. They were both densely sintered alumina ceramics with zero porosity
and an average of grain size of within 5 µm in diameter. The sintered alumina ceramics
shared the similar microstructure characteristics. The alumina grains were equiaxed. The
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sintering additives included some typical elements for alumina ceramics, silica and calcium
[130, 152, 198-200]. The composition of alumina ceramics is summarized in Table 5.1.
Their typical mechanical and thermal properties are also listed in Table 5.2.
Table 5.1. The composition of alumina ceramics.
No.

Bulk material
contents (wt%)

Mole ratio in
the glass phase

Specific number of atoms
Total

Al2O3

SiO2

CaO

Al2O3:SiO2:CaO

Ca

Al

Si

O

1

99.5

0.3

0.2

21:1:1

71

3002

71

4716

7860

2

96.0

2.0

1.5

21:50:29

725

1050

1250

4800

7825

Table 5.2. Thermal and mechanical properties of alumina ceramics.
Alumina Type

Density
(kg/m3)

𝐸
(GPa)

96 wt%

3710

314

99.5 wt%

3885

375

𝜐

𝛼
(10-6/˚C)

Specific Heat, 𝐶𝑝
(J/kgK)

0.2

3.1

=0.16969*T(K)+390.24

A PCBN cutting tool was used in the experiments and the material properties are
summarized in Table 5.3. The rake angle was 5˚, the clearance angle was 6˚, and the edge
radius was 10 μm. A cutting speed as fixed to 0.5 m/s and a feed rate of 0.02 mm was used
in laser-assisted turning experiments for both types of alumina ceramics. It is critical to
accurately predict the temperature distribution within ceramic workpieces and control
LAM processes. A transient, 3-D, finite-volume thermal model for a cylindrical workpiece
has been developed at Purdue University [24] and was used to predict the temperature
distribution during LAM. More detailed descriptions about the governing heat transfer
equations, boundary conditions, and the numerical scheme can be referred to the thermal
model developed by Tian and Shin [24]. The LAM process conditions are summarized in
Table 5.4. The composition of alumina ceramics and the initial material removal
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temperature were selected as the primary variable in the simulation while the other
operating parameters, including cutting speed and feed, were kept constant through all the
experiments. Two different compositions of 96 wt% and 99.5 wt% alumina ceramics and
the temperatures were selected based on the previous experiments done by the authors’
group. Three different temperatures levels as shown in Table 5.4 were selected to compare
the machinability of alumina ceramics during LAM. Since the machinability of 99.5 wt%
alumina ceramics was found to be worse than 96 wt% alumina ceramics, higher material
removal temperatures were used in the experiments.
Table 5.3. Properties of cutting tool.
Density(kg/m3)

Elastic modulus (GPa)

Poison ration v

3480

750

0.2

Table 5.4. Machining conditions.
Case

Alumina

Tmr (˚C)

Cutting speed (m/s)

Feed (mm)

1

96 wt%

750

0.5

0.02

2

96 wt%

900

0.5

0.02

3

96 wt%

1100

0.5

0.02

4

99.5wt%

900

0.5

0.02

5

99.5wt%

1000

0.5

0.02

6

99.5wt%

1100

0.5

0.02

5.1.3

Machining Process Simulations and Comparison with Experiments
Figure 5.2 shows the simulated chip formation for case 2 in Table 5.4. Under the

loading of the cutting tool, interfacial cohesive elements began to fail and the microcracks
initiated as shown in Figure 5.2(a). As the microcracks propagated and coalesced into a
macrocrack in the shear zone, a chip separated from the bulk workpiece due to the
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intergranular fracture as predicted in Figure 5.2(b). The segmental chip broke into pieces
with further propagation of the microcracks in the chip as predicted in Figure 5.2(c). The
simulation results in Figure 5.2 showed that the formation of segmental chip was
dominated by the debonding of the interfacial glass phase while only a small portion of
deformation was generated in the chip.

Figure 5.2. The simulated chip formation in LAM of Alumina (a) Initiation of
microcracks to form the first chip (b) Propagation and coalescence of microscracks into a
macrocrack in the shear zone (c) Formation of the segmental chip.
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The corresponding predicted cutting forces for the two different compositions of
alumina ceramics, i.e., 96 wt% and 99.5 wt%, at different temperatures are shown in Figure
5.3 and Figure 5.4, respectively. A constant of 0.3 for the friction coefficient was used
based on the assumption that a small friction was expected during LAM of silicon nitride,
in which a thin layer of viscous glass phase adhered to the cutting tool and acts as lubricant
[10]. The behavior of interfacial glass phase in alumina ceramics at high temperature was
similar to that in machining of silicon nitride.

Figure 5.3. Comparison between experimental and predicted cutting forces during LAM
of 96 wt% alumina ceramics.

Figure 5.4. Comparison between experimental and predicted cutting forces during LAM
of 99.5 wt% alumina ceramics.
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Since the exact value of friction coefficient was unknown, the uncertainty of
friction coefficient was analyzed by varying the value around 0.3. The lower limit and
upper limit of the predicted cutting forces referred to the simulated results using the friction
coefficients of 0.2 and 0.4, respectively, as shown from the lower and upper limits of error
bars of the predicted cutting forces in Figure 5.3 and Figure 5.4. The error bars in the
experimental data represented the variation of the measured cutting forces.
The simulated cutting forces were taken from the average cutting forces after
reaching the steady state. As can be seen from the simulated results, the cutting forces
decreased as the material removal temperature increased and a dramatic transition of
cutting forces at around 1100 °C indicated a dramatic change of alumina strength, which
agreed well with the alumina strength transition temperature of 1100 °C found in the
literature [170, 201]. The predicted cutting forces were also in good agreement with the
experimental results.

Coupled Thermo-Mechanical Modeling of Laser Heating Processes
5.2.1

3D Coupled Thermo-Mechanical Multiscale Modeling Techniques
In order to predict the thermally induced fractures using a multiscale model, it is

critical to first understand the crack characteristics of ceramics under thermal loading. In
the previous study done on fracture mechanisms of ceramics, it was found that interfacial
glass phase determined the behavior of alumina ceramics at elevated temperatures wherein
the cracks initiated, coalesced and propagated in the interfacial glass phase.
Observations of alumina microstructure after thermal shock by Özdemir et al. (2010)
[202] showed that micro-cracking occurred along the boundaries of large grains while the
grains themselves remained intact. In addition to experimental investigations, analytical
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studies on simplified material systems by Evans and Fu (1985) [203] revealed that above
a critical grain size, the cracking occurred along grain interfaces upon a uniform
temperature change. Therefore, the large alumina grains were assumed to behave elastic
and not damaged. Based on the properties of bulk materials of high purity ceramics, the
Young’s modulus and Poisson’s ratio were adopted to model alumina grains. Similarly, the
thermal properties, including temperature dependent conductivity, specific heat and the
coefficient of thermal expansion of the alumina grains, were also included in the thermal
calculation.
Since the mechanical behavior and heat transfer heavily depended on the status of
the interface, the modeling and characterization of interfacial glass phase within ceramics
are crucial. Ceramics exhibited a quasi-brittle response upon mechanical loading, which
indicated that the micro-cracking mechanisms had a cohesive nature due to crack bridging
mechanisms, connecting the surfaces of newly formed micro-cracks. Therefore, the
interfacial glass phase between grains were modeled as thermo-mechanical cohesive zones
where the load and heat transfer mechanisms weakened as the opening between the two
surfaces of the newly formed crack increased. The model to calculate the tractionseparation relation in MD simulations was made using the same configuration discussed in
Chapter 2.
To determine the degradation of interfacial thermal conductivity by MD
simulations, a method similar to the experimental setup by Schelling and Phillpot (2001)
[204] was utilized. A heat flux was first introduced across the material system in order to
obtain a temperature gradient, which was then utilized in Fourier’s law to calculate thermal
conductivity. More importantly, a stable and uniform temperature gradient between the
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heating layers (red color) and cooling layers (light blue color) as shown in Figure 5.5
needed to be obtained. The length of the material system was relatively long in the direction
parallel to heat flow (y-direction in Figure 5.5(a) and x-direction in Figure 5.5(b) and
relatively small in other two directions to eliminate size effect. Atom velocities were
rescaled at each timestep to add energy in the heating layers from one end and remove a
same amount of energy the cooling layers of the same thickness at the other end. A heat
flux with a constant energy current, 𝐽, was then achieved across the material system. The
kinetic energy of atoms within intermediate regions was used to calculate temperature, and
the temperature gradient 𝜕𝑇/𝑦 in Figure 5.5(a) and 𝜕𝑇/𝑥 in Figure 5.5 (b) was obtained.
Then based on Fourier’s law, the thermal conductivities in two different directions were
𝐽

𝐽

calculated as 𝑘 = − 𝜕𝑇/𝜕𝑦 and 𝑘 = − 𝜕𝑇/𝜕𝑥, respectively.

Figure 5.5. MD calculations of thermal conductivity and temperature gradient generation:
(a) Thermal conductivity calculation along normal direction of glass interface; (b)
Thermal conductivity calculation along tangential direction of glass interface.
Both the heating and cooling layers were achieved by the modified velocityrescaling algorithm [204] to eliminate the center shift of mass of the system during heat
loading. Since obtaining a stable temperature gradient is critical for this method, it is
important to identify conductivity at certain temperatures. Several preliminary simulations
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using different input energy were first performed to minimize temperature differences
between the heating and cooling layers. Although it was evident that the finally selected
energy values did still, in fact, introduced temperature difference, the dependence of
thermal conductivities on temperature difference was rather weak [70]. Moreover, such
preliminary tests could help select proper input energy and thus accurately determine the
thermal conductivities for different temperatures and compositions of interfacial glass
phase.
A 3D multiscale model was proposed to simulate thermal fracture based on the
discussion above. The large alumina grains were assumed to behave elastically with a
brittle damaging failure. The cohesive elements described by traction-separation relations
were embedded between the solid elements of ceramics grains within the regions of interest
in the initial mesh in order to model potential cracks. A maximum of axial 16 cracks were
observed in the preliminary laser heating experiments and hence the same number of precracks with a length of 10 µm were embedded axially at one end of cylindrical workpiece
with a diameter of 20 mm and uniformly distributed along the circumferential direction.
The pre-cracks inclusion was achieved through predefined failure of cohesive elements.
The mesh of the workpiece is shown in Figure 5.6. 3-D, 10-node modified second-order
displacement and temperature tetrahedron elements (C3D10MT) were used for meshing
ceramics grains, while the interfacial glass phase was modeled using zero-thickness 3-D
cohesive elements (COH3D8).
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Figure 5.6. Demonstration of 3D multiscale model.

5.2.2

Laser Heating Experiments
A CNC lathe integrated with a CO2 laser was used to conduct laser heating

experiments as shown in Figure 5.7. A 96 wt% alumina ceramics bar with a diameter of 20
mm was mounted into the spindle. A spindle speed of 477.5 RPM and a feed rate of 0.02
mm/rev were used in the experiments. From the preliminary simulation and experimental
results, it was found that laser power and preheating time could significantly affect the
thermal fracture formation and hence the experimental conditions were designated as
summarized in Table 5.5.

Figure 5.7. Experiment setup in laser heating tests.
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Table 5.5. Summary of experimental parameters.
No.

Laser Power
(W)

Speed
(m/min)

Feed Rate
(mm/rev)

Preheating Time
(⁰C)

1

200

30

0.02

0

2

200

30

0.02

20

3

250

30

0.02

0

4

250

30

0.02

10

5

300

30

0.02

10

6

300

30

0.02

20

The dye penetrant was used to detect the presence of cracks and gross fracture on
the laser heated surface of alumina ceramics in this study. Surface and subsurface damage
were detected by spraying a red dye penetrant onto the workpiece (Magnaflux Inc.,
Spotcheck SKL-SP). The visible dye had a low surface tension and therefore wet surfaces
very well. The dye flowed into defects and was pulled into small surface cracks by capillary
forces. After allowing a prescribed amount of time for the dye to penetrate, the surface was
wiped with a cloth containing some dye cleaner. The remaining, visible dye indicated the
presence and density of cracks. The visible dye detected surface cracks that were greater
than 30 µm in length.

5.2.3

Experimental and Simulation Results of Thermally Induced Fracture
Both the 3D coupled thermo-mechanical multiscale model developed in this study

and the thermal model built by Y. Tian and Y. C. Shin (2006) [24] were first used to predict
the temperature distributions during laser heating processes of the 96 wt% alumina
cylindrical workpiece. The schematics of the experimental setup is shown in Figure 5.8.
The temperature along the centerline of the workpiece and the temperature distributions at
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three fixed points were measured. Laser power was selected as 125 W while other operating
parameters were maintained constant as shown in Table 5.6.

Figure 5.8. Schematics showing position of the laser head around the workpiece.

Table 5.6. Parameters used during laser heating tests of 96 wt% alumina ceramics.
V (m/s)

Feed rate
(mm/rev)

Diameter (mm)

N (rpm)

P (W)

Preheating
(sec)

2.5

0.05

40

400

125

4

As the thermal model developed Y. Tian and Y. C. Shin (2006) [24] has been
proven to be accurate in predicting temperature distributions during laser heating [31-34],
its simulation results were used to compare with the simulation results from the 3D coupled
thermo-mechanical multiscale model in predicting temperature distribution during laser
heating. As seen from the results in Figure 5.9, both temperature profiles measured at
centerline and fixed points showed good agreements.
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Figure 5.9. Comparison of temperature prediction results.
A set of laser heating experiments were also performed to study the thermal fracture
formation, while the corresponding simulations were also conducted using the proposed
3D coupled thermo-mechanical model. From the experimental results shown in Figure 5.10,
the typical fracture features included the axial and circumferential fractures on the surface
of cylindrical alumina workpieces. There were usually multiple axial fractures found on
the workpiece surface while a circumferential fracture consistently existed at the laser
heating end.
The comparison of experiment and simulation results is shown in Table 5.7 and the
corresponding thermal fracture observations are shown in Figures 5.11-5.14 for different
cases. In order to compare the fracture patterns, they were summarized as gross failure,
obvious fractures, minor cracks and no fractures based on the cracks length observed on
the surface of the alumina workpieces.
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Figure 5.10. Typical fracture features observed in the experiments.

Table 5.7. Comparison of experimental results and predictions.
No.

Laser Power
(W)

Preheating Time
(s)

T
(⁰C)

Experiments

Prediction

1

200

0

608

No Failure

Minor Cracks

2

200

20

767

No Failure

No Failure

3

250

0

725

Obvious Fractures

Obvious Fractures

4

250

10

813

Minor Cracks

Minor Cracks

5

300

10

1033

Gross Failure

Gross Failure

6

300

20

1102

Gross Failure

Gross Failure

For the case 2, both the predicted and experimental results showed no thermally
induced fractures, there were also no fracture observed on the workpiece surface as
observed in Figure 5.11(a) and 5.11(b). In the cases with cracks observed on the laser
heated workpiece, the scales of predicted thermally induced fractures and fractures patterns
agreed well with the experimental observations. When there were only minor cracks found
on the workpiece surface, the predicted fracture was very small as seen in Figure 5.12(a).
With an increase in laser power to 250 W (case 3), several axial fractures could also be
found both in the experiments and from prediction results besides circumferential fractures
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found on the surface. As the thermally induced fracture became severe in Figure 5.12(b)
during the laser heating experiments, the corresponding predicted fractures in Figure 5.13(a)
also became more obvious. Both the circumferential and axial fractures became longer and
larger. At the laser power of 300 W (case 5), the fractures further became longer and gross
failure occurred during the laser heating experiments as seen from Figure 5.14(b). The
corresponding simulation results in Figure 5.14(a) also showed the coalescence of wide
circumferential and axial fractures on the workpiece surface, which could further lead to
workpiece failure caused by thermal fracture. As shown in the summary of the
experimental and simulation results shown in Table 5.7, the 3D coupled thermomechanical multiscale model could well predict the thermal fracture patterns in most cases.

Figure 5.11. No Fracture predicted on top surface of the alumina workpiece (Case 2) (a)
Simulation Predicts (b) Experimental Results.
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Figure 5.12. Minor Cracks predicted on top surface of the alumina workpiece (Case 4) (a)
Simulation Predicts (b) Experimental Results.

Figure 5.13. Obvious Fractures predicted on top surface of the alumina workpiece (Case
3) (a) Simulation Predicts (b) Experimental Results.
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Figure 5.14. Gross Failure predicted on top surface of the alumina workpiece (Case 5) (a)
Simulation Predicts (b) Experimental Results.

From the experimental results, it can also be seen that the thermal fracture
formation depended on both laser power and preheating time. Although increasing laser
power would increase the tendency of fracture formation, longer preheating time could
increase the surface temperatures without changing the thermal fracture patterns. In the
cases with laser power of 250 W, only minor cracks were observed if preheating the
workpiece and the achieved surface temperature was also higher. This is due to the fact
that the thermal fracture was not only affected by the temperatures but also by the
temperature gradient. While maintaining the same laser power, preheating the workpiece
would lower the temperature gradient and thermal stresses during laser heating processes.
While long axial fractures were found in the simulation results shown above, the
simulation results were more conservative than the experimental results, where the crack
length of circumferential cracks observed in the experiments was longer than the prediction
results. This could be attributed to the grain size effects as the alumina grain cell size (an
average of 1 mm) in the simulation model was larger than the actual grain size and the
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cracks within the workpiece of smaller grain size can more easily grow [205]. Another
possible reason was the effects of heterogeneous microstructures, including defects and
voids existing in actual materials, which could partially promote cracks propagation, while
the mesh was all uniform in the simulation model although it considered heterogeneous
material properties in the developed multiscale model.

Materials-Genome-Based Multiscale Modeling of Fracture during LaserAssisted Machining of SiC Ceramics
5.3.1

Experimental Setup in Studying Subsurface Damage of Ceramics
Laser-assisted machining experiments were also carried out to evaluate the crack

formation within SiC ceramics during machining. A PCBN cutting tool was used in the
experiments. The rake angle was 5˚, the clearance angle was 6˚, and the edge radius was
10 μm. A cutting speed was fixed to 0.5 m/s and a feed rate of 0.02 mm was used in the
turning experiments for two types of SiC ceramics (90 wt% and 95 wt% SiC ceramics),
which included 10% and 5% residual silicon within interfacial phase, respectively. Two
different temperatures levels shown in Table 5.8 were selected to compare the
machinability of SiC ceramics during LAM.
Table 5.8. Machining conditions: 𝑇𝑚𝑟 represents material removal temperature.
Materials

𝑇𝑚𝑟 (℃)

Cutting speed
(m/s)

Feedrate
(mm/rev)

Depth of cut
(mm)

90 wt%

1200

0.5

0.02

0.25

90 wt%

1500

0.5

0.02

0.25

95 wt%

1200

0.5

0.02

0.25

95 wt%

1500

0.5

0.02

0.25
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To get smooth polished cross-section without inducing additional subsurface cracks
on machined SiC workpieces during post-processing, SiC ceramics were polished through
the sputtering effect of ion beam. The machined surface of SiC ceramics was polished by
the ion cross-section polisher. The accelerating voltage was 6 kV. The width of the
workpiece over the baffle was about 2 mm, which avoided the influence of edge-breaking
on subsurface cracks. A scanning electron microscopy and an optical microscope were
used to observe subsurface polishing areas.
5.3.2

Experimental and Simulation Results of Cutting Forces and Subsurface
Cracks during Machining of SiC Ceramics
The laser-assisted machining processes of 90 wt% and 95 wt% SiC ceramics as

described in the experimental setup section were also studied using the coupled genome
and XFEM predictive modeling techniques. A 3D simulation configuration was
implemented in study machining processes as shown in Figure 5.15. Material removal
process (in the yellow region) was solved by Abaqus/Explicit to simulate complex contact
conditions during the machining process. In the meanwhile, the crack propagation
underneath the machined surface (in the green region) was solved by Abaqus/Standard.
Figure 5.16 shows the predicted chip formation process and subsurface crack
propagation. Under the loading of the cutting tool, a segmental chip separated from the
bulk workpiece. Using the coupled genome and XFEM model, the crack propagations both
on and underneath the machined surface were also predicted during machining of SiC
ceramics. As shown in Figure 5.16(b) and Figure 5.17(b), obvious cracks with complex
geometries were observed within the machined SiC workpieces when the temperature was
not sufficiently high. In contrast, no crack was observed during LAM of 90 wt% SiC
ceramics at the temperature of 1500˚C.
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Figure 5.15. 3D simulation configuration for studying machining processes.

Figure 5.16. The simulated 3D machining processes during LAM of 90 wt% SiC at
800˚C: (a) predictions of chip formation; (b) predictions of the crack propagation within
machined SiC workpieces.
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Figure 5.17. The subsurface damage: (a) experiments and (b) simulations during LAM of
95 wt% SiC ceramics at 1200 ˚C; (c) experiments and (d) simulations during LAM of 90
wt% SiC ceramics at 1500˚C.
The maximum depth of subsurface cracks under different machining conditions
were measured and summarized in Figure 5.18, where a good agreement was found
between prediction results and experimental measurements. The measured and simulated
cutting forces for compositions of SiC ceramics of 95 wt% and 90 wt% at 1200 ˚C in this
study are shown in Figure 5.19. The main cutting force (Fc) corresponded to the tangential
cutting force and the thrust force (Ft) is equivalent to the axial cutting forces in the SiC
turning experiments. A constant of 0.3 for the friction coefficient was used based on the
assumption that small friction was expected during LAM of SiC ceramics at high
temperatures, in which a thin layer of viscous glass phase adhered to the cutting tool and
acts as lubricant [10]. The predicted cutting forces were taken from the average cutting
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forces after reaching the steady state. The good agreements between prediction results and
experimental measurements in Figure 5.18 and Figure 5.19 also showed the validity of the
coupled genome and XFEM model in predicting crack formation during machining of SiC
ceramics.

Figure 5.18. Comparison between experimental and predicted subsurface damage depth
during LAM of SiC ceramics.

Figure 5.19. Comparison between experimental and predicted cutting forces during LAM
of 95 wt% and 90 wt% SiC ceramics at 1200 ℃ using the coupled genome and XFEM
model.
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Summary
The proposed materials-genome-based multiscale model was implemented to study
laser-assisted machining of ceramics under different conditions. 2D multiscale orthogonal
machining simulations were carried out to simulate LAM of ceramics with different
compositions. A 3D coupled thermo-mechanical multiscale model was also built to predict
the thermal fracture during laser heating. The proposed multiscale model accurately
predicted the temperature distributions and hence assist in select the proper processes
parameters during a laser heating process. The proposed materials-genome-based
multiscale model was implemented to study crack propagation within ceramics under
different machining conditions in comparison with experiments. The typical characteristics
of crack formation both within alumina and SiC ceramics were captured. As the material
removal temperature increased, the corresponding cutting forces decreased, showing that
LAM process could improve the machinability of ceramics. In the case of compositions,
the cutting forces increased for machining higher weight percentage of ceramics. The
predicted cutting forces and crack depth exhibited a good agreement with the experimental
results under different conditions in LAM of ceramics.
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6 CONCLUSIONS AND FUTURE WORK

Conclusions
In this study, a materials-genome-based multiscale modeling scheme by combining
simulation methods at different length scales was developed to study both mechanical and
thermal properties of ceramics and subsequently to simulate the material behavior during
laser-assisted machining processes. The effects of microstructure, composition and
temperature were investigated and validated. In contrast to the previous multiscale models
that primarily dealt with mechanical deformation aspects, the coupled thermo-mechanical
modeling considering compositions of ceramic materials was used by integrating
simulation techniques from the quantum level to the macro scale with greatly reduced
computational costs in the simulations of LAM of ceramics.
1)

The proposed multiscale model was implemented to predict thermal conductivities

of SiC ceramics. It was shown that thermal conductivities of SiC ceramics decreased with
the decrease of SiC grain size and the increase of temperature. For various compositions,
an apparently higher thermal conductivity was found for SiC ceramics sintered with BeO
in comparison with SiC ceramics sintered with Al2O3-Y2O3. The predicted interfacial
thermal conductivity and grain size effect explained the difference in thermal conductivity
of these two types of SiC ceramics. The findings agreed well with the observations in the
experiments, showing a maximum 11.50% deviation from the experimental measurements.
2)

The materials-genome-based multiscale model was also implemented to study the

degradation of thermal conductivity of irradiated SiC/SiC composites. It was found that
the effective thermal conductivities of both unirradiated and irradiated SiC/SiC composites
decreased with an increase of measurement temperature. However, the irradiation effects
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on interphase cannot be neglected in studying the thermal conductivity of irradiated
SiC/SiC composites. The thermal conductivities of SiC/SiC composites degraded with the
increase of irradiation dose while the irradiated thermal conductivities were found to be
smaller at lower irradiation temperatures.
3)

A enhanced materials genome model was developed to enable VAMUCH to

homogenize heterogeneous microstructure and predict its fracture strength. The predicted
elastic properties and fracture strength showed good agreement between the proposed
materials genome model and the conventional multiscale method, but the computation time
has been significantly reduced using the materials genome model, showing its advantages
in handling complex microstructures. While these two models predicted similar results for
bending tests of SiC ceramics, the computation time needed by the materials genome model
was greatly reduced to 0.46 hours compared with 10.29 hours of the conventional
multiscale model. The enhanced materials genome model was then coupled with XFEM in
predicting crack formation within ceramics. The predictions of the crack depth matched
well with the measured values during indentation and material removal processes of SiC
ceramics.
4)

Laser-assisted machining of alumina and SiC ceramics was studied to improve the

machinability. The proposed multiscale model was used to simulate machining of alumina
ceramics under different conditions. A transition temperature of around 1100 °C was found
for alumina ceramics, indicating a dramatic change of alumina strength. The cutting forces
were reduced by over 50% during LAM of 96 wt% and 99.5 wt% alumina ceramics. The
cutting forces decreased with an increase in material removal temperature and a decrease
of the weigh percentage of both alumina and SiC ceramics.
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5)

Thermally induced fractures and failure of high weight percentage alumina

ceramics were studied using a 3D coupled thermo-mechanical multiscale model. From the
laser heating experiments and simulations of 96 wt% alumina, it was found that laser power
in the range of 200-300 W could achieve a surface temperature of over 600 ºC. While a
preheating time of 0-20 s at the laser power of 200 W could avoid thermal fractures
formation, using the same preheating conditions at higher laser power would induce minor
cracks or even gross failure.

Future Work
Some ideas for future research on the materials-genome-based multiscale modeling
and laser-assisted machining processes are summarized as follows:
•

The materials genome modeling techniques can be extended to predict
microstructure evolution within metals, such as grain refinement, grain growth and
phase transformation. This model would assist in reducing the computational costs
in predicting the final microstructure of workpieces during laser-assisted machining
processes.

•

The nonuniformly distributed microstructure and composition may also affect the
material properties and behavior under certain machining conditions. Therefore, a
probabilistic framework can be integrated with the materials-genome-based
multiscale model to predict their effects on material microstructure and properties
of workpieces during laser-assisted machining processes.

•

The coupled thermo-mechanical modeling framework of thermal fracture in this
dissertation is ideally suited to study crack formation within ceramics, which often
affects the lifetime of ceramic components in their applications. As the size and
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complexity in geometry of these ceramic components increase, thermally induced
facture is becoming even more challenging to predict. The materials genome model
can be extended to include coupled thermo-mechanical properties and enhance
computational efficiency.
•

To improve the performance and reliability of electronic devices and system,
efficient heat removal plays a very important role. It has been found that interfacial
thermal resistance impairs thermal transport and significantly reduces the effective
thermal conductivity of ceramic components in their applications. A systematic
understanding of thermal transport is needed for ceramics to improve the heat
removal efficiency of various interfacial structures, which can be studied by the
materials-genome-based multiscale model in this dissertation.

•

It is very difficult to understand material removal mechanism and improve
machinability of CMC materials due to the great complexity in the microstructure
of CMC materials. Instead of directly modeling their microstructural effects, use of
the material genome of CMC materials in simulating their machining processes can
improve efficiency of computations and predict their properties and behavior under
different cutting conditions.
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