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1.1 (a) PT symmetry requires n(x) = n∗(−x), which means Re[n(x)] is an
even function while Im[n(x)] is an odd function. Two typical photonic
implementations of PT symmetry are (b) coupled waveguides and (c)
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2.1 Geometric intuitive illustration of the origin of extreme fluctuations
in the vicinity of exceptional points in two and N dimensional spaces
as described in details in the text are depicted in panels (a) and (b),
respectively. In (b), the vectors e′i and e
′′
i are components of ei in
the directions parallel and perpendicular to ve, respectively. Since
the components e′′i are small and the vector aI is orthogonal to ve, it
follows that the coefficients Ck must have large values. . . . . . . . 18
xi
2.2 The minimum Hermitian angle Θe between any two eigenvectors of the
PT Hamiltonians HN for different values of N as a function of the non-
Hermitian parameter g̃. Clearly, Θe is smaller for larger N , indicating
faster eigenspace dimensionality collapse near higher order exceptional
points. This in turn suggests that more ‘violent’ dynamics take place
near EPN with higher orders. Our analysis in the next section confirms
and quantifies this prediction. . . . . . . . . . . . . . . . . . . . . . 20
2.3 (a) A plot of GN and G
′
N against N when (g̃ = 0.9) given by Eq.
(2.9) on a log scale. Clearly the expression (2.9) for GN provides the
global value of the maximum amplification and it follows a power law
dependence on N . (b) Propagation dynamics in a waveguide array
implementing a 5th-order EP, i.e. described by H5, under the optimal
input excitation: aI =
1
4
(1,−2i,−
√
6, 2i, 1)T. The top panel presents
the intensities in the individual waveguides while the lower panel plots
the total intensity in normalized units. Note that the dynamics is oscil-
latory and that the maximum of the intensity in each waveguide does
not necessarily occur at the same distance where the total intensity
assume its maximum value. . . . . . . . . . . . . . . . . . . . . . . 27
3.1 Illustration of the spectral properties of HM and HM = H2M , as dis-
cussed in details in the text. . . . . . . . . . . . . . . . . . . . . . 33
xii
3.2 (a) The Hermitian angle Θ between the two planes spanned by the
degenrate eigenvectors of that Hamiltonian H3 as a function of the
non-Hermitian parameter γ. At the point γ = 1, the two planes are
parallel, indicating a reduction of the eigenspace dimensionality. (b)
and (c) depict the parameter Λ = ||(H3 − λ′I)−1|| as a function of the
complex parameter λ′. Close to the point γ = 1, the system exhibits
sensitivity to perturbation as indicated by the large values of Λ over a
wider area in the λ′ plane (see SI for discussion on pseudospectrum).
These results confirm that γ = 1 is indeed an EP of HM . . . . . . 36
3.3 (a) and (b) Riemann surfaces for real and imaginary components of
the spectrum of H3 are depicted as a function of the two parameters
γ1,2 (see text for details). (c) The phase diagram associated with (a)
and (b). (d) Magnified view of the central part of (c). The red line
represents the trajectory γ1 = γ2 corresponding to Fig. 3.2 (a) and
crosses EP1 without phase transition. Other trajectories such as that
shown by the green line and cross EP2 can also demonstrate similar
behavior. On the other hand, the horizontal trajectory having γ2 = 1
(blue line) is associated with phase transition. . . . . . . . . . . . . 38
xiii
3.4 Generic phase diagram of the Bose-Hubbard model in a one dimen-
sional lattice as a function of the hopping parameter J and the chem-
ical potential µc. A trajectory along the red line can cross the critical
point without any transition from the superfluid (SF) phase to the
Mott insulator (MI) phase. . . . . . . . . . . . . . . . . . . . . . . . 40
4.1 Different ways of encircling multiple expectational points (EPs). (a)
Illustration of Riemann surface associated with the square root func-
tion associated with an archetypal 2×2 non-Hermitian Hamiltonian. A
loop that encircles the EP starting from the state s1 will map it onto
s2 and vice versa. In the complex plane projection, this is represented
by adding a branch cut as shown by the red line. The gray arrow in
the projection plane indicates the encircling direction. (b) A scenario
that exhibits three EPs. In this case, loops can encircle the same EPs
in different ways as illustrated by the two loops (solid/dashed lines)
that enclose EP1,3 starting from the same point (gray dot). . . . . . 47
4.2 Different permutation frames. (a) A simple illustration of the two
different frames used for representing the same configuration. (b) A
summary of the mathematical formulation of the concept depicted in
(a) (see main text for more details). . . . . . . . . . . . . . . . . . . 49
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4.3 Homotopy between loops. Illustration of equivalence between homo-
topic loops in the parameter space of a generic Hamiltonian. (a) Loop
a○ encloses two exceptional points (EPs) associated with matrices Mo
and Mp. (b) Loop b○ encloses the same two EPs yet it cannot be
deformed into loop a○ without crossing EP associated with Mr. Con-
sequently it has a different matrix product (assuming not accidental
equivalence). On the other hand, loops c○ and d○ in (c) and (d) can
be deformed into a○ without crossing any EP. As a result, they are
equivalent (have the same matrix product) as shown in the text. (e)
A peculiar case of free homotopy is presented. Loop e○ is homotopic
with a○ for the starting point z but not for z′. As a result, the two
loops are equivalent for the former point but not for the latter. The
discussion here is very generic and can be extended easily to any other
configuration of EPs and branch cuts (BCs). As a side note, we empha-
size that the choice of the BCs is not unique. However, while different
partitioning will lead to a new set of matrices, the final results and the
topological relations between the loops are invariant. Black dots rep-
resent EPs, red lines are the BCs and the blue loops are the encircling
trajectories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
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4.4 Numerical illustration of our approach. (a) The branches of Riemann
surface of the real part of eigenvalues ofH in Eq. (6.3) are distinguished
by different colors according to the magnitude of Re[λ]. (b) The excep-
tional points (EPs) (black dots) and their corresponding branch cuts
(BCs) (red lines) are illustrated. Each BC is related with a permuta-
tion matrix M1,2,3 in Eq. (4.7). One closed loop (blue line) encircles
EP1 and EP2 counterclockwise (CCW), starting from κ0 or κ
′
0 (the
solid or hollow gray points) on the loop. Loops intersecting with BCs
would lead to eigenvalues moving from one branch to another, and re-
sult in the swap of eigenstates finally. (c) The stroboscopic evolution
of complex eigenvalues are plotted as a parametric function of κ when
it moves along the loop CCW. The eigenvalues at the starting point
are labeled as gray points (solid or hollow) on their trajectory. The
colors in the eigenvalue trajectory represent which branch the eigenval-
ues are located at instantaneously. The joints of two colors are where
the κ crosses the BCs. The gray points (solid or hollow) and arrows
illustrate the evolution of eigenvalues for starting from κ0 or κ
′
0, and
therefore the evolution of eigenstates is {s1, s2, s3, s4} → {s3, s1, s4, s2}
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4.5 Numerical example of homotopic relations between loops. (a) Two
similar loops 1○ and 2○ encircle the exceptional points EP1 and EP′1.
The two loops are non-homotopic for any starting point including κ0
(gray point) (which is considered for the example), since they cannot be
deformed into one another without crossing EP3. Their corresponding
matrix product is M1M2M1M2 and I, respectively. This is confirmed
by their eigenvalue trajectories as shown in (b) and (c). (d)The two
similar loops 3○ and 4○ are non-homotopic for the starting point κ0
but homotopic for κ′0. This is also reflected in the exchange relations of
the eigenvalues as shown in (e) and (f). Black dots represent EPs, red
lines are the BCs and the blue loops are the encircling trajectories. 62
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4.6 Riemann surface and homotopy between loops. Two different perspec-
tives for the four-sheets Riemann surface (associated with the real parts
of the eigenvalues) that corresponds to Fig. 4.5(d) are depicted in (a)
and (b). The two loops 3○ and 4○ (blue lines) that encircle EP1 (white
point) in the two-dimensional (2D) parameter space are also shown. As
explained in the text, the homotopy test (performed parameter space)
for these two loops shows that they are not equivalent, which results
in different stroboscopic and dynamic features. On the Riemann sur-
face, this property becomes even more evident by noting that the two
loops span different sheets. The red point stands for eigenvalue λ1
(corresponding to eigenstate s1) at the initial parameter point. This
state will evolve to itself or to the orange point along loop 3○ and 4○,
respectively. The dashed white lines are vertical lines emanating from
the exceptional points (EPs) to illustrate the fact that the projections
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dotted lines illustrate the eigenvalue bifurcation across the EPs on the
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4.7 Photonic implementations. Possible photonic platforms for implement-
ing and testing the encircling of multiple exceptional points (EPs) in
(a) microring resonators; and (b) waveguides. The gain/loss can be
controlled via the pumping (represented schematically by different col-
ors, orange for gain, blue for loss, and blue for neutral.) while the
coupling between adjacent elements can be tailored by engineering the
edge-to-edge distance. Finally the resonant frequency (or propagation
constants) can be tuned by varying the resonator (waveguide) dimen-
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eigenvalues are then plotted and connected smoothly to form the adia-
batic loop as having been done before. The dynamic encircling on the
other hand requires changing the parameter of one sample as a func-
tion of time (distance) in resonators (waveguides) platforms. Figure b
illustrates how this can be achieved in waveguides. Particularly, the
propagation constants can be varied along the prorogation distance z
by changing waveguide dimensions, such as the width for example. The
gain/loss can be controlled along z by engineering the spatial profile of
the optical pump. White arrows indicate the coupling while red thick
arrows represent the input/output signal. . . . . . . . . . . . . . . . 66
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4.8 Trajectories of dynamical evolutions. The details of loops 3○ and 4○
(blue lines) used in the numerical simulation of dynamic evolution of
eigenstates in the main text are illustrated in (a) and (b). Loop 3○ is a
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0 (solid and hollow gray
points) as the major axis. The center of ellipse is at (cx, cy) (the green
point). Loop 4○ is a combination of one large semi-circle and three
identical small semi-circles. The centers of semi-circles are labeled as
c1,2,3 with green points and c3 locates at one exceptional point (EP).
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4.9 Case study using complex propagation constants. In the example con-
sidered in the previous section, we have studied H as we vary the
complex coupling coefficients. While this is not impossible, it is rather
difficult to achieve experimentally. An easier approach that lends it-
self to an easier experimental implementation is to change the complex
propagation constant which corresponds to changing the real propaga-
tion constants and the gain/loss factors. Here we confirm that the main
features of this work can be still observed under these conditions. (a)
The exceptional points landscape of H in a two-dimensional parameter
space spanned by Re[γ] and Im[γ]. One can identify two topologically
inequivalent loops (blue lines) that encircle the exceptional point EP1.
(b) and (c) show the eigenvalue exchange relations associated with
these two loops, confirming their nonequivalence. Black dots represent
exceptional points, red lines are the branch cuts. The colors along the
eigenvalue trajectory indicate the branch at which the relevant eigen-
value is located. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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counting for the quantities to be measured force the spectrum out of
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Preface
In this dissertation, I will present my work on theory and applications of exceptional
points in non-Hermitian and parity-time-(PT-)symmetric systems. First chapter gives
a brief introduction of PT symmetry and exceptional points (EPs). Chapter 2 is
reproduced from the paper Physical Review A 97 (2), 020105 (2018). Chapter 3
is reproduced from the paper Scientific Reports 9 (1), 134 (2019). Chapter 4 is
reproduced from the paper Nature Communications 9 (1), 4808 (2018). Chapter 5 is
reproduced from the paper Physical Review Letters 122 (15), 153902 (2019). Chapter
6 is based on a manuscript (arXiv:1904.13005 ) accepted by Physical Review Applied.
All the work in the dissertation was supervised by Prof. Ramy El-Ganainy in De-
partment of Physics.
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Abstract
Exceptional points (EPs) are singularities that arise in non-Hermitian physics. Cross-
ing EPs is believed to be related with phase transitions between parity-time-(PT-
)symmetric phase and broken PT phase. Owing to their peculiar topology, EPs can
remotely induce observable effects when encircled by closed trajectories in the pa-
rameter space. In this dissertation, first of all, we investigate the extreme dynamics
of non-Hermitian systems near higher order EPs constructed using the bosonic al-
gebra method. The strong power oscillations for certain initial conditions can occur
as a result of the peculiar eigenspace geometry and its dimensionality collapse near
these singularities. And in the PT phase near EPs, the logarithm of the maximum
optical power amplification scales linearly with the order of EPs. Secondly, we show
that the theoretical framework linking EPs to phase transitions in PT-symmetric
Hamiltonians is incomplete. Particularly, the application of the squaring operator
to a Jx PT lattice can result in a system that can cross an EP without undergoing
a symmetry breaking, which is elucidated by invoking the notion of phase diagrams
in the parameter space. We also develop a general approach for encircling EPs by
utilizing permutation operators and the representation theory, and reveal that loops
that enclose the same EPs starting from the same point and traveling in the same
direction, do not necessarily share the same end outcome. Instead, this equivalence
can be established by invoking the topological notion of homotopy. All these findings
xxxv
are general with far reaching implications in various fields ranging from photonics
and atomic physics to microwaves and acoustics.
In the aspect of applications, current research efforts focus only on systems supporting
isolated EPs characterized by increased sensitivity to external perturbations, which
makes them potential candidates for building next generation optical sensors. On the
downside, they are very sensitive to fabrication errors and experimental uncertainties.
To overcome this problem, we propose a photonic structure exhibits a hypersurface of
EPs embedded in a larger space, in which perturbations due to back reflection/scat-
tering force the operating point out of the exceptional surface, leading to enhanced
sensitivity. Also, this proposed structure can relax the finite gain-bandwidth product
limitation in optical amplifiers and allows for building a new generation of optical
amplifiers that exhibits better gain-bandwidth scaling relations.
xxxvi
Chapter 1
Introduction
Physics is a subject that tries to reveal the principle of how the universe works and
mathematics is its fundamental and powerful tool. In a mathematical model of a
physics system, the behavior at some points, not in the real space but in the parameter
space, can be completely and fundamentally different compared to their neighboring
points. These critical points are called singularities and the most famous two examples
are the initial singularity (the starting point of universe) in the Big Bang model
and the gravitational singularity in black holes based on general relativity. In this
dissertation, we will deal with one kind of singularity called exceptional points (EPs)
at which two or more eigenvalues and their corresponding eigenvectors simultaneously
coalesce. Exceptional points are singularities that arise in non-Hermitian systems
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that exchange energy with their surrounding environment. A particular group of non-
Hermitian systems respecting parity-time (PT) symmetry can exhibit real eigenvalues,
a feature that is believed can only exist in Hermitian systems. More interesting, a
PT-symmetric system can experience the transition between PT phase and broken
PT phase when crossing EPs.
In last decades, tremendous progresses have been made, both in theory and ex-
perimental implementations of non-Hermitian systems in different platforms, such
as photonics, atomic physics, and acoustics. For more information, see recent
reviews[1, 2, 3, 4]. The theoretical results about exceptional points, in Chapter 2, 3
and 4, are explained with the help of optical platforms, however, these finds are gen-
eral with far reaching implications in various fields. The experimental designs in the
Chapter 4 and 5 use optical devices directly. In this chapter, a brief introduction on
non-Hermitian physics, PT-symmetric photonics and exceptional points is presented.
1.1 Non-Hermitian physics and PT symmetry
1.1.1 Non-Hermitian physics
In closed physical systems, conservation of energy is the most fundamental condi-
tion. In quantum physics, this requirement demands that the Hamiltonian H should
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be Hermitian, namely H† = H and the symbol ‘†’ stands for Hermitian conjugate.
Hamiltonians can be written in the form of matrices for discrete systems in the Heisen-
berg picture. Mathematically, the Hermitian conjugate of a matrix is the transposed
conjugate, that is H† ≡ (H∗)T, in which ‘*’ is complex conjugate and ‘T’ is trans-
pose. A Hermitian Hamiltonian can guarantee that its eigenvalues must be real and
its eigenstates are orthogonal with each other.
As mentioned before, Hermitian condition is based on the ideal assumption of
complete isolation of a system from its surrounding environment. However, in
many situations, the studied system would inevitably exchange energy with its en-
vironment, resulting in a non-Hermitian Hamiltonian. Non-Hermitian Hamiltoni-
ans have complex eigenvalues and the imaginary part of eigenvalues stand for the
gain or loss rate of the system, since the solution can be written in the basis of
exp(−iλnt) = exp[−iRe(λn)t] exp[Im(λn)t]. Note that photonics is a nature good
candidate for engineering non-Hermitian Hamiltonians, since dissipation is ubiqui-
tous in optics, arising from material absorption as well as radiation leakage. On the
other hand, gain can be implemented by optical or electrical pumping or through
parametric processes.
An important milestone in the theory of non-Hermitian physics was the discovery, by
Carl Bender and Stefan Boettcher, that a large class of non-Hermitian Hamiltonians
can exhibit entirely real spectra as long as they respect parity-time (PT) symmetry
3
[5]. The introduction of PT symmetry concept later in optics, has led to an explosion
of research activities[6]. Before this, loss exists naturally in photonics and is believed
as a bad factor. Now, researchers introduce loss in purpose to engineer the system to
explore the exotic features that can not be achieved in Hermitian system.
1.1.2 Parity-time (PT) symmetry
In the context of quantum mechanics, symmetries describe features of spacetime and
particles which are unchanged under some transformation, which are also denoted
as operators Ô. Parity symmetry corresponds to a parity transformation P̂ , which
is the flip of the sign of spatial coordinates. In addition, the time reversal symme-
try corresponds to time reversal operator T̂ , which reverses the flow of time as the
name implies. The P̂ operator, T̂ operator and their combination P̂ T̂ operator are
illustrated as below:

P̂ : (x, y, z, t)→ (−x,−y,−z, t)
T̂ : (x, y, z, t)→ (x, y, z,−t)
P̂ T̂ : (x, y, z, t)→ (−x,−y,−z,−t)
(1.1)
In quantum mechanics, momentum operator p̂, position operator r̂ = (x̂, ŷ, ẑ) and the
unit imaginary number i are widely used and their transformation under P̂ T̂ operator
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are:
P̂ T̂ : p̂→ p̂, r̂ → −r̂, i→ −i (1.2)
A Hamiltonian respecting parity-time (PT) symmetry means it commute with the
parity-time operator P̂ T̂ , that is [Ĥ, P̂ T̂ ] = 0. For the sake of illustration, let us
consider the Schrödinger equation for a single particle in one-dimensional (1D) space:
i~
∂
∂t
ψ(x, t) = Ĥψ(x, t), Ĥ =
p̂2
2m
+ V̂ (x), (1.3)
where the momentum operator is p̂ = i~
∂
∂x
, and V̂ (x) is related with the potential
function V (x). In general, the potential function V (x) is a real-valued function of x,
however, here it should be treated as a complex function for more general cases. The
transformation of Hamiltonian Ĥ under the P̂ T̂ operator is
Ĥ =
p̂2
2m
+ V̂ (x)
P̂ T̂−−→ Ĥ ′ = p̂
2
2m
+ V̂ ∗(−x) (1.4)
It can be shown that a necessary condition for PT symmetry to hold (Ĥ = Ĥ ′) is that
the complex potential satisfy V ∗(−x) = V (x), which means the real and imaginary
part of V (x) is an even and odd function, respectively. In addition, the physics
meaning of imaginary part of V (x) is the gain or loss of the system. It can be proven
that the condition of V ∗(−x) = V (x) is equivalent to [Ĥ, P̂ T̂ ] = 0.
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PT symmetry attracted much attention and is becoming a much concerned forefront
direction since it was proposed in 1998 by Carl Bender and Stefan Boettcher [5], par-
tially because it reveals that real-valued spectrum can exist in PT-symmetric Hamil-
tonian, which was believed can only exist in Hermitian Hamiltonian. Even though
the potentials in PT-symmetric Hamiltonian are complex, the real-value spectrum
means these systems can be experimentally observed. It needs to be emphasized that
a PT-symmetric Hamiltonian does not guarantee real eigenvalues. In the parameter
space of a PT-symmetric Hamiltonian, the eigenvalues are real in some regions, while
are complex in some other regions, denoted as PT phase and broken PT phase, which
will be discussed in detail in next section.
1.1.3 PT phase and broken PT phase
As mention above, it has been realized that a PT-symmetric Hamiltonian Ĥ, defined
by [Ĥ, P̂ T̂ ] = 0, is not sufficient to ensure a real spectrum, as formally PT-symmetric
Hamiltonians can undergo a phase transition to the spontaneously broken symmetry
regime, in which complex eigenvalues appear.
Suppose a PT-symmetric Hamiltonian Ĥ only has two eigenstate ψ1 and ψ2 with
corresponding eigenvalues λ1 6= λ2, that is Ĥψ1,2 = λ1,2ψ1,2. Since [Ĥ, P̂ T̂ ] = 0, we
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can do the following derivation:
Ĥ(P̂ T̂ψ1) = P̂ T̂ Ĥψ1
= P̂ T̂ λ1ψ1
= λ∗1(P̂ T̂ψ1).
(1.5)
Similar for ψ2. It is clear that the two new states P̂ T̂ψ1,2 are also eigenstates of H
with eigenvalues λ∗1,2. Therefore, one solution is P̂ T̂ψ1,2 = ψ1,2 (neglect the phase
change of ψ1,2) and λ
∗
1,2 = λ1,2, indicating λ1,2 are real values. In this case, we say
ψ1,2 respect PT symmetry and the system is at PT-symmetric phase or PT phase for
short. On the other hand, another possible solution is P̂ T̂ψ1,2 = ψ2,1 and λ
∗
1,2 = λ2,1,
indicating applying P̂ T̂ operator to one eigenstate yields another eigenstate, and λ1,2
are complex numbers and complex conjugate with each other. In this scenario, the
system is at broken PT (BPT) phase even though the Hamiltonian H still respects
PT symmetry. The PT-symmetric Hamiltonian Ĥ can vary with one or multiple
parameters, and parameter points at which the phase transition between PT and BPT
phase happen are called exceptional points (EPs). Exceptional points are singularities
in non-Hermitian Hamiltonians and will be described in detail later in this chapter.
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1.2 PT symmetry in optics
The above discussion about non-Hermitian physics, PT symmetry and PT phase is
based on quantum mechanics, but these results are generally applicable to all fields in
physics. To explore the features and properties of aforementioned exceptional points,
which is also the keyword of this dissertation, we need to use a specific optical model
to illustrate the role of EPs. Before that, we will discuss the PT symmetry in optics
first in this section.
Optics and photonics have proven to be the ideal platform to experimentally observe
the PT symmetry, since the key point of PT symmetry is tunning the gain and loss of
the system and this is easy to achieved in optics. Dissipation is ubiquitous in optics,
such as material absorption and radiation leakage to the environment. In addition,
gain can be implemented through stimulated emission, which involves optical or elec-
trical pumping of energy through an external source, or through parametric processes
in nonlinear optics.
The optical analog of PT-symmetric quantum mechanics was first proposed in 2007 [7]
and then experimentally observed in 2010 [8]. Experimental study on PT-symmetric
classical optical systems has stimulated many applications such as loss-induced trans-
parency [9], non-reciprocal light propagation [10, 11], and PT-symmetric single-mode
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lasers [12, 13]. For more information, see recent reviews[1, 2, 3, 4].
Investigation of PT-symmetric optical setups was initiated by invoking the mathe-
matical analogy between single-particle Schrödinger equation in Eq. (1.3) and the
paraxial equation of electromagnetic wave propagation under the slowly varying en-
velope approximation [2]:
i
∂
∂z
E(x, z) =
[
− 1
2k0n0
∂2
∂x2
+ V (x)
]
E(x, z), (1.6)
where the propagation distance z along the optical axis plays the role of time, E(x, z)
is the transverse component of the electric field, k0 is the free-space wavevector and
V (x) = k0n(x) is the complex optical potential with the background index n0. Similar
to V (x) = V ∗(−x) in Eq. (1.3), the PT symmetry condition requires n(x) = n∗(−x),
as illustrated in Fig. 1.1 (a).
A simplified and discretized version of PT-symmetric optical setups is implemented
by two coupled waveguides or two coupled microcavities, as shown in Fig. 1.1 (b) and
(c). In this dissertation, Chapter 3, 4 and 5 involve the coupled waveguides structure
and we will give a simple description on this here.
Within the optical coupled mode formalism, the dynamic evolution of electric field
Ei = ai exp(iωt− iβz) (i = 1, 2) in two coupled identical waveguides can be described
9
Figure 1.1: (a) PT symmetry requires n(x) = n∗(−x), which means
Re[n(x)] is an even function while Im[n(x)] is an odd function. Two typical
photonic implementations of PT symmetry are (b) coupled waveguides and
(c) coupled microcavities.
by: 
i
da1
dz
= κa2 + (β0 − ig)a1,
i
da2
dz
= κa1 + (β0 + ig)a2,
(1.7)
where a1,2 represent field amplitudes in waveguide 1 and 2, κ is the coupling coeffi-
cient between these two waveguides, and β0 is the propagation constant for passive
waveguides. Waveguide 1 experiences loss −g, while waveguide 1 is applied with gain
g. We can rewrite Eq. (1.7) in the form
i
d
dz
a = Ha,
H =
β0 − ig κ
κ β0 + ig
 . (1.8)
In the real domain of g and κ(we will discuss the situation when g and κ in the complex
domain in Chapter 4), this effective Hamiltonian H respects PT symmetry when since
H is invariant under the operation: P̂ (a1 ↔ a2) and T̂ (i→ −i). The eigenvalues of
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H are λ1,2 = β0±
√
κ2 − g2 and the associated eigenvectors are v1,2 = (1,±e±iθ) with
θ = arcsin(g/κ). Both eigenvalues are real and the eigenvectors satisfy P̂ T̂v1,2 = v1,2
(neglecting the phase term) in the domain g ∈ [0, κ), while the eigenvalues become
complex conjugate and the eigenvectors satisfy P̂ T̂v1,2 = v2,1 (neglecting the phase
term) in the domain g ∈ (κ,+∞). And the critical point g = κ separating these two
domain, or PT phase and broken PT phase as mentioned, are called exceptional point
(EP). The physical model in Eq. (1.8) is the cornerstone of the context in Chapter
2, 3 and 4.
1.3 Exceptional points in non-Hermitian physics
In the previous section, the concept of exceptional points was introduced naturally in
the PT-symmetric coupled waveguides. In PT-symmetric systems, exceptional points
separate PT phase and broken PT phase. And at the EP (g = κ) of the Hamiltonian
in Eq. (1.8), the two eigenvalues and their corresponding eigenvectors simultaneously
coalesce to λ1,2 = β0 and v1,2 = (1, i)
T. This exceptional point is also called a second-
order EP, and an Nth-order EP is formed by the coalescence of N eigenvectors. In
contrast with exceptional points, a similar concept called diabolic point (DPs) also
cause the degeneracy of eigenvalues but the eigenstates still remain orthogonal. The
incompleteness of the eigenbases at EPs leads to peculiar consequences and will be
discussed in Chapter 2.
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Despite that we introduced the notion of exceptional points through a PT-symmetric
Hamiltonian, EPs are ubiquitous in non-Hermitian systems. The mathematical rea-
son behind this is that the solution of eigenvalues for non-Hermitian Hamiltonian
associates with multivalued complex functions, which holds a kind of singularities
called branch points universally [14]. And exceptional points are referred to branch
points.
Recently, the exotic features of EPs have been subject of intense studies[7, 8, 15, 16]
with various potential applications in laser science[12, 13, 17, 18], optical sensing[19,
20, 21], photon transport engineering[22, 23] and nonlinear optics[24, 25] just to men-
tion few examples.
12
Chapter 2
Power-law scaling of extreme
dynamics near exceptional points
2.1 Introduction
One of the intriguing features of non-Hermitian Hamiltonians is the breakdown of
eigenstate orthogonality (as defined by the Hermitian inner product) [26]. In the
most extreme case, two or more distinct eigenstates can even become identical (share
the same eigenvalue and eigenvector), giving rise to eigenspace dimensionality collapse
at the so called exceptional points (EPs) [27, 28, 29, 30, 31, 32]. An exceptional point
The contents in this chapter were previously published in Physical Review A 97 (2), 020105 (2018).
Refer Appendix A.1 for granted permission to be republished.
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of order N (denoted as EPN) is formed by the coalescence of N eigenvectors to
form an ‘exceptional vector’. The incompleteness of the eigenbases at these special
points leads to important consequences such as the divergence of Petermann factor
[33, 34, 35, 36, 37] and ultra-sensitivity to external perturbations [19, 38]. While
systems exhibiting EP2 have been intensively investigated both at the theoretical
and experimental levels, higher order EPs (mostly of order three) have so far received
little attention [39, 40, 41, 42, 43, 44, 45], partly due to implementation difficult
in the laboratory. Recently however, two groundbreaking experimental works have
successfully demonstrated systems operating at a third order exceptional point using
acoustic [46] and optical [20] platforms. More complex schemes supporting even
higher order exceptional points can be constructed by using bosonic algebra [41].
Even though higher order EPs are expected to demonstrate most of the general fea-
tures of their counterpart second order singularities, a quantitative description of the
extreme dynamics near EPN is still lacking. In particular, power oscillations near EP2
in parity-time- (PT-) symmetric systems have been investigated in [7, 15, 16, 47]. Ad-
ditionally, transient power growth in non-Hermitian optical setups have been recently
studied using pseudo-spectrum techniques [48]. Here we investigate the extreme dy-
namics in PT-symmetric [5, 8, 9, 11, 12, 13, 22, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59]
Hamiltonian having higher order EPs [41].
By employing complementary numerical and analytical approaches, we are able to
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quantify the maximum value of the extreme optical power amplification for any higher
order EPN when the system approaches it from the PT phase. The main results of
this work are: (1) establishing the link between the dynamical evolution near EPs
and the geometry of the eigenbases associated with the underlying PT system; (2)
demonstrating that the maximum power amplification follow a power-law dependence
on the order N of the EP. Though our results are very general, for illustration purpose,
we concentrate in our discussion on photonic implementations.
In the remaining of this chapter, for sake of generality we use dimensionless quantities.
Physical parameters can be always calculated depending on the details of the physical
system of interest.
2.2 Power oscillations near exceptional points: a
geometric perspective
2.2.1 General solutions for coupled optical arrays
Consider a discrete non-Hermitian Hamiltonian H of dimensions N ×N (we do not
treat infinite dimensions cases here). Within the optical coupled mode formalism, this
Hamiltonian can describe for example an array of coupled waveguides or resonators,
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and will obey the equation i
da
dz
= Ha. Here a = (a0, a1, ..., aN−1)
T is the electric field
amplitude vector and, assuming coupled waveguides, z is the propagation distance
(for coupled cavities, z is replaced by the evolution time t). Suppose ek are the
right eigenvectors of H. Non-orthogonality implies that 〈ek, el〉 = e∗k · el 6= 0 where
〈〉 is the Hermitian inner product, the symbol ‘∗’ is the complex conjugate and ‘·’
denotes the vector product without any further conjugation. A non-Hermitian inner
product that restores orthogonality (also called biorthogonality) can be also defined:
〈ẽk, el〉 = ek · el = 0(k 6= l), where ẽk = e∗k is the transpose of the left eigenvectors of
H.
The general solution for the equation of motion for H is a(z) =
N∑
k=1
Ckek exp(−iλkz),
where λk are eigenvalues of H and the coefficients Ck are determined by the initial
condition aI = a(z = 0) =
N∑
k=1
Ckek. In the rest of this chapter, we will use the
normalization 〈ek, ek〉 = 〈aI ,aI〉 = 1. As a direct outcome of the non-Hermiticity,
the total power P (z) ≡ 〈a(z),a(z)〉, is not conserved but rather varies along the
propagation distance. In non-Hermitian systems that do not exhibit gain, the evolu-
tion of P (z) will be decaying oscillations. We are interested mainly in the oscillatory
part which, in some cases, can be isolated by a simple gauge transformation that
results in PT-symmetric Hamiltonian [9]. The oscillatory behavior of these systems
can be quantified either by using the total power behavior P (z) or its z averaged
value 〈P 〉 ≡ 1
L
∫ L
0
P (z)dz, where for perfect periodic variation L is the period of one
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cycle and otherwise L → ∞. In this section we will use the latter to develop the
geometric intuition behind the phenomena of extreme power oscillation near EPs.
An obvious advantage of using 〈P 〉 is its direct dependence on the coefficients Ck:
〈P 〉 =
N∑
k=1
|Ck|2. By considering the geometry of the non-orthogonal eigenbases, we
now show that the quantity 〈P 〉 takes large values in the vicinity of an exceptional
point, which in turn indicates large oscillatory amplitudes.
2.2.2 Geometric perspective
Let us first focus on the simple case of second order exceptional point, EP2. As
demonstrated in Fig. 2.1(a), in an orthogonal coordinate system (left panel) the
projections of any vector cannot exceed the length of the vector itself. On the other
hand, if the two basis vectors are almost parallel, a vector which is nearly orthogonal
to the bases can exhibit very large projection coefficients, diverging in the limit when
the two base vectors become identical thus signaling the incompleteness of the bases.
This argument can be generalized to higher dimensions as demonstrated schematically
in Fig. 2.1(b). Particularly, if an N×N Hamiltonian H exhibits an exceptional point
of order N , EPN, all the eigenvectors of H become nearly ‘parallel’ to the exceptional
vector ve (the notion of parallel vectors is defined here in the Hermitian sense). Thus
the projection coefficients of a vector aI which lies in N −1 hyperplane orthogonal to
ve are large, implying a large value of 〈P 〉. This behavior can be also understood by
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Figure 2.1: Geometric intuitive illustration of the origin of extreme fluctu-
ations in the vicinity of exceptional points in two and N dimensional spaces
as described in details in the text are depicted in panels (a) and (b), respec-
tively. In (b), the vectors e′i and e
′′
i are components of ei in the directions
parallel and perpendicular to ve, respectively. Since the components e
′′
i are
small and the vector aI is orthogonal to ve, it follows that the coefficients
Ck must have large values.
using the notion of biorthogonality. Particularly, since Ck = 〈ẽk,aI〉 / 〈ẽk, ek〉 and by
noting that the ‘complex length’ of the exceptional vector (i.e. the quantity
√
〈ṽe,ve〉)
is zero, it is clear that Ck becomes larger when ek ∼ ve as long as 〈ẽk,aI〉 > 〈ẽk, ek〉
which can happen when aI⊥ve (though this is not necessarily guaranteed for all
vectors in the orthogonal subspace).
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2.2.3 An example of H with EPN
Having presented this intuitive picture, we next proceed by considering a concrete
example of PT symmetric Hamiltonians having higher order exceptional points [41]:
HN =

ig0 κ0 ... 0 0
...
... κn−1 ign κn ...
...
0 0 ... κN−2 igN−1

, (2.1)
where the non-Hermitian (gain or loss) and coupling coefficients follow the rules gn =
g(2n − N + 1) and κn = κ
√
(n+ 1)(N − n− 1) (n=0,1,2,...,N − 1), with the real-
valued quantities g and κ representing scaling parameters. The reason for the unusual
numbering of the matrix elements (starting from 0 instead of 1) will be clear in the
next section. As has been shown in [41], HN generalizes the canonical PT symmetric
toy model H2. Particularly, when g̃ ≡ g/κ < 1, HN is in the PT phase. The transition
to the broken phase (g̃ > 1) is marked by an Nth-order exceptional point at g̃ = 1.
Here we are interested in the situation where g approaches κ from below where the
system is still in the PT phase.
One possible measure to characterize the relationship between the eigenvectors of HN
is the Hermitian angle [60, 61] which is defined between two complex vectors v and
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u as cos Θ(v,u) ≡ |〈v,u〉||v||u| with Θ(v,u) ∈ [0, π/2]. Fig. 2.2 presents a comparison
between the minimum Hermitian angle Θe associated with the eigenvectors of HN for
different values of N . Note that Θe is smaller for larger values of N , indicating a faster
collapse of the eigenspace dimensionality as g̃ → 1. Consequently, one expects more
‘violent’ power oscillation for larger N values. In the following section, we confirm
and quantify this behavior analytically.
N=2
N=3
N=4
N=5
0 0.5 1.0
π
4
π
2
g
Θ
e
Figure 2.2: The minimum Hermitian angle Θe between any two eigenvec-
tors of the PT Hamiltonians HN for different values of N as a function of
the non-Hermitian parameter g̃. Clearly, Θe is smaller for larger N , indicat-
ing faster eigenspace dimensionality collapse near higher order exceptional
points. This in turn suggests that more ‘violent’ dynamics take place near
EPN with higher orders. Our analysis in the next section confirms and
quantifies this prediction.
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2.3 Exact results using bosonic algebra
In this section, we employ the bosonic algebra method to study spectrum and prop-
agation dynamics of a system described by HN . In contrast to the previous section,
here we focus on P (z) rather than its z average.
2.3.1 Bosonic algebra
To do so, we consider the non-Hermitian two-side non-interacting Bose-Hubbard
model that were used to construct HN :
Ĥ = −ig(b̂†1b̂1 − b̂
†
2b̂2) + κ(b̂
†
1b̂2 + b̂1b̂
†
2), (2.2)
where b̂†1,2 and b̂1,2 are the bosonic creation and annihilation operators of oscillators
1 and 2, and we assumed ~ = 1. In the bases |Np − n, n〉 representing a Fock state
with Np − n and n bosons in sites 1 and 2 respectively (i.e. a total number of Np
bosonic particles), the matrix representation of Ĥ is HN [41], where N = Np + 1.
Before we proceed, we emphasize that the model in Eq. (2.2) does not represent
an actual PT symmetric quantum system [53, 62, 63, 64] but is rather used as
a mathematical tool to facilitate the analysis. Motivated by the fact that the
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Hamiltonian HN is generated from Ĥ in Eq. (2.2) by populating the latter with
Np particles and by noting that Ĥ is obtained from quantizing H2 [41], we now
focus on the Ĥ and consider the following normalized input state at z = 0:
|I(q1, q2)〉 = 1√
Np!
(q1b̂
†
1 + q2b̂
†
2)
Np |0, 0〉 with |q1|2 + |q2|2 = 1. This state can be also
cast in the form |I(q1, q2)〉 =
∑Np
n=0 an |Np − n, n〉 with the expansion coefficients
given by an =
√
Np!
(Np−n)!n!q
Np−n
1 q
n
2 . Although this particular construction of |I(q1, q2)〉
does not span all the vector space when Np > 1, we will see later that it suffices for
our calculations.
The output state at distance z can be written as:
|O〉 = e−iĤz |I〉
=
1√
Np!
e−iĤz(q1b̂
†
1 + q2b̂
†
2)
NpeiĤze−iĤz |0, 0〉
=
1√
Np!
[e−iĤz(q1b̂
†
1 + q2b̂
†
2)e
iĤz]Np |0, 0〉 ,
(2.3)
where we used the fact that e−iĤz |0, 0〉 = |0, 0〉. Next we define b̂†1,2(z) ≡ e−iĤz b̂
†
1,2e
iĤz,
which leads to the equation of motion i d
dz
[b̂†1(z), b̂
†
2(z)]
T = H2[b̂
†
1(z), b̂
†
2(z)]
T, admitting
the formal solution [b̂†1(z), b̂
†
2(z)]
T = e−iH2z[b̂†1, b̂
†
2]
T ≡ U(z)(b̂†1, b̂
†
2)
T. By substituting
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in (2.3), we then obtain:
|O〉 = 1√
Np!
[q1b̂
†
1(z) + q2b̂
†
2(z)]
Np |0, 0〉
=
1√
Np!
[q1(z)b̂
†
1 + q2(z)b̂
†
2]
Np |0, 0〉 ,
=
Np∑
n=0
an(z) |Np − n, n〉 ,
(2.4)
where an(z) =
√
Np!
(Np − n)!n!
[q1(z)]
Np−n[q2(z)]
n with the z dependent quantities
q1(z) = q1U11(z) + q2U21(z) and q2(z) = q1U12(z) + q2U22(z) and the elements of
U(z) ≡ e−iH2z are:
U(z) =
cos(λz)− gλ sin(λz) −iκλ sin(λz)
−iκ
λ
sin(λz) cos(λz) + g
λ
sin(λz)
 , (2.5)
where λ =
√
κ2 − g2.
Note that within the coupled mode formalism of waveguides (or cavities) arrays, the
states |Np − n, n〉 represents waveguide number n while the coefficients an(z) describe
the associated field amplitudes (see [41] for more details). Therefore, the total power
is given by P (z) =
∑N−1
n=0 |an(z)|2. When the input power is taken to be unity, the
expression for the maximum amplification thus becomes GN = max[PN(z)].
23
2.3.2 Search the maximum amplification in a subspace
For the case of N = 2, it is easy to show that, apart from a phase factor, the initial
optimal vector leading to the maximum amplification is aoptI = (q1, q2)
T = 1√
2
(1,−i)T.
Under these condition, the power oscillations dynamics are given by:
P opt2 (z) = 1 +
2g̃
1− g̃
sin2(λz), (2.6)
and this initial condition let G2 =
1+g̃
1−g̃ . Note that the Hermitian angle between a
opt
I
and ve is π/2, i.e., a
opt
I is orthogonal to ve, in agreement with the discussion in the
previous section.
The general case for N > 2 is more subtle. In principle, one has to chose the optimal
initial vector that results in the maximum amplification from the set of all initial
conditions |I ′〉 =
∑Np
n=0 qn(b̂
†
1)
Np−n(b̂†2)
n |0, 0〉. The input state |I〉 however describes
only a subset of all initial states. Within this subspace, the output is
PN(z) =
Np∑
n=0
|an(z)|2
=
Np∑
n=0
Np!
(Np − n)!n!
[|q1(z)|2]Np−n[|q2(z)|2]n
= (|q1(z)|2 + |q2(z)|2)Np
= [P2(z)]
N−1
. (2.7)
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It is straightforward to see that even when N > 2, the optimal vector still corresponds
to |I(q1, q2)〉 with (q1, q2) = 1√2(1,−i). In that case, the power dynamics and the
maximum GN are given by:
P optN (z) = [1 +
2g̃
1− g̃
sin2(λz)]N−1, (2.8)
and
GN(g̃) = max[P
opt
N (z)] = (
1 + g̃
1− g̃
)N−1. (2.9)
Note that here also aoptI is perpendicular to the exceptional vector ve which in
higher dimensions can be generated from the expression for |I(q1, q2)〉 by substituting
(q1, q2) =
1√
2
(1, i).
2.3.3 Confirm the global maximum by SVD
Even though Eq. (2.9) is derived by using a subset of all the possible initial conditions,
we expect it to hold when all the possible initial conditions are considered since all the
HamiltoniansHN are generated from Ĥ. To confirm this intuition, we will now employ
a numerical technique based on singular value decomposition (SVD) to establish
that the value of GN as obtained by Eq. (2.9) indeed provide the global maximum
[48]. This method is an exact optimization problem that determines the maximum
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possible optimal amplification for any given propagation distance z by considering
all possible initial conditions. Furthermore it determines the corresponding initial
conditions that lead to such maximum power growth. In particular, it can be shown
analytically that the maximum possible power amplification at a given z is equal to
the largest singular value of the propagator of the problem or equivalently of the
matrix norm of the propagator e−iHNz (where the norm of a matrix M is generally
defined ‖M‖ ≡ supu ‖Mu‖/‖u‖, where ‖u‖ is the usual Euclidean norm of the
vector u). In other words we have GoptN (z) = ||e−iHNz||2 = (max[σN ])2, where σN
are the singular values associated with e−iHNz. The right singular eigenvector of
the propagator determines the specific initial conditions that lead to the maximum
amplification. The global maximum can be then found by maximizing GoptN (z) with
respect to z by scanning z ∈ [0, L], to obtain G′N(g̃) = max[G
opt
N (z)]. Fig. 2.3(a)
depicts the values of G′N and GN versus the order of the exceptional point N on a log
scale. A prefect agreement is found between th value of GN and the global maximum
as obtained by SVD.
Eq. (2.9) is the central result of this work and demonstrating that maximum
amplification is given by GN and follows a power-law dependence on the order of the
exceptional point, with oscillation dynamics becoming more pronounced for larger
N . An interesting observation is that, when g̃ ∼ 1, one can recast GN in the form:
GN(K2) = (4K2)
N−1, where K2 = (1− g̃2)−1 is the Petermann factor associated with
H2.
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Figure 2.3: (a) A plot of GN and G
′
N against N when (g̃ = 0.9) given by
Eq. (2.9) on a log scale. Clearly the expression (2.9) for GN provides the
global value of the maximum amplification and it follows a power law depen-
dence on N . (b) Propagation dynamics in a waveguide array implementing
a 5th-order EP, i.e. described by H5, under the optimal input excitation:
aI =
1
4(1,−2i,−
√
6, 2i, 1)T. The top panel presents the intensities in the
individual waveguides while the lower panel plots the total intensity in nor-
malized units. Note that the dynamics is oscillatory and that the maximum
of the intensity in each waveguide does not necessarily occur at the same
distance where the total intensity assume its maximum value.
Finally, we also study the propagation dynamics of the optimal initial condition for the
case of H5. Fig. 2.3(b) present the evolution of the power in the individual waveguides
(top panel) as well as the total power (lower panel). An important observation here
is that the propagation distance at which the total power attains its maximum value
does not necessarily correspond to the maximum power in the individual channels.
27
2.4 Conclusions
In this chapter, we have investigated the behavior of PT symmetric systems having
higher order exceptional points. Our analysis, relying on the bosonic algebra method,
showed that for systems operating near exceptional points, the maximum possible
amplification scales with the power of N (the order of the EP). These results have
been confirmed by employing an exact numerical optimization techniques based on
singular value decomposition. Given the recent success in implementing third order
exceptional points in acoustic and photonic systems and the continuing effort to
realize even more complex structures, our results provide a valuable insight into the
generic behavior near EPs which may help direct future research in this field.
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Chapter 3
Crossing exceptional points
without phase transition
3.1 Introduction
Exceptional points (EPs) are peculiar singularities associated with multivalued com-
plex function [14]. They also arise as special degeneracies in the spectra of parity-time-
(PT-) symmetric (and in general non-Hermitian) Hamiltonians at which the eigen-
values and the corresponding eigenvectors become identical [5, 49], thus signaling a
The contents in this chapter were previously published in Scientific Reports 9 (1), 134 (2019). Refer
Appendix A.2 for granted permission to be republished.
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collapse of the eigenspace dimensionality, which in turn gives rise to a host of intrigu-
ing effects in the vicinity of these singularities [30, 31]. One particular characteristic
feature that has been studied thoroughly in literature is phase transitions across EPs
in PT-symmetric arrangements [65]. When the symmetry of the eigenvectors are
studied as a function of one parameter of the PT Hamiltonian, one finds that on
one side of the EP, the eigenvectors respect PT symmetry (i.e. they commute with
the PT-symmetric operators) whereas on the other side of the EP, they violate the
PT symmetry (in fact applying PT operator to one eigenvector yields another eigen-
vector). This phase transition between the PT phase and broken PT (BPT) phase,
which is also known as PT spontaneous symmetry breaking, is accompanied by com-
plex eigenvalue bifurcation. This behavior has been experimentally demonstrated in
various physical platforms in optics [8, 9, 11, 12], electronics [22] and acoustics [66].
For more information, see refs.[1, 2].
In light of these intense theoretical and experimental activities, it is perhaps not
surprising that EPs are always associated PT phase transitions. What is surprising
though, is the lack of any rigorous mathematical proof for this statement. In this
chapter, we show that this is not a coincidence, and that this widely accepted picture
of PT phase transition is in fact incomplete.
Before we proceed, we briefly review the archetypal discrete PT-symmetric Hamilto-
nian, which was the subject of detailed investigation in several studies [7, 8, 9, 11, 12].
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It consists of two coupled elements, having coupling coefficient κ and balanced
gain/loss profile characterized by the non-Hermitian parameter γ. This Hamilto-
nian respects PT symmetry in the κ–γ plane. However, as γ is varied from γ < κ to
γ > κ, the associated eigenvectors undergoes a spontaneous symmetry breaking from
the PT phase to the BPT phase [1, 2]. The transition point separating these two
phases (γ = κ) is an EP. This behavior, which we call canonical PT phase transition,
has been reported in more complex discrete and continuous systems. This in turn led
to the common belief that crossing EPs along straight lines and PT phase transitions
are inseparable notions.
In this chapter, we show that this is not the whole story and that this picture is
indeed incomplete. To do so, we use the squaring operator to construct a simple
Hamiltonian that violates the canonical PT phase transition in the following sense:
as one parameter is varied continuously and monotonically along a straight line, the
system crosses an EP without any PT symmetry breaking. As we will shortly see, this
is an outcome of the non-trivial topological features incurred on the Riemann surface
by the squaring operation. For more detailed discussion on how square and square
root operations can give rise to altogether new topological structures, see ref.[67].
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3.2 Results
3.2.1 Squaring Hamiltonian and its eigenvalues
To this end, consider the following family of PT Hamiltonians HM (which can be
generated by using the recursive bosonic algebra method [41]) whose matrix elements
are given by:
HM(n, l) = i2nγδn,l + κgn+1δn,l−1 + κgnδn,l+1, (3.1)
where γ and κ are the gain (or loss) and coupling coefficients, respectively and gn =√
(N + n)(N − n+ 1); with n, l = −N,−N + 1, ....., N − 1, N and M = 2N . Note
that the value of N can be integer or half-integer.
The eigenvalues of HM are given by µM,m = (M − 2m)
√
κ2 − γ2 where m =
0, 1, 2, ....,M [41]; and they feature higher order EPs [20, 39, 45, 68] at γ = κ
with a phase transition across this point from PT phase (γ < κ) to the BPT
phase (γ > κ) [41, 69]. The crucial observation here is that the eigenvalues
are pure real (imaginary) in the PT (BPT) phase. Let us now consider a new
Hamiltonian HM = H2M . First we note that HM respects PT symmetry since
PTHM(PT )−1 = PTHM(PT )−1PTHM(PT )−1 = HM . Furthermore, The eigen-
values of H are given by λ = µ2. The eigenspectrum of HM is thus composed of
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Im[] Im[]
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HM
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2
Figure 3.1: Illustration of the spectral properties of HM and HM = H2M ,
as discussed in details in the text.
degenerate subspaces with positive real eigenvalues when γ < κ and negative real
eigenvalues when γ > κ. A schematic representation of how this degeneracy arise is
shown in Fig. 3.1. Clearly, the spectrum of HM does not undergo complex eigenvalue
bifurcation as the parameter γ is swept across a straight line that passes through the
point γ = κ.
3.2.2 Construct eigenstates respecting PT symmetry
Additionally, an important consequence of the two-fold degeneracy of the spectrum
of HM is that, it is always possible to construct PT symmetric eigenstates for any γ
and κ which is not the case for HM .
First of all, both Hamiltonians respect PT symmetry. Furthermore, the spectrum of
HM is in the PT or BPT phases when γ < κ and γ > κ, respectively. Given that in
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these two regimes, both HM and HM share the same eigenvectors, it may appear that
HM should also undergoes phase transition to the BPT as γ is increased beyond κ. As
we have seen however, this is not the case and the eigenvalues of HM remain real in all
regimes. To reconcile these two observations, we recall that the spectrum of HM con-
sists of degenerate manifolds. Thus it is always to use superposition between any two
degenerate two states to form a new bases that respect PT symmetry. For instance,
consider two conjugate eigenstates of HM , say |φ1,2(γ)〉 and having eigenvalues ±µ.
For γ < κ, we will denote these eigenstates as |φPT1,2 〉 since they satisfy PT symmetry:
PT |φPT1,2 〉 = |φPT1,2 〉. On the other hand, when γ > κ, we will denote them by |φBPT1,2 〉
as they now break the PT symmetry: PT |φBPT1,2 〉 = |φBPT2,1 〉. Note here that, without
any loss of generality, we assumed a normalization of the eigenstates such that the
action of the PT operator on them does not produce any scaling. When considering
the phases of HM , both |φ1,2(γ)〉 are degenerate with an eigenvalue λ = µ2. Thus
even when γ > κ, we can for new states |ψ±〉 = ei(π/4∓π/4)(|φBPT1 〉 ± |φBPT2 〉). It is
straightforward to verify that both |ψ±〉 satisfy PT symmetry with PT |ψ±〉 = |ψ±〉.
We note that this behavior of HM is a peculiarity of the particular model but is not a
necessary condition for crossing an EP without phase transitions. Another peculiarity
of HM is the possibility additional exceptional vectors at the EP as compared with
HM . For example, while H3 has only one exceptional vector, for H3 there are two
independent exceptional vectors.
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3.2.3 Confirmation of EP at γ = κ
It thus appears that the point γ = κ is not associated with phase transition. Naturally,
one would then ask if it is an EP. In order to check this and without in loss of
generality, we consider the case where M = 3 (the Hamiltonian H3 has dimensions
4× 4) and we set κ = 1. In general the Hamiltonian H3 has four different eigenstates
forming two degenerate subspaces. Figure 3.2(a) depicts the Hermitian angle (Θ)
between the two planes consisting of the degenerate eigenvectors (see Appendix at
the end of this chapter for the definition of Hermitian angle between two planes).
One indeed sees that at γ = 1, the two planes are identical (Θ = 0), which indicates a
collapse of the eigenspace dimensionality as would be expected at an EP. Interestingly
however, at this point H3 exhibit two different eigenvectors whereas H3 has only one.
Next, we also use the notion of pseudospectrum [70] to study the system sensitivity
close to the point γ = 1 in order to confirm its EP character. The ε-pseudospectrum
of a matrix A, denoted as σε(A), is typically defined as:
σε(A) = {λ′ ∈ C : λ′ ∈ σ(A+ E) : ||E|| ≤ ε} (3.2)
Here σ(A) denotes the eigenvalue spectrum of A and ||...|| is a matrix norm. Basically,
it is a measure of how the eigenvalues of the original system vary in response for small
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(a) (b) (c)
Q1 Q2
Q1 Q2
Figure 3.2: (a) The Hermitian angle Θ between the two planes spanned
by the degenrate eigenvectors of that Hamiltonian H3 as a function of the
non-Hermitian parameter γ. At the point γ = 1, the two planes are parallel,
indicating a reduction of the eigenspace dimensionality. (b) and (c) depict
the parameter Λ = ||(H3 − λ′I)−1|| as a function of the complex parameter
λ′. Close to the point γ = 1, the system exhibits sensitivity to perturbation
as indicated by the large values of Λ over a wider area in the λ′ plane (see
SI for discussion on pseudospectrum). These results confirm that γ = 1 is
indeed an EP of HM .
perturbations. Near EPs, these variations are very large. This definition was used
in connection with non-Hermitian photonics [48]. Another equivalent, more practical
definition is:
σε(A) = {λ′ ∈ C : ||(A− λ′I)−1|| ≥
1
ε
} (3.3)
where I is the unitary matrix. In the main text we plot the quantity Λ ≡ ||(H −
λ′I)−1|| as a function of the complex parameter λ′. Near EPs, we expect a spread for
the high values of Λ over a large area in the λ′ plane.
Figures 3.2(b) and (c) plot the values of Λ = ||(H3 − λ′I)−1|| as a function of the
parameter λ′ for two different cases when γ = 0.1 (away from the EP) and γ = 0.9
(close to the EP). The spread of the high values of Λ in the λ′ plane indicates the
system sensitivity to perturbations. As can be inferred from the figure, this is indeed
36
the case in the vicinity of point γ = 1. Based on the above analysis, we indeed
conclude that, as the HamiltonianH3 is swept across the straight line passing through
the point γ = 1, it crosses an EP without experiencing a phase transition. The above
example thus presents a very interesting scenario that demonstrates the possibility of
violating the canonical PT symmetry breaking.
3.2.4 Phase diagram of PT and BPT phase
In order to better understand these results within a general framework that encompass
all the possible different situations, we invoke the notion of phase diagrams. In
statistical mechanics and nonlinear dynamics, phase diagrams are used to classify the
system’s behavior into different phases as a function of some external parameters. In
the context of our discussion of H3, one should in general study the classification of
the eigenstates as a function of 32 different parameters (16 complex matrix entries).
Fortunately, we can gain an insight into the behavior of H3 by considering a low
dimensional projection of this higher dimensional parameter space. Here we do so
by fixing κ and de-correlate some of the other parameters by allowing H3(1, 1) and
H3(4, 4) to vary as a function of γ1 while the rest of the matrix elements vary with
γ2. This choice provides a 2D projection of the phase diagram while at the same time
guarantees that H3 still respect PT symmetry.
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Figure 3.3: (a) and (b) Riemann surfaces for real and imaginary compo-
nents of the spectrum of H3 are depicted as a function of the two parameters
γ1,2 (see text for details). (c) The phase diagram associated with (a) and
(b). (d) Magnified view of the central part of (c). The red line represents the
trajectory γ1 = γ2 corresponding to Fig. 3.2 (a) and crosses EP1 without
phase transition. Other trajectories such as that shown by the green line
and cross EP2 can also demonstrate similar behavior. On the other hand,
the horizontal trajectory having γ2 = 1 (blue line) is associated with phase
transition.
Figure 3.3(a) and (b) depict the Riemann surfaces for the real and imaginary compo-
nents of the eigenvalues of H3 in the γ1–γ2 plane, where one can identify the distinct
PT phases. Figure 3.3(c) plots the phase diagram as extracted from Fig. 3.3(a) and
Fig. 3.3(d) presents a more detailed blow up of the area surrounded by the rect-
angle in (c). Figure 3.3(d) clearly demonstrates the different phases are separated
by curved lines of EPs. As one varies one or more of the system’s parameter, the
behavior can be very different depending on the trajectory taken in the parameter
space. For example, no phase transition is observed if γ1 is varied while γ2 = 0.
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On the other hand, fixing γ2 = 1 and sweeping γ1 from negative to positive values
will lead to a PT-BPT phase transition followed by a BPT-PT transition (blue line).
One can also fix γ2 =
√
100− 12
√
69 ≈ 0.566 to a value that guarantees that the
line swept by varying γ1 will just touch one EP without any phase transition (green
line touching EP2). The particular case we discussed earlier for H3 corresponds to
the line γ1 = γ2 which also touches the boundary at one EP (red line crossing EP1)
without any phase transition. The concept of higher dimensional phase diagram thus
provides a unified umbrella to treat all the rather special cases of phase transition,
reverse phase transition, EP without phase transition, no EP and no phase transition
as well as multiple phase transitions. This generalized perspective is very important
to complex non-Hermitian systems and design next generation experiments.
As a side note, we emphasize that the exceptional lines separating the different phases
in Fig. 3.3 curves in the parameter space, which are very different from previous
studies that demonstrated exceptional lines in the Fourier space [16, 71].
3.3 Conclusions
In summary, we have revisited the concept of PT phase transition across EPs and
demonstrated that, contrary to the common belief, crossing an EP along straight
lines (the case of curved trajectories is rather trivial) in the parameter space can take
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MI phase 
SF phase
J
μc
Figure 3.4: Generic phase diagram of the Bose-Hubbard model in a one
dimensional lattice as a function of the hopping parameter J and the chem-
ical potential µc. A trajectory along the red line can cross the critical point
without any transition from the superfluid (SF) phase to the Mott insulator
(MI) phase.
place without PT spontaneous symmetry breaking. We have explained these results
by introducing the concept of PT phase diagram and its different projections in the
parameter space that characterize a PT symmetric Hamiltonian.
Our results also raise interesting questions about the evolution along closed loops
[72, 73, 74, 75, 76, 77, 78, 79] in these higher dimensional parameter spaces, which
we plane to investigate elsewhere. Finally it is instructive to compare the behavior
discovered here in this work with other systems studied in condensed matter physics.
For example, by referring to the phase diagram of the quantum phase transition
associated with the Bose-Hubbard Hamiltonian of interacting chain [80, 81, 82] (Fig.
3.4), we can see that it is possible to choose a trajectory that crosses the critical point
on the boundary between the superfluid (SF) and Mott insulator (MI) phases from
the SF side without having a phase transition.
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Appendix 3A: Hermitian angle between eigenplanes
In Fig. 3.2(a), we plotted the Hermitian angle between two planes. Here we present
the details of these calculations. Assume we have two planes defined by the vectors
v1,2 and v3,4, respectively. One can then define the quantities v1∧v2 and v3∧v4 (called
blades) and their inner product:
〈v1 ∧ v2, v3 ∧ v4〉 =
∣∣∣∣∣∣〈v1, v3〉 〈v1, v4〉〈v2, v3〉 〈v2, v4〉
∣∣∣∣∣∣ , (3.4)
where 〈, 〉 is the Hermitian inner product and |...| is the determinant. Then the
Hermitian angle Θ between these two planes is given by [83]:
cos Θ =
|〈v1 ∧ v2, v3 ∧ v4〉|√
〈v1 ∧ v2, v1 ∧ v2〉〈v3 ∧ v4, v3 ∧ v4〉
, (3.5)
where Θ ∈ [0, π/2].
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Chapter 4
Winding around Non-Hermitian
Singularities
4.1 Introduction
Non-Hermitian singularities arise in multivalued complex functions[14, 84] as points
where the Taylor series expansion fails. In the context of non-Hermitian Hamil-
tonians, these points, commonly referred to as exceptional points (EPs) feature
special degeneracies where two or more eigenvalues along with their associated
eigenfunctions become identical[29, 32]. An EP of order N (EPN) is formed by
The contents in this chapter were previously published in Nature Communications 9 (1), 4808 (2018).
Refer Appendix A.3 for granted permission to be republished.
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N coalescing eigenstates. Recently, the exotic features of EPs have been sub-
ject of intense studies[7, 8, 15, 16] with various potential applications in laser
science[12, 13, 17, 18], optical sensing[19, 20, 21], photon transport engineering[22, 23]
and nonlinear optics[24, 25] just to mention few examples. For recent reviews, see
refs. [1, 2].
Very often, EPs are points of measure zero in the eigenspectra of non-Hermitian
Hamiltonians which makes them very difficult to access, even with careful engineering.
Yet, their effect can be still felt globally. Particularly, an intriguing aspect of non-
Hermitian systems is the eigenstate exchange along loops that trace closed trajectories
around EPs. In this regard, stroboscopic encircling of EP2 (EP of order 2) has been
studied theoretically[85, 86] and demonstrated experimentally in various platforms
such as microwave resonators[72, 73] and exciton-polariton setups[74]. Additionally,
Berry’s phase around EPs has been also theoretically investigated in details[87, 88,
89, 90]. Complementary to these efforts, the dynamic encircling of EPs was shown to
violate the standard adiabatic approximation[75, 76, 77, 91]. These predictions were
recently confirmed experimentally by using microwave waveguides platforms[78] and
optomechanical systems[79].
Notably, the aforementioned studies focused only on systems having only one EP of
order two. Richer scenarios involving multiple and/or higher order EPs have been
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largely neglected, with rare exceptions that treated special systems (admitting sim-
ple analytical solutions) on a case by case basis[40, 92]. This gap in the literature is
probably due to the complexity of the general problem and its perceived experimen-
tal irrelevance. However, recent progress in experimental activities that explore the
physics of non-Hermitian systems are quickly changing the research landscape, and
controlled experiments that probe more complicated structures with multiple EPs
will be soon within reach. These developments beg for a general approach that can
provide a deeper theoretical insight into these complex systems.
In this chapter, we bridge this gap by introducing a general formalism for treating the
eigenstate exchange along arbitrary loops enclosing multiple EPs. More specifically,
our approach utilizes the power of group theory together with group representations to
decompose the final action of any loop into more elementary exchange processes across
the relevant branch cuts (BCs). This formalism simplifies the analysis significantly,
which in turn allows us to gain an insight into the problem at hand and unravel a
number of intriguing results: Trajectories that encircle the same EPs starting from
the same initial point and having the same direction do not necessarily lead to an
identical exchange between the eigenstates; Establishing such equivalence between the
loops (i.e. same eigenstate exchange) is guaranteed only by invoking the topological
notion of homotopy. As a bonus, our approach can also paint a qualitative picture of
the dynamical properties of the system.
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4.2 Results
4.2.1 General formalism for encircling multiple EPs.
Before we start our analysis, we first describe the simple case of EP2. These are
special points associated with the multivalued square root function in the complex
plane. The Riemann surface of this function is shown in Fig. 4.1(a). Clearly, as
two parameters are varied in the complex plane to trace a closed loop, the initial
point on the surface ends up on a different sheet. This process can be also viewed by
considering the projection on the complex plane after adding a BC. As we mentioned
before, this simple scenario has been studied in the literature in both the stroboscopic
and dynamical cases. Consider however what happens in more complex situations
where there are more than one EP. For instance, Fig. 4.1b depicts a case with three
EPs. One can immediately see that this scenario exhibits an additional complexity
that is absent from the previous case. Namely, there are now different ways for
encircling the same EPs (as shown by the solid and dashed loops in the figure). This
in turn raises the question as whether these loops lead to the same results or not.
These are the type of questions that we would like to address in this work. As we will
see, in resolving these questions, our analysis also reveals several peculiar scenarios.
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Figure 4.1: Different ways of encircling multiple expectational points
(EPs). (a) Illustration of Riemann surface associated with the square root
function associated with an archetypal 2×2 non-Hermitian Hamiltonian. A
loop that encircles the EP starting from the state s1 will map it onto s2 and
vice versa. In the complex plane projection, this is represented by adding a
branch cut as shown by the red line. The gray arrow in the projection plane
indicates the encircling direction. (b) A scenario that exhibits three EPs. In
this case, loops can encircle the same EPs in different ways as illustrated by
the two loops (solid/dashed lines) that enclose EP1,3 starting from the same
point (gray dot).
To this end, let consider an n-dimensional non-Hermitian discrete Hamilton. The
Riemann surface associated with the real (or imaginary) part of its eigenvalues will
consist of n sheets corresponding to different solution branches. We will label these n
branches as b1, b2, ..., bn. In the complex plane, these branches are separated by BCs.
Thus, an initial point on any trajectory in the complex plane will correspond to n
initial eigenstates, which we will label as s1, s2, ..., sn. The eigenvalue for each state
si will be denoted by λi. As the encircling parameters are varied, the eigenstates will
move along the trajectory, crossing from one branch to another across the BCs. The
crucial point here is that, we will always fix the initial subscript of the state as it
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changes. We now describe the initial configuration on the trajectory by the mapping:
C0 =
s̃0
b̃0
 , (4.1)
where s̃0 = (s1, s2, ..., sn) and b̃0 = (b1, b2, ..., bn) are two ordered sets. In our notation,
C0 maps (or associates) every element of s̃0 to the corresponding element in b̃0. Note
that we can change the orders of the elements in both s̃0 and b̃0 identically without
changing C0. In other words, we have several different ways for the same configuration.
As the loop crosses BCs, the exchange between the eigenstates will result in new
configurations which, again, can be described in different ways. Two particular choices
are interesting here. In the first one, we always fix s̃0 and allow the elements of b̃0 to
shuffle, effectively creating a new b̃. In the second, we just do the converse. We will
call these two equivalent notations the s- and b-frames, respectively. This is explained
by the cartoon picture in Fig. 4.2(a).
The first step in our analysis is to choose a scheme for sorting the eigenstates and
locating the BCs accordingly. We will discuss the details of the sorting later but for
now we assume that we have a certain number of BCs and we label each one with
a unique integer value (positive for a crossing in certain direction and negative for
reverse crossing). Next we determine how the eigenstates are redistributed across an
infinitesimal trajectory across each BC (see discussion later on sorting schemes). For
every loop, we then create an ordered list σ that contains the number of the crossed
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Figure 4.2: Different permutation frames. (a) A simple illustration of the
two different frames used for representing the same configuration. (b) A
summary of the mathematical formulation of the concept depicted in (a)
(see main text for more details).
BCs in the order they are crossed by the loop. In other words, the element σ(j) is the
number of the j-th crossed BC. Clearly the set σ will be in general different from loop
to another and even can be different for the same loop depending on the initial point
or the encircling direction. Then the final configuration in both the s- and b-frames
is given by:
Csσ =
s̃0
b̃σ
 ≡
 s̃0
P [
∏
πσ(j)] ◦ b̃0
 , (4.2)
Cbσ =
s̃σ
b̃0
 ≡
{P [∏ πσ(j)]}−1 ◦ s̃0
b̃0
 , (4.3)
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where P denotes the ordering operator which arranges the multiplication of the per-
mutation operators πσ(j) from right to left according to the order of crossing the
BCs; and the product runs across the index j. For example, if σ = (3, 1, 2), then
the P [
∏
πσ(j)] = πσ(3) ◦ πσ(2) ◦ πσ(1) = π2 ◦ π1 ◦ π3. The permutation operator πk
associated with BC k is the standard permutation mapping that, which when applied
to a set will shuffles the order of its elements [93]. Here it is used to describe how
the eigenstates are redistributed when a trajectory crosses a BC. For instance, if the
permutation exchange the order of the first two elements of b̃0 across a BC k, then
πk(b1,2) = b2,1, and πk(bi) = bi for i > 2. Figure 4.2(b) illustrates the relation between
the s- and b-frames calculations as expressed by Eqs. (4.2) and (4.3) .
The above discussion can be directly mapped into linear algebra by using rep-
resentation theory. To do so, we define the vectors s0 = (s1, s2, ..., sn)
T and
b0 = (b1, b2, ..., bn)
T. In the s-frame, we will fix s0 and allow b to vary in order to repre-
sent the change in configuration. In the b-frame, we just do the opposite. For instance,
if after crossing a BC, eigenstate 1 moves to branch n, eigenstate 2 moves to branch
1 and eigenstate n moves to branch 2, this will be expressed as b1 = (bn, b1, ..., b2)
T
in the s-frame; and s1 = (s2, sn, ..., s1)
T in the b-frame. After a loop completes its
full cycle, the final vector is then compared with the initial one to determine the
exchange relations between the eigenstates. For instance, if the above vector was the
final result, the exchange relations will be: {s1, s2, ..., sn} → {sn, s1, ..., s2}, which
means that after the evolution s1 became sn, s2 became s1 and sn became s2.
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We can now express the action of the permutation operators πk by the matrices Pπk
whose elements are obtained according to the rule Pπk(m, l) = 1 if bl = πk(bm), and 0
otherwise[94]. In the s- and b-frames, the redistribution of the eigenstates across the
branches in Eqs. (4.2) and (4.3) can be then described by:
bσ = {P [
∏
Mσ(j)]}−1b0, (4.4)
sσ = P [
∏
Mσ(j)]s0, (4.5)
where Mk = P
−1
πk
. In arriving at the above equation, we have used standard results
from group theory: Pπ2◦π1 = Pπ1Pπ2 and Pπ−1 = P
−1
π .
In the rest of this manuscript, we adopted the b-frame with matrices M . This ap-
proach offers a clear advantage: the order of the matrices acting on the state vectors
s is consistent with the order of crossing the BCs. As we will see shortly, this will
allow us to develop the topological features of the equivalent loops in a straightfor-
ward manner. Finally, we note that if crossing a BC from one direction to another is
associated with a matrix M , the reverse crossing will be described by M−1. In some
cases (such as with EP2), we can have M−1 = M but this is not the general case.
Our discussion so far focused on developing the general formalism by assuming that
the eigenstates of the system are somehow classified according to a certain criterion.
This is equivalent to say that we divide the associated Riemann surface into different
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sheets, each harboring a solution branch. Of course, one can pick any such criterion
to classify the solutions. In previous studies that involved one EP of order two or
three, the eigenstates were classified based on the analytical solution of the associated
characteristic polynomial. This however has two drawbacks: It generates relatively
complex branches on the Riemann sheet; and it cannot be applied for discrete Hamil-
tonians having dimensions larger than four since analytical solutions do not exist for
polynomials of order five or larger. Thus our analysis above is useful only if one
can find a sorting scheme that circumvents the above problems. Interestingly, such a
sorting scheme is easy to find. Particularly, we can sort the eigenstates based on the
ascending (or descending) order of the real or imaginary parts of their eigenvalues.
This scheme can be easily applied to any system of arbitrarily high dimensions. More-
over, it lends itself to straightforward numerical implementations. To compute the
permutation operator πk and its associated matrix Mk across a BC k, one chooses
an infinitesimal trajectory that crosses the BC and calculates how the eigenvalues
evolve along this trajectory, comparing their order before and after crossing the BC.
That will immediately provide information about the permutations. We illustrate
this using a concrete example later.
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4.2.2 Equivalent loops and homotopy
Here we employ the predictive power of our formalism to address the following ques-
tion: are there any global features that characterize the equivalence between different
loops in the parameter space regardless of their geometric details? In answering this
question, we will first focus on the stroboscopic case and later discuss the implication
for the dynamical behavior.
Here, two loops are called equivalent if they lead to identical static eigenstates ex-
change. It is generally believed that two similar loops in the parameter space starting
at the same point and encircling the same EPs in the same direction are equivalent.
Surprisingly, we will show below that this common belief is wrong.
In general two loops will be equivalent if they have the same matrix product in Eq.
(4.5). This can occur for two unrelated loops which we will call accidental equivalence.
However, we are particularly interested in establishing the conditions that guarantee
this equivalence. To do so, we invoke the notion of homotopy between loops. In
topology, two simple paths (a simple path is a one that does not intersect itself),
having the same fixed endpoints in a space S, are called homotopic if they can be
continuously deformed into each other[95]. If the two endpoints of a path are identical,
this path is a loop with the identical endpoint as a basepoint. The space S here will
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be a two-dimensional (2D) punctured parameter space after removing all EPs. Based
on these definitions, we can now state the main results of this section: Homotopy is
a sufficient condition for equivalence between loops; Loops that are connected by free
homotopy (continuous deformation between loops without any fixed points) can be
equivalent for some starting points and inequivalent for others.
In order to validate this statement, we consider a generic Hamiltonian having a num-
ber of EPs and, without any loss of generality, we focus only on a subset of the
spectrum as shown in Fig. 4.3. The axes on the figures represent any two parame-
ters of the Hamiltonian. We define the space S to be the two-dimensional parameter
space excluding the EPs. Figure 4.3(a) depicts a loop a○ that encircles two EPs
starting from point z in the counterclockwise (CCW) direction. Consequently, its
final permutation matrix is given by MpMo. Consider now what happens when loop
a○ is deformed continuously to a new loop. Apart from the trivial case where the
deformation does not change the number or the order of BC crossing, different inter-
esting scenarios can arise as illustrated in Fig. 4.3(b)–(e). Particularly, in Fig. 4.3(b),
the deformation can take place only by crossing additional EP, where it is clear that
the new matrix product of loop b○ (MpMrMoM−1r ) is in general different than the
initial one. In this case, the two loops are not necessarily equivalent (unless acciden-
tal equivalence takes place). In the case illustrated in Fig. 4.3(c), the deformation
can change the number of the crossed BCs in pairs traversed consecutively back and
forth but without crossing any EP. Here the two loops a○ and c○ are also equivalent
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Figure 4.3: Homotopy between loops. Illustration of equivalence between
homotopic loops in the parameter space of a generic Hamiltonian. (a) Loop
a○ encloses two exceptional points (EPs) associated with matrices Mo and
Mp. (b) Loop b○ encloses the same two EPs yet it cannot be deformed
into loop a○ without crossing EP associated with Mr. Consequently it has
a different matrix product (assuming not accidental equivalence). On the
other hand, loops c○ and d○ in (c) and (d) can be deformed into a○ without
crossing any EP. As a result, they are equivalent (have the same matrix
product) as shown in the text. (e) A peculiar case of free homotopy is
presented. Loop e○ is homotopic with a○ for the starting point z but not
for z′. As a result, the two loops are equivalent for the former point but
not for the latter. The discussion here is very generic and can be extended
easily to any other configuration of EPs and branch cuts (BCs). As a side
note, we emphasize that the choice of the BCs is not unique. However, while
different partitioning will lead to a new set of matrices, the final results
and the topological relations between the loops are invariant. Black dots
represent EPs, red lines are the BCs and the blue loops are the encircling
trajectories.
because the matrix product is still the same: MpM
−1
q MqMo = MpMo. Alternatively,
the deformation shown in Fig. 4.3(d) changes the number of the crossed BCs in pairs
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traversed back and forth but not consecutively. In this case, the final matrix product
is given by MpM
−1
q MoMq. It is not immediately clear if this product is equivalent to
MpMo. However, since the intersection point of the BCs (point A in Fig. 4.3(d)) is
not an EP, then by definition, encircling point A with a loop that does not enclose
any EP must give the identity operator. In terms of matrices, this translates into
MoMqM
−1
o M
−1
q = I, or [Mo,Mq] = 0, where I is the identity matrix. Consequently,
MpM
−1
q MoMq = MpM
−1
q MqMo = MpMo, i.e. loops d○ and a○ are equivalent.
Finally we can also have a loop similar to e○ as shown in Fig. 4.3(e). This probably
the most intriguing situation. For a starting point at z, both loops a○ and e○ have
the same matrix product MpMo which is consistent with the fact that they can be
deformed into one another without crossing any EP. On the other hand, for a different
starting point such as z′, the matrix product of loop e○ is given by M−1r MoMpMr, i.e.
different than that of loop a○, which is given by MoMp. Note that for this starting
point, the two loops cannot be deformed into each other without crossing any EP. In
topology, a continuous deformation that does not involve fixed points is called free
homotopy. Here loops a○ and e○ are connected by free homotopy, i.e. they are in
general equivalent only for a subset of all the possible starting points. This completes
our argument.
The above discussion focused only on the stroboscopic case. However, as we will show
in the explicit example presented in the next section, homotopy is also relevant to
56
the dynamical encircling of EPs. Particularly, our numerical calculations show that
homotopic loops can have the same outcome, despite the failure of the adiabatic per-
turbation theory. These results can be better understood by considering the evolution
of the loops on the full three-dimensional (3D) Riemann surface as we further discuss
later.
4.2.3 Illustrative examples
We now discuss a concrete numerical example to demonstrate the application of
our formalism and confirm the various predictions of the previous discussion. We
emphasize that the example considered below is not a special case. It was merely
chosen because it is complex enough to exhibit the exotic effects before, yet not too
complex to impede physical implementations.
Consider the following Hamiltonian:
H =

iγ J 0 0
J 0 κ 0
0 κ 0 J
0 0 J −iγ
 , (4.6)
where i is the imaginary unit, κ & J are coupling coefficients and γ is the non-
Hermitian parameter. In what follows, the four eigenvalues of H will be investigated
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as a function of the complex κ by fixing J = γ = 1 (in certain physical platforms
such as optics, it might be practically easier to fix all the parameters and change γ,
but that will not affect the main conclusions of this work).
Under these conditions, H has three pairs of EPs at κ = ±1, ±
√
2
√
3− 3,
±i
√
2
√
3 + 3, which we will denote by EP1, EP
′
1, EP2, EP
′
2, EP3, EP
′
3, respectively.
In each group, EP′1,2,3 has same properties as EP1,2,3. The Riemann surface and
the distribution of the EPs in the complex κ plane are shown in Fig. 4.4a and b,
respectively.
As discussed previously, the first step in our approach is to identify a simple sorting
method. Here we chose to sort the eigenvalues according to the magnitude of their
real parts as shown in Fig. 4.4(a) where every branch is distinguished by a distinct
color. From this figure, we can also identify the features of the EPs as follows:
EP1 & EP
′
1 are of second order and connect branches 2 and 3; EP2 & EP
′
2 are of
second order and connect branches 1 and 2 on one hand, and branches 3 and 4 on
the other; and finally EP3 & EP
′
3 are of second order and connect branches 1 and
3 as well as branches 2 and 4 (In fact all the four surfaces of Re[λ] are connected
at EP3 & EP
′
3 and one has to look at the Im[λ] surface to infer the connectivity).
Equivalently, the surface connectivity across the EPs can be characterized by using
a two-dimensional plane spanned by the real and imaginary parts of κ along with
the BC lines that separate the different solution branches and the information on
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Figure 4.4: Numerical illustration of our approach. (a) The branches
of Riemann surface of the real part of eigenvalues of H in Eq. (6.3) are
distinguished by different colors according to the magnitude of Re[λ]. (b)
The exceptional points (EPs) (black dots) and their corresponding branch
cuts (BCs) (red lines) are illustrated. Each BC is related with a permutation
matrix M1,2,3 in Eq. (4.7). One closed loop (blue line) encircles EP1 and EP2
counterclockwise (CCW), starting from κ0 or κ
′
0 (the solid or hollow gray
points) on the loop. Loops intersecting with BCs would lead to eigenvalues
moving from one branch to another, and result in the swap of eigenstates
finally. (c) The stroboscopic evolution of complex eigenvalues are plotted
as a parametric function of κ when it moves along the loop CCW. The
eigenvalues at the starting point are labeled as gray points (solid or hollow)
on their trajectory. The colors in the eigenvalue trajectory represent which
branch the eigenvalues are located at instantaneously. The joints of two
colors are where the κ crosses the BCs. The gray points (solid or hollow)
and arrows illustrate the evolution of eigenvalues for starting from κ0 or κ
′
0,
and therefore the evolution of eigenstates is {s1, s2, s3, s4} → {s3, s1, s4, s2}
and → {s2, s4, s1, s3}, respectively.
the transition between the different branches across each line. The latter can be
expressed in terms of permutation matrices. Our sorting scheme of the eigenvalues of
H results in six BCs as shown in Fig. 4.4(b), but one can identify only three different
permutation matrices:
M1 =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , M2 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 , M3 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 . (4.7)
59
The correspondence between these matrices and the BCs is depicted in Fig. 4.4b. It
is not difficult to see that the above matrices have the following properties: M21 =
M22 = M
2
3 = I, and [M1,M3] = [M2,M3] = 0.
We now focus on the stroboscopic encircling of EPs. As illustrative example, we
consider the loop encircling both EP1 and EP2, as shown in Fig. 4.4(b). Clearly, the
final exchange relation is determined by the product of M1 and M2. Since [M1,M2] 6=
0, one has to be more specific about the starting point and direction. For sake of
illustration, let us choose CCW direction, and κ0 or κ
′
0 as the starting point. In the
first case, the loop intersects the BC associated with M2 first before it crosses that of
M1. As such, we have M1M2(s1, s2, s3, s4)
T = (s2, s4, s1, s3)
T, which in turn implies
the exchange {s1, s2, s3, s4} → {s3, s1, s4, s2}. Similarly, the starting point κ′0 will give
M2M1(s1, s2, s3, s4)
T = (s3, s1, s4, s2)
T which leads to {s1, s2, s3, s4} → {s2, s4, s1, s3}.
These exchange relations are also evident from the eigenvalues trajectories in Fig.
4.4(c). Another important consequence for the absence of commutation between M1
and M2 is that M2M1M2M1 6= I. Hence encircling the loop in Fig. 4.4(b) twice
still lead to nontrivial exchange. For example, the state s1 will evolve into s3, s4
and s2 after encircling the loop one, two, and three times, respectively. We have also
confirmed (not shown here) that our formalism can produce the results for the 3×3
Hamiltonians, where encircling two EPs of order two can equivalent to encircling a
third order EP[40, 92, 96].
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We further elucidate on the topological features of equivalent loops in the context of
the example given by Eq. (6.3). In this case, the space S would be the space spanned
by Re[κ] and Im[κ] after removing the points EP1,2,3 and EP
′
1,2,3. By inspecting the
two loops 1○ and 2○ in Fig. 4.5(a), it is clear that they are not homotopic for the
starting point κ0. Indeed the net permutation matrix associated with loop 1○ is
M1M2M1M2, resulting in {s1, s2, s3, s4} → {s4, s3, s2, s1}. However, the permutation
matrix associated with loop 2○ is M1M3M1M3 = I. Consequently their exchange
relations are in general different as shown in Fig. 4.5(b) and (c).
Next, we investigate a scenario that highlights the case of free homotopy. The two
loops 3○ and 4○ in Fig. 4.5(d) are similar (enclose the same EPs), yet they are not
homotopic for the starting point κ0, i.e. they cannot be transformed into one another
while keeping the starting point fixed and without crossing EP2. Thus the two loops
are not necessarily equivalent. Indeed the net redistribution matrix associated with
loop 3○ is M1, resulting in {s1, s2, s3, s4} → {s1, s3, s2, s4}; while for loop 4○, the
permutation matrix is M2M1M2, which gives {s1, s2, s3, s4} → {s4, s2, s3, s1}. On the
other hand, if we consider the same loops 3○ and 4○ but with a different starting
point κ′0, they are homotopic and the net permutation matrix is M1 for both loops.
Figure 4.5(e) and (f) confirms these results.
So far we have discussed the stroboscopic (or static) exchange between the eigenstates
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Figure 4.5: Numerical example of homotopic relations between loops. (a)
Two similar loops 1○ and 2○ encircle the exceptional points EP1 and EP′1.
The two loops are non-homotopic for any starting point including κ0 (gray
point) (which is considered for the example), since they cannot be deformed
into one another without crossing EP3. Their corresponding matrix product
is M1M2M1M2 and I, respectively. This is confirmed by their eigenvalue
trajectories as shown in (b) and (c). (d)The two similar loops 3○ and 4○ are
non-homotopic for the starting point κ0 but homotopic for κ
′
0. This is also
reflected in the exchange relations of the eigenvalues as shown in (e) and (f).
Black dots represent EPs, red lines are the BCs and the blue loops are the
encircling trajectories.
as a result of encircling EPs. Whereas this type of evolution can be in general ac-
cessed experimentally (see refs. [72, 73, 74] for the case of second order EPs), recent
theoretical and experimental efforts are painting a different picture for the dynamic
evolution, showing that the interplay between gain and loss will inevitably break
adiabaticity[75, 76, 77, 78, 79, 91]. It will be thus interesting to investigate whether
the homotopy between the loops (or its lack for that matter) has any impact on the
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dynamic evolution. Here we do not attempt to answer this question rigorously but
will rather consider illustrative examples. To do so, we focus again on the loops 3○
and 4○ shown in Fig. 4.5(d), and we perform a numerical integration to compute
the dynamical evolution around these loops starting from either κ0 or κ
′
0. As we
discussed before, the loops are similar for both initial conditions but homotopic only
for the later one. The computational details are presented in Appendix 4A but the
main results confirm our conclusion. When the two loops are homotopic (i.e when
the initial point on the loop is κ′0) any initial state si, with i = 1, 2, 3, 4, will end up
at state s2 regardless of the considered loop. For similar but non-homotopic loops (i.e
when the initial point on the the loop is κ0), the initial states on loop 3○ always evolve
to s3 while those on loop 4○ will evolve to s1. These results suggest that homotopy
between the loops plays a much greater role than just describing the static exchange
between the states.
Finally, in order to gain more insight into the topological equivalence (or nonequiv-
alence) between loops that encircle the same EPs and how they affect the dynamic
evolution, we plot the Riemann surface that corresponds to Fig. 4.5(d) together with
the stroboscopic loops 3○ and 4○ in Fig. 4.6. As we have seen before, these two loops
encircle the same EP starting from κ0 yet they are not equivalent. This feature be-
comes more transparent when we consider the full 3D Riemann surface with its four
sheets. Particularly, we see that the exceptional point EP2 unfolds into two different
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Figure 4.6: Riemann surface and homotopy between loops. Two different
perspectives for the four-sheets Riemann surface (associated with the real
parts of the eigenvalues) that corresponds to Fig. 4.5(d) are depicted in (a)
and (b). The two loops 3○ and 4○ (blue lines) that encircle EP1 (white
point) in the two-dimensional (2D) parameter space are also shown. As
explained in the text, the homotopy test (performed parameter space) for
these two loops shows that they are not equivalent, which results in different
stroboscopic and dynamic features. On the Riemann surface, this property
becomes even more evident by noting that the two loops span different sheets.
The red point stands for eigenvalue λ1 (corresponding to eigenstate s1) at
the initial parameter point. This state will evolve to itself or to the orange
point along loop 3○ and 4○, respectively. The dashed white lines are vertical
lines emanating from the exceptional points (EPs) to illustrate the fact that
the projections of the two loops considered here encircle EP1 but not EP2.
The white dotted lines illustrate the eigenvalue bifurcation across the EPs
on the Riemann surface.
points EP2′ and EP2′′ connecting different sheets. As a result, two trajectories start-
ing from the same point can evolve on different manifolds in 3D space despite the fact
that their projection in the 2D parameter space will always encircle the same EP. This
in turn explains the difference in the dynamic evolution associated with the two loops.
From a practical perspective, these results are very important in the following sense.
Recently, the chirality of dynamic encircling of EPs was demonstrated experimentally
and studied theoretically. It was shown that the dynamic evolution is very robust
which can be potentially useful for several applications such as non-reciprocal light
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propagation[97] and one way polarization conversion[77]. Our results indicate that
when considering more complicated devices, one must take into account the complex
EP landscape before making any statement about robustness of the dynamics.
4.2.4 Implementations
Here we discuss some possible implementations to observe some of the exotic effects
studied in this work. In general several platforms such as photonics, acoustics, op-
tomechanics, microwaves and electronics can be used. For sake of clarity, here we
restrict our discussion to photonic systems. The implementation of the Hamilto-
nian H can be achieved by using four coupled resonators or waveguides as depicted
schematically in Fig. 4.7(a) and (b). From the mathematical point of view, these
two systems are equivalent. In the resonator arrangement, the gain and loss coeffi-
cients can be varied with time by changing the pumping beam and the system can
be probed by studying the scattering coefficients under certain inputs, which can be
experimentally implemented by coupling the outer resonators to waveguides as shown
in Fig. 4.7(a). On the other hand, the waveguide structure provides more control
since, in addition to varying the gain/loss as a function of the propagation distance
z, here one can also vary the real-valued coupling coefficients (by engineering the dis-
tance between the adjacent waveguides) as well as the propagation constants of the
waveguides (by tuning the width or height of the guiding channels). Some of these
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Figure 4.7: Photonic implementations. Possible photonic platforms for im-
plementing and testing the encircling of multiple exceptional points (EPs)
in (a) microring resonators; and (b) waveguides. The gain/loss can be con-
trolled via the pumping (represented schematically by different colors, orange
for gain, blue for loss, and blue for neutral.) while the coupling between ad-
jacent elements can be tailored by engineering the edge-to-edge distance.
Finally the resonant frequency (or propagation constants) can be tuned by
varying the resonator (waveguide) dimensions. For stroboscopic encircling,
several samples have to be fabricated, each of which corresponds to a dif-
ferent operating point. The eigenvalues are then plotted and connected
smoothly to form the adiabatic loop as having been done before. The dy-
namic encircling on the other hand requires changing the parameter of one
sample as a function of time (distance) in resonators (waveguides) platforms.
Figure b illustrates how this can be achieved in waveguides. Particularly,
the propagation constants can be varied along the prorogation distance z
by changing waveguide dimensions, such as the width for example. The
gain/loss can be controlled along z by engineering the spatial profile of the
optical pump. White arrows indicate the coupling while red thick arrows
represent the input/output signal.
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ideas have been recently already explored in refs. [96, 97]. Notably, photonic imple-
mentations of the work in ref. [97] (dealing with systems that exhibit only one EP)
has been recently reported[98]. Further progress will thus enable the experimental
investigations of systems having multiple EPs similar to those studied here.
To confirm that these control parameters (gain, loss, propagation constants and real
coupling coefficients) provide enough degrees of freedom to observe the exotic effects,
we have investigated the encircling of EPs associated with the Hamiltonian H when
the coupling remains constant while changing only the gain/loss values of the outer-
most waveguides and their propagation constants, i.e. the real and imaginary parts
of γ, respectively (see Appendix 4B).
Note that for the stroboscopic encircling, one needs to build different samples, each
of which is tuned to a single operating point. The eigenvalues are then measured
and plotted to study the exchange relations. On the other hand, one sample with
parameters that vary with distance suffices to study the dynamic encircling of EPs
as has been shown in refs. [78, 79] for simple systems having only one EP.
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4.3 Conclusions
In conclusion, we have introduced a general formalism based on permutation groups
and representation theory for describing the stroboscopic encircling of multiple EPs.
By using this tool, we uncovered the following counterintuitive results: trajectories
that enclose the same EPs starting from the same parameters and traveling in the
same direction, do not necessarily result in an identical exchange between the states.
Instead, we have shown that this equivalence can be established only between homo-
topic loops. Additionally, we have also discussed the implication of these results for
the dynamic encircling of EPs.
4.4 Appendix
Appendix 4A: Numerical calculation of dynamic evolution
Here we present the details of the numerical calculations for the dynamic evolution.
First, we choose the point κ0 = (0.4,−0.15) in Fig. 4.8. Next, choose the loop 4○ in
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Figure 4.8: Trajectories of dynamical evolutions. The details of loops 3○
and 4○ (blue lines) used in the numerical simulation of dynamic evolution of
eigenstates in the main text are illustrated in (a) and (b). Loop 3○ is a titled
ellipse with the line connecting κ0 and κ
′
0 (solid and hollow gray points) as
the major axis. The center of ellipse is at (cx, cy) (the green point). Loop
4○ is a combination of one large semi-circle and three identical small semi-
circles. The centers of semi-circles are labeled as c1,2,3 with green points and
c3 locates at one exceptional point (EP). The radii are lebeled as r1,2.
Fig. 4.8(a) as:
Re[κ(τ)] =

c1 + r1 cos(ωτ), τ ∈ [0, T/4)
c2 + r2 cos(ωτ), τ ∈ [T/4, T/2)
c1 − r2 cos(ωτ), τ ∈ [T/2, 3T/4)
c3 + r2 cos(ωτ), τ ∈ [3T/4, T ]
, (4.8a)
Im[κ(τ)] =

r1 sin(ωτ), τ ∈ [0, T/4)
r2 sin(ωτ), τ ∈ [T/4, T ]
, (4.8b)
where c1 = 0.7, c2 = 0.4 and c3 = 1. Note that the centers of the semicircles
associated with loop 4○ in Fig. 4.8(a) are given by the coordinates (c1,2,3, 0). The
associated radii are r1 = 0.45 and r2 = 0.15. The quantity T = 4π/ω is the time
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needed to complete one cycle. The exact position of point κ′0 can be now chosen to
be the intersection between the line passing through κ0 and EP1 and the top large
semi-circle, and κ′0 ≈ (1.148, 0.03711).
Finally, loop 3○ in Fig. 4.8(b) was chosen to be a titled ellipse with the line connecting
κ0 and κ
′
0 as the major axis. This ellipse has semi-major axis a ≈ 0.3858, focal
distance c = a − 0.002 and a rotating angle θ = arctan 1
4
. Therefore the parametric
function of loop 3○ is:
Re[κ(τ)] = cx + a cos(ωτ) cos θ − b sin(ωτ) sin θ, (4.9a)
Im[κ(τ)] = cy + a cos(ωτ) sin θ + b sin(ωτ) cos θ, (4.9b)
where b =
√
a2 − c2 is the semi-minor axis of the ellipse and (cx, cy) = (c2 +
a cos θ,−r2 + a sin θ) is the center of the ellipse.
In all simulations, we chose the encircling speed ω = 10−4. For each loop, the encir-
cling in the counterclockwise/clockwise is performed by the parametrization τ = t0±t,
with t ∈ [0, T ] for loop 4○, and t ∈ [0, T/2] for loop 3○ . Here τ = t0 corresponds
to the relevant starting point: for points κ0 and κ
′
0, t0 =
3T
8
, 65T
104
for loop 4○; and
t0 =
T
4
, 0 for loop 3○.
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Appendix 4B: Varying gain/loss instead of coupling
To confirm that these control parameters (gain, loss, propagation constants and real
coupling coefficients) provide enough degrees of freedom to observe the exotic effects,
we briefly investigate the encircling of EPs associated with the Hamiltonian H again
but this time we fix the couplings and change only the gain/loss parameters of the
outermost waveguides and their propagation constants, i.e. the real and imaginary
parts of the parameter γ, respectively.
Figure 4.9(a) shows two different loops in the parameter space spanned by Re[γ] and
Im[γ]. Both loops encircle only EP1, yet they are topologically inequivalent since:
Loop 2○ cannot be deformed into loop 1○ without crossing EP2; and the permutation
matrices M1 and M2 (which are, incidentally, similar to those defined in Eq. (4.7)
associated with EP1,2) do not commute. Thus, indeed a system of four coupled
waveguides with variable gain/loss and propagation constants can be used to study
the topological equivalence between encircling loops in the parameter space.
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Figure 4.9: Case study using complex propagation constants. In the ex-
ample considered in the previous section, we have studied H as we vary the
complex coupling coefficients. While this is not impossible, it is rather dif-
ficult to achieve experimentally. An easier approach that lends itself to an
easier experimental implementation is to change the complex propagation
constant which corresponds to changing the real propagation constants and
the gain/loss factors. Here we confirm that the main features of this work
can be still observed under these conditions. (a) The exceptional points
landscape of H in a two-dimensional parameter space spanned by Re[γ] and
Im[γ]. One can identify two topologically inequivalent loops (blue lines) that
encircle the exceptional point EP1. (b) and (c) show the eigenvalue exchange
relations associated with these two loops, confirming their nonequivalence.
Black dots represent exceptional points, red lines are the branch cuts. The
colors along the eigenvalue trajectory indicate the branch at which the rele-
vant eigenvalue is located.
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Chapter 5
Sensing with exceptional surfaces
5.1 Introduction
Exceptional points (EP) are peculiar singularities that arise in non-Hermitian Hamil-
tonians when two or more eigenstates coalesce [27, 28, 29, 30, 31, 32]. The resultant
reduction in the eigenstate space dimensionality renders these points very sensitive to
any external perturbations. Current research works in non-Hermitian and parity-time
(PT) symmetric physics [1, 2] have so far focused on systems supporting isolated EPs
in a reduced parameter space. This strategy has allowed researchers to investigate
The contents in this chapter were previously published in Physical Review Letters 122 (15), 153902
(2019). Refer Appendix A.4 for granted permission to be republished.
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certain important aspects of non-Hermitian systems and gain insight into their behav-
ior [8, 11, 12, 13, 22, 52, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108]. This however
comes at a price: isolated EPs are very sensitive to unavoidable fabrication errors or
experimental uncertainty (e.g. small variation in the experimental conditions). To
better appreciate this point, consider the current implementations of photonic EPs
based on PT-symmetric coupled elements [8, 11, 12, 99] or engineered back reflection
[19, 21, 38, 109]. In both of these geometries, which have been recently exploited
to demonstrate ultra-responsive optical sensors [20, 21], the design parameters have
to be tailored precisely in order to force the system to operate at an EP. In the
PT-symmetric implementation [20], the resonant frequencies of the two rings have
to be identical; the gain/loss profiles have to be exactly balanced; and the difference
between the gain and loss values has to match the coupling coefficient between the
two resonators. Alternatively, in the single ring implementation [19, 21, 38, 109], the
sizes and locations of the nanoscatterers next to the ring have to be controlled with
high precision during the fabrication. To overcome these difficulties, various research
teams employ clever techniques (such as micro-heaters and movable fiber tips, tunable
coupling, etc) in order to actively and continuously tune the studied systems in the
vicinity of the EPs. Beyond these important proof-of-concept demonstrations, it will
be extremely useful for practical sensing applications to advance new design concepts
that decouple the effects of fabrication errors and experimental uncertainties from
perturbations caused by measurements.
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Exceptional hypersurface 
(ES)
Perturbation caused by nanoscatters
Perturbation caused by fabrication 
errors
Figure 5.1: A non-Hermitian photonic structure can combine robustness
together with sensitivity if it exhibits a hypersurface of exceptional points
with the following properties: (1) Undesired perturbations due to fabrication
imperfections and experimental uncertainties shift the spectrum across the
surface, leaving the system at an EP; (2) Perturbations accounting for the
quantities to be measured force the spectrum out of the surface, i.e. away
from EPs.
In this chapter, we present a new non-Hermitian photonic structure that exhibits
an exceptional hypersurface (ES) embedded in a high-dimensional parameters space.
This, in turn, provides additional degrees of freedom that can be exploited to combine
robustness with enhanced sensitivity. Particularly, robustness can be achieved if
the system’s response is tailored such that a large class of fabrication errors and
experimental uncertainties shift the operating point along the ES. On the other hand,
enhanced sensitivity can arise if the perturbation due to the measurements forces the
spectrum away from the ES, causing large splitting of the resonant frequency (as
compared to that associated with diabolic points (DP) [110, 111, 112, 113, 114, 115,
116]). This generic concept is illustrated schematically in Fig. 5.1. Here we show
that this concept can be implemented by using standard photonic technology, which
paves the way towards practical applications of non-Hermitian photonic sensors.
75
5.2 Theoretical analysis
5.2.1 Eigenvalues analysis based on coupled mode theory
To this end, we consider the structure depicted schematically in Fig. 5.2. It consists
of a single microring resonator coupled to a waveguide. One end of this waveguide
is terminated by a mirror while the other end is assumed to be reflectionless (see
Appendix 5A for the effect of finite small reflectivity). Within the context of coupled
mode theory, the above structure in the absence of the scatterer can be described by
the effective Hamiltonian:
i
d
dt
 ãcw
ãccw
 = HES
 ãcw
ãccw
 , HES =
ω0 − iγ 0
αµ2 ω0 − iγ
 (5.1)
where ãcw,ccw are the field amplitudes of the clockwise (CW) and counterclockwise
(CCW) modes, ω0 is the resonant frequency, γ is the cavity loss rate which can be
decomposed into intrinsic absorption, radiation loss, and loss to the waveguide (i.e.
γ = γabs + γrad + µ
2/2), and µ quantifies the coupling rate between the resonator
and the waveguide. In addition, α = rm exp(i2φ3) where rm is the field reflection
coefficient at the mirror and φ3 = βwL3. Here βw is the propagation constant of
the waveguide and the distances L3 are depicted in Fig. 5.2. Note that the above
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Figure 5.2: Schematic diagram of the proposed photonic structure that sat-
isfies the criteria mentioned in Fig. 5.1. It consists of a microring resonator
coupled to a waveguide that has a mirror on one side and reflectionless at
the other end. The relevant design parameters are indicated in the figure. In
the absence of any reflective perturbations, the system exhibits an EP. Any
variations of the coupling coefficients or the resonant frequency of the cavity
will still leave the system at an EP. On the other hand, if a nanoscatterer
(or any other form of reflective perturbations) comes to the vicinity of the
ring, it will introduce a bidirectional coupling between the clockwise (CW)
and counterclockwise (CCW) waves and shift the system away from the EP
which in turn will leave a fingerprint on the emission spectrum of the system
(if used in the lasing regime) or the power scattering spectrum (if operated
in the amplification regime).
form of the Hamiltonian does not imply that the system is nonreciprocal, i.e. the
transmission between the input and out ports is the same if the role of the two ports
is reversed.
The eigenvalues of HES as written in the bases exp(−iωt), together with the associated
eigenvectors ã1,2 are given by:
ω1,2 = ω0 − iγ,
ã1,2 = (0, 1)
T.
(5.2)
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The spectrum of the Hamiltonian HES features an EP with two identical eigenmodes
characterized by a finite CCW component and a null CW component. Importantly,
this is even true for any value of ω0, γ and αµ
2. In other words, there is hypersurface
spanned by all possible values of these parameters where the system remains at an
EP. For instance, if the fabricated system has extra (less) loss, stronger (weaker) cou-
pling to the waveguide or a shift in its resonance frequency from the original targeted
values, the system will be still located at an EP without the need for any external
tuning. Only perturbations that introduce differential loss, frequency mismatch or
additional couling between the two modes (CW and CCW) can affect the system per-
formance. However, these perturbations do not arise naturally in our proposed design
since any change in the size of the resonator or its coupling to the waveguide will affect
both modes symmetrically (see Appendix 5B). This unique feature provides unprece-
dented robustness that cannot be achieved in standard non-Hermitian systems that
rely on isolated EPs in the design parameter space. However, in the presence of a
nanoscatterer located in the vicinity of the ring resonator, the interaction between
the scatterer and the evanescent field of the optical modes introduces a bidirectional
coupling between the CW and CCW modes, which are described by additional cor-
rections of the same order to both off-diagonal matrix elements of HES, say ε. If we
further assume that ε is much smaller than other matrix elements, it is straightfor-
ward to show that the splitting of the eigenfrequency is ∆ω ≡ |ω1 − ω2| ∼
√
ε. In
standard waveguide-coupled microring resonators operating at a diabolic point, this
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splitting will be rather ε. Thus, in addition to its robustness, the proposed system is
expected to also provide enhanced sensitivity.
5.2.2 Frequency splitting based on scattering matrix method
In order to put this discussion on a more solid ground while at the same time elucidate
on the relevant experimental parameters, we study the above structure using the
scattering matrix method (SMM) [117, 118, 119]. Here we assume that the system is
probed via the waveguide by a signal sin. We then proceed to calculate the output
signal sout as a function of the input frequency for different levels of perturbation by
a nanoscatterer, which we quantify by its location as well as reflection/transmission
coefficients rp/tp, respectively.
The scattering matrices associated with the evanescent coupling region Sc, the par-
tially reflective mirror, and nanoscatterer are given by:
Sc =
 τ iκ
iκ τ
 , Sm =
 tm irm
irm tm
 , Sp =
 tp irp
irp tp
 , (5.3)
where κ is the coupling between the waveguide and ring resonator, τ is the transmis-
sion and they satisfy κ2 + τ 2 = 1 (assuming no loss); rm,p and tm,p are the reflection
and transmission coefficients of the mirror and scatterer, respectively, and satisfy
r2m,p + t
2
m,p = 1 (again assuming no loss). All these parameters are real positive
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numbers.
The electric fields components of Fig. 5.2, with the internal components calculated
at the coupling regions (dashed lines of Fig. 5.2) are then given by [118]:
uright
acw
 = Sc
sin
bcw
 ,
vleft
bccw
 = Sc
uleft
accw
 ,
 bcw exp(−iφ2)
accw exp(−iφ1)
 = Sp
acw exp(iφ1)
bccw exp(iφ2)
 ,
 sout
uleft exp(−iφ3)
 = Sm
uright exp(iφ3)
0
 .
(5.4)
Note that material and radiation loss as well as gain can be incorporated in the
imaginary components of the phases φ1,2,3. It is straightforward to drive the formula
for the transmission spectrum from the above set of equations.
By doing so, we obtain:
sout
sin
=
eiφ3tm[(1 + e
2iφ)τ − eiφ(1 + τ 2)tp]
1 + ei2φτ 2 − 2eiφτtp − e2iφ′rmrpκ2
≡ N
D
, (5.5)
where φ = φ1 + φ2 and φ
′ = φ2 + φ3, with φ1,2 = βrL1,2 and φ3 = βwL3. In general,
the values of propagation constants associated with the ring and straight waveguides,
βr,w, can be complex with the imaginary parts accounting for the possible radiation
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and material loss as well as the gain (loss due to coupling to the waveguide is treated
separately). For reasons that will be clear shortly, we are particularly interested
in the case of active devices where the microring exhibits enough optical gain to
bring the system at or close to the lasing condition (for completeness we treat the
passive case in Appendix 5C). Under either of these conditions, the lasing or the
transmission spectrum (respectively) is dominated by the the poles of the power
scattering coefficient T = |sout/sin|2, or equivalently the zeros of D. To characterize
the performance of the proposed structure, we thus study the behavior of D as a
function of the particle reflectivity rp and the input frequency parametrized by φ (we
do not take the waveguide dispersion into account at this moment), i.e. D ≡ D(rp, φ).
For any set of design parameters and a specific value of rp, the lasing conditions is
achieved for values of φ ≡ φD satisfying the equation D(rp, φD) = 0, which gives
exp(iφ±D) = τ
−1(tp ± i
√
r2p − exp(2iφ′)rmκ2rp). The maximum frequency splitting
∆φ ≡ Re[φ+D−φ
−
D] occurs when exp[2iRe(φ
′)] = −1. As a side comment, we note that
Im[φD] = −κ2/2, which implies the lasing threshold occurs when the gain is enough
to compensate for the radiation/material loss as well as the loss due to coupling to
the waveguide, as one would expect. By writing r′m = rm × | exp(2iφ′)| we find:
∆φ = 2
√
r2p + r
′
mκ
2rp. (5.6)
In Eq. (5.6), r′mκ
2 is the effective unidirectional coupling from CW mode to CCW
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mode. By noting that in our systems, both rm and | exp(2iφ′)| = exp(−2Im[φ′]) are
in the order of unity (since the system is assumed to operate below but close to the
lasing threshold), we arrive at:
∆φEP ≈

2κ
√
rp, rp  κ2
2rp, rp  κ2
, (5.7)
∆φDP = 2rp. (5.8)
Equation (5.7) is the central result of this work. It confirms the existence of an
operating regime (rp  κ2) where the frequency splitting scales with the square root
function of the perturbation, which is the hallmark of enhanced sensitivity near a
second-order EP. Beyond this regime, the splitting is linear as in standard sensors
operating at a diabolic point. Intuitively, as the perturbation due to the scatterer
shifts the system far away from the EP, the extra sensitivity is lost. In comparison, as
shown by Eq. (5.8), which describes the same non-Hermitian system in the absence
of the mirror (i.e. operating at a DP), the splitting is linear from the very beginning.
In the active scattering regime, when the gain brings the system relatively close to
the lasing point but remains below the lasing threshold, the transmission peaks can
be obtained by solving Eq. (5.5). Not surprisingly, here also the locations of the
transmission peaks are dominated by the zeros of D(rp, φ), which again results in a
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square-root dependence of the frequency splitting as we have confirmed numerically.
5.3 Implementation and full-wave simulation
Having discussed the essential features of the proposed structure, we now confirm
our predictions by performing two-dimensional(2D) full-wave Finite-Difference Time-
Domain (FDTD) simulations [120] using realistic material platforms. Particularly,
we study a 2D version of the schematic shown in Fig. 5.2. It consists of a microring
resonator having a refractive index n2 = 1.45, a radius R = 10 µm, and a width
w = 0.8 µm. The ring is coupled to a waveguide having the same material and
width. The edge-to-edge separation between the ring and the waveguide is chosen
to be d = 0.6 µm, corresponding to κ2 = 0.028. A mirror with reflectivity rm =
0.99 is introduced at one end of the waveguide via a 50-nm-thick silver layer. To
simulate the perturbation induced by a nanoscatterer, we use a disk assumed to be
of the same material with the waveguide and vary its radius in the simulation from
20 nm to 100 nm. The disk is located at 3 o’clock with a fixed distance h = 0.1 µm
from its center to the outside of the microring. Based on the chosen position of the
nanoscatterer, we set L3=10.075 µm, which results in an optimal operation (defined
by the maximum frequency splitting and peak visibility) for a test particle having a
30 nm radius. Finally, the background material is assumed to be air of n1 = 1. In
our simulations, the device is probed by a TE-polarized broad bandwidth pulse with
83
(a)
EP
Wavelength (nm)
O
u
tp
u
t
(b)
DP
Wavelength (nm)
20nm
30nm
40nm
50nm
60nm
70nm
80nm
90nm
100nm
Radius of scatterer:
O
u
tp
u
t
Figure 5.3: Finite difference time domain simulations for a system similar
to that of Fig. 5.2. (a) and (b) plot the spectrum splitting as a function of
nanoscatterer size. Clearly, the EP-based structure demonstrates superior
performance in terms of the splitting magnitude and the visibility of the
resonance peaks.
central frequency at f = 193.4 THz or equivalently λ = 1550 nm (almost matching
one of the longitudinal modes of the microring) launched from the left side of the
waveguide. In order to isolate the relevant transmission peaks in our simulations, we
used a dispersive gain function as described in Appendix 5D.
Figures 5.3(a) and (b) show the transmission spectrum for the cases of EP and DP,
respectively for the parameters listed in the figure caption. Evidently, the EP-based
device exhibits a significant advantage, demonstrating larger splitting and clear trans-
mission peaks. Note that the location of one transmission peak remains almost in-
variant while the other experience red-shift. This can be explained by the scatterer-
induced coupling between different wave components [121? ]. A more quantitative
explanation based on perturbation theory is also provided in Appendix 5E. Figure
84
(a) (b)


(p
m
)


E
P
/ 


D
P
EP (FDTD)
EP (SMM)
Reference line
DP (FDTD)
DP (SMM)
FDTD
SMM
slope=0.5
slope=1
rprp
slope=0.52
Figure 5.4: Sensitivity enhancement as a function of the nanoscatterer ra-
dius. Clearly the EP sensor has a better performance than a sensor operating
at a DP for smaller scatterer, making this device valuable for measuring small
perturbations. In producing the solid lines, we first used FDTD simulations
to simulate subsystems of the full structure to extract the design parameters
(for example, using the waveguide and mirror only without the resonator to
compute the mirror reflectivity; or the ring resonator only and the scatterer
to compute the scatterer reflectivity, etc). Next, we used these extracted
parameters in our analytical formulas (4-6) together with the definition of φ
in order to produce the solid lines.
5.4(a) plots a log-log scale of the slopes characterizing the magnitude of the splitting,
where the superior performance of EP is evident. This conclusion is better illustrated
in Fig. 5.4(b), which depicts the enhancement factor (defined as the ratio of the
splitting in the EP case normalized by that of the DP case) of the proposed sensor as
a function of the nanoscatterer reflectivity rp when the scatterer size is varied from 20
nm to 100 nm (Appendix 5F). These figures also demonstrate the excellent agreement
between the FDTD (square points) and the scattering matrix method (solid lines).
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5.4 Conclusions
In conclusion, we have proposed a new class of non-Hermitian sensors that operate
at exceptional surfaces as opposed to isolated exceptional points. This new paradigm
provides more degrees of freedom that can be exploited to combine a certain degree
of robustness against fabrication tolerance (which is crucial for real-life applications)
together with the enhanced sensitivity associated with exceptional points. We also
expect our proposed system to demonstrate some robustness against the type of ther-
mal fluctuations studied recently in [122] (see Appendix 5G). Interestingly, it was
recently shown that non-Hermitian Hamiltonians with unidirectional coupling (i.e.
similar to that used in our proposed work) can exhibit superior performance even in
the quantum regime [123]. We anticipate that our results, together with recent work
on exceptional surface in photonic crystals [124], will open a host of new possibilities
for sensing applications using practical non-Hermitian devices. Importantly, the pro-
posed design concept presented here can be implemented in other physical platforms
such as acoustics or microwaves.
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5.5 Appendix
Appendix 5A: Eliminating reflection from input port
As we discussed in the main text, an important condition for our proposed system
to function properly is to eliminate or minimize (compared to other parameters) the
reflection from the input port. In the context of laser engineering, various tech-
niques have been developed to minimize port reflection. These include cleaving the
waveguide end at slanted angles [125, 126] and using anti-reflection coatings [127].
Power reflection values as low as ∼ 10−7 have been reported [125]. In addition to
these methods, one can also utilize absorption. For instance, if the far end of the
waveguide is coupled to a resonator that has a high loss, then, the total reflection
can be further reduced by orders of magnitude. The use of optical circulators with
high isolation ratios is another approach [128]. Recently, a novel technique based on
Kramers-Kronig relation was also proposed to eliminate reflections [129]. We plan to
explore these different design strategies in future work. In our simulations, this re-
flection was eliminated by implementing absorbing boundary conditions at that port
[120].
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Appendix 5B: Effect of surface roughness and resonator’s
shape
As we mentioned in the main text, our proposed structure of Fig. 5.2 is robust
against a certain class of perturbation that includes a variation in the mirror re-
flectivity, the ring size and the strength of the coupling between the ring and the
waveguide. However, other perturbation that does not belong to this class must be
considered. Particularly, two classes of perturbation are important: (1) those induced
by resonator shape variation; and (2) those arising from surface roughness. Both types
can introduce additional coupling between the CW and CCW modes [109, 130, 131].
If the magnitude of these coupling is strong, it will degrade the device performance.
We note however that current fabrication technology is mature enough to avoid these
perturbations. For example, microtoroid and microsphere resonators with close to
perfect geometry are routinely fabricated [132, 133, 134]. Also surface roughness in
silica, silicon and silicon nitride platforms can be currently reduced below 0.5 nm,
which is far smaller than the particle sizes considered here (larger than 20 nm). The
crucial observation here is that, as long as the scattering induced by the surface
roughness is much smaller than the scattering by the nanoparticle, the system will
still operate in the vicinity of the EP and demonstrate the enhancement described by
the square root splitting. In fact, our FDTD simulations inevitably introduce some
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parasitic reflection due to the finite mesh size (smallest size used in our simulations
was 10 nm which introduces numerical surface roughness), yet excellent agreements
between these simulations and the analytical predictions are observed.
Appendix 5C: Passive EP sensors
In the main text, we considered the operation of the system only in the amplification
and lasing regimes. Here, for completeness, we also analyze the passive structure,
i.e. when no gain is applied. Under this condition, the transmission spectrum is
dominated by the zeros of numerator term N in Eq. (5.5), denoted by φN , which
correspond to dips in the transmission and given by:
exp(iφN) = Ktp ±
√
K2t2p − 1, (5.9)
where K = (τ+1/τ)/2. By recalling that κ =
√
1− τ 2, and noting that in our system
κ 1 (in fact, κ ∼ 0.167 in our FDTD simulations), we find that K ∼ 1+ κ4
8
+O(κ6),
which leads to a complex frequency splitting φ±N = ±
√
r2p − κ4/4. Thus, only when
rp > κ
2/2 , ∆φN ≡ φ+N − φ
−
N = 2
√
r2p − κ4/4 is real and correspond to two dips in
the transmission spectrum. When rp > κ
2/2, the complex splitting correspond to a
change in the modal lifetime [135]. These results apply equally for DPs and EPs.
The situation becomes drastically different if we consider the reflected signal instead
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of the transmitted one as we have done so far. In this case, we are interested in the
quantity:
vleft
sin
=
ie−2iφ3 [e2iφrm − 2eiφtτrm + τ 2rm − e2i(φ−φ
′)rκ2]
1 + ei2φτ 2 − 2eiφτtp − e2iφ′rmrpκ2
. (5.10)
By assuming rm ∼ 1 and exp(2iφ′) ∼ −1, the reflection vanishes (i.e. vleft = 0) when:
exp(iφN) =
τ
1 + rpκ2
(tp ± i
√
r2p + κ
2rp). (5.11)
As expected, Im(φN) =
κ2
2
which gives the condition for critical coupling [136]. Sur-
prisingly however, in this case, we have Re(φN) = ±
√
r2p + κ
2rp. Thus for very small
values of rp, the splitting is ∼ 2κ
√
rp as in the active device.
Appendix 5D: Gain dispersion
The material gain in the FDTD simulation is assumed to depend on the light fre-
quency via a Lorentz dispersion model:
εtotal(ω) = ε+
ε′ω20
ω20 − 2iδω − ω2
(5.12)
with ε = 1.452; ω0 = 1.2179 × 1015 rad/s (corresponding to λ = 1546.7 nm); δ =
2×1012 rad/s; ε′ = −4.5×10−7 corresponds to an imaginary index around −4.7×10−5
at resonance.
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Appendix 5E: Asymmetric shift in the transmission peaks
As noted in the discussion associated with Fig. 5.3, the frequency splitting induced
by the scatterer is asymmetric with respect to the center frequency of the microring
resonator in the absence of any scattering. This effect is discussed in Refs. [128? ].
Following a similar line of arrangement, here we present a more quantitative explana-
tion of this observation. To do so, we consider the field distribution associated with the
two standing waves. The particle breaks the continuous rotational symmetry of the
ring, resulting in two standing wave modes. The electric field profiles of these modes
are arranged in a such a way that the particle is located at the antinode of one mode
(Fig. 5.5(a)), and the node of the other (Fig. 5.5(b)). According to the perturba-
tion analysis of Maxwell’s equations [137], the first-order correction to the eigenvalues
(resonant frequencies), of modes |E1,2〉 are given by: ω(1)1,2 ∝ 〈E1,2| V̂P |E1,2〉, where V̂P
represents the perturbation due to the scatterer (variation in geometry and/or refrac-
tive index). If we now consider an ideal limiting case where V̂P can be treated as a
delta function, we find that 〈E2| V̂P |E2〉 = 0 (because |E2〉 = 0 at the location of the
scatterer). Conversely, 〈E1| V̂P |E1〉 is a finite, non-zero quantity. This simplification
illustrates intuitively the reason for the asymmetric shift in the peaks locations.
In reality, the scatterer is not a delta function and its real geometry can be taken
into account by using the formal perturbation analysis [137]. This will still result in
91
(a) (b)
E1 E2
Figure 5.5: A schematic figure (not simulations) that shows the electric
field distribution of standing wave modes of a microring resonator in the
presence of a scatterer. The scatterer is located at the antinode/node of the
two modes |E1,2〉, respectively.
a stronger shift for ω1 than for ω2. We point out that such elaborate perturbation
analysis is not necessary in our current work since our FDTD simulations treat the
effect of the particle non-perturbatively.
Appendix 5F: Reflection from nanoscatterer
In our scattering matrix formalism, the scatterer was quantified via its reflection rp
and transmission tp coefficients, respectively. To extract these parameters for realistic
designs, we used FDTD simulations for the structure shown in the inset of Fig. 5.6.
It consists of a half ring and the scatterer. A ring waveguide mode is launched from
the top in the CW direction and the reflected CCW and transmitted CW waves
are measured at the top (detector D1) and lower (detector D2) ports. Absorbing
boundary conditions are added at these ports to avoid undesired reflections. The
reflection coefficient as a function of the scatterer size is shown in Fig. 5.6. Note
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Figure 5.6: An input wave having wavelength 1550 nm is launched from
the top port of the half ring waveguide. The reflected wave is measured by
a numerical detector (D1) located to the left of the input. Similarly, the
transmission is obtained by D2. A perfectly matched layer (PML) is used to
avoid unphysical reflections.
that, while in the scattering matrix formalism we assumed real values of rp, and that
t2p + r
2
p = 1, we have not made any such assumptions in the FDTD calculations (in
fact, according to FDTD, t2p + r
2
p = 0.988 for a 100 nm scatterer). Despite that, good
agreement between both methods is observed.
This can be understood by noting that for small particle sizes (small compared to the
wavelength of the probe light), the light-particle interaction is well described within
the Rayleigh scattering regime. In this case, the phase of the scattered light (reflected
and transmitted in our case) is not very sensitive to the particle size. This fact was
further analyzed in details in [138] where it was shown that the combined phase of the
reflection and transmission coefficients remains negligible for particle sizes of 100 nm
(see Fig. 2(c) of [138]). By extrapolating to the case where the particle is absent, we
can infer that this imply that the individual phases of the reflection and transmission
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Figure 5.7: (a) Real and imaginary parts of φ+D−φ
−
D for a 30-nm scatterer
as a function of the phase associated with the amplitude reflection coefficient
δ as obtained using scattering matrix formalism. As explained in the text,
the derivative of the curves at δ = 0 indicate that the frequency splitting
is less sensitive to the phase variations than the values of the transmission
peaks themselves. This observation is confirmed by using full wave FDTD
simulations for different scatterer size (Rs) in (b). In these simulations the
phase was varied by changing the location of the mirror.
coefficients are negligible. Even more, in this regime, it was predicted that the actual
shape of the particle does not matter (see section IV.A of Ref. [38]). Even if this small
variation is taken into account in the analytical model, as it turns out the frequency
splitting as expressed by Re[φ+D − φ
−
D] is not very sensitive to this quantity. To see
that, we plot Re[φ+D − φ
−
D] and Im[φ
+
D − φ
−
D] as a function of the phase δ in Fig. 5.7.
In doing so, we use the expression exp(iφ±D) = τ
−1(tp± i
√
r2p − exp(2iφ′)rmκ2rp) and
assume that rp = |rp|eiδ. Clearly,
∂(Re[φ+D−φ
−
D])
∂δ
|δ=0 = 0.
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Thus the frequency splitting is sensitive only to the second order variation of the
phase. Note however, that the derivative of Im[φ+D − φ
−
D] (which indicates the dif-
ferential lasing thresholds at resonant frequencies) is finite. This latter observation
means that the values of the transmission peaks (which depends on distance to the
lasing thresholds at the corresponding frequencies) can be sensitive to the phase. To
confirm these predictions, we have conducted a series of additional numerical stud-
ies for different scatterer sizes. In order to control the phase, we have changed the
mirror location with a resolution of 10 nm as shown in Fig. 5.7. In accord with our
analysis, we observe that the frequency splitting between the peaks is less sensitive
to the change of the mirror position (or equivalently to the resultant additional phase
factor) than the values of the peaks themselves.
Appendix 5G: Temperature sensitivity
In addition to being robust against fabrication errors, our proposed device can also
withstand wide range of temperature variation, which can be quickly checked by
noting that the thermal coefficient of silica dn/dT is around 12 × 10−6 K−1 [139].
Assuming a ring resonator of radius R = 10 µm and a temperature change is ∆T =
20 K. The estimated length L2 +L3 corresponding to φ
′ can be equal to the perimeter
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of the ring, the shift in the value of φ′ is:
∆φ′ =
4π2R dn
dT
∆T
λ
= 0.06, (5.13)
which is very small and does not affect the performance significantly. Note that the
thermal expansion of silica, ≈ 0.5× 10−6 K−1, can be safely neglected.
Thus our analysis shows that a temperature variation within ±20 K around the
optimal operation point can be easily tolerated by our device.
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Chapter 6
Exceptional points-based optical
amplifiers
6.1 Introduction
The quest for new photonic devices and functionalities is currently pushing the limit
for novel design paradigms and material platforms. One of the most fundamental
processes in optical science and engineering is signal amplification. Current ampli-
fication mechanisms include incoherent pumping (atomic or band inversion followed
The content in this chapter was accepted by Physical Review Applied. It can aslo be found at
arXiv:1904.13005
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by stimulated emission) or coherent pumping (such as in nonlinear wave mixing pro-
cesses). Based on their geometry, semiconductors optical amplifiers (OAs) [140, 141]
can be classified into traveling [142] or standing [143] waves devices. The former offers
a larger bandwidth of operation at the expense of the attainable gain values and foot-
print (few millimeters in length). On the other hand, the latter can have larger gain
due to the power recycling in the resonator which allows for a much smaller device
size, suitable for large scale integration. However, the same resonant condition leads
to a very narrow bandwidth. This fundamental limitation pertinent to cavity-based
optical amplifiers (and generally also electronic and microwave amplifiers) is known
as the gain-bandwidth product and is often expressed as: χ =
√
G ·B = const. [144],
where G is the maximum gain and B is the bandwidth (which is usually defined as
full width at half maximum (FWHM) of the power gain curve — here we adopt this
definition). Relaxing this constraint beyond its standard scaling will enable a new
level of integration for high-performance photonic circuits. Going beyond the stan-
dard gain-bandwidth limit has been studied in parametrically driven coupled-mode
systems [145, 146, 147, 148, 149]. There one combines parametric amplification with
frequency conversion processes, which effectively removes the instability introduced
by the amplification process. Such multi-tone setups require well controlled pump-
amplitudes and demand strong external driving, which can be rather challenging for
the operation of the amplifier in terms of its stability. Thus it would be desirable to
develop simpler designs which exhibit improved gain-bandwidth behavior.
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In this chapter, we introduce a new OA scheme based on optical resonators oper-
ating at exceptional points (EPs) – a special type of singularities that arise in non-
Hermitian Hamiltonians when two or more eigenstates coalesce [1, 2, 29, 32]. We
show that the gain-bandwidth product of the proposed device scales differently from
that of standard resonators, which leads to superior performance without requiring
any additional control tones. These predictions are confirmed by performing full-wave
finite-difference time-domain (FDTD) analysis using realistic microring resonator ge-
ometries and material parameters.
6.2 Theoretical analysis
6.2.1 Amplification at diabolic points
To this end, we consider the structure shown in Fig. 6.1. It consists of a microring
resonator coupled to two identical waveguides, one of which is terminated by a mirror
and the other is used as an input/output port. Optical gain is applied to the ring
where the amplification process takes place. In the absence of the mirror, the system
has two independent eigenmodes with identical resonant frequencies ω0: clockwise
(CW) and counterclockwise (CCW); i.e. it operates at a diabolic point (DP). Under
this condition and by using temporal coupled mode theory (TCMT) [150, 151], we
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Figure 6.1: Schematic structure of an optical amplifier (OA) based on
microring resonator working at an exceptional point (EP). The input s1 will
couple into the microring resonator (coupling rate γ) and be amplified by the
pumping gain g. The clockwise mode acw will couple into counterclockwise
mode accw while the opposite is not true because of the mirror at the drop
port. The output s5 will be amplified in this process. Here r is the magnitude
of the field reflection coefficient of mirror and α is the decay rate due to
radiation and material loss.
find the scattering coefficient between the input (s1) and output (s3) ports:
s31 ≡
s3
s1
=
2γ
i(ω − ω0) + 2γ + α− g
, (6.1)
where α is the decay rate due to loss (radiation and material loss excluding those
caused by coupling to the waveguides); γ is the loss rate due to coupling to each
of the two waveguides; g is the applied gain rate and ω is the input signal angular
frequency. From Eq. (6.1), we obtain the following expressions for maximum power
amplification at resonance GDP ≡ |s31(ω0)|2 = 4γ2/(2γ +α− g)2, and the bandwidth
(in terms of angular frequency): BDP = 2(2γ + α− g). The gain-bandwidth product
can then be expressed as χDP =
√
GDP ·BDP = 4γ. The subscript DP here emphasizes
that these quantities are obtained for an OA operating at a DP.
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6.2.2 Amplification at exceptional points
We now investigate the behavior of the same system in the presence of the mirror.
We first do so by using the temporal coupled mode theory:
dacw
dt
= [i(ω0 − ω)− 2γ − α + g]acw +
√
2γs1,
daccw
dt
= [i(ω0 − ω)− 2γ − α + g]accw +
√
2γs3 · reiφ,
s3 = −
√
2γacw,
s5 = −
√
2γaccw,
(6.2)
where we consider s5 to be the output port, acw and accw are the amplitude of the
resonator mode in CW and CCW direction, r is the magnitude of the field reflection
coefficient of the mirror, and exp(iφ) is an additional phase due to reflection and
propagation in the waveguide. In the absence of any input signal, the above system
is described by the following effective coupled mode equations:
i
d
dt
 acw
accw
 = H
 acw
accw
 , H =
 Ω 0
−2iγreiφ Ω
 , (6.3)
where Ω = ω−ω0−i(2γ+α−g). Interestingly, H is a non-diagonalizable Jordan matrix
that features a chiral EP [152], which has also been implemented using nanoscatterers
arrangements [19, 38].
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Under external driving from port s1, the scattering coefficient between input and
output ports is:
s51 ≡
s5
s1
=
4reiφγ2
[i(ω − ω0) + 2γ + α− g]2
. (6.4)
This solution is valid only below the lasing threshold g = 2γ+α. Importantly, the scat-
tering coefficient s51 exhibits a double pole as compared to the single pole in Eq. (6.1).
As we will see shortly, this will have drastic consequences. Under these conditions,
the maximum value of the amplification is GEP ≡ |s51(ω0)|2 = 16r2γ4/(2γ + α− g)4.
On the other hand, the bandwidth is given by BEP = 2F (2γ + α − g) with
F =
√√
2− 1 ≈ 0.64. The subscript EP here emphasizes that these quantities
are obtained when the system operates at a chiral EP. When comparing these results
with those obtained for the DP-based amplifiers, we find that the bandwidth in the
current scenario is reduced by a factor of F , while the gain is enhanced according to
the quadratic relation GEP = r
2G2DP. This leads to:
χEP ≡ G1/4EP ·BEP = 4F
√
rγ. (6.5)
Equation (6.5) is one of the central results of this work. It shows that the gain-
bandwidth product for the EP regime scales differently than for the case of DP. As
we will demonstrate below, this provides superior performance over the standard
amplifier operating at DP. To facilitate the comparison between the two scenarios
(EP vs DP), we set r ≈ 1, which can be achieved in realistic implementations.
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6.2.3 Comparison between amplification at EP and DP
We first consider the case when the two amplifiers based on EP and DP respectively
have the same bandwidth. This occurs for different levels of pumpings related by
g̃EP = F
−1g̃DP + 2(1 − F−1), where g̃ = (g − α)/γ, and α, γ are identical for both
amplifiers but g is different. Under these conditions, the amplification enhancement
factor ηG is:
ηG ≡
GEP
GDP
=
4F 4
(2− g̃DP)2
. (6.6)
The amplification enhancement for identical bandwidth is plotted in Fig. 6.2(a),
together with the pumping relation to achieve identical bandwidth (inset). Above
point p (where g̃DP = 2
√
2F 2 ≈ 1.17), we have ηG > 1, i.e., the EP-based amplifier
outperform the DP one. Notably, the value of the amplification enhancement factor
increases rapidly as the two amplifiers approach the lasing condition at g̃DP = g̃EP = 2.
Next, we consider the situation where both amplifiers have the same maximum am-
plification (GEP = GDP) but different bandwidth. This condition can be met if
g̃EP = 2−
√
2(2− g̃DP). In this case, the bandwidth enhancement factor ηB is given
by:
ηB ≡
BEP
BDP
=
√
2F√
2− g̃DP
. (6.7)
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Figure 6.2: (a) Amplification enhancement for EP-based OA (as compared
with standard DP-based resonators) as a function of their identical band-
width as measured in units of γ. (b) Same as in (a) but for bandwidth
enhancement as a function of the identical amplification. The insets in (a)
and (b) plot the relations between the material gain values that are neces-
sary to achieve identical bandwidth or amplification respectively (see text).
Finally, the squares indicate the parameters used in the full wave simulation
later.
Figure 6.2(b) depicts ηB for increasing power amplification, together with the pump-
ing relations as a function of g̃DP. As before, the critical point p (identical to that
of Fig. 6.2(a)) divides the operation domain into two regimes with ηB < 1 (dashed
line) and ηB > 1 (solid line). Similar to the previous case, the value of ηB increases
rapidly (eventually diverging) close to the lasing condition g̃DP = g̃EP = 2 (not shown
in the figure).
Our discussion clearly demonstrates that operating at an EP can provide superior
performance with very large values of ηG or ηB. However, from a practical perspective,
the operating point should be chosen sufficiently away from the lasing threshold to
avoid noise induced instabilities that can force the system into the lasing regime.
Based on the detailed implementation and noise level, this can pose an upper limit
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on the enhancement factors.
6.3 Implementation and full-wave analysis
We have so far discussed the operation of our proposed EP-based OAs based on the
optical coupled mode theory. In order to confirm these predictions, we explore realistic
implementations by performing two-dimensional (2D) full-wave FDTD simulations
[120]. Particularly, we study a 2D version of the schematic shown in Fig. 6.3. The
geometric and physical parameters are all listed in the figure caption.
Figure 6.3: A schematic diagram of the proposed photonic structure used in
our FDTD simulations. The geometric and material parameters are assumed
to be the following: waveguide width w = 0.25 µm (for both the straight and
the ring waveguides), ring radius R = 5 µm, edge-to-edge distances between
the ring and waveguides d = 0.15 µm. To implement the mirror, we assume
a thin layer of silver with a thickness of 100 nm. The material refractive
index is n1 = 3.47 (corresponding to semiconductor materials such as silicon
or AlGaAs) and the background index is taken to be n2 = 1.44. These values
have been used before in DP-based microring amplifiers. Finally, we model
the applied gain by considering a gain curve with a finite bandwidth.
The transmission of the passive resonators used in our simulations based on DP or
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Figure 6.4: The transmission of the DP-based and EP-based resonators
without any material gain. Then a material gain based on Lorentz model as
discussed in the text was applied to the microring resonator.
EP without any material gain is shown in Fig. 6.4. The operating resonant frequency
is located at f0 = 193.652 THz, with free spectral range (FSR) of 2.58 THz. The
maximum transmission for the DP-based resonator is 0.998, indicating α/γ = 0.002,
which is a small quantity. The maximum transmission for the EP-based resonator
is 0.952, which can be used to deduce the value of reflection coefficient r2 = 0.954
— consistent with the r2 = 0.953 obtained from a direct FDTD simulation test on
reflectivity of the mirror.
In our simulations, the applied material gain has a finite bandwidth as expressed by
the Lorentz model:
ε(ω) = εb +
ε′ω20
ω20 − ω2 − 2iδω
, (6.8)
where εb is the permittivity of background material in the absence of any gain/loss
or dispersion; ω0 is operating resonant frequency of the microring; δ = 10
13 rad/s is
gain curve linewidth; ε′ is a constant. To proceed with the computations, we set the
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Figure 6.5: Full-wave FDTD simulations for EP and DP-based amplifiers
operating close to λ = 1.55 µm and having (a) identical bandwidth; and (b)
identical maximum amplification respectively. The superior performance
larger amplification in (a) and bandwidth in (b) is evident in both cases.
The operating points of both scenarios correspond to the square dots in
Figs. 6.2(a) and (b) correspondingly. Excellent agreement is between the
FDTD results and the coupled mode theory is observed in both cases. The
details of the design parameters used in our simulations are listed in the
text.
value of ε′ for every case and use FDTD to calculate the maximum amplification at
resonant. This quantity can be then used to obtain the normalized gain values g̃DP
and g̃EP (see the formulas for GDP and GEP), which in turn allows us to compare our
FDTD results with Eqs. (6.6) and (6.7).
Figures 6.5(a) and (b) depict the simulation results for the two different scenarios
discussed above, i.e. equal bandwidth or equal maximum amplification. The tuning
of the amplifiers to operate in either of these regimes is done by setting up the
correct gain parameters. Particularly, in the simulations of Fig. 6.5, we used ε′ =
−2.133 × 10−4 for the DP amplifier; ε′ = −2.00194 × 10−4 and ε′ = −1.6198 × 10−4
for the EP amplifiers of Figs. 6.5(a) and (b), respectively. As shown in Fig. 6.5(a),
for fixed bandwidth of 21.2 GHz, a large amplification enhancement factor is achieved
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Figure 6.6: Electric field distributions associated with: (a) DP-based, and
(b) and EP-based amplifier for the resonant frequency when they both have
equal gain (i.e. corresponding to the case of Fig. 6.5 (b)). The inset in (b)
highlights the interference pattern between the CW and CCW components
in the latter case. The legend colors represent the value if the electric field
normalized by the value of the input field.
with ηG = 16.7, corresponding to 12.2 dB. On the other hand, Fig. 6.5(b) shows that
for an equal maximum amplification of 20 dB, the bandwidth in the EP case can
be doubled, ηB = 2.1. These results, which have been obtained by using full-wave
FDTD, are consistent with theoretical values predicted by coupled mode theory and
clearly indicate the potential utility of the proposed structure.
Finally, Fig. 6.6 plots the field distribution for the two cases of DP and EP amplifiers
(corresponding to the structure of Fig. 6.3 without and with the mirror) for the
scenario depicted in Fig. 6.5(b) at resonance. In the EP case, one can observe the
interference pattern that results in due to the coexistence of CW and CCW waves.
Note that minimum of the field (see inset) is not zero, which can be understood by
recalling that the CCW component has larger amplitude (due to amplification) than
the CW component. This can be also confirmed by inspecting the time evolution of
the fields (not shown here).
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6.4 Conclusions
The scaling features of the gain-bandwidth products associated with the geometry
shown in Fig. 6.1 can be understood intuitively by noting that light traverses the
ring twice in the forward and backward directions, which explains gain enhancement.
This observation raises the question of whether one can achieve the same performance
by concatenating two ring resonators. As we discuss in Appendix 6A, this is indeed
possible and gives exactly the same results. Interestingly, even in this latter case,
one can show that the system exhibits a second-order EP, though an unusual one
(see Appendix 6A for detailed discussion). This provides an advantage in terms
of scalability since one can add more microrings to obtain even higher order poles
with far more superior performance. However, from a practical perspective, this
latter design (with concatenated rings) will be more prone to fabrication errors (all
the different ring parameters have to exactly match) and will require more complex
pumping scheme. This is in contrast to the design of Fig. 6.1 which does not suffer
from these problems.
Another possible implementation that can combine the enhanced performance with
the robustness is the S-bend ring resonator, which is also known to provide uni-
directional coupling [153, 154, 155]. As shown in Appendix 6B, the output power
demonstrates similar scaling behavior with that of EP-based OAs with a mirror.
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In conclusion, we have introduced a new design paradigm for optical amplifiers based
on chiral exceptional points. An important feature of the proposed structure is the
unique scaling of its gain-bandwidth product which is different from standard ampli-
fiers, and allows for achieving more gain or larger bandwidth of operation. Mathemat-
ically, these results can be understood by noting that operating at an EP results in a
double pole in the scattering coefficients (as opposed to a single pole in the standard
DP case). Importantly, we have explored realistic implementations using current pho-
tonics technology to implement these amplifiers based on chiral exceptional points (for
completeness, we have also confirmed these conclusions for parity-time-(PT-)based
EP in Appendix 6C).
6.5 Appendix
Appendix 6A: Cascaded amplifiers and exceptional points
In the EP-based amplifier proposed in Fig. 6.1, light travels from port s1 to s3,
gets reflected and travels back to the same input port in the opposite direction. This
intuitive picture can explain the enhacement in the net amplification. It also raises the
question of whether it is possible to achieve the same functionality by concatenating
two ring resonators. By referring to Fig. 6.7(a), it is not difficult to see that this
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Figure 6.7: (a) A cascaded amplifier can achieve the same functionality as
the structure in Fig. 1 with r exp(iφ) = 1, as confirmed in (b) using FDTD.
structure has identical scattering coefficient to that of Fig. 6.1 with r exp(iφ) = 1.
This is also confirmed by using FDTD with ε′ = −2.00194 × 10−4, as shown in Fig.
6.7(b).
At first sight, this may seem surprising but interestingly, the system in Fig. 6.7 also
has a chiral EP since mode acw couples to bccw while the opposite is not true. In fact,
here there is also another chiral EP arising from the unidirectional coupling from bcw
to accw, which would allow the amplifier to work for backward propagating light as
well. Interestingly, this scheme can be used to build amplifiers with higher order EPs
by just cascading as many rings as needed, thus provides a clear advantage in terms of
scalability. In practice, however, this system will be more prone to fabrication errors
since it will require all the rings to have identical parameters within a small margin of
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error (disorder in the coupling parameters will not affect the chiral EP). Additionally,
it will also require a complex pumping scheme and more power consumption to provide
gain to all the rings. On the other hand, the structure proposed in Fig. 6.1 does not
suffer from these problems. Particularly, any variation in the ring parameter will
affect both modes equally which will shift the central frequency but retain the same
gain-bandwidth relation. Additionally, it contains only one ring and thus requires
simpler pumping and less power consumption.
6.5.1 Appendix 6B: S-bend ring resonator
Another possible implementation that can combine the enhanced performance with
the robustness is the S-bend ring resonator shown in Fig. 6.8. This structure is also
known to provide unidirectional coupling [153, 154, 155]. By using the scattering
matrices Sj =
 tj iκj
iκj tj
 (with t2j + κ2j = 1, where j = 1, 2, 3, 4) at each junction
(denoted by the dashed black lines in Fig. 6.8), we obtain the relation between the
electric field amplitudes acw and accw at the beginning and end of each section along
the ring between any two junctions. This, in turn, can be used to calculate the
scattering coefficients. Particularly, when S2 = S4 and S3 = I, where I is the unit
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matrix (i.e. remove the lower waveguide altogether), we obtain
u51 ≡
u5
u1
=
2Γt2κ
2
1κ
2
2 exp(iωτ)
[1− Γt1t22 exp(iωτ)]2
, (6.9)
where Γ = exp[−2πIm(neff)L/λ] is the round trip gain of ring resonator, and
τ = Re(neff)L/c. Here neff is the effective index of ring waveguide mode, L is the
circumference of the ring waveguide and λ is the free space wavelength. The max-
imum amplification (at resonant frequency) and the bandwidth are then found to
be:
GS =
4Γ2t22κ
4
1κ
4
2
(1− Γt1t22)4
,
BS = 2F
1− Γt1t22√
Γt1t2
τ−1.
(6.10)
Consequently, the gain-bandwidth product is given by:
χS ≡ G1/4S ·BS = 2
√
2Fκ1κ2t
−1/2
1 τ
−1, (6.11)
with the right hand side being a constant. This last expression reveals that the
gain-bandwidth product in the S-bend geometry scales in a similar fashion to the
structure shown in Fig. 6.1. From an experimental perspective, one can add the
second waveguide and measure the output from u4, where it can be shown that the
output power demonstrates similar scaling behavior.
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Figure 6.8: The S-bend ring can provide a unidirectional coupling between
CW and CCW mode. This structure is studied with scattering matrices Sj
(j = 1, 2, 3, 4) in the four coupling regions (dashed lines).
Appendix 6C: Amplifiers at EPs in PT symmetric dimers
In order to make the connection between our results here and the work on PT sym-
metry; and at the same time illustrate that the predicted superior performance of
EP-based amplifiers is general and not restricted to the geometry investigated in the
main text, we consider an amplifier based on the archetypal PT symmetric dimer
[1, 2, 7, 8, 9, 11, 12, 52, 156] shown in Fig. 6.9(a). It consists of two identical mi-
crorings coupling with each other with coupling rate κ. Both rings have the same
radiation loss and coupled to identical waveguides with equal coupling coefficients.
Additionally, we assume that the top ring has a material gain g while the lower ring
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has an additional loss factor −g. By using TCMT, we obtain:
dacw
dt
= [i(ω0 − ω)− γ − α + g]acw + iκbccw +
√
2γs1,
dbccw
dt
= [i(ω0 − ω)− γ − α− g]accw + iκacw,
s3 = −
√
2γbccw.
(6.12)
By solving the above system, we obtain the expression for the steady state transfer
function:
s31 ≡
s3
s1
=
−2igγ
i[(ω − ω0) + γ + α]2 + κ2 − g2
. (6.13)
Note that this solution is valid only below the lasing threshold g2 = κ2 +(γ+α)2. The
system exhibits an EP when g = κ. Under this condition, the maximum amplification
is given byGPT = 4g
2γ2/(γ+α)4 while the bandwidth take the valueBPT = 2F (γ+α).
Interestingly, in contrasts to the structure investigated in the main text, here the
bandwidth is independent of the gain. In other words, the gain-bandwidth product
can be made arbitrary large by judicious choice of the design parameters and the
applied gain — a feature that was previously noted for linear microwave amplifiers
based on wave mixing processes [145, 157], though without establishing the connection
with the physics of exceptional points. To illustrate this point, Figure 6.9(b) depicts
a comparison between the three different structures of Fig. 6.1 (with and without
a mirror) and Fig. 6.9(a). Here we choose α ≈ 0 and identical γ for all three
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Figure 6.9: (a) A PT dimer based optical amplifier having an exceptional
point at g = κ. (b) Comparison between the strcuture in (a) and those in
Fig. 6.1 (with and without a mirror) for identical γ and assuming α = 0,
when gPT1 = 1.36γ (dashed green line) and gPT2 = 2.5γ (solid green line).
Clearly, one can increase the amplification of the PT amplifier while at the
same time maintain the same bandwidth. From a practical perspective how-
ever, increasing the amplification requires stronger coupling κ (i.e. smaller
separation between the two rings) which is limited by the fabrication toler-
ance.
devices. The bandwidth of PT-based amplifier is 2Fγ ≈ 1.28γ. This same bandwidth
can be achieved for the other two geometries by setting gDP = (2 − F )γ ≈ 1.36γ
and gEP = γ. When gPT = gDP, the PT system exhibits lower amplification as
shown by the dashed green line in Fig. 6.9(b). However, in theory, the maximum
amplification can be increased indefinitely by increasing gPT without affecting the
bandwidth. For example, by choosing gPT = 2.5γ, the maximum amplification of the
PT structure can significantly surpass that of the other two scenarios while at the
same time maintaining the same bandwidth (solid green line in Fig. 6.9(b)).
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From a practical perspective however, increasing the gain bandwidth product will
require fabricating samples with stronger coupling between the two rings which is
obviously limited by the minimum achievable edge-to-edge separation between the
rings. Additionally, the PT geometry is very sensitive to fabrication errors and tol-
erance as well as uncertainties in the operating conditions such as thermal effects for
instance.
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Chapter 7
Summary
First, we have investigated the maximum possible amplification scales with the power
of the order of the EPs N in the PT phase. Our results provide a valuable insight
into the generic behavior near EPs which may help direct future research in this
field. In addition, our work opens up a new set of intriguing questions that merit
future investigations. For example, do systems having higher order EPs exhibit the
same dynamics locally close to the EPs? In such a case, the power law dependency
discovered here would be universal. However, it is also possible that Hamiltonians
that do not have the form of HN behaves differently. We note however that, to date,
Hamiltonians of the form HN are the only systematic approach to realize arbitrar-
ily higher order EPs in discrete arrangements. Another interesting question is how
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nonlinear interactions come into play when the amplification leads to large intensi-
ties that trigger various nonlinear effects? One of the very important directions with
practical consequences is the problem of laser linewidth near EPs. Whereas a direct
extrapolation from the original work of Petermann [33] predicts a divergent linewidth
at EPs, recent analysis by Yoo et al. [53] demonstrated that the linewidth enhance-
ment is finite. Our work here provides an intuitive framework for understanding the
amplification of noise near EPs and hints that the even larger enhancement factors
should be expected near higher order EPs. It would be of interest to fully develop
this link either by using similar analysis to that of [53] or other statistical methods
[158].
Then, by introducing the concept of PT phase diagram, we revisited the PT phase
transition across EPs and demonstrated that crossing an EP in the parameter space
does not necessarily lead to phase transition. Our work provides a new twist and
a deeper understanding for the physics of non-Hermitian systems near EPs, with
potential implication in various fields such as photonics [2], acoustics [66, 159] and
electronics [22, 108, 160]. Particularly, the recent important work on driving Flo-
quet PT symmetric systems offer a natural platform for confirming our predictions
experimentally [161].
In Chapter 4, the stroboscopic encircling EPs problem was studied and a general for-
malism based on permutation groups and representation theory was introduced. We
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have shown that trajectories that enclose the same EPs starting from the same pa-
rameters and traveling in the same direction, do not necessarily result in an identical
exchange between the states. Instead, this equivalence can be established by invok-
ing the topological notion of homotopy. Our work may find applications in various
fields including the recent interesting work on the relationship between exceptional
points and topological edge states[162, 163]. Finally, we would like to comment on
potential experimental platforms that can be used to observe the effects discussed
here. In principle, any non-Hermitian system where the Hamiltonian parameters can
be controlled is a good candidate.
In Chapter 5 and 6, we proposed a new design paradigm for sensors and optical am-
plifiers that operate at exceptional surfaces as opposed to isolated exceptional points.
This new paradigm provides more degrees of freedom that can be exploited to com-
bine a certain degree of robustness against fabrication tolerance together with the
enhanced sensitivity associated with exceptional points. In the application of opti-
cal amplifiers, the proposed structure provides unique scaling of its gain-bandwidth
product which is different from standard amplifiers, and allows for achieving more
gain or larger bandwidth of operation. Our results open the door for building a new
generation of on-chip optical devices with superior performance, which can prove
beneficial for both classical and quantum optics applications. Finally, we emphasize
that our proposed scheme can be directly mapped into other physical systems such
as microwaves and acoustics.
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