By a trivial zero of an L-function one usually means a zero which is forced on the L-function by its functional equation. For example the negative even integers are trivial zeros of the Riemann zeta function, because the functional equation shows that Γ(s/2)ζ(s) is holomorphic at these points while Γ(s/2) has simple poles there. Here we shall be concerned with possible trivial zeros at s = 1 of twisted L-functions of an elliptic curve, the twists being self-dual Artin representations of the Galois group of a division tower of the curve. The reason for restricting attention to selfdual representations is that the conjectural functional equation then relates the L-function to itself, so that the issue of trivial zeros arises at s = 1 and reduces to a root number calculation as in Greenberg [8] or Howe [9] . The point of the present note is that we carry out the calculation in a case where the Galois representation on the Tate module is not surjective. More precisely, we assume that the image of the Galois group of the first layer of the tower is contained in a Borel subgroup. Other hypotheses on the image of this Galois group -for example, that it is contained in the normalizer of a Cartan subgroup, or that it is of projective type A 4 , S 4 , or A 5 -may also be worth investigating but will not be treated here.
To focus on the case at hand, fix a number field F , an algebraic closure F of F , an elliptic curve E over F without complex multiplication, and an odd prime p, and let ρ : Gal(F /F ) → GL(2, Z p ) be the representation determined up to isomorphism by the p-adic Tate module of E. We write Γ for the image of ρ, R for the fixed field of its kernel, and T for the set of isomorphism classes of continuous irreducible complex representations τ of Gal(F /F ) which factor through Gal(R/F ) and are self-dual. Given an isomorphism class [τ ] ∈ T one defines the associated tensor-product L-function L(s, E, τ ) and root number W (E, τ ) as in [4] , [18] , [1] , [10] , and [11] . We shall be concerned with W (E, τ ) only under the following two assumptions, which are henceforth always in force:
• The reduction of Γ modulo p is contained in a Borel subgroup of GL(2, F p ).
• Suppose that v is a finite place of F at which E has potential good reduction. If either p = 3 or v lies over p then E attains good reduction at v over an abelian extension of F . We note that the second condition is automatically satisfied if p 5 and E has good reduction at the places of F over p. Typeset by A M S-T E X for [τ ] ∈ T with dim τ > 1.
Thus if j(E) is integral then for [τ ]
∈ T with dim τ > 1 the root number W (E, τ ) is independent of τ and in fact depends only on the congruence class of p [F :Q] mod 4. We now ask whether it is possible to remove the hypothesis that E has potential good reduction. Here is an example in which this hypothesis is no longer satisfied but the conclusion is even starker than in Theorem 1: Example 1. (Cf. Coates and Sujatha [2] , p. 832, Example 4.8.) If F = Q, p = 5, and E is the curve 150A1 of Cremona's table [3] then W (E, τ ) = 1 for all [τ ] ∈ T . An equation for E is y 2 + xy = x 3 − 3x − 3, and j(E) = −24389/12, N (E) = 2 · 3 · 5 2 , and ∆(E) = −2 2 · 3 · 5 3 . (As usual, N (E) and ∆(E) denote the conductor and minimal discriminant of E.)
On the other hand, the next example shows that we cannot simply omit the hypothesis of Theorem 1 without altering the conclusion in some way.
Example 2. (Cf. Coates and Sujatha [2] , p. 831, Example 4.7.) If F = Q, p = 7, and E is the curve 294B1 of [3] then W (E, τ ) = −1 for most [τ ] ∈ T , but there is a sparse infinite family of exceptional [τ ] for which W (E, τ ) = 1. In this case E is given by the equation y 2 + xy = x 3 − x − 1, and j(E) = −2401/6, N (E) = 2 · 3 · 7 2 , and ∆(E) = −2 · 3 · 7 2 .
As it stands, Example 2 is an imprecise statement. To eliminate the imprecision we impose a filtration on T and describe its growth. For n 1 let ρ n and Γ n be the reduction modulo p n of ρ and Γ respectively. Write R n for the fixed field of the kernel of ρ n and define T n to be the subset of T consisting of isomorphism classes [τ ] such that τ factors through Gal(R n /F ). The quantity ϑ n =
[τ ]∈Tn dim τ will serve as our measure of the size of T n . Its asymptotic behavior is controlled by a constant w defined as follows. Let ρ and ρ n denote the projective representations associated to ρ and ρ n , and let Γ ⊂ PGL(2, Z p ) and Γ n ⊂ PGL(2, Z/p n Z) be their respective images. Then w = |Γ 1 |. We also put b = |Γ 1 ∩ {±1}|, where in its second occurrence, 1 denotes the 2 × 2 identity matrix.
Theorem 2.
If w is even then ϑ n ∼ a · p 2n for some constant a > 0. If w is odd then ϑ n = b for all n.
The constant a in Theorem 2 depends on E only through Γ; indeed the theorem itself is purely group-theoretic. We shall actually prove a more precise statement (see Proposition 6) , but for the moment we merely point out that w is automatically even if F has at least one real place, because any complex conjugation in Gal(F /F ) is sent by ρ 1 to a nonscalar involution (recall that an involution in a group is simply an element of order two). It follows in particular that w is even if F = Q. Thus ϑ n ∼ a · p 2n in Example 2, and our claim that the exceptional [τ ] in Example 2 are "sparse" is now superseded by the following general statement.
2 Let T ± n be the set of [τ ] ∈ T n for which W (E, τ ) = ±1, and put ϑ
Also put
, and write − for the sign opposite to .
Since ϑ n = ϑ + n + ϑ − n , we deduce: Corollary 1. If w is even then ϑ n ∼ ϑ n .
To return to the theme of trivial zeros, let T * n denote the set of all isomorphism classes -not just the self-dual classes -of continuous irreducible complex representations of Gal(F /F ) which factor through Gal(R n /F ). Then the L-function of E over R n has the factorization
whence (granting the analytic continuation to s = 1)
Now if we restrict the summation on the right-hand side to [τ ] ∈ T − n and replace ord s=1 L(s, E, τ ) by 1 then we obtain ϑ − n , which therefore coincides with the contribution of trivial zeros to ord s=1 L(s, E/R n ).
Indeed if [F : Q] is odd then F has a real place, whence w is even. Theorem 3 and Corollary 1 are then in force, giving ϑ Organization of the paper. After proving Theorems 1, 2, and 3 we will revisit Examples 1 and 2. The point of doing so is that neither example is fully elucidated by our theorems: The theorems give ϑ + n ∼ ϑ n in Example 1 and ϑ In spite of what the heading might suggest, the arguments in this section are as essential to the proof of Theorem 3 as they are to the proof of Theorem 1. In fact the assumption that E has potential good reduction comes into force only in the final sentence. Until then we use only our two standing assumptions about E, namely that Γ 1 is contained in a Borel subgroup of GL(2, F p ) and that at places of potential good reduction which lie over p (and at all places of potential good reduction if p = 3) E acquires good reduction over an abelian extension of F . The hypothesis that E does not have complex multiplication is also a part of our framework but is not needed in the proof of Theorem 1.
Let U denote the subgroup of GL(2, Z p ) consisting of matrices which reduce modulo p to an upper triangular unipotent matrix. We also write M for the additive group of 2 × 2 matrices over Z p and put K(n) = 1 + p n M (n 1), so that K(n) is the kernel of reduction modulo p n on GL(2, Z p ).
Lemma.
If p 5 then U has no nontrivial elements of finite order.
Proof. It is a standard remark that K(n) has no nontrivial elements of finite order. But if u ∈ U then u p ∈ K(1), so it suffices to see that U has no nontrivial elements of order p. If on the contrary u is such an element then there is an eigenvalue ζ of u which is a primitive pth root of unity and therefore of degree p − 1 over Q p . On the other hand, ζ satisfies the characteristic polynomial of u, which is a polynomial of degree 2 over Q p . Hence p − 1 2, a contradiction.
Remark. The lemma fails for p = 3: the matrix
is a counterexample. Now let B be the subgroup of GL(2, Z p ) consisting of matrices which are upper triangular modulo p, or in other words which reduce modulo p to the standard Borel subgroup of GL(2, F p ). By assumption, there is an element g 1 ∈ GL(2, F p ) which conjugates Γ 1 into the standard Borel subgroup, and if g ∈ GL(2, Z p ) is any lift of g 1 then g conjugates Γ into B. Hence after replacing ρ by an equivalent representation we may assume that Γ is itself a subgroup of B. For the proof of the following proposition we also observe that B/U is isomorphic to the subgroup of diagonal matrices in GL(2, F p ) and is therefore abelian. Proposition 1. Let v be a finite place of F at which E has potential good reduction. There is an abelian extension K of F over which E attains good reduction at v.
Proof. If p = 3 or v lies over p then the proposition holds by assumption. Henceforth we assume that p 5 and that the residue characteristic of v is not p. Let K ⊂ F be the fixed field of ρ −1 (U ). Then Gal(K/F ) is isomorphic to a subgroup of B/U and is therefore abelian. If I is the inertia subgroup of Gal(F /K) at a place of F above v then ρ(I) is finite by the criterion of Néron-Ogg-Shafarevich, hence trivial by the lemma. It follows that E has good reduction over K at v.
Given an arbitrary place v of F , let F v denote the completion of F at v and F v an algebraic closure of F v containing F ; write W(F v /F v ) for the local Weil group. We shall use Proposition 1 to derive a property of the representation σ E/Fv 4 of W(F v /F v ) associated to E (cf. [10] , p. 147). The property at issue involves one-dimensional characters, about which two remarks are in order. The first remark is that the word character will often be used to mean onedimensional character, even though the character tr τ associated to a representation τ of dimension > 1 will also make an occasional appearance. The trivial onedimensional character of any group will be denoted simply 1.
The second remark is number-theoretic. Let F ab v be the maximal abelian extension of F v inside F v , and write
is the abelianization -via the formula
For example, let ω v be the unramified character of F × v sending the inverse of a uniformizer of F v to q v , the order of the residue class field of F v . Then ω v also denotes the unramified character of W(F v /F v ) sending a Frobenius element to q v . Proposition 2. Let v be a place of F where E has potential good reduction. Then
Proof. The argument is the same as the one at the bottom of p. 331 of [11] , but we review it briefly to show that the restriction in [11] 
is two-dimensional, semisimple, and of trivial determinant.
If v is a finite place of F at which E has potential good reduction then χ v will henceforth denote a character as in Proposition 2. Since χ v could be replaced by χ
there is an arbitrary choice here, but it is harmless for our purposes. There is also a character associated to every finite place v of potential multiplicative reduction, namely the unique character χ v of F 
where the three products run respectively over the real places of F , the finite places of F , and the finite places of F where E has potential multiplicative reduction.
Proof. By definition,
where v runs over the places of F and W (E/F v , τ v ) is defined as in [11] , p. 329, formula (3.1). We will assemble formulas for the factors W (E/F v , τ v ) and then insert them into (1.2). First of all, if v is an infinite place then
(cf. [11] , p. 329, Theorem 2, part (i)). Next suppose that v is a finite place where E has potential multiplicative reduction. Then
(cf. [11] , p. 329, Theorem 2, part (ii)). Finally, if v is a finite place where E has potential good reduction then
because in the case of potential good reduction σ E/Fv is identifiable with the representation σ E/Fv of the Weil-Deligne group W (F v /F v ) which figures in formula (3.1) of [11] . Furthermore, since W ( * ) is insensitive to twists by real powers of ω v we can combine (1.5) with Proposition 2 to obtain
The proposition is now a consequence of (1.2), (1.3), (1.4), (1.6), and the following remark: If det τ is regarded as an idele class character of F via the global counterpart to (1.1) then det τ is trivial on the principal idele −1. Indeed this remark gives
the second equality being an instance of (1.1).
The following lemma will enable us to evaluate the quantities (−1) (r1+r2) dim τ , det τ (c v ), and χ v (−1) dim τ appearing in Proposition 3 for most τ ∈ T . A subgroup of a group G is central if it is contained in the center of G.
Lemma. Let G be a finite group, Q a central subgroup, and τ an irreducible selfdual complex representation of G of dimension > 1. If there is a normal subgroup P of G of odd order such that G/(P Q) is cyclic then dim τ and [G : Q] are even and det τ (c) = (−1)
[G:Q]/2 for every involution c ∈ G with c / ∈ Q.
Proof. We prove the lemma in six steps. If H is a subgroup of G then ind G H and res G H denote the associated induction and restriction functors.
Step 1. The group G/P is abelian.
Indeed (P Q)/P is a central subgroup of G/P with cyclic quotient.
Step 2. There is a proper subgroup H of G containing P Q and a representation ξ of H such that τ ∼ = ind G H ξ. Let V be the space of τ and V = W 1 ⊕ W 2 ⊕ · · · ⊕ W r the decomposition of res G P τ into isotypic subspaces for P . Since τ is irreducible the group G/P permutes the spaces W i transitively, so τ is induced from the stabilizer H of W 1 in G. Furthermore H contains Q because res G Q τ is scalar by Schur's lemma. It remains to see that H is a proper subgroup of G, or in other words that r > 1.
Suppose on the contrary that r = 1. Then res G P τ is the direct sum of some number m 1 of copies of an irreducible representation π of P . If π = 1 then τ factors through G/P , and since dim τ > 1 this contradicts the fact that an irreducible representation of an abelian group (Step 1) is one-dimensional. If π = 1 then the fact that the character tr π = m −1 tr τ |P is real-valued is also a contradiction, because a finite group of odd order has no nontrivial irreducible self-dual representations.
Step 3. The subgroup P can be chosen to satisfy [G :
n with n 1. By Step 1, G/P has a unique complement to its Sylow 2-subgroup. Let P be the inverse image of this complement in G. After replacing P by P we may assume that [G : P ] (hence also [G : P Q]) is a power of 2. If we write [G :
n with n 0 then actually n 1, because H in Step 2 is a proper subgroup of G.
Step 4. Both [G : Q] and dim τ are even.
That [G : Q] is even follows from Step 3, while Steps 2 and 3 together give dim τ = [G : H] dim ξ = 2 m dim ξ with 1 m n.
Step 5. A reduction: Let P and n be as in Step 3, and suppose that c ∈ G is an involution with c / ∈ Q. To prove the stated formula for det τ (c) we may assume without loss of generality that there is an element g ∈ G of order 2 n such that gP Q generates G/(P Q).
Put G = G/Q 2 , P = (P Q 2 )/Q 2 , and Q = Q/Q 2 . Since res G Q τ is both scalar and self-dual, it maps each element of Q to scalar multiplication by ±1. Hence τ factors through G to give an irreducible self-dual representation τ of G . Furthermore, if c denotes the image of c in G then c is an involution, c / ∈ Q , and det
The gain here is that Q has exponent dividing 2. So returning to G, P , Q, c, and τ , we may assume that Q 2 = {1}. Now choose g ∈ G so that gP Q generates G/(P Q). Then the order of g is divisible by 2 n , and after replacing g by an odd power we may assume that the order of g is a power of 2. In fact since P has odd order we see that g 2 n ∈ Q, whence the order of g is either 2 n or 2 n+1 . Let g denote the subgroup generated by g. Then the group S = g Q is a Sylow 2-subgroup of G, and if g has order 2 n+1 then the involutions in S are precisely the elements of Q. In view of the conjugacy of Sylow 2-subgroups and the centrality of Q we deduce that if the order of g is 2 n+1 then all involutions in G belong to Q, contradicting the existence of c. Therefore g has order 2 n .
Step 6. If c ∈ G Q is an involution then det τ (c) = (−1)
. We remark at the outset that det τ is trivial on P Q. Indeed as τ is self-dual so is det τ ; thus (det τ ) 2 = 1 and consequently the restriction of det τ to the odd-order group P is trivial. On the other hand, res G Q τ is both scalar and self-dual, whence for any q ∈ Q we have det τ (q) = (±1) dim τ , which is 1 by Step 4. We shall use a standard formula for the determinant of an induced representation (cf. [7] or [4] , p. 508). With H and ξ as in Step 2, write sgn G/H for the determinant of the permutation representation of G on the cosets of H. Also let trans G H denote the transfer from G ab to H ab (the superscript "ab" indicates the quotient of the given group by its commutator subgroup). Then
where det τ and sgn G/H are viewed as characters of G ab and det ξ as a character of H ab .
To compute det τ (c) we consider cases according as c ∈ H or c / ∈ H. Suppose first that c ∈ H. Since c / ∈ P Q (else c = c |P | ∈ Q) we see that P Q H and hence that P Q H G. Therefore n 2 in Step 3. Thus 4|[G : Q] and we must show that det τ (c) = 1. Now we have already remarked that det τ is trivial on P Q, so it suffices to see that det τ (c ) = 1 for some c ∈ cP Q. Furthermore sgn G/H factors through G/H and so in particular is trivial on cP Q. Hence by (1.7) it suffices to see that trans G H (c ) = 1 for some c ∈ cP Q. Let g be as in
Step 5, and put
The cosets cP Q and hP Q both generate the unique subgroup of order 2 in G/(P Q), hence they coincide: In other words we may take c = h. Write [G : H] = 2 m with m 1. Then the elements g i (0 i 2 m − 1) form a set of representatives for the distinct cosets of H in G. Since h is a power of g and m 1 we have
which gives the desired result trans G H (h) = 1. Next suppose that c / ∈ H. Since τ is induced from H and H is normal in G it follows that tr τ (c) = 0. To make efficient use of this fact we will use, in preference to (1.7), an easily verified formula for the determinant of an involution:
Now as G/(P Q) is a cyclic group of order 2 n , its nontrivial subgroups all contain the unique element of order two, namely cP Q. Hence the fact that c / ∈ H means that H/(P Q) is trivial, in other words H = P Q. Thus dim τ = [G : P Q] dim ξ. As [G : P Q] is even and differs from [G : Q] by an odd factor we deduce that dim τ ≡ [G : Q] dim ξ modulo 4, whence the exponent of −1 on the right-hand 8 side of (1.8) can be replaced by [G : Q](dim ξ)/2 (recall that tr τ (c) = 0). Thus to complete
Step 6 it suffices to verify that dim ξ is odd. But ξ is irreducible (for it induces τ ), hence so is res H P ξ (because H = P Q and res H Q ξ is scalar). Thus dim ξ divides |P |, which is odd.
Before applying the lemma we introduce some notation. Let A and Z denote respectively the subgroups of diagonal matrices and of scalar matrices in GL(2, Z p ), and write A n , B n , U n , and Z n for the images of A, B, U , and Z in GL(2, Z/p n Z). To avoid confusion, the reader should note that the notations A and Z are consistent with Lie-theoretic notational conventions, but the notations B and U only partially so: B and U are not the standard Borel and unipotent subgroups of GL(2, Z p ) but merely the inverse images in GL(2, Z p ) of such subgroups of GL(2, F p ).
We also recall the notation w = |Γ 1 |. It is convenient to set w n = |Γ n | for n 1, so that w = w 1 . Then (1.9) w n ≡ ±w (mod 4), because the order of the kernel of reduction PGL(2, Z/p n Z) → PGL(2, Z/pZ) is p 3n−3 and hence odd. Proof. Choose n so that τ ∈ T n , put G = Gal(R n /F ), and view τ as a representation of G. We may likewise view ρ n as a representation of G and in fact as an isomorphism of G onto Γ n ⊂ B n . Since U n is normal in B n and of p-power (hence odd) order it follows that the subgroup
Indeed if ρ n (g) = uz with g ∈ G, u ∈ U n , z ∈ Z n , and z p−1 = 1 (this last condition being satisfied once we replace u and z by uz
defines an embedding of G/(P Q) into the group B n /(U n Z n ) ∼ = A 1 /Z 1 , which is isomorphic to F × p and hence cyclic. It follows that G/(P Q) is cyclic also. The lemma now implies that dim τ and [G : Q] are even. But ρ n induces an isomorphism of G/Q onto Γ n , so [G : Q] = w n , and thus w is even by (1.9). As for det τ (c v ), recall that we are viewing τ as a representation of G. If we likewise treat the involution c v ∈ Gal(F /F ) as an element of G then c v / ∈ Q, because ρ(c v ) has eigenvalues 1 and −1 (hence trace 0) and so does not reduce to a scalar matrix mod p n . The formula for det τ (c v ) now follows from (1.9) and the lemma.
Proof. Propositions 3 and 4 give
so it suffices to see that wr 1 and (p − 1) [13] , p. IV-11). However apart from this point the proof of Theorem 2 has nothing to do with elliptic curves. In fact one step of the argument forces us to reformulate Theorem 2 so as to eliminate any reference to E. This is the purpose of Proposition 6 below, in which Γ is simply an open subgroup of GL(2, Z p ) contained in B. As usual, a subscript n on an element or subset of GL(2, Z p ) denotes reduction modulo p n . In particular, Γ n is the reduction of Γ modulo p n . Also Γ n is the image of Γ n in PGL(2, Z/p n Z). Put w = |Γ 1 | and b = |Γ 1 ∩ {±1}|. As before, A and Z denote the subgroups of diagonal and of scalar matrices in GL(2, Z p ).
Throughout this section, representation means complex representation. Given a finite group G, we put
where the sum runs over isomorphism classes [τ ] of irreducible self-dual representations τ of G.
Proposition 6. The asymptotic behavior of ϑ(Γ n ) is as follows:
In the application to elliptic curves Gal(R n /F ) ∼ = Γ n , so ϑ n = ϑ(Γ n ) and Theorem 2 follows from Proposition 6.
We begin the proof of the proposition by fixing a Sylow 2-subgroup S 1 of Γ 1 . Then S 1 is a 2-subgroup of B 1 , hence conjugate in B 1 to a subgroup of A 1 (for A 1 contains a Sylow 2-subgroup of B 1 ). It follows in particular that S 1 is abelian. 10
More generally, for n 1 let us define Sylow 2-subgroups S n of Γ n so that reduction mod p n gives isomorphisms S n+1 ∼ = S n . This is possible because the reduction map Γ n+1 → Γ n is surjective with kernel of p-power order: Hence any choice of S n+1 reduces mod p n to a conjugate of S n , and the inverse conjugation can then be lifted to Γ n+1 . We put S = lim ← − S n ⊂ Γ, so that S ∼ = S n for all n. A similar remark pertains to the quantity b. If b = 2 then γ ≡ −1 mod p for some γ ∈ Γ, and since Γ is closed in GL(2, Z p ) it follows that the limit Proof. Let Z n the Sylow 2-subgroup of Z n ∩ Γ n and Z n its unique complement, so that Z n ∩ Γ n = Z n × Z n . If w is odd then so is the quantity w n = |Γ n | (cf. (1.9), which is still valid in the present context) and therefore |Γ n /Z n | is odd too. Hence H 2 (Γ n /Z n , Z n ) = 0, and consequently
With respect to this decomposition any irreducible representation τ of Γ n has the form of an external tensor product, τ ∼ = π ψ, with irreducible representations π and ψ of Γ n /Z n and Z n respectively. Furthermore, τ is self-dual if and only if π and ψ are. But Γ n /Z n has odd order, so a self-dual π is trivial. Furthermore, Z n is cyclic of order 2 m for some m, so ψ is one-dimensional, and ψ is self-dual if and only if ψ 2 = 1. The number of such ψ is 1 or 2 according as m = 0 or m > 0, and these conditions are equivalent to b = 1 and b = 2 respectively.
Henceforth we assume that w is even. For a finite group G define quantities ϑ orth (G) and ϑ symp (G) by restricting the summation in (2.1) to orthogonal and symplectic τ respectively. Then
On the other hand, the Frobenius-Schur theorem gives
where FS(G) is the number of solutions x ∈ G to the equation x 2 = 1 (cf. [15] , p. 110, Ex. 13.11). To compute ϑ(Γ n ) we first compute FS(Γ n ).
Let C be the set of nonscalar involutions in S. Then the image of C under reduction modulo p n is the set of nonscalar involutions in S n . In particular, Γ 1 contains a nonscalar involution if and only if C = ∅, so that cases (b) and (c) of Proposition 6 correspond respectively to C = ∅ and C = ∅. We claim that
where Conj(c n ) denotes the conjugacy class of c n in Γ n . Before verifying (2.5), we remark that the sum on the right-hand side has at most two terms. Indeed we have seen that S is isomorphic to a subgroup of A 1 (via an isomorphism sending −1 to −1), so it suffices to observe that A 1 has just two nonscalar involutions: they are ι 1 and −ι 1 , where we define ι ∈ A by (2.6) ι = 1 0 0 −1 .
It should be added that ι n and −ι n are nonconjugate in B n , so that if |C| = 2 then the two elements of C are a fortiori nonconjugate in Γ n . We can now verify (2.5). The number of scalar solutions to x 2 = 1 in Γ n is b, and if x ∈ Γ n is a nonscalar solution then by the Sylow theorems x is conjugate to a nonscalar involution in S n . In other words x ∈ Conj(c n ) for some c ∈ C, and in fact for a unique c by virtue of the remark at the end of the previous paragraph. This completes the proof of (2.5).
Lemma. Let c be a nonscalar involution in GL(2, Z p ). Then there is an element g ∈ GL(2, Z p ) such that the centralizer of c n in GL(2, Z/p n Z) is g n A n g −1 n for n 1. Proof. Let us identify a linear automorphism of Z 2 p with its matrix relative to the standard basis. Then Z 2 p is the direct sum of the respective images of (1 + c)/2 and (1 − c)/2, which are both nonzero submodules and therefore both free of rank one. Hence there is an element g ∈ GL(2, Z p ) such that c = gιg −1 with ι is as in (2.5), and then c n = g n ι n g −1 n for all n. An elementary calculation shows that the centralizer of ι n is A n , whence the centralizer of c n is g n A n g −1 n . Recall that M denotes the additive group of 2 × 2 matrices over Z p and that
Since Γ is open in GL(2, Z p ) there is an integer n 0 1 such that Γ contains K(n 0 ). Proposition 8. If C = ∅ then there is a constant a > 0 such that
Proof. The second statement is immediate from (2.5). Suppose now that c ∈ C is given. We will show that there is a constant a(c) > 0 such that
if n is sufficiently large. In view of (2.5) this will prove the proposition. As noted above, there is an integer n 0 1 such that Γ contains K(n 0 ). Thus for n n 0 we can write
On the other hand, let Cent(c n ) denote the centralizer of c n in Γ n . We claim that there is a constant a 1 > 0 such that
for n sufficiently large. Verification of the claim will complete the proof, for (2.8) and (2.9) give (2.7) with a(c) = a 0 /a 1 . By the lemma there exists g ∈ GL(2, Z p ) such that
for all n 1. Let D ⊂ M be the additive group of 2 × 2 diagonal matrices over Z p , and let D n be the reduction of D modulo p n . If n n 0 then Γ n contains the image of K(n 0 ) in GL(2, Z/p n Z), and consequently Cent(c n ) contains
n . Now reduction modulo p n0 defines a map
and it follows from (2.10) that r n is an embedding. Since r n+1 factors through r n while Cent(c n0 ) is a finite group we deduce that if n is sufficiently large then the image of r n is independent of n. Thus if n is sufficiently large then the first factor on the right-hand side of the equation
is a constant a 2 independent of n. Since the second factor is p 2(n−n0) we obtain (2.9) with a 1 = a 2 p −2n0 .
Part (b) of Proposition 6 is now a consequence of (2.3), (2.4), Proposition 8, and the following result:
Proposition 9. If C = ∅ then every irreducible self-dual representation of Γ n is orthogonal.
As with so many other arguments involving the Schur index, the proof of Proposition 9 is a reduction to a statement about hyperelementary subgroups. More specifically, we shall reduce Proposition 9 to a statement about subgroups H which are R-elementary at 2, or in other words which have the form H ∼ = O T with a 2-group T and a cyclic group O of odd order satisfying the following condition: Given elements o and o of O conjugate in H, we have o = o or o = o −1 (cf. [5] , p. 71). It follows from the Brauer-Witt theory of virtual characters that if a finite group G has an irreducible symplectic representation then there is a subgroup H of G which is R-elementary at 2 and has an irreducible symplectic representation also; cf. [5] , p. 85, (16.1). (To deduce our assertion from [5] , note that a character ξ is symplectic if and only only if its Schur index m R (ξ) with respect to R is 2. Furthermore, a group H is C-elementary at 2 provided it is a direct product O × T with O and T as above. Hence such a group is also R-elementary at 2.)
In the following proposition we fix n 1 and put G = Γ n /W 2 with W = S n ∩Z n . If τ is an irreducible self-dual representation of Γ n then τ |W is scalar multiplication by a character W → {±1}. Hence τ factors through G and it suffices to prove Proposition 9 with Γ n replaced by G. The previous paragraph provides a further reduction to the following statement: 13
Proposition 10. Assume that C = ∅, and let H be a subgroup of G which is Relementary at 2. Then every irreducible self-dual representation of H is orthogonal.
Proof. Write H = O T as above. Since S n /W 2 is a Sylow 2-subgroup of G there exists g ∈ G such that gT g −1 is contained in S n /W 2 , and after replacing H by gHg −1 we may assume that T itself is contained in S n /W 2 . In particular, T is a subquotient of S n and is therefore abelian. Hence if the semidirect product O T is actually direct then H is abelian and the proposition follows. We may therefore assume that the map f : T → Aut(O) underlying the semidirect product is nontrivial. Furthermore, since O is cyclic an automorphism of O is determined by its effect on a generator. We conclude that the image of f consists of two elements: the identity and the automorphism o → o −1 . Put K = Ker f ; then [T : K] = 2. Suppose now that τ is an irreducible self-dual representation of H. If dim τ = 1 then the orthogonality of τ is immediate, so suppose that dim τ > 1. Then the fact that H is a semidirect product O T with O and T abelian implies that we can write τ as an induced representation of the form τ = ind H I ξ, where I is a proper subgroup of H containing the centralizer of O in H and ξ is a one-dimensional character of I (cf. [15] , p. 62, Prop. 25). But the centralizer of O in H is precisely the subgroup O × K of index 2 in H.
We claim that there is an involution t ∈ T which represents the nonidentity coset of K in T and hence also the nonidentity coset of I in H. Granting this claim temporarily, we complete the proof of the proposition as follows. Let sgn H/I be the permutation representation of H on the cosets of I, and let trans .7)). Furthemore sgn H/I (t) = −1 (because t represents the nontrivial coset of I in H) and trans H I (t) = trans T K (t) = 1 (because in addition, t is an involution). Therefore det τ (t) = −1. Since a symplectic representation has trivial determinant we conclude that τ is orthogonal.
It remains to prove the claim. We will show more generally that any t ∈ T K is an involution. Since T ⊂ S n /W 2 by assumption, given t ∈ T K we can write t = s n W 2 with s ∈ S, where s n is the reduction of s modulo p n . Note in particular that the order of s is a power of 2. We must show that s 2 n ∈ W 2 . Choose y ∈ Γ n so that yW 2 is a nonidentity element of O. Then yW 2 has odd order > 1, and after replacing y by y 2 m for some integer m 0 we may assume that y itself has odd order > 1. Now as t / ∈ K the automorphism f (t) is not the identity, and therefore s n ys
But W is a central 2-group, whereas y has odd order, so we get s n ys
where y − y −1 is now viewed as a nonzero element of the additive group M n of 2 × 2 matrices over Z p n .
Let ν 0 be the integer n−1 for which y−y −1 ∈ p ν M n but y−y −1 / ∈ p ν+1 M n . Put X = p ν M and define a Z p -linear automorphism Ad(s) of X by Ad(s)(x) = sxs −1 for x ∈ X. Then Ad(s) modulo p is an F p -linear automorphism of X/pX, and according to (2.11 ) the image of y −y −1 under the natural map p ν M n → X/pX is a nonzero eigenvector of Ad(s) mod p with eigenvalue −1 mod p.
On the other hand, s is an element of Γ of 2-power order, and it is nonscalar (else Ad(s) is the identity). Hence s is semisimple with distinct eigenvalues, say ω, ω , both roots of unity of 2-power order. It follows that the eigenvalues of Ad(s) are ω −1 ω , (ω ) −1 ω, and 1 (with multiplicity 2). Reducing the characteristic polynomial of Ad(s) mod p we see that one of these eigenvalues is congruent to −1 mod p. It may appear a priori that the congruence should be taken modulo p, the maximal ideal of the ring of integers of an algebraic closure of Q p , but it is easy to see directly that ω, ω ∈ Q p , and this will actually follow from the remainder of the argument. In any case, since 1 ≡ −1 mod p we deduce that ω ≡ −ω, and the congruence can be replaced by an equality because reduction mod p is injective on roots of unity of order prime to p. Now s ∈ S by construction, and by hypothesis there is also a nonscalar involution c ∈ S. As S is abelian it follows that s (with eigenvalues ω and −ω) and c (with eigenvalues 1 and −1) are simultaneously diagonalizable. Regardless of the order in which each pair of eigenvalues is listed, we deduce that the element sc ∈ S is scalar and that (sc) 2 = s 2 . Thus s n c n belongs to the subgroup
Remark. As far as the application to elliptic curves is concerned, if the base field F has at least one real place then C = ∅ and hence the proof of Theorem 2 is completed by Proposition 10.
It remains to prove part (c) of Proposition 6. We have seen that b = |Γ∩{±1}| = |Γ n ∩ {±1}| for all n 1, and the same argument (with p replaced by a power of p in (2.2)) shows that |S ∩ Z| = |S n ∩ Z n |. Hence the isomorphism S → S n afforded by reduction modulo p n determines an isomorphism S/(S ∩ Z) → S n /(S n ∩ Z n ), and since w is even we can choose an element s ∈ S such that s 2 ∈ Z but s / ∈ Z. Furthermore s 2 = 1 because C = ∅. The eigenvalues of s are then ω and −ω for some 2-power root of unity ω = ±1. We claim that ω ∈ Q p . Indeed s 1 ∈ Γ 1 ⊂ B 1 , so the eigenvalues of s 1 belong to F p , and reduction mod p defines a Galois-equivariant isomorphism on roots of unity of order prime to p.
The fact that ω ∈ Q p allows us to define a scalar matrixs ∈ GL(2, Z p ) bỹ s = ω · 1. We also put
This is a subgroup of B becauses is scalar ands 2 = s 2 ∈ Γ. Note also that the element s −1s ∈ Γ is a nonscalar involution.
Proposition 11. Let τ be an irreducible self-dual representation of Γ n . The following are equivalent:
There is an extension of τ to an irreducible self-dual representationτ of Γ n . (iii) τ is orthogonal. Furthermore, if these equivalent conditions hold then there are exactly two distinct isomorphism classes [τ ] of extensions of τ in (ii).
Before proving Proposition 11 let us see how part (c) of Proposition 6 follows from it. As we have already noted, Γ contains a nonscalar involution, namely s −1s
, and therefore Proposition 9 and part (b) of Proposition 6 are applicable with Γ replaced by Γ and b replaced byb = | Γ ∩ {±1}|. Furthermore the fact that s 2 is 15 a nonidentity scalar matrix in Γ of 2-power order gives b = 2 and a fortiorib = 2. Hence there is a constantã > 0 such that
for n sufficiently large. On the other hand, ifτ is an irreducible orthogonal representation of Γ n then the restriction τ =τ |Γ n is also irreducible orthogonal, the irreducibility being a consequence of (2.12) and the fact thatτ (s) is scalar by Schur's lemma. Proposition 11 then tells us that the resulting function
is a two-to-one map from the set of isomorphism classes of irreducible orthogonal representations of Γ n onto the corresponding set for Γ n . (We are also using Proposition 9 here: forτ , orthogonal is the same as self-dual.) Returning to (2.13), we see that (2.14)
for n sufficiently large. On the other hand, recalling that b = 2 we have
by Proposition 8. Combining (2.3), (2.14), and (2.15) we obtain part (c) of Proposition 6 with a =ã.
We turn now to the proof of Proposition 11. The implication (ii) ⇒ (iii) is immediate from the fact that an irreducible self-dual representation of Γ n is orthogonal. The implication (i) ⇒ (ii) is also straightforward: Given τ with τ (s 2 n ) = 1, we defineτ by the requirementsτ |Γ n = τ andτ (s n ) = ±1 (cf. (2.12) ). Thatτ is a representation follows from the fact thats n is central ands 2 n = s 2 n , while the irreducibility ofτ follows from that of τ and the self-duality likewise: given g ∈ Γ n we have trτ (g) = tr τ (g) ∈ R and trτ (s n g) = ±tr τ (g) ∈ R. The two choices inherent in writingτ (s n ) = ±1 yield distinct central characters ofτ and hence distinct isomorphism classes [τ ] , and these two choices are the only ones possible given that τ (s 2 n ) = 1 and thatτ (s n ) must be scalar by Schur's lemma. Hence there are indeed exactly two distinct isomorphism classes [τ ] in (ii).
It remains to prove the implication (iii) ⇒ (i). If dim τ = 1 then τ is a character Γ n → {±1} and (i) is immediate. Hence we may assume that dim τ > 1. Then dim τ is even by Proposition 4 (or strictly speaking by the lemma preceding Proposition 4, which can be applied with P = Γ n ∩ U n and Q = Γ n ∩ Z n ). The crux of the argument will once again be a reduction to the case of hyperelementary subgroups.
Fix n and put G = Γ n /W 2 with W = S n ∩Z n , as before. Then τ factors through G, also as before, and the subgroup L = W/W 2 of G contains the element s 2 n W . Hence it suffices to prove the following:
Proof. The group L is a central subgroup of G of order 2, for it is the quotient W/W 2 of the cyclic 2-group W = S n ∩ Z n , and W is central in Γ n . It follows that τ |L is scalar. Thus either τ |L is trivial or τ |L is λ-isotypic, where λ is the unique nontrivial character of L. The goal of the proof is to exclude the latter possibility.G H τ is even: An irreducible symplectic representation has even multiplicity in any orthogonal representation.
To prove that θ is symplectic it suffices to show that for some g ∈ G the representation y → θ(g −1 yg) of gHg −1 is symplectic. Now as T is a 2-subgroup of G and S n /W 2 a Sylow 2-subgroup we can choose g so that gT g −1 ⊂ S n /W 2 . Hence after replacing H by gHg −1 we may assume that T itself is contained in S n /W 2 . As a first step toward showing that θ is symplectic, choose t ∈ T such that t 2 ∈ L but t / ∈ L. We claim that t 2 is the nontrivial element of L. If not then t 2 = 1. Since T ⊂ S n /W 2 by assumption, and since the natural map S → S n is an isomorphism identifying S ∩ Z with S n ∩ Z n = W , the hypothesis that t 2 = 1 has the following consequence: There are elements x ∈ S (S ∩Z) and z ∈ S ∩Z such that t = x n W 2 and x 2 = z 2 . Then xz −1 ∈ Γ is a nonscalar involution, contrary to our hypothesis that C = ∅. It follows that t 2 is the nonidentity element of L, as claimed. Thus if θ is one-dimensional then θ(t) 2 = −1, contradicting the fact that θ is orthogonal. We conclude that dim θ > 1. In particular, H is nonabelian.
As in the proof of Proposition 10, the fact that dim θ > 1 and that H is a semidirect product O T with O and T abelian has the following consequence: There is a proper subgroup I of H containing the centralizer of O in H such that θ = ind H I ξ for some one-dimensional character ξ of I. Now since H is both nonabelian and R-elementary at 2, the centralizer of O in T is a subgroup K of index 2 in T (necessarily containing the central subgroup L), so that I contains O × K. As I is a proper subgroup of H it follows that I = O × K, whence [H : I] = 2 and therefore dim θ = 2.
The symplectic group in dimension two is simply SL(2, C), so to show that θ is symplectic it suffices to see that det θ is trivial. Before doing so we observe that K is central in H, so that θ|K is scalar multiplication by ξ|K. It follows that ξ|L = λ and consequently that t / ∈ K: for otherwise we have ξ(t) 2 = λ(t 2 ) = −1, contradicting the self-duality of θ|K. We conclude that t represents the nontrivial coset of K in T .
We are now ready to show that det θ is trivial. The triviality of det θ|O is immediate from the fact that O has odd order while det θ (being the determinant of a self-dual representation) takes values in {±1}. To see that det θ is trivial 18
on T we once again use the standard formula for the determinant of an induced representation (cf. (1.7) ), which in the present context gives
Now sgn T /K is trivial on K, while trans T K sends an element of T to its square (true for the transfer from any abelian group to a subgroup of index 2). Thus det θ(k) = ξ(k 2 ) for k ∈ K. But θ|K is (ξ|K)-isotypic and self-dual, so ξ|K takes values in {±1} and we deduce that det θ is trivial on K. Finally, sgn T /K (t) = −1 while trans T K (t) = t 2 . Since ξ(t 2 ) = λ(t 2 ) = −1 we conclude that det θ is trivial. §3. Proof of Theorem 3. We return to the setting of the introduction. Thus Γ is the image of the representation ρ of Gal(F /F ) on the p-adic Tate module of E. Let T dim=1 n be the set of [τ ] ∈ T n such that dim τ = 1.
then τ can be viewed as a character Gal(R n /F ) → {±1} and is therefore determined by its restriction to a Sylow 2-subgroup. As already noted, a Sylow 2-subgroup of Gal(R n /F ) is isomorphic to a subgroup of
and so has at most four characters with values in {±1}.
Combining Propositions 5 and 13, we see that
with |O(1)| 4. On the other hand, δ(E, τ ) = −1 only if there is a finite place v of F such that E has potential multiplicative reduction at v and the integer χ v , τ v is odd. Hence Henceforth v denotes a fixed place of F at which E has potential multiplicative reduction. Combining (3.1) and (3.2), we see that Theorem 3 has been reduced to the following assertion:
Proposition 14 will be proved via a further reduction to Proposition 15 below, but first a review of notation is in order. The key point to recall is that if τ ∈ T is given then τ v denotes the restriction of τ to Gal(F v /F v ), the latter group being identified with the decomposition subgroup of Gal(F /F ) at some fixed place ofF over v. Furthermore χ v is the character Gal(F v /F v ) → {±1} such that the twist of E over F v by χ v is a Tate curve, and χ v , τ v is the multiplicity of χ v in τ v . In fact we have already applied the notation * , * more generally to the semisimple representations of other groups, the essential properties of * , * being that it is symmetric, that it is bilinear with respect to direct sums, and that if π is irreducible then π, π is the multiplicity of π in π . Now take n 1 and suppose that [τ ] ∈ T n . We may think of τ as a representation of the finite group G n = Gal(R n /F ). Hence after forming the compositum R n,v = R n F v inside F v we can view τ v as the restriction of τ to our chosen decomposition subgroup D n = Gal(R n,v /F v ) of G n at v. We claim that χ v can likewise be regarded as a representation of D n . To see this, write ρ 1,v for the restriction of ρ 1 to Gal(F v /F v ). Then ρ 1,v ⊗ χ v is equivalent to the representation afforded by the points of order p on a Tate curve over F v , and consequently the semisimplification of ρ 1,v ⊗ χ v is the direct sum of two one-dimensional characters, one of which is trivial. Hence the semisimplification of ρ 1,v is also the direct sum of two one-dimensional characters, one of which is χ v . It follows that χ v factors through Gal(R 1,v /F v ) and a fortiori through D n = Gal(R n,v /F v ), as claimed. We may therefore view χ v as a character of D n . When χ v is so viewed we write C n for its kernel.
Proposition 15. There is a subgroup H n of G n containing D n such that (i) C n is normal in H n with abelian quotient, (ii) H n /C n can be generated by 2 elements, and
Before proving Proposition 15 let us see how Proposition 14 follows. Let Λ n be the set of one-dimensional characters of H n which restrict to χ v on D n . By part (i) of the proposition, ind
Hn Dn χ v = ⊕ λ∈Λn λ. But as χ v is real-valued we have λ ∈ Λ n if and only if λ −1 ∈ Λ n , and consequently there is a subset Λ n of Λ n such that
λ). and hence
Next we use the fact that res
by Frobenius reciprocity. It follows that if the integer χ v , τ v is odd then there exists λ ∈ Λ n with λ 2 = 1 such that the nonnegative integer ind To exploit this bound, we replace "=" by " " in (3.4) while replacing T n by T * n , the set of isomorphism classes of all irreducible Artin representations of Gal(F /F ) which factor through G n = Gal(R n /F ):
Hn λ, τ dim τ.
As ind
Gn Hn λ, τ is the multiplicity of τ in ind
Gn
Hn λ we see that the right-hand side of (3.6) is just the dimension of ind Proof of Proposition 15. Put G = Gal(R/F ) and view ρ and ρ n as representations of G and G n respectively. Then ρ and ρ n are injective, and since Z is central in
where D is our chosen decomposition subgroup of
We define H n to be the image of H under the natural map G → G n . To verify (i) and (ii), let C denote the kernel of χ v when χ v is viewed as a character of D. Then C is a subgroup of index 2 in D, hence normal. Since ρ −1 (Z) is central in G we deduce from (3.7) that C is normal in H with abelian quotient, and applying the surjective map G → G n we obtain (i). In fact (ii) also follows, because Z is procyclic.
It remains to prove (iii). Write J for the subgroup of GL(2, Z p ) consisting of the matrices
with u ∈ Z × p and z ∈ Z p . As E is the twist of a Tate curve over F v we know that ρ(D) is conjugate in GL(2, Z p ) to an open subgroup of ±J. On the other hand, the group Γ = ρ(G) is open in GL(2, Z p ) and therefore Γ ∩ Z is open in Z. It follows that ρ(H) is conjugate to an open subgroup of ZJ. Writing J n for the reduction of J modulo p n , we conclude that the ratio |Z n J n |/|ρ n (H n )| is a constant c 1 for large n. But Z n J n is the subgroup of upper triangular matrices in GL(2, Z/p n Z), which is of index (p + 1)p n−1 . Thus for large n
n for large n, and property (iii) follows. §4. Example 1 revisited. We must still verify that if F = Q, p = 5, and E is the curve 150A1 of [3] then W (E, τ ) = 1 for all τ ∈ T . But first we should check that our two standing assumptions are satisfied in this case. That Γ 1 ⊂ B follows by inspection from the tables in [3] , according to which 150A1 is 5-isogenous to an elliptic curve over Q. As for the behavior of E at primes of potential good reduction, there is a unique such prime of bad reduction, namely 5, and ord 5 ∆(E) = 3. Thus ∆(E) has valuation 12 relative to a uniformizer of Q 5 (∆(E) 1/4 ), whence E has good reduction over Q 5 (∆(E) 1/4 ). But the latter field is abelian over Q 5 , because Q 5 contains the fourth roots of unity. As any local abelian extension is realized by some global abelian extension (a weak form of the Grunwald-Wang theorem), we conclude that E does attain good reduction at 5 over some abelian extension of Q. To see that W (E, τ ) = 1 for all τ ∈ T , it suffices to prove two formulas, namely Here and elsewhere, we conflate a prime number with the place of Q determined by it. For instance τ 2 is really τ v with v equal to the standard 2-adic place of Q. Let us begin the proof of (4.1). The primes of potential multiplicative reduction for E are 2 and 3, and E has split multiplicative reduction at these primes, so if dim τ > 1 then (4.1) is immediate from Proposition 5. Suppose now that dim τ = 1.
To verify (4.1) in this case we proceed as in the proof of Proposition 3. First of all, (1.2) becomes The reference for (4.6) and (4.7) is [11] , p. 330, Theorem 2, part (iii). In the case of (4.6) the invariant e of [11] is 4 (because ord 5 ∆ = 3) and hence the invariant is −1 (because -2 is a quadratic nonresidue mod 5). The quantity q defined by 22 the first displayed formula on p. 329 of [11] is 5, so we choose the first of the two formulas for the local root number on p. 330, obtaining (4.6). In the case of (4.7), on the other hand, e = 1, whence q ≡ 1 mod e and = 1. Thus the first of the two formulas on p. 330 is again in force, and the result is (4.7).
To complete the proof of (4.1), we insert (4.4), (4.5), (4.6), and (4.7) in (4.3), obtaining W (E, τ ) = (−1) 1,τ2 + 1,τ3 · v<∞ τ v (−1).
and hence W (E, τ ) = τ ∞ (−1)(−1) 1,τ2 + 1,τ3 .
Let µ 5 be the group of fifth roots of unity in Q, and let E [5] be the group of 5-division points on E. Then µ 5 is a Galois submodule of E [5] (cf. [6] , p. 197, Table 1 ). It follows that Gal(R/Q(µ 5 )) is a pro-5-group and hence that the one-dimensional realvalued character τ is trivial on Gal(R/Q(µ 5 )) when τ is viewed as a representation of Gal(R/Q). Thus τ factors through Gal(Q(µ 5 )/Q) and so coincides as a Dirichlet character either with the trivial character or with the Legendre symbol modulo 5.
In either case, τ ∞ (−1) = 1, and (4.1) follows.
We turn now to (4.2). View τ as a representation of Gal(R/Q), and let D and D denote the decomposition subgroup of Gal(R/Q) at our chosen place of R above 2 and 3 respectively. The statement to be proved is that the multiplicity of the trivial one-dimensional representation of D in τ |D equals the multiplicity of the trivial one-dimensional representation of D in τ |D . Thus it will suffice to see that D is conjugate to D in Gal(R/Q). Equivalently, if we set ∆ = ρ(D) and ∆ = ρ(D ) then it suffices to see that ∆ is conjugate to ∆ in Γ, because ρ is an isomorphism of Gal(R/Q) onto Γ.
First we show that ∆ is conjugate to ∆ in GL(2, Z 5 ). Let U and U be the open subgroups of Z × 5 topologically generated by 2 and 3 respectively. Since 2 and 3 are primitive roots mod 5 while neither 2 4 nor 3 4 is congruent to 1 mod 5 2 , we see that U = U = Z × 5 . Furthermore ord p j(E) ≡ 0 mod 5 for p = 2, 3. Recalling that E is a Tate curve over Q 2 and Q 3 , we deduce that ∆ and ∆ are both conjugate in GL(2, Z 5 ) to the subgroup J consisting of the matrices b(u, z) in (3.8). The proof of (4.2) is now completed by the following proposition: Proposition 16. Let Γ be an open subgroup of GL(2, Z p ), and let ∆ and ∆ be subgroups of Γ which are both conjugate to J in GL(2, Z p ). Then ∆ is conjugate to ∆ in Γ.
For an integer n 0 let P (n) denote the subgroup of GL(2, Z p ) consisting of matrices which are upper triangular modulo p n , with the understanding that P (0) = GL(2, Z p ). Our proof of Proposition 16 depends on the following lemma. Recall that Z is the group of scalar matrices in GL(2, Z p ).
Lemma. Let Γ be an open subgroup of GL(2, Z p ) containing J. Then ZΓ = P (n 0 ) for some n 0 0.
Proof. For z ∈ Z p let (z) be the 2 × 2 lower triangular unipotent matrix with z as lower left-hand entry. The set {z ∈ Z p : (z) ∈ ZΓ} is an open subgroup of Z p , hence of the form p n0 Z p for some n 0 0, and consequently ZΓ contains both (p n0 Z p ) and ZJ. Note that ZJ is the group of upper triangular matrices in 23 GL(2, Z p ). If n 0 = 0 then the lemma follows from the identities where a = a+c and b = b+d in (4.9). Assume now that n 0 1. Then the relation P (n 0 ) ⊂ ZΓ follows from (4.8) on taking c ∈ p n0 Z p . For the reverse inclusion we argue by contradiction: Suppose that for some c ∈ p n Z × p with 0 n < n 0 the left-hand side of (4.8) or (4.9) belongs to ZΓ. Then (a −1 c) ∈ ZΓ (if a ∈ Z × p ) or ((a + c) −1 c) ∈ ZΓ (if a ∈ pZ p ), contradicting the definition of n 0 .
