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ABSTRACT
Characterization and Modeling of the Martensite Transformation in Advanced
High-Strength Steels
Stephen Roy Cluff
Department of Mechanical Engineering, BYU
Doctor of Philosophy
Multiple studies on the microstructures of advanced high-strength steels are presented here
that seek to add to the already substantial body of knowledge on martensite in steel. These studies
seek to gain additional insight into the role that the martensite transformation has on the observed
mechanical properties of modern steels.
Crystallographic Reconstruction of Parent Austenite Twin Boundaries in a Lath Martensitic
Steel
The study of post-transformation microstructures and their properties can be greatly enhanced by studying their dependence on the grain boundary content of parent microstructures.
Recent work has extended the crystallographic reconstruction of parent austenite in steels to include the reconstruction of special boundaries, such as annealing twins. These reconstructions
present unique challenges, as twinned austenite grains share a subset of possible daughter variant
orientations. This gives rise to regions of ambiguity in a reconstruction. A technique for the reconstruction of twin boundaries is presented here that is capable of reconstructing 60◦ < 111 > twins,
even in the case where twin regions are comprised entirely of variants that are common between
the twin and the parent. This technique is demonstrated in the reconstruction of lath martensitic
steels. The reconstruction method utilizes a delayed decision-making approach, where a chosen
orientation relationship is used to define all possible groupings of daughter grains into possible
parents before divisive decisions are made. These overlapping, inclusive groupings (called clusters) are compared to each other individually using their calculated parent austenite orientations
and the topographical nature of the overlapping region. These comparisons are used to uncover
possible locations of twin boundaries present in the parent austenite. This technique can be applied to future studies on the dependence of post-transformation microstructures on the special
grain boundary content of parent microstructures.
Coupling Kinetic Monte Carlo and Implicit Finite Element Methods for Predicting the Strain
Path Sensitivity of the Mechanically Induced Martensite Transformation
The kinetic Monte Carlo method is coupled with a finite-element solver to simulate the
nucleation of martensite inside the retained austenite regions of a TRIP (transformation induced
plasticity) assisted steel. Nucleation kinetics are expressed as a function of load path and kinematic
coupling between retained austenite regions. The model for martensite nucleation incorporates
known elements of the kinetics and crystallography of martensite. The dependence of martensite
transformation on load path is simulated and compared to published experimental results. The
differences in transformation rates of retained austenite are shown to depend on load path through

the Magee effect. The effects of average nearest neighbor distance between austenite grains is
shown to affect the rate at which martensite nucleates differently depending on load path.

Ductility and Strain Localization of Advanced High-Strength Steel in the Presence of a Sheared
Edge
The localization of strain in the microstructures of DP 980 and TBF 980 is quantified and
compared. Of particular interest is the difference in final elongation observed for both materials
in the presence of a sheared edge. Scanning electron micrographs of etched microstructures near
the sheared edge are gathered for both materials at varying amounts of macroscopic strain. These
micrographs are used to generate strain maps using digital image correlation. A two point statistical
measure for strain localization is developed that utilizes strain map data to quantify the degree to
which strain localizes around the hard phase of both materials. The DP steel exhibits higher strain
localization around the martensite phase. Reasons for differences in strain localization and shear
banding between the two materials are suggested, and the role played by the mechanically induced
martensite transformation is speculated.

Keywords: steel, martensite, kinetic Monte Carlo, finite element analysis, materials modeling,
meso-scale modeling, microstructure, nucleation
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CHAPTER 1.

1.1

INTRODUCTION

Martensite In Steel
Steel as a material has been used by humanity for thousands of years, and in the past

several decades advances in microscopy have allowed us to characterize steel microstructures and
to observe the underlying reasons for the wide range of mechanical properties that iron alloys are
capable of. At the center of many of these observations is the martensite transformation—the
diffusionless change from a face-centered cubic (FCC) atomic configuration (the austenite phase)
to a body-centered cubic (BCC) or body-centered tetragonal (BCT) configuration (the martensite
phase). The martensite transformation happens under a wide variety of circumstances and can
result in many different microstructures, depending on the chemistry of the given steel and the
thermomechanical processing it has undergone. The complexity of the martensite transformation
has ensured that steel remains within the view of researchers. This has resulted in the design of new
steel microstructures with unique properties that continue to emerge today as driven by economic
motivations.
New research methods continue to emerge to help study modern steel materials. As computational resources have become more powerful, software tools have been developed to characterize
steel microstructures and even model various aspects of the martensite transformation itself. These
computational models simulate aspects of steel crystallography and microstructure that span many
length and time scales. Meso-scale simulation methods that link small-scale phenomena to largerscale mechanical properties continue to emerge, and have been applied to steels. Microstructural
characterization techniques have similarly developed through recent decades to utilize stronger
processing power to analyze large sets of microstructural data; these too have been applied to
steel. These tools have provided insight into how the mechanical properties of steels depend on
processing and the martensite transformation.
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The current work seeks to contribute to the large sum of knowledge on steel through the
development and application of unique methods of characterizing martensitic microstructures, and
simulating aspects of the martensite transformation. These methods are applied to various modern
advanced high-strength steels (AHSS) in studies that focus on different mechanical behaviors and
microstructural characteristics. Each of these methods builds on an extensive knowledge of the
martensite transformation and steel generally.

1.2

Applications
The current work combines three independent studies that utilize different computational

techniques/methods to gain insight into the behaviors of different steels:
• A computational method is developed and applied that reconstructs the prior austenite grain
map from the electron back-scatter diffraction (EBSD) data gathered for fully martensitic
steels. The study focuses on the challenges of performing a reconstruction where the parent microstructure contains twin boundaries, and addresses the underlying nature of these
difficulties.
• A computational model is developed that simulates the nucleation kinetics of martensite
within steels that are assisted by the transformation-induced plasticity (TRIP) effect. This
model couples the kinetic Monte Carlo (KMC) method with a finite-element solver to study
how load path and kinematic coupling affect the rates at which martensite nucleates.
• Two multi-phase steels are strained in-situ within a scanning electron microscope following
polishing/etching to observe how strain is localized around the hard phase. Digital image
correlation (DIC) is used to extract strain maps from the micrographs, which are then used
as input data into a two-point statistical method that quantifies strain localization surrounding
hard phase regions.
While each study focuses on a different aspect of steel microstructure, each is related to the others
through the martensite transformation. A complete description of the martensite transformation as
understood by the sum of literature on the subject would include a treatment of crystallography,
kinetics, mechanics, thermodynamics, etc. A brief summary of these topics is given here in chapter
2

2, as is necessary to introduce the methods and materials that are the subject of these three studies.
The motivations for each of these studies are linked by the desire to gain more understanding of
the properties and processing of AHSS. With greater insight into the dependency of steel material
properties on processing schemes, future materials can be made stronger, more durable, and more
economically viable. Ultimately, these studies provide such insight to the body of knowledge on
steel.

Figure 1.1: The iron-carbon equilibrium phase diagram, depicting the temperature-composition
regions for plain carbon steels in which the FCC austenite phase and BCC ferrite phases exist.
The martensite transformation, as a non-equilibrium structure, does not exist on this diagram, but
represents the change from FCC austenite to BCC or BCT martensite through a diffusionless shear
mechanism. Image adapted from [1].
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CHAPTER 2.

2.1
2.1.1

BACKGROUND

The Martensite Transformation
Crystallography of Martensite
The general crystallography of the martensite transformation in steel has been well stud-

ied over the past several decades by utilizing the phenomenological theories developed previously [3–5]. This phenomenological framework has had direct application to various steels despite
the wide range of possible morphologies and shape changes that are observed for martensite in
different steels [5–7], and has been referred to by several authors as the “phenomenological theory
of martensite crystallography” (PTMC) [6, 8, 9]. The foundation of the PTMC is built on the observation of orientation relationships between the parent austenite and daughter martensite as well
as the distortion of polished surfaces used to deduce the shape change that martensite undergoes
during transformation. For steels, cubic symmetry gives rise to multiple variants of martensite that
vary by orientation. Each variant forms through a shear mechanism where a local region of the
parent austenite lattice undergoes a shear parallel to, and a small dilatation normal to a material
plane referred to as the habit plane. This plane is not usually observed to coincide with any crystallographic plane in either austenite or martensite, but is an irrational plane. This plane is also
the boundary plane between the austenite and the newly formed martensite particle. The PTMC
provides a description of the martensite transformation that takes into account orientation relationships and habit planes that are observed in various martensites. Ultimately, the goal of the PTMC
is to correctly predict the habit plane orientations, shape changes, and orientations of each variant
for a given morphology of martensite [3–5].
For many different steels, the relative misorientations between post-transformation martensite crystals and their parent austenite grains have been documented and expressed as orientation
relationships (ORs) [10]. These ORs are a function of the shape change that regions of an austen-
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ite grain undergo during transformation; each parent austenite grain may break into many or a few
martensite grains that satisfy this orientation relationship. As a region changes shape the parent
FCC lattice becomes a BCC or BCT lattice. The rotations from the FCC lattice to the BCC/BCT
lattices of each variant constitutes the OR. Each steel, depending on chemistry, thermomechanical
processing, initial microstructure, etc., may have a different OR between the parent austenite and
daughter martensite. For this reason several ORs have been identified for many different steels,
each with differing numbers of variants. Figure 2.1 depicts the stereographic projection of the
cubic axes of all 24 variants of the Kurdjumov-Sachs (KS) OR. This OR has been observed in
steels comprised of lath ferrite and BCT lath martensite having a very low degree of tetragonality.
Each of the 24 variants of martensite are formed through the same shear mechanism, resulting in
24 different possible shear directions due to cubic symmetry. The stereographic projection of the
cubic axes of each variant, as depicted in figure 2.1, form the visually characteristic “circles and
bars” that are common in ORs for steels. In the KS OR each variant of martensite has a {110}
plane that is parallel to a {111} plane in its parent austenite crystal. Additionally, each martensite
variant satisfying the KS OR has a < 111 > direction that is parallel to a < 110 > direction in the
parent austenite. Each OR is typically expressed as a set of planes/directions that are coincident
between both lattices; table 2.1 lists a few prevalent ORs and their coincident planes/directions.

Figure 2.1: The stereographic projection of the cubic axes of martensite orientations satisfying the
Kurdjumov-Sachs (KS) orientation relationship. Each of 24 variants have a {110} close-packed
plane that is coincident with a {111} plane in its parent austenite lattice
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Table 2.1: Common orientation relationships between austenite and martensite/ferrite in steel
OR
Kurdjumov-Sachs (KS)
Nishiyama-Wasserman (NW)
Greninger-Troiano (GT)

Parallel Plane
{111}γ || {110}α
{111}γ || {110}α
{111}γ 1◦ f rom {110}α

Parallel Direction
< 110 >γ || < 111 >α
< 112 >γ || < 110 >α
< 211 >γ 2.5◦ f rom < 110 >α

In addition to OR, the various types of martensites can be grouped by their morphologies
[11]. The various morphologies of martensite are identified by the shape of the resulting martensite
crystals— these include lath, butterfly, lenticular, thin-plate, and others. The various morphologies
of martensite can be distinguished by their respective habit planes, and mode of accommodating the
deformation that accompanies their change in shape. Thin-plate martensites, comprised of small
alternating layers of twinned martensite variants, are often observed to have habit planes close to
(3 10 15) in the austenite. This morphology often exhibits the GT OR. In contrast is lath martensite,
where the habit planes are close to (5 5 7) and the OR tends towards KS. During the martensite
transformation, significant changes in shape give rise to a need for an internal mechanism for
accommodating deformation. In the case of plate martensite, where the final martensite may have a
higher degree of tetragonality, that accommodation happens via internal twinning [3,4,12]. Again,
this is contrasted by lath martensite where the internal mode of deformation accommodation is
slip [8, 13]. In both cases, these deformation modes are required to achieve the observed changes
in both shape and orientation.
The first formal descriptions of the martensite transformation were given simultaneously
by Bowles and Mackenzie (BM), and Wechsler, Lieberman, and Read (WLR) [3, 4]. Both works
describe the geometric constraints on the martensite transformation, and show how those constraints can be used to determine a unique solution for the habit plane and OR for plate martensite.
Their work forms the foundation of the PTMC, which describes the martensite transformation as
an invariant-plane deformation requiring that a plane remain both undistorted and unrotated by the
transformation. This invariant plane is the habit plane, where the austenite-martensite interface
is observed to be invariant at length scales much larger than the austenite unit cell parameter. At
shorter length scales, the habit plane can be described as an array of coherency dislocations forming a glissile interface that moves as a martensite particle grows [14, 15]. In addition to leaving the
habit plane undistorted and unrotated, the deformation must correctly change an FCC lattice to a
7

BCC or BCT lattice. These requirements are met by coupling the Bain strain B with a rigid-body
rotation R and a lattice-invariant deformation L.
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The Bain strain contains the principal stretches η1 and η2 that must occur for an FCC
lattice to form a BCC or BCT lattice (permute the positions of η1 and η2 for a total of 3 Bain
variants). These stretches are functions of aA , and both aM , and cM , the lattice parameters of
austenite and martensite respectively. The Bain strain describes how you can transform from one
lattice to the other by a contraction along one axis of the FCC unit cell, and a uniform expansion
in the other two axes. The Bain strain alone, however, will not produce the ORs observed for
martensite in steel– nor does it leave any plane undistorted and unrotated. The Bain strain must
be coupled with both a lattice-invariant deformation L and a rigid-body rotation R. The latticeinvariant deformation (either slip or internal twinning) allows for the martensite particle to change
shape without changing the base lattice. This coupling is sufficient to define a habit plane that is
undistorted, but rotated from its original position. The inclusion of the rigid-body rotation brings
the habit plane back into its original orientation, now undeformed. The deformation tensor can
then take the form given in equation 2.1 [5].
The lattice-invariant deformation L varies depending on the type of martensite, but is required to achieve a satisfactory mathematical description of the shape changes and habit planes
observed in martensite. For plastic materials, the Bain strain alone would cause stresses to surpass the elastic limit of both martensite and austenite phases. For this reason, softer martensites
undergo plasticity via slip (e.g.lath martensite), allowing L to be expressed as a shear along a
known rational slip system [8, 13]. Harder martensites often deform through internal twinning,
such as in plate martensites. The PTMC as expressed by Bowles and Mackenzie [4] and Wechsler,
Lieberman and Read [3] versions of the theory was very well suited to the description of the deformation required for plate martensite. Lath martensite presented several challenges, however, as
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the lattice-invariant deformation was required to resolve to rational slip systems at smaller length
scales. Early attempts to determine the slip system that would serve as a suitable lattice-invariant
deformation failed to provide satisfactory solutions for the habit plane. More recent studies on the
crystallography of lath martensite included a second slip system, providing additional degrees of
freedom for the lattice-invariant strain and allowing for a solution that predicts habit plane orientations closer to what is actually observed [8, 13]. This double-shear form of the deformation tensor
takes the form of equation 2.3, with S1 and S2 representing the lattice invariant deformation L as
two shear deformations caused by slip on two different slip systems. Various studies [8,16–18] examine the possible choices of shear systems S1 and S2 . The study of lath martensite has continued
in even more recent studies [9, 19]. Ultimately, the double-shear system for the crystallography
of lath martensite has provided satisfactory predictions of habit plane orientations and orientation
relationships in slipped martensites.

Ft = RBS2 S1

(2.3)

Since the martensite transformation is described as a shear parallel to the habit plane coupled with a dilatation normal to the habit plane, equations 2.1 and 2.3 are often expressed in the
dyadic form shown in equation 2.4 [12, 20]. In this form b̂ is the shape strain unit vector, βT is
the shape strain magnitude, m̂ is the habit plane unit normal, and I is the identity matrix. This
form allows for the shape deformation to be described in terms of the habit plane directly. Many
representations of the martensite transformation express this deformation as separate strain terms:
a shear γt parallel to the habit plane and a normal strain εn perpendicular to the habit plane.

Ft = βt b̂ ⊗ m̂ + I

2.1.2

(2.4)

Kinetics of Martensite Nucleation
The nucleation and growth of martensite in steel has also been thoroughly studied over

past decades [21–25]. These studies have approached martensite kinetics from both continuumelastic and discrete-dislocation points of view, as the crystallographic theory of martensite has been
sufficiently developed to provide insight into the dislocation structures that make up the austenite-
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martensite boundary. These studies have focused on specific alloys and microstructures in more
recent years. Generally the formation of martensite is considered to be nucleation controlled;
a nucleation event is followed by an auto-catalytic growth stage where the austenite-martensite
boundary propagates at a high velocity determined the by rate at which the boundary dislocations can move together as a glissile interface [14, 15]. This speed is typically on the order of
the speed of sound in the material. While the growth of martensite appears to be barrierless, the
barrier to martensite nucleation is far too great to be homogeneous. It is understood that the nucleation of martensite is primarily heterogeneous [21, 22], occurring at sites where dislocation structures or grain boundaries provide enough free energy to overcome the large barrier to nucleation.
Many forms of martensite nucleate athermally, resulting in the common practice of determining
the martensite start and finish temperatures MS and MF for many alloys [6]. Some martensites
nucleate isothermally, when the driving force for transformation is appropriately balanced with the
high energy barrier and nucleation becomes time-dependent [24, 25].
An expression for the isothermal nucleation rate of martensite was given by Pati and Cohen [22]. This expression, given by equation 2.5, relates the nucleation rate f˙ to the number of
heterogeneous nucleation sites Ns available to nucleate with an activation energy of Q. Here the
parameter ϑ represents the nucleation attempt frequency, or the lattice vibration rate. Various models modify the Ns term to account for different effects, such as the kinematic coupling (accounting
for nuclei that may be affected by the activation of adjacent nuclei) [6, 22, 25]. In these models,
however, the kinematic coupling is approached in a mean-field sense only.
Q
f˙ = Ns ϑ exp ( )
RT

(2.5)

The activation energy Q of a potential martensite nucleus will depend on the change of its
free energy once it nucleates. An equation for the free energy change of a nucleating martensite
particle in the shape of an oblate spheroid is given in Eq. 2.6, proposed by Kaufman and Cohen
and later restated by Olson [6, 21]. The quantities ∆gch and ∆gstr denote the chemical and strainenergy changes per volume, respectively. The value γ denotes the specific interfacial energy of the
particle. Together these values are used to define the total free energy change of the martensite
particle, where the volume of the particle is expressed in terms of the radius and oblate axis length,
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r and c. The term gstr
p is used to denote an additional strain-energy component for when the
austenite-martensite boundary is considered to be incoherent, leading to short-range stresses at the
boundary.
4
2
∆G(r, c) = πr2 c(∆gch + ∆gstr + gstr
p ) + 2πr γ
3

(2.6)

The chemical free energy change per unit volume ∆gch has been well studied for various
compositions of steel [5, 21]. Specific studies on the thermodynamics of the martensite transformation have been published decades ago. Kaufman and Cohen discuss the chemical free energy
change of the martensite transformation in carbon steels, considering the thermodynamic effect
of additional alloying elements as well as non-chemical contributions to nucleation kinetics [21].
Kaufman quantifies the values of ∆gch for various steel compositions. The diffusionless nature of
the martensite transformation, requiring the transformation to occur through a change in shape,
causes the chemical free energy change per unit volume and the strain energy per unit volume
∆gstr to oppose each other. The required change in shape and the accompanying elastic stresses
create a significant increase in free energy. For this reason, the activation of existing heterogeneous
nucleation sites often requires significant undercooling.
The nucleation of martensite can be assisted by the application of stress or as the material
deforms plastically. When martensite forms under load it is referred to as the mechanically induced
martensite transformation (MIMT) [26]. Applied stresses can reduce the value of ∆gstr for a given
transformation. This happens as the applied stress field performs work within the volume of a
transforming particle as it changes shape. An additional term ∆gσ can be included in equation 2.6,
accounting for a change in strain energy due to shear and normal stresses τ and σn applied to the
habit plane. This term is defined in equation 2.7 [5, 6, 25]. This additional term in the nucleation
equation will affect individual variants of the martensite transformation differently. Under a given
stress state, some variants of martensite will be favored as the applied stress state contributes to a
reduction in the overall increase in strain energy due to transformation. Other variants will be suppressed. This is a mechanism of variant selection—variants that are more favored by the applied
stress state are more likely to nucleate. When this is caused by the presence of elastic stresses, this
is known as the Magee effect [26, 27]. Plastic deformation can also assist the martensite transfor-
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mation through various mechanisms. When the applied stresses represented in equation 2.7 exceed
the plastic limits of the parent phase, plastic deformation contributes to the creation of new sites for
the heterogeneous nucleation of martensite. Additionally, the martensite is often accompanied by
plastic deformation in the parent phase due to the change in shape of the transforming martensite
particle. If the applied stresses favor the required slip activity required for a region of parent phase
to accommodate the change in shape of the martensite particle, that particle is again more likely to
nucleate. This form of variant selection is referred to as the Greenwood-Johnson effect [6, 26, 27].
Both the Magee and Greenwood-Johnson effects are means of variant selection, and both represent
roles played by applied stress in the MIMT.

∆gσ = τγt + σn εn

2.1.3

(2.7)

TRIP and TRIP-assisted Steels
The isothermal transformation of austenite into martensite has been shown to play a role

in the bulk plastic behavior of many steels during deformation at temperatures far below the normal stable temperatures of the austenite phase. Some steels retain large percentages of austenite at
room temperature through means of alloying or specialized thermomechanical processing. In these
steels, the martensite transformation plays a strong role in plasticity via a mechanism that has been
given the name transformation induced plasticity, or TRIP [6, 25, 26, 28]. The benefits of the TRIP
effect lie in the improved hardening rates and resistance to damage seen in these materials. The
martensite transformation contributes to the overall plasticity of the bulk material through its shape
change, as well as the induction of plasticity in the parent phase that occurs during transformation.
These TRIP steels have seen modern interest, particularly in the automotive industry where the
TRIP effect has improved the final mechanical properties of sheet-formed parts, allowing for reductions in part volume and thus reductions in weight [29]. For these materials, the kinetics of the
MIMT play a central role their bulk mechanical properties.
Built on earlier work on the thermomechanics of steel alloys [21, 22], a significant body
of work spanning several authors models the kinetics of martensite nucleation as a function of
mechanical deformation in TRIP and TRIP-assisted steels. Several such works describe the effect
of strain-induced nucleation of martensite in TRIP steels [23–25, 30], proposing that the nucle12

ation of martensite happens most readily at shear-band intersections where dislocation interactions
create potent nucleation sites. Related studies discuss the isothermal nature of the mechanically
induced martensite transformation in TRIP steels, and describe the kinetics of these transformations in detail [6, 25, 31, 32]. Other successful models have been developed for the simulation of
the martensite transformation in TRIP steels that take a continuum-elastic approach to the martensite transformation and are applied in crystal plasticity codes [12, 20, 27]. The authors Tjahjanto,
Turteltaub, and others have created a model that defines the driving force for the transformation
of austenite through the use of a dissipation potential [12, 20]. The transformation rate and its
conjugate driving force for a given variant are related through a pre-defined kinetic relationship,
and the volume fractions of each variant at a material point are homogenized. In these models, the
evolution of the volume fraction of martensite is most commonly modeled as a sigmoidal function
of the macroscopic strain.
The currently emerging class of high-strength steels known as Q&P steels has seen recent
attention in the literature [28, 29, 33]. Formed by the isothermal transformation of an austenitic
microstructure into martensite, carbon is partitioned into the austenite which acts as a stabilizing
agent resulting in small percentages of retained austenite at room temperature [28, 29]. The completion of the material’s transformation into martensite happens as it is deformed, via the MIMT.
This result has placed Q&P steels into the class of TRIP-assisted steels, as it has been speculated
that the MIMT within the retained austenite contributes to an improved hardening behavior during deformation. A broad treatment of the mechanical behavior of Q&P steels is given by Seo et
al. [28]. In this work a kinetic model is developed that is based on equation 2.5. This model simulates bulk plasticity of Q&P steels as a function of the MIMT and knowledge of the mechanical
properties of the various phases that make up Q&P microstructures. Seo et al. conclude that the
onset of necking during deformation can be delayed when the kinetics for the mechanical induction of the martensite transformation are appropriate. These kinetics are shown to depend on such
quantities as temperature, carbon concentration, etc.
In another work, the transformation of retained austenite to martensite in a Q&P alloy is
specifically expressed as a function of strain path [29]. Cramer et al. showed this via straining of
a Q&P 1180 alloy through different strain paths (uniaxial, biaxial, and plane strain) and the exsitu measuring the fraction of retained austenite transformed through EBSD imaging. The starting
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volume fraction of austenite in this material is cited to be range between 8% and 10%, depending
on the threshold of index quality in the EBSD images used to measure the volume fraction. The
rate at which austenite transforms is shown to differ depending on load path. Cramer goes on to
plot the forming limits for the material, concluding that the shape of the forming limit diagram
may give insight into the roles the mechanical induction of the martensite transformation plays in
the onset of necking in the material.

2.2

Prior Austenite Reconstruction
Parent phase reconstruction efforts have been applied successfully to different materials in

the past [34, 35]. These reconstruction efforts apply empirically observed orientation relationships
that exist between parent and child crystals; these first having been applied to titanium microstructures, have more recently been applied to steel microstructures [10, 36–38]. With a well-defined
orientation relationship, grain orientation data obtained by EBSD together with grain location data
can be used to group room-temperature daughter grains into sets representing their parent grains–
reconstructing parent boundaries and orientations. If a group of daughter grains are spatially close
to each other and satisfy the orientation relationship with a common possible parent orientation,
then they are grouped together as a prior grain. This concept, though simple, is not easily applied to some steels. There is a great deal of ambiguity in the parent reconstruction of some steel
microstructures due to the complex nature of the martensite transformation [10]. To automate an
accurate method of prior austenite (PA) reconstruction it is important to understand these difficulties encountered when applied to steel.

2.2.1

Core Reconstruction Methodology
Several methods of parent austenite reconstruction exist in the literature, some aspects of

which are held in common. Germain, Humbert, et al. have performed prior-phase reconstruction
on austenite on both steel and the beta phase of titanium alloys [34,38,39] using the same approach.
Cayron, et al. have developed a method of parent austenite reconstruction in steels that utilizes a
groupoid approach, defining mathematical operators that link different daughter variants to each
other [36,40,41]. Miyamoto, Abbasi, and other authors have proposed methods, and addressed the
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challenges of prior phase reconstructions in different steels [35, 37, 42]. Central to each of these
methods is the definition of the orientation relationship between the parent and daughter phases.
Various ORs have been determined in steels, as documented in section 2.1.1; the determination
of which OR is followed has been shown to depend on factors such as material composition,
processing of the austenite, and resulting martensite morphology [6, 10]. The choice of OR has a
fundamental effect on the success of any reconstruction effort. Each reconstruction method is built
on the comparison of daughter grains to each other using this OR, and so the OR must be accurate
for the material being studied.
A common method of parent phase reconstruction is a neighbor-to-neighbor comparison of
daughter variants, in search of groupings of daughter grains that have the same parent. For a given
parent orientation, a set of possible daughter α orientations is defined by the chosen OR. Likewise,
a set of possible γ orientations for a single daughter grain can be defined by the inverse of the OR.
This is defined mathematically in matrix form by equation 2.8.

α
α
gi = T−1
OR · Si · g

γ

γ

gαi = TOR · Si · gγ

(2.8)

Here, the rotation from the parent grain’s orientation to one daughter variant’s orientation is represented as the rotation matrix TOR , and is dependent on the orientation relationship. The other
variants of martensite are then generated by the set of cubic symmetries of the parent crystal, defined by the cubic symmetry operations Si . Where two daughter grains share a possible parent,
they can be grouped together as having possibly originated from a parent austenite grain of that
orientation. The two possible parents overlap when their misorientation angle ω is within a pre-set
tolerance. Groups can be defined for which a single orientation is within tolerance of the possible
parents for many daughter grains, defining a region of prior austenite. This process is depicted in
figure 2. This type of neighbor-to-neighbor comparison using an OR is well outlined in papers
by Germain and Humbert [38, 39]. The final reconstruction of a parent austenite grain consists of
a cluster of daughter grains from the EBSD map, and a collection of possible parent orientations
in orientation space– one possible parent for each daughter grain. The orientation of the possible
parent is back-calculated by computing the average of this collection of possible parents. For two
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grain orientations g1 and g2 , the misorientation ω12 between these two grains is defined as
Tr(g2 gT
1 ) = 2cos(ω12 ) + 1

(2.9)

Figure 2.2: For a daughter grain (left) a set of possible parent orientations (right) is defined using
the inverse of an orientation relationship. A viable solution for the grouping of daughter grains is
found where each daughter grain has one possible parent within a dense local grouping of possible
parents in orientation space, where “distance” between possible parents is defined as their relative
misorientations.

2.2.2

Ambiguities in Prior Austenite Reconstruction
A neighbor-to-neighbor approach to prior austenite reconstruction often leads to ambigu-

ities. The sets of daughter grains belonging to two clusters may not be mutually exclusive; there
can be subregions of daughter grains that satisfy the OR for both clusters simultaneously (i.e. each
daughter grain in the ambiguous subregion has two possible parents, each fitting with one of the
back-calculated parent orientations for the two clusters). When performing a reconstruction, this
ambiguous region must be either assigned to one cluster or divided between the two clusters. This
process is difficult to automate, and often requires manual decision making [35].
A common cause of ambiguities in the reconstruction of prior austenite in steel is the presence of twin boundaries in the parent austenite. The twin relationship of the two parent crystals
results in the theoretical sets of possible daughter orientations having a subset in common. According to the KS OR, two twinned austenite crystals will share 6 of their 24 possible daughter
orientations [35]. When the transformation takes place along the twin boundary, the daughter vari16

ants that are selected to nucleate are often from this common set of 6 variants due to the energetic
favorability of having a daughter variant satisfy the OR with both parent austenite orientations
simultaneously. These daughter grains are said to satisfy a double-KS or KS-KS orientation relationship. These ambiguous regions are often very difficult to resolve, as the parent austenite
twin boundary is often partially or completely consumed by daughter grains that traverse the twin
boundary. Figure 2.3 demonstrates the often complex morphology of the ambiguous region, as
well as the uncertainty as to where the twin boundary actually lies. The orientations of daughter
variants for two twinned austenite grains, as predicted by the KS OR, are shown in figure 2.4.
Variants that are common between two twinned austenite orientations are shown to overlap in the
pole figure.

Figure 2.3: For the martensite grains in the IPF map to the left, two groupings into parent austenite
grains can be found and are demonstrated in the IPF map to the right. The region highlighted in
white belongs to both clusters. Each martensite grain within the highlighted region satisfies the KS
OR with both parent austenite orientations. This EBSD map is a subsection of data provided by
Carnegie Mellon University.

2.3
2.3.1

The Kinetic Monte Carlo Method
Meso-scale Modeling and Stochasticity
The ever present challenge in the computational simulation of materials is the very large

range of spatial and temporal scales spanned by the various phenomena that govern observed constitutive behaviors. Bulk properties and phenomena are the averaged effect of atomistic processes
that are happening at rates too fast to measure. Models exist to study phenomena at all different
scales, ranging from atomistic simulations all the way to the FEA simulation of full-scale ma17

Figure 2.4: The orientations of the two back-calculated parent austenite grains from figure 2.3
(red), and their theoretical daughter variants as predicted by the KS OR (blue). Sets of poles belonging to either cluster are differentiated by marker (diamond vs. asterisk). Six variants overlap,
as denoted by asterisks and diamond markers overlapping. This suggests that the parent orientations are twinned.

chines. Bridging the small scale into the large scale is the fundamental challenge, and this is often
done through the use of meso-scale models. Such models attempt to describe or recreate bulk
mechanical behaviors as a function of smaller-scale phenomena. Various techniques and algorithms have been created and implemented as computational resources have increased over several
decades. Once such algorithm is the kinetic Monte Carlo method (KMC).
The KMC algorithm bridges the gap between small and large time/space scales. Many
kinetic events, such as the nucleation of martensite, are the function of processes happening at
extremely small time frames. The frequency of vibration of an atomic lattice (∼ 1013 ), for example,
is a process that governs many observed crystallographic behaviors such as defect migration, grain
growth, phase nucleation, plasticity, and more. Any simulations hoping to resolve individual events
at this rate would be unable to progress into any meaningful time frame due to the amount of time
required to solve each individual step of the model. Algorithms like the KMC method scales how
a model steps forward in time by considering the probabilities of atomistic events occurring that
cause step changes in the system’s configuration. A nucleation event, for example, depends on the
underlying lattice vibration in such a way that the number of lattice vibrations required to cause
the change can be predicted in a probabilistic sense. This knowledge comes from larger-scale
observations of the kinetics of nucleation, and can be applied through the use of algorithms like
18

Figure 2.5: A depiction of the large ranges of spatial/temporal scales within which significant
material processes are known to occur. Image from [2]

KMC. In a similar way, the KMC algorithm bridges spatial length scales. Where it is impractical
to simulate the vibration of individual atoms in a lattice (across a large length scales), the effect of
lattice vibration on the nucleation of martensite is still included in the behavior of the meso-scale
model. Again, this is done by quantifying the probabilities of kinetic events happening within finite
volumes. In this way, KMC is a powerful meso-scale modeling tool.

19

The stochastic nature of many kinetic processes is also captured by the KMC algorithm.
Many behaviors in nature appear to have an element of randomness. Whether this is due to true
random behavior or physics that we are not yet able to observe, we are often left with probabilistic
information in the place of a deterministic understanding of a given process. Again, the bridging
of time scales is also a motivator for modeling probabilistic behaviors over deterministic behaviors
that may require greater resolution to model. The KMC algorithm is meant to study such stochastic
systems. As with other Monte Carlo methods, simulations proceed according to decisions made
using random numbers. These random numbers are drawn to make choices using known probability distributions. Because of this, a given stochastic event that is under the greatest driving force
may not be the event chosen to occur for a given time step. This allows a model to escape deterministic behaviors that obscure how sensitive a model may be to given initial conditions. Thus,
using the KMC method the behavior of a stochastic system can be studied in greater detail.
The KMC algorithm has been employed in meso-scale studies of various materials. Homer
et al. [43,44] used KMC to simulate the formation of shear transformation zones in metallic glasses.
The use of KMC to simulate the martensite transformation has been very recently applied to study
the shape-memory effect. The authors Chen et al [45]. developed a thermodynamic framework
to simulate the driving force for the forward and reverse martensitic transformations in a single
crystal shape-memory alloy. In both of these cases, the stochasticity of the underlying nucleation
behaviors were captured by the use of KMC.

2.3.2

The KMC Algorithm
The KMC algorithm is presented here briefly; a more detailed description can be found

in [46]. The KMC algorithm operates as a system’s model evolves from it’s current state to any
number of possible adjacent states–states that can be reached through the activation of a single
kinetic event. The model moves between a discrete set of possible states. In the case of simulating
the nucleation of martensite, this means activating the transformation of one of a discrete set of
potential nucleation sites. If the relative measures of system energy are known for all possible states
the probability of moving from the current state of the model to an adjacent state is given by the
ratio of their Boltzmann probabilities. Pre-multiplied by a frequency of attempts at transformation,
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the rate at which a given transformation occurs is defined by Eqn. 2.10.
kAC = ϑ exp (

−∆EAB
)
kB T

(2.10)

The subscripts A, B and C in this equation correspond with energy states at the current state of
the model, the activated state, and the final state after the transformation/transition respectively.
The value kAC is the rate at which the model can be expected to transition from state A to state
C. The activation energy or barrier energy to this process, ∆EAB is a function of the underlying
thermodynamics of the system, usually a function of free energy defined by a suitable potential.
The attempt frequency ϑ is usually taken as the Debye frequency for atomic processes in a lattice.
The value of ∆EAB is expected to be a positive value (calculating a rate for a barrierless process is
meaningless); usually the value of the exponential is capped at 1 and the maximum rate at which a
process can occur is the attempt frequency. The values kB and T are the Boltzmann constant and
temperature in Kelvin.

Figure 2.6: A schematic representing a thermally activated event. As the system evolves from state
A to state C, the system must first pass through the activated state B. The rate at which this change
of state can happen is a function of ∆EAB , which is in turn a function of ∆G, the overall change in
free energy between states A and C.
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For a system with many possible events that may take place, a rate for each event is calculated by equation 2.10 and listed. The rates for all n events, listed by kn , can be used to create
an array of normalized partial sums s( j) =

1
ktot

j

∑q=1 kq for j = 1...n, where ktot is the total sum of

all rates ∑nq=1 kq . The result is a list of values ranging from 0 to 1 in increasing order. The values
in this array are used to select which event occurs for the next step of the model’s evolution. The
magnitude difference between elements s( j − 1) and s( j) is proportional to the rate calculated for
event j. An event is selected by generating a random number r1 from a uniform distribution and
determining where in the array s( j) that number falls. if r1 falls within the range set by elements
s( j − 1) and s( j) then event j is selected to occur.
Using this method, events with the larger kinematic rates have a higher probability of being
selected to occur. The model also advances in time according to the kinematic rates calculated for
all possible events. The sum of all rates ktot and another random number r2 (from a uniform distribution) are used to generate an exponentially distributed random number ∆t, the time increment
stepped forward by the model. This is calculated as in equation 2.11. The model is then stepped
forward in time, the chosen event occurs, the system’s energy state is changed accordingly, and the
process is repeated with the next set of possible events.

∆t = −

1
ln r2
ktot

(2.11)

The KMC method typically allows transformations to reverse themselves, as a model may
select to return to its previous state. This typically occurs when an energetically unfavorable event
was selected at low probability, resulting in the reverse transformation having a high rate of occurrence in the next step. A modified KMC approach can be taken, however, where unfavorable
events are prohibited from being chosen when there are no favorable events present. This is a useful approach when the total sum of all possible transformation rates is close to zero, resulting in an
unrealistically large time step and dramatic model behaviors. This is done by setting a maximum
time step; if the calculated time step is larger than the maximum, no transformations are selected
and the model steps forward in time by the maximum. This allows the model to evolve according
to external constraints, changing the energy state of the model and moving toward a set of more
acceptable transformation events.
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CHAPTER 3.

3.1

PRIOR AUSTENITE RECONSTRUCTION

Introduction
During the processing of steel, the bulk material passes through various thermomechanical

states that affect its crystalline structure. At high temperatures, steels with the appropriate concentration of carbon (see figure 1.1) exist in an FCC configuration called the “austenite” phase. When
rapidly cooled, a crystalline transformation takes place in which the FCC austenite becomes BCC
or BCT martensite through a diffusionless shear mechanism [1, 6]. The orientation of the daughter
martensite phase is dependent on the orientation of the parent austenite phase; various properties of
the daughter microstructure are inherited from the parent phase due to this dependence. Typically,
the daughter phase consumes the parent structure as the transformation takes place. This makes
it difficult to observe how the processing of the parent phase affects the final post-transformation
material, as the prior phase has essentially been erased by the daughter structure. For some steel
materials, when the orientation dependence of the martensite phase on the parent austenite phase
is known, it is possible to “reconstruct” the austenite phase, identifying parent grains that may
have generated the observed martensitic grain structure. If this can be done accurately, the preand post-transformation structures can be compared directly. This can be of value in improving
the understanding of microstructural inheritance in materials such as steel, where it is difficult to
observe the history of the pre-transformed austenite phase–including the application of complex
loading conditions at austenitic temperatures. Ultimately the crystallographic reconstruction of a
parent phase can facilitate optimization of the thermomechanical processing of the pre-transformed
structure. [36–38]
Reconstruction of austenite in steel presents unique challenges. Crystallographic reconstruction is based on a known orientation relationship between the two phases, and the quality of
the daughter orientation map obtained from EBSD measurements. This information is essential
to a parent phase reconstruction, which is often complicated by various uncertainties. These un23

certainties arise in the reconstruction of austenite in steel due to noisy data sets, deviations from
a given OR, and other microstructural characteristics of the martensitic structure that is the subject of the reconstruction [35, 38]. Methods must be developed to deal with these uncertainties.
While prior austenite reconstructions in steel can be made difficult by these ambiguities, they can
potentially be resolved through a semi-automated delayed-decision making approach detailed in
this work.

3.2

Materials
Reconstructions depicted in this work are performed on two martensitic steels. The first

EBSD dataset was provided by US Steel and Carnegie Mellon University. The martensitic microstructure is from a seamless tubular steel intended for use as oil country tubular goods. Most of
the production parameters are proprietary and the information provided is as specific as possible.
The steel composition is similar to AISI 4130, and the product was heat treated as follows: heated
to above the austenitizing temperature (> 850◦C), then quenched by water sprays, and finally tempered at a temperature between 500 and 700 ◦C [47]. The second EBSD dataset was provided by
ArcelorMittal. It is M1700 steel, a commercially available tempered martensitic sheet steel. Its
composition is 0.3 wt% C, 0.45 wt% Mn, 0.01 wt% P, and 0.015 wt% S.

3.3

Reconstruction Method
The core of this reconstruction method lies with the independent growth of clusters of

daughter grains. Each cluster is started from a seed comprised of 3 daughter grains that share a
possible parent orientation (see figure 2.2). Prior to a reconstruction, all viable seeds for a given
region are found by comparing the lists of possible parents for all sets of 3 neighboring daughter
grains. Once a seed has been found, the 3 possible parent orientations that are within tolerance of
each other are averaged to define a starting PA orientation for the cluster to be grown. Neighboring
daughter grains are iteratively added to the cluster if they have a possible parent within a tolerance
misorientation of this averaged austenite orientation, which is then re-averaged. This process is
repeated until no new neighbors can be added to the cluster. Once this has been achieved, the
final parent austenite orientation assigned to the cluster is taken as the average of the collected
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possible parent orientations- one from each daughter grain that is a member of the cluster. This
average is computed as the vector average of the set of collected parent orientations represented as
quaternions [48, 49]. This process is described in figure 3.2, a flowchart outlining the algorithm’s
basic logic. Figure 3.1 depicts the growth of a cluster visually, as neighbor martensite grains are
added.

Figure 3.1: ArcelorMittal M1700 steel, original scan spanning a 14 by 16 µm area at a step size of
0.1 µm. Progressing from left to right- individual stages of the cluster growth algorithm, showing
growth of a cluster in the IPF map space. The pole figures demonstrate the collection of possible parent orientations (red) in orientation space. As neighboring martensite grains are added to
the cluster, their orientations (blue), and their selected possible parents are added to the pole figure. Once no more grains can be added, the group of possible parents are averaged into a single
orientation.

Each cluster is grown independently from all other clusters. Any daughter grain that was
added to a previous cluster may also be added to a subsequent cluster. By creating an exhaustive list
of seeds and allowing each to grow independently, an extended list of both clusters and ambiguities
is created. While each of these ambiguities must be considered, the full list of possible groupings
of daughter grains into clusters provides a large data set that can be explored to find the best
reconstruction.
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Figure 3.2: A flowchart describing how a cluster is grown from a “seed”
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3.4

Managing Ambiguities: Delayed Decision Making
The reconstruction method employed here utilizes a neighbor-to-neighbor approach within

a delayed-decision making framework. During a reconstruction effort, when an ambiguous region
is found, the resolution of that ambiguous region is delayed until after all possible groupings of
daughter grains into possible parents have been found. This approach is in contrast to methods
that attempt to resolve the ambiguity as they are found (i.e. making a choice of where to assign an
ambiguous daughter grain in the moment based on some additional metric). Instead, reconstructed
regions are allowed to overlap each other, some groupings completely enveloping others. This
provides a list of many possible groupings or clusters, with some of the groupings ultimately
providing a more insightful view of the pre-transformed structure. This method has significant
advantages when reconstructing regions that satisfy a KS-KS relationship.
Various automated and semi-automated methods are used to resolve ambiguities. Ambiguities are classified by the topological relationship between the two overlapping clusters. Some
ambiguities are in the form of clusters that are complete subsets of other clusters, where an additional possible austenite orientation can be assigned to that region. Some ambiguities are caused by
two clusters with the same set of daughter grains but different parent orientations. These are cases
where the set of variants is insufficient for a single unique parent orientation to be calculated. Other
ambiguities are caused when daughter grains are erroneously assigned to a neighboring cluster by
simply being within tolerance of that clusters calculated parent orientation- which may happen in
a noisy dataset. Each of these ambiguities are unique in origin and must be handled in different
ways. The determination of the nature of each ambiguity can only be automated to an extent,
and often manual intervention is required for their resolution. A delayed decision making process
allows the full extent of each ambiguity to be explored. The following sections detail the results
of reconstructions containing ambiguities of different types. The approach to resolving them is
described.

3.5

Results
Several reconstructions of martensitic steels, as presented here, demonstrate the different

topological natures of ambiguous regions caused by twinning in the parent austenite. The common
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Figure 3.3: A completed reconstruction of the same region of ArcelorMittal M1700 depicted in
figure 3.1. Each cluster is mutually exclusive and no ambiguities exist.

set of daughter grains belonging to two overlapping clusters as well as the spatial distribution of
the clusters within the space of the EBSD map are important factors to consider when assessing the
nature of an ambiguity. One cluster may be a subset of another cluster, or they may share a subset.
Furthermore, the external boundaries of each cluster (as seen by the human eye) may suggest a
relationship not reflected by their topologies. Three reconstructions presented here demonstrate
the varying topological natures of twins in parent austenite grains.

3.5.1

Case 1: Ambiguous region as a set of martensite grains from two prior parents
The first data set, demonstrated in figure 3.4, shows several large clusters with ambiguous

regions obscuring the boundaries between the two parents that contain them. The topology of this
ambiguous region can be described by the set of martensite grains that make it up: the set includes
martensite grains from both parent austenite grains on either side of the boundary (all martensite
grains in the set belong to either one parent or the other). In both cases, the calculated parent
orientations of the clusters containing the ambiguity can be shown to satisfy the misorientation
relationship of a pair of twinned FCC crystals–a 60 rotation about a < 111 > axis.
From the back-calculated orientations for either overlapping cluster the twinning plane can
be defined. In figure 3.4, the twinning plane for both ambiguities is plotted where it best fits the
existing boundary between the two overlapping clusters. In one case (the leftmost white region),
the twinning plane is reasonably well oriented with existing boundary between the two overlapping
clusters. In the case of the ambiguity to the right, however, the boundary between both clusters
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seems to be completely consumed by the ambiguous region. To resolve these ambiguities, the
best division of daughter grains was chosen that resulted in a boundary that was both straight
and reasonably well oriented with respect to the twinning plane. This example demonstrates the
variation in degree of overlap an ambiguity may have with the clusters that define it–an ambiguous
region may be evenly distributed between both overlapping clusters, or it may exist mostly to one
side of the real parent boundary.

Figure 3.4: Another, larger subsection of the data set provided by Carnegie Mellon University. (Top
left) The IPF map of a martensitic steel, as produced by OIM analysis. (Top right) A reconstruction
of the parent structure (IPF map generated in MATLAB), each cluster colored according to its
back-calculated parent orientation. Two large ambiguous regions are found, highlighted in white.
In both cases, the parent clusters that overlap satisfy the misorientation relationship of two twinned
FCC grains to within 2 degrees. (Bottom left) The (111) plane that would be the twinning plane
(if the two parent grains were indeed twinned) is plotted for each ambiguity. In the case of the left
ambiguity, the proposed twinning plane is in good agreement with existing boundary between the
two clusters. (Bottom right) The ambiguities are split between their clusters according to the best
fit with the proposed twinning planes.

3.5.2

Case 2: Ambiguous region as a subset of martensite grains from a single parent
Another topological case for an ambiguity is when a cluster is found as a complete subset

of another cluster–when all martensite grains belonging to a potential twin satisfy the orientation
relationship with the parent austenite grain. This is demonstrated in figure 3.5. Here, all the
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members of the smaller cluster are also members of the larger surrounding cluster. The cluster
representing the subset again satisfies the misorientation relationship of a twin with the cluster that
contains it. Furthermore, the major axis of an ellipse fitted to the sub-cluster is in close agreement
with the orientation of the twinning plane between both clusters orientations. This suggests the
strong possibility that an annealing twin existed within this parent grain, as demonstrated by the
sub-cluster stretching across the larger cluster. In this case, each member of the smaller cluster is
one of the common variants between the two twinned austenite orientations.

Figure 3.5: Two clusters found in the M1700 steel, one of which is a subset of martensite grains
belonging to the larger cluster. In the case of the smaller cluster, the back-calculated parent orientation satisfies a twin misorientation relationship with the other clusters orientation to within 3
degrees. The long axis of the cluster (taken as the major axis of a fitted ellipse) is also within 3
degrees of the (111) twinning planes of either austenite orientation.

3.5.3

Case 3: Ambiguous region as a set of martensite grains that intersects with the martensite grains from a single parent
A final example demonstrates the relationship of two clusters that share a subset, but where

one cluster appears to exist only inside the physical boundaries of a larger cluster. Figure 3.6
shows the larger cluster, and then the superposition of the smaller cluster. There are small sets of
daughter grains that belong to only the smaller cluster, but that are also within the boundary that
would form a convex hull around the larger cluster. Again, these two clusters are within a close
misorientation of a twin relationship. The smaller cluster appears to suggest the presence of a twin
band–this time large enough that some small regions of material within the twin are comprised
of variants that were not common between both clusters orientations, but belonging only to the
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twinned orientation. The orientation of the twinning plane as plotted is also in agreement with
sections of boundary between the two clusters. Of interest is the region not covered by the twin
cluster. This region is composed of variants belonging only to the larger cluster. This casts doubt
on the idea that the twin extended fully across the larger grain.

Figure 3.6: The reconstruction of a large prior austenite grain within the dataset provided by
Carnegie Mellon University (IPF created in OIM). Another example of an interior cluster that
satisfies a twinned misorientation relationship with the cluster that contains it. The twinning plane
is plotted and is shown to be in good agreement with the existing boundary.

3.6

Discussion
The reconstruction of parent austenite was performed here using a cluster growth algo-

rithm within a delayed-decision framework. Many possible groupings of daughter grains into
parent clusters are considered, and the nature of the ambiguous overlapping regions are explored.
The ambiguous regions caused by the presence of twin boundaries in the parent austenite are of
particular interest, and their various topologies and morphologies are demonstrated. While this
method of reconstruction is automated, post-processing and interpretation of results is left to semiautomated or manual intervention. The complex nature of each ambiguous region makes it difficult
to resolve each one via automated methods, though many ambiguities can potentially be dealt with
via automated techniques. The goal of this method is to explore all possible groupings of daughter
grains into possible parent grains. This allows the user to take advantage of the information made
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available by a full collection of possible groupings, and a full list of ambiguities contained in the
data set.

Figure 3.7: The orientations of the martensite grains plotted for both clusters shown in figure 3.6.
Martensite orientations belonging to the interior clusters are plotted in green, and the orientations
belonging to the larger cluster are plotted in blue. The interior cluster contains variants that are not
held in common between both twinned cluster orientations.

The delayed decision making approach used here was found to have some advantages over
a reconstruction that makes assignments prematurely. A cluster growth algorithm that employs
a first come first serve type approach would be very unlikely to correctly assign members of an
ambiguous region to the appropriate cluster. This is demonstrated by the various topologies of
the ambiguous regions created by twins, and the different extent to which an ambiguous region
may extend into one cluster or the other. Twin bands composed entirely of common variants between both twinned austenite orientations would very likely be missed by a reconstruction method
that does not perform a more extensive search of possible groupings. More complex still are the
overlapping clusters that have both inclusive and exclusive subsets, but where the nature of their
physical boundaries suggest that one cluster is spatially contained by the other. Each of these cases
demonstrate the advantage a delayed-decision making approach has to exposing the full extent of
the ambiguity.
While the reconstruction of twin boundaries is not precise in the sense that it results in a
straight boundary, the knowledge of the presence and approximate orientation of the boundary is of
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great value in a reconstruction attempt. In figure 3.6, where a large interior twin is demonstrated,
there are still questions that must be answered regarding the nature of the boundary between the
two reconstructed clusters. The region of the larger cluster that seems as though it should belong to
the twin orientation is composed of variants that are not common between the two twinned orientations, but only to the larger cluster. Such information must be considered when deciding whether
or not an interior cluster truly represents a twin. The advantages of this method are demonstrated in
the type of information made available to a person performing a reconstruction of parent austenite.
The large number of clusters found provide a valuable set of data. Though searching this data set
is only semi-automated and the generation of many clusters can be computationally intensive, the
resulting information that is made available is of high value.
The value of the delayed-decision making approach outlined in this work lies in its ability to
detect twin boundaries in the parent austenite that may be overlooked using other methods. These
twins play a role in transformation behaviors such as variant selection, where the twin boundary
presents a narrower set of preferred variant nucleation sites than other boundaries. This represents
a link between austenite processing and room-temperature microstructure: controlling the amount
of twinning in the austenite will in turn have an effect on how variants are selected to nucleate upon
transformation from austenite. The delayed-decision making approach to reconstructing these twin
boundaries makes this effect more predictable by enabling the comparison of daughter microstructures to parent microstructures containing twins. In this way, overcoming the challenges presented
by the reconstruction of twin boundaries yields an additional tool set to link austenite grain boundary networks to the texture of the inheriting room-temperature microstructures in steel. Such a tool
may have great impact on the design and processing of steel microstructures.
Future work will continue to automate specific tasks, as well as study different aspects
of the martensite transformation. Reconstructions using this method may shed light into variant
selection behaviors. Other nucleation and growth behaviors may be shown to result in similar
ambiguities to twins. Variants can be grouped according to the close-packed habit plane on which
they form, nucleating and growing in packets. This type of delayed-decision making approach may
aid in a study of the formation and size of these packets.
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CHAPTER 4.

4.1

MODELING OF MARTENSITE NUCLEATION

Introduction
The thermomechanics and crystallography of martensite in steel have been well explained

by significant experimental work [3,4,21,22,50]. Many models utilizing this foundation have been
developed to explain, study, and simulate the nucleation and growth of martensite in various steels
under varied processing schemes. As such, new steels continue to emerge with the goal of achieving improved strength and formability. One such class of steel is the set of AHSS that are assisted
by the TRIP phenomenon. These steels are comprised in part of austenite phase retained at room
temperature, which transforms into martensite upon deformation. The martensite transformation
contributes to the plastic flow when such materials are deformed, resulting in improved hardening
behavior and/or improved ductility/formability [25, 28, 29]. This phenomenon is referred to as the
TRIP effect, and these steels are identified as TRIP or TRIP-assisted steels.
This study seeks to investigate the sensitivity of martensite nucleation kinetics in TRIPassisted steels to load path and kinematic coupling of adjacent austenite regions. The stochastic
nature of nucleation kinetics is modeled by the use of the KMC method. Of particular interest is
recent experimental work by Cramer et al. [29] in which the transformation of retained austenite
to martensite in a quenched and partitioned (Q&P) alloy is specifically expressed as a function
of strain path. Cramer et al. showed this via straining of a Q&P 1180 alloy through different
strain paths (uniaxial, biaxial, and plane strain) and the ex-situ measuring the fraction of retained
austenite transformed through EBSD imaging. This data is used as experimental validation of
the current model, which couples the KMC algorithm with an FEA solver to deform a theoretical
region of a TRIP-assisted steel and simulate the martensite transformation and its accompanying
change in shape.
Crystallographic, kinetic, and thermodynamic aspects of the martensite transformation are
considered and included as aspects of this model. The effect of load path is first studied through
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a so-called virtual transformation model that utilizes the KMC method to study the effects of bulk
stress state on martensite nucleation. Further addition of the effect of kinematic coupling on model
behavior is achieved by the full coupling of the KMC algorithm with an FEA solver to observe how
interacting stress fields of adjacent transformed regions influences martensite nucleation. This
study shows how the use of a KMC-FEA coupled model to simulate martensite nucleation can
reveal aspects of the relationship between the mechanical state of a TRIP-assisted steel and rates
at which its retained austenite transforms.
The current model simulates aspects of martensite nucleation by coupling the finite element
method with the kinetic Monte Carlo method. The focus of the current study is to observe how
martensite nucleates in TRIP-assisted steels generally, and as a function of both load path and the
kinematic coupling of adjacent regions of retained austenite. The effect of load path is studied by
observing the model’s behavior under different boundary conditions imposed on the FEA geometry
build for each implementation of the model. The effect of kinematic coupling on the transformation
of austenite is implemented by observing the behavior of models containing austenite regions that
are spaced differently, affecting the degree to which the transformation of one region can affect the
subsequent transformation of nearby regions. The model is defined in such a way as to couple the
kinetics of nucleation to local mechanical conditions of stress. This coupling allows the model to
be used to study the dependence of nucleation on kinematic coupling and load path.
Some aspects of Q&P microstructure are adopted to inform material behavior and provide
context for results. This also informs the choice of several assumptions made in determining the
nucleation behaviors and crystallography of the martensite transformation. First, the Q&P microstructures have a low volume fraction of austenite as compared with other full TRIP steels and,
due to the partitioning of carbon, the austenite regions are harder than the surrounding primary
martensite. Second, the morphology of martensite assumed here is that of lath martensite. Third,
as martensitic transformations occur quickly once they have nucleated, we model only their nucleation, and once this occurs, the surrounding region accompanying the nucleate is all considered to
have transformed. This means that we can (i) assume isothermal martensite nucleation, (ii) treat
the martensite nucleation as primarily assisted by elastic stresses according to the Magee effect,
(iii) model the microstructure with a discrete number of potential nucleation sites, and (iv) neglect
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the creation of new sites that might otherwise appear in strain-induced martensite transformation
models.
These assumptions provide the framework necessary to formally define the martensite
transformation from thermomechanical and crystallographic points of view. The following sections detail these aspects of the theory underlying the model.

4.2
4.2.1

Thermomechanical Construction of the Model
Definition of Martensite Nucleation Potential
The nucleation behavior of martensite is a function of both thermal and mechanical vari-

ables. As this model seeks to couple nucleation behaviors with the material’s mechanical state,
the free energy change ∆G of the transformation from austenite to martensite must be defined by
a suitable thermodynamic potential. This is done using the Gibbs free energy as a measure of
the model’s energy state. The general nucleation potential proposed by Kaufman and Cohen [21]
is used as a starting point, and is defined in equation 2.6. In this equation, three quantities that
contribute to the change in energy state of a nucleating martensite particle are included: the strain
energy per unit volume ∆gstr , the chemical free energy change per unit volume ∆gch , and the
interfacial energy per unit area γ. These terms are accompanied by a term gstr
p , that is used to
denote an additional strain-energy component accounting for the short range misfit stresses at the
austenite-martensite boundary.
In the current work, the interfacial energy and the boundary misfit strain energy are neglected for simplicity. Furthermore, the strain energy component ∆gstr must be defined as a function of current stress state for there to be any coupling between the KMC algorithm and the FEA
solution for the stress. This is done using the Eshelby solution [5, 51], which provides a closedform solution for the change in strain energy caused by the change in shape of a spheroidal region
within a linear-elastic solid.
Assuming a spheroidal martensite particle, the stress inside the new martensite inclusion
can be expressed as
σiIj = Ci jkl (εklc − εklt )
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(4.1)

where C is the stiffness tensor, ε t is the transformation strain defined by
1
ε t = (Ft + FT
t )−I
2

(4.2)

and Ft is the deformation gradient representing the shape strain of the martensite transformation.
The constrained strain of transformation ε c is determined as the product of Eshelby’s tensor S and
the transformation strain:
εicj = Si jkl εklt

(4.3)

The change in strain energy will also depend on the current or applied stress state σ A of the
material point as provided by the FEA solution for the previous iteration. Overall the change in
strain energy density for a transformation can be expressed as
1
∆gstr = − σiIj εit j − σiAj εit j
2

(4.4)

The first term in equation 4.4 represents the change in strain energy from the transformation
through strain εit j . The second term of equation 4.4 is the work performed by the applied stress σiAj
at that material point. It is through this term that the Magee effect is incorporated into the model—
for a given transformation strain εit j the current stress state at that material point may add or remove
energy from the system. Incorporating the Eshelby solution, dropping surface and boundary misfit strain energy terms, and expressing the potential as a function of volume, equation 2.6 can be
rewritten as equation 4.5.
1
∆G(V ) = V ∆gch −V ( σiIj εit j + σiAj εit j )
2

(4.5)

Due to the use of the Eshelby solution, it is important to note that the current model assumes
that nucleate geometries are spheroidal, and that the initial shape change of the new martensite
particle happens in a linear-elastic environment (or that the linear-elastic assumption provides a
good approximation of the strain energy change for a transforming martensitic particle). Finally,
the value of ∆gch is taken directly from Kaufman and Cohen’s work [21], and the value is chosen
for pure iron at a temperature of 300 K.
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4.2.2

Kinetic Barrier Height for Martensite Nucleation
As a kinetic event, the nucleation of martensite within meta-stable austenite requires a

certain activation energy to occur. Described in terms of the energy state of a nucleation system,
the transformation from the current meta-stable state to the transformed state requires that the
system first pass through an intermediate state referred to as the activated state, or the transition
state. The activation energy is the required energy to get to this state (See figure 2.6). The activation
energy, or the barrier to transformation, is expressed as the quantity ∆E.
In this work the barrier height ∆E for a given martensite nucleation event is chosen to
be a simple linear function of the overall change in Gibbs free energy ∆G that accompanies that
particular event. This function is given in equation 4.6.
∆EAB =

∆G
+H
2

(4.6)

This expresses the barrier height as the scalar value H added to the half of the change in Gibbs
energy. This parameter H has significant effect on the behavior of the model, and is chosen as a
tuning parameter as the model is compared to experimental data.

4.2.3

Martensite Transformation Crystallographic Parameters
The type of martensite assumed in this study is lath martensite having a habit plane close

to (5 5 7) [9, 16, 19]. As stated previously, it is assumed that the martensite nucleates isothermally
and is assisted by stress according to the Magee effect. Lath martensite accommodates the shape
change via internal slip [8,9,13,16–19], and so the deformation tensor used to represent martensite
takes the form of equation 2.3. This invariant-plane deformation can take many different values,
depending on the choices of lattice parameters for austenite and martensite, the two plastic shear
systems that are assumed to activate, and the magnitude of shear on those systems. Morito et
al. [13] tabulate the shape deformations for each variant of martensite using lattice parameters
that correspond to pure iron. These shape deformations agree with observed habit planes formed
by lath martensite, as well as observed ORs. The shape deformations used here are taken directly
from [13], who cite these results as being determined by Kelley et al. [8,9]. These lattice parameters
are a0 = 0.36313 nm for austenite and a = 0.28974 nm for BCC martensite. These define the choice
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of B described by equation 2.2. The shear systems S1 and S2 and the magnitudes of shear g1 and
g2 on those systems are: S1 = (1 0 1)[−1 0 1]γ or (1 1 2)[−1 − 1 1]α 0 with g1 = 0.26488 and
S2 = (1 0 0)[0 1 − 1]γ or (1 1 0)[−1 1 − 1]α 0 with g2 = 0.09122. Morito et al. report the total
shape strain in the dyadic form of equation 2.4, which is expressed in equation 4.7.

m̂ = (0.49714 0.71113 0.49714)γ
b̂ = [−0.20113 0.70712 − 0.67789]γ

(4.7)

βt = 0.24223
By cubic symmetry, the values for m̂, b̂, and βt in equation 4.7 result in 24 variants of
martensite having an orientation relationship with its parent austenite that is close to the KurdjumovSachs orientation relationship. The deformation gradients for each of these 24 variants are defined
by these vectors via equation 2.4, which in turn defines 24 different transformation strains εit j . The
changes in strain energy caused by each of these variants is different—the transformation strain εit j
is different for each variant, and so will interact differently with the applied stress σiAj in the second
term of equation 4.4. This results in each variant having different values for both ∆G and ∆E by
equations 4.5 and 4.6. It is in this way that the Magee effect is incorporated into the model.

4.3
4.3.1

Model Implementation
General Implementation
The current model is used here to observe the effect of load path and the kinematic coupling

between austenite regions on the nucleation behavior of martensite. The core of this model consists of the KMC algorithm’s calculation of kinetic rates for potential martensite nucleation events.
To determine these rates, the thermomechanics and crystallography of martensite as outlined in
previous sections provide the framework for the calculation of the free-energy change ∆G that accompanies the nucleation of a variant of martensite. Within an iteration of the KMC algorithm, all
factors in the calculation of ∆G and the energy barrier ∆E for a given nucleate are known but one:
the applied stress at the location of the nucleate. The applied stress influences the calculation of
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kinetic rates through the second term of equation 4.4, where the applied stress may assist or suppress a given variant’s nucleation. These stresses are solved with an FEA solver, where they arise
from applied boundary conditions and the change in shape of elements representing the austenite
phase transforming into martensite. This combination of KMC and FEA allows one to study how
load path and kinematic coupling affect nucleation behaviors.
In the implementation here, the current model tracks the transformation of a set of 20
nucleates. These 20 nucleates have assigned austenite crystal orientations generated from a random
distribution, and which are listed in table 4.1. The transformations for each variant defined by
equations 2.4 and 4.7 are rotated to account for these orientations. In all implementations of the
model, the KMC algorithm chooses when each one of these 20 nucleates transform, and to what
variant. Using the same set of nucleate orientations in each implementation of the model removes
the effect of changing texture on the stochastic behaviors of the KMC algorithm and isolates the
effects of load path and kinematic coupling.
Table 4.1: Nucleate Orientations
Nucleate
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

φ1
5.633
2.711
4.218
1.204
1.663
2.304
5.728
5.794
5.415
5.229
3.220
3.233
5.736
5.652
1.453
4.973
1.029
5.182
1.192
4.636
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Φ
1.337
2.362
1.875
1.549
1.319
1.935
1.049
0.717
2.125
1.496
1.471
1.598
2.636
2.291
1.297
1.286
2.11
2.208
2.097
2.357

φ2
3.062
5.375
2.901
1.378
3.790
0.045
1.872
1.839
3.830
5.118
2.815
6.009
3.140
0.994
3.659
5.199
2.368
0.776
0.639
0.835

The effects of load path on nucleation are implemented through the boundary conditions
applied to various FEA meshes. Each implementation of the model utilizes an FEA mesh that simulates a cubic region of material initially containing primary martensite and austenite, following
the assumptions outlined in section 4.1. For each meshed cubic volume, the three sets of boundary
conditions are imposed: uniaxial loading (displacement boundary conditions on a single set of opposing faces), biaxial loading (displacement boundary conditions on two sets of opposing faces),
and plane strain (displacement boundary conditions on a single set of opposing faces, while a second set of opposing faces have fixed boundary conditions). Each displacement boundary condition
progresses at the set strain rate of ε̇ = 0.001 s−1 . Comparison between the models is accomplished
through the equivalent strain, which is defined as
r
ε̄ =

2 dev dev
ε :ε ,
3

(4.8)

where ε dev is the deviatoric strain defined by ε dev = ε − 13 tr(ε)I. The equivalent strain is used here
to represent the bulk strain state of the simulation region during deformation, and serves as a basis
of comparison across the different load paths.
The material constitutive behaviors also follow the assumptions outlined in section 4.1, in
that the relative strengths of the different phases in a Q&P alloy are used to represent TRIP-assisted
steels generally. The various phases in a Q&P alloy (primary martensite, austenite, mechanically
induced martensite) are outlined by [28]. In short, primary martensite is soft compared to retained
austenite, the austenite having been strengthened by the influx of carbon during the partitioning phase. Upon transformation, austenite becomes the hardest phase–the mechanically induced
martensite. In the current model, plasticity in the austenite is neglected, and the plasticity in the
transformed martensite is included as a portion of the deformation gradient Ft as defined by Morito
et al. [13]. The primary martensite is allowed to plastically deform via Mises plasticity. for speed
and simplicity, perfect plasticity is assumed. This choice is supported by the true stress-strain
curves for primary martensite given in [28], where little hardening behavior is observed. The yield
strength of the primary martensite is chosen to be 1180 MPa, to allow for comparison to the work
done by Cramer et al. on a Q&P 1180 alloy [29].
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The FEA constitutive model for both austenite and mechanically induced martensite is
isotropic linear elasticity, with Green strain and the 2nd Piola Kirchhoff stress as energetic conjugates. For transforming martensite, the stress is calculated as a function of the end-of-increment
deformation gradient Fτ+∆τ , where τ is the simulation time at the beginning of the increment. A
multiplicative decomposition of the end-of-increment deformation is assumed to consist of elastic
and transformative parts. this decomposition is expressed in 4.9, where Ft is the transformation
defined for a given variant of martensite.

Fτ+∆τ = Fe Ft

(4.9)

The Green strain at the end of the increment is given by equation 4.10.
1
E = (FT
Fe − I)
2 e

(4.10)

The 2nd Piola Kirchhoff stress is then defined by equation 4.11.
σ PK = CE

(4.11)

The stiffness tensor C is isotropic, defined by a Young’s modulus of 200 GPa and a Poisson’s ratio
of 0.3 [52]. The Cauchy stress reported back to ABAQUS via the UMAT is defined by equation
4.12.

σ=

1
(Fe σ PK FT
e)
det(Fe )

(4.12)

The model is solved implicitly, requiring a Jacobian matrix to bring the solution into convergence.
The Jacobian used here follows the perturbed Jacobian method used by Kalidindi in [53]. The
KMC-FEA model runs in ABAQUS/standard version 6.11 with the implicit FEA solver. The mesh,
material constitutive behavior, KMC algorithm, and post processing of results are all managed via
the use of user subroutines UMAT and UEXTERNALDB, as well as ABAQUS scripting tools.
With the KMC model capable of tracking martensite transformation, we choose to implement two different versions of the model to study the effects of load path and kinematic coupling
in different ways. These two implementations utilize different FEA models and execute the calcu-
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lations of the KMC algorithm differently. One implementation, referred to as the “virtual model”,
isolates the effect of load path by pre-solving an FEA model to tabulate the stresses caused by
each load path that are used in the KMC algorithm. These pre-tabulated stresses for different load
paths are then used to track martensite transformation of the 20 nucleates in isolation (i.e. with no
kinematic coupling between nucleates).
The second implementation, referred to as the “KMC-FEA model”, solves the FEA model
with the 20 nucleates contained in its volume for each iteration of the KMC model. This allows
the effects of each transformations to propagate through the model’s evolution and captures the
effects of both load path and kinematic coupling. The details of these different implementations
are detailed in the following sections.

4.3.2

The Virtual Transformation Model
The virtual model simulates the transformation of the 20 nucleates by executing the KMC

algorithm within the MATLAB environment. The algorithm proceeds as outlined in section 2.3,
where the stresses caused by each load path have been pre-tabulated. These stresses are referenced
by the KMC algorithm; as the model steps forward in time, the stresses are interpolated from the
pre-tabulated data to calculate the kinetic rates for each possible event. As a nucleate is selected to
transform to one of the 24 variants of martensite, the only effect of its transformation is that it is
removed from the list; no physical effects of transformation are modeled. This isolates the effect of
stresses as caused by the applied boundary conditions, as all untransformed nucleates experience
the same stress state. These “virtual” transformations are counted until all 20 nucleates have been
selected to transform. The model output of interest is the equivalent strain at which each of the 20
nucleates transform.
The FEA model used to tabulate stresses consists of a single linear-elastic sphere embedded
in a plastic matrix, with material constitutive behaviors as outlined in section 4.3.1. This FEA
geometry is placed under uniaxial, biaxial, and plane strain loading conditions, where stresses in
the linear elastic sphere are averaged to define a single stress state as a function of equivalent strain.
For a given time step in the KMC algorithm, the stresses needed are interpolated from this data.
The virtual model serves several functions in the study of martensite nucleation. First, the
model runs very quickly and so can provide a greater statistical understanding of how load path
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affects martensite nucleation through observation of results for many runs. The stochastic nature of
the KMC algorithm provides insight into the probabilities of a system evolving in different ways;
each run yields a unique result, and lots of runs provide insight into the variation of the output
where a deterministic model would yield the same output each time. This can be used to study
the same system many times to observe how sensitive certain outcomes are to initial conditions.
This of course, requires many runs of the model. The virtual model is fast enough to provide such
statistical information, where the KMC-FEA model cannot because it requires an FEA solution
with every time step.
Second, the virtual model isolates the effect of load path. Since the transformation of
each nucleate is not explicitly modeled, the only effect of stress on transformation is from stresses
caused by the boundary conditions on the pre-solved FEA model. The virtual model provides
an important point of comparison with the KMC-FEA model, as it removes any effect of kinematic coupling. Finally, the virtual model is used to choose several of the parameters required by
the KMC model. This “tuning” of the KMC parameters is possible because of the speed of the
model. The output of the model can then be fit to experimental data to validate the choice of KMC
parameters.

4.3.3

The KMC-FEA Fully-coupled model
In the KMC-FEA model, each step of the KMC algorithm is accompanied by a full solution

of the stress field that evolves as boundary conditions progress through each load path. The FEA
geometry contains regions of austenite phase embedded in a matrix of primary martensite. These
material constitutive models follow the behaviors outlined in section 4.3.1 for primary martensite,
retained austenite, and mechanically induced martensite. The austenite phase is represented as
20 idealistic spheres, each having a set volume of 0.04 µm3 . Each sphere contains one of the 20
nucleates which is assumed to have a volume of V as determined using the virtual model. The
crystallographic orientations of these spherical austenite grains correspond with the orientations
assigned to their respective nucleates. The FEA geometry for the model is depicted in figure 4.1.
This model implementation is used to study the effect of kinematic coupling by varying
the volume of the cube that contains the austenite grains. The spheres representing austenite are
randomly placed throughout a cube of a given volume. Once a nucleate is selected to transform,
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Figure 4.1: A simulation cell of 10 µm3 containing twenty 0.04 µm3 austenite regions represented
by randomly placed idealistic spheres. Not included in that volume is a region of surrounding
material meant to distance transforming austenite regions from the edge of the cell and from applied boundary conditions. Grain orientations are assigned to each austenite region from a set of
orientations previously generated from a random distribution.

its entire containing austenite grain undergoes the corresponding change in shape. As the same 20
austenite grains are used in each case, the relative differences in spacing affect the influence previous transformations have on future martensite nucleation, as communicated through the evolving
stress fields. The stresses used to calculate the transformation rates of a nucleate are the average
stress within its containing austenite grain, which are influenced by stresses from both adjacent
transformations and boundary conditions.
Three different cube volumes are used (10, 20, and 40 µm3 ). Furthermore, the 10, 20 and
40 µm3 cubes are padded with additional material to distance the transforming austenite regions
from applied boundary conditions.
Where the virtual model isolates the effects of load path, the KMC-FEA model incorporates the effects of both load path and kinematic coupling on martensite nucleation by solving
the full stress field through a simulated region for each time step of the KMC algorithm. Here,
the martensite transformation is explicitly modeled as FEA elements undergo shape changes that
correspond with a single variant of the martensite transformation.

4.4

Choice of H and V
The virtual model is used to choose the values of nucleate volume V and the barrier height

term H required by the KMC algorithm. This is done by fitting the averaged output of the virtual
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model to experimental data provided by Cramer et al. [29]. For each load path, the virtual model
is run 20 times independently and the results averaged. The averaged results are compared to
experimental data for that load path and the R2 value is calculated as the measure of fit quality.
The fit is first improved by the manual selection of the values V and H. Initially, the value for V
is chosen independently and the value for H is chosen to be in the same order of magnitude of the
value for ∆G for such a nucleate transforming at zero applied stress (where all variants will have
the same value of ∆G). The first estimates of these parameters to give a good fit are V = 1.2 × 10−4
and H = 1.2 × 10−7 . The R2 value as a function of H and V in the neighborhood of this first guess
are computed and displayed for the plane strain load path in figure 4.2.

Figure 4.2: A contoured representation of the dependency of R2 (of the fit to data provided by
Cramer et al.) on the values H and V for the plane strain load path.

The best-fitting combinations of H and V within the neighborhood of this guess are arranged in a strongly linear relationship. The correlation suggested by this shows that with increasing nucleate volume the barrier height term H must be reduced to provide a good fit. At very large
values of V , the necessary reduction of the magnitude of H would lead to nucleation behavior that
was insensitive to the barrier height. Conversely, with smaller volumes the barrier height would
dominate the nucleation behavior, being far greater in magnitude than the value of ∆G itself. The
linear relationship between best-fitting values of H and V within the neighborhood of this first
guess suggests that the nucleation behavior is sensitive to both parameters. For this reason, the first
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manually-determined estimate of the parameters H and V are kept as the final values, as they lie
on line of best-fit combinations.
The value of R2 as a function of H and V is plotted for uniaxial and biaxial load paths in
figure 4.3. Similarly, linear relationships exist between H and V to yield the best fits for either
case. While these lines are not coincident, they are closely related. The best R2 values in the plane
strain case are found at more defined peaks, where the best choices for H and V can be found. For
this reason, the values of H and V are chosen according to their fit to the plane strain experimental
data.

Figure 4.3: A contoured representation of the dependency of R2 (of the fit to data provided by
Cramer et al.) on the values H and V for the biaxial and uniaxial load paths.

4.4.1

Summary of Model Input Values
In summary, we now have a model that simulates the nucleation of martensite that accounts

for the effects of load path and kinematic coupling. This is achieved by coupling of the KMC
algorithm with an FEA solver, which allows the full-field calculation of stresses to inform the rates
of nucleation of martensite. In the various specific FEA geometries used with the model, the role
of kinematic coupling is studied as each set of geometry spaces the austenite grains differently
with respect to each other. All model inputs required by the KMC algorithm are summarized and
listed in table 4.2.
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Table 4.2: KMC Parameters
Property
Variable Value
No. Variants
N
24
Habit Plane
m̂
(0.49714 0.71113 0.49714)γ
Shape Strain Vector
b̂
[−0.20113 0.70712 − 0.67789]γ
Shape Strain Magnitude
βt
0.24223
Modulus
E
200 GPa
Poisson’s Ratio
v
0.3
Load Rate
ε̇
0.001
Nucleate Volume
V
1.2 × 10−4 µm3
Max Time Step
∆τmax
1 sec
N
ch
Chem. Free Eng. Density Change
∆g
−5.629 × 10−4 µm
2
−7
Energy Barrier Height
H
1.2 × 10 N–µm
Attempt Frequency
ϑ
1.59666 × 1013 Hz
Temperature
T
300 K

4.5

[13]
[13]
[13]

[21]

Results
The results of both the virtual and fully coupled models are outlined here in their respective

sections. The virtual model shows a difference in how the bulk stress states caused by each load
path (uniaxial, biaxial, and plane strain) affect the nucleation of martensite differently. The virtual
model does not include any notion of kinematic coupling, and so isolates the effect of load path
on martensite nucleation. The fully coupled KMC-FEA model includes both the effects of load
path and kinematic coupling of adjacent austenite regions. The effect of kinematic coupling is
shown by applying the KMC-FEA model to simulated materials that contain austenite regions
dispersed through cubes of increasing volume, resulting in different transformation rates. Here,
the term “transformation rate” denotes the rate at which austenite regions transform with respect to
equivalent strain. This is to distinguish this term from a “kinetic rate”, which is a rate as calculated
by the KMC algorithm: a frequency of occurrence measured in s−1 .

4.5.1

Virtual Model Results
The virtual transformation model was used to simulate the transformation of 20 virtual

nucleates having pre-selected orientations. Here, the virtual model was ran 20 times for each load
path. The results of the virtual model are plotted in figure 4.4 along with the experimental data
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for austenite transformation provided by Cramer et al. The curves representing the fraction of
remaining austenite are the averages of these runs for each load path. The relative comparison
of the shapes of these curves is given in the final panel of figure 4.4. The uniaxial and biaxial
load cases are separated from each other, with uniaxial loading causing transformation of austenite
faster with respect to equivalent strain. The Plane strain load case runs parallel to the uniaxial
load case for a short run (approx. 2% strain) before separating to run more parallel to the biaxial
load case. The uniaxial case has the most sudden change from a high transformation rate to a low
one–evidenced by the severity of the “elbow” in the transformation curve. The plane strain case
has the least severe elbow.
Figure 4.4 also displays the 1 standard deviation range for the 20 runs of the virtual model
for each load path. The statistical variance of result data for a given load path is purely a function
of the stochasticity of the KMC algorithm, demonstrating the considerable variation of possible
results from the same initial microstructure. Figure 4.4 also compares the results of the virtual
model to experimental data. Since the virtual model tracks the transformation of a discrete number
of nucleates, the transformation of austenite is compared with experimental data via the fraction of
austenite remaining. The plane strain and biaxial cases fit very well to experimental data with R2
values of 0.988 and 0.976, respectively. The uniaxial case deviates very quickly from a good fit,
with an R2 value of 0.652. Attempts to improve the R2 value of the model as fit directly to uniaxial
data were unsuccessful. Fits to either the plane strain or biaxial data resulted in fair agreement
with experimental data for both these load paths. The curves in figure 4.4 are results for a fit to the
plane strain load path.

4.5.2

KMC-FEA Coupled Model Results
The results of the fully coupled KMC-FEA model are shown in figure 4.5, which depicts the

number of remaining martensite nucleates as a function of equivalent strain. Results are grouped
by the average nearest-neighbor distance between austenite regions, corresponding with simulation
cells having volumes equal to 10, 20, and 40 µm3 . Resulting average nearest neighbor distances
¯ are 0.555, 0.751, and 0.908 respectively. Each curve represents
between the austenite regions NN
the average of two model runs. Additionally, each data set is fit by a sigmoid curve having the
form of −a tanh(bx) + c; each respective R2 value is listed. The relationship between the uniaxial
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Figure 4.4: Results of the virtual model, each curve representing the average of 20 runs of the
virtual model and tracking the transformation of 20 austenite nuclei.

¯ the uniaxial case
and biaxial load paths seems to be fairly consistent with changing value of NN;
shows faster transformation with respect to equivalent strain when compared with the biaxial load
¯ however.
path in all cases. The plane strain case varies more between the different values of NN,
An example of this can be seen in observing points at which the plane strain curve crosses the
¯ increases, the first crossing point happens at earlier and earlier
uniaxial curve in each case—As NN
equivalent strains.

Figure 4.5: Results of the FEA-KMC coupled model for simulation cells of different volumes,
with the same volume of austenite distributed throughout.
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Figure 4.6 depicts the transformation rates as a function of equivalent strains. These transformation rates are calculated as the slopes of the sigmoid curves used to fit the data in figure 4.5.
The effect of the average nearest-neighbor spacing is shown for each load path. The plane strain
¯ With increasing space between
case shows the most consistent difference with respect to NN.
austenite regions the initial slope of the transformation curve within the first several percent strain
decreases in magnitude. Furthermore, the initial slope seems to persist farther along the curve with
¯ For the plane strain load path, the transformation rates seem to move closer to the
increasing NN.
those of the virtual model. The biaxial load cases seems to be relatively unaffected by an increase
¯ and already matches well with the virtual model. The uniaxial case does seem to show
in NN,
¯
some sensitivity to a change in NN—the
plane strain case remains unique however, in that there is
¯ while the initial
a consistent trend moving towards the virtual model’s results with increasing NN,
transformation rates for each uniaxial run are still grouped around the starting transformation rate
of the virtual model’s results.

Figure 4.6: Transformation rates for the fully coupled FEA-KMC and virtual models. Results are
grouped by load path, demonstrating the effect of austenite spacing on the transformation rate for
each case.
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4.6

Discussion
The results of both the virtual model and the KMC-FEA coupled model show the effect

of load path and kinematic coupling on the transformation rates of martensite. The effect of load
path can be described by the Magee effect–different stress states imposed by different boundary
conditions encourages/suppresses the 24 martensite variants differently. These differences extend
into the effect of kinematic coupling on transformation rates. The results of the fully coupled
¯ affect transformation rate differently for each load path. In short,
model show how changes in NN
the Magee effect sets each load path apart from each other, which results in different sensitivities
to kinematic coupling. The role played by the Magee effect is discussed here first, followed by a
discussion of the role of kinematic coupling in each load path.

4.6.1

Role of the Magee Effect

Figure 4.7: The rates of transformation for each of the 24 variants of martensite for a single nucleate under each load path. The grain orientation of the austenite nucleate is unrotated from the
reference frame.

The Magee effect influences the transformation rates of all 24 variants differently through
the interaction of the applied stress field with the stress field that results from the martensite transformation. Due to the strain energy dominated nature of martensite nucleation kinetics, the trans-
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formation rates are sensitive to the stress state caused by imposed boundary conditions as well as
more local stresses caused by adjacent transformations. As such, the Magee effect provides a useful framework for the description of present results. The calculations within the KMC algorithm
further add useful means of quantifying the Magee effect, through the calculation of kinetic rates.
Figure 4.7 depicts the kinetic rates of transformation for 24 variants of martensite for a single potential nucleate. Each load path, with their respective differences in imposed stress state, result in
different “spectra” of kinetic rates. These spectra differ in how variants are grouped, and in the distribution of the magnitude of their kinetic rates as a function of equivalent strain. The plane strain
spectrum shows 6 groups of 4 variants each, distributed throughout a lower set of kinetic rates
when compared to biaxial and uniaxial load cases. Three of these groups are assisted and the other
three suppressed. The biaxial case shows 3 groups of 8 variants each, one of which is suppressed.
The uniaxial case also shows 3 groups of 8, where two of the groups are suppressed. It is important to note that these spectra are a function of the orientation of the austenite crystal where the
potential nucleate is located. As this orientation is rotated, the groups of variants “rotate” between
states of being suppressed and assisted in various magnitudes. What does not change, however, is
how the variants are grouped—the plane strain load case has 6 groups of 4 variants, biaxial has 3
groups of 8 variants, and plane strain has 3 groups of 8 variants each, where one group is greatly
assisted and the other two are suppressed. Where these represent the kinetic rates for individual
variants, the total kinetic rate ktot is a sum of all of these rates at a given equivalent strain, across
multiple nucleates. As the spectra are different, the total sum ktot evolves differently along each
load path. In this way these different spectra account for the difference in behavior of this model.
The overall effect that these differing variant spectra have on the nucleation behavior of
martensite can be demonstrated by considering the total kinetic rate ktot as calculated by the KMC
algorithm. Figure 4.8 plots the total kinetic rate as a function of equivalent strain for each load path,
as calculated for the virtual model. As such, it represents different stages of martensite nucleation
behaviors that are governed by competing factors. The first stage is an increase in total kinetic
rate as stress increases. Each load path shows a similar trajectory at early strains, overlapping
until approximately 2% equivalent strain. Each load path eventually comes to a peak where the
nucleation of encouraged variants outpaces the overall increase in kinetic rate as nucleates are taken
out of the pool of events contributing to the total. The following stage, representing a decay of the
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Figure 4.8: Representation of the total kinetic rate ktot as a function of equivalent strain for each
load path, as calculated in the virtual model. The magnitude of the total rate at a given equivalent
strain corresponds with the rate of any austenite transformation event occurring.

total rate as variants nucleate, demonstrates the effect of the differing spectra for each load path:
The plane strain case having the most gradual decay due to the more varied distribution of variants
that are assisted by the stress state. Because the uniaxial load path assists only a few variants, the
total kinetic rate dies much faster as those favored variants are selected to nucleate. The biaxial
case represents a more balanced combination of encouraged variants at a high rate, thus having the
highest peak and a rate of decay that fits between that of uniaxial and plane strain cases. In short,
the biaxial load case tends to be the upper bound of the curves plotted in figure 4.5 due to this
balance. The strong preference of a few variants in the uniaxial case is what causes the uniaxial
curves in figure 4.5 to be consistently below the biaxial curves. Finally, the varied spectrum caused
by the plane strain load path is what causes the varied responses of the plane strain load path with
respect to kinematic coupling as demonstrated by figure 4.6.

4.6.2

Role of Kinematic Coupling
¯ shown in figure 4.6 sugThe differences in transformation rate for different values of NN

gest a difference in sensitivity to kinematic coupling across the different load paths. The virtual
model provides an important point of comparison with the fully coupled model, as the virtual
model contains no notion of kinematic coupling. A stark difference is noted between the output of
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the virtual model in figure 4.4 and the output of the KMC-FEA model in figure 4.5 for the plane
strain load path. In figure 4.4 (no kinematic coupling) the plane strain load path is similar to the
biaxial load path, while in figure 4.5 (with kinematic coupling) the plane strain load path tends to
follow more closely to the uniaxial load path. In the fully coupled model, the plane strain load
path shows a greater sensitivity to changes in the average nearest neighbor distance as well. The
transformation rates plotted in figure 4.6 show that the nucleation of martensite under plane strain
loading is more sensitive to the proximity of austenite regions–suggesting that kinematic coupling
is responsible for increasing the transformation rate of martensite while under a plane strain load.
This is further supported by the trend that as average nearest neighbor distance increases the transformation rate of martensite under plane strain conditions tends more and more toward the virtual
model’s behavior, which omits all forms of kinematic coupling. The opposite trend is observed in
the biaxial case: the transformation rates for all average nearest neighbor distances are similar to
the virtual model.

4.6.3

Impact on TRIP-assisted Steels
This work considers how nucleation is affected by both load path and kinematic coupling of

adjacent austenite regions. As the martensite transformation is an important part of the behavior of
TRIP and TRIP-assisted steels, this information is valuable for understanding their bulk mechanical properties. Knowing what factors influence martensite nucleation allow for more educated
design of TRIP-assisted microstructures. Specifically, this work demonstrates how the manipulation of the TRIP effect in these materials can be achieved to an extent by controlling load path
and the physical proximity of retained austenite regions. These represent novel ways in which
microstructural behaviors can be influenced.
For parts under plane strain loads, the general proximity of austenite regions to each other
may be changed to optimize the extent to which the martensite transformation contributes to desirable hardening behaviors. Because the plane strain case exhibits faster nucleation behaviors
when austenite regions are close to each other, increasing the volume fraction of austenite may
have undesirable effects if the intention is to pace the transformation of austenite over a larger
range of plastic strains. For parts under biaxial loading, the general proximity of austenite regions
shows no effect on nucleation behavior. It may be easier to affect the hardening behavior of TRIP56

assisted steels over large ranges of strain in the case of biaxial loading, simply by increasing the
initial volume fraction of austenite. This, of course, is a function not only of the initial volume
fraction of austenite but also of other microstructural characteristics that effect the dispersion of
austenite: volume of individual austenite regions, austenite grain morphology, etc. Ultimately, this
knowledge may help inform the design of TRIP-assisted microstructures that make better use of
the martensite transformation to improve material properties.
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CHAPTER 5.

5.1

STRAIN LOCALIZATION IN MULTIPHASE STEELS

Introduction
The favorable properties of AHSS has seen their prominent use in the automotive industry

[54, 55]. As such, these materials are the subject of studies that characterize their properties and
microstructure. One such class of steels, known as dual phase (DP) steels are comprised of hard
martensitic phase dispersed within a matrix of softer ferrite [56–60], having high strength and
formability. More recent TRIP-assisted steels have improved formability over DP steels while
maintaining similar strengths [61–63]. One such steel, known as TRIP-assisted bainitic ferrite
(TBF) steel, is comprised of fine films of retained austenite within a matrix of bainitic ferrite
laths. As a TRIP-assisted steel, the increased formability is attributed to the TRIP affect, the
transformation of retained austenite contributing to local hardening [6, 61].
The contrast in ductility of these two steels is in part a function of how damage nucleates
differently between them [59, 61]. Boundaries between hard martensite and soft ferrite within DP
steels serve as points of strain localization where micro-voids form, resulting in crack propagation [59]. The TRIP effect present in TRIP-assisted steels is believed to improve ductility as the
martensite transformation contributes to local hardening [61, 62]. Additionally, the volume change
of the martensite transformation is thought to mitigate void nucleation [61]. As such, it is believed
that strain localizes differently within TRIP-assisted steels in comparison to DP steels.
The current study seeks to quantify and compare the different strain localization behaviors
exhibited by two specific steel alloys of similar strength, DP 980 and TBF 980. Particular attention
is given to the straining of these materials near to a sheared edge, where DP steels have been
found to have inferior stretch flangeability in comparison to TBF steels. This comparison will be
accomplished by the direct imaging of etched microstructure of samples strained in-situ. Strain
maps of imaged regions are subsequently extracted via digital image correlation (DIC) for varying
amounts of uniaxial strain, similar to previous studies on failure nucleation within DP steels [64].
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Finally, the quantification of strain localization is accomplished by the development and use of
a 2-point statistic, described in detail in following chapters. This difference in strain localization
provides a quantified description of why TBF steels exhibit improved ductility in comparison to DP
steels, and demonstrates how the TRIP effect may play a role in the delay of damage nucleation.

5.2

Materials
The two steels studied here are DP 980 and TBF 980, both designated by their ultimate

tensile strength of 980 MPa. Their microstructures and composition differ as demonstrated in both
figure 5.1 and table 5.1. Figure 5.1 demonstrates the large martensite colonies that are dispersed
through the matrix of ferrite as exposed by a nital etch. The lath morphology of the TBF steel
is also demonstrated in figure 5.1, contrasting with the more “blocky” DP microstructure. Both
images in figure 5.1 are taken at a magnification of ×2500.

Figure 5.1: The microstructural features of both (a) DP 980 and (b) TBF 980 as exposed by a 12
second etch with a 2% nital solution at a magnification of ×2500

Table 5.1: Compositions of DP 980 and TBF 980
Alloy
C (wt.%)
DP 980
0.097
TBF 980 0.16

Si (wt.%)
0.015
1.3
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Mn (wt.%)
2.349
2.2

5.3
5.3.1

Methods
Sample Geometry and Loading
Specimen of various geometries were formed via electrical wire discharge machining from

both materials. A standard “dog-bone” geometry was cut from 1.2 mm sheets and used for standard
uniaxial tension testing, while additional geometries were utilized during in-situ straining. Figure
5.2 displays the schematics for each geometry. In-situ samples were polished to a sub-micron
finish using colloidal silica, and then etched using a 2% nital solution for 12 seconds to expose
microstructural features. After polishing, the final sample thicknesses were about 0.5 mm.
These sample geometries were utilized in both ex-situ and in-situ tensile loading. The exsitu straining of standard specimen geometries was performed to obtain the stress-strain response
of the material. This was done on an Instron screw-driven test frame at a rate of 2.54 mm per
minute. These ex-situ tests were performed on the geometries of type a and b demonstrated in
figure 5.2. In-situ straining was performed on samples of geometry of type c, within a tensile stage
inside an FEI XL30-SFEG scanning electron microscope.

5.3.2

SEM Imaging and Digital Image Correlation
The SEM imaging of in-situ samples was performed for the purpose of observing how strain

is localized with respect to different phase regions. To gather this data, etched in-situ samples were
strained in uniaxial tension up to failure with SEM images of the same region of microstructure
imaged at various points before failure. The imaged microstructural features provide sufficient
contrast to be used with a DIC algorithm (Aramis DIC software, default settings), which tracks
the movement of many contrasted features in a set of images with respect to each other. From
relative displacements of identified features a strain map is calculated as demonstrated in figure
5.3, showing a strain map for the TBF alloy. This strain map was generated from a micrograph at
a magnification of ×2000 (compare with figure 5.1 for a reference of microstructural feature size)
for the TBF alloy strained at 19% equivalent strain.
For both TBF and DP materials, SEM images were taken from samples with sheared edges,
at locations both close to the sheared edge and within the interior of the sample. Figure 5.4 shows
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Figure 5.2: Specimen geometries include (a) standard dog-bone geometry for uniaxial tensile testing, (b) half dog-bone cut from the edge of a sheet having a sheared edge, and (c) a half dog-bone
with a sheared edge and a stress concentrating notch to focus failure nucleation within smaller
range. All dimensions are in mm.

the imaging locations for both DP and TBF samples. This was done to consider the effect of
proximity to the sheared edge on strain localization.
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Figure 5.3: Strain map formed from the SEM images of an etched region of TBF 980 steel strained
at 0% strain and 19% strain, using the Aramis DIC framework.

Figure 5.4: Scan locations for (a) DP 980 and (b) TBF 980.
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5.3.3

Strain Localization Metric
To utilize the image and strain map data, a two-point statistic was developed by Timothy

Ruggles (co-author in [65]) to quantify the extent to which strain localizes around the hard phase
within each material. Micrographs were split into a binary representation of hard/soft phase by
setting a threshold to differentiate between light/dark regions. By using image data to identify
phase, strain localization could be defined according to its proximity with either phase.
To explain two-point statistics, we use a phase map (a binary variable) as an example. The
onepoint statistics of a given phase are simply the volume fraction of that phase, i.e., the probability
of finding that phase at a point chosen randomly in the specimen. The two-point statistics for a
two-phase material quantify the probability of finding a given phase at two points in the sample
that are separated by a certain distance and direction; in other words, if a point is chosen at random
in the sample, and a vector is placed at that point, the two-point statistics measure the probability
of finding the given phase at both the head and the tail of the vector. For each vector, the two-point
statistics (autocorrelation function) can be calculated for a given phase by placing the vector at a
point in the material where the point takes a value of one if the phase is present at both ends of
the vector. Otherwise, it takes a value of zero. Summing values at each point, and dividing by
the total number of points, gives the two-point autocorrelation function (or two-point statistics) for
a phase. This function may then be used to extract the representative shape of each phase in the
microstructure.
In the present work, the phase characterized by two-point statistics is related to the strain
from the DIC map. Specifically, the softest phase (ferrite) is represented by a zero, while all other
phases (so called “hard” phases) are represented by a one. The result is the average strain field
around a representative particle of the hard phase once properly scaled. The correlation function
may be written as follows:
1
f pε (~t) = Σ~s p(~s)ε(~s −~t)
S

(5.1)

where p is the phase field (1 for hard phase, 0 for ferrite), ε is the strain field (in this case the
infinity norm of the two-dimensional strain measured via DIC), s and t represent coordinate points
on the map, st is the vector between them, and S is the total number of points in the map. A finite
sum is used instead of an integral because the phase and strain are only known at a finite number of
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raster points, corresponding to pixels in the original images. Thus, if we take any single hard point
on the phase map, f pε (~t) represents the average expected value for the strain at position t away
from that point. The result is a two-point statistics map that does not correspond spatially to our
original strain and phase fields but that instead represents the strain field around a “representative”
hard phase in the microstructure.
If periodic boundary conditions are assumed, twopoint statistics may be calculated very
efficiently via discrete Fourier transforms, as follows:
1
f pε (~t) = F−1 [F(p(~s)) × F(ε(~s))]
S

(5.2)

where F is the Fourier operator and × is the convolution operator. For more information on twopoint statistics, see previous work by the authors [66, 67].

5.4
5.4.1

Results
Stress-Strain Response and Tensile Failure
For both materials, multiple standard and sheared-edge samples were pulled in uniaxial

tension. Figure 5.5 depicts engineering stress-strain curves for both sample geometries for DP
980, and figure 5.6 depicts the same for TBF 980. For both standard and sheared-edge sample
geometries the TBF material is shown to reach a greater elongation before failure. This is more
pronounced for the case of the sheared edge, however. The DP standard samples have an average
elongation of 26% while the average elongation of the TBF samples is about 27%. In the presence
of a sheared edge, the average elongations are 16% for DP steel and 20% for TBF. DP steel has a
longer region of uniform elongation, while TBF reaches greater elongations through larger postuniform elongation. Hardening behaviors are also different between the two materials.
The failure of these two materials was imaged in-situ for samples having the notched geometry. Figure 5.7 shows a failed DP sample, with a small region of the surface imaged at ×2000
magnification both before and after failure. The failure surface divides this region, which appears
to traverse shear-bands that extend across the surface of the image taken before failure. This final
failure crack is believed to have initiated at the notch due to the stress concentration. At the top
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Figure 5.5: Engineering stress-strain curves for DP980 with (a) standard specimen geometry and
(b) sheared-edge geometry. Average elongation for standard samples is about 26%, and is about
16% for sheared-edge samples.

of figure 5.7a however, the failure crack seems to bend into alignment with what would have been
45◦ angle shear bands near the sheared edge. A similar image is displayed in figure 5.8, which
depicts a TBF sample mid-failure. The crack was easier to catch before final failure due to the
greater post-uniform elongation of TBF steel. In this figure, several cracks at 45◦ angles are shown
to have nucleated on the sheared edge, one of which being likely to meet the crack that nucleated
from the notch. The box within figure 5.8 depicts an area that was imaged to produce the DIC map
displayed in figure 5.3, taken at 19% strain.
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Figure 5.6: Engineering stress-strain curves for TBF980 with (a) standard specimen geometry and
(b) sheared-edge geometry. Average elongation for standard samples is about 27%, and is about
20% for sheared-edge samples.

5.4.2

Mapping of Strain
Micrographs from the samples depicted in 5.4 were taken at varying levels of strain, from

which strain maps were generated using DIC. Figures 5.9 and 5.10 show the resulting strain maps
for DP and TBF materials, and for both scan locations (next to the sheared edge and farther away
from the sheared edge). For all of these strain maps, the major strain direction is the horizontal
axis. Comparing the two sets of strain maps, the TBF material is shown to have more extensive
and regular shear banding; the shear bands appear to be less sensitive to phase boundaries. This is
attributed to the lower hardness differential between the various phases in TBF, in contrast with the
DP steel which represents a larger difference in hardness between the martensite and ferrite phases.
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Also, the “blocky” morphology of the martensite phase in DP contributes to the interruption of
shear bands as strain is shed into the softer ferrite phase. The magnitude of strains in the TBF is
higher, consistent with the larger elongations presented in the engineering stress-strain diagrams
given in figures 5.5 and 5.6.

5.4.3

Strain Localization
Using the strain maps for both DP and TBF materials, the strain localization behavior was

quantified using the two-point strain localization statistic outlined in section 5.3.3. As both the
phase locations and strain distributions are known, the degree to which strain is localized at the
boundary of the hard phases is calculated and displayed for both materials in figures 5.11 and 5.12.
These figures depict a “typical” or “average” particle of hard phase, and show the normalized
strain fields that are distributed around them within a 20 µm by 20 µm region. Simply described,
these images show the probability of strain localizing at all points immediately surrounding the
theoretical hard particle. These distributions are different for each material.

5.5

Discussion
This work seeks to gain insight into how failure of these materials can be described in terms

of their strain localization behaviors, and thus their microstructural features. Understanding how
strain localizes as a function of microstructure allows a direct description of damage nucleation
and failure as a function of microstructure. Ultimately this kind of insight allows for the design
of steel microstructures with improved ductility. This work presents a method of quantifying the
connection between microstructure and strain localization through the use of two-point statistics
and digitally created strain maps. More specifically, this work compares the localization behaviors
of both DP and TBF steels to provide insight into their differing ductility in the presence of a
sheared edge.
The strain surrounding a theoretical hard particle in the DP steel seems to be much more
focused around the hard particle itself, while the TBF steel seems to show a distribution of moderate to high strain localization spread throughout more of the local region. The degree of strain
localization can be quantified by computing a ratio of the maximum value of the localization met-
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ric to the average of the localization field. This value is plotted as a function of equivalent strain
for both DP and TBF materials in figure 5.13. The DP steel is shown to have a higher degree of
strain localization as the bulk material is strained.

5.5.1

Role of Phase Morphology and the TRIP Effect
The primary differences between strain localization behaviors between TBF and DP in the

proximity of a sheared edge seem to be a result of the different contrasting values of hardness
between the respective hard and soft phases in each alloy. The greater the difference, the more the
hard phase sheds strain into surrounding soft regions, the more strain is localized, and the faster
damage nucleates. The TBF material may resist the nucleation of damage by the lower amount
of strain shedding into the softest phase due to the smaller difference in hardness across phase
boundaries. The morphology of these phase regions must play a role as well, however. The TBF
material has a finer distribution of the various phases present, which possess a stronger lath quality.
This distribution of lath-shaped phase regions may serve to reduce the extent to which strain is shed
into softer surrounding regions, contrasting with the “blocky” morphology of the martensite in the
DP steel.
The possible contributions of the TRIP effect on the different strain localization behaviors
between DP 980 and TBF 980 are presented here. Important to these observations is the fact
that most austenite transforms relatively early, and so the TRIP effect may not be playing a direct
role in strain localization behaviors at higher strains. Upon the transformation of austenite, the
local hardening of material both within and without a transformed region serves to reduce the
contrasting hardness over phase boundaries. This may delay the onset of strain localization, as
summarized by [61]. The new martensite phase then serves to contribute to the high hardness
of the material. The contrast between modes of strain localization in both materials shown here
supports this conclusion; the greater strain localization at martensite-ferrite phase boundaries in
DP 980 is contrasted with the stronger shear-banding behavior observed in TBF 980. The forming
of shear bands in TBF depends on the reduced contrast of hardness values across phase boundaries.
This is also supported by the observation that the TBF material undergoes less uniform elongation,
due to the increased plasticity accompanying the TRIP effect. Uniform elongation in the TBF
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material is sacrificed to extend it’s post-uniform elongation via the delay of strain localization at
phase boundaries.
The pronounced difference in total elongation between DP and TBF materials in the presence of a sheared edge is likely a function of their different strain localization behaviors, and also
the TRIP effect. In a study on stretch flangeability of DP steels, Uthaisangusuk et al. [68] attribute
decreased ductility near sheared edges to the damage induced by the shearing process–void content
is higher near the sheared edge, and thus damage nucleates quicker. In TRIP-assisted materials, the
transformation of austenite to martensite will play a role in the final properties of the sheared edge.
This contribution may be more direct than in uniaxially strained samples, however, as the transformation of austenite to martensite will happen concurrently with the shearing process. In addition to
the improved hardening of the TRIP effect, the volume change caused by the transformation may
inhibit the formation of voids during shearing. Ultimately, the greater contrast between elongation
behaviors of DP 980 and TBF 980 in the presence of a sheared edge may be due to the TRIP effect
playing a role in both contexts of shearing and uniaxial tension.
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Figure 5.7: (a) A failed DP980 notched specimen, depicting a vertical failure crack closer to the
stress concentration of the notch that turns to a 45◦ inclination as it approaches the sheared edge.
The boxed area depicts the imaging area for (b) and (c), showing the surface of the etched sample
at 9.9% strain and after failure, respectively.
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Figure 5.8: A TBF notched specimen imaged during failure. Several cracks have nucleated on the
sheared edge, propagating at 45◦ angles along shear bands that have formed. This image was taken
at 19% strain.

72

Figure 5.9: The strainmaps formed from micrographs of DP980 taken at the locations depicted in
figure 5.4. (a) Near the sheared edge at ∼13% strain, (b) near the sheared edge at ∼17% strain, (c)
away from the sheared edge at ∼13% strain, (d) away from the sheared edge at ∼17% strain.
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Figure 5.10: The strainmaps formed from micrographs of TBF980 taken at the locations depicted
in figure 5.4. (a) Near the sheared edge at ∼13% strain, (b) near the sheared edge at ∼19% strain,
(c) away from the sheared edge at ∼13% strain, (d) away from the sheared edge at ∼19% strain.
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Figure 5.11: Normalized strain localization field surrounding a theoretical hard phase particle
within DP980, within a 20 µm × 20 µm region. Images represent (a) 3.2% strain, (b) 6.6% strain,
and (c) 9.9% strain. The major strain is oriented along the horizontal axis.
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Figure 5.12: Normalized strain localization field surrounding a theoretical hard phase particle
within TBF980, within a 20 µm × 20 µm region. Images represent (a) 2.7% strain, (b) 6.0% strain,
(c) 10.5% strain, and (d) 14.2% strain. The major strain is oriented along the horizontal axis.
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Figure 5.13: Degree of strain localization within the soft phase surrounding a theoretical hard
phase within DP and TBF steels, expressed as a function of macroscopic strain. This localization
metric is computed as the ratio of the maximum value of the localization metric described in 5.3.3
with the average of the same metric computed over the entire 20 µm × 20 µm region.
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CHAPTER 6.

CONCLUSIONS

In summary, the current work has contributed to the broad sum of knowledge regarding
the martensite transformation in steel through three focused studies on various AHSS and their
microstructures. These studies:
• Examined the nature of difficulties performing prior austenite reconstruction on martensitic
microstructures formed from austenite microstructures containing twin boundaries.
• Simulated the effect that load path and kinematic coupling have on the nucleation rates of
martensite in TRIP-assisted steels.
• Observed how two different AHSS (DP and TBF steels) are affected by strain localization
near hard-phase boundaries, to infer how the TRIP effect may contribute to the material’s
delayed onset of damage nucleation.
The conclusions of these studies are linked primarily in their treatment of how martensite nucleates, affects steel mechanical properties, and how martensitic microstructures evolve. Each study
provides a set of independent conclusions.

6.1

Prior Austenite Reconstruction
The reconstruction of parent austenite was performed here using a cluster growth algo-

rithm within a delayed-decision framework. Many possible groupings of daughter grains into
parent clusters are considered, and the nature of the ambiguous overlapping regions are explored.
The ambiguous regions caused by the presence of twin boundaries in the parent austenite are of
particular interest, and their various topologies and morphologies are demonstrated. While this
method of reconstruction is automated, post-processing and interpretation of results is left to semiautomated or manual intervention. The complex nature of each ambiguous region makes it difficult
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to resolve each one via automated methods, though many ambiguities can potentially be dealt with
via automated techniques. The goal of this method is to explore all possible groupings of daughter
grains into possible parent grains. This allows the user to take advantage of the information made
available by a full collection of possible groupings, and a full list of ambiguities contained in the
data set.
The delayed decision making approach used here was found to have some advantages over
a reconstruction that makes assignments prematurely. A cluster growth algorithm that employs
a first come first serve type approach would be very unlikely to correctly assign members of an
ambiguous region to the appropriate cluster. This is demonstrated by the various topologies of
the ambiguous regions created by twins, and the different extent to which an ambiguous region
may extend into one cluster or the other. Twin bands composed entirely of common variants between both twinned austenite orientations would very likely be missed by a reconstruction method
that does not perform a more extensive search of possible groupings. More complex still are the
overlapping clusters that have both inclusive and exclusive subsets, but where the nature of their
physical boundaries suggest that one cluster is spatially contained by the other. Each of these cases
demonstrate the advantage a delayed-decision making approach has to exposing the full extent of
the ambiguity.
While the reconstruction of twin boundaries is not precise in the sense that it results in a
straight boundary, the knowledge of the presence and approximate orientation of the boundary is of
great value in a reconstruction attempt. In figure 3.6, where a large interior twin is demonstrated,
there are still questions that must be answered regarding the nature of the boundary between the
two reconstructed clusters. The region of the larger cluster that seems as though it should belong
to the twin orientation is composed of variants that are not common between the two twinned
orientations, but only to the larger cluster. Such information must be considered when deciding
whether or not an interior cluster truly represents a twin.
Future work will continue to automate specific tasks, as well as study different aspects
of the martensite transformation. Reconstructions using this method may shed light into variant
selection behaviors. Other nucleation and growth behaviors may be shown to result in similar
ambiguities to twins. Variants can be grouped according to the close-packed habit plane on which
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they form, nucleating and growing in packets. This type of delayed-decision making approach may
aid in a study of the formation and size of these packets.
The advantages of this method are demonstrated in the type of information made available
to a person performing a reconstruction of parent austenite. The large number of clusters found
provide a valuable set of data. Though searching this data set is only semi-automated and the
generation of many clusters can be computationally intensive, the resulting information that is
made available is of high value. The delayed-decision making approach is useful for finding twin
boundaries of various types, from which a narrower set of martensite variants tend to nucleate. The
improved ability to find and reconstruct twin boundaries allows for researchers to observe these
selection behaviors directly, which may allow for the control of room-temperature textures through
the control of prior austenite twin boundary content.

6.2

Modeling the Nucleation of Martensite
A KMC based model was employed to study the interrelationship between the kinetics of

martensite nucleation, kinematic coupling of adjacent austenite regions, and deformation through
different load paths. The results shown here depict different outcomes for the different load paths as
a function of the average nearest neighbor distance between adjacent austenite regions. The plane
strain load path is unique, in that the rate of austenite transformation appears to be more sensitive to
the kinematic coupling between adjacent austenite regions when compared to biaxial and uniaxial
load paths. This is shown by runs of the model containing the same volume of austenite dispersed
through simulation regions of different volume, and quantifying how the transformation rate differs
with applied strain for each case.
The model quantifies the following:
• The rates of transformation of austenite as a function of equivalent strain through different
load paths, in the absence of kinematic coupling (the virtual model)
• The relative rates of transformation of austenite through different load paths, with kinematic
coupling (KMC-FEA coupled model), as a function of average nearest neighbor distance
• The total kinetic rates ktot of transformation as a function of equivalent strain, through different load paths
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• The contribution of the Magee effect on the encouragement or suppression of the transformation of specific variants of martensite under a given stress
Conclusions drawn from running both the virtual model and the KMC-FEA coupled model include
the following:
• The differences in transformation rate compared across the different load paths can be attributed the Magee effect.
• Groups of variants that are suppressed/assisted according to the Magee effect differ according to load path, resulting in different “spectra” of nucleation rates for each variant.
• The plane strain load path exhibits the greatest sensitivity to the kinematic coupling of adjacent austenite regions
With respect to TRIP-assisted steels, several implications of this model’s results include:
• The fraction of austenite transformed during deformation depends on load path, and so hardening behavior under different load paths may vary.
• The rates of transformation of retained austenite in TRIP-assisted steels can be expressed
as a function of the proximity of austenite regions when under plane strain loading, and so
hardening behavior under this load path may be possible to control by controlling kinematic
coupling of adjacent austenite regions.
• The biaxial load path is relatively unaffected by the kinematic coupling of adjacent austenite
regions, and so may be insensitive to many aspects of microstructure, such as the relative
proximity of austenite regions.
The design of the model incorporates some aspects of the microstructures of TRIP-assisted
steels, namely the amount of austenite present, the crystallographic parameters of the martensite
transformation, and KMC input parameters that were chosen by fitting to experimental data. There
are several additional aspects of TRIP-assisted microstructure that would make good additions in
future iterations. Both the virtual model and the KMC-FEA coupled model would provide a good
field for the study of texture on the transformation of austenite. Future applications of the model
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may study additional aspects of austenite transformation, such as retained austenite morphology or
the effect of composite load paths.
Ultimately, the results of the model demonstrate a sensitivity to both load path and kinematic coupling that can be exploited to control the mechanical behavior of TRIP-assisted steels.
The implications of the Magee effect’s role in these observations suggest that control of prior
austenite texture may either enhance or reduce the material’s sensitivity to load path. The varying
influence of kinematic coupling with changing load path also suggests that the spacing of retained
austenite in TRIP-assisted microstructures can also be used or “tuned” to have a predictable effect
on material behavior. These represent novel forms of control over the mechanical behaviors of
TRIP-assisted steels.

6.3

Strain Localization in DP and TBF Steels
The way strain localizes in DP 980 and TBF 980 was characterized by the in-situ uniaxial

straining of specimen of different geometry, the extraction of strain maps using DIC, and quantifying the degree of strain localization around the hard phase using a two-point statistical measure.
Different localization behaviors were demonstrated in each material. The DIC generated strain
maps demonstrate a difference in shear banding behavior between both materials, and it is speculated that the different hardness differentials between hard/soft phases in each material are the
primary cause. a metric of the degree of strain localization is presented that shows greater strain
localization near hard phase boundaries in DP 980 than in TBF 980.
The failure behavior of these materials in proximity to a sheared edge is investigated. TBF
980 reaches greater elongations before failure in comparison with DP 980, and this difference is
more pronounced in the presence of a sheared edge. Locations where shear bands intersect the
sheared edge prove to be sites of crack nucleation in both materials. The greater localization of
strain around the hard phase in the DP 980 is speculated to be the cause of the reduced elongations
achieved in comparison with TBF 980 in the presence of a sheared edge.
The role that the TRIP effect plays in the reduction of strain localization in TBF steels is
speculated. The reduction in strain localization at phase boundaries in the TBF is expected to be
due to the reduction in contrast of hardness across phase boundaries, as induced by the plasticity
that accompanies the TRIP effect. As the MIMT engages rather quickly at early strains, the effect
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of the MIMT on strain localization and damage nucleation may be to provide a delay to the early
onset of strain localization. This is supported by the observation of different strain localization
behaviors observed–diffuse localization at phase boundaries in DP 980 and more pronounced shear
banding in TBF 980. The more pronounced difference in ductility of these materials in the presence
of a sheared edge is also likely due to the TRIP effect, which plays a role in the reduction of damage
caused by the shearing operation.
The value of this work lies both in the development of a method to quantify strain localization as well as the direct comparison of DP and TBF steels. The use of twopoint statistics and
digitally extracted strain maps allows for a more detailed description of how failure modes depend on microstructure. The impact of using such a method is demonstrated by its application to
observing the differences in failure nucleation between DP and TBF materials.

6.4

Martensite in AHSS: Future work
Each study presented here provides opportunities for future work. The delayed-decision

making approach to reconstructing prior austenite twin boundaries may be applied to the reconstruction of various austenite grain boundary networks containing varying levels of twinning. The
textures of the room-temperature microstructures can then be studied to observe the effect of prior
austenite twinning on martensitic textures. The martensite nucleation model is a tool that can be
applied to various TRIP-assisted materials. Future work involving the model may include the incorporation of various additional thermomechanical variables to better tune the model’s predictive
behavior to the chemistry of different TRIP-assisted steels. The combination of this model with
a crystal plasticity code would also present a powerful tool for the study of how martensite forms
under various physical conditions. Finally, the two-point statistical method for quantifying how
local strain fields depend on microstructure can be applied directly to many materials. Future work
may also seek a deeper investigation into how the MIMT may be playing a role in the different
strain localization behaviors observed for DP and TBF steels.
The methods employed here may be also be combined for future studies on the role that
the martensite transformation plays in the mechanical behaviors and microstructural evolution of
AHSS. Martensite nucleation models may aid an understanding of how variant selection happens
along austenite twin boundaries, for example. The nucleation rates along twin boundaries may be
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affected by the mechanical interaction of transformation stresses with the cubic-anisotropic austenite crystals on either side of the boundary. The comparison of such a model’s results with prior
austenite reconstruction data would serve to assess what factors play a greater role in martensite
nucleation along an austenite twin boundary. Similarly, the martensite nucleation model presented
here would allow for the study of how load path affects strain localization and damage nucleation
in TBF steels as a function of the MIMT. Ultimately, the synthesis of these studies adds insight
into the mechanical behaviors of AHSS and suggest the possibility of future studies.
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