Abstract. An augmented Lagrangian method with second-order update is developed, and its relationship to the sequential quadratic programming method is described. The rate of convergence proof depends on a second-order sufficient optimality condition, which is shown to be satisfied for a class of nonlinear optimal control problems of tracking type. Numerical examples are included which demonstrate the globalizing effect of the augmented Lagrangian method.
1. Introduction. The purpose of this research is to analyze iterative techniques for the solution of (P) min
e(q, u)=0,q ∈ Q, where (q, u) are elements in a Hilbert space X, Q is a closed convex set, β>0, and (q d ,u d ) ∈ X are fixed, and e(q, u)=b(q, u) + affine terms, where b denotes a bounded bilinear form on X. The precise conditions will be given in section 2. This optimization problem arises in parameter estimation for partial differential equations with linear dynamics and in optimal control problems where the control and the state variable are related in a bilinear form. The Lagrangian associated with (P) is given by e(q, u) .
Note that (q, u) →L(q, u, λ) is quadratic and the Hessian
is positive definite if |λ| is small. Let λ * be a Lagrange multiplier associated with (P). where c>0. It is well known, see [B, L, IK1, IK2] , that adding the "penalty term" c 2 |e(q, u)| 2 leads to efficient numerical algorithms. We stress that it is not required to take c large, let alone to demand that c →∞to obtain convergence of the algorithms. But c does affect the convergence rate of the algorithms to be discussed in such a way that increasing c results in an improved rate! This is at the expense of possibly increasing the difficulties in solving certain auxiliary optimization problems that arise in the course of the iterative algorithm. In this respect it is instructive to consider the Hessian of L c (q, u, λ) with respect to (q, u) . It is given by During the iterations the last term on the right-hand side of (1.1) gives a contribution with indefinite sign. Even a condition on the size of |λ| will not guarantee positive definiteness of L ′′ c unless c is assumed to be small, an assumption that we shall avoid. Section 2 is devoted to proving convergence and rate of convergence of iterative methods to solve (P) based on the augmented Lagrangian functional L c (q, u, λ). The results are related to those obtained in [IK1, IK2] , but they are essentially different in that we use the specific structure of problem (P) to avoid any localization of the algorithm around the searched-for solution (q * ,u * ) of (P). These algorithms contain as auxiliary problems the minimization of the unconstrained augmented Lagrangian functionals (q, u) →L c ( q, u, λ). Let us also note that the functionals arising in the auxiliary problems are quadratic in q and u separately. This suggests the use of splitting methods. In fact, due to the quadratic nature of L c (q, u, λ) with respect to q and u separately, splitting methods for min (q,u) L c (q, u, λ) (1.2) lead to algorithms which are completely different from algorithms in which (1.2) is solved simultaneously with respect to the pair (q, u). In the case of splitting, the minimization with respect to q as well as with respect to u can be characterized by the normal equations which are linear in q, respectively in u. If minimization of L c (q, u, λ) is carried out with respect to the pair (q, u), then the higher order nonlinearities need to be considered.
In [IK1, IK2] the uniqueness of the solution to (P) is not addressed. In section 2 we also give conditions that guarantee that the solution of (P) is unique. Moreover, these conditions guarantee the uniqueness of solutions to the auxiliary problems introduced in the algorithms.
In section 3 we analyze the convergence of a sequential splitting method (GaussSeidel method) for solving the auxiliary problems. Section 4 is devoted to proving convergence of a parallel splitting method (Jacobi method). We note that for convergence results of this kind one cannot refer to the literature, where monotonicity of the gradient of the cost functional in all variables simultaneously is required (see [G] for the Gauss-Seidel method). This property is not enjoyed by (q, u) →L c (q, u, λ).
The motivation for studying (P) is primarily given by parameter estimation problems for partial differential equations, and we briefly outline this application in section 5. In fact, the calculations in [IKK, KP] have routinely been based on the sequential splitting method for solving the auxiliary problems. For the parabolic identification problem of [KP] we also implemented with success the parallel splitting method. We expect that a consistent use of the assumption of smallness of the Lagrange multiplier as we do in this paper may also prove to be useful in optimal control problems of tracking type. In section 6 we compare the computing times for a simple parameter estimation problem for a sequential implementation of the auxiliary problems to those where the auxiliary problems are solved by a quasi-Newton method. The Appendix contains the proofs of some of the results of section 2.
2. Global convergence of iterative schemes. We consider
b is a bounded bilinear form satisfying
It will be convenient to introduce
so that (P) can be equivalently expressed as (P) min J(x) subject to e(x)=0,x ∈ K ×X 2 .
Throughout we shall assume that the set of feasible points Q ad = {x ∈ K × X 2 : e(x)=0}is nonempty. Further we require that (H1) e is continuous from the weak topology on X to the weak topology on Y .
This guarantees the existence of a solution x * =(q * ,u * ) to (P). For q ∈ X 1 let A q ∈L(X 2 ,Y) denote the operator
We assume that (H2)
A q * is a homeomorphism from X 2 onto Y , and we shall also make use of the assumption
If A q * is surjective (in particular, if (H2) holds) then there exists a Lagrange multiplier λ * ∈ Y , i.e.,
Here the prime denotes differentiation with respect to x. Let us observe that L is a quadratic form in x, so that L ′′ is independent of x but depending on λ. LEMMA 2.1. Let x * be a solution of (P) with associated Lagrange multiplier λ * and let A q * ∈L(X 2 ,Y) be surjective. Then
which implies that λ * associated to x * is unique. If in addition (H2) and (H3) hold then there exists c β > 0 such that
Proof. Assertions (2.2)-(2.3) are direct consequences of (2.1). Next, let us assume that (H2), (H3) hold. By (2.3) we find for every α ∈ R (α =0),
Henceforth we consider the case β ∈ (0, 1] and
Since by assumption c<β we obtain the existence of c β > 0 such that
This ends the proof for β ∈ (0, 1]. The case β>1 is treated analogously. Remark 2.2. From (2.4) the uniqueness of the solution x * to (P) easily follows. Next we specify two algorithms to solve (P) iteratively. For c>0 we define
Algorithm 1 (first order).
Step 1. Choose λ 0 , c>0, σ ∈ (0,c]. For n =1,2,... do:
Step 2. Determine x n as a solution to
Step 3. Set λ n = λ n−1 + σe(x n ). Remark 2.3.
(i) For problems with small residue |u * − u d |, Lemma 2.1 suggests the choice λ 0 =0.
(ii) The convergence result of Theorem 2.4 remains correct if x n is replaced to be a suboptimal solution to (P aux 
Step 3 of Algorithm 1 is a first-order ascend step for the dual problem associated with (P aux ). THEOREM 2.4. Let (H1)-(H3) hold. Then (P aux ) has a solution for every n and the iterates satisfy
In particular this implies
The proof follows with minor modifications from [IK1] . Since it is short it is included in the Appendix for the sake of completeness.
Theorem 2.4 implies that the sequences {x n } and {λ n } generated by Algorithm 1 are bounded. In particular, there exists a constant µ 1 , such that
for all n =1,2,... . THEOREM 2.5. Let (H1)-(H3) hold and let K = X 1 (no explicit constraints on the q variable). Then there exists a constantk independent of n, such that the iterates of Algorithm 1 satisfy
In fact the proof reveals thatk is given bŷ
where E = e ′ (x * ). If σ = c, thenk is independent of c. Proof. The necessary optimality conditions for (P) and (P aux ) imply
where n =1,2,.... These equalities imply
It follows that
Let us note that by Theorem 2.4 (2.9)
It is simple to argue that
Moreover, we find
Combining (2.8)-(2.10) one obtains
Together with Theorem 2.4 this implies
which is the assertion of the theorem. Remark 2.6. Ifk< √ σ, then Theorem 2.5 implies lim n→∞ (x n ,λ n )=(x * ,λ * ). If the assumption that K = X 1 is not satisfied but int K = ∅ and x * ∈ int K, then the proof of Theorem 2.4 reveals the existence of n 0 such that x n ∈ int K for all n ≥ n 0 . In this case the inequality of Theorem 2.5 holds for all n ≥ n 0 . PROPOSITION 2.7. Let (H1)-(H3) hold. Then (i) the solution x n of (P aux ) is unique for all n sufficiently large, if x * ∈ int K, (ii) the solution x n of (P aux ) is unique for all n if
Proof. First we note that
Thus we find for every
Now let us assume that x * ∈ int K. Then due to Theorem 2.4 there exists n 0 ∈ N such that x n ∈ int K for all n ≥ n 0 . Theorem 2.5 then implies lim n→∞ (x n ,λ n )=(x * ,λ * ) and (i) follows from the above estimate. To verify (ii) we use Theorem 2.4 and the above estimate:
This ends the proof.
To accelerate convergence in Algorithm 1 we take σ = c and replace the first-order update of the Lagrangian in Step 3 by a second-order update given by
wherex is a solution to the auxiliary problem
Here we do not allow for an explicit constraint in the q variable. It is simple to check that λ n is equivalently given as the λ component of the solution (
, it can be checked that (x,λ) is a solution of (2.8) if and only if it is a solution of (2.13)
.
We arrive at the following algorithm. Algorithm 2 (second order).
Step 1. Choose λ 0 , c>0. For n =1,2,... do:
Step 2. Determinex n as a solution to
Step 3.λ n = λ n−1 + ce(x n ).
Step 4. Solve for (x,λ)
and set (x n ,λ n )=(x,λ). THEOREM 2.8. Let (H1)-(H3) hold and assume that 1 c |λ 0 − λ * | 2 is sufficiently small. Then Algorithm 2 is well defined and
where κ is independent of n and c.
The proof is given in the Appendix. The smallness assumption of Theorem 2.8 requires in particular that κ c |λ 0 − λ * | < 1; see (A.7). Theorem 2.8 therefore asserts convergence of (x n ,λ n )t o( x * ,λ * ) with convergence order 2. We close this section by giving sufficient conditions for the uniqueness of the solutionsx n to the auxiliary problems in Algorithm 2. Under the assumptions of Theorem 2.8 there exists a constant µ 2 (independent of n and c) such that
wherex n =(q n ,ũ n ) denotes a solution to (P aux ).
PROPOSITION 2.9. Let (H1)-(H3) hold and assume that 1 c |λ 0 − λ * | 2 is sufficiently small so that the conclusions of Theorem 2.8 hold. Then the solutionx n in (P aux ) of Algorithm 2 is unique for all sufficiently large n.I f
thenx n is unique for all n. Here K 1 is the constant used in the proof of Theorem 2.8. Proof. As in the proof of Proposition 2.7, we find for all
Since the last two terms in the expression in brackets converge to zero, the first assertion follows. From (A.1) and the fact that |λ n − λ * |≤|λ 0 −λ * |, which is derived in the proof of Theorem 2.7, we find
Here const is positive by assumption and the proposition is verified.
3. Sequential splitting of the auxiliary problems. In this section we focus on sequential splitting of the Gauss-Seidel type of the auxiliary problems (P aux ) that arise in Algorithm 1 and 2. We specify the following.
Notice that both j n u andĵ n q are quadratic and that they satisfy
Thus the minimization problems in Algorithm 3 admit unique solutions which satisfy
As far as the convergence argument of Algorithm 3 is concerned, u could be constrained to lie in a closed convex set U so that (3.4) would be replaced by
.. and n =1 , 2 ,... . Our next theorem asserts convergence of Algorithm 3 applied to (P aux ) in Algorithm 1 provided that |λ n−2 − λ * | is sufficiently small and n ∈{2,3,...}.( F o rn= 1 the smallness condition is slightly different.) Under the conditions of the theorem, the solution x n to (P aux ) is necessarily unique.
THEOREM 3.1. Let (H1)-(H2) hold. Then for n =2 ,3 ,... the sequence x k n of Algorithm 3 applied to (P aux ) in Algorithm 1 converges to x n as k →∞if |λ n−2 − λ * | is sufficiently small. For n =1convergence holds if |λ 0 − λ * | and |u
Proof. As in the proof of Proposition 2.7 (second inequality with c = 0), we find
Clearly c n is monotonically increasing with respect to n and c n > 0i f | λ n − 1 − λ * | is sufficiently small. Moreover for any (x, y) ∈ X × X and c>0,
Hence there exist r>0a n dd n >0 both independent of c>0 such that
This inequality will be needed for y = x k n and y = x n . It is simple to check that for every n =1,2,... and c>0,
For every k =1,2,... and n =1,2,... we find by (3.1) and (3.2),
which implies 1 2 min(β, 1)|x
is monotonically decreasing, bounded from below and hence convergent. In view of (3.9) this implies that
For n =2,3,..., k =1,2,... we find by (3.8) and by the choice of u 0 n ,
Using (3.11) and the fact that L(x * ,λ n−2 )=L(x * ,λ n−1 ), this inequality implies
Adding and subtracting L ′ (x * ,λ * )(x k n − x * ) on the left-hand side we obtain by (3.5),
and further
for n =2,3,... and k =1,2,....F o rn= 1 and k =1,2,... we find
where x 0 =(q * ,u 0 1 ), and further
This estimate implies
N o ww efi xnand assume that the right-hand side of (3.12), respectively, of (3.13) is less than (
Simultaneously we assume that
With (3.14), respectively, (3.15), and (3.16) holding we find with Theorem 2.4
Thus we obtain
from which it follows by (3.3) and (3.4) that
Due to (3.10) the left-hand side converges to zero and lim |x k n − x n | = 0 follows. The smallness requirements on |λ n−2 − λ * | for n =2 ,... are given by c n > 0 with c n defined in (3.6), (3.14), and (3.16). If n = 1, the smallness requirements on |λ 0 − λ * | and |x 0 − x * | = |u 0 1 − u * | are given by c 1 > 0, (3.15). Remark 3.2. (a) The smallness condition on |λ n−2 − λ * | can be replaced by requiring that |λ 0 − λ * | is sufficiently small, which by Theorem 2.4 implies that |λ n−2 − λ * | is sufficiently small uniformly in n =2,3,... .
(b) The dependence of the smallness condition on |λ n−2 − λ * | on c for n =2,3,... and with σ = c is such that c|λ n−2 − λ * | needs to be sufficiently small. (c) One can use Theorem 2.5 to obtain an upper bound for |λ n−2 − λ * |. Assume that int K = ∅ and set σ = c and let n 0 be as defined in Remark 2.6. Then by Theorem 2.5
The smallness condition on |λ n−2 − λ * | for n =2,..., including its dependence on c, is satisfied if
In particular, for n ≥ 5+n 0 a sufficiently large value of c implies convergence of Algorithm 3 applied to (P aux ). Now we turn to the sequential splitting method for solving the auxiliary problems of Algorithm 2. Recall thatx n denote the solutions of the auxiliary problems and (x n ,λ n )=( ( q n ,u n ),λ n ) denote the solutions to the linear system of Step 4 of Algorithm 2. THEOREM 3.3. Let (H1)-(H3) hold and assume that 1 c |λ 0 − λ * | 2 is sufficiently small so that the conclusions of Theorem 2.8 hold. Then for n =2,3,... the sequence x k n of Algorithm 3 applied to (P aux ) in Algorithm 2 converges to x n as k →∞provided that |λ n−2 − λ * | is sufficiently small. For n =1it converges if |λ 0 − λ * | and |u
Proof. Throughout we assume that c is bounded away from zero, i.e., c ≥c for somec>0. Moreover, due to the assumption that 1 c |λ 0 − λ * | 2 is sufficiently small and by Theorem 2.8 we can assume that without loss of generality |λ n − λ * |≤1f o r all n ∈ N 0 and c ≥c.
Up to (3.10) the proof is identical to that of Theorem 3.1. Note that there exists a constantL independent of n =1,2,... and c such that
To estimate |x k n − x * | we again consider the cases n =2 ,3 ,... and n = 1 separately. For n =2,3,... we have by (3.17)
and (2.14) implies
whereL is independent of c and n. From (3.18) it follows that
As in the proof of Theorem 3.1 we find
and, using (2.14),
This implies
for every n =2,3,... and k =1,2,... .I fn= 1, we find as in (3.13)
N o ww efi xnand assume that the right-hand side of (3.19), respectively, of (3.20) is less than (
Inequalities (3.21)-(3.23) correspond to (3.14)-(3.16) in the proof of Theorem 3.1 and imply that |x k n − x * | < r c and |x n − x * | < r c for all k =1,2,....
The proof can now be finished in the same manner as that of Theorem 3.1.
Parallel splitting of the auxiliary problems.
Here we address parallel splitting of Jacobi type for the auxiliary problems in Algorithm 1 and 2. We specify the following.
and then set
Due to (3.1) and (3.2) the minimization problems in (4.2) and (4.3) have unique solutions which satisfy
We notice that (4.1) and (4.2) can be carried out in parallel. In applications each of the minimization problems (4.1) and (4.2) can again be solved by parallel methods. Algorithm 4 is a special case of Algorithm 2.2 of [T3] . Since K is not assumed to be bounded and L c is not globally convex, the convergence of Algorithm 4 does not follow from the results in [T1] , however.
In the following theorem we assert convergence of the sequence x k n to the solution x n of (P aux ) in Algorithm 1 as k →∞ . The conditions of the theorem imply uniqueness of the solution x n of (P aux ).
THEOREM 4.1. Let (H1)-(H3) hold. Then for n =2,3,... Algorithm 4 applied to (P aux ) in Algorithm 1 converges provided that |λ n−2 − λ * | is sufficiently small. For n =1convergence holds, provided that |λ 0 − λ * | and |x 0 − x * | are sufficiently small. For the proof we remind the reader of estimates (3.5) and (3.7). Since the function x →L ( x, λ n−1 ) is only locally convex, the convergence proof will be carried out by induction. It is based on Lemmas 4.2 and 4.3. We shall use the notationx 
n ,λ n−1 ) (4.6) and min(β, 1)|x
where c(β, d n ) denotes a constant depending on β and d n . 
This proves (4.6). As j n u andĵ n q are quadratic functions, we have
by (3.1), and (4.4) and
by (3.2) and (4.5). Combining (4.10) and (4.11) implies (4.12) 1 2 min(β, 1)|x
From (4.3) it follows that
Combining the first inequality in (4.9), (4.12), and (4.13) one obtains (4.7). Next we prove (4.8). Sincex
it follows that x k n ∈ B(x * , r c ). From (3.7) we deduce that
These four terms are now estimated separately. As x k n ,x k n and x k−1 n ∈ B(x * , r c ), we find
for a constant c ε depending on ε (and r). The constant c ε depends on ε, c,a n drbut is independent of n and k. We further find by (4.3) and (4.4) that
and analogously
From (4.10), (4.11), and the first inequality in (4.9) we obtain
n ,λ n−1 ), and with ε = dn 2 this implies the existence of c = c
From (4.3) it follows that
and therefore there exists a constant c = c(β, d n ) such that
This is (4.8) and ends the proof of Lemma 4.2. LEMMA 4.3. For n =2 ,3 ,... we have x
We consider first the case n ∈{2,3,...}. Let us assume that
where k 2 n = max
and L is given in (3.11). Due to (4.14),
and by Theorem 2.4,
The proof is now given by induction on k. The case k = 1 follows from the arguments given below and we directly turn to the induction step. Thus, assuming x 
From (4.1) and (4.6) we find
Employing an argument analogous to that which led to (3.12), we find
In a similar manner one derives
Combining (4.15)-(4.17) implies
which ends the induction step if n ∈{2,3,...}. We turn to the case n = 1 and assume that
). Next we again proceed by induction on k. As above, the case k = 1 follows from the arguments given below, and we directly turn to the induction step, assuming that x
..,m−1, with m ≥ 2. By (4.1) and (4.6) we have
and proceeding as in the estimates which led to (3.13) we obtain 
Lemma 4.2 then implies that
Remark 4.4. In view of (4.14) the dependence of the smallness condition on |λ n−2 − λ * | on c for n =2 ,3 ,... and σ = c is such that c|λ n−2 − λ * | n e e d st ob e sufficiently small. If
as in Remark 3.2 (c), then the smallness condition on |λ n−2 − λ * | for n ≥ n 0 +3 including its dependence on c is satisfied if
Concerning the convergence of Algorithm 4 applied to (P aux ) in Algorithm 2, one obtains the following theorem. Its proof is a combination of the proofs of Theorem 4.1 and Theorem 3.3, and hence we omit it here.
THEOREM 4.5. Under the conditions of Theorem 3.3, Algorithm 4 applied to (P aux ) in Algorithm 2 converges to the solutionx n of (P aux ).
5. Application to parameter identification. In this section we show the applicability of the proposed algorithms to a distributed parameter identification problem. Consider the elliptic boundary value problem
Here f ∈ H −1 (Ω) and Ω ⊂ R n , n ∈{ 2 ,3 } , with Lipschitzian boundary, are fixed. The parameter q is assumed to be unknown. Instead, we assume the availability of an observation z corresponding to the state u of (5.1). This parameter identification problem is formulated as a regularized least squares problem. We shall consider separately the cases of H 1 0 (Ω)-and L 2 -output. Concerning the function space formulation of (5.1) we refer to [Gr] , for example. Example 5.1 (H 1 0 -output). We study the regularized least squares problem min
subject to e(q, u)=0and(q, u) ∈ K × X 2 .
Here z ∈ H 1 0 (Ω) and K is given by
In applications, q d plays the role of an a priori guess to the unknown parameter. Finally e is given by e(q, u)=∇(q∇u)+f.
To relate the present problem to problem (P) of section 2 we put
and b(q, u)=∇·(q∇u). Lower order terms could be added to (5.1) without essential changes. Equivalently we can define e(q, u)=( − ∆) −1 (∇(q∇u)+f) and choose
Clearly b is bounded with b given by the embedding constant of
It is simple to check that e satisfies (H1). The operator A q :
is given by
It is a homeomorphism for every q ∈ K, and therefore (H2) is satisfied. We turn to a discussion of (H3) for the present problem. For a fixed value of β, (H3) may or may not be satisfied. The question arises concerning conditions which imply that (H3) holds for a (large) interval of β-values. Let us denote a solution to (5.2) by
Let us assume that the unregularized problem (5.2) with β = 0 has a solution (q,ū). (If this solution is not unique then it is assumed thatq is of minimum norm among all solutions.) Then it is known [CK, IK2] that there exists a monotonically increasing mapping ρ :[0,∞)→Rwith lim β→0 + ρ(β)=0suc hthat
where V = {u : e(q, u)=0 ,q ∈ K} is the attainable set and dist(z, V) denotes the distance of z to V in H In particular, under the conditions of Proposition 5.1, the results of sections 2-4 are applicable. Some of those results require that the constraint q(x) ≥ α is not active. In this respect we note that int K = ∅ and ifq ∈ int K one can use an initialization phase based on Algorithm 1 which will guarantee that q n ∈ int K for all n sufficiently large. In fact one step of Algorithm 1 suffices for this purpose, if 1 σ |λ 0 − λ * | is sufficiently small. Returning to condition (5.4) we observe that it is satisfied for all β sufficiently small provided that z ∈V .I f z ∈ V then (5.4) may still be true for a nontrivial interval of values for β. If this is not the case then one idea would be to decrease dist(z, V) until, hopefully, (5.4) is satisfied. The success of this approach, which in a different context was used in [CK] , is not obvious since ρ(β) depends onq, which itself depends on z.
Here we proceed differently. Let (q,ū) be a solution of (5.2) with β =0 ,a n d assume that
Next β is chosen as a function of δ:
where γ>0. We assume that r< α
where r = |q − q d | 2 H 2 . For appropriate choice of γ, (5.7) amounts to a smallness condition on |q − q d | H 2 . It is simple to check that (5.7) implies (H3). In fact,
We arrive at Proposition 5.2. PROPOSITION 5.2. If (5.2) admits a solution (q,ū) for β =0and (5.5), (5.7) hold, then (H1)-(H3) are satisfied for problem (5.2) with β chosen according to (5.6).
If a priori knowledge about |q − q d | H 2 is available, then (5.6) can be replaced by
whereγ>0. In this case (H3) is implied by
2) admits a solution (q,ū) for β =0and (5.5), (5.7 ′ ) hold, then (H1)-(H3) are satisfied for problem (5.2),w i t hβchosen according to (5.6
subject to e(q, u)=0and(q, u) ∈ K × X 2 . The action of e is the same as that defined above, but the spaces are now chosen differently:
(Equivalently we could define e(q, u)=(−∆) −1 (∇·(q∇u)+f) and choose Y = L 2 (Ω).) The conditions on the boundary ∂Ω of Ω are strengthened, requiring that ∂Ωi sC 2 -smooth or that Ω is convex. Let us show next that the general theory of sections 2-4 is applicable to problem (5.8). It is straightforward to argue that b : 
It is well known [G] that due to the strengthened regularity condition on Ω, the operators A * q :
are homeomorphisms for every q ∈ K and thus (H2) holds. Moreover, for every r>0 there exists k r > 0 such that
It remains to verify (H3). Again we assume that (5.8) has a solution (q,ū)f o rβ=0. Let (q β ,u β ) denote the solutions to (5.8) for β>0. It can be shown by standard arguments [CK, IK2] that
Moreover, there exists a monotonically increasing function ρ :[ 0 , ∞ )→Rwith
where dist L 2 (z, V) denotes the distance between z and V in L 2 . In view of (5.9)-(5.11) it is simple to argue that (H3) holds provided that For the sake of completeness let us also state for L 2 -observations the results analogous to Propositions 5.2 and 5.3. It is assumed that |ū − z| L 2 ≤ δ. (5.13) PROPOSITION 5.5. If (5.8) has a solution (q,ū) for β =0and (5.13), (5.7) (respectively, (5.7 ′ )) with α replaced by k |q| hold, then (H1)-(H3) are satisfied for problem (5.8) with β chosen according to (5.6) (respectively, (5.6 ′ )). Under the assumptions of Proposition 5.5 the solution of the regularized problems are unique. The solution (q,ū) of the unregularized problem (5.8) with β = 0 need not be unique, however.
6. Numerical example. In this section we give a simple one-dimensional example for a parameter identification problem comparing the computing times for a sequential implementation and an implementation where the auxiliary problems of Algorithm 1 are solved by a quasi-Newton method. As already mentioned in the Introduction, many numerical tests for vectorial and parallel implementations of augmented Lagrangian algorithms for parameter estimation problems can be found in [IK1, IK2, IKK, KP] .
We consider the problem of identifying q in −(qu x ) x = f in (0, 1) u(0) = u(1)=0, (6.1) where f = −((1 + x)(e x sin πx) x ) x from data z for u. subject to e(q, u)=0and(q, u) ∈ K ×X 2 . Thus our problem corresponds to Example 5.2 except for the fact that X 1 = H 2 (Ω) is replaced by H 1 (0, 1), which is appropriate for one-dimensional problems; see [IKK] .
The discretization for the variables q and u was carried out by linear spline functions with respect to the grid {x i } . The penalty parameter was chosen to be c = 1 throughout the calculations that we report on below. Moreover we put q d = 0 in (6.2). We compared the computing times for Algorithm 1 for two different ways of solving the auxiliary problems (P aux ). In the first case (P aux )w a s solved by the quasi-Newton implementation that is available in the MATLAB routine FMINU with user-supplied gradients. The start-up value x 0 n was chosen as x n−1 for n =2 ,... a n dw ep u tx z(x) ). In the second case, (P aux )i n Algorithm 1 was solved by the sequential Algorithm 3. Let us note that the pair (q * ,u * )=( 1+x, e x sin πx) satisfies (6.1) with f specified above. For the data z we consider two cases, noise-free data and noisy data.
(i) Noise-free data. In this case we took z = u * = e x sin πx. The regularization parameter was chosen β =1 0 − 5 . After one iteration of Algorithm 1 minimizing on (q, u) simultaneously we found q 1 with |q 1 − q * | L 2 = .0125 in 109.6 seconds. (6.3) In the case of noise-free data, |q n − q x | is not reduced significantly after the first iteration. Then we used Algorithm 3 to calculate (P aux ), and we increased n until |q n − q * | L 2 was smaller than the value in (6.3). (All other specifications and of course the computing environment remained unchanged.) After seven iterations we found q 7 with |q 7 − q * | L 2 = .0119 in 2.6 seconds. (6.4) (ii) Noisy data. Here the data z were generated by adding uniformly distributed random numbers δ i ∈ [−.05,.05] to u * at the nodal points:
z(x i )=u * (x i )+δ i ,i =1,...29; z(0) = z(1)=0, and then z was found by cubic interpolation of {z(x i )} 30 i=0 . The regularization parameter was increased to β =10 −3 while all other specifications remained as those from the noise-free case above. After three iterations of Algorithm 1 with simultaneous minimization on q and u, q 3 was found with |q 3 − q * | L 2 = .0674 in 135 seconds,
Hence x →L c (x, λ n−1 ) is radially unbounded and any minimizing sequence is bounded in X. (H1) implies weak lower semicontinuity of x →|e(x)|, and existence of solutions to (P aux ) follows. Clearly these solutions satisfy (2.5) and (2.6) as well, and the proof is finished. Proof of Theorem 2.7. The proof is similar to that of Theorem 2.6 in [IK2] . It is different in that the solutionsx n of the auxiliary problems are unconstrained solutions in the present paper, whereas they were assumed to be a priori bounded in [IK2] .
First we show that (A.1) |(x n ,λ n ) − (x * ,λ * )| 2 X×Y ≤ K 1 2cc β |λ n−1 − λ * | 2 for n =1,2,... ,
