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Abst rac t - -The  paper deals with studying some modifications of the local one-dimensional schemes 
for solving the mixed and the third boundary value parabolic problems in nonrectangular domains. To 
distinguish these from the usual schemes with the error estimation O(h + ~-/v~), these modifications 
have unconditional convergence with the error estimation O(h + T) for the problem with the mixed 
boundary conditions of special type and O(h + T 5/6) for the third boundary value problem. All 
consideration is carried out in projection form using the spatial finite element discretization. 
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1. INTRODUCTION 
The splitting methods for parabolic equations with natural boundary conditions were considered, 
for example, in [1-4]. In all the publications known to us, the results on unconditional convergence 
are obtained only for the domains which are a union of rectangles whose sides are parallel to 
coordinate axes (in a 2D case). The formal application of the splitting procedure to problems in 
the nonrectangular domain leads to convergence when there is a connection between time and 
spatial steps. In particular for a local one-dimensional scheme [1,2], the error estimation contains 
the term O(7-/v~). We propose some modifications of this scheme using an additional mesh 
operator which approximates a tangent derivative on the "slanting" parts of the boundary. All 
consideration will be presented in projection form with the spatial finite element discretization. 
Let f~ be a bounded opened polygon in R 2 with the boundary F = F0 t_) F1. Then, let F1 = 
UpM=IFlp, where Flp is the direct segment {~,  ~p). We will denote 
Hl(~,r0) = {u e H I (~)  I u(:~) = 0, 2 e F0}, 
where H 1 (f~) is the Sobolev space. In the space H l(fl) x H 1 (f~), let us consider two one-parametric 
families of the bilinear forms 
a(0 k/(t; u, v) f~ Ou Ov = Ak(t, ~)-a---z-- -d2, k : 1,2, 
GXk aXk 
where t ~ [to,t,] is a real parameter, ~ = (XhX2) is a point in R 2. Let ao(t ;u,v)  = a (ol) (t; u, v) + 
a(02)(t; u, v). For the functions Ak(t, 2), we assume that the bilinear form ao(t; u, v) is continuous 
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and HI(gt, F0)-elliptic. In accordance with the trace theorem [5] in the space Hl( f l )  × Hl(~t), a 
one-parametric family of the bilinear forms may be defined 
M 
re(t; u, v) = E frr an(t, 2)uv ds, 
p=l Flp 
where ap(t, 2) is the piecewise continuous nonnegative function. The presentation m(t; u, v) = 
m (1) (t; u, v) + m (2) (t; u, v) corresponds to the equalities ap(t, 2) = apl (t, ~) + ape(t, 2), where the 
functions apk(t, 2) will be defined later. Then, in the space Hl(~t) × Hl(f~), the bilinear forms 
a(k)(t;u,v) = a(ok)(t;u,v) + m(k)(t;u,v) and a(t;u,v) = aW(t;u,v) + a(2)(t;u,v) are defined. 
Finally, let us introduce a family of the functionais (f(t),  v), which are uniformly on t continuous 
in the space H- l ( f l )  × HI(f~). Here, the scalar product in L2(gt) is expanded to the duality 
relation on H-1(f l )  × gl(f~) [5]. Further, the notation u(t) means that u : [t0,t.] --~ X, where 
X is any Banach space, and ~-t (t) is a strong limit in X (if such a limit exists) of the elements 
+ - fo r  o.  
Let us formulate a parabolic problem to which we will apply the splitting methods. For Uo E 
L2(gt) and f E L2(to,t.; H-I(~)), it is necessary to find the function u E L2(to, t.; HI(Ft, Fo)), 
au L2 (to, t . ;H  -1 (~)) and Vv E H 1 (fl, Fo), the following equalities are valid: such that ~ E 
du t v) -~( ), + a(t;u(t),v) = (f(t),v), (1) 
v) = (u0, (2) 
Let us now consider the finite element spatial discretization. Let Th be the regular [6] rec- 
tangular triangulation of fl and {~(2)}ieI  be the piecewise linear basis on Th. Then, Vh = 
span{~i(~)}iei and I Ih: C(Ft) ~ Vh is the interpolating operator (Hhu(~) = ~iEx u(~i)~i(2)). 
Then, using lumping operators, let us introduce the mesh scalar product dh(u, v) in L2(~t), which 
uniformly on h is equivalent to the usual scalar product, approximates it and leads to a diagonal 
mass matrix. The approximation means that for u E H2(~) and Vv E Vh, the following inequality 
is valid [7]: 
- dh(U u, v)l <- ch + h211ull    , ) 1/2 (3) 
where fl~ is an arbitrary subdomain from f~, c does not depend on h, u and v. 
Let us consider, for example, the problem (1),(2) with the Neumann boundary condition 
(ap(t, 2) - 0 on Fin for all p -- 1. . .  M) and f(t) = 0 and formally apply the local one-dimensional 
projection scheme. Let N be any integer number, T = (t. - to) IN and t~ = to-bnT, n = 1,...,  N. 
It is necessary to find a sequence of the functions {u ~, n = 1, . . . ,  N} such that u ~ E Vh and 
Yv E Vh, for n ---- 0 , . . . ,  N - 1, the following equalities are valid: 
=0,  k= 1,2, (a) 
u ° = rlhu0. (5) 
Here and later, it is assumed that u0 E H2(~) and, according to the embedding theorem, u0 E 
C(~t) and u0 belongs to the domain of definition of the operator Hh. For scheme (4), L2-norm 
of the error estimation is O(h + "r/x/~), as we mentioned above, and this estimation cannot 
be improved (see Section 4). In the next section, we will present some schemes without this 
drawback. 
Parabolic Problems 11 
2. LOCAL ONE-D IMENSIONAL SCHEMES 
Let fly be a unit vector of the external normal to f~ on Fzp. Then, ap is the angle between 
the vectors ~1 (unit vector of the axis Xl) and 5p. Let the numbers p = 1 , . . . ,  L correspond to 
the case a v ~ mTr/2 (the "slanting" parts of the boundary). In this work, we will distinguish 
the case of the mixed boundary value problem, when I~1p /-I 1~1q = ~ for p ~ q and either p < L 
or q _< L. It means that for solution of (1),(2) u(t) continuous in ~ for all p < L, the equalities 
u(t, ~p) = u(t, ~p~) = 0 hold. For such a mixed boundary value problem, we will need the finite 
element subspace 
Vh,o = {v e Vh [ v(~2p) = v(x~p ') = O, p = 1,... L}. 
If this condition is not valid, we will consider the third boundary condition on F (F1 = F) 
for simplicity. In this case, it is necessary to replace Hl(f~, F0) by H I (~)  in the formulation of 
problem (2). In the subspace from Hl(f~) x HZ(fl) such that the trace on F1 of the first argument 
belongs to Hz(F1), let us define the bilinear form 
L J~F 0U 
p=l lP 
where vv(t ,£) = AIA2 sin a n cos ap/Wp, wp = A1 cos 2 ap + A2 sin 2 ap. Then let 
apA1 cos 2 ap apA2 sin 2 ap 
apz = , Crp2 -- 
Up (.Up 
These formulas define the bilinear forms m (k) (t; u, v), and therefore, a(k)(t; u, v). 
Let us formulate a scheme for the mixed boundary value problem with the condition mentioned 
above. It is necessary to find a sequence of the functions {u n, n = 1 , . . . ,  N} such that u n E Vh,o 
and Vv E Vh,o, for n ----- 0 , . . . ,  N - 1, the following equalities are valid: 
i d (un+(1/2) un,Vl)--kla(1) (tn;Un+(1/2)-[-un, v l ) -k!b(tn;un+(1/2)-kun,v l )  =0, 
- 2 
l d (u n4-1 unq-(l/2),v2) -~ l a (2 ) ( t  n -~- ~;un4-1-~ - unF(1/2),v2) (6) Th 
where u ° E Vh,o is defined in accordance with (5). The convergence of this scheme will be 
discussed in the next section. 
Now, let us consider the third boundary value problem. Here, we will assume that Ak = const, 
k -- 1,2. Then, Up -- const, p = 1 , . . . L .  Suppose for simplicity that L = 1. It  means that 
F1 includes only one segment with Ul ~ 0 and the other sides of the polygon ~ are parallel to 
= :~' ~ ,  ~" ~.  Moreover, coordinate axes. The following notations will be used: v vz, = = 
assume that the functions ap(t, ~) = av(Y. ) do not depend on t and ap(~) > ao > 0 V~ E Fzl. In 
this case, the bilinear forms a (k) (t; u, v) and b(t; u, v) do not depend on t explicitly, and therefore, 
we will use the notations a (k)(u,v) and b(u, v). Then the formulation of the difference problem 
is the following. It is necessary to find a sequence of the functions {u ,~, n = 1 , . . . ,  N} such that 
u n c Vh and Vv E Vh, for n = 0 , . . . ,  N - 1, the following equalities are valid: 
l dh (un+(1/2) - un, vl) + a(1) (un+(1/2), Vl) q- b (un+(1/2), Vl) 
+ v1( 'l = o, \ / 
(7) 1 ( .o+i  u °+~I/'>, v,)  + a(2)(u "+I, v,) - b(u °+I, v2) ~h 
. ( . -+x(e" )  - = (S ( t .+ , ) ,  + \ / 
~LE-6-B 
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and u ° e Vh is defined by (5). The necessity to have the i tems l/(u n+(1/2) (,~') -un(z'))Vl(:~¢l and 
u(un+l(2") -un+(1/2)(~2"))v2(~2 ") will be discussed in the next section. Moreover, in the next 
section, we will present a certain condition for the domain 12, which allows us to eliminate the 
restrictions of the formulation of the problem (Ak = const and ap(t, ~) = ap(~2) > ao > 0). 
3. ERROR EST IMATIONS 
The following Green formulas play an important role in the further consideration. 
LEMMA 1. Let u(t) be the solution of problem (1),(2), An(t) E CI(~=~), u(t) e H2(f/) and zk(t) = 
0 (Ak~)  (t), k = 1,2. Then, Vv E H i (a )  the equalities Oxk 
a(k)(t;u,v) + (3 - 2k)b(t;u,v) = (zk(t),v),  k = 1,2 
are valid. 
These formulas are the key to the construction of error equations for schemes (6),(7). 
An approximation follows from inequality (3) and standard estimations of interpolation in 
Sobolev spaces [6]. Stability analysis for the mixed boundary value problem (scheme (6)1 is 
based on the presentation 
b(t;v,v) = --~ = 1, -~-s v ds, Vv E Vh,o, (8) 
and on the following statement. 
LEMMA 2. The numbers c and 50 independent of h exist, such that for all 0 < 5 <_ 5o and 
v E Vh,o, the inequalities 
hold. 
REMARK 
1 (t;v,v)), fr V2ds <_ c (-~dh(v,v) + Sa(o k) k = 1, 2 (9) 
- I  - I t  1. Let us assume that for the points Xp, Xp, p = 1 , . . . L ,  there exists an opened 
rectangle D with the following properties. The sides of D are parallel to coordinate axes and do 
not depend on h, one of the vertices of D coincides with any of the above mentioned vertices of f~ 
and D C Ft. Then, equalities (9) are correct for v E Vh, but v ~ Vh,o. 
As a result, the error estimation for scheme (6) may be obtained. Before we formulate the final 
theorem, let us indicate the smoothness conditions for problem (1),(2): 
)~k e C(to , t . ;C l ( f i ) ) ,  ue  C(to,t . ;ga(f~)) ,  
du d2u (101 
d--t E L2(to,t,;H2(12)), dt--- ~ E L2(to,t,;L2(~2)). 
THEOREM 1. Let conditions (10) hold for problem (1),(2). Then, the numbers c and TO indepen- 
dent of h, ~" and u(t) exist, such that for the solution of problem (6),(5) at T < ~'0, the following 
error estimation is valid: 
Ilu '~ - u(t~)liL~(a ) <_ C(Mhh + M,.T), 
where 
Mh = IlUllHl(to,t.;H2(n)) + Ilullc(to,t.;H3(a)), 
M .  = [lUl[Hl(to,t.;H2(a)) + d2u 
"~ff L2(to,t.;L2(f~))" 
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With the restrictions for the third boundary value problem (Ak =const ,  ap(t, ~) = ap(~) >_ 
co > 0), presentation (8) may be rewritten in the form b(v,v) = O, Vv E Vh,o. However, for 
v • Vh, this equality does not hold, and the following equality is valid instead of (8): 
b(~, ~) = ~(v~(~ ") - ~2(2')). 
In this ease, the stability of scheme (7) is provided by the items v(u"+(x/2)(~2 ') - un(~2'))vz(~ ') 
and u(u '~+1(~,") -u  n+(1/2) (~/'))v2(~2 ") on the one hand and, because inequalities (9) do not hold, 
by the condition ap(2.) _> a0 > 0, on the other. For estimating some quantities at the points 
- - I  - - I t  Xp, Xp, we use the technique of cutting functions with optimal local supports. This approach 
leads to the decrease of an order of the convergence on T (see Theorem 2). Moreover, this case 
requires the stronger smoothness conditions. In addition to (10), let 
u • c(t0, t,; H4(~)). (11) 
THEOREM 2. Let problem (1),(2) be considered for Ak = const, k = 1, 2, a(t, ~2) = a(£) > 
a0 > 0, V2 • F l l  and conditions (10),(11) hold. Then, the numbers c and To independent of 
h, ~- and u(t) exist, such that for the solution of problem (7),(5) at T < TO, the following error 
estimation is valid: 
rr " - <c  (M h + 
where M~ = mh + h]]u]lC(to,~.;H,(n)), M¢ = M~ + ]luHe(to,t.;H'(n)), the numbers Mh and M. 
are defined in the formulation of Theorem 1. 
REMARK 2. The condition for ~ from Remark 1 allows us to eliminate the restrictions for the 
problem formulation. 
4. NUMERICAL  RESULTS 
Let us consider two test examples. The first example is the following mixed boundary value 
problem. Let fl be the triangle with the vertices 11 = (0,0), 22 = (1,0), ~'3 = (0,1) and 
Fo = {21,22} U {~1,23}, F1 = {~2, 23}. The following problem is considered: 
Ou 
= ~0Lx~, (t, 2) • (0,1] × a, (12) 
u(t, 2) = 0, ( t, 2) • ( 0, 1] x Fo, (13) 
o~(t,2) = 0, (t,2) • (0,1] × rl,  (14) 
u(0,2) = sin~rxl sin~-x2, 2 • ~, (15) 
with the exact solution 
u(t, 2) = e-~o':tu(0, 2). (16) 
Assume Ao = 0.05. In Table 1, the errors v/dh(u(1) -u  N, u(1) -uN) ,  where u(1) is the exact 
solution at t = 1 and NT = 1, for schemes (4) at a = 1/2 and (6) are presented. 
Table 1. 
log 2 h -2  -3 -4 -5 -6  -7  
scheme (4), T = h .008787 .005165 .003626 .002588 .001841 .001306 
scheme (6), ~- = h .006770 .001674 .000413 .000102 .000025 .000006 
scheme (4), r = 2 -6 .006723 .001778 .000983 .001285 .001841 .002718 
scheme (6), T = 2 -6 .006715 .001673 .000417 .000104 .000025 .000005 
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The Neumann problem is i l lustrated by the second example. We consider equation (12) in the 
same triangle, but boundary conditions (13),(14) are replaced by the Neumann condit ion on the 
whole boundary F: 
Ou 
(t, ~) = o, (t, ~) e (o, 11 x r ,  
and the initial data are: 
u(0, ~) = cos rx l  cos ux2, ~ e ~. 
The exact solution of this problem is given by formula (16). Numerical results for this example 
are presented in Table 2, where we compare schemes (4) at ~ = 1 and (7). 
Table 2. 
log 2 h -2  -3  
scheme (4), r = h .042953 .018951 
scheme (7), r -- h .043621 .014875 
scheme (4), r ---- 2 -6 .026668 .006958 











.004366 .004798 .004929 
.001349 .001128 .001062 
Finally, a few words about algorithmic realization of schemes (6) and (7). In the most general 
case, our modifications result in the necessity of solving additionally any five-point l inear system 
on r l .  
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