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ABSTRACT
Closed-Loop Propulsive Control for Very Low Perigee Orbit Energy Management and
Stabilization
by
Tyler J. Gardner, Master of Science
Utah State University, 2020

Major Professor: Stephen A. Whitmore, Ph.D.
Department: Mechanical and Aerospace Engineering
Very low perigee orbits (VLPO) offer many advantages for satellites and other spacebased assets (SBA) performing surveillance, reconnaissance, mapping, and other earthobservation missions. Just as moving a camera closer to a person or object allows the subject
to be photographed in greater detail, moving a satellite closer to the earth’s surface allows
it to capture higher-detail surface imagery. Increasing a satellite’s proximity to ground
stations also allows for higher bandwidth transmissions with a decrease in transmission
power and communication latency. Other advantages that VLPOs offer include natural
shielding from solar radiation and the ability to use smaller, less expensive launch vehicles
to deploy an asset into orbit.
However, there are also distinct challenges for SBAs operating in low-altitude orbits.
Because objects in VLPO encounter significant atmospheric drag, their orbits decay rapidly.
Orbits with a perigee altitude less than 150 km will collapse within a few days. Spacecraft
in VLPO with an intended lifetime longer than a few days must use an on-board propulsion
system to counteract drag losses. As with any SBA, the size and efficiency of the propulsion
system are critical considerations. Finally, due to the high variability and unpredictable
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nature of the Earth’s atmosphere at VLPO altitudes, proper orbit maintenance will require
a propulsion system capable of operating as part of a closed-loop feedback control system.
This thesis investigates using a High-Performance ”Green” Hybrid Propulsion (HPGHP)
system with a closed-loop controller on a generic spacecraft in VLPO to offset the effects of
highly variable atmospheric drag. The HPGHP system uses acrylonitrile butadiene styrene
(ABS) plastic as the fuel and nytrox, a two-phase nitrous-oxide and gaseous oxygen blend,
as the oxidizer. Prototypes of the HPGHP have been tested by the Utah State University
Propulsion Research Lab. The HPGHP is capable of achieving a vacuum specific impulse
greater than 300 seconds. A 3 degree of freedom (DOF) trajectory simulation was developed to study the performance of multiple closed-loop control options including continuous
throttle and pulse-burn throttle systems. The results of trade studies and a best-approach
analysis are presented. System sizing estimates are also presented.
(89 pages)
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PUBLIC ABSTRACT
Closed-Loop Propulsive Control for Very Low Perigee Orbit Energy Management and
Stabilization
Tyler J. Gardner
Within the past decade, the United States Air Force has begun exploring options for
using smaller satellites, known as SmallSats and CubeSats, to decrease the time it takes
to design and build new satellites. If used properly, a rapid development environment for
satellites could improve the Air Force’s ability to respond to new technologies and threats.
Other organizations such as NASA and universities have been using SmallSats and CubeSats
for research and development missions.
While smaller satellites are usually much cheaper to develop and require less time to
create, limited volume strictly constrains the size of instrumentation and avionics that they
can house. This size limitation especially inhibits optical Earth observation (cameras) and
communication equipment. A camera with a larger aperture and light sensor can capture
more light, allowing it to take better pictures. Communications equipment generally works
better with larger antennas. A potential solution for SmallSats and CubeSats is to put
them in a lower orbit. The closer a satellite is to the ground, the easier it will be for it
to take pictures and communicate with ground stations. However, using lower orbits also
creates the problem of increased air resistance.
To counter atmospheric drag, the satellite could include a small rocket motor. This
thesis investigates using a ”green” hybrid propulsion that has been developed by the USU
Propulsion Research Laboratory. The hybrid motor is paired with a closed-loop controller to
provide automatic control. A trajectory simulation was developed to study the performance
of multiple closed-loop control options. The results of the trajectory simulation and a bestapproach analysis are presented. System sizing estimates are also presented.
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To all those who reach for the stars. Keep reaching!
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degree of freedom

GEO

geosynchronous Earth orbit
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CHAPTER 1
INTRODUCTION

1.1

Motivation
In recent years, the United States Air Force, universities, and private satellite man-

ufacturers have sought to shorten the timeline and decrease the cost required to develop
space mission platforms and SBAs. Doing so would enable a better response to changing
capabilities and mission needs. The Air Force has described this vision as Operationally
Responsive Space (ORS) [1]. One result of this effort has been a focus on developing small
satellite (SmallSat) systems to fulfill intelligence, surveillance, reconnaissance (ISR) and
other Earth-observation needs [2–4]. SmallSats include satellites with a wet mass of 500
kg or less. While the capabilities of small satellites continue to increase, the size of these
platforms limits their ability to house larger optical and communications systems.
Despite size limitations, small satellite systems could be very successful in filling the
gap that currently exists between high-altitude surveillance aircraft and existing low Earth
orbit (LEO) space based assets (SBAs). Within the past decade, multiple studies have
been conducted exploring the possibility of using VLEO to naturally deorbit satellites after
failure [5] and to compensate for the optical limitations of small satellites (among other
benefits). Most of these studies have focused on the use of electric propulsion or monopropellant systems for orbit maintenance [6,7]. Electric propulsion systems provide specific
impulse levels upwards of 1500 seconds. However, this efficiency comes with the trade-off of
providing very low thrust and acceleration levels. Spacecraft using electric propulsion are
therefore very slow to implement necessary trajectory changes. Mono-propellant systems,
based mostly on hydrazine, are commonly used for satellite propulsion. Hydrazine-based
propulsion systems are very effective and reliable. However, hydrazine is also very toxic
and potentially explosive. Because of the associated risk and complexity, hydrazine is not
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viable for ride-share missions.
During the past decade, the Utah State University Propulsion Research Laboratory
has developed an innovative and reliable high-performance green hybrid propulsion system
(HPGHP). Hybrid rocket systems combine many of the benefits of bi-propellant and solid
propellant systems while avoiding many of their drawbacks. Hybrids use only one flow path,
resulting in a much simpler system than that of a bi-propellant rocket that still allows for
throttling. Hybrid rockets also benefit from the volumetric efficiency of using a solid fuel
or oxidizer. Multiple hybrid propellants have been tested and shown to be safer and more
efficient than hydrazine-based mono-propellant systems. The HPGHP system developed at
USU has shown to be capable of specific impulse levels around 300 seconds in vacuum [8],
which is higher than that achievable with mono-propellant systems. This same system
also achieved thrust levels around 30 N under soft-vacuum conditions, far exceeding the
sub-Newton thrust levels available from most electric propulsion systems.
While the current motivation for investigating VLEO hybrid propulsive control is ISR
and Earth-observation, organizations and commercial companies such as SpaceX, Google,
and OneWeb have recently begun to deploy satellite constellations with the goal of providing
global internet coverage and communications infrastructure [9]. These constellations could
also benefit from an automated on-board propulsion system for orbit maintenance. This
need provides another potential future application for the use of hybrid propulsion in orbit.
USU’s HPGHP system provides a properly-scaled, efficient, and reliable propulsion system
that is appealing for SmallSat constellation deployments.

1.2

Thesis Statement
This thesis investigates the feasibility of using an intermediate thrust, 10-25 N, HPGHP

system with a closed-loop controller to maintain a satellite in a precuisely-controlled VLPO.
The proposed system uses acrylonitrile butadiene styrene (ABS) plastic as the fuel and
nytrox, a two-phase blend of nitrous-oxide and gaseous oxygen, as the oxidizer. A 3 degree
of freedom (DOF) trajectory simulation is developed to study the performance of multiple
closed-loop control options including continuous throttle and pulse-burn. These control
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systems are evaluated based upon their ability to precisely maintain a satellite’s orbital
energy close to its initial value.

1.3

Objectives
The major objectives of this thesis are: (1) develop a 3 DOF trajectory simulation, (2)

perform trade studies to determine level 1 and level 2 design requirements, (3) down-select
to a best-approach strategy, and (4) prepare a proposal for future hardware-in-the-loop
studies. These major objectives are broken down as follows.
1. Develop a 3 DOF trajectory simulation
(a) Select atmospheric models for the extreme upper atmosphere
(b) Select appropriate drag models
(c) Develop shaping filters to model real motor response (ignition latency, thrust
tail-off after motor shutoff, etc.)
(d) Develop strategies for closed-loop propulsive control
(e) Verify simulation and models
2. Perform various trade studies to identify design requirements
(a) Test and compare developed strategies for closed-loop propulsive control
(b) Use models to develop level 1 and level 2 design requirements
(c) Verify the level 1 and level 2 design requirements
(d) Produce a systems requirement document
3. Down-select to a best-approach strategy
(a) Present top-level designs for two spacecraft sizes:
i. ESPA-class 180 kg SmallSat
ii. 12 U CubeSat
(b) Present end-to-end mission scenarios for each of these spacecraft sizes
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4. Prepare a detailed proposal for a future hardware-in-the-loop demonstration
(a) Identify key steps to developing a hardware simulation
(b) Incorporate lessons learned from this study into hardware simulation proposal

1.4

Approach
As described in the previous section, 1.3, a 3 DOF trajectory simulation is developed

for this project. Objectives 1.a through 1.c identify key components of the trajectory
simulation. These components are verified individually by a) using models that have been
previously verified or b) comparing model results to experimental data where available (such
as with the motor shaping filters). For verified models, various test cases are used to ensure
that the models match expected results. An initial version of this simulation has already
been developed.
Once the trajectory simulation is verified, various trade studies are conducted to identify the design requirements for a VLPO satellite system. These studies evaluate the performance of various closed-loop energy management systems in a given VLPO. The performance of the systems studied is evaluated on criteria such as propellant mass consumption,
burn duration, and ability to maintain desired orbital energy.
Once the performance of several energy management systems is assessed, then three
top-level spacecraft designs will be developed. End-to-end mission scenarios are developed
for each spacecraft design. The results of these mission scenarios and top-level designs
contribute to developing a best-approach strategy, one of the end products of this thesis.

1.5

Overview
The remainder of this thesis is split into 7 chapters. Chapter 2 presents background

information on the advantages and challenges of operating a spacecraft in VLPO. Further
information is also given about different propulsion systems and the comparable advantages
and disadvantages of hybrid propulsion systems. Chapter 3 presents the development of
the regulator and pulse-burn controllers. The different components of the 3 DOF trajectory
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simulation are then developed and presented in chapter 4. Chapters 5 through 7 detail the
methods, results, and conclusions of the trade studies and present a set of recommended
best-approach strategies. Finally, chapter 8 recommends future work to build upon the
results of this thesis. Various longer derivations, tables, and supporting resources from the
main chapters are included in the appendices as indicated in the text.
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CHAPTER 2
BACKGROUND
Because most satellites are flown in orbits above 300 km mean altitude, few studies
have actually been done on the use of VLPO or VLEO orbits. However, recent interest
in agile Earth observation missions has prompted some to consider how these lower orbits
could be used. Various challenges associated with maintaining a satellite in VLPO are
described in the following section. Several propulsion system requirements and options are
then presented. The chapter concludes with a brief discussion of available control system
methods.

2.1

Very Low Perigee Orbits
Earth orbits are divided into three regions: low Earth orbit (LEO), medium Earth

orbit (MEO), and geosynchronous Earth orbit (GEO). The majority of satellites operate
in LEO, which is generally considered to include orbits with an altitude below 2000 km.
Satellites placed in LEO are used for ISR, Earth observation, mapping, weather monitoring,
communications, scientific investigations, and more. The MEO region includes anything
between LEO and GEO. Well-known satellite systems in MEO include COMPASS, Galileo,
GLONASS, and GPS. Satellites placed in GEO orbit the Earth at the same rate that the
Earth rotates. This orbit enables GEO satellites to remain stationary over a single line of
longitude or over a certain area on the equator. Because of their distance from the Earth,
GEO satellites are typically very large and expensive.
Very low perigee orbit is a subset of LEO which, for this thesis, is classified as orbits
with a perigee below 300 km in altitude. VLPOs offer many advantages for SBAs performing
ISR and other earth-observation missions because of their proximity to the Earth’s surface.
The reduced altitude of VLPOs allows satellites to capture highly-detailed Earth imagery
while using smaller, less expensive imaging equipment. Increasing a satellite’s proximity
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to ground stations also reduces free-space attenuation losses, allows for higher bandwidth
transmissions, and reduces transmission power needs and communication latency. Other
advantages that low mean altitude orbits offer include natural shielding from solar radiation
and the ability to use smaller, less expensive launch vehicles to deploy an asset into orbit.
Because of their elliptical nature, VLPOs also offer protection against soft or temporary system failures. If a software problem or booster ignition failure were to occur, the
orbit’s apogee will decay and perigee will remain fairly constant for several orbits. This
apogee decay permits a satellite to recover once it becomes operational again. Also due
to the elliptical trajectory of VLPOs, precise manipulation of the orbit’s apogee, perigee,
and inclination would enable the satellite to target different flyby locations and times. This
capability provides mission flexibility and asset protection by making the satellite’s movements less predictable. Current SBAs used for reconnaissance orbit in known locations
with known field-of-view times. Enabling variable arrival times allows for unpredictable
reconnaissance. An SBA with unpredictable reconnaissance capability allows arrival and
observations at times unknown to hostile forces.
There are also distinct challenges for SBAs operating in VLPOs. Because objects in low
altitude orbits encounter significant atmospheric drag, these orbits are ultimately unstable
and decay fairly rapidly. Orbits with a perigee less than 150 km above the earth’s surface
will decay within a few days. Figure 2.1 shows plots for a typical example of orbit decay.
The spacecraft was placed in an initial orbit with a perigee altitude of 135 km and an apogee
altitude of 350 km. Notice how the semi-major axis of the spacecraft’s orbit decreases in
steps. Each time that the spacecraft approaches perigee, atmospheric drag begins to slow
the spacecraft down. This decreases the spacecraft’s orbital energy, causing the semi-major
axis to of the orbit to also decrease. Eventually, the spacecraft looses enough energy that its
apogee also enters the denser atmosphere. At this point, the orbit decays rapidly and the
satellite’s perigee collapses. This collapse is particularly evident in the apogee perigee crossplot. Once perigee collapse occurs, it is virtually impossible to reestablish the spacecraft’s
orbit.
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Fig. 2.1: Typical orbit decay behavior of a satellite in VLPO
The variability of the upper atmosphere’s density and temperature makes it difficult
to accurately predict the lifetime of a spacecraft in VLPO. Additionally, uncertainties in
hypersonic lift and drag compound the complexity of predicting perigee collapse. It therefore
makes sense to use a system that would keep a spacecraft operating above the point where
perigee collapse occurs. To do so, an on-board propulsion system must be used to replace
the energy lost to atmospheric drag. A closed-loop control system is also required to track
the vehicle’s energy state and control the propulsion system.

2.2

Available Propulsion Systems and Required Propulsion Capabilities
The major challenges described in the previous section dictate some of the top-level
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propulsion system requirements for a VLPO spacecraft. These requirements include 1)
throttle and restart capability, 2) thrust levels sufficient to offset drag with reasonable burn
times, 3) low ignition or throttle response latency, 4) a precise minimum impulse bit (the
impulse delivered to a spacecraft by a single thruster firing), and 5) a specific impulse
of 300 seconds or greater. The first four requirements define what the propulsion system
needs to effectively and precisely provide energy management. The last requirement sets
an efficiency standard for the system to define a reasonable propellant mass load for the
spacecraft. Multiple types of propulsion systems are available for use on small satellites.
A brief discussion of these systems and their performance with respect to the requirements
given above is presented here.

2.2.1

Bi-Propellant Liquid Propulsion Systems

Bi-propellant (bi-prop) liquid propulsion systems use separate flow paths for their fuel
and oxidizer supplies. These propellants can be cryogenic (such as hydrogen (H2 ) and
oxygen (O2 ), so that they are stored in liquid form), semi-cryogenic, or hypergolic. The
fuel and oxidizer are then combined in a combustion chamber to create thrust. A schematic
of the RS-25, also known as the Space Shuttle Main Engine (SSME) and a well-known
bi-propellant system, is shown in Fig. 2.3. Many of the features commonly seen in bipropellant systems are shown in this schematic.
Bi-propellant systems have been used extensively on launch vehicles and spacecraft
for decades. These systems are generally designed to provide fixed-thrust operation. In
theory, a bi-prop system can be throttled back by reducing the injector feed pressure and
propellant mass flow rate. However, there are many practical problems with this approach.
A typical bi-prop engine requires that a sufficient pressure-drop be maintained across its
injectors to avoid injector feed coupling, a common instability in bi-prop systems. When
throttling back a bi-prop system, injector pressure drops faster than chamber pressure. If
the injector/chamber pressure ratio falls below the required value, then propellant will cease
to flow into the combustion chamber. Combustion will then slow down, causing a drop in
chamber pressure. Once the chamber pressure falls enough for propellant to flow again,
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Fig. 2.2: Schematic showing the flow paths of the SSME (Credit: NASA)
combustion will resume, causing the chamber pressure to rise again. This cycle causes
combustion instability in the motor.
Other aspects of bi-prop systems create additional challenges for implementing an
effective throttle. For example, the characteristic length of a bi-propellant system’s thrust
chamber is typically optimized for the engine’s nominal thrust level, oxidizer-to-fuel (O/F)
ratio, and propellants. Any deviation from these design values results in a significant
reduction in engine performance. Many methods have been developed to provide better
performance when throttling a bi-prop system but they are generally large and complex,
making them difficult to use on small satellites. A detailed review of bi-prop throttling
options and their respective challenges is given by Casiano, et al [10].

2.2.2

Solid Propellant Propulsion Systems

Solid propellant, or solid rocket, propulsion systems use a solid fuel and oxidizer that
are mixed together to form a propellant grain or slug. The first rockets, invented as early
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as the 13th century, were solid rockets powered by gunpowder. Because they do not use
any liquid or gaseous propellants, solid rocket motors are very simple in design. All of
the rocket’s propellant is packed into the main body of the rocket. A port is left in the
propellant as shown in Fig. ??. That is where combustion occurs. This port can take on
various shapes to modify the rocket’s burn profile. Because the rocket’s fuel and oxidizer are
mixed together, solid rocket motors ignite very easily. While this makes solid rocket’s very
reliable ignition-wise, it also means that their propellant is volatile. Additionally, there is
no way to quench or throttle a solid rocket motor once it has been ignited. These qualities
make solid propellant rockets unsuitable for use in energy-management applications.

Fig. 2.3: Diagram of a solid rocket motor (right) with various port geometry examples
(right)

2.2.3

Mono-Propellant Propulsion Systems

Mono-propellant systems are simpler to design and use than bi-prop systems because
they only involve one flow path and propellant as shown in Fig. 2.4. This makes monopropellant systems much easier to throttle. The majority of mono-propellant systems used
to date have employed hydrazine; a reliable but highly toxic and potentially explosive
propellant. These risks and complexities make hydrazine unsuitable for use on small satellite
ride-share missions.
Ionic-liquid based ”green” mono-propellant systems have been investigated recently as
possible alternatives to hydrazine. These systems, which use propellants based on ionic
liquids such as Ammonium Dinitramide (ADN) and Hydroxylamine Nitrate (HAN), have
shown performance equivalent to that of hydrazine systems [11]. However, despite the
”green” label that propellants such as LMP-103S and AF- M315E have received, they are
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Fig. 2.4: Diagram of a typical mono-propellant propulsion system
toxic to organic material and prone to energetic decomposition. To reduce the danger of uncontrolled decomposition, a significant amount of water must be added to these propellants.
This necessitates the use of preheating [12], which requires larges amounts of power. The
water added to these propellants also causes problems with ice forming from the exhaust
plume. Additionally, ADN and HAN have significant ignition latencies when used at the
pressures required for small satellite systems [13, 14].

2.2.4

Hybrid Propulsion Systems

Hybrid rocket systems combine aspects of solid propellant systems with elements of
liquid or gas systems. Hybrid systems typically use a liquid/gaseous oxidizer and a solid
fuel (although the reverse could also be used). This configuration requires only one flow
path as Fig. 2.5, resulting in a much simpler system than that of a bi-propellant rocket.
To ignite a hybrid system, the oxidizer is allowed to flow into the combustion chamber and
activation energy is added through a spark or other means.

Fig. 2.5: Diagram of a typical liquid/gaseous oxidizer, solid fuel hybrid propulsion system

Multiple hybrid fuel and oxidizer combinations such as ABS and GOX, ABS and nytrox,
and HTPB and GOX, have been successfully tested in hybrid rocket systems. These propellants have shown to be safer than hydrazine-based mono-propellant systems. Hybrid
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rocket systems have also shown to be deep-throttle capable [15]. Whitmore and Bulcher [8]
conducted vacuum tests of a small hybrid system which proved to be just as or more efficient
than mono-propellant systems. This same system also achieved thrust levels around 30 N
under soft-vacuum conditions, far exceeding the thrust available from electric propulsion.

2.2.5

Electric Propulsion Systems

Electric propulsion is a class of propulsion system that uses and electric (or possibly
magnetic) field to expel propellant at high speeds. Typical electric propulsion systems
include ion, plasma, and photon based drives. Figure 2.6 illustrates how ion propulsion
functions. Electric propulsion systems are attractive because of their efficiency, being able
to reach specific impulse levels upwards of 1500 seconds. However, current electric propulsion systems cannot produce high thrust levels, making them unsuitable for high-thrust
applications such as launch vehicles. In this case, electric propulsion is currently ”power
limited” because of the large amount of power required to produce thrust [16].

Fig. 2.6: Illustration showing how a typical ion propulsion system functions (Credit: NASA)

In cases where small thrust levels can be applied over a significant amount of time,
electric propulsion can be very useful. This allows the spacecraft to accumulate energy over
time. As of 2019, over 500 spacecraft have been launched which use some form of electric
propulsion for station keeping, orbit raising, or primary propulsion [17].
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2.2.6

Comparison of Propulsion Systems

A comparison of the propulsion systems discussed in the previous sections is shown
in Table 2.1. Solid propulsion systems are not included in this table because they are
unsuitable for controlled energy management applications. In reviewing this table, the
advantages of hybrid propulsion systems can be seen with regards to complexity and safety.
Hybrid propulsion also provides the needed efficiency and thrust for a VLPO system.
Table 2.1: Comparison of throttle-capable propulsion systems with approximate ranges
given for various system parameters
Bi-prop

Mono-prop

Hybrid

Electric

Liquid fuel

Hydrazine or

ABS, HTPB,

Ions or plasma

and oxizer

ionic liquids

Nytrox, GOX

Complexity

High

Medium

Low to Medium

Low

Cost

$$$

$$

$

$

Notable safety

Cryogenic

Toxic

None

None

risks

propellants

propellants

Toxicity

Medium to High

High

Low

None

Isp (sec)

170 - 450

220 - 250

175 - 320

300 - 3000

Thrust (N)

103 - 106

10 - 200

1 - 105

0.05 - 10

Ignition energy (J)

100 - 500

0 - 27,000

2.5

N/A

Propellants

2.3

Closed-Loop Control Approaches
When considering the requirements of VLPO missions, two primary closed-loop control

approaches are studied in this thesis for orbital energy management. The first is a continuous
regulator where the controller would throttle the propulsion system between some minimum
and maximum value. The second approach is to use pulsed burns where the engine is
essentially switched on and off. Each of these approaches presents various challenges and
benefits.
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2.3.1

Continuous Regulator Approach

A closed-loop continuous regulator tracks the satellite’s orbital energy and adjusts
the engine throttle to provide continuous energy management. This can be accomplished
using Linear Quadratic Tracking (LQT) [18] or Proportional Integral Control (PID) [19].
A continuous throttle approach allows the controller finer adjustments for managing the
spacecraft’s energy. However, valve actuation latency and power requirements cold cause
problems. An additional challenge is that, to date, no operational rocket has been flown
with closed-loop throttle control. This means that the Technology Readiness Level (TLR)
for such a system is low. TRL is a method that was developed by NASA to estimate the
maturity of developing technologies. The TRL scale ranges from 1 to 9, with 1 representing
basic technology research and 9 representing launch or operation-ready technology. Closedloop throttle control is currently estimated to have a TRL of 3, signifying that it is within
the areas of research to prove feasibility and early technology development.

2.3.2

Pulse-Burn Approach

The pulse-burn approach provides a simple control solution that would activate the
propulsion system when the satellite’s energy falls below a set point. The propulsion system
would then continue to fire until the energy lost to drag has been replaced. The absence of
an actuation valve in this approach helps to simplify the system. Additionally, a pulse-burn
controller provides the engine an opportunity to cool between burns.
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CHAPTER 3
CONTROLLER DEVELOPMENT
Two main control methods are examined for this thesis: a regulator controller and a
pulse-burn dead band controller. Both controllers seek to offset drag losses by commanding
the throttle level of the satellite’s motor. Therefore, neither the regulator or pulse-burn
controller will, by themselves, command the satellite at any time to decrease its orbital
energy. To provide a way for the satellite to restore its original orbit, a simple outer-loop
controller activates when the apogee or perigee altitude moves outside a given tolerance.
This chapter briefly describes the development of these controllers.

3.1

Continuous Regulator Controller
In control systems, a regulator is a device or system that seeks to maintain a constant

designated value or characteristic. The regulator controller developed here will command
the motor throttle setting based on changes in the satellite’s orbital energy. The co-state
derivative and control equation for this regulator are given by


4 uT (t)Fnom v
ṗ = −q1 x(t) + p(a0 + x(t))
µ
m

(3.1)




1 4 Fnom v
1
uT (t) = − p
a0 + x(t) x(t)
q2 µ
m
2

(3.2)

where x(t) = a(t) − a0 and uT is the commanded fractional throttle output. The derivation
of these equations is shown in Appendix A and follows the procedure laid out in Bryson [20].
As defined above, this controller tracks orbital energy using the semi-major axis of
the satellite’s orbit. Any deviation from the orbit’s initial semi-major axis penalizes the
controller, causing it to command some throttle value. The controller is also penalized for
any throttle value above zero. This penalty prevents the controller from firing the motor
unnecessarily. The values q1 and q2 terms change the relative weighing of the error and
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activity penalties.
With the co-state derivative and the control equation defined, the implementation of
the regulator controller is fairly straight forward. The following steps would be executed
for each time step that the controller is called:
1. Given the satellite’s current state vector ~xi , calculate the orbit’s current semi-major
axis ai .
2. Calculate xi = ai − a0
3. Calculate the co-state derivative ṗi−1 from Eq. (3.1) using ~xi , xi , and pi−1
4. Integrate the co-state forward in time to get pi (simple Euler integration is sufficient)
5. Calculate uT using Eq. (3.2)
6. Apply constraints to uT (uT cannot be greater than 1.0 or less than 0.0. The user
could also specify max and min values that better match their motor.)

3.2

Pulse-Burn Controller
The development of the pulse-burn controller is very straight forward compared to the

regulator controller. This controller uses a dead-band control scheme to fire the rocket
motor when the satellite’s orbital energy drops below a predefined lower bound. Once the
satellite’s orbital energy is raised to a predefined upper bound, the controller commands
the motor to shut off. This logic is shown using the discrete piecewise function

(uT )i =





1,




0,






(uT )i−1 ,

if ai < a0 − alow
if ai > a0 + ahigh

(3.3)

if otherwise

As seen in Eq. 3.3, the semi-major axis of the satellite’s orbit is used in this controller
to track orbital energy. However, other criteria could easily be used in place of a. With
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the pulse-burn control equation defined, the implementation of the pulse-burn controller
essentially includes two steps:
1. Given the satellite’s current state vector ~xi , calculate the orbit’s current semi-major
axis ai .
2. Calculate uT using equation 3.3
Because the pulse-burn controller only commands a full-on or full-off throttle value, it is
not necessary to constrain the controller output as is done with the regulator controller.

3.3

Outer-loop Controller
During early testing of the regulator and pulse-burn controllers, it was discovered that

perturbations and control uncertainties caused the satellite’s orbit to slowly circularize over
time. The result is a gradual reduction in the satellite’s apogee altitude and increase in the
satellite’s perigee altitude. This change largely goes unnoticed by the regulator/pulse-burn
controllers because the satellite’s semi-major axis does not change. An outer-loop controller
is implemented on top of the regulator and pulse-burn controllers to counter this tendency.
The controller is programmed to check the apogee and perigee altitudes of the satellite’s
orbit when the satellite is at apogee. These altitudes are calculated using the instantaneous
semi-major axis a and eccentricity e of the satellite’s orbit.

ha = ra − rE = (1 + e) ∗ a − rE

(3.4)

hp = rp − rE = (1 − e) ∗ a − rE

(3.5)

If either of these altitudes deviates more than a set tolerance from its initial value, then the
outer-loop controller executes the following sequence:
1. Temporarily deactivate the regulator/pulse-burn controller
2. Execute a reverse burn at 100% throttle to lower perigee
3. Once perigee has been restored, stop thrusting.
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4. Wait until satellite reaches perigee
5. Re-enable the regulator/pulse-burn controller
Once the regulator/pulse-burn controller is reactivated at perigee, it will automatically
seek to restore the energy that was taken out of the orbit by the outer-loop controller. This
will restore the orbit’s apogee altitude.
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CHAPTER 4
SIMULATION DEVELOPMENT
The trajectory simulation developed for this thesis can be divided into multiple components. These components include the equations of motion, gravity model, motor performance and behavior models, drag model, and atmospheric model. Each of these components
can be modified individually as needed so that their fidelity and accuracy meet the needs
of this analysis. The following sections detail the development of these components.

4.1

Equations of Motion
The equations of motion developed for this simulation consist of a set of non-linear,

continuous differential state equations of the form
~x˙ = f~(~x, ~u)

(4.1)

where the state dynamics are a function of the current state vector and a set of inputs. The
state vector defined for this study consists of the position, velocity, and mass of a single
satellite.



I
 ~rs




 

I
~x =  ~vs 

 
ms

(4.2)

The satellite’s position and velocity are expressed and propagated in the Earth-Centered
Inertial (ECI) frame shown in Fig. 4.1. As is conventional, the origin of the ECI frame
is located at the Earth’s center of mass with its x-axis pointing towards the first point of
ares and the z-axis aligned along the Earth’s celestial north pole. Because this is a threedimensional simulation, the position and velocity states each include three components (x,
y, and z) which results in a total of seven satellite states. Taking the time derivative of Eq.
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(4.2) gives



˙~r I
 s
 
˙~x =  ~v˙ I 
 s
 
ṁs

(4.3)

With the state time derivatives identified, it is now time to develop the differential equation
for each state.

Fig. 4.1: Depiction of the Earth-Centered Inertial (ECI) or Celestial Reference System
(CRS) frame (Credit: ESA Navipedia)

From Newton’s second law of motion, we know that the sum of all forces acting on a
body is equal to its mass times its inertial acceleration. In equation form, this gives
X

F~ = m~a

(4.4)

Recognizing that acceleration is the time derivative of velocity and dividing over mass gives
1 X~
~v˙ =
F
m

(4.5)

The forces modeled for this simulation are gravity, drag, and thrust. Other forces and
perturbations such as third-body effects and solar radiation pressure could be included to
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increase the simulation’s fidelity and accuracy. However, those perturbations are orders of
magnitude weaker than the forces mentioned in VLPO. With this information, equation 4.5
can be rewritten to specifically show the separate forces that will be modeled.
1
~v˙ = (F~g + F~D + F~T )
m

(4.6)

In considering each of the forces in Eq. (4.6), a few further changes can be made to
this equation. Thrust and drag are almost always given as scalar magnitudes. Drag force
always acts opposite the satellite’s velocity and, for this simulation, thrust will be applied
in the same direction as the satellite’s velocity vector. Therefore, these two forces will be
rewritten as scalar magnitudes multiplied by the velocity unit vector. Additionally, the
gravity term in Eq. (4.6) will be rewritten as a gravitational acceleration. This gives
~v
1
+ ~g
~v˙ = (FT − FD )
m
k~v k

(4.7)

A model for ~g will be given in the next section. Models for thrust and drag will also be
described in later sections.
A simple model for the satellite’s change in mass can be found using the definition for
specific impulse
Isp =

FT
g0 ṁ

(4.8)

where Isp is specific impulse in seconds, F~T is the magnitude of the thrust delivered by
the satellite’s propulsion in Newtons, g0 is a conversion factor equal to 9.81m/s2 , and ṁ is
the time rate of change of the satellite’s mass. Recognizing that ~r˙ = ~v and rewriting Eq.
(4.8) completes the state equations for this simulation. The collected state equations are
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therefore:
~r˙sI = ~vsI
~v I
1
(FT − FD ) sI + ~g
~v˙ sI =
ms
k~vs k
FT
ṁs =
g0 Isp

(4.9)
(4.10)
(4.11)

Those familiar with astrodynamics will recognize that these equations are essentially equivalent to Cowell’s method. These equations will be propagated using a fourth-order RungeKutta numerical integrator.

4.2

Gravity Model
Multiple models of the Earth’s gravitational field are available ranging from a simple

point-mass model to high-order spherical-harmonic models. A point-mass model can be
used in cases were gravitational perturbations do not significantly impact results. However,
it is often simple enough to include low-order perturbations such as the J2 effect. Sphericalharmonic models offer a more detailed approximation of the Earth’s gravitational field at the
cost of computation time. To account for the Earth’s most dominant gravity perturbation
while still using a computationally-efficient model, a J2 gravity model was selected for this
simulation.
The derivation of the J2 gravitational perturbation using Legendre polynomials and
Rodrigues’ formula is well documented in literature and will therefore not be shown here.
The result of this derivation is often shown in the following form as taken from Eq. (12.30)
of Curtis [21]






 
3 J2 µR2 x
z2
y
z2
z
z2
p~ =
5
− 1 î +
5
− 1 ĵ +
5
− 3 k̂
2 k~rk4 k~rk k~rk2
k~rk k~rk2
k~rk k~rk2

(4.12)

where x, y, and z are components of the satellite position vector and R is the planet’s
equatorial radius. This equation can be simplified into a vector equation that is easier to
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implement in code. Partially expanding the last term inside the square brackets gives








z2
z2
z2
3 J2 µR2 x
y
z
z
5
5
5
p~ =
− 1 î +
− 1 ĵ +
− 1 k̂ − 2
k̂ (4.13)
2 k~rk4 k~rk k~rk2
k~rk k~rk2
k~rk k~rk2
k~rk
The first three terms inside the square brackets can now be combined into a single term.
3 J2 µR2
p~ =
2 k~rk4




z2
~r
z
5
−1
−2
k̂
k~rk2
k~rk
k~rk

(4.14)




(~r · k̂)2
~r
~r · k̂
5
−1
−2
k̂
k~rk2
k~rk
k~rk

(4.15)

Substituting ~r · k̂ in for z gives
3 J2 µR2
p~ =
2 k~rk4
Finally, pulling a

1
k~
rk

out of the square brackets yields

p~ =

3 J2 µR2
2 k~rk5




(~r · k̂)2
5
−
1
~
r
−
2(~
r
·
k̂)
k̂
k~rk2

(4.16)

To form the complete J2 gravity model, this perturbation vector is simply added on to the
spherical or point-mass gravity model to give
µ~r
3 J2 µR2
~g = −
+
k~rk3 2 k~rk5




(~r · k̂)2
5
− 1 ~r − 2(~r · k̂)k̂
k~rk2

(4.17)

where the various constant parameters for Earth are

µe = 3.98600436 × 1014 m3 /s2
Re = 6, 378, 137.0 m
J2 = 0.00108263

4.3

Motor Performance and Burn Characteristics
Various aspects of hybrid motor performance and behavior will be modeled in this

simulation. First, motor thrust and specific impulse will be interpolated from tables based

25
on throttle level or percent. Two motors, the MicroJoe 25 N hybrid thruster [8] developed
by the Utah State University Propulsion Research Lab (shown in Fig. 4.2) and a 1 N
end-burner thruster [22], will be modeled for this simulation. Throttle performance tables
were generated for the MicroJoe thruster using a ballistic motor simulation as detailed in
Appendix B. Motor performance results from vacuum tests [8] were extrapolated to hard
vacuum using equation 4.8 and the rocket thrust equation.

FT = ṁ ve + (Pe − P∞ )Ae

(4.18)

The motor simulation was then tuned to match the extrapolated results.

Fig. 4.2: Picture of the MicroJoe 25 N hybrid thruster during a static hot-fire test

Two different throttling methods were used in the 25 N motor simulation to mimic
different valves. The first method throttled the motor by varying the oxidizer injector
area. This reproduces the behavior of a ball-valve throttle. Table 4.1 shows the motor
performance parameters calculated for this throttling method.
The second method throttled the motor by varying injector feed pressure, similar to
the result of using a proportional valve. The performance parameters for this throttling
method are shown in Table 4.2. It is important to note that a minimum throttle value of
15% is shown in Table 4.2 because an injector feed pressure for a throttle lower than 15%
would result in motor instabilities due to the pressure drop across the injector. Because
no test data is currently available for the 1 N end-burner thruster, thrust will simply be
calculated as a percentage of the mean maximum value (thrust times throttle percent).
Once the motor thrust and specific impulse are calculated, random modifiers will be
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Table 4.1: 25 N motor performance for varied injector area
Throttle (%)
100.0000
80.0000
60.0000
50.0000
40.0000
30.0000
20.0000
15.0000
10.0000
5.0000
1.0000

Thrust (N)
34.6200
28.9800
23.1000
20.0200
16.7700
13.2700
9.2800
7.0500
4.9200
2.7700
0.9430

Specific Impulse (s)
319.5000
323.9000
329.4000
332.4000
334.5000
334.2000
322.0000
305.1600
288.4000
266.9000
257.0000

Table 4.2: 25 N motor performance for varied injector pressure
Throttle (%)
100.0000
80.0000
60.0000
50.0000
40.0000
30.0000
20.0000
15.0000

Thrust (N)
34.6200
28.9200
22.9100
19.7300
16.3600
12.7300
8.6600
6.5000

Specific Impulse (s)
319.5000
324.0000
329.6000
332.7000
334.6000
333.4000
318.1000
300.2000

added to the interpolated results. These modifiers will be randomized each time the motor
ignites using the standard deviations shown in Table 4.3 (statistics for the 25 N motor from
taken from the results of Whitmore and Bulcher [8]).
The next aspect of hybrid motors modeled in this simulation is ignition latency and
tail off. The effects of these latencies will be modeled using a second-order system of the
form

ḞT = x2

(4.19)

ẋ2 = −ωn2 FT − 2ξ ωn x2 + ωn2 uthrust

(4.20)

where ωn is the natural frequency of the motor, ξ is the motor’s damping constant, and
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Table 4.3: Motor pulse-burn performance statistics
Motor
25 N Thruster
1 N Thruster

Value
Thrust (N)
Specific Impulse (s)
Thrust (N)
Specific Impulse (s)

Mean
30.85
280.0
1.0
292.0

Standard Deviation
±0.86
±3.7
±0.05
±2.0

uthrust is the input thrust interpolated and randomized as previously discussed. Defining
this second-order system in state-space form allows this system to easily augment the state
vector and state dynamics given in equations 4.9 through 4.11.
Finally, a random ignition failure chance is implemented along with a re-ignition wait
time. The re-ignition wait time will be accomplished by simply checking to see if the motor
has been off longer than the defined wait time. Ignition failure will be simulated using a
random number generator and checking the result against a defined failure chance. The
logic for these checks is shown in Fig. 4.3

Fig. 4.3: Flow chart showing the logic used to implement wait time and ignition failure
checking
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4.4

Aerodynamic Drag Model
The force of drag acting on the simulated satellite is modeled using the well-known

equation
1 2
Aref CD
FD = ρ v∞
2

(4.21)

where ρ is the local atmospheric density, v∞ is the velocity of the incident air-stream
relative to the spacecraft, Aref is the frontal or reference area of the craft, and CD is the
spacecraft’s drag coefficient. If we neglect any wind, v∞ can be considered to be the same
as the magnitude of the satellite’s velocity vector and Aref is typically easy to define for
a given satellite as long as variations in attitude are not being considered. However, the
atmospheric density ρ and drag coefficient CD are more difficult to accurately approximate.
The atmospheric model used to approximate ρ will be addressed in Section 4.5.
Determining the coefficient of drag for a satellite in LEO or VLPO can be challenging.
While CD is principally related to the shape of an object, there is also a dependence on
altitude. When modeling drag in LEO, it is important to understand the differences between
continuum flow (seen in the lower atmosphere) and free molecular flow. The key difference
between these flow regimes is the magnitude of random molecular interactions relative to
the bulk, or average, velocity of the atmosphere. Vallado and Finckleman [23] explain that
this calls into question the validity of using the traditional drag formula shown in Eq. (4.21)
in free molecular flow. Vallado continues to explain various methods that could be used to
better model high-altitude atmospheric drag such as the panel method, Ray Tracing Panel
(RTP) method, Test Particle Monte Carlo (TPMC), and Direct Simulation Monte Carlo
(DSMC).
Because this thesis aims to conduct a high-level trade study, Eq. (4.21) is sufficient for
modelling drag. To approximate CD , values were extracted from Fig. 15 of Vallado and
Finckleman. This Fig. includes curves for four different shapes and allows CD to vary with
altitude. The values extracted from [23] will be interpolated for altitudes falling within
150-300 km, which is the altitude range that the curves cover. CD then will be extrapolated
for altitudes outside of that range.
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4.5

Atmosphere Models
Various models of the Earth’s atmosphere currently exist for use in trajectory simu-

lations. For this study, data was taken from the 1976 U.S. Standard Atmosphere (USSA)
for altitudes up to 86 km, Groves [24] for altitudes from 90 km to 110 km, and the 1971
Jacchia Atmosphere [25] for altitudes from 120 km to 2000 km. Because the Groves and
Jacchia models include data for various different months, latitudes, and assumed exospheric
temperatures, a set of approximate maximum, average, and minimum values was compiled
from these datasets. The average value set will be used for all simulations. These values are
given in Appendix C. Linear interpolation will be used to determine the local atmospheric
properties at the satellite’s altitude.
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CHAPTER 5
METHODS
This chapter details the methods used to validate the simulation developed in Chapter
4 and the process followed for conducting various orbital simulations and trade studies. Afterwards, the procedure for creating various top-level system designs and mission scenarios
will be discussed.

5.1

Simulation Validation
The components of the 3 DOF simulation developed in Chapter 4 were validated by

running various simulations and comparing the results of each run to expected values. Key
components were enabled and validated separately where possible. Table 5.1 shows the
initial conditions and parameters used for these validation simulations.
Table 5.1: General parameters used for the verification simulations
Parameter
Initial Orbit Parameters
Apogee altitude
Perigee altitude
Inclination
Right ascension of the ascending node
Argument of perigee
True anomaly
Satellite Parameters
Initial mass
Reference area
Drag profile (CD )

Value
350 km
175 km
◦
10
◦
180
◦
180
◦
180
200 kg
0.6887 m2
flat plate

To validate the equations of motion and J2 gravity model, a simulation was run with all
drag and thrust contributions disabled. Various components of the orbit were then plotted
to verify that the orbit was propagated properly. Specifically, the following equations were
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used to verify that the orbit right ascension of the ascending node (RAAN) Ω and argument
of perigee ω precessed as expected due to the J2 effect.
#
√
µJ2 Re q 2
3
cos(i)
Ω̇ = −

2 1 − e2 2 a7/2

(5.1)

#

√
µJ2 Re q 2
3
5
2
ω̇ = −
sin (i) − 2

2 1 − e2 2 a7/2
2

(5.2)

"

"

Next, a set of simulations were run with atmosphere and drag enabled. There are no
specific references available for expected rate of orbit decay with the the atmosphere and CD
employed for this study, making it difficult to specifically validate the atmosphere and drag
models. Instead, several indicators such as semi-major axis and acceleration due to drag
were plotted to ensure that the atmosphere model and CD tables were being implemented
as outlined. To show the effect of drag at different altitudes, three simulations were run
with initial perigee altitudes of 175 km, 155 km, and 135 km. Another three simulations
were run varying the drag model used (sphere, flat plate, cylinder).
Finally, the motor performance elements of the simulation were verified. A simplified
simulation was developed to specifically test the motor latencies introduced via the secondorder system in Eq. (4.19) and (4.20). Additionally, a full simulation was run with all
components enabled to validate the motor performance statistics. The pulse-burn controller
was used in this case so as to compare to the the pulse-burn statistics given in Table 4.3.

5.2

Conducting VLPO Trade Studies
The trade studies conducted for this thesis were structured to study the performance

of the regulator and pulse-burn controllers with different initial perigee altitudes and drag
models (CD ). A series of 12 hour simulations were performed for both controllers using the
matrix shown in Table 5.2. This test matrix dictates a total of 12 simulations as shown.
This test matrix was used to test two different spacecraft configurations: a 180 kg, ESPAclass secondary payload satellite with the 25 N MicroJoe thruster and a 15kg, 12U CubeSat
with the 1 N end-burner thruster. This means that 24 total simulations were conducted in
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Table 5.2: Test matrix used to conduct the trade studies

175 km perigee
135 km perigee

Regulator Controller
sphere/flat plate/cylinder
sphere/flat plate/cylinder

Pulse-burn Controller
sphere/flat plate/cylinder
sphere/flat plate/cylinder

addition to the validation simulations. Table 5.3 shows the initial conditions and parameters
used for each simulation
Table 5.3: General parameters used for the trade study simulations
Parameter
Initial Orbit Parameters
Apogee altitude
Perigee altitude
Inclination
Right ascension of the ascending node
Argument of perigee
True anomaly
Satellite Parameters
Initial mass
Reference area
Drag profile (CD )
Motor Parameters
Natural frequency
Damping constant
Re-ignition wait time
Failure wait time
Failure chance
Throttle range
Controller Parameters
Regulator weight parameters
Dead-band width
Outer-loop apogee tolerance
Outer-loop perigee tolerance

Value
350 km
175 km/135 km
◦
10
◦
180
◦
180
◦
180
180 kg (ESPA)/15 kg (12U)
0.6887 m2 (ESPA)/0.0600 m2 (12U)
sphere/flat plate/cylinder
70.0 rad/s ±2.5 rad/s 1-sigma
1.6 ± 0.1 1-sigma
5.0 sec
1.0 sec
10%
100%-10%
q1 = 5.0 and q2 = 1.0
± 200 m
1 km
1 km

Early on in the process of conducting the trade study simulations, running a full Monte
Carlo simulation for each case was found to be too time and resource intensive for the
studies to be conducted within the time constraints of the project. Therefore, a single,
6 hour Monte Carlo simulation with 10 runs was run to demonstrate the impact of the
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randomized performance parameters (thrust, specific impulse, motor natural frequency,
and motor damping constant). This Monte Carlo simulation was run using the ESPA-class,
135 km perigee, pulse-burn controller, flat plate CD test case. This thesis does not aim to
study the full statistical impact of the randomized parameters so running a single Monte
Carlo simulation allows the effect of these variables to be briefly presented while keeping
the focus of these studies on top-level controller and system performance.

5.3

Top-Level Design Development
Using the results from the trade studies, top-level system designs were created for

an ESPA-class 180 kg spacecraft, ESPA-class 50kg spacecraft, and 12U CubeSat. The
propulsion systems for these designs were sized using the propellant consumption results
from the trade studies and a hybrid motor simulation as detailed in Appendix B. Propellant
requirements were extrapolated for certain mission lengths from the trade study results. An
average O/F ratio was then calculated from the hybrid motor simulation and was used to
estimate the amount of fuel and oxidizer the system should contain.
Using these fuel and oxidizer mass estimates, a couple different propulsion system and
satellite configurations were drafted. These configurations provide a rough idea of what an
on-board propulsion system might look like. Certain physical and system design challenges
were also identified.
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CHAPTER 6
RESULTS AND DISCUSSION
The results of the previously described validation process, Monte Carlo simulation,
and trade studies are presented in this chapter. Additionally, the top-level satellite system
designs are presented.

6.1

Simulation Validation
The results of the first validation simulation are shown in Fig. 6.1. For a true Keplerian

orbit, we would only expect to see variations in values based on the satellite’s position such
as altitude or true anomaly. Because a J2 gravity model was selected for the simulation,
the orbit’s perigee altitude, apogee altitude, and semi-major axis do vary. However, we can
see in 6.1a and 6.1b that the satellite is not losing any energy over time. This is shown by
the trend of the semi-major axis. The J2 averages for the change in RAAN and argument
of perigee also match up well with the time histories shown in 6.1c and 6.1d. This indicates
that the propagated equations of motion are yielding the expected results.
Next, Fig. 6.2 shows the results of the the altitude drag comparison. In inspecting
each of the plots shown in Fig. 6.2, we can see how perigee altitude changes the drag that
the satellite experiences. The plots shown in 6.2c and 6.2d are especially telling of how
much more drag the 135 km perigee case experienced than the 155 km and 175 km cases.
Notice that the 135 km case only ran for about 7 hours before the satellite’s orbit completely
collapsed. This collapse is expected because atmospheric density given by the atmosphere
model used increases nearly exponentially as altitude decreases.
The effect of the different models for drag coefficient are shown in Fig. 6.3. Semi-major
axis and drag force are shown in Figs. 6.3a and 6.3b respectively. While the cylindrical
model does experience noticeably more drag than the other two models, the difference is
not drastic. These results line up with the rough difference in magnitudes between the drag
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(a) Instantaneous altitudes

(b) Semi-major axis

(c) Right ascension of the ascending node

(d) Argument of perigee

Fig. 6.1: Plots showing various elements from the propagation validation simulation
coefficient models themselves.
The results of the motor performance validations are shown in Figs. 6.4 and 6.5.
Figure 6.4 shows the randomized thrust and specific impulse as seen in a fully-functioning
simulation. Indications of the mean and 3-sigma values for thrust and specific impulse are
also included. Figure 6.4b clearly shows that the randomized values for specific impulse in
this simulation fall within the 3-sigma bounds. However, it is more difficult to see this in
Fig. 6.4a. That is because the thrust goes to zero every time the controller commands the
motor to shut off. Looking at the peak of each thrust ”spike” in Fig. 6.4a reveals what
thrust level the motor achieved for each ”on” command. We can see that all of the peaks
visible fall within the 3-sigma bounds for thrust. It should be noted that the means shown
in Fig. 6.4 do not match up with the means given in Table 4.3. That is because thrust and
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(a) Satellite Altitude

(b) Semi-major axis

(c) Apogee vs Perigee cross-plot

(d) Drag force

Fig. 6.2: Plots comparing the 175 km, 155 km, and 135 km perigee altitude drag validation
simulations
specific impulse are randomized about the values interpolated from Table 4.1 or 4.2. In the
case of the pulse-burn controller (used for these results), that would be the 100% throttle
values of 34.62 N and 319.5 sec (which are identical for both throttle methods).
Figure 6.5 illustrates how the motor latencies appear once a thrust command is passed
through the second-order system. The filtered result in Fig. 6.5 exhibits ignition latency
and tail-off very similar to the results shown by Whitmore and Bulcher [8]. We can see
that the filtered thrust plot reaches a peak shortly after each thrust command is issued.
Similarly, the filtered line quickly approaches zero after shutoff is commanded. The peaks
of the filtered line do not match up with the command line because this plot is also showing
randomized thrust results similar to what is presented in Fig. 6.4.
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(a) Semi-major axis

(b) Drag force

Fig. 6.3: Plots comparing the effects of the sphere, flat plate, and cylinder models for CD

(a) Thrust

(b) Specific impulse

Fig. 6.4: Statistically randomized thrust and specific impulse with mean and 3-sigma values
shown

Fig. 6.5: Example showing the lag effect of the second-order system used to model motor
thrust
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6.2

Monte Carlo Results
Data from the Monte Carlo simulation is shown here in order to demonstrate the effect

of the simulation’s randomized parameters. As mentioned in Chapter 4, the parameters
randomized for these studies are motor thrust, specific impulse, natural frequency, damping
constant, and ignition failure. The effects of these random parameters can be seen in Fig.
6.6.

(a) Satellite altitude

(b) Satellite mass

(c) Cumulative pulses

(d) Semi-major axis

Fig. 6.6: Results from the 135 km perigee, ESPA-class, pulse-burn controller Monte Carlo
simulation

Looking at these plots, we can see that the pulse-burn controller ignited the satellite’s
motor between 99 to 107 times during this 6-hour period and about 1.7 to 1.8 kg of propellant
were consumed as shown in Fig. 6.6b. Despite the variations that occurred in motor
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performance, the controller was able to maintain a fairly tight control on the satellite’s
orbit as Fig. 6.6a illustrates. Both the apogee and perigee altitudes remain fairly constant
for each hairline shown. This is backed up by Fig. 6.6d, which shows that the semimajor axis of the satellite’s orbit was held relatively constant by the controller. The drops
that can be seen in 6.6d are caused by moments when the outer-loop controller takes over
momentarily to restore the satellite’s apogee and perigee. These drops are caused by the
fact that the pulse-burn controller is disabled until the satellite reaches perigee.

6.3

Trade Study Results
The results from the trade studies are categorized by perigee altitude. Results from

the 175 km perigee cases are shown first followed by the 135 km cases. These results are
further sub-categorized into ESPA-class configuration cases and 12U configuration cases,
with simulation results from the regulator and pulse-burn controllers. Each set of results
for the regulator controller plot semi-major axis, consumed propellant mass, commanded
throttle, and motor thrust. Plots for the pulse-burn controller include semi-major axis,
consumed propellant mass, cumulative pulses, and motor thrust.

6.3.1

175 km Perigee Analysis

ESPA-class Configuration
Figure 6.7 shows the results of the 175 km perigee, ESPA-class studies. As shown in
Fig. 6.7b, between 0.25 kg and 0.27 kg of propellant were consumed in these simulations.
However, the controller did not command the motor to fire until the satellite had completed
about three orbit cycles. This is most likely due to the controller commanding a throttle
value less than 10% during the first portion of the simulation. Because the throttle range
was set from 100% to 10% for these studies, any throttle command below 10% is set to 0%
by the regulator controller’s constraint check. Once the controller commanded a throttle
value above 10% and the motor began to fire, the controller was able to recover most of the
lost energy as shown in 6.7a.

40

(a) Semi-major axis

(b) Consumed propellant mass

(c) Throttle command

(d) Motor thrust

Fig. 6.7: Results from the 175 km perigee, ESPA-class, regulator controller study
The pulse-burn controller study for the 175 km, ESPA-class case is shown next in Fig.
6.8. Compared to the regulator controller, the pulse-burn controller consumed about 0.06
kg more of propellant (0.31 kg to 0.33 kg total). However, the pulse-burn controller did not
suffer the same action delay that the regulator controller did. Figures 6.8a and 6.8c show
that the pulse-burn controller maintained the semi-major axis throughout the simulation.
This is the main reason why the pulse-burn controller consumed more propellant in this
case. Looking closer at 6.8a, we can also see that the outer-loop controller activated a few
times to restore the satellite’s orbit. This is indicated by the times when the semi-major
axis has a fairly substantial drop followed later by a distinct rise. Finally, Fig. 6.8d shows
distinct spacing between most of the motor burns while Fig. 6.7d does not. This means
that the pulse-burn controller allows more time between burns for the motor to cool down.
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(a) Semi-major axis

(b) Consumed propellant mass

(c) Cumulative pulse count

(d) Motor thrust

Fig. 6.8: Results from the 175 km perigee, ESPA-class, pulse-burn controller study

12U Configuration
The results for the 175 km perigee, 1 N thruster studies are presented next. The most
obvious difference between the high-thrust cases shown in Fig. 6.7 and low-thrust cases
shown in Fig. 6.9 is that of propellant consumption. This result is expected because the
satellite and motor being simulated are both drastically smaller. Figure 6.9b shows that
each of the high-altitude, low-thrust, regulator cases used less than 25 g of propellant. That
mass is ten times less than any of the high-altitude, high-thrust cases. Figure 6.9a shows
the same action delay seen in the high-thrust, regulator cases.
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(a) Semi-major axis

(b) Consumed propellant mass

(c) Throttle command

(d) Motor thrust

Fig. 6.9: Results from the 175 km perigee, 12U, regulator controller study
The results shown in Fig. 6.10 have the same general characteristics of those shown
for the high-thrust case in Fig. 6.8. Once again, the propellant consumption for the 175
km perigee, 12U configuration shown here is ten times lower than that of the ESPA-class
configuration for the pulse-burn controller. Other than that, the differences between the
high-thrust and low-thrust cases are minimal. The cumulative pulse count in Fig. 6.10c is
even very similar to that shown in Fig. 6.8c. Both the ESPA-class and 12U configurations
commanded between 20 and 22 burns. While only the performance statistics for the ESPAclass configuration were shown in the validation section, Fig. 6.10d shows results for the
12U configuration similar to those of the ESPA-class configuration.
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(a) Semi-major axis

(b) Consumed propellant mass

(c) Cumulative pulse count

(d) Motor thrust

Fig. 6.10: Results from the 175 km perigee, 12U, pulse-burn controller study
6.3.2

135 km Perigee Analysis

ESPA-class Configuration
The action delay initially seen in Fig. 6.7 for the regulator controller can again be
seen in Fig. 6.11. The initial drop in the satellite’s semi-major axis shown in Fig. 6.11a is
caused by this delay. Once the controller actually commands the motor to fire, the satellite
begins to recover energy. However, it is not until after the outer-loop controller activates
at about 1.4 hours and then returns control to the regulator at 2.2 hours that the regulator
controller begins to react properly. Overall, the regulator controller caused the motor to
consume between 3.7 kg to 4.2 kg of propellant for this case. That mass is 3.45 kg to 3.93
kg more of propellant than the 175 km perigee case using the regulator controller.
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(a) Semi-major axis

(b) Consumed propellant mass

(c) Throttle command

(d) Motor thrust

Fig. 6.11: Results from the 135 km perigee, ESPA-class, regulator controller study
Figure 6.12 shows the results of the pulse-burn study and the last of the ESPA-class
cases. The ESPA-class configuration consumed about 3.4 kg to 3.7 kg of propellant during
this study. This is less than the regulator controller for the same case. At the same time,
the pulse-burn controller was more effective again at consistently maintaining the semimajor axis throughout the study than the regulator controller. As shown by Fig. 6.12a, it
is interesting to note that the outer-loop controller activated at different times for each of
the drag cases. However, each case still finished with very similar results in the number of
motor pulses commanded and the amount of propellant consumed.
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(a) Semi-major axis

(b) Consumed propellant mass

(c) Cumulative pulse count

(d) Motor thrust

Fig. 6.12: Results from the 135 km perigee, ESPA-class, pulse-burn controller study
12U Configuration
Finally, the 135 km perigee, 12U configuration results are presented in Figs. 6.13 and
6.14. As was seen with the 175 km perigee cases, the 12U configuration for the 135 km
studies also consumed ten times less propellant than the corresponding ESPA-class cases.
About 0.34 kg to 0.38 kg of propellant were consumed as shown in Fig. 6.13b. In addition,
Fig. 6.13a again shows the action delay in the regulator controller. We can see that the
outer-loop controller activated twice before the semi-major axis began to line back up with
its initial value.
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(a) Semi-major axis

(b) Consumed propellant mass

(c) Throttle command

(d) Motor thrust

Fig. 6.13: Results from the 135 km perigee, 12U, regulator controller study
The results of the final simulations are shown in Fig. 6.14. For these cases, the pulseburn controller commanded between 205 and 220 pulses. The commanded pulses resulted
in 0.32 kg to 0.36 kg of propellant being consumed in these studies. That is slightly less
than was consumed in the regulator cases for this same perigee altitude and motor. In
addition, Fig. 6.14a shows that the outer-loop controller only activated once for each of the
drag cases, a result similar to the previously-shown cases.
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(a) Semi-major axis

(b) Consumed propellant mass

(c) Cumulative pulse count

(d) Motor thrust

Fig. 6.14: Results from the 135 km perigee, 12U, pulse-burn controller study
6.3.3

Summary of Trade Study Results

In reviewing the results of these trade studies, we conclude that the regulator controller
consistently displayed an action delay at the beginning of each simulation where it was used.
One cause of this behavior, as stated earlier, is the minimum-throttle constraint placed on
the motor throttle range. Any throttle command below 10% does not get passed out of the
controller. However, we would assume that the regulator would continue to increase the
throttle command as the satellite looses energy and the semi-major axis of the orbit drops.
The throttle command issued by the regulator may not have risen as quickly as expected
due to the cost placed on thrusting in the regulator controller’s cost function. The action
delay will likely be solved by better tuning the regulator’s weight parameters q1 and q2 .
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Table 6.1 summarizes the propellant consumption estimates for each case study. Reviewing these results shows once again that the 12U configuration consumed just one-tenth
of the propellant on average as compared to the ESPA-class configuration. This reduced
mass consumption is in part due to the fact that the reference area for the 12U CubeSat
is 0.0600 m2 , which is under one-tenth the 0.6887m2 reference area of the 180 kg ESPAclass configuration. The cases that consumed the most propellant were the 135 km perigee,
high-thrust, regulator controller simulations. The 175 km perigee, low-thrust, regulator
controller cases consumed the least propellant overall.
Table 6.1: Summary of the propellant consumption results
Perigee Alt.
175 km
135 km

6.4

Controller
Regulator
Pulse-burn
Regulator
Pulse-burn

Consumed Propellant Mass (kg)
ESPA-class Configuration 12U Configuration
0.249 to 0.272
0.019 to 0.022
0.305 to 0.325
0.026 to 0.029
3.778 to 4.156
0.341 to 0.377
3.434 to 3.656
0.323 to 0.356

Top-level Design Results
All of the results presented in 6.3 are from 12 hour simulations. Using the results

from the previous studies as summarized in Table 6.1, propellant requirements can be
extrapolated for some longer-duration missions. To do so, the results for each case in 6.1
were averaged. The 12-hour average for each case was then extrapolated out to 1 day, 25
days, 50 days, and 100 days. The extrapolated results are shown in Table 6.2.
Examining the extrapolated propellant requirements shows that the 135 km perigee
cases are essentially unfeasible to sustain for longer than a few days. In contrast to the
135 km cases, the 175 km perigee cases can be sustained for upwards of 50 days, and with
reasonable propellant requirements. Missions operating at lower altitudes could make use
of a higher holding orbit. When needed, the satellite could drop the perigee of its orbit.
The satellite could then be returned to its holding orbit after a number of orbital passes are
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Table 6.2: Averages and extrapolated fuel requirements
Case
Perigee Alt. Controller

175 km
135 km

175 km
135 km

Regulator
Pulse-burn
Regulator
Pulse-burn
Regulator
Pulse-burn
Regulator
Pulse-burn

12-hour
Extrapolated Results (kg)
Average (kg) 1 day 25 days 50 days 100 days
High-thrust Configuration
0.261
0.521 13.025
26.050
52.100
0.315
0.630 15.750
31.500
63.000
3.967
7.934 198.350 396.700 793.400
3.545
7.090 177.250 354.500 709.0000
Low-thrust Configuration
0.021
0.041
1.025
2.050
4.100
0.028
0.055
1.375
2.750
5.500
0.359
0.718
17.95
35.900
71.800
0.340
0.679 16.975
33.950
67.900

completed. The approximate ∆V requirements for such a maneuver are shown in Table 6.3.
The ∆V and propellant requirements shown were calculated assuming a 350 km altitude
circular holding orbit to match up with the orbits simulated for the trade studies (350 km
initial apogee altitude). The satellite was also assumed to have a full propellant load so as
to be at its maximum mass.
Table 6.3: Delta V and propellant requirements for holding orbit transfer

6.4.1

Perigee Alt.

∆V (m/s)

175 km
135 km

50.879
62.746

Propellant Requirement (kg)
180 kg Satellite 15 kg Satellite
2.898
0.264
3.568
0.325

ESPA-class 180 kg Design

To size up the separate fuel and oxidizer requirements for the 180 kg, 25 N thruster
system, the hybrid motor simulation described in Appendix B was used. The motor used
for the studies reported in [26] and shown in Fig. 6.15 was used as the preliminary design
for the 25 N thruster. The dimensions of the fuel grain were modified to increase the fuel
capacity of the thruster as detailed in Table 6.4.
When designing a hybrid motor, it is important to understand how the geometry of the
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Fig. 6.15: Cross-sectional diagram of the MicroJoe 25 N thruster
Table 6.4: Fuel grain dimensions
Grain
Original
Modified

Length
(cm)
5.1
15.0

Outer Diameter
(cm)
3.168
6.0

Port Diameter
(cm)
0.53
0.5

Mass
(g)
41
438

fuel grain can affect the oxidizer to fuel (O/F) ratio of the motor. Generally, lengthening
the fuel grain will decrease the O/F ratio and increasing the port diameter will increase
the O/F ratio. This causes most larger hybrid motors to experience a positive O/F shift
while burning. The results in Fig. 6.16, generated using the modified Marksman model,
show this positive shift. However, the USU Propulsion Research Laboratory has shown that
smaller motors, such as the one being used here, experience a negative O/F shift due to
radiative heating (neglected in the Marxman model) [27]. Fig. 6.17 shows results generated
using an exponential fit model which better captures the negative O/F shift. The Marxman
regression model predicted a mean O/F of 4.000 and the exponential fit regression model
resulted in a mean O/F of 2.965.
Since the exponential model better fits the behavior of smaller hybrid motors, the mean
O/F ratio of 2.965 was used to size the top-level ESPA-class design concept illustrated in Fig.
6.18. This conceptual design was created to illustrate one possible satellite configuration
using the extrapolated propellant requirements and hybrid motor simulation results. ESPA
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(a) Chamber pressure

(b) Mass-flow history

(c) Thrust

(d) Consumed mass

(e) Characteristic velocity

(f) Oxidizer to fuel ratio

Fig. 6.16: Hybrid motor simulation results found using the Marxsman regression rate model
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(a) Chamber pressure

(b) Mass-flow history

(c) Thrust

(d) Consumed mass

(e) Characteristic velocity

(f) Oxidizer to fuel ratio

Fig. 6.17: Hybrid motor simulation results found using the exponential fit regression rate
model
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secondary payload spacecraft are limited to a maximum mass of 180 kg and a volume of 610
mm by 710 mm by 970 mm. It was decided that 40 kg of propellant would be the target for
sizing this design. The ring shown in Fig. 6.18 illustrates one method that could be used
to mount a series of small ABS fuel grains in a Gatling-gun-type configuration. This design
allows for 24 total fuel grains (using the modified dimensions in Table 6.4) which add up to
approximately 10.5 kg of fuel. Having many separate fuel grains like this instead of a few
larger grains helps to mitigate the O/F shift that is seen as the grains are spent.

(a) CAD illustration

(b) Basic dimensions (mm)

Fig. 6.18: Illustration of a possible ESPA-class secondary payload spacecraft design

The concept of operations for the system depicted in Fig. 6.18 is to fire three thrust
chambers, distributed as an equilateral triangle, simultaneously. For the next subsequent
firing, the initiated thrust chambers rotate one slot to the next three positions in the ring.
This sequential firing minimizes the induced off-axis yaw or pitching moments. The motor
ring could possibly rotate to avoid installing plumbing to each separate fuel socket. However,
the roll moment induced by this action must be considered and mitigated.
The oxidizer storage tank was sized using a series of ASME pressure vessel calculations
(UG-27 of ASME Section VIII, Division 1). The tank was sized to hold 30 kg of Nytrox
with a density of 0.770 g/cm3 and a maximum operating pressure of 10 MPa. This resulted
in a tank 68.3 cm long with an outer diameter of 33.2 cm and a dry mass of 21.0 kg (yield

54
strength of 270 MPa, 2.25 factor of safety, material density of 2.7 g/cm3 , and wall thickness
of 2.51 cm). The transparent volume around the tank indicates space where the other
components of the satellite would be located to fit within the ESPA secondary payload
restrictions.
Consulting the estimates presented in Table 6.2 for the high-thrust configuration, this
spacecraft could operate for over 50 days in a 350 km x 175 km orbit or for 3 to 4 days in
a 350 km x 135 km orbit before running out of propellant. A satellite with this propellant
budget could also very comfortably exit and re-enter a circular holding orbit. Unfortunately,
the oxidizer tank for this design is on the heavy side, limiting the payload that the spacecraft
could carry.

6.4.2

12U 15 kg CubeSat Design

The design for the 12U CubeSat concept, shown in Fig. 6.19, was derived from work
currently being done on an end-burner 1 N thruster. CubeSats are designed around a
standard 1U size of 10 cm by 10 cm by 10 cm and are limited to a mass of 1.33 kg per 1U
unit. Therefore, a 12U CubeSat would have a standard size of 20 cm by 20 cm by 30 cm.
For the end-burner thruster, an O/F ratio of 4.25 was assumed for the fuel and oxidizer
sizing. The thruster and oxidizer tanks were sized based on a propellant load of 1.5 kg to
target between 25 and 50 days of operation in a 175 km by 350 km orbit. For this mission
duration, the necessary fuel mass calculates to be 0.286 kg and the necessary oxidizer mass
is 1.214 kg.
For this design, the oxidizer is stored in two tanks that are manifolded together. Epoxy
and carbon fiber composite tanks were sized for this design (yield strength of 945 MPa, 4.0
factor of safety, and 1.43g/cm3 material density) using the same ASME calculations as
before. This results in two composite tanks with externals diameter of 7.4 cm, lengths of
23.3 cm, and a dry mass of 88.3 grams each. The thruster was assumed to be encapsulated
in a Aluminum 061-T6 pressure vessel (yield strength of 270 MPa and density of 2.70
g/cm3 ). Assuming an external diameter of 5 cm for the thruster chamber, the thruster was
calculated to be 20.9 cm long.
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(a) CAD illustration

(b) Basic dimensions (mm)

Fig. 6.19: Illustration of a possible ESPA-class secondary payload spacecraft design
It should be noted that the conceptual designs shown in Figs. 6.18 and 6.19 do not
show any of the piping or valves for the oxidizer flow path. These components are necessary
parts of the propulsion system that should also be considered in further developed system
designs. Fortunately, the plumbing components for a Nytrox system do not require much
additional space if laid out properly. Figure 6.20 shows some additional propulsion system
configurations that have been considered [28] using the HPGHP architecture which show
piping and valves.

Fig. 6.20: Additional design concepts that have been considered for 3U and 6U form factors.
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CHAPTER 7
SUMMARY AND CONCLUSIONS
In recent years, CubeSats and SmallSats have grown in popularity in large part because small spacecraft are less expensive and simpler to design than traditional space-based
assets (SBAs). While advances in microprocessor and computer technologies have enabled
CubeSats and SmallSats to carry small yet powerful computer systems, the size of these
smaller satellites especially limits their optical observation and communications capabilities. To remedy these limitations, these systems can be placed in very-low perigee orbit
(VLPO). VLPOs offer many advantages for SBAs performing intelligence, surveillance, reconnaissance (ISR) and other earth-observation missions because of their proximity to the
Earth’s surface. The reduced altitude of VLPOs allows satellites to capture highly-detailed
Earth imagery while using smaller, less expensive imaging equipment.
However, there are also several challenges for SBAs operating in VLPOs. Because
objects in low altitude orbits encounter significant atmospheric drag, these orbits are ultimately unstable and decay fairly rapidly. This unstable decay necessitates the use of an
on-board propulsion system for orbit maintenance. Previous studies investigating the use
of VLPO have largely focused on electric propulsion. Current electric propulsion (EP) systems do not provide sufficient thrust to overcome unexpected rapid changes in atmospheric
density, as might be caused by a geomagnetic storm or solar flare. Mono-propellant systems
based on hydrazine are commonly used for satellite propulsion. However, hydrazine is very
toxic and potentially explosive. Because of the associated risk and complexity, hydrazine is
not viable for ride-share missions.
During the past decade, the Utah State University Propulsion Research Laboratory has
developed a reliable, green hybrid propulsion system. This thesis investigated a Nytrox/GOX
hybrid rocket with a closed-loop controller to provide orbit maintenance and energy management for a VLPO system. Two different control methods were developed and studied: a
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continuous regulator controller and a pulse-burn controller. A 3 degree-of-freedom (DOF)
trajectory simulation was then developed to study the performance of these control systems. Two different satellite configurations were tested using this simulation: a 180 kg,
ESPA-class satellite with a 25 N thruster and a 15 kg, 12U CubeSat with a 1 N thruster.
These satellites were each tested in two different orbits. The results from these studies were
presented in Section 6.3. Table 6.1 summarizes the amount of propellant consumed in each
study.
The study results show that both controllers were able to successfully maintain the
satellite’s orbit. However, the regulator controller consistently displayed an action delay
at the beginning of each simulation. This was most likely due to the throttle constraint
placed on the motor and the regulator’s relative weight terms. The pulse-burn controller
performed as expected and consistently maintained the semi-major axis of the satellite’s
orbit closer to the initial value than the regulator controller did. The control logic for the
pulse-burn controller is much simpler to program. In practice, a pulse-burn controller is
easier to implement because it eliminates the need for an actuation valve. Also, thrust
uncertainties associated with deep throttling of the motor are eliminated.
Two top-level satellite designs were created and presented in Section 6.4. These conceptual designs were sized using an estimated mean O/F ratio and the extrapolated results
given in Table 6.2. The ESPA-class design is capable of operating in a 350 km x 175 km
orbit for over 50 days before running out of propellant. This same system could make use
of a 350 km circular holding orbit to conserve propellant. The CubeSat design shown in the
same section is capable of operating in a 350 km x 175 km orbit for about 37 days. Both
designs could also operate in a 350 km x 135 km orbit for 2 to 5 days.
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CHAPTER 8
FUTURE WORK
This chapter will propose two specific items that future investigations could focus on
to build upon the results presented here. The first of these items is a hardware-in-the-loop
investigation. Further efforts could also be put into a study to improve the performance of
the regulator controller.

8.1

Hardware-in-the-Loop Study
Using the simulation components developed for this thesis, a hardware-in-the-loop sim-

ulation could be created to study the real throttle behavior of a hybrid rocket system. As
was detailed in section 4.3, the performance of the 25 N motor was interpolated from a table
of performance values based on throttle percent. This method does not account for any
latencies or uncertainties in the throttle valve itself. Other uncertainties will also inevitably
affect the performance of of a hybrid motor when throttled. These uncertainties can be
captured by equipping the test hybrid motor with an actuation/throttle valve.
While the pulse-burn controller does not require deep-throttling in the same way that
the regulator controller does, the real performance of a pulse-burn system could also be
studied using a hardware-in-the-loop simulation. This approach will allow the pulse-burn
behavior of the 25 N thruster system to be better characterized.
Ultimately, a hardware-in-the-loop simulation would allow the performance of both
controllers to be studied using a real thrust feedback from a hybrid system. This would also
provide information to verify the propellant consumption results presented in this thesis.
Such a hardware-in-the-loop simulation could be developed as follows:
1. Develop a real-time trajectory simulation using the components detailed
in this thesis. This experiment can be executed using the NI LabVIEW system or

59
another system that would allow real-time simulation. Using LabVIEW would allow
the Propulsion Research Lab to utilize existing equipment and capabilities.
2. Send motor commands to the real thruster. The USU Propulsion Research
Lab already has test stands constructed for multiple hybrid motor systems. These
test stands are controlled using NI DAQ equipment that is controlled using LabVIEW
VIs. The test stand used for the MicroJoe 25 N thruster system could be directly
interfaced with the real-time simulation if it is programmed in LabVIEW. Otherwise,
the thrust stand control VI could be modified to receive ignition commands from an
external source.
3. Feed back thrust readings to the real-time simulation. If the real-time simulation is programmed in LabVIEW, this step would also be fairly simple. Otherwise, the
thrust stand control VI could transmit real-time thrust information to the external
simulation.
4. Size the test thruster as needed for the study. The dimensions for the original
MicroJoe 25 N thruster were modified to create the concept design presented in Section
6.4. A thruster with similar dimensions could be created and used for this simulation.
This configuration would provide more fuel than the original MicroJoe thruster to
enable longer continuous tests.

8.2

Regulator Tuning
While there are multiple hardware challenges to effectively implementing the regulator

controller, it is beneficial to investigate methods for reducing or eliminating the action
delay shown by this study. A real thruster system would most likely have a throttle range
of 100% to 20%, so that constraint cannot be improved much. However, the relative weight
parameters of the regulator can be adjusted. Simple studies could be conducted to see if
tuning the weight parameters helps reduce or eliminate the action delay.
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APPENDIX A
Derivation of the Regulator Controller
For an ideal Keplerian orbit, the orbital energy of an object is constant. The specific
energy of an object in orbit is given by

e=−

µ
2a

(A.1)

where a is the semi-major axis of the orbit. We can see from this equation that a is inversely
proportional to e. Because a is directly related to an orbit’s geometry (and is one of the
classic orbital elements), it is often easier to think in terms of a rather than e. Therefore,
this controller will use a to keep track of orbital energy.
If an external, non-conservative force performs work on a satellite in orbit, then the
orbital energy at time t becomes

−

µ
Eadded
µ
=−
+
2a(t)
2a0
m

(A.2)

This equation can be rewritten using the principle of work and energy to give
µ
µ
−
=−
+
2a(t)
2a0

Z
0

t

Fn (τ )v(τ )
dτ
m(τ )

(A.3)

Differentiating both sides of this equation with respect to time gives
µ
Fn (t)v(t)
ȧ(t) =
2
2a(t)
m(t)

(A.4)

From there, solving for ȧ(t) results in


2 Fn (t)v(t)
ȧ(t) =
a(t)2
µ
m(t)

(A.5)
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Similarly, the time rate of change, or decay rate, of the initial orbit is


2 Fn v
ȧ0 =
a2
µ m 0 0

(A.6)

To develop the plant equation for the regulator controller, we ultimately want to know
the difference between equations A.5 and A.6. Let x(t) = a(t) − a0 so that ẋ(t) is




2 Fn v
2 Fn (t)v(t)
2
a(t) −
ẋ(t) = ȧ(t) − ȧ0 =
a2
µ
m(t)
µ m 0 0

(A.7)

Combining like terms gives

ẋ(t) =

2
µ







Fn (t)v(t)
Fn v
a(t)2 −
a02
m(t)
m 0

(A.8)

Next, we will expand the first term on the right-hand side using a Taylor’s series expansion.


Fn (t)v(t)
m(t)










Fn v
Fn v
Fn v
2
=
a +2
a0 (a(t) − a0 ) +
(a(t) − a0 )2 + . . .
m 0 0
m 0
m 0






Fn v
Fn v
Fn v
2
=
a +2
a0 x(t) +
x(t)2 + . . .
(A.9)
m 0 0
m 0
m 0

Substituting this expansion into Eq. A.8 yields


 




4 Fn v
1
1
4 Fn v
2
ẋ(t) =
a0 x(t) + x(t) =
x(t) a0 + x(t)
µ m 0
2
µ m 0
2

(A.10)

Recalling that x(t) = a(t) − a0 , we will make one more simplification.
1
1
a(t) + a0
a0 + x(t) = a0 + (a(t) − a0 ) =
2
2
2

(A.11)

Substituting this result into A.10 and letting ā = (a(t)+a0 )/2 results in the linearized plant
equation
ẋ(t) =



4 Fn v
ā x(t)
µ m 0

(A.12)

The ultimate goal of the regulator is to drive x(t) to zero. At the beginning of section
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3.1, it was mentioned that this controller would control the engine throttle to offset drag.
To include the control variable for the regulator in the plant equation, we will assume that
thrust acts directly opposite drag so that

Fn v = −Fthrust v = −uT Fnom v

(A.13)

where uT is the engine throttle fraction and Fnom is the nominal thrust level of the engine
at 100% throttle. With this final substitution, the plant equation becomes


4 uT (t)Fnom v
ā x(t)
ẋ(t) = −
µ
m

(A.14)

With the plant equation defined, we now need to define a scalar cost function to measure
the performance of the regulator. This cost function will take the form of
1
J(x, uT ) =
2


Z t
2
2
q1 x (τ ) + q2 uT (τ ) dτ

(A.15)

0

This cost function calculates a penalty for any deviation of x from zero and for throttle
activity. Minimizing this cost index will result in the regulator seeking to minimize x while
also avoiding any unnecessary use of the engine. The parameters q1 and q2 are weight
terms that can be used to tune the relative weighing of the error/activity terms in the cost
function.
To minimize the cost function, we will form the Hamiltonian function following the
procedures laid out by the calculus of variations (see chapter 3 of Bryson [20]).



1
4 uT (t)Fnom v
2
2
ā x(t)
H(x, uT ) = q1 x (t) + q2 uT (t) − p
2
µ
m

(A.16)

In this context, p is known as the co-state and essentially acts as the gain for the regulator
feedback control. Applying Pontryagin’s Maximum Principle to find the optimal control
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gives the following
∂
H(x, uT )
∂x
∂
H(x, uT )
0=
∂uT

ṗ = −

(A.17)
(A.18)

Evaluating these partial derivatives results in




4 uT (t)Fnom v
∂ā
4 uT (t)Fnom v
x(t) + p
āx(t)
ṗ = −q1 x(t) + p
µ
m
µ
m
∂x

(A.19)



4 Fnom v
0 = q2 uT − p
ā x(t)
µ
m

(A.20)

∂ā
1 ∂
1 ∂
1
=
(a(t) + a0 ) =
(x(t) + 2a0 ) =
∂x
2 ∂x
2 ∂x
2

(A.21)

where

Substituting this result into Eq. A.19 and simplifying gives

 

1
4 uT (t)Fnom v
ṗ = −q1 x(t) + p ā + x(t)
2
µ
m

(A.22)

This equation can be simplified even further by recognizing that
a(t) + a0 1
x(t) + 2a0 1
1
+ x(t) =
+ x(t) = a0 + x
ā + x(t) =
2
2
2
2
2

(A.23)

Substituting this into Eq. A.22 results in


4 uT (t)Fnom v
ṗ = −q1 x(t) + p(a0 + x(t))
µ
m

(A.24)

And finally, solving Eq. A.20 for uT (t) gives the control equation





1 4 Fnom v
1 4 Fnom v
1
uT (t) = − p
ā x(t) = − p
a0 + x(t) x(t)
q2 µ
m
q2 µ
m
2

(A.25)
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APPENDIX B
Hybrid Ballistic Model
The performance of a hybrid motor can be modeled using a set of four partial differential
equations: oxidizer mass-flow rate, fuel mass-flow rate, fuel regression rate, and chamber
pressure rate of change. The first of these equations can be modeled using the incompressible
form of the injector equation

ṁox = Ainj Cd

q
2ρox (Pf eed − P0 )

(B.1)

where Ainj is the port area of the injector, Cd is the injector’s discharge coefficient, ρox is
the oxidizer density, Pf eed is the oxidizer feed pressure, and P0 is chamber pressure. From
oxidizer mass-flow rate, we can calculate the oxidizer mass flux

Gox =

ṁox
Ac

(B.2)

with Ac being the instantaneous cross-sectional area of the fuel port.
The fuel mass-flow rate is simply equivalent to the amount of fuel being pyrolized and
out-gassing from the fuel grain given by

ṁf uel = ρf uel Aburn ṙ

(B.3)

where Aburn is the exposed inner area of the fuel port.
Unlike solid rocket motors, where fuel regression rate is solely a function of chamber
pressure, the regression rate of a hybrid motor depends on the fluid mechanics of the oxidizer
flow and is proportional to the oxidizer mass flux.

n
ṙ = aGox

(B.4)
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This generic equation for regression rate uses empirically derived constants a and n that
are dependent on the fuel and oxidizer being used. An ideal hybrid rocket motor would
have an n value of exactly 0.5. This would cause the O/F ratio of the motor to remain
constant throughout a burn. Table B.1 shows the fit values for various fuel and oxidizer
combinations. Equation B.4 can modified to include a length adjustment for modeling
Table B.1: Empirical power-law fit parameters for various propellant combinations
Propellant
a coefficient (cm3 /g)
n exponent

GOX/ABS
0.0428
0.524

N2 O/ABS
0.00742
0.773

Nytrox87/ABS
0.0354
0.455

motors with a length different than that of the motor used to obtain a and n.

ṙ =

n
a Gox



Lbaseline
Lport

1−n
(B.5)

Another model for regression rate can be created by analyzing the boundary layer
created by the oxidizer flowing past the fuel grain in the combustion port as shown in Fig.
B.1 from Sutton and Biblarz [29].

Fig. B.1: Illustration of a typical boundary layer in a hybrid motor
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In analyzing the control volume drawn in Fig. B.1, we can see that

q̇conv = ρf uel ṙ hv = H[T0 − Tf uel ] = St ρe Ue cp [T0 − Tf uel ]

(B.6)

where St is the Stanton number. The Stanton number can be replaced using the Reynold’s
Analogy, which correlates heat transfer to skin friction, St =

2
Cf − 3
P
r
2

where Cf is the skin

friction coefficient. Solving B.6 for regression rate gives

ṙ =

Cf − 2
Pr 3
2



ρe Ue
ρf uel



∆hf lame
hf


(B.7)

It should be noted that Eq. B.7 as written neglects the contributions of conduction and
radiation heating on the fuel grain.
As shown in Fig. B.1, radial out-gassing of pyrolized fuel during combustion pushes the
flame zone away from the surface of the fuel grain. To account for this, a blowing coefficient
β will be introduced. The blowing coefficient is essentially a ratio of the wall shearing force
due to radial outflow to the wall shearing force due to skin friction.

β=

ṁf uel Ue
τwall Awall

(B.8)

Substituting in Eq. B.3 and knowing that τwall Awall = ( 21 ρe Ue2 )Cf Awall results in

β=


ρf uel ṙ
1
ρe Ue Cf /2

(B.9)

Using the Reynolds Analogy once again and utilizing Eq. B.6 gives the final equation for
the blowing coefficient.
β=

hv
−2
Pr 3
∆hf lame

(B.10)
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From Lee’s Empirical Correlation as described in Appendix 4 of Sutton and Biblarz [29],
it can be shown that the reduction in the surface skin friction coefficient due to blowing is
−0.77

Cfblowing
hv
= 1.27
Cf0
∆hf lame

(B.11)

Substituting this into Eq. B.7 gives

ṙ =

0.635



2

Pr3

ρe Ue
ρf uel



∆hf lame
hf

0.23
C f0

(B.12)

where Cf0 is the skin friction coefficient for normal boundary layer flow in the absence of
blowing. Eliers and Whitmore [30] have shown that Cf0 can be approximated very well
1

using a flat plate skin friction model Cf =

0.075 5
R eL .

Substituting this into B.12 and using the

approximation ρe Ue = Gox yields the final version of ṙ used in the hybrid model.

ṙ =

0.047



2

Pr3 ρf uel

cp [T0 − Tf uel ]
hvf uel

0.23
(Gox )

4
5



µox
L

1
5

(B.13)

This form of the regression rate equation is analogous to the general form shown in Eq. B.4.
The first two terms deal with heat transfer and could be lumped together into a. In this
case, n = 0.8 and the last term includes a length parameter that comes from the Reynolds
number.
The final equation of the hybrid model, chamber pressure rate of change, comes from
the general rocket model for chamber pressure.


A∗

s

1 ∂Vc
∂P0
+ P0 
+
∂t
Vc ∂t
Vc

For hybrid motors, we can see that



γRg T

∂Vc
∂t

2
γ+1

 γ+1

γ−1


 = Rg T0 ṁpropellant
Vc

(B.14)

= Aburn ṙ and ṁpropellant = ṁox + ṁf uel . Plugging

in the definition for ṁf uel from Eq. B.3, simplifying, and rearranging to solve for Ṗ0 gives

Ṗ0 =

A∗

Aburn ṙ
[ρf uel Rg T0 − P0 ] − P0 
Vc
Vc

s
γRg T



2
γ+1

 γ+1

γ−1


 + Rg T0 ṁox
Vc

(B.15)
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The first term in this equation represents the contribution of fuel vaporization to chamber
pressure, the second represents the choked mass-flow exiting the nozzle, and the third term
accounts for oxidizer vaporization.
To model the combustion characteristics of Nytrox and ABS, NASA’s Chemical Equilibrium with Applications (CEA) program [31] was used and tables of various properties
were created. Two-dimensional linear interpolation was used to extract properties from
these tables for the hybrid motor simulation. Plots of flame temperature T0 , molecular
weight MW , ratio of specific heats γ, and characteristic velocity C ∗ for various chamber
pressures are shown in Fig. B.2 with respect to O/F ratio.
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Fig. B.2: Combustion properties of Nytrox87 and GOX at various chamber pressures
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APPENDIX C
Atmospheric Density Table
Atmospheric density values from Groves [24] for altitudes from 90 km to 110 km and the
1971 Jacchia Atmosphere [25] for altitudes from 120 km to 2000 km are shown in Table C.1
below. Because the Groves and Jacchia models include data for various different months,
latitudes, and assumed exospheric temperatures, a set of approximate maximum, average,
and minimum values was compiled from these datasets.
Table C.1: Minimum, average, and maximum densities taken from Groves and Jacchia
atmosphere models
Altitude (km)
90
95
100
105
110
120
130
140
150
160
180
200
250
300
350
400
500
600
800
1000
1500
2000

Min density (kg/m3 )
2.220e-06
9.900e-07
4.390e-07
1.950e-07
8.900e-08
2.250e-08
6.800e-09
2.670e-09
1.250e-09
6.510e-10
2.130e-10
8.130e-11
1.050e-11
1.720e-12
3.290e-13
8.100e-14
1.940e-14
1.240e-14
7.240e-15
4.790e-15
2.040e-15
7.060e-17

Avg density (kg/m3 )
3.420e-06
1.370e-06
5.740e-07
2.470e-07
1.130e-07
2.440e-08
8.470e-09
3.840e-09
2.060e-09
1.240e-09
5.440e-10
2.780e-10
7.210e-11
2.400e-11
9.090e-12
3.690e-12
6.890e-13
1.450e-13
1.170e-14
3.020e-15
5.280e-16
1.320e-16

Max density (kg/m3 )
4.030e-06
1.690e-06
7.210e-07
3.180e-07
1.510e-07
2.530e-08
9.320e-09
4.450e-09
2.500e-09
1.560e-09
7.460e-10
4.200e-10
1.430e-10
6.270e-11
3.100e-11
1.640e-11
5.210e-12
1.820e-12
2.670e-13
4.880e-14
3.300e-15
1.080e-15

