Abstract-Random processes with stationary nth differences serve as models for oscillator phase noise. The theorem proved here allows one to obtain the structure function (covariances of the nth differences) of such a process in terms of the differences of a single function of one time variable. In turn, this function can easily be obtained from the spectral density of the process. The theorem is used for computing the variance of two estimators of frequency stability.
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I. INTRODUCTION
J ET THE output of a precision oscillator be modeled by cos ..L..(2irvo(t + x(t))), where x(t) is a random process representing the "phase-time" noise. The most widely used time-domain measure of oscillator stability is the Allan variance, defined by the ensemble average o2(T) = 2XSE[ATX(S)]2 (1) provided that the expectation exists and is independent of the time s. Here, AT is the backward second-difference operator, given by
ATf(t) f(t)
-2f(t -T) + f(t -2r).
The theorem given here arose from the desire to compute the performance of estimators of o-2 (T). Suppose that x(t) is given on an interval 0 < t < T. Fix r < T/2, and set W(t) = X x(t).
A class of unbiased estimators of a2 (T) is given by 
Evidently, to compute var V, we need to obtain R~(t) from the model for x(t). Let given by 64,f(t) = f(t -2r) -4f(t -T) + 6f(t) -4f(t + r) +f(t + 2r). The left side of (4) is called the second structurefunction of x(t) [1] , [2] . Letting t = 0 in (4), we have as pointed out by Barnes [3] . Consequently, since IRX (t) I < RX(0) = var x 2 (T) <8varx CA2 (2) where w(t) is a weighting function ( (5) CYA (T) would ultimately behave like (6) again. However, if we want to describe the behavior of x(t) on realistic time intervals, a nonobservable low-frequency cutoff only gets in the way, and eventually has to be driven to zero. It is mathematically easier to use a nonstationary model from the very start.
For modeling oscillator phase noise, it is usually sufficient to let x(t) belong to the class of processes whose second differences Aix(t) are stationary. This class includes the stationary processes and those with stationary first differences. Such a process has a two-sided "formal" spectral density S,(w), which can have a singularity at w = 0 that is strong enough to make rl J Sx(w) dw =.
Nevertheless, we always have JXco 1 +c_4Sx(W)dW< (7) for this class of processes. An example is the power-law spectrum SX()II where 1 < 3 < 5.
A rigorous theory of these processes exists [1] ; basically, it shows that one can plunge ahead with the formalism from stationary processes as long as the integrals converge. The extra term c24 comes from a frequency drift component ct2/2 in x(t). Letting t = 0, we obtain the Allan variance (1) .
By this method, the theoretical Allan variance has been evaluated and tabulated [4] for Sx(w) = K/ljw k, k an integer, 0 < k . 4. (For k < 1, a high-frequency cutoff is provided.) Allowing t to be nonzero appears to make (8) more difficult to evaluate. Yet, for our estimation problem, we do need the full covariance function of the process A2x(t). One longs for the simplicity of (4) The theorem to be proved here gives an easily computable replacement for RX(t), valid for all processes with stationary nth differences. Equation (4) is replaced by EA'x(s + t)A'x(s) = 5'(2 Re C(t)) + C2r4 (10) where the (nonunique) function C(t) can be computed by two different methods. Here is the second method: Choose an integer k such that cokSx(W) is integrable near w = 0. Then Formally, all we are doing is differentiating (9) k times and integrating k times. If one does this correctly, one easily gets valid results for all the power-law oscillator noise models. Although Lindsey and Chie [2] give a number of formulas that generalize (5), they have to assume that either the phase x(t) or the frequency dx/dt is stationary. For flicker FM or random-walk FM noise, these assumptions are false. Lindsey and Chie do hint at the need for distribution theory in this situation. Although our method has obvious connections to the analytic representation of distributions [5] , we use only the elementary theory of real and analytic functions to arrive at the main result.
To illustrate the theorem, let us consider the noise called random-walk frequency modulation, defined by S, (o) = K/l4. For this noise, o2 (T) is proportional to T (as we shall soon see); this kind of Allan variance behavior has been observed in hydrogen maser frequency standards for T > 104 S [6] . Taking The result (13) can also be derived by expression t(t) as the output of a filter acting on white noise. The method given here is easier and applied to more general difference operators. Moreover, as Section III shows, all of the power-law spectral models become equally simple. Previously, the odd powers (the "flicker" models) were more difficult to handle than the even powers.
II. THE REPRESENTATION THEOREM
A mean-continuous random process x(t) is said to have stationary nth differences if, for each real r, the process A x(t) is stationary (in the wide sense). For such a process, define the dc coefficient c by
For applications, we shall assume that the nth differences of x(t) are ergodic, so that c is nonrandom. It can then be shown that -EA"x(t).
(14)
The process xo(t) = x(t) -ctn/n! equals a polynomial of degree < n plus a mean-zero process. Associated with xo(t) is a (two-sided) nonnegativeformal spectral density Sx(w), from which all the covariances of the nth differences of x(t) can be obtained. If x(t) is real, then Sx (-.) = Sx (w)
In connection with these processes, it is convenient to introduce a general real difference operator L that, when applied to a functionf(t), gives the result Lf(t) = E aj(t + tO) 
A difference operator L is said to have order n if its transfer function satisfies L(j)(0) = E a,t' = 0 (°<j < n) computation Ltm = , a,(t + t,,)m = Ea, (a 1 ttm_- 
If L is given by (15), then the operator L* (of the same order) is defined by L*f(t) = X, a,,f(t -t).
As we mentioned, an example oforder n is L = A', for which L(n)(O) = n!rn. Another example, for n = 2, is the mixeddifference operator ATAT', which was used for estimating the relative drift rate of a pair of frequency standards [7] .
We are now set up to give the main result. Theorem Let x(t) be a real process with stationary nth differences, nonrandom dc coefficient c, and spectral density Sx(w (21) half-plane. We shall let ln t be real for t > 0. Let us examine the three cases separately.
-Kot Jlnt C(t) = 27ri l'n It I + -xi 2Re C(t)= ho {0 (t < 0)
(t > 0) (t < 0).
Random-Walk FM: a = -2, k = 4
In a sense, the flicker case is easier than the others because we do not have to keep track of the imaginary part of ln z.
For handling the PM noises, the exponential cutoff is easier to use than the sharp cutoff, and may even be more realistic. 
which is just R,(t), because now x(t) is stationary.
Fractional Noises
It is well known [4] , that if the spectrum satisfies a power law S,(co) = Ka,IW I a-2, where -3 < a < 1, then the Allan variance satisfies another power law J2 (T) = const .,T1u, where (34) (m real, >2), called the continuous estimator, which, although it cannot be achieved in practice, represents a limiting case for a sample time ro much less than T. The use of such an estimator was suggested by Howe, Allan, and Barnes [8] .
Although the T-overlap estimator has been used for many years, it is reasonable to ask whether the continuous estimator has a smaller variance. In other words, if To << , should we average all the available samples 2(JTo), or should we use only the samples 02(jT)? Since the data-collection time T may be weeks or months, this question is more than academic.
The answer depends both on m and on the spectrum of the phase noise. Assume that x(t) is a Gaussian process with stationary second differences and zero dc component c. If we know S,x(o), then we can compute C(z). By the corollary, the autocovariance function of the mean-zero process ((t) is Rj-t) = 2 64(2 Re C(t)).
(35)
As we said in the Introduction, the autocovariance function of the stationary process 42(t) is 2R2(t). The means and variances of VT and VO are now computed straightforwardly and random-walk FM, the T-overlap formulas agree with those of Lesage and Audoin [9] ; for flicker FM, the T-overlap numbers agree with Yoshimura's [10] .
The results are presented in terms of "degrees of freedom," (d.f.) defined for a positive estimator V by d.f. =2(EV)2 var V Given d.f., one sometimes uses the appropriate chi-square distribution for constructing confidence intervals about the estimate [8] . Whether or not this is done, the d.f. remains a useful figure of merit.
In Fig. 1 , for the previously-discussed three noise types, we plot d.f./(m -1) versus m for VT and Vo. For white FM, Vo is always better than V. For flicker FM, Vo is better than VT except for m < 3. For random-walk FM, VT is better than Vo for m < 18. Of course, the smaller values of m are more critical, since d.f. is roughly proportional to m -1. It may seem paradoxical for VT to be better than V0, since V0 uses all the available data. Both estimators are special cases of (2), however; if one looks for the optimal (minimal variance) estimator of the class (2) (for a given noise type), one will probably find that the optimal weighting function w(t) is nonconstant and almost everywhere nonzero. In other words, one should use all the data, but in a nonuniform way.
V. CONCLUDING SUMMARY Oscillator stability is usually characterized by the behavior of nth-order differences of the phase. The theoretical evaluation, from the phase noise spectrum, of the variances and covariances of these differences involves messy trigonometric integrals, such as (9) . The messiness is caused by a (2n)thorder difference operator tangled up inside the integral. Our representation theorem breaks the integral evaluation into two easy steps: 1) evaluation of a much simpler integral depending only on the noise spectrum; and 2) application of that same difference operator to the result of 1).
In effect, the evaluation of these integrals is uncoupled into two independent operations. In Section III, we tabulated only the result of step 1) (the function called 2 Re C(t)) for all the usual power-law oscillator noise models. This short "onedimensional " table, plus another one-dimensional table of  difference operators, can generate a two-dimensional table of results as found, for example, in [4] .
As [4] demonstrated the possibility of comparing high-stability atomic clocks to within an accuracy of 10 ns by means of a two-way satellite communication link. Other techniques are potentially capable of even higher accuracies [5] , [6] ; the needs and merits of existing and planned methods are summarized by Leschiutta [7] . There are a number of other applications where, as a measure of link performance, a precision of 10 ps or better, on time scales from 10 s to 24 h, is necessary or desired. Among these is the radio-astronomy technique of Very Long Baseline Interferometry (VLBI), also used for geodetic purposes, for which the method of comparison described in this paper was proposed [8] , [9] .
The high fractional-frequency stability requirement of 10-12 to 10-16, corresponding to a link precision of 10 ps over these timescales, is not limited to VLBI applications and could be applied where frequency synchronization or comparison to a high level of precision is of prime importance. Such stabilities are apparently not obtainable with other methods.
These precisions exceed the capabilities of a present-day rubidium standard after some tens of seconds and of hydrogen masers after a few X 103 to 104 S [10] , [11] . Attainment of such stabilities dictates near optimal use of the available transmission channel and places severe requirements on the choice of the signal-modulation scheme.
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