We present a simple geometric framework for the relational join. Using this framework, we design an algorithm that achieves the fractional hypertree-width bound, which generalizes classical and recent worstcase algorithmic results on computing joins. In addition, we use our framework and the same algorithm to show a series of what are colloquially known as beyond worst-case results. The framework allows us to prove results for data stored in BTrees, multidimensional data structures, and even multiple indices per table. A key idea in our framework is formalizing the inference one does with an index as a type of geometric resolution, transforming the algorithmic problem of computing joins to a geometric problem. Our notion of geometric resolution can be viewed as a geometric analog of logical resolution. In addition to the geometry and logic connections, our algorithm can also be thought of as backtracking search with memoization.
INTRODUCTION
Efficient processing of the natural join operation is a key problem in database management systems [Abiteboul et al. 1995; Maier 1983; Ullman 1989] . A large number of algorithms and heuristics for computing joins have been proposed and implemented in database systems, including Block-Nested loop join, Hash-Join, Grace, Sort-merge, index-nested, double pipelined, and PRISM [Graefe 1993; Blanas et al. 2011; Kim et al. 2009; Chaudhuri 1998 ]. In addition to their role in database management, joins (or variants) are powerful enough to capture many fundamental problems in logic and constraint satisfaction [Kolaitis and Vardi 2000; Papadimitriou and Yannakakis 1997] or subgraph listing problems [Ngo et al. 2012 [Ngo et al. , 2013 , which are central in social [Suri and Vassilvitskii 2011; Tsourakakis 2008] and biological network analysis [Milo et al. 2002; Przulj et al. 2004] .
Not surprisingly, there has been a great deal of work on joins in various settings. A celebrated result is Yannakakis's algorithm, which shows that acyclic join queries can be computed in linear time [Yannakakis 1981 ] in data complexity (modulo a log factor). Over the years, this result was generalized to successively larger classes of queries based on various notions of widths: from treewidth (tw) [Dechter and Pearl 1988; Robertson and Seymour 1986] , degree of acyclicity [Gyssens et al. 1994; Gyssens and Paredaens 1982] , and query width (qw) [Chekuri and Rajaraman 2000] to generalized hypertree-width (ghw) [Scarcello 2005; Gottlob et al. 2003 ]. From the bound of Grohe and Marx [2006] and Atserias et al. [2008] (AGM bound) and its algorithmic proof [Ngo et al. 2012 ], we know that there is a class of join algorithms that are optimal in the worst case, in the sense that for each join query the algorithm runs in time linear in the size of the worst-case output [Ngo et al. 2012; Veldhuizen 2014; Ngo et al. 2013] . Combining a worst-case optimal join algorithm with Yannakakis's algorithm yields an algorithm running in time O(log N · (N fhtw + Z)), where fhtw stands for fractional hypertree-width [Grohe and Marx 2006] , a more general notion than the widths mentioned earlier, and Z is the output size.
However, worst case can be pathological. For example, input relations are typically already preprocessed and stored in sophisticated indices to facilitate fast query answering (in even sublinear time). Motivated by this, recent work has gone beyondworst-case analysis to notions that are closer to instance or pointwise optimality. These beyond-worst-case results have as their starting point the work of Demaine et al. [2000] and Kenyon [2002, 2008] , who designed beyond-worst-case algorithms for set intersection and union problems, which were extended to join processing [Ngo et al. 2014] . 1 As one might expect, the algorithms that achieve the aforementioned varied results are themselves varied; they make a wide range of seemingly incompatible assumptions: data are indexed or not; the measures are worst case or instance based; they may rely on (or ignore) detailed structural information about the query or cardinality information about the underlying tables. With all this variety, our first result may be surprising: we recover all of the aforementioned results with a single, simple algorithm.
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Our central algorithmic idea is to cast the problem of evaluating a join over data in indices as a geometric problem; specifically, we reduce the join problem to a problem (defined later) in which one covers a rectangular region of a multidimensional space (with dimension equal to the number of attributes of the join) with a set of rectangular boxes. These boxes represent regions in the space in which we know output tuples are not present. Such rectangles are a succinct way to represent the information conveyed by these data structures. We illustrate these ideas by an example. Example 1.1. Consider the relation R(A, B) = {3}×{1, 3, 5, 7}∪{1, 3, 5, 7}×{3}, which is illustrated in Figure 1 .1(a). For now assume that R is stored in a BTree with attribute order (A, B). Any two consecutive tuples (a, b 1 ) and (a, b 2 ) in R with b 2 > b 1 + 1 give rise to a "tuple-free" box whose A side contains the single value {a} and whose other side the goal is to check if b is covered by the union of boxes in A. Our algorithm for the Boolean box cover problem is recursive, with the following steps: We first check if any box a ∈ A contains b. If such a exists, we return it as a witness that b is covered. If not, then we split the box b into two halves b 1 and b 2 and recurse. In the recursive steps, we either find a point in the target box that is not covered (in which case we return it as a witness that the target box is not covered) or discover two boxes w 1 , w 2 ∈ A that contain b 1 and b 2 , respectively. We then construct a single box w by combining w 1 and w 2 such that w contains b, we add w to A, 5 and we return it as a witness that b is covered. This algorithm needs to answer three questions:
-How to find a box a ∈ A containing the target box b if such a box exists? This search procedure should be efficient, ideally in polylogarithmic time in the data size. Dyadic encoding of gap boxes makes this goal possible. Our algorithm stores boxes in A in a (multilevel) dyadic tree data structure. -How to split the input box b into b 1 and b 2 ? A first natural scheme is to go in a fixed attribute order. We show that this scheme is sufficient to recover all the results mentioned earlier in this section. However, we also show that this approach is fundamentally limited. In particular, we show a novel alternate scheme that is able to achieve much stronger per-instance guarantees. -How to combine w 1 and w 2 to form w? The combine operation has two competing goals: it should be complete in that it can infer b (or a box that contains b) and it should be efficient in that it should take at most polylogarithmic time in the data. For that purpose, we introduce a notion called geometric resolution (Figure 4 .1). We show that this framework is complete and the resolution operation can be implemented efficiently as a simple operation on bitstrings. In conjunction with the efficient search procedure, this implies that the running time of the algorithm is the number of such resolutions (up to polylogarithmic factors in the data size). Thus, we can reason about the geometry of these covers instead of the algorithmic steps.
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In the first contribution, we show that our algorithm-named Tetris -is able to recover the worst-case algorithmic results shown in the top half of Table I , and the recent beyond-worst-case results of Ngo et al. [2014] . Our second contribution is to use these insights to go beyond known results. In previous work on beyond-worst-case analysis, one made an assumption that indexes were consistent with a single global ordering of attributes, a constraint that is not often met in practice. Our first results remove this restriction, which we believe argues for the power of the aforementioned framework. In particular, we reason about multiple BTrees on the same relation, multidimensional index structures like KD-trees and RTrees, and even sophisticated dyadic trees. In turn, this allows us to extend beyondworst-case analysis to a larger set of indexing schemes and, conceptually, this brings us closer to a theory of how indexing and join processing impact one another.
The idea of beyond-worst-case complexity is captured by a natural notion of geometric certificate. In particular, a minimum-sized subset C 2 ⊆ A whose union is the same as the union of all input gap boxes in A is called a gap box certificate for the join problem. For beyond-worst-case results, |C 2 | is the analogous quantity to input size N that is used in the worst-case results. Ngo et al. [2012] , and Veldhuizen [2014] ... Ngo et al. [2013] and Olteanu and Zavodny [2015] ... Dechter and Pearl [1988] and Chekuri and Rajaraman [2000] ... Gottlob et al. [2003] (S)
CERTIFICATE-BASED RESULTS Treewidth w |C 2 | w+1 + Z New and [Ngo et al. 2014 ] (S) Treewidth 1 |C 2 | + Z New
The runtimes are up to polylogarithmic factors and in terms of either the total input size N or the size of the optimal certificate C 2 as well as the output size Z. In the table, the bounded width fhtw ≤ ghw ≤ qw ≤ tw + 1. Our worst-case result on fractional hypertree-width (fhtw) implies the other worst-case results on various notions of widths. Our result for treewidth w queries subsumes that of Ngo et al. [2014] since the latter only works for indices with mutually consistent sort orders. AGM denotes the AGM-bound for the query [Atserias et al. 2008 ].
There are several reasons for our current certificate framework to use only "gap" boxes and not input tuples (or more generally boxes that contain the input tuples). First, gap boxes directly generalize the results from Ngo et al. [2014] , where it was shown that |C 2 | is in the same order as the minimum number of comparisons that a comparison-based join algorithm has to perform in order to be certain that the output is correct. Second, we expect the input data to be very sparse in the ambient space. In particular, we show in this article that |C 2 | = O(N) and there are classes of input instances for which |C 2 | = o(N) (or even O(1) ). Third, gap boxes in some sense capture differences between different input indices. The same relation indexed in different ways gives different sets of gap boxes, which can all be used in evaluating the join. Last but not least, our move to use gaps rather than the input tuples themselves has a strong parallel with using proof by contradiction to prove logical statements. In hindsight, this parallel is precisely what results in the strong connection between our framework and resolution (indeed, resolution is a specific form of proof by contradiction).
We show that for queries with treewidth 1 (i.e., query graphs are forests), we can compute them inÕ(|C 2 | + Z) time, 7 where Z is the output size. For general treewidth w join queries, we obtain a weaker runtime ofÕ(|C 2 | w+1 + Z). We also develop a new and intriguing result, where we obtain a runtime ofÕ(|C 2 | n/2 + Z) for a query with n attributes. This subsumes and greatly extends the results on 3-cliques from previous work to all queries on n attributes (including n-cliques). Our geometric framework plays a crucial role in this result, both in the analysis and in the design of our algorithm.
Finally, we also use our framework to provide lower bounds on the number of geometric resolutions that any algorithm needs. In particular, we consider three variants of geometric resolution in this article. The most general kind (which is not as powerful as general logical resolution) resolves geometric boxes, which we call GEOMETRIC RESOLUTION. We are able to recover all of the results in Table I with a weaker form of geometric resolution called ORDERED GEOMETRIC RESOLUTION, which corresponds to geometric resolution but when we only combine boxes in a fixed attribute order. We also consider an even more special case, TREE ORDERED GEOMETRIC RESOLUTION, which 2. An overview of our results and the resolution framework. Bounds for worst-case complexity are denoted by orange (where N is the size of the largest relation) and certificate-based results are presented in green (where C 2 is the optimal certificate). AGM denotes the bound on the output due to AGM and Z denotes the size of the output (per-instance basis). The bounds are presented in format time:query, where any denotes an arbitrary query on n attributes, tw w denotes a query on n attributes with treewidth w (1 < w < n − 1), and n-clique denotes the n-variable clique query. corresponds to ordered geometric resolution when we do not cache the outcome of any resolution. Figure 1 .2 summarizes where our upper and lower bounds fit in these classes of resolution.
There is an intriguing connection between our framework and DPLL with clause learning used for #SAT. We address this further in Section 4.2.6.
Organization of the Article. We give an overview of related work in Section 2. We establish the necessary background and preliminary results in Section 3. We present all our upper-bound results that recover or subsume existing results in Section 4. Section 5 is devoted to our new upper bound ofÕ(|C 2 | n/2 + Z) for a query with n attributes. We present our lower bounds and some extensions in Section 6, and we conclude in Section 7.
RELATED WORK
Acyclic Queries and Width Notions. In a seminal work [Yannakakis 1981 ], Yannakakis showed that if the query is acyclic (or more precisely α-acyclic in Fagin's terminology [Fagin 1983 ]) then it can be evaluated in timeÕ(N + Z), where N is the input size (in terms of data complexity), and Z is the output size. Researchers have expanded the classes of tractable queries using an increasingly finer structural measure called the "width" of the query, measuring how "far" from being acyclic a query is. If the query "width" is bounded by a constant, then the problem is tractable. The width notion progressed from treewidth (tw) [Dechter and Pearl 1988; Robertson and Seymour 1986] , degree of acyclicity [Gyssens et al. 1994; Gyssens and Paredaens 1982] , query width (qw) [Chekuri and Rajaraman 2000] , hypertree-width, and generalized hypertree-width [Scarcello 2005; Gottlob et al. 2003 ].
Worst-Case Optimal Join Algorithms. Atserias, Grohe, and Marx (AGM henceforth) [Grohe and Marx 2006; Atserias et al. 2008 ] derived a bound on the output size (the number of tuples in the output) using both the structural information about the query and the input relation sizes. Their bound (see Appendix A) is a function of the input relation sizes and a fractional edge cover of the hypergraph representing the query. By solving a linear program, we can obtain the best possible bound for the output size. We refer to this best bound as the AGM bound. AGM also showed that their bound is tight (in data complexity) by constructing a family of instances for which the output size is in the order of the bound. Similar but slightly weaker bounds were proven by Alon 1981] and Friedgut and Kahn [1998] . All of these results were proved via entropy-based arguments.
An algorithm whose worst-case runtime matches the AGM bound would be worstcase optimal. Such an algorithm was derived by Ngo, Porat, Ré, and Rudra (NPRR henceforth). Soon after, the Leapfrog Triejoin algorithm [Veldhuizen 2014 ] was shown to run within the AGM bound. An even simpler but generic skeleton of a class of join algorithms that generalized both NPRR and Leapfrog Triejoin was shown to run within the AGM bound [Ngo et al. 2013] .
Combining a worst-case optimal join algorithm with Yannakakis's algorithm yields an algorithm running in timeÕ(N fhtw + Z), where fhtw stands for fractional hypertreewidth [Grohe and Marx 2006] , a more general notion than the widths mentioned earlier, and Z is the output size. Alternatively, the runtimeÕ(N fhtw + Z) can be achieved through factorized representation [Olteanu and Zavodny 2015] or the Tetris algorithm from this article. Marx introduced yet another more general notion of width called adaptive width [Marx 2011] , which is equivalent to submodular width [Marx 2010b ], and we are unable to recover this tighter notion of width using the results of this article.
Beyond Worst Case for Joins with Minesweeper.
Beyond-worst-case analysis in databases was formalized by Fagin et al.'s algorithm [Fagin et al. 2001] for searching scored items in a database. These per-instance guarantees are desirable, though they are very hard to achieve: there have been relatively few such results [Afshani et al. 2009 ]. More relevantly, for the sorted set intersection problem, Demaine et al. [2000] , with follow-ups by Kenyon [2002, 2008] , devised the notion of a certificate or a proof , which is a set of comparisons necessary to certify that the output is correct. An algorithm running in time proportional to the minimum certificate size (up to a log-factor and in data complexity) can be considered instance optimal among comparison-based algorithms. 8 The work of Demaine et al. and Barbay et al. was extended to general join queries [Ngo et al. 2014] by defining the notion of a comparison certificate for a join problem, which, roughly speaking, is a set of propositional comparison statements about the input, such that two inputs satisfy the same set of propositional statements if and only if they have the same output. Intuitively, the minimum size of a comparison certificate is the minimum amount of work a comparison-based join algorithm has to do to correctly compute the output. A major technical assumption needed in prior work [Ngo et al. 2014] was that all relations are indexed by BTrees according to a single global attribute order (GAO) index. For example, if the GAO is A, B, C, D (attributes participating in the query), and R(A, C) is an input relation, then the BTree/trie for R has to branch on A before C. In this work, we are able to handle more general indexes (KD-trees, dyadic trees, and multiple indices per relation) and do not require this assumption. To the best of our knowledge, the current work and that in Ngo et al. [2014] are the only two instances that present (near) instance optimal results for a large class of problems.
The analysis from Ngo et al. [2014] implies that we can use a "box certificate" in place of a "comparison certificate" because a box certificate has size at most the size of a comparison certificate (see Appendix B). This result inspired our investigation into the world of geometric certificates in this article. Indeed, we were able to generalize the results from Ngo et al. [2014] because the box certificates we considered in this article are more general than the GAO-consistent boxes in Ngo et al. [2014] .
A recent work studied querying big data by accessing only a small part of the data [Fan et al. 2015] . The notion of certificate used in this work is essentially the smallest part of the data that is sufficient to answer the query.
Connections to DPLL. As we will see in Section 4.2.6, Tetris is essentially a version of the DPLL algorithm. We would like to stress that the novelty of our work is to (1) adapt this well-known framework to a geometric view of joins and (2) prove sharp bounds on the runtime of Tetris.
Klee's Measure Problem in Computational Geometry.
A variant of the box cover problem (Definition 3.5) is the Boolean box cover problem (Definition 3.6): given a set B of n-dimensional boxes, determine whether their union covers the entire space. The Boolean box cover problem is a special case of Klee's measure problem: given a set B of n-dimensional boxes, compute the measure of their union. Klee's measure problem was solved by Overmars and Yap [1991] in time O(|B| n/2 log(|B|)), and later by Chan [2013] in time O(|B| n/2 ). One corollary of this article (Corollary 5.11) shows that Klee's measure problem over the Boolean semiring can be solved in timeÕ(|C 2 | n/2 ), where C 2 is any box certificate for B. (By Definition 3.5, |C 2 | ≤ |B| and there are instances where |C 2 | is unboundedly smaller than |B|.) We also present tighter upper bounds for the box cover problem (and hence for Klee's measure problem over the Boolean semiring) in multiple special cases that are common in database joins (e.g., bounded treewidth, acyclicity, GAO-consistency, etc.) . Moreover, while the upper bound of O(|B| n/2 ) has not been shown to be tight for Klee's measure problem for n ≥ 3, we show that our upper bounds (includingÕ(|C 2 | n/2 )) are tight for all algorithms that are based on GEOMETRIC RESOLUTION (see Corollary F.11).
PRELIMINARIES
We review the definition of a join query in Section 3.1. We give an overview of the strong connection between indices and gap boxes in Section 3.2 and then move on to our geometric notion of certificates in Section 3.3. We formally define our main geometric problem BCP in Section 3.4.
Join Query
Let A be a set of attribute names, where an attribute A ∈ A is a variable over a finite and discrete domain D(A). Let R be a set of relation symbols. A relational schema for the symbol R ∈ R of arity k is a tuple vars(R) = (A i 1 , . . . , A i k ) of distinct attributes that defines the attributes of the relation. A relational database schema is a set of relational symbols and associated schemas denoted by R(vars (R) 
is a collection of instances, one for each relational symbol in the schema, denoted by A natural join query (or simply join query) Q is specified by a finite subset of relational symbols atoms(Q) ⊆ R, denoted by R∈atoms(Q) R. Let vars(Q) denote the set of all attributes that appear in some relation in Q, that is,
Given a database instance D, the output of the query Q on the database instance D is denoted Q(D) and is defined as
where D vars(Q) is a shorthand for × A∈vars(Q) D(A), and π is the projection operator. When the instance is clear from the context, we will refer to Q(D) by just Q.
For example, in the following so-called triangle query:
we have vars(Q ) = {A, B, C}, vars(R) = {A, B}, vars(S) = {B, C}, and vars(T ) = {A, C}.
Gap Boxes and Indices
We informally describe the idea of gap boxes that capture database indices. The set of gap boxes depends intimately on the indices that store the relations. For example, for the relation in Figure 1 .1(a), Figure 1 .1(b) shows the gap boxes generated by a BTree that uses the sort order ( A, B) . Figure 3 .1(a) shows the gap boxes for the same relation when stored in a BTree with sort order (B, A). Note that the different sort order manifests itself in a completely different set of boxes. Finally, Figure 3 .1(b) represents the boxes for the same relation when stored in a quad-tree. In addition to a completely different set of boxes from those in Figures 1.1(b) and 3.1(a), the number of boxes is also much smaller. We will see another example for three attributes soon.
Geometric Certificates
For any attribute A, D(A) denotes its domain. For any join query Q, let atoms(Q) denote the set of constituting relations; in other words, we can write Q as Q = R∈atoms(Q) R. For any relation R (Q included), vars(R) denotes the set of its attributes. We assume each input relation R is already indexed using some data structure that satisfies the following property. The data structure stores a collection B(R) of gap boxes whose union contains all points in A∈vars(R) D(A) that are not tuples in R. Note that there can be multiple indices per relation. Gap boxes from all those indices contribute to B (R) . By filling out the coordinates not in vars (R) with "wild cards" (i.e., each one of those coordinates spans the entire dimension), we can without loss of generality view B(R) as a collection of gap boxes in the output space A∈vars(Q) D(A).
We begin with the notion of certificate. The size of the smallest such certificate will replace the input size as the measure of complexity of an instance in our beyond-worstcase results.
Definition 3.1 (Box Certificate). A box certificate for Q is a set of gap boxes that are included in the gap boxes from R∈atoms(Q) B (R) and cover every tuple not in the output. We use C 2 (Q) (or just C 2 if Q is clear from the context) to denote a box certificate of minimum size for the instance.
We would like to stress the point earlier that the size of the smallest box certificate is intimately tied to the kind of index being used. In particular, for certain instances, the certificate sizes might be much smaller for more powerful kinds of indices. This should be contrasted with the worst-case results of Ngo et al. [2012] and Veldhuizen [2014] , where BTrees with a single sort order are enough to obtain the optimal worst-case results (and using more powerful indices like quad-trees does not improve the results). Further, our algorithms do not assume the knowledge of C 2 though they implicitly compute a box certificate C such that |C| =Õ(C 2 ).
For a more thorough discussion of indices, gap boxes, various notions of certificates, and how they relate to box certificates, see Appendix B. In particular, we can show that the notion of a box certificate is finer than the notion of comparison-based certificate used in Ngo et al. [2014] .
Dyadic Boxes. For simplicity, but without any loss of generality, let us assume the domain of each attribute is the set of all binary strings of length d, that is, D(A) = {0, 1} d , for every A ∈ vars(Q). This is equivalent to saying that the domain of each attribute is the set of all integers from 0 to 2 d − 1. Since d is the number of bits needed to encode a data value of the input, d is logarithmic in the input size. It is straightforward to show that every (not necessarily dyadic) box in n dimensions can be decomposed into a disjoint union of at most (2d) n =Õ(1) dyadic boxes. In particular, for every box certificate, there is a dyadic box certificate of size at most a factor ofÕ(1) larger. (See Figure 3. 2 for an example.) Henceforth, we will assume that all boxes are dyadic boxes. This assumption is also crucial for the discovery of an optimal box certificate (i.e., one having minimal size). In particular, we have the following: PROPOSITION 3.4. The number of (maximal) dyadic boxes containing any given tuple is at most d n =Õ(1).
(See Appendix B.3 for more details.)
The Box Cover Problem
We assume the input index data structure(s) for an input relation R can return inÕ(1)-time the set of all dyadic gap boxes in B(R) containing a given tuple in A∈vars(R) D(A). This assumption holds for most of the common indices in relational database management systems such as BTree or trie. The objective of a general join algorithm is to list the set of all output tuples. Our join algorithm will attempt to take full advantage of the gaps stored in the input indices: it tries to compute/infer a collection of dyadic boxes whose union contains all tuples in A∈vars(Q) D(A) except the output tuples. (The smallest such collection is called a (dyadic) box certificate as defined in Definition 3.1.) Recall that an output tuple is also a (unit) dyadic box. Hence, the output dyadic boxes and the gap boxes together fill the entire output space. Consequently, we can think of a join algorithm as an algorithm that tries as fast as possible to fill up the entire output space with dyadic boxes of various shapes and sizes. Abstracting away from this idea, we first define a problem called the box cover problem (or BCP).
Definition 3.5 (Box Cover Problem). Given a set A of (dyadic) boxes, list all tuples not covered by any box in A, that is, list all tuples t such that t / ∈ b for every b ∈ A. Define the (box) certificate for the instance A of BCP, denoted by C 2 (A) (or just C 2 if A is clear from the context), to be the smallest subset of A such that b∈C 2 (A) b = b∈A b.
Definition 3.6 (Boolean Box Cover Problem). Given a set A of (dyadic) boxes, determine whether their union covers the entire output space, that is, b∈A b = λ, . . . , λ .
Given a join query Q (as defined in Section 3.1), B(Q) denotes the set of all gap boxes from the input indices, that is, B(Q) = R∈atoms(Q) B (R) . The following is straightforwardly true. A dyadic segment x is nontrivial if x = λ and x is not a unit segment. Let A be a set of dyadic boxes on attribute set
Definition 3.12 (GAO-Consistent Boxes). Let A be a set of dyadic boxes on V and σ be a GAO on V. Then, A is said to be σ -consistent if the following conditions are met:
(1) for every box b = x 1 , . . . , x n ∈ A, there is at most one x i for which x i is nontrivial, and (2) for every box
Note that if Q is a join query whose input relations are indexed consistently with a GAO σ , then B(Q) is σ -consistent. (See Ngo et al. [2014] for the definition of GAOconsistent indices. In short, the search tree for each relation is indexed using an attribute order consistent with the GAO.)
UPPER BOUNDS
We formally define the notion of geometric resolution in Section 4.1. Our main algorithm Tetris is presented in Section 4.2. We present rederivations of existing results using Tetris in Section 4.3 (worst-case results) and in Section 4.4 (beyond-worst-case results, which recover and generalize results from Ngo et al. [2014] ). Finally, we present our new beyond worst-case result that works for arbitrary queries in Section 5.
Geometric Resolution
Our algorithm uses the framework of geometric resolution, which is a special case of logical resolution. The two input clauses to geometric resolution are two dyadic boxes, say, w 1 = y 1 , . . . , y n and w 2 = z 1 , . . . , z n , that have to satisfy the following two properties: (1) there exists a position ∈ [n] and a string x such that y = x0 and z = x1 (where x can be λ and xb denotes the concatenation of string x and bit b), and (2) for every other j ∈ [n] \ { }, either y j is a prefix of z j or z j is a prefix of y j .
The result of the geometric resolution or the resolvent is the dyadic box where we use y i ∩ z i to denote the longer of the two strings y i , z i . Geometrically, w 1 and w 2 are adjacent in the th dimension, and in the other dimensions we are taking the intersection of those two dyadic segments that are contained in one another. For the rest of the article, unless we explicitly mention otherwise, whenever we say resolution, we mean geometric resolution. Pictorially this can be visualized for n = 2 as in Figure 4 .1. We briefly explain the name "resolution." In propositional logic, the resolution of two clauses D 1 and D 2 is a clause D such that every truth assignment satisfying both D 1 and D 2 must satisfy D (and D has the minimal number of literals possible). The geometric resolution of two boxes w 1 and w 2 is a box w such that every point covered by neither w 1 nor w 2 must not be covered by w (and w is maximal).
In particular, logical resolution has a geometric interpretation. The negation of a (disjunctive) clause is a conjunction corresponding to a box in the Boolean cube. The logical resolution of two clauses is a clause corresponding to a box that is the geometric resolution of the two boxes corresponding to the two clauses. See Figure 4 .2.
The following example explains the opposite connection: it explains the logical interpretation of geometric resolution.
Example 4.1 (Geometric Resolution is a Special Case of Logical Resolution).
Consider the geometric resolution depicted in Figure 4 .1 between the two dyadic rectangles w 1 = λ, 00 and w 2 = 10, 01 . The X-dimension (i.e., the horizontal one) is encoded using two bits. Let x 1 , x 2 be the truth values corresponding to those two bits (i.e. TRUE if the bit is 1 and FALSE otherwise). Similarly, the (vertical) Y -dimension is encoded using two bits, corresponding to y 1 , y 2 . The rectangle w 1 corresponds to the conjunctive clause
whose negation is the (disjunctive) clause
Similarly, w 2 corresponds to the conjunctive clause
whose negation is the clause
The resolvent of D 1 and D 2 is the following clause:
whose negation is the conjunctive clause C = (x 1 ∧x 2 ∧ȳ 1 ), which corresponds to the dyadic rectangle w = 10, 0 , which is exactly the result of the geometric resolution of w 1 and w 2 .
Appendix H contains more details on the connection between logical resolution and geometric resolution. The following proposition is based on this connection: It follows from the completeness of logical resolution. The crux of this article is to show that one can efficiently find a small sequence of geometric resolutions that solves BCP. The inputs to most of the resolutions made by our algorithms will have an even more restricted structure:
where for every i < , either y i or z i is a prefix of the other.
Definition 4.3 (Ordered Geometric Resolution).
Given two dyadic boxes w 1 and w 2 of the format shown in Equations (1) and (2), the ordered geometric resolution of w 1 and w 2 is the dyadic box
We say that w is the result of resolving w 1 and w 2 on attribute A . (Note that x might be λ.)
The Algorithm
Our algorithm for BCP at its core solves essentially the Boolean version of the BCP using a subroutine called TetrisSkeleton. The subroutine is then repeatedly invoked by the outer algorithm-Tetris-to compute the output of the BCP instance. TetrisSkeleton has a very natural recursive structure. We fix a splitting attribute order (SAO) of the query, say, (A 1 , . . . , A n ). Following this order, we find the first dimension on which b is thick (i.e., the length of the projection of b onto this dimension is ≥2) and thus can be split into two halves b 1 and b 2 . If we can find an uncovered point in either half, then we can immediately return. Otherwise, we have recursively found two boxes w 1 and w 2 , each of which covers one half of b. Each box may not cover b as a whole. Hence, we resolve the two boxes w 1 and w 2 by creating a maximal box w ⊆ w 1 ∪ w 2 , making sure that w covers both b 1 and b 2 ; hence, w covers b. Figure 4 .3 illustrates the main idea.
TetrisSkeleton is presented in Algorithm 1. There are three extra things that Algorithm 1 does over the basic outline given earlier. First, we handle the base cases when b is already covered by a box in A itself in lines 1 and 2 (see Section 4.2.4 on how we can implement this step inÕ(1) time using a multilevel dyadic tree data structure) and when b is a unit box that is not covered by any box in A (and hence cannot be covered by any boxes derived from A either) in lines 3 and 4. Second, we check boundary conditions in lines 11 and 17. Finally, in line 21, we add back the result of resolution from line 20 to A. (The last step is crucial in proving most of our results.) We defer a more detailed discussion on Resolve and Split-First-Thick-Dimension to the end of this section.
The
Outer Algorithm: Tetris. The TetrisSkeleton algorithm was designed for the Boolean BCP. We now present the simple idea that allows us to use TetrisSkeleton as a subroutine and solve the general BCP problem. The input to the general BCP problem is a set of boxes B to which we have oracle access. The oracle represents the prebuilt database indices of input relations from a join query. In particular, given a unit box w, the oracle can return the set of boxes in B containing w inÕ (1) 
Cut b into two equal halves 8:
If v 1 is FALSE THEN 10:
Return (FALSE, w 1 ) Return (TRUE, w) 23: end If
After each invocation of TetrisSkeleton, A is amended with a few more boxes and the next invocation of TetrisSkeleton is on the enlarged knowledge base A. Apart from resolvents that are cached by TetrisSkeleton in A, Tetris amends A with two types of boxes: output (unit) boxes and boxes from B. To be more specific, if TetrisSkeleton returns (TRUE, w), then we know there are no tuples to output and we can stop. However, if TetrisSkeleton returns (FALSE, w), then we check if w is not covered by any box in B. If so, we know b is an output point and we can output that point and amend A with b. Otherwise, we know that A was not properly initialized, in which case we amend A with boxes in B that cover b and repeat. See Example 4.5.
Recursion and Resolution.
We next flesh out the two key operations that were not specified in the description of Algorithm 1: how to split a box b into two halves in line 6, and how to resolve two witnesses w 1 and w 2 in line 20 of TetrisSkeleton (Algorithm 1).
We first explain what the Split-First-Thick-Dimension routine does. Consider a dyadic box b = x 1 , x 2 , . . . , x n . If |x i | = d, then x i represents a unit dyadic segment, which corresponds to a flat slice through the A i -dimension. The box b is flat and is not splittable along such dimension. The first thick dimension is the smallest value ∈ [n] for which |x | < d. Because b is not a unit box, there must exist such an . In that case, the call 
Note again that by definition, |x i | = d for all i < . It is easy to implement the previous bitstring operation in O(dn) time, which by our convention isÕ(1) time.
Next, we explain the resolution step. Resolve is a geometric resolution as defined in Section 4.1. Note that by the time Resolve is called in line 20, we know none of w 1 and w 2 covers b. There are a lot of boxes we can infer from w 1 and w 2 if those two boxes are general dyadic boxes that can overlap in peculiar ways. However, TetrisSkeleton forces w 1 and w 2 to be somewhat special, making resolution much more intuitive and clean. The following lemma shows that all the resolutions in line 20 are ordered geometric resolutions (see Definition 4.3). In particular, it is sufficient for Resolve to apply ordered resolution.
PROOF. We prove (i) by induction. The universal box certainly has the claimed format. When we split a box b (in line 6 of Algorithm 1) that has the format (4), b 1 and b 2 will be
This completes the proof of the invariant. To see (ii), note that when we call Resolve(w 1 , w 2 ), we know w 1 covers b 1 but not b (due to line 11 in Algorithm 1), and w 2 covers b 2 but not b (due to line 17 in Algorithm 1). It follows that w 1 and w 2 must be of the forms in Equations (1) and (2), respectively. Example 4.5. Consider the following set of boxes in two dimensions/attributes (X, Y ):
B is depicted in Figure 4 .4. Suppose that we apply Tetris (Algorithm 2) to solve the BCP instance with box set B (recall Definition 3.5). Suppose that we initialize A (in line 1 of Algorithm 2) to be the following subset of B:
Tetris now invokes TetrisSkeleton( λ, λ ). Let σ = (X, Y ) be the chosen splitting attribute order. Since no box in A covers λ, λ , TetrisSkeleton splits λ, λ into 0, λ and 1, λ and recurses. Similarly, TetrisSkeleton( 0, λ ) will split 0, λ into 00, λ and 01, λ and recurse. TetrisSkeleton( 00, λ ) will find a box in A that covers 00, λ , which is 00, λ , and will return (TRUE, 00, λ ). TetrisSkeleton( 01, λ ) will split into 01, 0 and 01, 1 . TetrisSkeleton( 01, 0 ) will find a box in A that covers 01, 0 and will return (TRUE, λ, 0 ). TetrisSkeleton( 01, 1 ) will split into 01, 10 and 01, 11 . TetrisSkeleton( 01, 10 ) will not find any box in A covering 01, 10 and will return (FALSE, 01, 10 ), which will go all the way up the recursion. Since no boxes in B cover 01, 10 , Tetris will report 01, 10 as an output tuple and will add 01, 10 to A.
Tetris will now invoke TetrisSkeleton( λ, λ ) again (but now A has been amended with 01, 10 ). The recursion will go on as before except that TetrisSkeleton( 01, 10 ) will now return (TRUE, 01, 10 ). TetrisSkeleton( 01, 1 ) will now resolve 01, 10 with λ, 11 (that was returned by TetrisSkeleton( 01, 11 )) into the box 01, 1 , add this new box to A, and return (TRUE, 01, 1 ). TetrisSkeleton( 01, λ ) will resolve λ, 0 with 01, 1 into 01, λ and add it to A. TetrisSkeleton( 0, λ ) will resolve 00, λ with 01, λ into 0, λ .
TetrisSkeleton( 1, λ ) will recursively discover that 10, 10 is not covered by any box in A and will return (FALSE, 10, 10 ). Tetris will look in B for boxes that cover 10, 10 , find 10, 1 , add it to A, and call TetrisSkeleton( λ, λ ) again.
TetrisSkeleton now will recursively resolve λ, 0 and 10, 1 into 10, λ and then discover that 11, 10 is not covered by any box in A. Tetris will report 11, 10 as an output tuple and add it to A. Finally, TetrisSkeleton will resolve 11, 10 and λ, 11 into 11, 1 and then resolve 11, 1 and λ, 0 into 11, λ , which in turn resolves with 10, λ into 1, λ . Finally, the latter resolves with 0, λ into λ, λ . dyadic boxes containing b from a storage of dyadic boxes. This operation can easily be supported inÕ(1) time.
To store a collection of dyadic boxes, there are many options (including a hash table). We briefly describe here a natural implementation using a multilevel dyadic tree.
A dyadic tree is a binary tree storing dyadic segments, that is, binary strings of length at most d. At each node, the left branch corresponds to bit 0 and the right corresponds to bit 1. Each time we insert a new dyadic segment x into the tree, we follow the bits of x down the tree. If we end up with a node already created in the tree, then we mark that node as a storage node. If we end up at a leaf while there are still bits left in x, then we create new nodes according to the bits of x that still need to be visited.
A dyadic tree can be used to store a set of dyadic segments. Recall that each dyadic box is an n-tuple of dyadic segments, that is, an n-tuple of strings of the form b = x 1 , x 2 , . . . , x n , where x i ∈ {0, 1} ≤d for all i ∈ [n]. Fix some global attribute order (A 1 , A 2 , . . . , A n ). In a multilevel dyadic tree, we store a dyadic box x 1 , . . . , x n by using a dyadic tree to store x 1 , and then at the storage node of x 1 , there is a pointer to the root of a second dyadic tree storing x 2 , and so forth. If there are two dyadic boxes having the same dyadic segment x 1 , then their second dyadic segments are stored in the same tree, naturally. Figure 4 .5 illustrates this simple data structure. More generally, a storage node for x k has a pointer to the root of a dyadic tree for storing x k+1 .
From Proposition 3.4, the number of dyadic boxes containing b is at most d n =Õ(1). It is straightforward to see that the multilevel dyadic tree can return the set of all boxes containing a given dyadic box inÕ(1) time.
4.2.5. Key Tools for Runtime Analysis. We now state the key analytical tool that will be used throughout this article to bound the runtime of our algorithm in different settings. The tool is a very simple but important combinatorial lemma that says the following: hiding behind the potential poly-log factor inÕ, we can bound the runtime of Tetris by the number of resolutions it performs. The main observation is that in most cases when the algorithm backtracks, it does one resolution. The amount of work it does modulo the recursive calls isÕ(1): inserting a new box, querying for boxes containing a box, and resolving. Finally, line 21 and line 1 in TetrisSkeleton make sure that we are not repeating any resolution more than once.
LEMMA 4.6 (RUNTIME IS BOUNDED BY #RESOLUTIONS). Let M denote the total number of resolutions performed by Algorithm 2. Then, the total runtime of Algorithm 2 isÕ(M).
PROOF. We begin with the simplifying assumption that Tetris calls TetrisSkeleton only once. In this case, if M is the number of resolutions made, we will prove that TetrisSkeleton (and hence Tetris) runs in timeÕ(M + 1). Later on in the proof, we will see how to get rid of this assumption.
TetrisSkeleton can be thought of as a depth-first traversal of a binary tree whose nodes are dyadic boxes. Calling TetrisSkeleton (b) corresponds to visiting node b in this binary tree. As soon as TetrisSkeleton visits a node b, it checks whether b is covered by some dyadic box a in A and whether b is a point (lines 1 and 3 of Algorithm 1): if b is either covered or a point, then TetrisSkeleton backtracks directly without visiting any children of b, in which case b is a leaf node of the visited binary tree. If b is neither covered nor a point, then TetrisSkeleton recursively visits its children b 1 and b 2 , in which case b is an internal node. TetrisSkeleton spendsÕ(1) at each node it visits. In any full binary tree, the number of leaf nodes is equal to one plus the number of internal nodes. Therefore, to bound the runtime of TetrisSkeleton, we only need to bound the number of internal nodes it visits (i.e., the number of recursive calls of TetrisSkeleton in which the execution reaches line 6).
Moreover, whenever TetrisSkeleton returns from visiting a leaf with a FALSE (in line 4), then (thanks to lines 9 and 15) it will keep backtracking while passing this FALSE upward in the tree until it reaches the root. Because the depth of any node in the tree isÕ(1), the total number of internal nodes that return FALSE isÕ(1). (This term contributes to the +1 term in our final bound ofÕ(M + 1).) Therefore, to bound the runtime of TetrisSkeleton, we only need to bound the number of internal nodes that return TRUE (i.e., the number of recursive calls that return in lines 12, 18, or 22). We will be referring to those nodes as TRUE internal nodes.
While TetrisSkeleton is traversing the tree, new boxes are being created by resolution and added to A (in lines 20 and 21). We will be referring to those boxes as resolution boxes. We will show that the total number of TRUE internal nodes is within aÕ(1) factor from the total number of resolution boxes. And to do that, we will establish a mapping between TRUE internal nodes and resolution boxes such that this mapping satisfies the following two conditions:
-No resolution box is mapped to more thanÕ(1) TRUE internal nodes. -Every TRUE internal node is mapped to at least one resolution box.
During the traversal, TetrisSkeleton makes sure not to visit any internal node b that is already covered by some box a in A (TetrisSkeleton might still visit b as a leaf node, but thanks to line 1, the execution will never make it to line 6 in order for b to become an internal node). However, when a new resolution box w is added to A, the current internal node b that is being visited might already be covered by w. If this happens, then (thanks to line 1) TetrisSkeleton will keep backtracking upward in the tree until it reaches a node that is not covered by w, and it will never visit any internal node that is covered by w ever after. The depth of the tree isÕ(1). Therefore, from the moment a new resolution box w is added to A, TetrisSkeleton will traverse no more thanÕ(1) TRUE internal nodes that are covered by w. We define the mapping between resolution boxes and TRUE internal nodes as follows: every resolution box w is mapped to all TRUE internal nodes that are covered by w and that are traversed by TetrisSkeleton after w is added to A. From this definition, we can see that no resolution box is mapped to more thanÕ(1) TRUE internal nodes.
Before TetrisSkeleton returns from visiting any internal node b with TRUE, b must be covered by some box in A (in lines 12, 18, and 22, b is covered by w 1 , w 2 , and w, which all have been added to A). Moreover, this box could not have existed in A from the very beginning because earlier in line 1, TetrisSkeleton could not find any box in A that covers b. In other words, b can be mapped into this resolution box. Therefore, every TRUE internal node is mapped to at least one resolution box.
Finally, we consider the case when Tetris calls TetrisSkeleton more than once. Since a single invocation of TetrisSkeleton takes timeÕ(M + 1), all invocations of TetrisSkeleton combined take timeÕ(M + I), where M is the total number of resolutions performed during all invocations, and I is the total number of invocations. To prove the lemma, we need to prove that I =Õ(M).
First, we prove that I ≤ |C 2 | + Z + 1, where C 2 is a minimal box certificate (see Definition 3.5). Each invocation of TetrisSkeleton that returns FALSE returns also a unit box w that is not covered by any box in A. If w is not an output tuple, then at least one box from C 2 that covers w is added to A. Otherwise, one output tuple is added to A (out of Z tuples). Once a box (either from C 2 or from the Z output tuples) is added to A, it is not going to be added again.
The last invocation of TetrisSkeleton returns (TRUE, λ, . . . , λ ), indicating that λ, . . . , λ is covered. At that time, Tetris would have implicitly built a resolution proof of λ, . . . , λ using the Z output unit boxes along with at least |C 2 | input boxes. Hence,
It turns out that in certain cases we need a sharper version of this lemma (Theorem 4.10). To state the result, we need some more definitions.
The following definition comes up naturally in the runtime analysis of Tetris in Section 4.3 and later. It is just a generalization of the concept of prefix of a string. In the context of joins (and BCP), when we resolve two boxes w 1 and w 2 , each one of them could be either an input gap box or an output box (the latter is the box b added due to lines 7 and 9 in Algorithm 2) or a result of a previous resolution.
Definition 4.8 (Gap Box Resolution).
A gap box resolution is any resolution where each one of the two boxes to be resolved is either an input gap box or a result of a previous gap box resolution (i.e., a gap box resolution does not involve any output box, neither directly nor indirectly). The result of a gap box resolution is called a gap box resolvent, as defined in Section 4.4.
Definition 4.9 (Output Box Resolution
). An output box resolution is any resolution that is not a gap box resolution (i.e., at least one of the two boxes to be resolved is either an output box or a result of a previous output box resolution). The result of an output box resolution is called an output resolvent, as defined in Section 4.4.
The following theorem can be thought of as a template for almost all runtime bounds that are presented in this article. We apply this theorem by bounding the number of gap box resolutions that Tetris performs depending on the input query's structural information. (The proof is in Appendix D.)
THEOREM 4.10 (THE GAP BOX RESOLUTION BOUND). An invocation of Tetris runs in timẽ O(X + Z), where X is the total number of gap box resolutions that have been performed, and Z is the total number of output tuples of the BCP.
4.2.6. Tetris as DPLL with Clause Learning. We briefly explain how Tetris can be viewed as a form of DPLL with clause learning. (See Appendix H for more details.) A tuple in the output space is an n-dimensional dyadic box each of whose components is a string of length d. When viewed as a bit-string, this tuple is a truth assignment. A dyadic gap box w under this view can be encoded with a clause, containing all tuples not belonging to w. Under this encoding, geometric resolution becomes a particular form of propositional logic resolution. (Recall Example 4.1.) The resolvent of a geometric resolution is a new clause that was inferred and cached in the computation. Hence, Tetris can be cast as a DPLL algorithm for #SAT with a fixed-variable ordering and with a particular way of learning new clauses. (It is for #SAT because the algorithm keeps running even after a satisfying assignment is found. See Appendix H.)
Alternatively, when viewed from a geometric perspective, DPLL (with clauses learning) can be viewed as Tetris: as was shown in Figure 4 .2, the negation of each clause corresponds to a box in the Boolean cube. Assigning a truth value to some literal in DPLL corresponds to splitting the target box b in Tetris in half and considering only one half. Resolving two clauses in DPLL corresponds to applying a geometric resolution between the corresponding boxes. Caching in DPLL corresponds to storing a resolvent w in the knowledge base A of Tetris.
Worst-Case Results
The initialization of the knowledge base A has a crucial implication in terms of the kind of runtime result Tetris is able to attain. In this section, we discuss one extreme where we can load the knowledge base A with all boxes from the input set of boxes B. For notational convenience, we call Tetris with this specific instantiation of Initialize to be Tetris-Preloaded.
It turns out that Tetris-Preloaded achieves the following type of runtime guarantee: given a join query Q, under some assumption about the type of boxes in B(Q), Tetris-Preloaded runs in time at most the maximum AGM-bound on a bag of any tree decomposition of Q. (See Appendix A.2 for background about tree decompositions.) And we can construct B(Q) satisfying the assumption in time linear in the input relations' sizes.
Since this result requires some lengthy definitions, we state next a slightly weaker result, in terms of the fractional hypertree-width of the query Q. We prove our full (stronger) result in Appendix C.
THEOREM 4.11 (Tetris-Preloaded ACHIEVES FRACTIONAL HYPERTREE-WIDTH BOUND). Let Q be a join query, N the total number of input tuples, fhtw the fractional hypertree-width of the query, and Z the total number of output tuples. Then, there exists a GAO σ such that the following holds. Suppose for all R ∈ atoms(Q), B(R) is σ -consistent. Then, by setting S AO to be σ , Tetris-Preloaded on input B(Q) runs in timeÕ(N fhtw + Z).
Recall that Tetris uses ordered geometric resolution. It turns out that TREE ORDERED GEOMETRIC RESOLUTION is enough to recover the AGM bound (see Theorem 6.1). However, TREE ORDERED GEOMETRIC RESOLUTION is not powerful enough to recover Theorem 4.11 (see Theorem 6.2).
Beyond Worst-Case Results
Our algorithm Tetris not only can recover some existing results, as we have seen, but also leads to new results, as presented in this section. In particular, we show that Tetris can extend the bounded treewidth results of Ngo et al. [2014] , which only hold for GAO-consistent input indices, to handle cases of arbitrary input indices, including sophisticated indices such as dyadic trees (and multiple indices per relation).
The crux of beyond-worst-case guarantee is for the runtime of the algorithm to be measured in the finer notion of (box) certificate size |C 2 | of the BCP instance, instead of input size. It is easy to construct arbitrarily large input instances for which the certificate size isÕ(1). (See Appendix B.) Consequently, preloading the knowledge base A with all boxes from B as we did with Tetris-Preloaded is no longer an option.
To obtain certificate-based results, we only load the boxes from B into A that are absolutely needed. In particular, we go to the other extreme and set A ← ∅ in Initialize(A) (and let lines 4 and 9 in Algorithm 2 load the required boxes from B into A). For notational convenience, we use Tetris-Reloaded to refer to Tetris with this specific instantiation of Initialize.
In this section, we consider join queries (and BCP instances) whose treewidth 10 is w. We show that Tetris-Reloaded can be used to solve those queries in timeÕ(|C 2 | w+1 + Z) (see Section 4.4.2). Moreover, we show that Tetris-Reloaded runs in timeÕ(|C 2 | w + Z) in two special cases: when w = 1 (see Section 4.4.3) and w = n − 1 (see Section 4.4.4). However, when 1 < w < n − 1, Theorem 6.3 shows a lower bound of (|C 2 | w+1 + Z) on ORDERED GEOMETRIC RESOLUTION proof sizes, and hence a similar lower bound on the runtime of Tetris-Reloaded. Moreover, when w = n − 1, Theorem 6.4 shows a lower bound of (|C 2 | n−1 + Z). To analyze the runtime of Tetris-Reloaded, we first argue that the number of accesses it makes to B is of the correct order:
LEMMA 4.12. The total number of boxes that Tetris-Reloaded loads from B into A (in line 4) isÕ(|C 2 |).
PROOF. In each iteration of Tetris-Reloaded, if w is an output point, then no box from B is loaded into A. If w is not an output point, there must be at least one box from C 2 that covers w. Moreover, no box from C 2 is loaded twice. Hence, the total number of iterations that load boxes from B is at most |C 2 |. The number of boxes that are loaded from B in each iteration (i.e., the size of B ) isÕ(1), thanks to Proposition 3.4, completing the proof.
From Lemma 4.6, the runtime of Tetris is in the order of the number of resolutions w = Resolve(w 1 , w 2 ) it performs. We call the box w a resolvent (box). It is not hard to see that a box cannot be a resolvent twice. Hence, it is sufficient to bound the total number of resolvents. We develop a simple technique for bounding the total number of resolvents Tetris encounters. This technique will be used many times to prove other runtime bounds in the article.
The Integral Cover Support Lemma.
In the context of Tetris-Reloaded, a box a is called an input gap box if it was loaded from B into A (i.e., if a ∈ B ) at some point in time during the execution of the algorithm. Note that we load into the knowledge base A either gap boxes from B or an output (unit) box. Recall that we distinguish between two types of resolvents. We call a resolvent w = Resolve(w 1 , w 2 ) an output resolvent if either w 1 or w 2 is an output box, or (recursively) if either w 1 or w 2 is an output resolvent. Other resolvents are called gap box resolvents. Definition 4.13 (Projection of a Box onto Some Support). Let b = x 1 , . . . , x n be any dyadic box, and V be some subset of attributes. Then, the projection of b onto V , denoted by π V (b), is the box b = y 1 , . . . , y n , where
Definition 4.14 (Resolvent Supported on an Integral Cover). Let w be a gap box resolvent. Let S be a subset of support(w), and a be an input gap box. Then, w is said to be supported by a on S if π S (a) ⊆ π S (w). (Geometrically, the shadow of w on the coordinate subspace of the variables in S contains the shadow of a on the same subspace.) An integral cover of support(w) is a collection of subsets of support(w), say, S 1 , . . . , S c , such that
The resolvent w is said to be supported on an integral cover S 1 , . . . , S c if for each i ∈ [c], w is supported by some input gap box on S i .
Note that the collection {S 1 , . . . , S c } viewed as a hypergraph forms an integral (edge) cover of the ground set support(w). = (A 1 , . . . , A n ) be a GAO for the vertices (attributes) in V. The support of A n (denoted by support(A n )) is the union of all hyperedges in H n that contain A n . Construct H n−1 from H n by inserting support(A n ) as a new hyperedge and then removing A n from the vertex set and from all the hyperedges of H n . Then, define support(A n−1 ) as the union of all hyperedges containing A n−1 in H n−1 . We keep constructing hypergraphs H k and defining the supports of A k for k = n − 2, . . . , 1 in the same way:
LEMMA 4.15 (THE INTEGRAL COVER SUPPORT LEMMA). Suppose there is a positive integer c ∈ [n] such that every gap box resolvent w is supported by an integral cover of size at most c. Then, Tetris-Reloaded runs in timeÕ(|C
2 | c + Z).
PROOF. Noting Theorem 4.10, we only need to show that the number of gap box resolvents is at mostÕ(|C
is constructed from H k by adding a new hyperedge support(A k ) to H k and removing the vertex A k from H k .
The quantity
is called the induced width of σ = (A 1 , . . . , A n ) (with respect to the hypergraph H). Furthermore, if H has treewidth w, then there exists a GAO with induced width w. This follows from the well-known fact that the smallest induced treewidth (over all elimination orders) of a hypergraph is the same as the treewidth of the hypergraph (see, e.g., Dechter and Pearl [1989] and Arnborg and Proskurowski [1989] ). Such a GAO with optimal induced width can be computed in time exponential in the size of H.
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Notice that if H is α-acyclic and σ is a reversed GYO elimination order, then the previous definition reduces back to Definition C.5. 
PROOF. We prove this lemma by induction. If w is an input gap box, then clearly support(w) ∈ E k . For the inductive step, suppose w is the resolution of w 1 and w 2 on attribute A k , where the induction hypothesis is support(w 1 ) ⊆ support(A k ) and support(w 2 ) ⊆ support(A k ).
If the last non-λ component of w is on A k , then by Lemma 4.4,
On the other hand, if the resolution turns the kth component of w into a λ, then PROOF OF THEOREM 4.19. We apply Lemma 4.15. We will show that for every witness w that is either an input gap box or a gap box resolvent, its support support(w) is the union of w + 1 singleton sets V 1 , . . . , V w+1 such that for each set V i , π V i (a) ⊆ π V i (w) for some input gap box a.
From Lemma 4.18 and Equation (5), it follows that support(w) ≤ w + 1. Therefore, it is sufficient to prove the following claim: every non-λ component of w is a prefix of some component of an input gap box a.
The claim is proved easily by induction. For the base case, if w is an input gap box, then clearly the claim holds. For the inductive step, suppose w = Resolve(w 1 , w 2 ) , where the claim holds for w 1 and w 2 , and the resolution is on attribute A k . The claim holds for w because every non-λ component of w is either the same as that of w 1 or of w 2 , except for the component corresponding to A k , which is a prefix of the component from w 1 (and w 2 ). PROOF. Given two strings x 1 , x 2 and two boxes w 1 , w 2 WLOG of the form:
TheÕ (|C
The resolvent of w 1 and w 2 is
By Definition 4.7, w is a prefix box of w 1 . PROOF OF THEOREM 4.22. In light of Lemma 4.15, we show that every gap box resolvent w is supported by one input gap box on support(w). In particular, we use induction to show that a ⊆ w for some input gap box a. If w was an input gap box, then the aforementioned result obviously holds. We can use that as a base case.
Tetris selects an SAO with elimination width 1. From Lemma 4.18 and Equation (5), any boxes w 1 and w 2 that are resolved (on any dimension) satisfy |support(w 1 ) ∪ support(w 2 )| ≤ 2. From Lemma 4.21, every resolution w = Resolve(w 1 , w 2 ) results in a box w containing either w 1 or w 2 . Hence, by induction, every gap box resolvent contains an input gap box.
12 When all relations have arity ≤ 2, α-acyclicity and β-acyclicity coincide. 13 Note that in this situation, w being a prefix box of w i is the same as w containing w i .
In Proposition F.12 in Appendix F, we show that as soon as there is a relation of arity ≥3, a runtime ofÕ(|C 2 | + Z) is not possible modulo the hardness of 3SUM. 
TheÕ(|C

BETTER BOUNDS FOR ARBITRARY QUERIES
While Theorem 4.24 showed that Tetris-Reloaded runs in timeÕ(|C 2 | n−1 + Z) for nattributes/dimensions, Theorem 6.4 shows a lower bound of (|C 2 | n−1 + Z) for all algorithms that use only ORDERED GEOMETRIC RESOLUTION.
In this section, we show how we can enhance Tetris to bypass the previous lower bound and solve join queries (and more generally BCP instances) in timeÕ(|C 2 | n/2 + Z). (Note that this result is independent of the input query structure.) Theorem 6.5 shows a lower bound of (|C| n/2 + Z) for all GEOMETRIC RESOLUTION algorithms (which is what our algorithm uses), which shows that our result is tight for our techniques.
To illustrate the main ideas, we take two specific values of n as examples: n = 3 and n = 4, attempting to introduce one new idea at a time. In these examples, we will assume that the algorithm is given as its input the box certificate of the instance of BCP, which we will denote by C. (We will refer to this version of BCP as the offline case of the problem.) Moreover, we will only consider the Boolean version of BCP, where the objective is to determine whether the output is empty. (See Definition 3.6.) These simplifying assumptions allow us to present the main new ideas without getting bogged down with details that are not central here. (We will show later how to get rid of these assumptions.)
Before we present the new ideas, we present an overview and try to motivate why these ideas follow a natural line of thought.
(1) We begin with a special case: suppose that the entire range λ of some attribute X can be divided into √ |C| disjoint intervals x 1 , x 2 , . . . , x √ |C| such that for each such interval x i , the number of boxes in C whose X-components overlap with x i is ≤ √ |C|. If this is the case, then the original problem with |C| boxes (in n dimensions) can now be divided into √ |C| subproblems, each of which has ≤ √ |C| boxes (in n dimensions). By Theorem 4.24, we can solve each such subproblem in timeÕ( √ |C| n−1 ). Since there are √ |C| such subproblems, we have the desired bound ofÕ(|C| n/2 ). Of course, this is a very special case and in general the input will not satisfy such a "balanced partition." In Section 5.1, we show that any input can be "balanced" in a weaker sense and in fact that is enough to prove the desired result for n = 3.
(2) For the next case of n = 4, the previous idea fails because even though things are fine at the first level of a balanced partition, things fail at the next level. In particular, the main issue is that many of the subproblems share a lot of boxes and this leads to an unacceptably large runtime. To solve this issue, we use a natural recursive approach: instead of doing the balancing at the top level, we do it for all attributes (except the last two). We illustrate this for the case of n = 4 in Section 5.3. It turns out that to implement this idea, we actually need to "lift up" the problem from n dimensions to 2n − 2 dimensions. We introduce this lifting technique in the context of n = 3 in Section 5.2. (3) The main issue with lifting the problem to a higher dimension is that we can no longer use Theorem 4.24 directly. Instead, we still use Tetris on the subproblems but we have to carefully analyze the number of resolutions. We show how to do this for n = 4 also in Section 5.3. (4) Later on in Section 5.4, we use Theorem 4.10 to convert the offline algorithm solving Boolean BCP in timeÕ(|C| n/2 ) into an offline algorithm solving BCP in timẽ O(|C| n/2 + Z). (5) Finally, in Section 5.5, we will show how to convert the offline algorithm into an online one. (6) It turns out that our arguments prove a sharper upper bound thanÕ(|C 2 | n/2 + Z) for a certain class of queries. Appendix E.3 contains the statement as well as a justification of the stronger claim.
For the sake of readability, we defer the proofs in Section 5.4 and 5.5 to the appendix. We also use a running example to illustrate the definitions and concepts used in Section 5.1 and 5.2.
Idea 1: Load Balancing
We start with a motivating example.
Example 5.1. Consider an input query Q over n = 3 attributes X, Y , and W, and the set C := C 1 ∪ C 2 ∪ C 3 of input gap boxes, where
Note that C 1 , C 2 , C 3 , and C cover 0, λ, λ , 10, λ, λ , 11, λ, λ , and λ, λ, λ , respectively. The output is empty and only O(|C|) out-of-order geometric resolutions are sufficient to prove it. 14 However, (|C| 2 ) ordered geometric resolutions are necessary for the proof of λ, λ, λ , no matter what the SAO is. This is because if W is the last attribute in the SAO, then we will need (|C| 2 ) resolutions just to infer 0, λ, λ from C 1 . If Y (or X) is the last attribute, then C 2 (or C 3 ) is going to create the same problem.
The main reason Tetris-Preloaded (and any ORDERED GEOMETRIC RESOLUTION algorithm) is slow in the kind of inputs shown earlier is because it got "stuck" in performing too many resolutions on one particular attribute, creating many witnesses along a particular dimension. At a very high level, our first idea is to cut the output space along a particular dimension into a collection of "layers," each of which has relatively "few" input gap boxes. Then, our algorithm explores whether each of these layers is completely covered by the input gap boxes. Since those layers form a partition of a given dimension, the output space is covered if and only if each layer is covered. The layers are chosen so that the number of layers is "small" and the number of boxes 14 Indeed, note that by resolving on the X-attribute of the first subset of C 1 , we can get 0, λ, 0 . Similarly, by resolving on the Y -attribute of the second subset of C 1 , we get the box 0, λ, 1 . With one more resolution, we get the box 0, λ, λ from C 1 . Similarly, by doing resolutions on X, W , then Y -attributes of C 2 , one can get the box 10, λ, λ . Finally, by resolving on Y , W , then X attributes of C 3 , we can get the box 11, λ, λ . Then, with two more resolutions on the three boxes from C 1 , C 2 , C 3 , we get λ, λ, λ , as desired.
that can contribute to covering each layer is also "small." (For a formal definition, see Definition 5.3.) From there, verifying that a layer is covered takes little time. Toward that end, we first define the notion of "dimension partition." Definition 5.2 (Dimension Partition). Recall that the domain of each attribute is assumed to be D = {0, 1}
d , that is, the set of all binary strings of length d. Each binary string x of length ≤ d is a dyadic interval. A partition P of D = {0, 1}
d is a collection of disjoint dyadic intervals whose union is exactly D. In particular, P is a partition of D if and only if it satisfies the following two properties:
-Strings in P are prefix-free; that is, no string is a prefix of another. -For every string s of length d, there is some string x ∈ P so that x is a prefix of s.
Given an attribute X of the input query, an X-partition is a partition of the domain D(X). We will typically use P X to denote a partition along dimension X.
Example 5.1 continued.P X = {0, 10, 110, 111} is one possible X-partition. Another one could be P X = {0, 100, 101, 110, 111}.
Geometrically, a partition along dimension X divides the output space into |P X | "layers," one for each interval x in P X . In particular, the layer defined by a fixed interval x ∈ P X , called the x-layer, is the dyadic box x, λ, λ . To verify that the output space is completely covered by the input gap boxes, it is sufficient to verify that every x-layer is covered, for each x ∈ P X . An input gap box whose X-component is disjoint from x will not affect whether the x-layer is covered. Hence, to verify whether the x-layer is covered, we can ignore all gap boxes that do not intersect x. If the remaining set of gap boxes is small, then this verification is fast. At the same time, we do not want too many layers because that certainly increases the total amount of verification work. This balancing act leads to our first idea: we find a dimension partition that is somehow "balanced."
For notational convenience, given a set of boxes C and a dyadic interval x on the domain D(X), define two sets:
In other words, the first set C ⊂x (X) consists of all dyadic boxes in C that are strictly contained in the x-layer. The second set C ⊇x (X) is the set of boxes in C each of whose X-component completely covers the interval x. Note that, for every box b ∈ C −(C ⊂x (X)∪ C ⊇x (X)), the dyadic interval π X (b) is completely disjoint from the interval x. It should also be emphasized that π X (b) x means x (as a string) is a strict prefix of the binary string π X (b). (Alternatively, x as a dyadic segment strictly contains the dyadic segment π X (b).) We are now ready to define the notion of a balanced dimension partition.
Definition 5.3 (Balanced Dimension Partition). Let C be the set of input gap boxes, and X be any attribute. A balanced X-partition is an X-partition P X such that
Geometrically, the first condition states that the number of layers is small. The second condition states that the number of input gap boxes completely contained in every x-layer is small. Since there are |C| input gap boxes, the quantity √ |C| is exactly the midpoint, balancing the number of layers and the number of boxes contained within each layer.
Example 5.1 continued. The following is a balanced X-partition (recall that |C| = 6 · 2 d−2 and that Definition 5.3 does not put any restrictions on |C ⊇x (X)|):
A balanced partition can be constructed easily, as the following proposition shows.
PROPOSITION 5.4 (EFFICIENT CONSTRUCTION OF BALANCED PARTITIONS). Given a set C of input gap boxes and an arbitrary attribute X, a balanced X-partition can be computed in timeÕ(|C|).
PROOF. We start with the trivial partition P = {λ} that has only one layer, and keep revising it until it becomes balanced. An interval x ∈ P is said to be heavy if
While there is still a heavy interval x in P, replace x by the two subintervals x0, x1. These subintervals are called children of x, and x is a parent of both x0 and x1. This process certainly terminates when no interval in P is heavy anymore. (Note that by definition, a unit interval x is not heavy because |C ⊂x (X)| = 0.) It remains to show that |P| =Õ( √ |C|) in the end. To see this, consider the set H of all heavy intervals. If an interval is heavy, then all its prefixes are heavy. Let H be the maximal set of prefixfree intervals in H. Then the intervals in H are disjoint. Because they are all heavy, |H | ≤ √ |C|. Furthermore, because the intervals in H − H are prefixes of intervals in H , we conclude that |H| =Õ( √ |C|). Finally, since the intervals in P are all children of some intervals in H, we conclude that |P| ≤ 2|H| =Õ( √ |C|) as well.
Next, we explain how a balanced X-partition can be used to solve the offline version of the problem in timeÕ(|C| 3/2 ) when n = 3. Consider an input query Q over n = 3 attributes X, Y , and W. Let P X be a balanced X-partition. For every interval x ∈ P X , we would like to verify that the x-layer, that is, the box x, λ, λ , is covered by all gap boxes in C. The boxes in C ⊂x (X) ∪ C ⊇x (X) are the only boxes in C that intersect the x-layer. Hence, it is sufficient to verify that boxes in this union cover the x-layer.
At this point, we introduce another simple idea: we reduce the x-layer coverage problem earlier to a slightly different 3-dimensional coverage problem and run TetrisPreloaded on it. Define
Then, verifying whether the boxes in C ⊂x (X) ∪ C ⊇x (X) cover the x-layer is exactly identical to verifying whether
covers the entire space λ, λ, λ . In other words, because the X-components of the boxes in C ⊇x (X) already contain the entire x-interval, we might as well truncate all but the x-interval part of those boxes. And, we convert the X-component of boxes in C ⊂x (X) to "relative" values in the coordinate system restricted to the x-layer. Now, we run Tetris-Preloaded on the C[x] ∪ F[x] input with the SAO being (Y, W, X). While this SAO might seem a bit unnatural, we will show in the next subsection why this SAO embodies a new idea. We bound the runtime of Tetris-Preloaded using Lemma 4.15.
-If a witness w is a result of a gap box resolution on X, then its support is (integrally) covered by two boxes from (2) and (3) is at mostÕ(|C|). Hence, by induction, the number of gap box resolutions on Y or W is alsoÕ(|C|).
(We will make the previous argument more formal in the next section.) Hence, the overall x-layer verification process takesÕ(|C|) time, and since there areÕ( √ |C|) intervals in P X , the entire algorithm takesÕ(|C| 3/2 )-time, as desired. Example 5.1 continued. We apply Equations (11) and (10) for every x in the Xbalanced partition P X given earlier in Equation (8). For every x ∈ {0, 1} (d−2)/2 , we get (assuming d ≥ 4)
Moreover, In a similar way, we can handle the remaining 10x , 110, 111-layers.
Idea 2: Taking the High Road (to Higher Dimension)
The algorithm described earlier can be expressed more cleanly as follows. Strategies based on ordered geometric resolutions do not meet the runtime target (ofÕ(|C| n/2 )) for the original problem. However, it will meet the runtime target if we map each input gap box to a higher-dimensional gap box, then run Tetris-Preloaded on these new gap boxes. This idea is similar in spirit to the kernel method in machine learning: data in the original dimensions are not linearly separable, but they become linearly separable in higher dimensions after a kernel map.
More concretely, we will recast the previous algorithm by explicitly constructing the map that transforms each input gap box to a gap box in a higher-dimensional space. This set of new gap boxes is constructed so that they are "load balanced," making Tetris work efficiently on them.
Let s be any dyadic interval, and let prefixes (s) denote the set of all binary strings that are prefixes of s, including s itself. For any set S of dyadic intervals, define prefixes (S) = s∈S prefixes (s) .
Let P X denote a fixed balanced X-partition of C. Let X and X be two new attribute names. The following map, called the X-load balancing map,
x where x ∈ P X and x = λ x, y, w, λ otherwise (i.e., x ∈ prefixes (PX)) .
Then the algorithm described in the previous section is simply to run Tetris-Preloaded on input Balance X (C). This input has gap boxes in four dimensions (X , Y, W, X ), which is also the SAO the algorithm adopts.
For each x ∈ P X , define the following two sets:
Note that
and that the sets F [x] are disjoint for x ∈ P X . Because P X is a balanced X-partition, we know |F[x]| ≤ √ |C| for all x ∈ P X and, obviously, |C[x]| ≤ |C|. We analyze the previous algorithm by counting the number of A-witnesses for each A ∈ {X , Y, W, X }.
-First, we bound the number of X -witnesses. When Tetris resolves two boxes w i = x i , y i , w i , x i , i ∈ {1, 2} on X , the strings x 1 and x 2 must be a prefix of one another. Furthermore, x i = λ for i ∈ {1, 2}. Hence, x 1 , x 2 ∈ P X . But because strings in P X are prefix-free, x 1 = x 2 . Consequently, the gap box resolutions on X can be grouped into disjoint groups, one for each x ∈ P X . For each such x ∈ P X , the number of X -witnesses w = x, y, w, x is at mostÕ(|F[x]| 2 ) because w must be supported on {Y, X } and {W, X } by boxes from F [x] . Consequently, the total number of X -witnesses is at most x∈P XÕ (|F[x] | 2 ) =Õ(|C| 3/2 ). -Similarly, we count the number of W-witnesses by fixing an x ∈ P X and counting the number of W-witnesses of the form w = x , y, w, λ for some string x ∈ prefixes (x). Then, by summing this count over all x ∈ P X , we obtain an upper bound on the number of W-witnesses. We sketch the counting argument next, leaving the completely rigorous description to the next section. Suppose w = Resolve(w 1 , w 2 ) is a W-witness. Note that since Tetris only performs ordered resolutions, π X (w 1 ) = π X (w 2 ) = λ, and π W (w 1 ) = λ, π W (w 2 ) = λ. By Lemma 4.21, π Y,W (w) is a prefix box of either π Y,W (w 1 ) or π Y,W (w 2 ). Each witness w i (i ∈ {1, 2}) belongs to one of three classes: (1) w i is the result of a gap box resolution on W, (2) w i ∈ C [x] , and (3) w i is the result of gap box resolution on X (this resolution makes π X (w i ) = λ). The number of witnesses of types (2) and (3) is at mostÕ(|C|). (For (3), this is because w i is supported on {Y, X } and {W, X } by two boxes from F [x] .) Hence, for each x ∈ P X , by induction, the number of W-witnesses of the form x , y, w, λ , where x ∈ prefixes (x) , isÕ(|C|). Overall, the total number of W-witnesses isÕ(|C| 3/2 ), as desired. -The cases for Y and X are much simpler and thus omitted.
where
Applying Equations (13) and (12) on P X from Equation (8), for any x ∈ {0,
Moreover,
Idea 3: Global Accounting
We next consider a query over n = 4 attributes. We will be using a straightforward generalization of the balanced partition idea from the previous section. However, as we will see, the analysis is not going to be a straightforward generalization of the analysis for n = 3. In particular, while it sufficed to use two simple inductive assumptions to count the number of witnesses for n = 3, now we will be needing three (more complicated and seemingly incompatible) inductions to do the counting for n = 4. In the next section, we will develop a single quite-involved inductive assumption for any n subsuming all the previous ones for n = 3, 4. Consider a query Q on attributes X, Y, W, T . Let C be the set of input gap boxes. As before, let P X denote a balanced X-partition. Since now we have an extra dimension, the natural idea is to use an extra balanced partition. More specifically, we will use a balanced Y -partition, and break the x-layer coverage problem into multiple subproblems, one for each interval y in the balanced Y -partition of C [x] . Before defining a more refined notion of balanced map, we need a few terminologies. Let P be a domain partition. Let s be an arbitrary dyadic interval. Define
and
Let P X be a balanced X-partition of C, and let P Y be a balanced Y -partition of C. Define the X, Y -load balancing map:
Our algorithm is to run Tetris-Preloaded with Balance X,Y (C) as the input and SAO X , Y , W, T , Y , X . Note that the problem has now been "lifted up" to become a 6-dimensional problem.
To analyze the algorithm, for each x ∈ P X , y ∈ P Y , define the following sets:
and y ∈ prefixes (y) .
Note that x ∈ prefixes (x) as binary strings means x ⊇ x when viewed as dyadic intervals. The reader should keep in mind that we use these two notations interchangeably, for sometimes one notation is more succinct than the other. Note also that
where the first two inequalities follow from recalling that x ∈ P x , y ∈ P Y and that P X and P Y are balanced dimension partitions. We will use these facts to bound the number of witnesses of various kinds. To do so, we need a new notation.
Definition 5.6 (Conditional Witness Sets). Let A be an arbitrary attribute, and S be a set of attributes that does not contain A. Then, we use W(A | some condition on S) to denote the set of A-witnesses w such that π S (w) satisfies the condition on S. For example, let X, Y , and W be three different attributes; then
When the condition part is empty, W(A) denotes the total set of A-witnesses.
We are now ready to bound the number of A-witnesses for A ∈ {X , Y , W, T , X , Y }.
-The number of X -witnesses is easy to bound. By definition, an X -witness w is a box that is involved in a gap box resolution on X ; this means π X (w) ∈ P X . Moreover, X -witnesses that do not share the X -value will not resolve with one another to form -The number of T -witnesses can be bounded by
We bound the terms |W(T | X ⊇ x, Y ⊇ y)| individually using the following claim.
CLAIM 3. For a fixed x ∈ P X and y ∈ P Y , a witness w ∈ W(T | X ⊇ x, Y ⊇ y) must either be (1) supported on {W} and {T } by two boxes from
Assuming the claim holds, then the number of T -witnesses is bounded by
We next prove Claim 3. For a fixed x ∈ P X and y ∈ P Y , consider a witness w ∈ W(T | X ⊇ x, Y ⊇ y). Since our resolutions are ordered, π X (w) = π Y (w) = λ. In the base case, w could be either an input gap box or a result of a gap box resolution on either X or Y . If it is an input gap box, then w ∈ C [x, y] . If it is a result of gap box resolution on X , then π X (w) = x and Claim 3 holds because Claim 1 holds. If it is a result of a gap box resolution on Y , then π Y (w) = y and the claim holds because Claim 2 holds. The inductive step is very similar to that of Claim 2. Suppose that Claim 3 holds for w 1 and w 2 . Either π {W,T } (w 1 ) ⊆ π {W,T } (w) or π {W,T } (w 2 ) ⊆ π {W,T } (w), and hence the claim holds for w. -Finally, we bound the number of gap box resolutions on W, X , and Y . Each witness w is supported by some box in C on each one of the attributes W, X , and Y . While W can takeÕ(|C|) values, each one of X and Y takes onlyÕ( √ |C|) values. The total number of W-, Y -, and X -witnesses is bounded byÕ(|C| 2 ), as desired.
Tetris-Preloaded with Load Balancing
In this section, we generalize the ideas presented in the previous section to analyze Tetris-Preloaded-LB with the load-balancing map idea incorporated. Algorithm 3 has the details. The load-balancing map is computed as a preprocessing step before calling Tetris-Preloaded on the mapped boxes, which have been "lifted up" to a higherdimensional space. For i ∈ [n − 2], let P i denote the balanced A i -partition used in the algorithm. Define the load-balancing map
by setting
(Recall the definitions of the functions s (P) and s (P) from Equations (14) and (15).) Also, naturally define
Note that these definitions for the case of n = 4 specialize to the definitions we saw in Section 5.3. 
The main theorem of this section is the following. The proof of this result generalizes the argument in Section 5.3 and is deferred to Appendix E: the argument needs the induction to be set up a bit carefully.
The previous result implies the following about Klee's measure problem over the Boolean semiring. 
Tetris-Reloaded with Load Balancing
In this section, we generalize the ideas presented in the previous section to analyze Tetris-Reloaded with the load-balancing map idea incorporated. In particular, this algorithm will solve the general BCP problem (i.e., the online version). The main theorem we will show is the following. We begin with an overview of the algorithm (which is detailed in Algorithm 4). In Tetris-Reloaded with load balancing, the dimension partitions are done with respect to the set C of input gap boxes that have actually been loaded from B. Once new boxes are loaded from B into C, the partitions are updated as follows: If an interval x of any partition P i becomes heavy (i.e., if |C ⊂x (A i )| exceeds √ |C|), x gets replaced by x0 and x1.
Later on, when new boxes that are not contained in the x-layer are loaded into C, |C| is going to increase while |C ⊂x (A i )| remains the same. However, even if √ |C| exceeds |C ⊂x (A i )| again, we do not return x into P i instead of x0 and x1. (Note that in the offline setting in such a situation, x0 and x1 will be merged into x in the balanced dimension partition.) In other words, we only allow partitions P i to "expand." Lemma E.1 later shows that the partition sizes are still going to remain withinÕ( √ |C|). The proof of Theorem 5.9 is going to rely on the fact that partitions only expand.
Whenever any partition P i is updated, boxes in the partitioned space must be updated accordingly to reflect the new A i -partition. In particular, whenever some x in P i is replaced by x0 and x1, the knowledge base A must be updated by invoking Update-Balance We note that Corollary 5.11 is stronger than Corollary 5.8. Indeed, by Definition 3.5, we always have C 2 ⊆ B and hence |C 2 | ≤ |B|. The following proposition shows that |C 2 | can be unboundedly smaller than |B|.
PROPOSITION 5.12. There is a class of input instances for which |C 2 | is unboundedly smaller than |B|. For every integer n ≥ 1 and for every integer b > 0, there exists a set B of n-dimensional boxes such that |B| = b and |C 2 | = 1.
PROOF. As long as B contains λ, . . . , λ , C 2 = { λ, . . . , λ }.
LOWER BOUNDS AND EXTENSIONS
In this section, we clarify the classes of geometric resolution that are needed to compute various classes of BCP (and hence joins) and prove their limitations. Then, we prove some conditional lower bounds showing that the restrictions in our beyondworst-case results are necessary. Finally, we present some extensions where we prove sharper upper bounds that depend more on the query structure (but only hold for weaker forms of certificates).
Limitations of Resolution Strategies
So far in this article, we have seen the class of geometric resolution in Section 5. This is the most general class of resolution we will use in this article. Recall from Section 1 that we denote this class of resolution by GEOMETRIC RESOLUTION. In Sections 4.3 and 4.4, we saw a subclass of GEOMETRIC RESOLUTION: ordered geometric resolutions. Recall from Section 1 that we denote this class of resolutions by ORDERED GEOMETRIC RESOLUTION. It turns out that another subclass of ORDERED GEOMETRIC RESOLUTION, which we call TREE ORDERED GEOMETRIC RESOLUTION, is also an interesting class. TREE ORDERED GEOMETRIC RESOLUTION (as mentioned in Section 1) is the subclass of ORDERED GEOMETRIC RESOLUTION that only reuses the input gap boxes: in other words, if an intermediate box has to be used more than once, then all the sets of resolutions leading up to the intermediate box has to be repeated. We begin with the power of TREE ORDERED GEOMETRIC RESOLUTION. We show that one can modify Tetris so that no resolution results are ever cached (this essentially corresponds to running Algorithm 2 but without line 21 in Algorithm 1) so that one can achieve the AGM bound. Note that this change implies that the modified algorithm falls under TREE ORDERED GEOMETRIC RESOLUTION. This implies the following (see Corollary C.3): 15 The qualifier TREE comes from the following fact. We can consider any set of resolutions in GEOMETRIC RESOLUTION (and hence ORDERED GEOMETRIC RESOLUTION) as a DAG-each box is a node and the inputs to a resolution point toward the output of the resolution. TREE ORDERED GEOMETRIC RESOLUTION is the subset of ORDERED GEOMETRIC RESOLUTION, where the resolution DAG is a tree. THEOREM 6.1 (TREE ORDERED GEOMETRIC RESOLUTION ACHIEVES AGM BOUND). Let Q be a join query, N the total number of input tuples, and AGM (Q) the best AGM bound for this instance. Then there exists a scheme in TREE ORDERED GEOMETRIC RESOLUTION that computes Q withÕ(AGM (Q)) many resolutions. Now recall that Tetris uses ORDERED GEOMETRIC RESOLUTION, and in particular, by Theorem 4.11, Tetris is powerful enough to recover the fractional hypertree-width bound. In turn, this implies that ORDERED GEOMETRIC RESOLUTION is enough to compute the BCP on boxes with treewidth 1. Next, we argue that TREE ORDERED GEOMETRIC RESOLUTION is not powerful enough to recover such a result. (See Theorem F.1 and its proof in the appendix.) THEOREM 6.2. There exists a query Q with treewidth 1 such that every TREE ORDERED GEOMETRIC RESOLUTION algorithm on input B(Q) needs to make (N n/2 ) many resolutions, where N is the number of input tuples.
We now move to ORDERED GEOMETRIC RESOLUTION. Since Tetris only uses ORDERED GEOMETRIC RESOLUTION, Theorem 4.19 immediately implies that there exists an ORDERED GEOMETRIC RESOLUTION algorithm that can solve the BCP on boxes with treewidth w with O(|C 2 | w+1 + Z) many resolutions. Next, we show that this in general is the best possible (see Theorem F.6 and its proof). THEOREM 6.3. There exists a set B of boxes with 1 < tw(H(B)) < n − 1 such that any ORDERED GEOMETRIC RESOLUTION algorithm that solves the BCP on B needs to make (|C 2 (B)| w+1 ) many resolutions.
We have already seen that we can prove bounds of the formÕ(|C 2 | w + Z) for the special case of w = 1 (Theorem 4.22) and w = n − 1 (Theorem 4.24). Next, we show the upper bound for w = n − 1 is the best possible. (See Theorem F.4 and its proof.) THEOREM 6.4. There exists a set B of boxes on n dimensions such that any ORDERED GEOMETRIC RESOLUTION algorithm that solves the BCP on B needs to make (|C 2 (B)| n−1 ) many resolutions.
Note that this implies that our move to GEOMETRIC RESOLUTION to obtain the bound ofÕ(|C 2 | n/2 + Z) for the BCP problem on dimension n was necessary. It is natural to wonder if this bound can be further improved. We show that this is not possible with GEOMETRIC RESOLUTION. (See Theorem F.10 and its proof in Section F.5.) THEOREM 6.5. For every n ≥ 3, there exists an instance for the BCP on n dimensions on which every GEOMETRIC RESOLUTION algorithm needs to make (|C 2 | n/2 ) many resolutions.
Another natural question is whether GEOMETRIC RESOLUTION is strictly less powerful than general resolution. In Appendix I, we show that this indeed is the case by showing that general resolution can solve the hard instance for the proof of Theorem 6.5 with O(|C 2 |) many general resolutions. However, we do not know if general resolution can solve all BCP instances on n dimensions with o(|C 2 | n/2 ) resolutions.
Other Results
A natural question we have not addressed so far is whether we can extend Theorem 4.22 to all β-acyclic queries. These queries do admit linear time algorithms but for the weaker comparison-based certificate [Ngo et al. 2014] . We show that under the 3SUM conjecture, one cannot hope for such a result for box certificates for β-acyclic queries if relations are allowed arities of 3: see Proposition F.12 in the appendix.
Finally, we are able to prove upper bounds with better dependence on the query than the result in Section 5 if we work with weaker notions of certificates. See Appendix G.
CONCLUSION
We presented a simple geometric resolution system that allowed us to derive algorithms that match the efficiency of several of the best-known algorithms for worst-case analysis and to derive new results for beyond-worst-case analysis. Of purely conceptual interest, these rederivations in our simple framework unify and, we argue, simplify their presentation. More technically, our notion of certificate supports a wide range of indexing schemes, compared to previous work that essentially focused on BTrees with a total attribute order. We are excited about further opportunities to more carefully study the impact of indexing on query performance. In addition, we made a connection to proof complexity via geometric resolution that we believe may further strengthen the connection between constraint satisfaction and database join processing. We conclude with two technical questions. First, as observed by Ngo et al. [2014] , it is not possible to obtain a certificate-based result with the fhtw in the exponent. It is a very interesting question to figure out the "correct" notion of fractional cover for certificate-based results. Second, it would be interesting to extend the results of Olteanu and Zavodny [2015] to the certificate setting.
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