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COMPARISON TECHNIQUES FOR COMPETING BROWNIAN PARTICLES
ANDREY SARANTSEV
Abstract. Consider a finite system of Brownian particles on the real line. Each particle has
drift and diffusion coefficients depending on its current rank relative to other particles, as in
Karatzas, Pal and Shkolnikov (2012). We prove some comparison results for these systems. As an
example, we show that if we remove a few particles from the top, then the gaps between adjacent
particles become stochastically larger, the local times of collision between adjacent particles become
stochastically smaller, and the remaining particles shift upward, in the sense of stochastic ordering.
1. Introduction
1.1. Definition of a system of competing Brownian particles. The topic of this paper is
comparison theorems for a system of N competing Brownian particles with asymmetric collisions.
These results are applied in later articles [32, 31, 30, 33]. This system
Y = (Y1, . . . , YN)
′ , Yk = (Yk(t), t ≥ 0), k = 1, . . . , N,
is defined as follows. Fix real numbers g1, . . . , gN and positive real numbers σ1, . . . , σN . In addition,
fix real numbers q+1 , q
−
1 , . . . , q
+
N , q
−
N , satisfying the following conditions:
q+k+1 + q
−
k = 1, k = 1, . . . , N − 1; 0 < q
±
k < 1, k = 1, . . . , N.
A one-dimensional Brownian motion with drift zero and diffusion one is called a standard Brownian
motion. Let R+ := [0,∞). Let R
d
+ be the d-dimensional positive orthant.
Definition 1. In the standard setting: a filtered probability space (Ω,F , (Ft)t≥0,P) with the fil-
tration satisfying the usual conditions, take i.i.d. standard (Ft)t≥0-Brownian motions B1, . . . , BN .
Consider a continuous adapted RN -valued process
Y = (Y (t), t ≥ 0), Y (t) = (Y1(t), . . . , YN(t))
′,
and N − 1 continuous adapted real-valued processes
L(k−1,k) = (L(k−1,k)(t), t ≥ 0), k = 2, . . . , N,
with the following properties:
(i) Y1(t) ≤ . . . ≤ YN(t), t ≥ 0;
(ii) if we let L(0,1)(t) ≡ 0 and L(N,N+1)(t) ≡ 0 for notational convenience, then
(1) Yk(t) = Yk(0) + gkt+ σkBk(t) + q
+
k L(k−1,k)(t)− q
−
k L(k,k+1)(t), k = 1, . . . , N ;
(iii) for k = 2, . . . , N , we have: L(k−1,k)(0) = 0, L(k−1,k) is nondecreasing and can increase only
when Yk−1 = Yk.
Then the process Y is called a system of N competing Brownian particles with asymmetric
collisions, with drift coefficients g1, . . . , gN , diffusion coefficients σ
2
1, . . . , σ
2
N , and parameters of
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collision q±1 , . . . , q
±
N . For each k = 1, . . . , N , the process Yk = (Yk(t), t ≥ 0) is called the kth ranked
particle. For k = 2, . . . , N , the process L(k−1,k) is called the local time of collision between the
particles Yk−1 and Yk. The gap process is defined as an R
N−1
+ -valued process
Z = (Z(t), t ≥ 0), Z(t) = (Z1(t), . . . , ZN−1(t))
′ ,
with
Zk(t) = Yk+1(t)− Yk(t), k = 1, . . . , N − 1, t ≥ 0.
The component process Zk = (Zk(t), t ≥ 0) is called the gap between the particles Yk and Yk+1, for
k = 1, . . . , N − 1.
This system was introduced in the paper [22]; it was shown in this paper that it exists in the
strong sense and is pathwise unique.
1.2. An informal preview of some results of this paper. In this paper, we prove some
comparison results about these (and more general) systems.
These comparison results turn out to be important in later research on competing Brownian
particles. For example, they allow us to prove a necessary and sufficient condition for a.s. avoiding
triple collisions, see [32]. Also, these techniques are useful for infinite systems of competing
Brownian particles, see [30, 33].
As a preview, let us mention a few concrete (and rather intuitive) results.
(i) If we remove a few competing Brownian particles YM+1, . . . , YN from the right, the positions
of the remaining particles Y1(t), . . . , YM(t) at any time t ≥ 0 shift to the right (in the sense
of stochastic comparison), because they no longer feel pressure from the right, exerted by the
removed particles. Moreover, the local times L(k,k+1)(t) stochastically decrease, and the gaps
Zk(t) stochastically increase, for k = 1, . . . , N − 1. (Corollary 3.9.)
(ii) If we shift (in the sense of stochastic comparison) initial positions Yk(0), k = 1, . . . , N , of
all competing Brownian particles to the right, then their positions Yk(t), at any fixed time t ≥ 0
also shift to the right, in the sense of stochastic comparison. (Corollary 3.11 (i).)
(iii) If we stochastically increase the initial gaps Zk(0), k = 1, . . . , N−1, between particles, then
at any time t ≥ 0 the values of the gaps Zk(t) also stochastically increase, and the local times
Y(k,k+1)(t) stochastically decrease, for k = 1, . . . , N − 1.(Corollary 3.11 (ii).)
(iv) If we increase the values of parameters q+1 , . . . , q
+
N , then the particles Y1(t), . . . , YN(t)
stochastically shift to the right. (Corollary 3.12.)
We get these (and similar) results as corollaries of the two main results stated in Section 3:
Theorems 3.1 and 3.2. These two theorems deal with general systems of competing particles,
which are generalizations of competing Brownian particles: they have arbitrary continuous driving
functions X1(t), . . . , XN(t), in place of Brownian motions g1t + σ1B1(t), . . . , gN t+ σNBN(t).
Although these results are intuitive and natural, their proofs turn out to be very complicated
and technical. Essentially, we approximate the RN -valued function
(g1t + σ1B1(t), . . . , gN t+ σNBN(t))
′
by piecewise linear functions with each piece parallel to a coordinate axis. For such piecewise
linear functions, we can solve for Y1, . . . , YN explicitly and compare these solutions piece by piece.
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1.3. Connection to a semimartingale reflected Brownian motion. The gaps Z1, . . . , ZN−1
between particles form an RN−1+ -valued process called a semimartingale reflected Brownian motion
(SRBM) in the orthant. This is a process which behaves as a Brownian motion inside this orthant,
and reflects on each face of the boundary ∂RN−1+ in a constant direction (not necessarily normally).
We discuss this in detail in Section 2. We also provide comparison techniques for this class of
processes. It was originally introduced as a heavy traffic limit for series of queues, when the
intensity at each queue tends to 1, see [9, 10, 12]; see also the survey [36]. For an SRBM in
the orthant, as well as for related systems called fluid networks, some related results are already
known, see [25, 24, 28, 8].
1.4. Organization of the paper. The rest of the Introduction contains motivation and historical
review of the concept of competing Brownian particles. In Section 2, we state all necessary
definitions and provide essential notation and background. In Section 3, we formulate Theorems 3.1
and 3.2; then we state and prove a few corollaries (including the ones mentioned above). Section 4
is devoted to the proofs of Theorems 3.1 and 3.2. In Appendix, we state and prove some technical
lemmas.
1.5. Motivation and historical review of competing Brownian particles. The topic of
competing Brownian particles was started in [2]. Originally, the so-called named particles were
considered. These are systems of N particles X1(t), . . . , XN(t) on the real line which can swap
ranks: for example, X1(0) < X2(0) but X1(1) > X2(1). Their dynamics can be described as
follows: the kth leftmost particle X(k)(t) (which, as we say, has rank k), moves as a Brownian
motion with drift gk and diffusion σ
2
k, for k = 1, . . . , N . (A remark is in order: if there is a tie,
that is, two or more particles occupy the same position, then it is resolved in the lexicographic
order; that is, particles with smaller names are assigned smaller ranks. However, this particular
way of resolving ties is not important, because the set of times when there is a tie has Lebesgue
measure zero.)
If the particles swap ranks, then their drift and diffusion coefficients are also updated: that is,
a particle moves according to its current rank. More precisely, the particles are driven by the
following SDE:
dXi(t) =
N∑
k=1
1 (Xi has rank k at time t) (gkdt + σkdWi(t)) ,
where W1, . . . ,WN are i.i.d. standard Brownian motions. The original motivation came from
mathematical finance. In real world, it can be observed that stocks with smaller capitalizations
have larger growth rates and larger volatilities. It is straightforward to construct a market model
of N stocks which is based on competing Brownian particles and which satisfies this property.
Just take g1 > g2 > . . . > gN and σ1 > σ2 > . . . > σN , and let
eX1(t), . . . , eXN (t)
be the capitalizations of these stocks at time t ≥ 0. This model also allows to explain another
phenomenon observed in the real world: stability of the log-log ranked market weights, see [4].
For other applications of this model in mathematical finance, see [19, 23]. Denote by Yk(t) the
particle which at time t has rank k. The processes Yk = (Yk(t), t ≥ 0), k = 1, . . . , N , are called
ranked competing Brownian particles. By definition, they satisfy
(2) Y1(t) ≤ Y2(t) ≤ . . . ≤ YN(t), t ≥ 0.
It turns out that the ranked particles form a system from Definition 1 with parameters of collision
q±k = 1/2, k = 1, . . . , N . For each k = 1, . . . , N , the ranked particle Yk = (Yk(t), t ≥ 0) moves
as a Brownian motion with drift gk and diffusion σ
2
k, as long as it stays away from the adjacent
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ranked particles Yk−1 and Yk+1. But when Yk and Yk−1 collide, a local time of collision comes into
play. This local time is a nondecreasing process L(k−1,k) = (L(k−1,k)(t), t ≥ 0), starting from zero
(L(k−1,k)(0) = 0), which can increase only when Yk−1 = Yk.
If Yk−1 and Yk were freely moving Brownian motions, then eventually we would have Yk−1(t) >
Yk(t). This is not allowed by (2). So the local time L(k−1,k) plays the role of the push which makes
the ranked particle Yk−1 stay to the left of Yk. It pushes Yk−1 to the left, and Yk to the right. It
turns out (see [3, Corollary 2.6], [1, Lemma 1]) that this push is distributed evenly between Yk−1
and Yk. That is, the part
1
2
dL(k−1,k)(t) belongs to the particle Yk and pushes it to the right, while
the part 1
2
dL(k−1,k)(t) (with the minus sign) belongs to the particle Yk−1 and pushes it to the left.
Moreover, the ranked particle Yk collides not only with its left neighbor Yk−1, but also with its
right neighbor Yk+1. So Yk experiences push from the left, when it collides with Yk+1. This push
is equal to −1
2
L(k,k+1)(t), where the process L(k,k+1) = (L(k,k+1)(t), t ≥ 0) is defined similarly to
L(k−1,k). We can summarize this in the following equation: for certain i.i.d. standard Brownian
motions B1, . . . , BN ,
(3) Yk(t) = Yk(0) + gkt + σkBk(t) +
1
2
L(k−1,k)(t)−
1
2
L(k,k+1)(t), k = 1, . . . , N, t ≥ 0.
As before, for the sake of notational convenience, we let L(0,1)(t) ≡ 0 and L(N,N+1)(t) ≡ 0.
In the paper [22], this model was altered: the new model is, in fact, precisely the one introduced
in Definition 1. Instead of the coefficients 1/2 and −1/2 in the equation (3), we have real-valued
parameters q+k and −q
−
k for the new altered model. These numbers q
±
k , k = 1, . . . , N , are called
parameters of collision. The local time L(k−1,k) in the new model is split unevenly between Yk−1
and Yk: the part q
+
k dL(k−1,k)(t) belongs to the ranked particle Yk and pushes it to the right, and
the part q−k−1dL(k−1,k) (with the minus sign) belongs to the particle Yk−1 and pushes it to the left.
As mentioned before, these parameters of collision must satisfy
(4) q+k + q
−
k−1 = 1, k = 1, . . . , N − 1; q
+
k > 0, q
−
k > 0, k = 1, . . . , N.
This new model is called a system of competing Brownian particles with asymmetric collisions.
Note that for this altered model, we started from ranked particles Y1, . . . , YN rather than named
particles X1, . . . , XN . If q
+
k 6= 1/2 or q
−
k 6= 1/2 for at least some k = 1, . . . , N (collisions are not
symmetric), then it is not known for the general case how to define named particles X1, . . . , XN .
One can define them only up to the first moment of a triple collision: when three or more particles
occupy the same position at the same time; see [22, 32].
There are other applications of systems of competing Brownian particles: they serve as scaling
limits of a certain class of exclusion processes on Z, namely asymmetrically colliding random walks,
see [22]. They are also a discrete analogue of the McKean-Vlasov equation, which governs so-
called nonlinear diffusion processes, where drift and diffusion coefficients at time t depend not
on the value of the process X(t), but rather on Ft(X(t)), where Ft is a cdf of X(t). For this
connection, see [35, 5, 17, 20].
Remark 1. We must stress that in this paper, we consider only systems of ranked competing
Brownian particles (Y1, . . . , YN)
′, rather than systems of named competing Brownian particles
(X1, . . . , XN)
′.
Remark 2. If two or more particles X1, . . . , XN collide, it is not immediately clear how to assign
ranks to these particles (because they occupy the same position). Usually, we assign lower ranks
to particles Xi(t) with smaller indices i. However, this rule does not matter, because the set of
times when there is a collision of at least two particles has Lebesgue measure zero a.s., see [30,
Lemma 2.3].
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Systems of competing Brownian particles were further studied in [26, 4, 27, 13, 1, 14, 15, 16,
18, 20, 19, 21, 29, 32, 31]. There are many generalizations of this model: a second-order model,
where drift and diffusion coefficients depend both on the current rank and on the name of a
particle, studied in [7, 1]; systems of competing Le´vy particles, when particles moves as general
Le´vy processes instead of Brownian motions, see [34]. Infinite systems of competing Brownian
particles were introduced in [26], and further studied in [34, 15, 6, 30].
In the paper [22], systems of competing Brownian particles Y = (Y1, . . . , YN)
′ were used as a
diffusion limit for certain interacting particle systems on Z, which behave in a certain way like
asymmetric simple exclusion processes. We conjecture that similar comparison results hold for
these interacting particle systems.
2. Definitions and Background
2.1. Notation. We denote by Ik the k × k-identity matrix. For a vector x = (x1, . . . , xd)
′ ∈ Rd,
let ‖x‖ := (x21 + . . .+ x
2
d)
1/2
be its Euclidean norm. For any two vectors x, y ∈ Rd, their dot
product is denoted by x · y = x1y1 + . . . + xdyd. We compare vectors x and y componentwise:
x ≤ y if xi ≤ yi for all i = 1, . . . , d; x < y if xi < yi for all i = 1, . . . , d; similarly for x ≥ y and
x > y. We compare matrices of the same size componentwise, too. For example, we write x ≥ 0
for x ∈ Rd if xi ≥ 0 for i = 1, . . . , d; C = (cij)1≤i,j≤d ≥ 0 if cij ≥ 0 for all i, j. This comparison
notation is also valid when d =∞, that is, when we compare infinite-dimensional vectors.
For x ∈ Rd (this includes the case d = ∞), we let [x,∞) := {y ∈ Rd | y ≥ x}. We say two
probability measures ν1 and ν2 on R
d satisfy ν1  ν2 if for every y ∈ R
d we have: ν1[y,∞) ≤
ν2[y,∞). We say that ν1 is stochastically dominated by ν2, or ν2 stochastically dominates ν1, or
ν1 is stochastically smaller than ν2, or ν2 is stochastically larger than ν1. The same terminology
applies to Rd-valued random variables X , Y : we say that X is stochastically dominated by Y if
the distribution of X is stochastically dominated by the distribution of Y .
Fix d ≥ 1, and let I ⊆ {1, . . . , d} be a nonempty subset. Write its elements in the order of
increase:
I = {i1, . . . , im}, 1 ≤ i1 < i2 < . . . < im ≤ d.
For any x ∈ Rd, let [x]I := (xi1 , . . . , xim)
′. For any d× d-matrix C = (cij)1≤i,j≤d, let
[C]I := (cikil)1≤k,l≤m .
In particular, if p = 1, . . . , d, then we let [x]p := (x1, . . . , xp)
′. Let J ⊆ {1, . . . , d} be another
nonempty subset. Write its elements in the order of increase:
J = {j1, . . . , jl}, 1 ≤ j1 < j2 < . . . < jl ≤ d.
Then we denote
[C]IJ := (cikjs)1≤k≤m
1≤s≤l
.
In particular, for I = J we have: [C]IJ ≡ [C]I . We let
WN := {y = (y1, . . . , yN)
′ ∈ RN | y1 ≤ . . . ≤ yN}.
The set C([0, T ],Rd) is a Banach space of continuous functions X : [0, T ]→ Rd with the norm
(5) ‖X‖ := max
t∈[0,T ]
‖X(t)‖.
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2.2. Systems of competing particles. As mentioned in the Introduction, in this article we con-
sider not just systems of competing Brownian particles, but more general systems, with arbitrary
continuous functions instead of Brownian motions. These general systems are called systems of
competing particles; they might be random or deterministic. Let us now define them.
Definition 2. Fix a continuous function X = (X1, . . . , XN)
′ : R+ → R
N such that X(0) ∈
WN . Take parameters of collision: real numbers q
+
1 , q
−
1 , . . . , q
+
N , q
−
N which satisfy (4). Consider
a continuous function Y = (Y1, . . . , YN)
′ : R+ → WN , and other N − 1 continuous functions
L(1,2), . . . , L(N−1,N) : R+ → R such that:
(i) Yk(t) = Xk(t) + q
+
k L(k−1,k)(t)− q
−
k L(k,k+1)(t) for k = 1, . . . , N and t ≥ 0 (we let L(0,1)(t) ≡ 0
and L(N,N+1)(t) ≡ 0 for notational convenience);
(ii) L(k,k+1)(0) = 0 for k = 1, . . . , N − 1;
(iii) L(k,k+1) is nondecreasing for each k = 1, . . . , N − 1;
(iv) L(k,k+1) can increase only when Yk(t) = Yk+1(t); we can write this formally as the following
Stieltjes integral: ∫ ∞
0
(Yk+1(t)− Yk(t)) dL(k,k+1)(t) = 0, k = 1, . . . , N − 1.
Then the function Y is called a system of N competing particles with driving function X and
parameters of collisions (q±k )1≤k≤N . The kth component Yk of the function Y is called the kth
ranked particle. The function L(k,k+1) is called the collision term between the kth and the k + 1st
ranked particles Yk and Yk+1. The vector-valued function L = (L(1,2), L(2,3), . . . , L(N−1,N))
′ is called
the vector of collision terms. We say that this system starts with y, if Y (0) = y. The gap process
is defined as was already shown in the Introduction: this is an RN−1+ -valued process
Z = (Z(t), t ≥ 0), Z(t) = (Z1(t), . . . , ZN−1(t))
′ ,
Zk(t) = Yk+1(t)− Yk(t), k = 1, . . . , N − 1, t ≥ 0.
Now, for the sake of completeness, we essentially rephrase Definition 1, tying systems of com-
peting Brownian particles to general systems of competing particles.
Definition 3. Assume the standard probabilistic setting: a filtered probability space
(Ω,F , (Ft)t≥0,P), with the filtration satisfying the usual conditions. Take i.i.d. standard (Ft)t≥0-
Brownian motions B1, . . . , BN and an F0-measurable random vector y ∈ WN . Fix parameters of
collision q+1 , q
−
1 , . . . , q
+
N , q
−
N which satisfy (4). Also, fix real numbers g1, . . . , gN and positive real
numbers σ1, . . . , σN . Consider a system Y of N competing particles with the driving function
X = (X1, . . . , XN)
′ , Xk(t) = yk + gkt + σkBk(t), k = 1, . . . , N, t ≥ 0,
and parameters of collision (q±k )1≤k≤N . Then Y is called a (ranked) system of competing Brown-
ian particles with drift coefficients g1, . . . , gN , diffusion coefficients σ1, . . . , σN , and parameters of
collision (q±k )1≤k≤N . The standard Brownian motions B1, . . . , BN are called the driving Brownian
motions. For each k = 1, . . . , N − 1, the collision term L(k,k+1) is called the local time of collision
between Yk and Yk+1. The vector of collision terms L = (L(1,2), . . . , L(N−1,N))
′ is called the vector
of local times.
Existence and uniqueness for systems of competing particles from Definition 2 is proved below.
(This straightforward proof is completely analogous to the proof for competing Brownian particles,
which was given in [22, subsection 2.1].)
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We can also define infinite systems of competing particles. The paper [30] deals with infinite
systems of competing Brownian particles in detail, and it uses a few facts about infinite systems
from this article.
Definition 4. Let X1, X2, . . . : R+ → R be continuous functions with X1(0) ≤ X2(0) ≤ . . . Take
parameters of collision: real numbers q+n , q
−
n , n = 1, 2, . . ., which satisfy
q+n+1 + q
−
n = 1, 0 < q
±
n < 1, n = 1, 2, . . .
Consider continuous functions Y1, Y2, . . . : R+ → R, L(1,2), L(2,3), . . . : R+ → R such that (i), (ii),
(iii) and (iv) from Definition 2 are true, for k = 1, 2, . . .. We let L(0,1) ≡ 0, as in Definition 2.
Then the system Y = (Y1, Y2, . . .) is called an infinite system of competing particles with driving
function X = (X1, X2, . . .) and parameters of collision (q
±
n )n≥1. All other terms are defined as in
Definition 2. Similarly, Definition 3 can be adapted for infinite number of Brownian particles.
Existence and uniqueness theorem is much harder to prove for infinite systems than for finite
systems. Studying infinite systems of competing Brownian particles is the topic of [30], where we
prove, in particular, existence results. In this article (see Remark 9), we state and prove a few
comparison theorems for infinite systems, assuming they exist.
Remark 3. In the rest of the paper, when we use the term parameters of collision, we always
assume that they satisfy condition (4).
2.3. The Skorohod problem and a semimartingale reflected Brownian motion (SRBM)
in the orthant. The gap process for a system of competing Brownian particles is an RN−1+ -valued
process. When it is away from the boundary ∂RN−1+ (that is, when no two particles collide), the gap
process behaves as an N − 1-dimensional Brownian motion. A trickier question is what happens
when this process hits the boundary (or, equivalently, when two particles collide). In fact, the gap
process reflects from the boundary of the orthant RN−1+ , but obliquely rather than normally. Such
process is called a semimartingale reflected Brownian motion (SRBM) with oblique reflection. Let
us first informally describe it, then state the formal definition.
Fix the dimension d ≥ 1. Take three parameters: a d × d-matrix R with diagonal elements
equal to 1; another d×d-matrix A, which is symmetric and positive definite; and a vector µ ∈ Rd.
Denote by S = Rd+ the positive d-dimensional orthant. A semimartingale reflected Brownian
motion (SRBM) is an S-valued Markov process with the following properties:
(i) inside the orthant S, it moves as a d-dimensional Brownian motion with drift vector µ and
covariance matrix A;
(ii) at each face Si = {x ∈ S | xi = 0} of the boundary ∂S, it is reflected according to the vector
ri, the ith column of R;
If ri = ei, where ei is the ith vector in the standard basis of R
d, then the reflection at the face
Si is called normal. Otherwise, it is called oblique.
Now, let us state a formal definition. First, we define a concept of a Skorohod problem in the
orthant Rd+. This is similar to an SRBM, but with an arbitrary continuous function in place of a
Brownian motion.
Definition 5. Take a continuous function X : R+ → R
d with X(0) ∈ S. A solution to the
Skorohod problem in the positive orthant S with reflection matrix R and driving function X is a
continuous function Z : R+ → S such that there exists another continuous function L : R+ → R
d
with the following properties:
(i) for every t ≥ 0, we have: Z(t) = X(t) +RL(t);
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(ii) for every i = 1, . . . , d, the function Li is nondecreasing, satisfies Li(0) = 0 and can increase
only when Zi(t) = 0, that is, when Z(t) ∈ Si. We can write the last property formally as∫∞
0
Zi(t)dLi(t) = 0.
The function L is called the vector of boundary terms, and its component Li is called the
boundary term, corresponding to the face Si, for i = 1, . . . , d.
Remark 4. This definition can also be stated for a finite time horizon, that is, for functions X,L, Z
defined on [0, T ] instead of R+.
Now we are ready to define an SRBM in the orthant. Take the parameters R,A, µ, described
above. Assume the usual setting: a filtered probability space (Ω,F , (Ft)t≥0,P) with the filtration
satisfying the usual conditions.
Definition 6. Suppose B = (B(t), t ≥ 0) is an (Ft)t≥0-Brownian motion in R
d with drift vector
µ and covariance matrix A. A solution Z = (Z(t), t ≥ 0) to the Skorohod problem in S with
reflection matrix R and driving function B is called a semimartingale reflected Brownian motion,
or SRBM, in the positive orthant S with reflection matrix R, drift vector µ and covariance matrix
A. It is denoted by SRBMd(R, µ,A). The process B is called the driving Brownian motion. We
say that Z starts from x ∈ S if Z(0) = x a.s.
The following definition describes the type of reflection matrices we are going to use in this
article. An important equivalent characterization of these matrices is given in [32, Lemma 2.1].
Definition 7. A d×d-matrix R is called a reflection nonsingularM-matrix if it can be represented
as R = Id −Q, where Q ≥ 0 has spectral radius less than 1 and has zeros on the main diagonal.
Denote CS(R+,R
d) := {X ∈ C(R+,R
d) | X(0) ∈ S}, and CS([0, T ],R
d) := {X ∈ C([0, T ],Rd) |
X(0) ∈ S}. The following existence and uniqueness result was shown in [11]; see also [36].
Proposition 2.1. Suppose the matrix R is a reflection nonsingular M-matrix.
(i) For every function X ∈ CS(R+,R
d), there exists a unique pair of functions (Z, L) ∈
C(R+,R
d)× C(R+,R
d) such that Z is a solution to the Skorohod problem in the orthant S, with
driving function X and reflection matrix R, and L is the corresponding vector of boundary terms.
The same result is true if we change R+ to [0, T ].
(ii) For any T , the following mapping is Lipschitz continuous with respect to the maximum norm
in (5):
SPT : CS([0, T ],R
d)→ C([0, T ],Rd)× C([0, T ],Rd), SPT : X 7→ (Z, L).
(iii) Take a drift vector µ ∈ Rd, a d × d positive definite symmetric matrix A, and an initial
condition x ∈ S. An SRBMd(R, µ,A), starting from x, exists in the strong sense and is pathwise
unique. The collection of these processes for all x ∈ S is a Feller continuous strong Markov family.
2.4. Connection between systems of competing particles and the Skorohod problem.
The gap process for a system of competing particles is a solution to the Skorohod problem in
the orthant. In particular, the gap process for competing Brownian particles is an SRBM in the
orthant.
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Lemma 2.2. For a system of competing particles from Definition 2, its gap process is a solution
to the Skorohod problem in the orthant RN−1+ with reflection matrix
(6) R =


1 −q−2 0 0 . . . 0 0
−q+2 1 −q
−
3 0 . . . 0 0
0 −q+3 1 −q
−
4 . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . 1 −q−N−1
0 0 0 0 . . . −q+N−1 1


and driving function
(7) (X2 −X1, X3 −X2, . . . , XN −XN−1)
′ .
The vector L of collision terms is, in fact, the vector of boundary terms for this Skorohod problem.
The matrix R in (6) is a reflection nonsingular M-matrix.
Proof. Just use the property (i) from Definition 2; the gap process has the following representation:
Zk(t) = Yk+1(t)− Yk(t) = Xk+1(t)−Xk(t) + L(k,k+1)(t)− q
+
k L(k−1,k)(t)− q
−
k+1L(k+1,k+2)(t),
for k = 1, . . . , N − 1, t ≥ 0. That R is a reflection nonsingular M-matrix is proved in [22]. 
Corollary 2.3. For a system of competing Brownian particles from Definition 2, its gap process
is an SRBMN−1(R, µ,A), where R is given by (6), and
(8) A =


σ21 + σ
2
2 −σ
2
2 0 0 . . . 0 0
−σ22 σ
2
2 + σ
2
3 −σ
2
3 0 . . . 0 0
0 −σ23 σ
2
3 + σ
2
4 −σ
2
4 . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . σ2N−2 + σ
2
N−1 −σ
2
N−1
0 0 0 0 . . . −σ2N−1 σ
2
N−1 + σ
2
N


,
(9) µ = (g2 − g1, g3 − g2, . . . , gN − gN−1)
′ .
The vector of local times of collision is the vector of boundary terms for this SRBM.
Proof. This follows from Lemma 2.2; it was, in fact, already proved in [22, Secton 2.1]. 
This connection allows us to prove existence and uniqueness for systems of competing particles.
Let CW(R+,R
N) := {X ∈ C(R+,R
N) | X(0) ∈ WN}, and CW([0, T ],R
N) := {X ∈ C([0, T ],RN) |
X(0) ∈ WN}.
Lemma 2.4. Fix N ≥ 2, the number of particles. Take parameters of collision (q±n )1≤n≤N which
satisfy (4).
(i) For every function X ∈ CW(R+,R
N), there exists a unique pair of functions (Y, L) ∈
C(R+,R
N)×C(R+,R
N) such that Y is a system of N competing particles with driving function X
and parameters of collision (q±n )1≤n≤N , and L is the corresponding vector of collision terms. The
same result is true for finite time horizon [0, T ] in place of R+.
(ii) For every T > 0, the following mapping is Lipschitz continuous with respect to the norm
in (5):
CPT : CW([0, T ],R
N)→ C([0, T ],RN)× C([0, T ],RN), X 7→ (Y, L).
Take drift coefficients g1, . . . , gN ∈ R, diffusion coefficients σ
2
1 , . . . , σ
2
N > 0, and a starting point
y ∈ WN . The ranked system of N competing Brownian particles with parameters (gn)1≤n≤N ,
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(σ2n)1≤n≤N , (q
±
n )1≤n≤N , starting from y, exists in the strong sense and is pathwise unique. The
collection of these processes, starting from different y ∈ WN , forms a Feller continuous strong
Markov family.
Proof. (i) Consider the mapping Φ : CW([0, T ],R
N)→ CS([0, T ],R
N−1), defined by
Φ : (X1, . . . , XN)
′ 7→ (X2 −X1, . . . , XN −XN−1)
′ .
By Lemma 2.2, the matrix R from (6) is a reflection nonsingular M-matrix. Therefore, by
Proposition 2.1 (i), we can define the mapping SPT . If Z is the gap process for the system Y ,
then from Lemma 2.2 we get: (Z, L) = SPT (Φ(X)). Recall that from the definition of the system
of competing particles, we have:

Y1(t) = X1(t)− q
−
1 L(1,2)(t),
Y2(t) = X2(t) + q
+
2 L(1,2)(t)− q
−
2 L(2,3)(t),
. . .
YN(t) = XN(t)− q
−
NL(N−1,N)(t)
We can find a linear combination of Y1, . . . , YN which eliminates the collision terms: let
(10) α1 = 1, α2 =
q−1
q+2
, α3 =
q−1 q
−
2
q+2 q
+
3
, . . .
Then we get:
(11) Z0(t) ≡ α1X1(t) + . . .+ αNXN(t) = α1Y1(t) + . . .+ αNYN(t).
Let Z˜ = (Z0, . . . , ZN−1)
′ ∈ RN ; then Z˜(t) ≡ CY (t), where C is the following N ×N -matrix:
C =


α1 α2 α3 . . . αN
−1 1 0 . . . 0
0 −1 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1


One can show that the matrix C is nonsingular. Therefore, Y (t) = C−1Z˜(t) for t ≥ 0. This proves
existence and uniqueness for (Y, L). This proof works equally well for a finite time horizon.
(ii) The mapping CPT is constructed in the proof of part (i) as a composition of the following
mappings: SPT , Φ, X 7→ Z0 from (11), and Z˜ 7→ C
−1Z˜ = Y . All these mappings are Lipschitz
continuous.
(iii) Follows from (i) and (ii). 
3. Results
3.1. Main results. Let us now state the two main results of this paper. The first result is devoted
to the Skorohod problem in the orthant. It states that the solution to the Skorohod problem and
the boundary terms are, in some sense, monotone with respect to the driving function and the
reflection matrix.
Theorem 3.1. Fix the dimension d ≥ 1 and let S = Rd+. Consider two continuous functions
X,X : R+ → R
d such that X(0), X(0) ∈ S, and
(12) X(0) ≤ X(0), X(t)−X(s) ≤ X(t)−X(s), t ≥ s ≥ 0.
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Take two d × d reflection nonsingular M-matrices R and R such that R ≤ R. Let Z and Z be
the solutions to the Skorohod problems in the orthant S with reflection matrices R, R, and driving
functions X, X, respectively. Let L, L be the corresponding vectors of boundary terms. Then
Z(t) ≤ Z(t), L(t)− L(s) ≥ L(t)− L(s), t ≥ s ≥ 0.
Let us explain this informally. Suppose we make the values X(t), t ≥ 0, and increments X(t)−
X(s), 0 ≤ s ≤ t, of the driving function X , as well as the off-diagonal elements rij , i 6= j, of the
reflection matrix R, smaller. (The diagonal elements rii, i = 1, . . . , d, by definition, are always
equal to 1.) Then the value Z(t) to the Skorohod problem Z decreases (at any fixed time t ≥ 0),
and the values of boundary terms Li(t), i = 1, . . . , d, increase.
This is what one would expect: if the driving function X decreases, this will cause the “driven
function” Z also to decrease, at least until Z is moving inside the orthant S. Indeed, Z “wants to
follow” X , by definition of the Skorohod problem. However, since the values Z(t) of the function
Z become smaller at any fixed time t ≥ 0, the process Z hits the boundary more often.
And this leads to increase in the boundary terms, which grow when Z hits the boundary, and
which are “helping” Z to stay in the orthant S. (Recall that the driving function X starts from
the orthant but can leave it later.) The boundary terms Lj(t) ≥ 0 become larger, while the
off-diagonal elements rij ≤ 0, i 6= j, of the reflection matrix R become smaller. So the terms
rijLj(t) ≤ 0 become smaller for all i 6= j. This observation is the core idea of the proof.
Remark 5. Note that the condition that the reflection matrix R has non-positive off-diagonal
elements (in other words, that it is a nonsingular reflection M-matrix) is crucial. Suppose that
r21 > 0. When Z hits the face S1, that is, when Z1(t) = 0, the boundary term L1 might increase
by some increment dL1(t). So the component Z2 might get additional increase r21dL1(t). Consider
a concrete example: two driving functions X and X , with
X1(t) = −t, X1(t) = 1− t, Xi(t) = X i(t) = 1, i = 2, . . . , d.
These functions satisfy the conditions of Theorem 3.1. Let R = R be a reflection nonsingular M-
matrix. Let us solve the Skorohod problem in the orthant S for reflection matrix R and driving
functions X and X . The function X hits S1 already at time t = 0, but X does this at time
t = 1. So Z2 gets some of this increase mentioned above before Z2 does. Actually, one can find
the solutions explicitly: for t ∈ [0, 1],
Z2(t) = 1 + r21t, Z2(t) = 1.
Therefore, the statement of Theorem 3.1 is not true in this case.
The part of Theorem 3.1 concerning the functions Z and Z is already known: see [24, 28, 25, 8].
However, our results allow to compare not just solutions to the Skorohod problem, but boundary
terms as well. This comparison of boundary terms plays crucial role in some of the proofs in
our subsequent paper [30]. We could not find the results about boundary terms in the existing
literature; this served as a motivation for Theorem 3.1.
The other theorem deals with systems of competing particles. Consider a system ofN competing
particles. If we increase the values and increments of driving functions, as well as the coefficients
q+n , n = 2, . . . , N , then the output Y (t) (positions of competing particles) will increase, too.
Increasing coefficients q+n , n = 2, . . . , N , has the following sense: for each n, at every collision
between the ranked particles Yn and Yn+1, the share of the push going to Yn+1 (which pushes this
particle to the right) increases, and the share of the push going to Yn (which pushes this particle
to the left) decreases.
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Theorem 3.2. Fix N ≥ 2, the number of particles. Consider two continuous functions X, X :
R+ → R
N , with X(0), X(0) ∈ WN , such that
X(0) ≤ X(0), X(t)−X(s) ≤ X(t)−X(s), 0 ≤ s ≤ t.
Fix parameters of collision (q±n )1≤n≤N and (q
±
n )1≤n≤N , such that
q+n ≤ q
+
n , n = 2, . . . , N.
Consider systems Y and Y of competing particles with driving functions X and X, and parameters
of collision (q±n )1≤n≤N and (q
±
n )1≤n≤N . Then
Y (t) ≤ Y (t), t ≥ 0.
3.2. Corollaries. There are many corollaries of these two main results, which are straightforward
but interesting. They are used in [30]. We shall state and prove them in this subsection.
Corollary 3.3. Take a d × d-reflection nonsingular M-matrix R. Consider two copies of an
SRBMd(R, µ,A): Z and Z, starting from Z(0) and Z(0) such that Z(0)  Z(0). Let L and L be
the corresponding vectors of boundary terms. Then
Z(t)  Z(t), t ≥ 0;
L(t)− L(s)  L(t)− L(s), 0 ≤ s ≤ t.
Proof. We can switch from stochastic domination Z(0)  Z(0) to a.s. domination, by changing
the probability space. Assume that B = (B(t), t ≥ 0) is a d-dimensional Brownian motion,
starting at the origin, with drift vector µ and reflection matrix A. Then Z and Z are solutions to
the Skorohod problem in Rd+ with driving functions Z(0) + B(t), Z(0) + B(t), respectively, and
reflection matrix R, and L, L are corresponding vectors of boundary terms. The rest follows from
Theorem 3.1. 
Corollary 3.4. Fix N ≥ 2, the number of particles. Also, fix parameters of collision (q±n )1≤n≤N .
Take two continuous functions X,X : R+ → R
N such that for
(13) W = (X2 −X1, . . . , XN −XN−1)
′, W = (X2 −X1, . . . , XN −XN−1)
′,
we have:
W (0) ≤W (0), W (t)−W (s) ≤W (t)−W (s), 0 ≤ s ≤ t.
Let Y , Y be the systems of competing particles with parameters of collision (q±n )1≤n≤N and driving
functions X and X, respectively. Let Z, Z be the corresponding gap processes, and let L, L be the
corresponding vectors of collision terms. Then
Z(t) ≤ Z(t), t ≥ 0; L(t)− L(s) ≥ L(t)− L(s), 0 ≤ s ≤ t.
Proof. The functions Z and Z are solutions to the Skorohod problem in the orthant RN−1+ with
reflection matrix R from (6) and driving functions W and W , respectively. The functions L and
L are the corresponding vectors of boundary terms for these two Skorohod problems. Apply
Theorem 3.1 and finish the proof. 
Corollary 3.5. Suppose X : R+ → R
d is a continuous function with X(0) ∈ S. Fix a d × d-
reflection nonsingular M-matrix R. Take a nonempty subset I ⊆ {1, . . . , d} with |I| = p. Let Z
be the solution to the Skorohod problem in S with reflection matrix R and driving function X, and
let L be the corresponding vector of boundary terms. Also, let Z be the solution to the Skorohod
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problem in Rp+ with reflection matrix [R]I and driving function [X ]I , and let L be the corresponding
vector of boundary terms. Then
[Z(t)]I ≤ Z(t), t ≥ 0; [L(t)]I − [L(s)]I ≥ L(t)− L(s), 0 ≤ s ≤ t.
Remark 6. Corollary 3.5 has the following intuitive sense: suppose we remove a few components
of the driving function. Then these (no longer existing) components do not hit zero and do not
contribute (via boundary terms) to the decrease of the remaining components. If the component
j was removed but the component i stayed, then in the equation for Zi(t) there is no longer the
term rijLj(t) ≤ 0. Thus, Zi(t) becomes larger.
Proof. Recall that Z(t) ≡ X(t) +RL(t). For i ∈ I, t ≥ 0,
Zi(t) = Xi(t) +
∑
j∈I
rijLj(t) +
∑
j /∈I
rijLj(t).
Therefore, [Z]I is the solution of the Skorohod problem in R
p
+ with reflection matrix [R]I and
driving function
X = (X i)i∈I , X i(t) = Xi(t) +
∑
j /∈I
rijLj(t), i ∈ I.
But rij ≤ 0 for i ∈ I, j ∈ I
c, because R is a reflection nonsingular M-matrix. Moreover, each of
the processes Lj , j ∈ I
c, is nondecreasing. Therefore,
X i(t)−Xi(s) ≤ Xi(t)−Xi(s), 0 ≤ s ≤ t, i ∈ I.
Apply Theorem 3.1 and finish the proof. 
The following corollary is a consequence (and a Brownian counterpart) of Corollary 3.5.
Corollary 3.6. Take a d×d reflection nonsingularM-matrix R, a d×d positive definite symmetric
matrix A, and a drift vector µ ∈ Rd. Fix a nonempty subset I ⊆ {1, . . . , d}. Let
Z = SRBMd(R, µ,A), Z = SRBM|I|([R]I , [µ]I , [A]I)
such that [Z(0)]I has the same law as Z(0). Then [Z]I  Z.
Corollary 3.7. Let 1 < N ≤M . Fix a continuous function X : R+ → R
M with X(0) ∈ WM . Fix
parameters of collision (q±n )1≤n≤M . Let Y be the system of M competing particles with parameters
of collision (q±n )1≤n≤M and driving function X. Let Y be the system of N competing particles with
parameters of collision (q±n )1≤n≤N and driving function [X ]N . Let Z, Z be the corresponding gap
processes, and let L, L be the corresponding vectors of boundary terms. Then
(14) Zk(t) ≤ Zk(t), k = 1, . . . , N − 1, t ≥ 0;
(15) Lk(t)− Lk(s) ≥ Lk(t)− Lk(s), k = 1, . . . , N − 1, 0 ≤ s ≤ t;
(16) Yk(t) ≤ Y k(t), k = 1, . . . , N, t ≥ 0.
Remark 7. Corollary 3.7 has the following meaning: if we take a system of competing particles
and remove a few particles from the right, then there is “less pressure” on the remaining left
particles which would push them further to the left. Therefore, the gaps become wider; there are
less collisions, so the collision terms become smaller; and the remaining particles themselves shift
to the right.
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Proof. For the system Y , we can write the first N particles as

Y1(t) = X1(t)− q
−
1 L(1,2)(t),
Y2(t) = X2(t) + q
+
2 L(1,2)(t)− q
−
2 L(2,3)(t),
. . .
YN(t) = XN (t) + q
+
NL(N−1,N)(t)− q
−
NL(N,N+1)(t).
So the vector-valued function (Y1, . . . , YN)
′ = [Y ]N can itself be considered as a system of com-
peting particles, with driving function
X = (X1, X2, . . . , XN−1, XN − q
−
NL(N,N+1)(t))
′
and parameters of collision (q±n )1≤n≤N . Since L(N,N+1)(0) = 0, and L(N,N+1) is nondecreasing, we
have:
X(0) = X(0), X(t)−X(s) ≤ X(t)−X(s), 0 ≤ s ≤ t.
Therefore, by Theorem 3.2, we get: [Y (t)]N ≤ Y (t), which proves (16). The functions W and W ,
defined in (13), satisfy
W (0) = W (0), W (t)−W (s) ≤W (t)−W (s), 0 ≤ s ≤ t.
Apply Corollary 3.4 to prove (14) and (15). This completes the proof. 
Remark 8. We can also remove a few particles from the left instead of the right. We can formulate
the statement analogous to Corollary 3.7. The inequalities (14) and (15) remain true, and the
inequality (16) changes sign.
If we remove particles from both the left and the right, then there are less collisions, so the
remaining collision terms decrease and the remaining gaps increase. But we cannot say anything
about the remaining particles themselves (whether they shift to the left or to the right). Removal
of a few particles from the right eliminates some push from the right; similarly, removal of a few
particles from the left eliminates some push from the left. But we cannot say which of these two
effects outweighs the other one.
Corollary 3.8. Fix 1 ≤ N1 < N2 ≤ M . Fix a continuous function X : R+ → R
M with
X(0) ∈ WM . Let Y be the system of N competing particles with parameters of collision (q
±
n )1≤n≤M
and driving function X. Let Y = (Y N1 , . . . , Y N2)
′ be the system of N2 − N1 + 1 competing
particles with parameters of collision (q±n )N1≤n≤N2 and driving function (XN1 , . . . , XN2)
′. Let
Z = (Z1, . . . , ZM−1)
′ and Z = (ZN1 , . . . , ZN2−1)
′ be the corresponding gap processes, and let
L = (L(1,2), . . . , L(M−1,M))
′, L = (L(N1,N1+1), . . . , L(N2−1,N2))
′,
be the vectors of collision terms. Then
Zk(t) ≤ Zk(t), k = N1, . . . , N2 − 1, t ≥ 0;
L(k,k+1)(t)− L(k,k+1)(s) ≥ L(k,k+1)(t)− L(k,k+1)(s), k = N1, . . . , N2 − 1, 0 ≤ s ≤ t.
The rest of the corollaries deal with competing Brownian particles. The first of these corollaries
is a Brownian counterpart of Corollary 3.7. It says that if you remove a few competing Brownian
particles from the right, then the remaining particles shift to the right, the local times of collisions
decrease, and the gaps increase. This corollary was mentioned in the Introduction, subsection 1.2.
Corollary 3.9. Fix 1 < N ≤ M . Take a system Y of M competing Brownian particles with
parameters (gk)1≤k≤M , (σ
2
k)1≤k≤M , (q
±
k )1≤k≤M , starting from y ∈ WM . Let B1, . . . , BM be the cor-
responding driving Brownian motions. Take another system Y of N competing Brownian particles
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with parameters (gk)1≤k≤N , (σ
2
k)1≤k≤N , (q
±
k )1≤k≤N , starting from [y]N , with driving Brownian mo-
tions B1, . . . , BN . Let Z, Z be the corresponding gap processes, and let L, L be the corresponding
vectors of collision local times. Then
Yk(t) ≤ Y k(t), k = 1, . . . , N, t ≥ 0;
Zk(t) ≤ Zk(t), k = 1, . . . , N − 1, t ≥ 0;
L(k,k+1)(t)− L(k,k+1)(s) ≥ L(k,k+1)(t)− L(k,k+1)(s), k = 1, . . . , N − 1, 0 ≤ s ≤ t.
The next corollary is a Brownian counterpart of Corollary 3.8. It says that if you remove a
few competing Brownian particles from the right and from the left simultaneously, then the local
times of collisions decrease, and the gaps increase.
Corollary 3.10. Fix 1 ≤ N1 < N2 ≤ M . Take a system Y of M competing Brownian particles
with parameters (gk)1≤k≤M , (σ
2
k)1≤k≤M , (q
±
k )1≤k≤M , starting from y ∈ WM . Let B1, . . . , BM be the
corresponding driving Brownian motions. Take another system Y = (Y N1, . . . , Y N2)
′ of N2−N1+1
competing Brownian particles with parameters (gk)N1≤k≤N2, (σ
2
k)N1≤k≤N2, (q
±
k )N1≤k≤N2, starting
from (yN1, . . . , yN2)
′, with driving Brownian motions BN1 , . . . , BN2. Let Z = (Z1, . . . , ZM−1)
′,
Z = (ZN1 , . . . , ZN2)
′ be the corresponding gap processes, and let L = (L(1,2), . . . , L(M−1,M))
′, L =
(L(N1,N1+1), . . . , L(N2−1,N2))
′ be the corresponding vectors of collision terms. Then
Zk(t) ≤ Zk(t), k = N1, . . . , N2 − 1, t ≥ 0;
L(k,k+1)(t)− L(k,k+1)(s) ≥ L(k,k+1)(t)− L(k,k+1)(s), k = N1, . . . , N2 − 1, 0 ≤ s ≤ t.
Remark 9. Corollaries 3.7, 3.8, 3.9 and 3.10 can be generalized for the case of infinite particle
systems, when M = ∞. Recall that we introduced infinite systems of competing particles (and
including competing Brownian particles) in Definition 4. Again, here we do not prove existence
of these infinite systems; we state these corollaries, assuming these systems exist. The proofs are
the same as for finite M , with only trivial adjustments.
The following corollary was also mentioned in the Introduction, subsection 1.2.
Corollary 3.11. Take two systems, Y and Y , of N competing Brownian particles with parameters
(gk)1≤k≤N , (σ
2
k)1≤k≤N , (q
±
k )1≤k≤N . Suppose these two systems have the same driving Brownian
motions. Let Z, Z be the corresponding gap processes, and let L, L be the corresponding vectors
of collision terms.
(i) If Y (0) ≤ Y (0), then Y (t) ≤ Y (t), t ≥ 0.
(ii) If Z(0) ≤ Z(0), then Z(t) ≤ Z(t), t ≥ 0, and L(t)− L(s) ≥ L(t)− L(s), 0 ≤ s ≤ t.
The last two corollaries show how to compare systems of competing Brownian particles in case
of the change in drift coefficients or parameters of collision. The first of these corollaries tells that
if you increase q+1 , . . . , q
+
N , the whole system will shift to the right.
Corollary 3.12. Consider two systems Y and Y of N competing Brownian particles with com-
mon drift and diffusion coefficients (gk)1≤k≤N , (σ
2
k)1≤k≤N , but different parameters of collision
(q±k )1≤k≤N , (q
±
k )1≤k≤N , such that q
+
n ≥ q
+
n , n = 1, . . . , N . Suppose Y (0) = Y (0) and the driving
Brownian motions are the same for these two systems. Then
Y (t) ≤ Y (t), t ≥ 0.
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Proof. Let B1, . . . , BN be the driving Brownian motions for these systems. Then Y and Y are
systems of competing particles with parameters of collision (q±n )1≤n≤N , (q
±
n )1≤n≤N , and the same
driving function
X(t) = (Y1(0) + g1t + σ1B1(t), . . . , YN(0) + gN t + σNBN (t))
′ .
Apply Theorem 3.2 and finish the proof. 
The following corollary shows how to use the drift coefficients for comparison.
Corollary 3.13. Consider two systems Y and Y of N competing Brownian particles with common
diffusion coefficients (σ2k)1≤k≤N and parameters of collision (q
±
n )1≤n≤N , but with different drift
coefficients (gn)1≤n≤N , (gn)1≤n≤N . Suppose Y (0) = Y (0) and the driving Brownian motions are
the same for these two systems. Let Z and Z be the corresponding gap processes, and let L and L
be the corresponding vectors of collision terms.
(i) If gk ≤ gk, k = 1, . . . , N , then Y (t) ≤ Y (t), t ≥ 0.
(ii) If gk+1 − gk ≤ gk+1 − gk, k = 1, . . . , N − 1, then
Z(t) ≤ Z(t), t ≥ 0; L(t)− L(s) ≥ L(t)− L(s), 0 ≤ s ≤ t.
Proof. Let B1, . . . , BN be the driving Brownian motions for these systems. Then Y and Y are
systems of competing particles with parameters of collision (q±n )1≤n≤N and driving functions
X(t) = (Y1(0) + g1t + σ1B1(t), . . . , YN(0) + gN t + σNBN (t))
′ ,
X(t) = (Y1(0) + g1t + σ1B1(t), . . . , YN(0) + gN t+ σNBN(t))
′ .
(i) We have: X(t) − X(s) ≤ X(t) − X(s), 0 ≤ s ≤ t, and X(0) = X(0). Apply Theorem 3.2
and finish the proof.
(ii) This statement immediately follows from Corollary 3.4. 
In each of the last five corollaries, if we remove the requirement that the driving Brownian
motions must be the same, then we get stochastic comparison instead of pathwise comparison.
We can also compare stationary distributions for gap processes of systems of competing Brow-
nian particles. From previous research, [2, 1, 22], [30, Section 2], we know that if a stationary
distribution exists, then it is unique. Let us give one result, which is used in [30].
Corollary 3.14. Fix 1 ≤ N1 < N2 ≤ M . Take a system Y of M competing Brownian particles
with parameters (gk)1≤k≤M , (σ
2
k)1≤k≤M , (q
±
k )1≤k≤M . Take another system Y = (Y N1 , . . . , Y N2)
′ of
N2−N1+1 competing Brownian particles with parameters (gk)N1≤k≤N2, (σ
2
k)N1≤k≤N2, (q
±
k )N1≤k≤N2.
If both systems have stationary distributions pi and pi for their gap processes: Z and Z, and if
(z1, . . . , zM)
′ ∼ pi, (zN1 , . . . , zN2)
′ ∼ pi,
then
(zN1 , . . . , zN2)
′  (zN1 , . . . , zN2)
′.
Proof. Consider versions of the systems Y and Y when all particles start from zero, and assume
they have the same driving Brownian motions, as in Corollary 3.10. From this Corollary 3.10, we
have:
(ZN1(t), . . . , ZN2(t))
′ ≤
(
ZN1(t), . . . , ZN2(t)
)′
, t ≥ 0.
From [30, Section 2], we have:
Z(t)⇒ pi and Z(t)⇒ pi as t→∞.
The rest is trivial. 
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4. Proofs of Theorems 3.1 and 3.2
4.1. Outline of the proofs. We prove Theorems 3.1 and 3.2 by approximating the general
continuous driving functions by “simple” functions, which are defined as follows.
Definition 8. A continuous function f : [0, T ]→ Rd is called regular if it is piecewise linear with
each piece parallel to one of the coordinate axes; that is, if there exist a partition 0 = t0 < t1 <
. . . < tN = T and numbers α1, . . . , αN ∈ R, j1, . . . , jN ∈ {1, . . . , d} such that for k = 1, . . . , N , we
have:
f(t) = f (tk−1) + αkejk(t− tk−1), tk−1 ≤ t ≤ tk.
Two regular functions f and f are called coupled if the partition t0, . . . , tN and the indices j1, . . . , jN
are the same for them.
We make three observations:
(i) Any continuous functionX : [0, T ]→ Rd can be uniformly approximated by regular functions.
This is proved in Lemma 4.1. Moreover, we show that a pair of continuous functions X and X
which satisfy (12) can be uniformly on [0, T ] approximated by a pair of coupled regular functions
so that within each pair two regular functions also satisfy (12). This is proved in Lemma 4.2.
(ii) All the objects we are considering in this article (the solution to the Skorohod problem
in the orthant, boundary terms in the Skorohod problem, the system of competing particles,
the gap process, the vector of collision terms) continuously depend on the corresponding driving
functions; see Proposition 2.1(ii) and Lemma 2.4(ii). Thus, we can prove Theorems 3.1 and 3.2
just for regular driving functions.
(iii) In Lemmas 4.4 and 4.5, we show that solutions to the Skorohod problem and systems of
competing particles are “memoryless”: if you take a moment t > 0, then their behavior after this
moment depends only on their current position and future dynamics of the driving function. This
is very similar to Markov property (although the concepts of the Skorohod problem and competing
particles are deterministic, not random). This allows us to consider driving regular functions (and
the solutions) piece by piece.
The goal of these three observations is Lemma 4.6. It shows that Theorems 3.1 and 3.2 can be
reduced to the case when the driving functions are not just piecewise linear, but exactly linear,
with the directional vector parallel to one of the axes. And since they are coupled, this axis is the
same for both functions. That is, we can consider
(17) X(t) = x+ αeit, X(t) = x+ αeit,
where α, α ∈ R, i = 1, . . . , d. The condition (12) for these functions is equivalent to
(18) x ≤ x, α ≤ α.
But for regular linear driving functions as in (17), we can actually solve the Skorohod problem
explicitly, and find the solution Z and and the vector of boundary terms L in exact form. This is
done in Lemma 4.7. We can do the same for the system Y of competing particles: Lemma 4.9.
Then we can manually compare the solutions Z and Z of the Skorohod problem, and the vectors
L and L of boundary terms, or (if we are considering systems of competing particles) Y and Y .
This completes the proof of Theorems 3.1 and 3.2.
The rest of this section is organized as follows.
In subsection 4.2, we state and prove the technical results mentioned above: (i) approximation
of continuous driving functions by regular functions; (ii) continuous dependence on driving func-
tions (actually, these are already stated above as Proposition 2.1(ii) and Lemma 2.4(ii)); (iii) the
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memoryless property. In subsection 4.3, we explicitly solve the Skorohod problem for regular driv-
ing functions in Lemma 4.7 and find the solution together with the boundary terms. In subsection
4.4, we do the same for a system of competing particles in Lemma 4.9. In subsections 4.5 and 4.6,
we prove Theorems 3.1 and 3.2 for regular linear driving functions. This completes the proof.
4.2. Auxillary results. Observation (i): approximation by regular driving functions.
Lemma 4.1. Fix T ≥ 0 and take a continuous function X : [0, T ] → Rd. Then there exists a
sequence (X(n))n≥1 of regular functions [0, T ]→ R
d which uniformly converges to X on [0, T ].
Proof. First, let us show how to define X(1), the first function from this sequence. Let
ti :=
T i
d
, i = 0, . . . , d.
Split the interval [0, T ] into d subintervals with equal length: Ii := [ti−1, ti], i = 1, . . . , d. On the
ith subinterval Ii, define the function X
(1) as follows:
X(1)(t) = X(1) (ti−1) + (Xi (T )−Xi (0))
t− ti−1
ti − ti−1
ei, i = 1, . . . , d, ti−1 ≤ t ≤ ti.
Then X(1)(0) = X(0) and X(1)(T ) = X(T ). During the time interval Ii, only the ith component
of the function X(1) is changing; other components stay constant. The ith component X
(1)
i is
moving between Xi(0) and Xi(T ). So∣∣∣X(1)i (t)−Xi(0)∣∣∣ ≤ |Xi(T )−Xi(0)| , t ∈ [0, T ].
Therefore,
‖X(1)(t)−X(0)‖ ≤ ‖X(T )−X(0)‖, t ∈ [0, T ],
and
‖X(1)(t)−X(t)‖ ≤ ‖X(T )−X(0)‖+ max
0≤t≤T
‖X(t)−X(0)‖ ≤ 2 max
0≤t≤T
‖X(t)−X(0)‖.
Now, let us show how to define X(n) for each n = 1, 2, . . . Let sk := kT/n, k = 0, . . . , n. Split
[0, T ] into n equal subintervals Jk = [sk−1, sk], k = 1, . . . , n. Perform the same construction of
X(1) for each of these small subintervals in place of [0, T ]. Then we get a continuous function X(n)
on [0, T ] such that
X(n)(sk) = X(sk), k = 0, . . . , n.
For t ∈ Jk, we have:
‖X(n)(t)−X(t)‖ ≤ 2 max
sk−1≤t≤sk
‖X(t)−X (sk−1)‖.
Therefore,
(19) max
0≤t≤T
‖X(n)(t)−X(t)‖ ≤ 2 max
k=1,...,n
max
sk−1≤t≤sk
‖X
(
t
)
−X
(
(k − 1)T/n
)
‖.
But the function X is uniformly continuous on [0, T ]. Therefore, the right-hand side of (19) tends
to zero as n → ∞. Thus, the sequence of regular functions (X(n))n≥1 uniformly converges to
X . 
We will call the sequence constructed in Lemma 4.1 the standard approximating sequence.
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Lemma 4.2. Fix T ≥ 0 and take two continuous functions X,X : [0, T ]→ Rd such that
X(0) ≤ X(0); X(t)−X(s) ≤ X(t)−X(s), 0 ≤ s ≤ t ≤ T.
Then there exist two sequences (X(n))n≥1, (X
(n)
)n≥1 of regular functions [0, T ]→ R
d such that:
(i) X(n) → X, X
(n)
→ X uniformly on [0, T ] as n→∞;
(ii) for every n ≥ 1, the functions X(n) and X
(n)
are coupled;
(iii) X(n)(0) ≤ X
(n)
(0) and X(n)(t)−X(n)(s) ≤ X
(n)
(t)−X
(n)
(s) for all 0 ≤ s ≤ t ≤ T .
Proof. Construct two standard approximating sequences as in the proof of Lemma 4.1. Let us
show that
X(1)(t)−X(1)(s) ≤ X
(1)
(t)−X
(1)
(s), 0 ≤ s ≤ t.
Indeed, X(1) and X
(1)
are linear on each [(k − 1)T/d, kT/d], and
X(1)
(
kT
d
)
−X(1)
(
(k − 1)T
d
)
≤ X
(1)
(
kT
d
)
−X
(1)
(
(k − 1)T
d
)
.
The proof is similar for X(n) and X
(n)
instead of X(1) and X
(1)
. 
Observation (ii): continuous dependence. We have the following continuity results: Proposi-
tion 2.1 and Lemma 2.4. In addition, we have approximation results: Lemmata 4.1 and 4.2.
These allow us to substantially narrow the class of driving functions. Let us state this as a
separate lemma.
Lemma 4.3. If Theorems 3.1 and 3.2 are true for coupled regular driving functions, then they are
true in the general case.
Observation (iii): memoryless property. This allows us to further narrow the scope of driving
functions: to take coupled regular linear driving functions.
Lemma 4.4. Fix d ≥ 1. Take a continuous function X : R+ → R
d with X(0) ∈ S = Rd+ and a
d × d-reflection nonsingular matrix R. Let Z be the solution of the Skorohod problem in S with
reflection matrix R and driving function X. Let L be the vector of boundary terms. Fix T ≥ 0.
For t ≥ 0, let
XT (t) = X(T + t)−X(T ) + Z(T ),
LT (t) = L(T + t)− L(T ), ZT (t) = Z(T + t).
Then ZT is the solution of the Skorohod problem with reflection matrix R and driving function
XT , and LT is the corresponding vector of boundary terms.
Proof. It suffices to check the definition: first, we need to prove that
ZT (t) = XT (t) +RLT (t), t ≥ 0.
This follows from
Z(t + T ) = X(t+ T ) +RL(t + T ) and Z(T ) = X(T ) +RL(T ).
Also, we need to mention that LT = ((LT )1, . . . , (LT )d)
′ has each component (LT )i, i = 1, . . . , d,
nondecreasing, (LT )i(0) = 0, and∫ ∞
0
(ZT )i(t)d(LT )i(t) =
∫ ∞
0
Zi(T + t)dLi(T + t) =
∫ ∞
T
Zi(s)dLi(s) = 0.

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Let us state a similar property for systems of competing particles. The proof is similar to the
previous one and is omitted.
Lemma 4.5. Fix N ≥ 2. Assume Y is a system of N competing particles with driving function
X : R+ → R
N and parameters of collision (q±n )1≤n≤N . Let L be the corresponding vector of collision
terms. Fix T ≥ 0. For t ≥ 0, let
XT (t) = X(T + t)−X(T ) + Y (T ),
LT (t) = L(T + t)− L(T ), YT (t) = Y (T + t).
Then the function YT is a system of N competing particles with driving function XT and the same
parameters of collision, and LT is the corresponding vector of collision terms.
Remark 10. The memoryless property also holds true for infinite systems of competing particles
from Definition 4. The proof is the same, with obvious adjustments.
The memoryless property allows us to narrow the class of driving functions to regular linear
functions, that is, functions of the type (17).
Lemma 4.6. If Theorems 3.1 and 3.2 are true for coupled regular linear driving functions as
in (17), satisfying (18), they are true in the general case.
Proof. By Lemma 4.3, it suffices to show these theorems for coupled regular driving functions. For
example, let us prove Theorem 3.1 for coupled regular driving functions X and X ; Theorem 3.2
is proved similarly. Let 0 = t0 < t1 < . . . < tN = T and j1, . . . , jN be the common parameters for
these functions, as in Definition 8. The restrictions
X|[t0,t1] , X
∣∣
[t0,t1]
are coupled regular linear functions. Assuming we proved Theorem 3.1 for such driving functions,
we have:
Z(t) ≤ Z(t), t ≥ 0; L(t)− L(s) ≥ L(t)− L(s), 0 ≤ s ≤ t ≤ t1.
In particular, we have: Z(t1) ≤ Z(t1). But t 7→ Z(t+ t1) is the solution of the Skorohod problem
with reflection matrix R and driving function t 7→ X(t+ t1)−X(t1) + Z(t1); a similar statement
is true for t 7→ Z(t+ t1). And
L(t + t1)− L(t1), L(t + t1)− L(t1), 0 ≤ t ≤ t2 − t1.
are the corresponding vectors boundary terms for these Skorohod problems. The functions
(20) X(t+ t1)−X(t1) + Z(t1) and X(t + t1)−X(t1) + Z(t1)
are coupled regular linear driving functions on [0, t2 − t1]. They also satisfy conditions of Theo-
rem 3.1. Indeed,
X(t+ t1)−X(t1) + Z(t1)|t=0 = Z(t1) ∈ S, X(t+ t1)−X(t1) + Z(t1)
∣∣
t=0
= Z(t1) ∈ S,
and for 0 ≤ s ≤ t ≤ t2 − t1 we have:
(X(t+ t1)−X(t1) + Z(t1))− (X(s+ t1)−X(t1) + Z(t1)) = X(t+ t1)−X(s+ t1)
≤ X(t+ t1)−X(s+ t1) = (X(t+ t1)−X(t1) + Z(t1))− (X(s+ t1)−X(t1) + Z(t1)).
Therefore, applying Theorem 3.1 for coupled regular linear driving functions (20), we get:
Z(t+ t1) ≤ Z(t + t1), 0 ≤ t ≤ t2 − t1,
L(t + t1)− L(s + t1) ≥ L(t + t1)− L(s+ t1), 0 ≤ s ≤ t ≤ t2 − t1.
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Similarly, moving to the next interval [t2, t3], etc., we can show that for every k = 1, . . . , N ,
(21) Z(t) ≤ Z(t), t ∈ [tk−1, tk],
(22) L(t + tk−1)− L(s + tk−1) ≥ L(t+ tk−1)− L(s + tk−1), 0 ≤ s ≤ t ≤ tk − tk−1.
We can equivalently write (21) as
Z(t) ≤ Z(t), t ∈ [0, T ],
and (22) as
(23) L(t)− L(s) ≥ L(t)− L(s), tk−1 ≤ s ≤ t ≤ tk, k = 1, . . . , N.
Now, let us show that
L(t)− L(s) ≥ L(t)− L(s), 0 ≤ s ≤ t ≤ T.
This is done just by summing the inequalities (23): find k, l = 1, . . . , N such that
tk−1 ≤ s ≤ tk ≤ . . . ≤ tl ≤ t ≤ tl+1.
Then we have: 

L(t)− L(tl) ≥ L(t)− L(tl)
L(tl)− L(tl−1) ≥ L(tl)− L(tl−1)
. . .
L(s)− L(tk−1) ≥ L(s)− L(tk−1)
Sum these inequalities and finish the proof. 
4.3. Exact solutions of the Skorohod problem for regular linear driving functions. Fix
the dimension d ≥ 1, and recall that S = Rd+ is the positive d-dimensional orthant. Let
(24) X(t) = x+ αeit, 0 ≤ t ≤ T,
be a regular linear driving function. Here, x ∈ S, α ∈ R and i = 1, . . . , d. Take a reflection
nonsingular M-matrix R. In this subsection, we find the explicit solution Z (and the vector L of
boundary terms) for the Skorohod problem in the orthant S with reflection matrix R and driving
function X .
Let us first describe the behavior of this solution informally. The solution Z “wants” to move
along with the driving function X . However, if X gets out of the orthant S, then Z “is not
allowed” out of the orthant; the boundary terms push it back to S.
Case 1. α ≥ 0. Then X does not get out of S. This is a trivial case: the boundary terms Li
stay zero: L(t) ≡ 0, and the solution Z exactly follows the driving function X : Z(t) ≡ X(t).
Case 2. α < 0 and xi = 0. Then the driving function X is moving along the axis xi in
the negative direction, starting from the face Si of the boundary ∂S. The solution Z of the
Skorohod problem “wants” to move in tandem with X , which means that it “wants” to cross
this face Si. However, it cannot do this, since it must be in the orthant. Therefore, it stays
at this face. The boundary term Li increases: this term “counters the influence” of the driving
function X , which “wants” to take Z out of the orthant. This increase in Li also influences
other components Zj, j 6= i, of Zi, through reflection matrix R (or, more precisely, through the
elements rij ≤ 0, j 6= i). Therefore, if Z moves on the face Si, this contributes to decrease of other
components Zj, j 6= i. Let
(25) I(t) = {j = 1, . . . , d | Zj(t) = 0}.
Suppose j ∈ I(0). Then Zj was originally zero, and it “wants” to decrease because of the increase
in Li. But Zj cannot decrease further, because Z(t) must stay in the orthant. Therefore, the
boundary term Lj starts to increase, to “counter” the influence of Li. This can be said of all
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j ∈ I(0). If, however, j /∈ I(0), then Zj(0) > 0, and so Zj “is allowed” to decrease, so the
boundary term Lj stays zero.
Let us summarize this: for j ∈ I(t), the boundary term Lj increases, and Zj(t) = 0; for j /∈ I(t),
the boundary term Lj(t) = 0, and Zj decreases. This description is accurate until some new
component Zj hits zero; another way to say this is when the set-valued function I jumps upward.
Denote this moment by τ1. Then, using the memoryless property from Lemma 4.4, we repeat the
same, starting from τ1. Let τ2 be the next jump moment of the function I, etc. Between any of
these two moments, the function I is constant. There will be no more than d of these moments,
because the function I increases at every jump, and i ∈ I(0), but I(t) ⊆ {1, . . . , d}.
Case 3. xi > 0 and α < 0. Then X moves to the boundary and hits it at some moment
τ1 = xi/|α|. The solution Z “wants” to move in tandem with Z. Until τ1, however, the solution Z
does not need to be pushed inside the orthant S by boundary terms, so this is also a trivial case:
L(t) ≡ 0, Z(t) ≡ X(t). If τ1 ≥ T , then the time-horizon is earlier than hitting moment of the
boundary, and this completes the description of Z and L. If τ1 < T , then we use the memoryless
property and start from τ1; we are back in Case 2.
Now, let us formulate the result rigorously.
Lemma 4.7. Let R be a d × d reflection nonsingular M-matrix. Let X be given by (24). Let
Z be the solution to the Skorohod problem in the orthant S with reflection matrix R and driving
function X. Let L be the corresponding vector of boundary terms. Then Z and L are given by the
following formulas.
(i) If α ≥ 0, then Z(t) ≡ X(t) and L(t) ≡ 0.
(ii) If α < 0, and xi = 0, then:
(a) Z is nondecreasing, L is nondecreasing, the set-valued function I defined in (25) is nonde-
creasing.
(b) There exists a sequence 0 = τ0 < τ1 < . . . < τK = T of moments such that on each [τl−1, τl),
I(t) is constant, and
(26) τl := inf{t > τl−1 | I(t) 6= I (τl−1)} ∧ T.
We use the convention inf ∅ = +∞. At each moment τl, l = 1, . . . , K − 1, the function I jumps
and increases.
(c) For t ∈ [τl−1, τl], letting J := I(τl−1), we have:
(27) [Z(t)]J = 0; [Z(t)]Jc = [Z(τl−1)]Jc + |α|[R]JcJ [R]
−1
J [ei]J(t− τl−1),
(28) [L(t)]J = [L(τl−1)]J + |α|[R]
−1
J (t− τl−1); [L(t)]Jc = [L(τl−1)]Jc.
(iii) If α < 0, and xi > 0, then Z is nondecreasing, L is nondecreasing, the set-valued function
I from (25) is nondecreasing, and there exists a sequence 0 = τ0 < τ1 < . . . < τK = T of moments
such that on each [τl−1, τl), I(t) ≡ I(τl−1) =: J is constant, on [0, τ1] we have:
Z(t) ≡ X(t), L(t) ≡ 0,
and on [τl−1, τl], l = 2, . . . , k, the functions Z and L are given by the formulas (27) and (28). As
in case (ii), at each moment τl, l = 1, . . . , K − 1, the function I jumps and increases.
Proof. The case (i) is straightforward. Let us show (ii). Using the memoryless property and
induction by l, we can assume w.l.o.g. that τl = 0, that is, l = 0: it suffices to consider only the
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first interval [0, τ1] of linearity. We have: xi = 0, that is, i ∈ I(0) = J . We can write the main
equation governing Z and L,
Z(t) = X(t) +RL(t),
in the block form:
(29)
{
[Z(t)]J = [X(t)]J + [R]J [L(t)]J + [R]JJc [L(t)]Jc
[Z(t)]Jc = [X(t)]Jc + [R]JcJ [L(t)]J + [R]Jc [L(t)]Jc
But [X(t)]Jc = [x+ αeit]Jc = [x]Jc , because i ∈ J . Also, [X(t)]J = α[ei]Jt, because [x]J = 0. Now
it is straightforward to check that the functions Z(t) and L(t) given by
[Z(t)]J = 0, [Z(t)]Jc = |α|[R]JcJ [R]
−1
J t+ [x]Jc ,
[L(t)]Jc = 0, [L(t)]J = |α|[R]
−1
J [ei]Jt,
satisfy the system (29). Let us now verify that for j = 1, . . . , d, the boundary term Lj can grow
only when Zj = 0. This follows from the fact that
Zj(t) ≡ 0, j ∈ J ; Lj(t) ≡ 0, j ∈ J
c.
The next step is to check that L is nondecreasing and Z is nonincreasing on [0, τ1]. Indeed, by
Lemma 5.1 [R]−1J ≥ 0, and [ei]J ≥ 0, so
(30) |α|[R]−1J [ei]J ≥ 0.
Therefore, L is nondecreasing on [0, τ1]. Next, R is a reflection nonsingular M-matrix, so off-
diagonal elements of R (in particular, all elements of [R]JcJ) are nonpositive. From this and (30)
it follows that
|α|[R]JcJ [R]
−1
J [ei]J ≤ 0.
So Z is nonincreasing on [0, τ1]. We have the formula
τ1 := inf{t ≥ 0 | I(t) 6= I(0)} ∧ T,
so τ1 is the first moment (no later than the time horizon T ) when Z hits “new” parts of the
boundary, and the function I increases. If this moment comes later than T , then we let τ1 = T .
By definition of τ1, we have: I(0) ( I(τ1). So the set-valued function I is constant on [0, τ1), but
increases by a jump at τ1. Part (iii) follows from (ii) and the memoryless property. 
4.4. Exact formulas for a system of competing particles with a regular linear driving
function. Let us now do a similar calculation as in the previous subsection, but for a system of
competing particles instead of a Skorohod problem. First, let us informally describe the dynamics
of these particles. Recall that the driving function is given by (24).
Without loss of generality, assume α > 0. The case α = 0 is trivial (Y (t) ≡ X(t) ≡ x and
L(t) ≡ 0), and the case α < 0 can be reduced to α > 0 by the following lemma. (The proof is
trivial and is omitted.)
Lemma 4.8. Suppose Y = (Y (t), t ≥ 0) is a system of N competing particles with parameters of
collision (q±k )1≤k≤N and driving function X. Then the following R
N -valued process
Y˜ =
(
Y˜1, . . . , Y˜N
)′
, Y˜n(t) := −YN−n+1(t), n = 1, . . . , N,
is also a system of N competing particles, with parameters of collision (q˜±n )1≤n≤N and driving
function (−XN , . . . ,−X1), where
q˜+n = q
−
N−n+1, q˜
−
n = q
+
N−n+1, n = 1, . . . , N.
24 ANDREY SARANTSEV
A system of competing particles involves colliding particles, and “asymmetric collisions” means
that they “have different mass”. We can rewrite the expression
X(t) = x+ αeit
in the coordinate form:
Xi(t) = xi + αt, Xj(t) = xj , j 6= i.
This means that the ith ranked particle “wants” to move to the right with speed α, and all other
particles “want” to stay motionless. But when the particles, say with ranks i and i + 1, collide,
they move together to the right with a new speed (smaller than α). The collision term for particles
Yi and Yi+1 starts to increase linearly from zero when they first collide. All other particles stay
motionless. When these two particles hit, say, the i+ 2nd particle Yi+2, then these three particles
stick together and move to the right. The collision terms L(j,j+1) for all other pairs of adjacent
particles Yj, Yj+1 stay zero. Indeed, even if Yj(t) = Yj+1(t), but Yj and Yj+1 are not moving,
then no collision term is required to keep them in order: Yj(t) ≤ Yj+1(t). But the collision term
L(i+1,i+2) starts to increase, and the collision term L(i,i+1) continues to increase.
In other words, at any time t there is a set
(31) I(t) = {j = i, . . . , N | Yj(t) = Yi(t)}
of particles which are moving together with Yi to the right at this moment t. Since these particles
satisfy
Y1(t) ≤ Y2(t) ≤ . . . ≤ YN(t),
the set I(t) has the form
I(t) = {i, i+ 1, . . . , k(t)}
for some k(t) = i, . . . , N . The speed of this movement depends on k(t). When these moving
particles hit a new particle Yk(t)+1, then the set I increases by a jump. So we have a sequence of
moments of hits:
0 = τ0 < τ1 < . . . < τK = T.
At any interval between these moments, I(t) is constant, the particles Yj, j ∈ I(t) move to the
right, and all other particles do not move.
Now, let us do the precise calculation.
Lemma 4.9. There exists a sequence of moments
0 = τ0 < τ1 < . . . < τK := T
such that on each [τl−1, τl), the set-valued function I defined in (31) is constant, but it jumps and
increases at each τl (except maybe τK = T ). On each [τl−1, τl), define
βl = α
[
1 +
q−i
q+i+1
+
q−i q
−
i+1
q+i+1q
+
i+2
+ . . .+
q−i q
−
i+1 . . . q
−
kl−1
q+i+1q
+
i+2 . . . q
+
kl
]−1
,
kl ≡ k(t) for t ∈ [τl−1, τl). Then we have:
(32) Yj(t) = const, j ∈ I
c(t); and Yj(t) ≡ Yi(t) = Yi(τl−1) + βl(t− τl−1), j ∈ I(t).
The moment τl is defined as
τl = inf{t ≥ τl−1 | I(t) 6= I(τl−1)} ∧ T.
As before, we use the convention inf ∅ = +∞.
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Proof. Similarly to the previous subsection, we can use the memoryless property and induction
by l to assume that l = 0. Assume I(0) = {i, . . . , k0}, so initially the “leading” particle i was
at the same position as particles with ranks i+ 1, . . . , k0. Note that we care only about particles
with ranks larger than i, because the particle with rank i is moving to the right. Even if, say, the
particle with rank i− 1 occupied the same position initially as the particle with rank i, they will
not interact: the particle Yi, together with Yi+1, . . . , Yk0, will move rightward and“leave” the idle
particle i− 1 at its place. So we have: on [0, τ1],
L(1,2)(t) = . . . = L(i−1,i)(t) = L(k0,k0+1)(t) = . . . = L(N−1,N)(t) = 0,
and Y1, . . . , Yi−1, Yk0+1, . . . , YN are constant on this time interval. The dynamics of the particles
Yi, . . . , Yk0 on [0, τ1] is described as follows:

Yi(t) = Yi+1(t) = . . . = Yk0(t),
Yi(t) = xi + αt− q
−
i L(i,i+1)(t),
Yi+1(t) = xi+1 + q
+
i+1L(i,i+1)(t)− q
−
i+1L(i+1,i+2)(t),
. . .
Yk0(t) = xk0 + q
+
k0
L(k0−1,k0)(t).
But xi = xi+1 = . . . = xk0, because Yi(0) = Yi+1(0) = . . . = Yk0(0) (the initial positions of particles
with ranks i, i+1, . . . , k0 are the same). We can solve this system: multiplying the third equation
in the system above by q−i /q
+
i+1, the fourth by q
−
i q
−
i+1/q
+
i+1q
+
i+2, etc. and add these equations. We
get the equation (32). Since Yi(t) is an increasing function, it might hit Yk0+1(0) = xk0+1 before the
time horizon T . (If it does not, there is nothing else to prove.) Then τ1 is this hitting moment. The
set-valued function I is constant on [0, τ1) but jumps at τ1. Using the memoryless property and
induction, we repeat this proof starting from τ1 time instead of 0. Since the function I increases
at every τl, and it can take set values which contain {i} and are contained in {i, . . . , N}, there
will be at most N + 1 induction steps. 
4.5. Proof of Theorem 3.1. Take driving functions as in (17) satisfying (18). Let
τ0 := 0, τ1, . . . , τK := T
be the sequence of moments described in Lemma 4.7, and let τ 0 := 0, τ 1, . . . , τK := T be the
corresponding sequence of moments for the driving function X instead of X . Arrange all these
moments in the increasing order:
ρ0 := 0 < ρ1 := τ1 ∧ τ 1 < ρ2 < . . . < ρM := T.
Then it suffcies to show the theorem for t ≤ ρ1. Indeed, suppose that we prove this, then we
can use the memoryless property for Skorohod problems and prove this for ρ1 ≤ t ≤ ρ2, then
for ρ2 ≤ t ≤ ρ3, etc. Extending the result from [0, ρ1] to [0, T ] requires reasoning analogous to
the argument in proof of Lemma 4.6. On [0, ρ1], we know explicit expressions for Z, Z, L and L
from Lemma 4.7. Let I(t) be the set-valued function defined in Lemma 4.7, and I(t) be the same
function for X instead of X . Consider the following cases.
Case 1. 0 ≤ α ≤ α. Then Z(t) ≡ X(t), Z(t) ≡ X(t), L(t) ≡ L(t) ≡ 0, and the statement is
obvious.
Case 2. α ≤ 0 ≤ α. Then Z is nonincreasing, Z = X is nondecreasing, L(t) ≡ 0, and L is
nondecreasing. Therefore, Z − Z is nondecreasing, and L− L is nonincreasing; the rest is trivial.
Case 3. α ≤ α ≤ 0, and xi > 0. Since x ≤ x, we have: xi > 0; the rest is similar to Case 1.
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Case 4. α ≤ α ≤ 0, and xi = 0, xi > 0. Then I(0) ) I(0), and on [0, ρ1) we have: L(t) ≡ 0, L
is nondecreasing, so
L(t)− L(s) ≥ L(t)− L(s), 0 ≤ s ≤ t ≤ ρ1.
Furthermore, Z(t) ≡ X(t) = x+ αeit. And Z(t) is given by:
Zj(t) = 0 ≤ Zj(t), j ∈ I(0);
Z(t) is nonincreasing, so for j /∈ I(0) we have: Zj(t) = Zj(0) = const. Thus,
Zj(t) ≤ Zj(0) ≤ Zj(0) = Zj(t).
Case 5. α ≤ α ≤ 0, and xi = xi = 0. This is the most difficult case. We again have: I(0) ⊆ I(0),
and on [0, ρ1] we get:
Case 5.1. j ∈ I(0). Then j ∈ I(0), so Zj(t) ≡ Zj(t) ≡ 0; therefore, Zj(t) − Zj(s) ≤ Zj(t) −
Zj(s), 0 ≤ s ≤ t. Furthermore,
[L(t)]I(0) = |α|[R]
−1
I(0)
[ei]I(0)t, [L(t)]I(0) = |α|[R]
−1
I(0)[ei]I(0)t.
Applying Lemma 5.6 to J = I(0), we get that [R]I(0) is a reflection nonsingular M-matrix.
Applying Lemma 5.1 to [R]I(0) instead of R and J = I(0), we get:
(33) [R]−1
I(0)
≤
[
[R]−1I(0)
]
I(0)
.
Also, [ei]I(0) = [[ei]I(0)]I(0) ≥ 0, and |α| ≤ |α|. Since R ≤ R, we have: [R]I(0) ≤ [R]I(0). Both [R]I(0)
and [R]I(0) are reflection nonsingular M-matrices of the same size, so by Lemma 5.5 we have:
(34) [R]−1
I(0)
≥ [R]−1
I(0)
≥ 0.
In addition, by Lemma 5.4 we have:
(35)
[
[R]−1I(0)[ei]I(0)
]
I(0)
≥
[
[R]−1I(0)
]
I(0)
[
[ei]I(0)
]
I(0)
Combining (33), (34), (35) and the fact that |α| ≤ |α|, we get: for 0 ≤ s ≤ t ≤ ρ1,
[L(t)]I(0) − [L(s)]I(0) = |α|
[
[R]−1I(0)[ei]I(0)
]
I(0)
(t− s) ≥ |α|
[
[R]−1I(0)
]
I(0)
[
[ei]I(0)
]
I(0)
(t− s)
≥ |α|[R]−1
I(0)
[ei]I(0)(t− s) ≥ |α|[R]
−1
I(0)
[ei]I(0)(t− s) = [L(t)]I(0) − [L(s)]I(0).
In other words, for j ∈ I(0),
Lj(t)− Lj(s) ≥ Lj(t)− Lj(s), 0 ≤ s ≤ t ≤ ρ1.
Case 5.2. j ∈ I(0) \ I(0). Then Zj(t) = 0 ≤ Zj(t). Now, Lj is always nondecreasing, and
Zj > 0, so Lj ≡ 0. Thus,
Lj(t)− Lj(s) ≥ 0 = Lj(t)− Lj(s), 0 ≤ s ≤ t ≤ ρ1.
Case 5.3. j /∈ I(0). Then j /∈ I(0). Let
Ic(0) := {1, . . . , d} \ I(0), I
c
(0) := {1, . . . , d} \ I(0).
The components of Z and Z corresponding to the sets Ic(0), I
c
(0) of indices, respectively, have
the following dynamics:{
[Z(t)]Ic(0) = [Z(0)]Ic(0) + |α|[R]Ic(0)I(0)[R]
−1
I(0)[ei]I(0)t,
[Z(t)]Ic(0) = [Z(0)]Ic(0) + |α|[R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0)t.
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Since R and R are reflection nonsingular M-matrices, and R ≤ R, we have:
(36) rij ≤ rij ≤ 0, i 6= j.
In particular, this is true for i ∈ Ic(0), j ∈ I(0), as well as for i ∈ I
c
(0), j ∈ I(0). But I(0) ⊇ I(0),
and so Ic(0) ⊆ I
c
(0). Therefore,
[Z(t)]Ic(0) = [Z(0)]Ic(0) + |α|t
[
[R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0)
]
Ic(0)
= [Z(0)]Ic(0) − |α|t
[
[−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0)
]
Ic(0)
.
It follows from (36) that
(37) 0 ≤ [−R]Ic(0)I(0) ≤ [−R]Ic(0)I(0).
Also, [R]−1
I(0)
≥ 0, [ei]I(0) ≥ 0. By Lemma 5.3,
(38)
[
[−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0)
]
Ic(0)
= [−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0).
By Lemma 5.7 and inequalities (37) and (38),
(39) [−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0) ≤ [−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0).
Since I(0) ⊆ I(0), applying Lemma 5.1, we get:
(40) 0 ≤ [R]−1
I(0)
≤
[
[R]−1I(0)
]
I(0)
,
Therefore, applying Lemma 5.7 again, and using that [ei]I(0) =
[
[ei]I(0)
]
I(0)
, we have:
(41) [−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0) ≤ [−R]Ic(0)I(0)
[
[R]−1I(0)
]
I(0)
[
[ei]I(0)
]
I(0)
.
By Lemma 5.2 (applied twice)
(42) [−R]Ic(0)I(0)
[
[R]−1I(0)
]
I(0)
[
[ei]I(0)
]
I(0)
≤ [−R]Ic(0)I(0)[R]
−1
I(0)[ei]I(0).
Combining (39), (40), (41) and (42), we get:
0 ≤
[
[−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0)
]
Ic(0)
≤ [−R]Ic(0)I(0)[R]
−1
I(0)[ei]I(0).
But we also have: |α| ≥ |α| ≥ 0. So
0 ≤
[
[−R]Ic(0)I(0)[R]
−1
I(0)
[ei]I(0)
]
Ic(0)
|α|t ≤ [−R]Ic(0)I(0)[R]
−1
I(0)[ei]I(0)|α|t.
Finally, we get:
[Z(t)]Ic(0) ≥ [Z(0)]Ic(0) − |α|t[−R]Ic(0)I(0)[R]
−1
I(0)[ei]I(0)
≥ [Z(0)]Ic(0) + |α|t[R]Ic(0)I(0)[R]
−1
I(0)[ei]I = [Z(t)]Ic(0).
So for j ∈ Ic(0) we get:
0 ≤ Zj(t) ≤ Zj(t), t ∈ [0, ρ1].
Finally, since Zj(t) > 0 and Zj(t) > 0 for t ∈ [0, ρ1), we have: Lj = Lj = 0 on this interval, and
trivially
Lj(t)− Lj(s) ≥ Lj(t)− Lj(s), 0 ≤ s ≤ t ≤ ρ1.
The proof is complete.
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4.6. Proof of Theorem 3.2. As in the previous subsection, it suffices to prove the theorem for
coupled regular linear driving functions
X(t) = x+ αeit, X(t) = x+ αeit,
which satisfy the conditions of Theorem 3.2. This means that x ≤ x, and α ≤ α. Assume the
converse: there exist t ∈ [0, T ] and j = 1, . . . , N such that Yj(t) > Y j(t). Since Yk(0) ≤ Y k(0),
k = 1, . . . , N , we can let
τ0 := inf{t ≥ 0 | ∃j = 1, . . . , N : Yj(t) > Y j(t)}.
In other words,
Yk(τ0) ≤ Y k(τ0), k = 1, . . . , N,
but there exists j = 1, . . . , N such that for every ε > 0 there exists t ∈ (τ0, τ0 + ε) such that
Yj(t) > Y j(t). W.l.o.g. by memoryless property, assume τ0 = 0. Then Yj(0) = Y j(0). Recall that
I(t) := {k = i, . . . , N | Yk(t) = Yi(t)}, and τ1 := inf{t ≥ 0 | I(t) 6= I(0)} ∧ T . Define I(t) and τ 1
similarly for Y in place of Y . Let ε := τ1 ∧ τ 1.
Case 1. α ≤ 0 ≤ α. Then Yj are nonincreasing (follows from Lemma 4.9 and Lemma 4.8), Y j
are nondecreasing, and the statement is trivial.
Case 2. α ≤ α ≤ 0. This can be reduced to Case 3 by Lemma 4.8.
Case 3. 0 ≤ α ≤ α. If j < i, then particles Yj and Y j lie below Yi(0) and Y i(0) respectively.
Therefore, they are not hit by the ith ranked particles in corresponding systems (which drift
upward). In other words, they stay constant: Yj(t) = Y j(t) = const on [0, ε]. Now, assume j ≥ i.
Suppose j /∈ I(0), that is, Yj(0) > Yi(0). Then, again, the particle Yj is unaffected by Yi moving
upward, at least not until Yi hits Yj, that is, not until τ1∧τ 1. But the particle Y j is nondecreasing,
according to Lemma 4.9, so Y j(t) ≥ Yj(t) on [0, ε). Therefore, we are left with the case j ∈ I(0).
Equivalently, Yj(0) = Yi(0). And Yj(0) = Y j(0) ≥ Y i(0), so Yi(0) ≥ Y i(0). But by the conditions
of the theorem, Yi(0) ≤ Y i(0), so Yi(0) = Y i(0). Thus,
Yi(0) = Y i(0) = Yj(0) = Y j(0),
and j ∈ I(0) ∩ I(0). However, I(0) ⊇ I(0), because if k ∈ I(0), then k ≥ i and
Yk(0) ≤ Y k(0) = Y i(0) = Yi(0) ≤ Yk(0),
so Yk(0) = Yi(0), and k ∈ I(0). Let I(0) = {i, . . . , k0}, and I(0) = {i, . . . , k0}. From I(0) ⊆ I(0)
it follows that k0 ≤ k0. Therefore, for t ∈ [0, ε] we have:
Yi(t) ≡ Yj(t) = Yi(0) + αt
[
1 +
q−i
q+i+1
+
q−i q
−
i+1
q+i+1q
+
i+2
+ . . .+
q−i q
−
i+1 . . . q
−
k0−1
q+i+1q
+
i+2 . . . q
+
k0
]−1
,
Y i(t) ≡ Y j(t) = Y i(0) + αt
[
1 +
q−i
q+i+1
+
q−i q
−
i+1
q+i+1q
+
i+2
+ . . .+
q−i q
−
i+1 . . . q
−
k0−1
q+i+1q
+
i+2 . . . q
+
k0
]−1
.
But
q+k ≥ q
+
k , q
−
k ≤ q
−
k , k = 1, . . . , N ; k0 ≤ k0,
so
1 +
q−i
q+i+1
+
q−i q
−
i+1
q+i+1q
+
i+2
+ . . .+
q−i q
−
i+1 . . . q
−
k0−1
q+i+1q
+
i+2 . . . q
+
k0
≥ 1 +
q−i
q+i+1
+
q−i q
−
i+1
q+i+1q
+
i+2
+ . . .+
q−i q
−
i+1 . . . q
−
k0−1
q+i+1q
+
i+2 . . . q
+
k0
.
In addition, α ≤ α, and Yi(0) = Y i(0). Therefore, we have: Yi(t) ≤ Y i(t) for t ∈ [0, ε], which
contradicts our assumption. This completes the proof of Theorem 3.2.
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5. Appendix
Lemma 5.1. Take a d × d-reflection nonsingular M-matrix R and fix a nonempty subset J ⊆
{1, . . . , d}. Then
0 ≤ [R]−1J ≤ [R
−1]J .
Proof. Since R = Id − Q, where Q ≥ 0 is a d × d-matrix with spectral radius strictly less than
one, we can apply the Neumann series:
(43) R−1 = Id +Q+Q
2 + . . .
By Lemma 5.6, [R]J = I|J | − [Q]J is also a reflection nonsingular M-matrix, so we have:
[R]−1J = I|J | + [Q]J + [Q]
2
J + . . .
But from (43) we get:
[R−1]J = I|J | + [Q]J + [Q
2]J + . . .
That [Qk]J ≥ [Q]
k
J for k = 1, 2, 3, . . . can be proved by induction using Lemma 5.2. The rest is
trivial. 
Lemma 5.2. Take nonnegative matrices A (m × d) and B (d × n), and let I ⊆ {1, . . . , m},
J ⊆ {1, . . . , d}, K ⊆ {1, . . . , n} be nonempty subsets. Then
[A]IJ [B]JK ≤ [AB]IK .
Proof. Let A = (aij) and B = (bij). Then for i ∈ I and k ∈ K,
([A]IJ [B]JK)ik =
∑
j∈J
aijbjk ≤
d∑
i=1
aijbjk = (AB)ik = ([AB]IK)ik .

Lemma 5.3. Take a d × n-matrix A and a vector a ∈ Rn. Let I ⊆ {1, . . . , d} be a nonempty
subset. Then [Aa]I = [A]I×{1,...,n}a.
The proof is trivial.
Lemma 5.4. Take a d × d-nonnegative matrix A and a nonnegative vector a ∈ Rd. Let J ⊆
{1, . . . , d} be a nonempty subset. Then [Aa]J ≥ [A]J [a]J .
The proof is trivial.
Lemma 5.5. Let R ≤ R be two d× d-reflection nonsingular M-matrices. Then R−1 ≥ R
−1
≥ 0.
Proof. Apply Neumann series again: if
R = Id −Q, R = Id −Q,
then Q ≥ Q ≥ 0, and so Qk ≥ Q
k
≥ 0, k = 1, 2, . . .. Thus,
R−1 = Id +Q +Q
2 + . . . ≥ Id + Q+Q
2
+ . . . = R
−1
.

Lemma 5.6. If R is a d× d-reflection nonsingular M-matrix and I ⊆ {1, . . . , d} is a nonempty
subset, then [R]I is also a reflection nonsingular M-matrix.
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Proof. Use [32, Lemma 2.1]. A d× d-matrix R = (rij) is a reflection nonsingularM-matrix if and
only if
rii = 1, i = 1, . . . , d; rij ≤ 0, i 6= j,
and, in addition, R is completely-S, which means that for every principal submatrix [R]J of R
there exists a vector u > 0 such that [R]Ju > 0. Now, switch from R to [R]I . The same conditions
hold:
rii = 1, i ∈ I; rij ≤ 0, i 6= j, i, j ∈ I,
and, in addition, for every principal submatrix [[R]I ]J = [R]J of [R]I , where J ⊆ I, there exists
a vector u > 0 such that [R]Ju > 0. This means that [R]I is also a reflection nonsingular M-
matrix. 
Lemma 5.7. If A ≥ B ≥ 0 and C ≥ D ≥ 0 are matrices such that the matrix products AC and
BD are well defined, then AC ≥ BD ≥ 0.
The proof is trivial.
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