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Abstract
Complementing a recent observation of Newman and Rabinovich
for p = 1 we observe here that for all 0 < p < 2 any k points in Lp
embeds with distortion (1 + ε) into ℓnp where n is linear in k (and
polynomial in ε−1).
1 Introduction
The very well known Johnson–Lindenstrauss Lemma [JL] asserts that, for
all k and ε > 0, any k points in a Hilbert space embed with distortion 1 + ε
into ℓn2 for n = O(ε
−2 log k). It is also known that nothing similar to that
occurs for the L1 norm: There are k points in L1 which if embedded in ℓ
n
1
with distortion D forces n ≥ kc/D
2
for large D ([BC], and [LN] for a simpler
proof) and n ≥ k1−O(1/ log(1/(D−1))) for D close to 1 ([ACNN]). As for upper
bound on n, until recently the best that was known was that any n points in
Lp embed isometrically in ℓ
O(k2)
p ([B]) and with distortion 1+ε in ℓ
O(ε−2k log k)
p
for 0 < p < 2 and in ℓ
O(ε−2kp/2 log k)
p for 2 < p < 4 ([Sc1]). Recently, Newman
and Rabinovich [NR] observed that a recent result of Batson, Spielman and
Srivastava [BSS] implies that one can remove the logk for p = 1 and get that
k points in L1 (1 + ε)-embed into ℓ
O(ε−2k)
p . Here we show, also using [BSS], a
similar result for all 0 < p < 2. Our dependence on ε is however worse: Any
k points in Lp, 0 < p < 2, (1 + ε)-embed into ℓ
O(ε
−(2+ 2p )k)
p . The O notation
hides a constant depending on p.
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2 The main result
We shall use the following two theorems. The first one is due in this form to
Talagrand [T] and is not known to give the best possible dependence on ε.
(For ρ = 1/2 there is a better result by Kahane [K].)
Theorem 1 ([T]) For each ε > 0 and 0 < ρ < 1 there is a positive integer
k = k(ε, ρ) and a map ϕ : R → Rk such that
(1 + ε)−1|x− y|ρ ≤ ‖ϕ(x)− ϕ(y)‖2 ≤ (1 + ε)|x− y|
ρ
for all x, y ∈ R. Moreover, k ≤ K(ρ)ε−1/ρ.
The second theorem we shall use is a relatively new theorem of Batson,
Spielman and Srivastava.
Theorem 2 ([BSS]) Suppose 0 < ε < 1 and A =
∑m
i=1 viv
T
i are given, with
vi column vectors in R
k. Then there are nonnegative weights {si}
m
i=1, at most
⌈k/ε2⌉ of which are nonzero, such that, putting A˜ =
∑m
i=1 siviv
T
i ,
(1 + ε)−2xTAx ≤ xT A˜x ≤ (1 + ε)2xTAx (1)
for all x ∈ Rk.
We shall need the following simple corollary of this theorem which in turn
is a generalization of Corollary 1 of [Sc2], dealing with the case s = 1.
Corollary 1 Let Xl, i = 1, 2, . . . , s, be s k-dimensional subspaces of ℓ
m
2 and
let 0 < ε < 1. Then there is a set σ ⊂ {1, 2, . . . , m} of cardinality at most
n ≤ ε−2ks and positive weights {si}i∈σ such that
(1 + ε)−1‖x‖2 ≤ (
∑
i∈σ
six
2(i))1/2 ≤ (1 + ε)‖x‖2 (2)
for all l = 1, 2, . . . , s and all x = (x(1), x(2), . . . , x(m)) ∈ Xl.
Proof: Let ul1, u
l
2, . . . , u
l
k be an orthonormal basis for Xl, l = 1, 2, . . . , s;
ulj = (u
l
j(1), u
l
j(2), . . . , u
l
j(m)), j = 1, . . . , k. Put v
lT
i = (u
l
1(i), u
l
2(i), . . . , u
l
k(i)),
i = 1, . . . , m, l = 1, . . . , s. Let also vi be the concatenation of v
1
i , v
2
i , . . . , v
s
i
forming a column vector in Rks. Then A =
∑m
i=1 viv
T
i , is a ks × ks matrix
whose s k × k successive central submatrices are the k × k identity matrix.
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Let si be the weights given by Theorem 2 with k replaces by ks. Let also
σ ⊂ {1, . . . , m} denote their support; The cardinality of σ is at most ε−2ks.
Let l = 1, . . . , s and x =
∑k
i=1 aiu
l
i = (x(1), x(2), . . . , x(m)) ∈ Xl. Apply (1)
to the vector a¯ ∈ Rks where a¯T = (0¯, . . . , 0¯, aT , 0¯, . . . , 0¯)T with 0¯ denotes 0
vector in Rk and aT = (x1, . . . , xk) stand in the (l− 1)k+ 1 to the lk places.
Then
(1 + ε)−2‖x‖22 = (1 + ε)
−2aT
m∑
i=1
vliv
lT
i a ≤ a
T
m∑
i=1
siv
l
iv
lT
i a ≤ (1 + ε)
2‖x‖22.
Finally, notice that, for each i = 1, . . . , m and l = 1, . . . , s, aTvliv
lT
i a = x(i)
2
is the square of the i-th coordinate of x. Thus,
aT
m∑
i=1
siv
l
iv
lT
i a =
m∑
i=1
six(i)
2.
The main result of this note is:
Theorem 3 For all 0 < p < 2 there is a constant K(p) such that for all
ε > 0 and all z1, z2, . . . , zk in Lp there are w1, w2, . . . , wk in ℓ
n
p satisfying
‖zi − zj‖ ≤ ‖wi − wj‖ ≤ (1 + ε)‖zi − zj‖
for all i, j, where n ≤ K(p)k/ε2+
2
p .
Proof: Let ϕ : R → Rs with s ≤ K(p)ε−2/p be the function from Theorem
1:
(1 + ε)−1|r − s|p/2 ≤ ‖ϕ(r)− ϕ(r′)‖ ≤ (1 + ε)|r − s|p/2 (3)
for all r, r′ ∈ R. Assume as we may that z1, z2, . . . , zk ∈ ℓ
m
p for some finite m
and consider the map φ : Rm → Rms given by
φ(r1, r2, . . . , rm) = (ϕ(r1), ϕ(r2), . . . , ϕ(rm)).
Let Pl : R
ms → Rm, l = 1, . . . , s, be the restriction operator to the coordi-
nates {l, s+ l, s+2l, . . . , s+(m−1)l}. Consider the s subspaces of Rm given
by
Xl = span{Plφ(z1), . . . , Plφ(zk)}
3
l = 1, . . . , s. Apply Corollary 1 to these s subspaces to get a set σ ⊂
{1, 2, . . . , m} of cardinality at most n ≤ ε−2ks and positive weights {si}i∈σ
such that
(1 + ε)−1‖x‖2 ≤ (
∑
i∈σ
six
2(i))1/2 ≤ (1 + ε)‖x‖2 (4)
for all l = 1, 2, . . . , s and all x = (x(1), x(2), . . . , x(m)) ∈ Xl. Applying (4)
to x = Plφ(zu)− Plφ(zv) we get
(1 + ε)−2‖Plφ(zu)− Plφ(zv)‖
2
2 ≤
∑
i∈σ
si(Plφ(zu)− Plφ(zv))
2(i) (5)
≤(1 + ε)2‖Plφ(zu)− Plφ(zv)‖
2
2.
Adding up these s inequalities, we get
(1+ε)−2‖φ(zu)−φ(zv)‖
2
2 ≤
∑
i∈σ
si‖(φ(zu)−φ(zv))(i)‖
2
2 ≤ (1+ε)
2‖φ(zu)−φ(zv)‖
2
2
where by φ(r¯)(i) we mean the restriction of φ(r¯) to the s coordinates
(i− 1)s+ 1 to is. Applying (3) we now get
(1 + ε)−6‖zu − zv‖
p
p ≤
∑
i∈σ
si‖(zu − zv)(i)‖
p
p ≤ (1 + ε)
6‖zu − zv‖
p
p
for all u and v.
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