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THE BAYESIAN FORMULATION AND WELL-POSEDNESS OF
FRACTIONAL ELLIPTIC INVERSE PROBLEMS
NICOLA´S GARCI´A TRILLOS AND DANIEL SANZ-ALONSO
Abstract. We study the inverse problem of recovering the order and the diffusion coefficient of an
elliptic fractional partial differential equation from a finite number of noisy observations of the solution.
We work in a Bayesian framework and show conditions under which the posterior distribution is given
by a change of measure from the prior. Moreover, we show well-posedness of the inverse problem, in
the sense that small perturbations of the observed solution lead to small Hellinger perturbations of the
associated posterior measures. We thus provide a mathematical foundation to the Bayesian learning of
the order —and other inputs— of fractional models.
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1. Introduction
1.1. Aim and Relevance The great promise of nonlocal models described by
fractional partial differential equations (FPDEs) has been largely confirmed in appli-
cations as varied as groundwater flow, finance, materials science, and mathematical
biology. A common scenario is that fractional order models are well established, and
yet the correct order is hard to determine as it may depend on specific features of the
problem. This is for instance the case in the modeling of viscoelastic materials [4],
where in practice the order and parameters of the models are determined by laboratory
experiments that often contain non-negligible amounts of uncertainty and errors [20].
The aim of this paper is to provide a probabilistic framework for a fractional elliptic
equation. This framework acknowledges any uncertainty in the order and the diffusion
coefficient of the equation, and allows to reduce said uncertainty by the use of partial
and noisy measurements of the output solution. In this way we extend the Bayesian
formulation of elliptic inverse problems proposed in [11] to fractional order models, and
introduce —to the best of our knowledge— the first Bayesian approach to learning the
order of a FPDE.
Other than their applied importance in modelling, there is a further motivation for
the study of fractional equations, and specifically their inversion. Indeed, the solution to
classical integer order PDEs in physical space can some times be recovered from a FPDE
in the lower-dimensional boundary of the physical domain. Output measurements are
often taken in the boundary, and hence relate naturally to the fractional equation. With
the Bayesian approach proposed in this paper, uncertainty in the solution in the full
physical domain —after boundary measurements are taken— could be characterized as
follows: i) describe the uncertainty in the inputs of the FPDE; ii) reduce the uncertainty
by use of boundary measurements; iii) propagate the remaining uncertainty in the inputs
to characterize the uncertainty in the solution to the FPDE; and iv) use the mapping
from boundary to physical domain to characterize the uncertainty in the full solution.
An example is given by the full 3D quasi-geostrophic equations, whose streamlines
can be recovered from the 2D surface quasi-geostrophic equations (which contains a
fractional diffusive term) by solving an elliptic PDE in 3D. Data assimilation using
boundary measurements for this system has been studied in a sequential context [16].
An example that is more closely related to the framework of this paper is given by the
thin obstacle problem in the introduction of [8].
1.2. Framework and Main Results In order to describe the inverse problem
of interest, we now introduce a working definition of the FPDE that will constitute our
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forward model. A more detailed mathematical account will be given in Section 3. We
work in a bounded Lipschitz domain D⊂Rd, and let LA :=−div(A(x)∇x). For 0<s<1
we let LsA denote a fractional power of the elliptic operator LA (see equation (3.1),
Section 3). We then consider the Neumann problem{
LsAp =f, in D,
∂Ap = 0, on ∂D,
(1.1)
where ∂Ap :=A(x)∇p ·ν, and ν is the exterior unit normal to ∂D. Extensions to other
boundary conditions are possible. The right-hand side f is assumed to be known, and
conditions on its regularity will be given. The inputs s and A are assumed to contain
non-negligible uncertainty. We suppose, however, that the diffusion coefficient A=A(x)
is known to be symmetric and strictly elliptic. The later means that there are positive
constants λA and ΛA such that, for almost every x∈D,
λAId≤A(x)≤ΛAId, (1.2)
where Id is the d×d identity matrix, and M1≥M2 if M1−M2 is positive semi-definite.
The constants λA and ΛA can be recovered sharply in terms of the minimum and
maximum eigenvalues of the A(x) over D. For such optimal λA and ΛA we refer to
ΛA/λA as the ellipticity of A. Under mild assumptions equation (1.1) has a unique
solution p=ps,A. The forward map is then defined as the map F :X→Z from inputs
(s,A)∈X to the solution ps,A∈Z.We consider different choices of input parameter space
X and corresponding space of outputs Z, see Settings 4.1 and 4.6 below. We investigate
the inverse problem of learning the inputs (s,A)∈X from a finite dimensional vector
y∈Rm of partial and noisy measurements of the output solution p∈Z. More precisely,
we assume the additive Gaussian observation model
y=G((s,A))+η, (1.3)
where G is the composition of the forward map F :X→Z with a bounded linear func-
tional O :Z→Rm representing an observation map, and η is a vector of measurement
errors that we assume to be centered and Gaussian with known positive definite covari-
ance Γ, η∼N(0,Γ).
We follow the Bayesian approach to inverse problems [17], [23] and put a prior
distribution µ0 on the inputs (s,A)∈X, aiming to capture both the uncertainty and the
available knowledge about the inputs. The prior is then conditioned on the observed
data y to produce —via Bayes’ rule— a posterior distribution µy on the space X of
input parameters. Note, however, that application of Bayes’ rule in this setting requires
careful justification since our space of parameters is infinite dimensional. We will provide
such justification here in two different settings. That is the content of our first main
result:
Theorem 1.1. Under the conditions of Setting 4.1 or Setting 4.6 below, the forward
map F :X→Z is continuous. Therefore, if the prior µ0 is any measure with µ0(X) = 1,
then the Bayesian inverse problem of recovering inputs u := (s,A)∈X of the FPDE (1.1)
from data
y=G(u)+η, η∼N(0,Γ),
is well formulated: the posterior µy is well defined in X and it is absolutely continuous
with respect to µ0. Moreover, the Radon-Nikodym derivative is given by
dµy
dµ0
(u) =
1
Z
exp
(
−1
2
|y−G(u)|2Γ,
)
, Z=
∫
X
exp
(
−1
2
|y−G(u)|2Γ
)
dµ0(u), (1.4)
N. Garc´ıa Trillos, and D. Sanz-Alonso 3
where | · |Γ = |Γ−1/2 · |, and | · | is the Euclidean norm in Rm.
The proof is given in Section 4. We remark that measurability of G would suffice
for the above result to hold. Measurability of G is implied by the shown continuity of
F and the assumed continuity of O.
Our second main result concerns well-posedness of the Bayesian inverse problem,
in the sense that small perturbations in the data lead to small Hellinger perturbations
of the corresponding posterior measures. We recall that the Hellinger distance between
two probability measures µ,µ′ (defined in the same measurable space) is given by
DHell(µ,µ
′)2 =
1
2
∫ (√
dµ
dν
−
√
dµ′
dν
)2
dν, (1.5)
where ν is any reference probability measure with respect to which both µ and µ′ are
absolutely continuous (e.g. 12µ+
1
2µ
′). We then have:
Theorem 1.2. Suppose Setting 4.1 or Setting 4.6 below are in place, and that the prior
µ0 satisfies Assumption 5.1. Then there is C=C(r) such that, for all y1,y2∈Rm with
|y1|,|y2|≤ r,
DHell(µ
y1 ,µy2)≤C|y1−y2|. (1.6)
The proof can be found in Section 5. Stability of the Hellinger distance guar-
antees stability of posterior expectations under perturbations in the data. Precisely,
(1.6) implies that for h∈L2µy (X)∩L2µy′ (X) there is C, depending only on r and on the
expectation of h2 under µy and µy
′
, such that∣∣∣Eµyh−Eµy′h∣∣∣≤C|y−y′|.
1.3. Scope and Novelty
Existence and well-posedness results similar to Theorems 1.1 and 1.2 have been
established for a number of Bayesian inverse problems, see e.g. [23], [11]. However, the
proofs of our main results require new techniques that rely on state-of-the art (F)PDE
regularity theory. We now briefly review some of the novel features in the scope and
analysis of the Bayesian inverse problem studied in this paper:
1. Bayesian learning of the order of the model —and potentially of spatially-
variable order models— is bound to find applications in finance, material sci-
ence, the geophysical sciences, and beyond. Our results build on the recently
developed theory of Bayesian inverse problems in function space [23]. We pro-
vide a brief review in Section 2.
2. We show (Subsection 4.1.1) continuity of the forward map using spectral theory
of self-adjoint, compact operators. This proof relies on the spectral definition
of the fractional operator LsA, described in Subsection 3.1, and allows, at most,
for right-hand side f ∈L2(D).
3. We make use of the extension problem for elliptic FPDEs, reviewed in Subsec-
tion 3.2. This powerful idea allows to study elliptic FPDEs by means of an
associated elliptic PDE in higher dimensional space with degenerate diffusion
coefficient. The extension problem for the fractional Laplacian was introduced
in [7], and then generalized in [21], [22] to more general second order elliptic
operators, such as the ones considered in this paper. We provide a second proof
of continuity of the forward map using the extension problem in Subsection
4.1.2. This approach allows for source f ∈H−s, at least for certain priors.
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4. The proof of Theorem 1.1, and specially that of Theorem 1.2, requires careful
analysis of how different constants appearing in regularity estimates depend
on the ellipticity of the base elliptic operator LA. In particular, and as part
of our analysis, we study the effect of the ellipticity on different fractional
Sobolev norms (Remark 4.5) and on the Cacciopoli estimates in [8]. The later
is necessary in order for the theory to cover log-normal type priors —widely
used in applications— for the diffusion coefficient.
1.4. Literature
We conclude this introduction by relating our work to the literature. An extensive
review of fractional dynamics, their applications, and their connection to stochastic pro-
cesses is [18]. The interplay between fractional diffusion and stochastic processes sheds
light into their key applied relevance: the Feynman-Kac formula for general α-stable
Le´vy processes [5], [2] —widely used, for instance, in finance— is a fractional Laplacian
diffusion [6] (with integer order for Brownian motion). Fractional derivatives have been
used to model groundwater flow [3], and a deep analysis of the fractional porous medium
equation is given in [12]. The regularity theory for the Neumann problem (1.1) —as
well as the Dirichlet problem— has been thoroughly studied in [8]. Two important tools
in the analysis of elliptic FPDEs are the extension problem, by which the analysis can
be reduced to that of an elliptic PDE with degenerate diffusion coefficient [7], [22] [21],
and the use of characterizations of the fractional Laplacian based on the heat semigroup
or Poisson kernels [8]. On the computational side, finite element methods for fractional
problems have also been studied via the extension argument [19] —see also [1]. The in-
verse problem considered here could be amenable to classical regularization approaches
[14], and there has been recent interest in inverse problems for related fractional models
[15], [28]. The Bayesian formulation that we adopt has, however, two main appealing
features, see e.g. [23]. First, the prior provides a natural way (with a clear probabilistic
interpretation) of regularizing the otherwise underdetermined inverse problem. Second,
the solution to the Bayesian inverse problem, i.e. the posterior measure, contains in-
formation on the remaining uncertainty in the inputs after the observations have been
assimilated. A precise understanding of the uncertainty in the inputs is key in order
to characterize the uncertainty in the solution to (1.1). In this regard, the numerical
propagation of uncertainty through differential models is an active area of research [25],
[26]. A textbook on the Bayesian approach to inverse problems is [17]. The formulation
was extended to function space settings —such as the one considered in this paper— in
[23]. The infinite dimensional elliptic inverse problem was studied in [11], and posterior
consistency was established in [24]. The derivation of posterior consistency results in
the fractional setting will be the subject of future work, as will be the investigation of
spatially-varying order models [27] and priors [9]. We also intend to study the specific
computational challenges of the Bayesian inverse problem arising from the fractional
forward model.
Outline Section 2 reviews the Bayesian approach to inverse problems in function
space. Section 3 introduces the mathematical formulation of the forward model (1.1).
In Section 4 we show continuity of the forward map, thereby proving Theorem 1.1.
Section 5 contains the proof of Theorem 1.2. A simple example is given in Section 6.
We close in Section 7. The proofs of some auxiliary results are brought together in an
appendix.
Notation We let S+(Rd) be the space of d×d real positive definite matrices.
Function spaces of zero-mean functions will be denoted with a subscript “avg”. For
instance, L2avg(D) will denote the space of functions h∈L2(D) with
∫
D
h(x)dx= 0.
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2. Bayesian Inverse Problems Let X and Z be two separable Banach spaces.
X will represent the space of input parameters for (1.1), and Z will represent the space
of corresponding output solutions. Let F :X→Z be the forward map from inputs to
outputs, and let O :Z→Rm be the observation map from outputs to data. Suppose that
F and O are Borel measurable maps and denote G :=O◦F . We consider the inverse
problem
y=G(u)+η, (2.1)
where the aim is to recover the input u from data y. We assume that η∼N(0,Γ) for
given positive definite Γ. We follow the Bayesian approach and put a prior µ0 on the
unknown u. The conditional law of u given y is known as the posterior measure, and
will be denoted µy. The following two propositions are an immediate consequence of the
theory of inverse problems in function space introduced in [23], and further developed
in [10]. We will use them to show our main results Theorem 1.1 and 1.2.
Proposition 2.1 (Posterior definition). Suppose that the map G :X→Rm is measurable
and that µ0(X) = 1. Then the posterior distribution µ
y is absolutely continuous with
respect to µ0, and the Radon-Nikodym derivative is given by
dµy
dµ0
(u) =
1
Z
exp
(
−1
2
|y−G(u)|2Γ,
)
, Z=
∫
X
exp
(
−1
2
|y−G(u)|2Γ,
)
dµ0(u). (2.2)
Proposition 2.2 (Hellinger continuity). Assume that µ0(X) = 1, and that G ∈L2µ0(X).
Then there is C=C(r) such that, for all y1,y2∈Rm with |y1|, |y2|≤ r,
DHell(µ
y1 ,µy2)≤C|y1−y2|.
3. Forward Model In this section we give the mathematical formulation of
the forward model (1.1). It is important to note that there is no canonical way to
define fractional powers of the base elliptic operator LA=−div(A(x)∇x) in bounded
domains. In this paper we adopt the spectral definition –see equation (3.1) below. The
associated fractional elliptic problem has been recently studied both analytically [8] and
computationally [19]. We refer to [1] for further discussion on different definitions of
fractional Laplacians.
3.1. Basic Formulation and Spectral Considerations
The diffusion coefficient A(x)∈Rd×d of LA will be assumed to be symmetric,
bounded, measurable, and to satisfy a uniform elliptic condition, see (1.2). Since we are
considering the Neumann problem, we restrict the domain of LA to H
1
avg(D), and note
that L2avg(D) admits an orthonormal basis of eigenfunctions of LA, ψk ∈H1avg(D), k≥0,
with corresponding eigenvalues 0<λ1≤λ2↗∞. This allows us to define, for 0<s<1
and p(x) =
∑∞
k=1pkψk(x),
LsAp(x) =
∞∑
k=1
λskpkψk(x). (3.1)
The domain of LsA is the space Hsavg(D) of functions p∈L2avg(D) with
‖p‖2HsA :=
∞∑
k=1
λsk〈p,ψk〉2L2 <∞. (3.2)
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This space has Hilbert structure when endowed with the inner product
〈p,q〉HsA :=
∞∑
k=1
λskpkqk,
where q=
∑∞
k=1qkψk ∈Hsavg(D). The space Hsavg(D) does not depend on A. Indeed
Hsavg(D) can be equivalently defined as zero-mean functions in the closure of C
∞(D)
with respect to the norm ‖·‖2Hs :=‖·‖2L2 +[ · ]2Hs , where
[p]Hs :=
∫
D
∫
D
(
p(x)−p(z))2
|x−z|d+2s dxdz,
see [8]. Indeed, the analysis in Subsection 4.1 —see Remark 4.5— shows that there is
Cs independent of A such that [p]Hs ≤Cs‖p‖HsA . This will be used in Subsection 4.2 in
to order to formulate the Bayesian inverse problem in the case of smooth A.
Any functional f ∈H−savg(D) acting on Hsavg(D) can be written as f =
∑∞
k=1fkψk,
where
∑
k=1λ
−s
k f
2
k <∞. For any such f there is a unique solution p=ps,A∈Hsavg(D) to
(1.1) given by
ps,A=
∞∑
k=1
λ−sk fkψk.
In the extreme case s= 0, if f ∈L2avg(D) then (1.1) has a unique solution p∈L2avg(D). In
Section 4 we study the spectral properties of the operator L−1A that maps g∈L2avg(D)
to the solution p∈L2avg(D) to {
LAp =g, in D,
∂Ap = 0, on ∂D.
(3.3)
The previous paragraph implies that L−1A is well defined. Moreover L
−1
A is continuous,
compact, and self-adjoint with respect to the usual L2-inner product.
3.2. The Extension Problem In this subsection we introduce the extension
problem that will be used to show continuity of the forward map in Subsection 4.1.2.
For uniformly elliptic A and s∈ (0,1) let a := 1−2s, and let
B(x) :=
(
A(x) 0
0 1
)
∈R(d+1)×(d+1). (3.4)
We denote by Ps,A :D×(0,∞)→R the solution to the extension problem
div(yaB∇Ps,A) = 0, in D×(0,∞),
∂APs,A= 0, on ∂D× [0,∞),
Ps,A(x,0) =ps,A(x), on D.
(3.5)
In weak form (3.5) can be formulated as∫
Ω
∫ ∞
0
〈B∇Ps,A,∇φ〉yadydx= cs
∫
Ω
LsAps,Aφ(x,0)dx, ∀φ∈H1avg(D×(0,∞),yadydx).
(3.6)
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Here cs is a constant only depending on s, φ(·,0) is interpreted as the trace
of φ on D×{0}, and H1avg(D×(0,∞),yadydx) is the space of functions in H1(D×
(0,∞),yadydx) satisfying ∫
D
φ(x,y)dx= 0, a.e. y∈ (0,∞);
For convenience we recall that the weighted Sobolev space H1(D×(0,∞),yadydx)
is defined as the completion of smooth functions φ under the norm
‖φ‖2H1(D×(0,∞),yadydx) :=
∫
D
∫ ∞
0
|φ(x,y)|2yadydx+
∫
D
∫ ∞
0
|∇φ(x,y)|2yadydx
=:‖φ‖2L2(D×(0,∞),yadydx) +[φ]2H1(D×(0,∞),yadydx).
4. Bayesian Formulation of Fractional Elliptic Inverse Problems
In this section we show continuity of the forward map under two sets of regularity
conditions on the diffusion coefficient A and the right-hand side f of the elliptic FPDE
(1.1). These conditions are found in Settings 4.1 and 4.6 below. Continuity of the
forward map, combined with Proposition 2.1, establishes Theorem 1.1. In Subsection
4.1 (Setting 4.1) we impose no regularity on the elliptic diffusion coefficient, whereas in
Subsection 4.2 (Setting 4.6) we assume that it is differentiable. In the former setting
solutions to (1.1) are not necessarily continuous, while in the later setting solutions to
(1.1) are continuous [8].
4.1. Non-smooth Case: Measurements from Bounded Linear Functionals
This subsection is devoted to the proof of Theorem 1.1 in the following setting.
Setting 4.1. The right-hand side f of (1.1) is in L2avg(D). We let E be the space of
matrix-valued functions A(x) in L∞(D :S+(Rd)) for which the elliptic condition (1.2)
is in place. We let X := (0,1)×E and Z :=L2avg(D). We let
F :X→Z, (s,A) 7→ps,A
which maps inputs (s,A)∈X into the solution ps,A∈Z to the FPDE (1.1). Finally, we
let O :Z→Rm be a bounded linear functional, and set G=O◦F .
We provide two different proofs. The first one is based on standard results on the
stability of the spectrum of compact self-adjoint operators. The second one relies on
PDE techniques proposed in [7] and [8], where the fractional equation is interpreted as a
Dirichlet to Neumman map of an appropriate elliptic equation on an extended domain.
4.1.1. The Spectral Approach Let us start with the proof based on spectral
methods. For a given A∈E, we recall that as a map between L2avg(D) into itself, L−1A
is a self-adjoint (with respect to the usual L2-inner product) and compact operator.
Furthermore, its eigenfunctions coincide with those of LA and its eigenvalues are the
reciprocals of those of LA. Lemma 4.2 and Proposition 4.3 below are proved in the
Appendix for completeness. They are key in the spectral proof of Theorem 1.1.
Lemma 4.2. Let A,A′∈E. Then,
‖L−1A −L−1A′ ‖op≤
C
λAλA′
‖A−A′‖∞, (4.1)
where ‖·‖op is the operator norm for operators from L2avg(D) into itself and C is a
constant that depends only on the domain D.
8 The Bayesian Formulation and Well-Posedness of Fractional Elliptic Inverse Problems
Proposition 4.3. For every fixed N ∈N, A∈E there exist constants C and δ>0 (de-
pending on N and A) such that for every A′∈E with ‖A−A′‖∞≤ δ we have∣∣∣∣ 1λi − 1λ′i
∣∣∣∣≤C‖A−A′‖∞, i= 1,. ..,N,
and
‖ψi−ψ′i‖L2 ≤C‖A−A′‖∞, i= 1,. ..,N,
for some orthonormal set {ψ1,. ..,ψN} of eigenfunctions of L−1A with eigenvalues
1
λ1
≥···≥ 1λN and some orthonormal set {ψ′1,. ..,ψ′N} of eigenfunctions of L
−1
A′ with
eigenvalues 1λ′1
≥···≥ 1λ′N .
Proof of Theorem 1.1, Setting 4.1, spectral approach. Fix (s,A)∈X and ε>0. Because
f ∈L2(D), we may pick N ∈N in such a way that regardless of the orthonormal basis of
eigenfunctions {ψ1,ψ2,. ..} of L−1A (with corresponding eigenvalues 1λ1 , 1λ2 ,. ..) we have
max
{ 1
λ21
,1
} ∞∑
i=N+1
〈ψi,f〉2L2 <ε2.
Let us now take A′∈E with ‖A′−A‖∞<δ, where δ is as in Proposition 4.3, and
consider two bases {ψ1,. ..,ψN ,. ..}, {ψ′1,. ..,ψ′N ,. ..} of L2avg(D) consisting of eigenfunc-
tions of L−1A and L
−1
A′ for which the first N corresponding eigenfunctions are related as
in Proposition 4.3.
Recall that ps,A :=L
−s
A f may be written as
ps,A=
∞∑
i=1
1
λsi
〈f,ψi〉L2ψi.
Now, for s′∈ (0,1) with s′≥s, it is straightforward to check that ps′,A :=L−s
′
A f solves
the equation (1.1) with fractional power s but with right hand side equal to
f ′ :=
∞∑
i=1
1
λs
′−s
i
〈f,ψi〉L2ψi.
Notice that f ′ belongs to L2avg(D) since s
′≥s and f ∈L2avg(D). In particular, it follows
that
LsA(ps,A−ps′,A) =f ′−f. (4.2)
Hence,
λ2s1 ‖ps,A−ps′,A‖2L2 ≤
∞∑
i=1
λ2si 〈ps,A−ps′,A,ψi〉2L2 =‖f ′−f‖2L2 ,
and so
‖ps,A−ps′,A‖L2 ≤ 1
λs1
‖f ′−f‖L2 ≤max
{
1
λ1
,1
}
‖f ′−f‖L2 .
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The norm ‖f ′−f‖L2 can be estimated by
‖f ′−f‖2L2 ≤max

(
1
λs
′−s
1
−1
)2
,
(
1
λs
′−s
N
−1
)2‖f‖2L2
+max
{
1
λ
2(s′−s)
1
,1
} ∞∑
i=N+1
〈f,ψi〉2L2
≤CA,N |s′−s|2 +CA
∞∑
i=N+1
〈f,ψi〉2L2 ,
so that in particular,
‖ps,A−ps′,A‖L2 ≤CA,N |s′−s|+CA
( ∞∑
i=N+1
〈f,ψi〉2L2
)1/2
≤CA,N |s′−s|+CAε. (4.3)
Changing the roles of s′ and s, we can show in a similar fashion that even when 0<s′<s
inequality (4.3) is still valid.
Let us now introduce the operators SN and S
′
N
SNg :=
N∑
i=1
1
λs
′
i
〈g,ψi〉L2ψi, S′Ng :=
N∑
i=1
1
λ
′s′
i
〈g,ψ′i〉L2ψ′i,
which are truncated versions of L−s
′
A and L
−s′
A′ respectively. It follows that,
‖ps′,A−SNps′,A‖2L2 ≤
1
λ2s
′
1
∞∑
i=N+1
〈f,ψi〉2L2 <ε2
and similarly,
‖ps′,A′−S′Nps′,A′‖2L2 ≤
1
λ
′2s′
1
∞∑
i=N+1
〈f,ψ′i〉2L2
≤ 1
λ
′2s′
1
(
‖f‖2L2−
N∑
i=1
〈f,ψ′i〉2L2
)
≤max
{
1
λ
′2
1
,1
}(
‖f‖2L2−
N∑
i=1
〈f,ψ′i〉2L2
)
≤CA
(
‖f‖2L2−
N∑
i=1
〈f,ψi〉2L2
)
+CA,N‖A−A′‖2∞
≤CAε2 +CA,N‖A−A′‖2∞
where the fourth inequality follows from Proposition 4.3. The above inequalities com-
bined with Proposition 4.3 imply that
‖SNps′,A−S′Nps′,A‖L2 ≤CA,N‖A−A′‖∞.
Combining all the previous inequalities with (4.3), we conclude that
‖ps,A−ps′,A′‖L2 ≤CA,N (|s−s′|+‖A−A′‖∞)+CAε. (4.4)
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Therefore, for all (s′,A′) satisfying |s−s′|+‖A−A′‖∞<min
{
ε
CA,N
,δ
}
,
‖F(s,A)−F(s′,A′)‖L2 <CAε,
and continuity of F is proved.
4.1.2. The Extension Approach
Let us now consider the second proof of Theorem 1.1 in Setting 4.1. This proof
serves as an alternative to studying the stability of the spectra of L−1A .
Proof of Theorem 1.1, Setting 4.1, extension approach. Let Ps,A and Ps,A′ be the so-
lutions to (3.5) with inputs (s,A) and (s,A′), respectively. Using the test function
φ :=Ps,A−Ps,A′ in the associated weak formulations (3.6) we deduce that∫
Ω
∫ ∞
0
〈B∇Ps,A,∇(Ps,A−Ps,A′)〉yadydx= cs
∫
Ω
LsAps,A(ps,A−ps,A′)dx
and that∫
Ω
∫ ∞
0
〈B′∇Ps,A′ ,∇(Ps,A−Ps,A′)〉yadydx= cs
∫
Ω
LsA′ps,A′(ps,A−ps,A′)dx.
Since both LsAps,A and L
s
A′ps,A′ are equal to f , we deduce that∫
Ω
∫ ∞
0
〈B∇Ps,A,∇(Ps,A−Ps,A′)〉yadydx=
∫
Ω
∫ ∞
0
〈B′∇Ps,A′ ,∇(Ps,A−Ps,A′)〉yadydx.
Subtracting
∫
Ω
∫∞
0
〈B∇Ps,A′ ,∇(Ps,A−Ps,A′)〉yadydx from both sides of the above equa-
tion we obtain∫
Ω
∫ ∞
0
〈B∇(Ps,A−Ps,A′),∇(Ps,A−Ps,A′)〉yadydx=
∫
Ω
∫ ∞
0
〈(B′−B)∇Ps,A′ ,∇(Ps,A−Ps,A′)〉yadydx
From this it follows that
min{1,λA}
∫
Ω
∫ ∞
0
|∇(Ps,A−Ps,A′)|2yadydx
≤‖A−A′‖∞
(∫
Ω
∫ ∞
0
|∇Ps,A′ |2yadydx
)1/2(∫
Ω
∫ ∞
0
|∇(Ps,A−Ps,A′)|2yadydx
)1/2
.
(4.5)
Therefore, for A′ such that ‖A−A′‖∞≤λA/2,(∫
Ω
∫ ∞
0
|∇(Ps,A−Ps,A′)|2yadydx
)1/2
≤max
{
1,
1
λA
}
‖A−A′‖∞
(∫
Ω
∫ ∞
0
|∇Ps,A′ |2yadydx
)1/2
= csmax
{
1,
1
λA
}
‖A−A′‖∞
(∫
Ω
LsA′ps,A′ps,A′dx
)1/2
≤ csmax
{
1,
1
λA
}
‖A−A′‖∞ 1
λ
′s/2
1
‖f‖L2
≤ csmax
{
1,
1
λA
}
‖A−A′‖∞ 1
λ
s/2
A
‖f‖L2
(4.6)
N. Garc´ıa Trillos, and D. Sanz-Alonso 11
where the first equality follows using the weak formulation for the equation satisfied by
Ps,A′ taking as test function φ :=Ps,A′ and the second to last inequality follows from the
fact that LsA′ps,A′ =f , and the last inequality follows from the variational representation
of the first eigenvalue of L−1A′ and equation (8.2).
It has been shown that the trace of the weighted Sobolev space H1(D×
(0,∞),yadydx) is the space Hs, see Section 7 of [8] and references within. In particular,
there exists a constant Cs depending only on s such that
[ps,A−ps,A′ ]Hs ≤‖ps,A−ps,A′‖Hs ≤Cs‖Ps,A−Ps,A′‖H1(Ω×(0,∞),yadydx).
On the other hand, there exists a constant CD (only depending on the domain D) such
that
‖Ps,A−Ps,A′‖H1(Ω×(0,∞),yadydx)≤CD[Ps,A−Ps,A′ ]H1(Ω×(0,∞),yadydx). (4.7)
Indeed, this follows from the following considerations. First, by Fubini’s theorem the
function Ps,A(·,y)−Ps,A′(·,y) belongs to H1(D) for almost every y∈ (0,∞). Second,
for a.e. y∈ (0,∞) both Ps,A(·,y) and Ps,A′(·,y) have average (in x) equal to zero, and
hence by Poincare´ inequality in D∫
D
|Ps,A(x,y)−Ps,A′(x,y)|2dx≤CD
∫
D
|∇x(Ps,A(x,y)−Ps,A′(x,y))|2dx, a.e. y∈ (0,∞).
Integration with respect to yady yields∫ ∞
0
∫
D
|Ps,A−Ps,A′ |2yadxdy≤CD
∫ ∞
0
∫
D
|∇x(Ps,A(x,y)−Ps,A′(x,y))|2yadxdy
≤CD
∫ ∞
0
∫
D
|∇(Ps,A(x,y)−Ps,A′(x,y))|2yadxdy,
thus establishing (4.7). From (4.6) and (4.7), we deduce that
[ps,A−ps,A′ ]Hs ≤CD,smax
{
1,
1
λA
}
‖A−A′‖∞ 1
λs1
‖f‖L2 .
Finally we use the fact that both ps,A and ps,A′ have average zero and Poincare´ inequality
in Hs (which follows for instance from a compactness argument and Theorem 7.1 in
[13]) to conclude that
‖ps,A−ps,A′‖Hs ≤Cs[ps,A−ps,A′ ]Hs ≤CD,smax
{
1,
1
λA
}
‖A−A′‖∞ 1
λs1
‖f‖L2 . (4.8)
The above shows that for every fixed s the map A 7→F(s,A) is locally Lipschitz
continuous when the range is not only endowed with the L2-norm, but in fact when it is
endowed with the stronger Hs-norm. The continuity of the map F in the first coordinate
(i.e. fixing A and changing s) can be obtained directly from the representation of LsA
in terms of eigenvalues and eigenfunctions.
Remark 4.4. If the marginal of the prior µ0 on its first coordinate was supported in
[s¯,1] for s¯>0, then we could take the space Z to be equal to H s¯ with norm ‖·‖H s¯ . The
above proof shows that the forward map F is indeed continuous. Notice that in that
case, the observation map O may be constructed using H−s¯; the bottom line is that the
map G=O◦F is continuous.
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Remark 4.5. As in (4.6) and (4.8), and using the trace theorem for H1(D×
(0,1),yadydx) we deduce that
[ps,A]Hs ≤‖ps,A‖Hs ≤Cs‖Ps,A‖H1 =Cs[Ps,A]H1 +Cs‖Ps,A‖L2 ≤Cs‖ps,A‖HsA .
Since we also have
[ps,A]
2
HsA =
∞∑
i=1
〈f,ψi〉2L2
λsi
≤ 1
λs1
‖f‖2L2 ,
we conclude that
[ps,A]Hs ≤ Cs
λ
s/2
1
‖f‖L2 ≤ Cs
λ
s/2
A
‖f‖L2 . (4.9)
We will use this identity in the next subsection when we discuss the continuity of the
map G in the pointwise observations case.
4.2. Smooth Case: Pointwise Observations
The presentation of this subsection is parallel to that of the previous one. Here we
prove Theorem 1.1 under the following setting:
Setting 4.6. We let f ∈Lpavg(D) for some p≥2, and let sp := d2p . We let X := (sp,1]∩
C1(D :S+(Rd)), and let Z :=C0(D). As before, we let
F :X→Z, (s,A) 7→ps,A
map inputs (s,A)∈X to the solution ps,A∈Z to the fractional PDE (1.1). Finally, we
let O :Z→Rm be a bounded linear functional, and set G=O◦F .
Remark 4.7. The assumptions on f and A in Setting 4.6 guarantee that the solu-
tion ps,A is continuous [8]. Pointwise observations of the solution constitute a natural
example of observation map O. That is,
O(p) :=
 p(x1)...
p(xm)
 ,
for some fixed points x1,. ..,xm∈D.
To ease the notation we will often write C1 instead of C1(D :S+(Rd)). No confusion
will arise from doing so. Note that C1 is contained in the space E of uniformly elliptic
matrix-valued functions of Setting 4.1.
We are ready to prove Theorem 1.1 in the above setting. The proof combines the
analysis of the non-smooth case in Subsection 4.1 with the regularity theory of Caffarelli
and Stinga [8] to show continuity of the forward map. The formulation of the inverse
problem then follows from Proposition 2.1.
Proof of Theorem 1.1, Setting 4.6. Let A∈C1, s∈ (sp,1] and let ε>0. Consider ps,A :=
L−sA f . We have already shown that there exists δ>0 such that if |s−s′|+‖A−A′‖∞<δ
then
‖ps,A−ps′,A′‖L2 ≤ε.
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Now, from [8] it follows that ps,A=L
−s
A f is an α-Ho¨lder continuous function with α=
2s− dp if 2s− dp <1, and α-Ho¨lder continuous for any α<1 if 2s− dp ≥1. Moreover, its
Ho¨lder seminorm is bounded by
[ps,A]C0,α(D)≤C(‖ps,A‖L2 +[ps,A]Hs +‖f‖Lp), (4.10)
for a constant C depending on s, the modulus of continuity of A and the ellipticity of
A (see Theorem 1.2 in [8]). Using Remark 4.5 we deduce that
[ps,A]C0,α(D)≤C‖f‖Lp ,
for a constant that depends on s, on the modulus of continuity of A, the ellipticity of
A, and the first eigenvalue of LA.
Hence, for any (s′,A′)∈X
[ps′,A′ ]C0,α(D)≤C(‖ps′,A′‖L2 +[ps′,A′ ]Hs +‖f‖Lp),
where the constant C may be taken to be uniform over all s′,A′ with |s−s′|+‖A−
A′‖C1 ≤ δ for some δ>0 small enough.
On the other hand, a simple argument shows that for arbitrary α-Ho¨lder continuous
functions φ1,φ2 we have
‖φ1−φ2‖∞≤CD,αmax{[φ1]C0,α , [φ2]C0,α}d/(2α+d) ·‖φ1−φ2‖2α/(2α+d)L2 ,
where CD,α is a constant that depends on α and the domain D. We can then deduce
that if |s−s′|+‖A−A′‖C1 <δ then,
‖ps,A−ps′,A′‖∞≤C‖f‖d/(2α+d)Lp ε2α/(2α+d).
This shows the continuity of the forward map F :X→Z when X= (sp,1)×C1 and
Z=C0(D) is endowed with the sup norm.
5. Hellinger Continuous Dependence on Observations
We now study the Hellinger continuity of the posterior distribution µy as y changes.
In light of Proposition 2.2 and the discussion proceeding it, we impose some conditions
on the priors µ0 for which we can guarantee the stability of posterior distributions.
Assumption 5.1. In what follows let s−= 0 for Setting 4.1, and s−=sp for Setting
4.6. We assume that the prior µ0 satisfies µ0(X) = 1 and that its marginals µ0,1 and
µ0,2 on the first and second variables satisfy
1. For every polynomial q in two variables∫ ∣∣∣∣q( 1λA ,‖A‖
)∣∣∣∣dµ0,2(A)<∞.
2. The support of µ0,1 is contained in [s−+ε,1−ε] for some small enough ε>0 .
Notice that with these assumptions, µ0,2 is allowed to give positive mass to sets
of A with large ellipticity and large norm, provided the mass decays fast enough. In
particular, µ0,2 can be chosen to be log-Gaussian (like in Remark 5.2 below). In contrast,
notice that the assumptions on µ0,1, that we make for simplicity, rule out any possible
degeneracy in the estimates obtained in Section 4 as s approaches the endpoints of the
interval [s−,1].
14 The Bayesian Formulation and Well-Posedness of Fractional Elliptic Inverse Problems
Remark 5.2. One example of interest of a prior µ0 for which µ0,2 satisfies the first
condition in Assumption 5.1 is the following. Suppose that we pick A according to
A(x) :=e−v(x)Id,
where we recall Id is the identity matrix and where v is chosen according to a Gaussian
process in the appropriate Banach space. It follows that
1
λA
≤e‖v‖ and ‖A‖≤e‖v‖.
We conclude that for any polynomial q in two variables,∫
E
∣∣∣∣q( 1λA ,‖A‖
)∣∣∣∣dµ0,2(A)<∞,
thanks to properties of Gaussian processes.
Proof of Theorem 1.2. Since in both Settings 4.1 and 4.6 we assume that the observation
map O is a bounded functional, the proof reduces to showing that F ∈L2µ0(X) by
Proposition 2.2.
The proof in Setting 4.1 is straightforward, since for every (s,A)∈X we have
‖F(s,A)‖L2 ≤ ‖f‖L2
λs1
≤max
{
1,
1
λ1
}
‖f‖L2 ≤max
{
1,
CD
λA
}
‖f‖L2 ,
where we are using λ1 to denote the first (nonzero) eigenvalue of LA; the last inequality
follows from the variational formula for the first nonzero eigenvalue of LA (see the
Appendix). Assumption 5.1 on µ0 guarantees that F belongs to L2µ0(X). Notice that
in this case we are not fully using Assumption 5.1. Indeed, we are only using the fact
that 1/λA is square integrable.
Let us now consider the proof in setting 4.6. We base our analysis on equations
(4.9) and (4.10). Recall that the constant appearing in the regularity estimates in (4.10)
depends on the ellipticity of A, the modulus of continuity of A and s, but their explicit
dependence is not provided in [8]. For our purposes, understanding the dependence of
the constants on the parameters of the problem is important. Fortunately, the depen-
dence of the constants in the estimates in [8] can be tracked down by modifying slightly
some of the crucial estimates and inequalities in [8]. We point out the steps that need
to be taken to achieve this.
First, the constant in the Caccioppoli inequality in Lemma 3.2 in [8] can be written
as
C= C˜
(
Λ
λ
)2
,
where C˜ is universal and in particular does not depend on A. This follows directly from
the proof provided in [8], given that the “Cauchy inequality with ε>0” can be applied
with ε= λ4(2Λ+1) .
Second, the approximation Lemma (Corollary 3.3 in [8]) is deduced using the Cac-
cioppoli estimate mentioned above and a compactness argument. It is at this stage that
one loses the explicit dependence of constants on ellipticity. One can actually restate
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this approximation lemma by modifying the definition of “normalized solution” U given
in the mentioned corollary. Indeed, one can replace the normalization condition to∫
B1
U(x,0)2dx+
∫
B∗1
U2yadydx≤
(
λ
Λ
)2
.
Then, the same argument in [8], shows that the number δ can be chosen to have the
form
δ= δ˜(ε) · λ
Λ
.
With these modifications, one can follow the arguments in [8] to ultimately prove
that the constant in (4.10) depends polynomially on the ellipticity and the modulus
of continuity of A. This dependence on ellipticity and modulus of continuity is all we
need to guarantee that for µ0 satisfying Assumption 5.1, the forward map F belongs to
L2µ0(X).
6. Example The purpose of this section is to illustrate some aspects of the
theory in an analytically tractable set-up. A more thorough numerical investigation is
beyond the scope of this work. Unlike in the rest of the paper, we assume here A≡1 to
be known, so that LsA=−∆s. Thus we restrict our attention to the case where the only
uncertainty arises from the order s, and we will henceforth drop A from the notation.
6.1. Framework We consider the toy model{
−∆sp = cos(bx)− 2b sin(bpi), in [−pi,pi],
p′(−pi) =p′(pi) = 0. (6.1)
This framework allows us to easily write the eigenfunctions and eigenvalues of the Neu-
mann Laplacian:
φk(x) = cos(kx), λk =k
2, k= 1,2,. ... (6.2)
Moreover f(x) := cos(bx)− 2b sin(bpi) has zero mean and admits the Fourier representa-
tion
f(x) =
∞∑
k=1
(−1)k
b2−k2 cos(kx), −pi≤x≤pi.
The solution p=ps to (6.1) is thus given by
ps(x) =
∞∑
k=1
(−1)k
k2s(b2−k2) cos(kx), −pi≤x≤pi.
This expression gives a tangible representation of the forward map F(s) :=ps. Note
that, for any 0<s≤1, ps is continuous and thus can be evaluated pointwise. We now
describe our observation model.
Let m≥1. We define a grid of m points in [−pi,pi] as follows. If m= 1 we let x1 =pi.
If m≥2 we let h= 2pi/(m−1) and set xj =−pi+jh, j= 0,. ..,m−1. We then define, for
continuous p, O(p) := [p(x1),. ..,p(xm)]T , and G=O◦F .
With the above definitions the inverse problem of interest can be written as
y=G(s)+η, (6.3)
where G(s) = [ps(x1),. ..,ps(xm)]T ∈Rm, and η is assumed to be Gaussian distributed,
η∼N(0,γ2Im×m).
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6.2. Numerical Illustrations In this subsection we represent some posterior
measures on the order s of equation (6.1). We put a uniform prior on s, s∼µ0≡
U [0,1], and generate synthetic data from the underlying parameter s∗= 0.7, according
to the model (6.3) with b= 1/2. We consider three different values for: i) the number
of pointwise observations m; and (ii) the level of the noise in the observations, γ. The
results are shown in Figure 6.1. The posterior is expected to concentrate around the
“true” underlying parameter s= 0.7 in the regimes m→∞ or γ→0, and this can be
observed in Figure 6.1. We remark that the plotted posteriors µy(ds) depend of course of
the realization of the data y, and the plots below represent only one such realization. We
conducted many experiments all of which demonstrate this concentration phenomena.
In particular, it is perhaps surprising that even with one pointwise observation (m= 1)
accurate reconstruction of the order s is possible provided that the observation noise γ
is small enough.
Fig. 6.1: Posterior measures on the order s. The data is generated from s∗= 0.7. The
three rows correspond, respectively, to m= 1, 100, 10000. The three columns correspond
to γ= 0.3, 0.15, 0.075.
7. Conclusions We conclude by summarizing the main outcomes of this work,
and by describing some future research directions.
• We provide the fundamental framework for Bayesian learning of the order and
diffusion coefficient of a FPDE.
• We combine two thriving research areas: the Bayesian formulation of inverse
problems in function space, and the analysis of regularity theory for elliptic
FPDEs.
• We generalize the Bayesian formulation of (integer order) elliptic inverse prob-
lems [11] to the fractional case. We also generalize the existing theory by
considering a matrix-valued —rather than scalar— diffusion coefficient.
• There are many research questions that stem from this paper. First, it would
be interesting to derive posterior consistency and weak convergence results such
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as those available for the (integer) elliptic problem ([24] and [11]). Second, we
intend to investigate the computational challenges that arise from the inversion
of nonlocal models. Finally, there is applied interest in the learning of variable
order models, where the order of the equation is allowed to vary throughout
the physical domain.
8. Appendix
In this appendix we provide a proof of Lemma 4.2 and Proposition 4.3.
Proof of Lemma 4.2. Let g∈L2avg(D), and let p :=L−1A g, p′ :=L−1A′ g. Considering the
test function p−p′ we deduce that∫
D
〈
A∇p,∇(p−p′)〉dx=∫
D
g(p−p′)dx=
∫
D
〈
A′∇p′,∇(p−p′)〉dx.
Subtracting
∫
D
〈
A′∇p,∇(p−p′)〉dx from both sides of the above equation we obtain
−
∫
D
〈
(A−A′)∇p,∇(p−p′)〉dx=∫
D
〈
A′∇(p−p′),∇(p−p′)〉dx.
By Cauchy-Schwarz inequality the left hand side of the above expression is bounded
above by
‖A−A′‖∞
(∫
D
|∇p|2dx
)1/2(∫
D
|∇(p−p′)|2dx
)1/2
.
Hence,
λA′
∫
D
|∇(p−p′)|2dx≤
∫
D
〈
A′∇(p−p′),∇(p−p′)〉dx
≤‖A−A′‖∞
(∫
D
|∇p|2dx
)1/2(∫
D
|∇(p−p′)|2dx
)1/2
.
We conclude that,(∫
D
|∇(p−p′)|2dx
)1/2
≤ 1
λA′
‖A−A′‖∞
(∫
D
|∇p|2dx
)1/2
.
The above inequality combined with Poincare´ inequality and a standard energy argu-
ment yield
‖p−p′‖L2 ≤C
(∫
D
|∇(p−p′)|2dx
)1/2
≤ C
λA′λA
‖A−A′‖∞‖g‖L2(D),
where C is a constant only depending on D. Therefore,
‖L−1A −L−1A′ ‖op≤
C
λA′λA
‖A−A′‖∞.
Before proving Proposition 4.3 we show that for arbitrary uniformly elliptic A and
A′ we have that
|λA−λA′ |≤‖A−A′‖∞. (8.1)
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For an arbitrary d×d matrix B we denote by |B| its spectral norm. If B is positive
definite, i.e. B∈S+(Rd), we denote by λminB its smallest eigenvalue. Then, for B,B′∈
S+(Rd),
|λminB −λminB′ |≤ |B−B′|. (8.2)
Indeed, by Courant Fisher theorem, if x is an arbitrary element of Rd with unit Eu-
clidean norm,
λminB ≤〈Bx,x〉=
〈
(B−B′)x,x〉+〈B′x,x〉
≤ |B−B′|+〈B′x,x〉.
Minimizing the right-hand side over x∈Rd with unit norm,
λminB ≤|B−B′|+λminB′ .
A symmetry argument then gives (8.2). It then follows from (8.2) that, for a.e. x∈D,
λA≤λminA(x)≤λminA′(x) + |A(x)−A′(x)|≤λminA′(x) +‖A−A′‖∞,
and so
λA≤λA′+‖A−A′‖∞.
Changing the roles of A′ and A we obtain (8.1).
Proof of Proposition 4.3. The proof is by induction on N .
Base case N = 1. The first eigenvalues of L−1A and L
−1
A′ can be written respectively
as
1
λ1
= max
‖p‖L2=1
〈L−1A p,p〉L2
1
λ′1
= max
‖p‖L2=1
〈L−1A′ p,p〉L2 .
Now, for an arbitrary p∈L2avg(D) with ‖p‖L2 = 1, we have
1
λ1
≥〈L−1A p,p〉L2 = 〈(L−1A −L−1A′ )p,p〉L2 +〈L−1A′ p,p〉L2
≥−‖L−1A −L−1A′ ‖op+〈L−1A′ p,p〉L2
≥− C
λAλA′
‖A−A′‖∞+〈L−1A′ p,p〉L2 ,
(8.3)
where the last inequality follows from Lemma 4.2. Maximizing over all unit norm
p∈L2avg(D) in the last line of the above expression gives
1
λ′1
− 1
λ1
≤ C
λAλA′
‖A−A′‖∞.
Reversing the roles of A and A′ and combining with the above inequality∣∣∣∣ 1λ′1 − 1λ1
∣∣∣∣≤ CλAλA′ ‖A−A′‖∞.
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Therefore, if ‖A−A′‖∞≤ λA2 we deduce using (8.1) that∣∣∣∣ 1λ′1 − 1λ1
∣∣∣∣≤CA‖A−A′‖∞, (8.4)
for a constant CA that only depends on A.
Let us now focus on proving the statement about eigenfunctions. Let ψ′1 be a unit
norm eigenfunction of L−1A′ with eigenvalue
1
λ′1
. Let us denote by
1
λ˜1
,
1
λ˜2
,. ..
the different eigenvalues of L−1A . Also, denote by Pi the projection onto the eigenspace
of L−1A associated to the eigenvalue
1
λ˜i
. Then,
L−1A ψ
′
1 =
1
λ1
P1ψ
′
1 +
∞∑
i=2
1
λ˜i
Piψ
′
1,
so that
L−1A ψ
′
1−
1
λ1
ψ′1 =
∞∑
i=2
(
1
λ˜i
− 1
λ1
)
Piψ
′
1.
Thus, ∥∥∥L−1A ψ′1− 1λ1ψ′1
∥∥∥2
L2
=
∞∑
i=2
(
1
λ˜i
− 1
λ1
)2
‖Piψ′1‖2L2
≥
(
1
λ1
− 1
λ˜2
)2 ∞∑
i=2
‖Piψ′1‖2L2
=
(
1
λ1
− 1
λ˜2
)2
‖ψ′1−P1ψ′1‖2L2 .
(8.5)
Hence,
‖ψ′1−P1ψ′1‖L2 ≤
λ1λ˜2
λ˜2−λ1
∥∥∥L−1A ψ′1− 1λ1ψ′1
∥∥∥
L2
≤CA
(
‖L−1A ψ′1−L−1A′ ψ′1‖L2 +
∥∥∥L−1A′ ψ′1− 1λ1ψ′1
∥∥∥
L2
)
≤CA
(
‖L−1A −L−1A′ ‖op+
∣∣∣ 1
λ1
− 1
λ′1
∣∣∣)
≤CA‖A−A′‖∞,
(8.6)
where the last inequality follows from Lemma 4.2 and from (8.4) (assuming that ‖A′−
A‖∞≤ λA2 ). Choosing δA := min{ 12CA , λA2 }, where CA is the constant in the last line of
(8.6), we notice that if ‖A−A′‖∞<δA, then
ψ1 :=
1
‖P1ψ′1‖
P1ψ
′
1
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is a normalized eigenfunction of L−1A with eigenvalue
1
λ1
. Moreover,
‖ψ1−ψ′1‖L2 ≤CA‖A−A′‖∞
for a constant CA (not necessarily equal to that in (8.6)).
Inductive step. Let us now suppose that the result is true for N−1, so that there
are constants CA and δA>0 such that if ‖A−A′‖∞≤ δA then∣∣∣ 1
λi
− 1
λ′i
∣∣∣≤CA‖A−A′‖∞, i= 1,. ..,N−1,
and
‖ψi−ψ′i‖L2 ≤CA‖A−A′‖∞, i= 1,. ..,N−1,
for some orthonormal eigenfunctions ψ1,. ..,ψN−1 of L−1A with eigenvalues
1
λ1
,. .., 1λN−1 ,
and some orthonormal eigenfunctions ψ′1,. ..,ψ
′
N−1 of L
−1
A′ with eigenvalues
1
λ′1
,. .., 1λ′N−1
.
Let us start with the statement about the eigenvalues. Indeed, 1λN and
1
λ′N
can be
written respectively as
1
λN
= max
p∈Σ⊥,‖p‖=1
〈L−1A p,p〉L2
1
λ′N
= max
p∈Σ′⊥,‖p‖=1
〈L−1A′ p,p〉L2 ,
where Σ :=span{ψ1,. ..,ψN−1} and Σ′=span{ψ′1,. ..,ψ′N−1}, are as above. For an arbi-
trary p′∈Σ′⊥ with ‖p′‖L2 = 1, let us consider
p :=p′−
N−1∑
i=1
〈p′,ψi〉L2ψi.
From the induction hypothesis∥∥∥∥∥
N−1∑
i=1
1
λi
〈p′,ψi〉L2ψi
∥∥∥∥∥
L2
=
∥∥∥∥∥
N−1∑
i=1
1
λi
〈p′,ψi〉L2ψi−
N−1∑
i=1
1
λ′i
〈p′,ψ′i〉L2ψ′i
∥∥∥∥∥
L2
≤CN,A‖A−A′‖∞,
(8.7)
provided ‖A′−A‖∞≤ δA. So if ‖A′−A‖∞≤ δA, then
〈L−1A p,p〉L2 = 〈L−1A p′,p′〉L2−
N−1∑
i=1
1
λi
〈p′,ψi〉2L2
≥〈L−1A p′,p′〉L2−CN,A‖A−A′‖∞,
(8.8)
where the last inequality follows from (8.7). On the other hand, assuming ‖A−A′‖∞≤
1
2CN,A
in (8.7), we deduce that
〈L−1A p,p〉L2
〈p,p〉L2 (1+CN,A‖A−A
′‖∞)≥〈L−1A p,p〉L2 ,
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and so combining with (8.8) and the fact that ‖L−1A′ p′−L−1A p′‖L2 ≤CA‖A−A′‖∞ we
conclude that
1
λN
+CN,A‖A−A′‖∞≥〈L−1A′ p′,p′〉L2 .
Taking the maximum over unit norm p′
1
λN
+CN,A‖A−A′‖∞≥ 1
λ′N
.
We may now switch the roles of A and A′ and obtain a similar inequality which then
implies that ∣∣∣∣ 1λN − 1λ′N
∣∣∣∣≤CN,A‖A−A′‖∞. (8.9)
Let us now establish the statement about the eigenfunctions. Let ψ′N be a unit
norm eigenfunction of L−1A′ with eigenvalue
1
λ′N
. Let us denote by
1
λ˜kN
,
1
λ˜kN+1
,. ..
the different eigenvalues of L−1A greater than or equal to
1
λN
. Also, for i≥kN we let
Ei be the eigenspace of L
−1
A associated to the eigenvalue
1
λ˜i
, and denote by Pi the
projection onto Ei. Finally, we let P− be the projection onto EkN \span{ψ1,. ..,ψN−1}.
Then,
L−1A ψ
′
N :=
N−1∑
i=1
1
λi
〈ψ′N ,ψi〉L2ψi+
1
λN
P−ψ′N +
∞∑
i=kN+1
1
λ˜i
Piψ
′
N ,
and in particular
L−1A ψ
′
N −
1
λN
ψ′N =
N−1∑
i=1
(
1
λi
− 1
λN
)
〈ψ′N ,ψi〉L2ψi+
∞∑
i=kN+1
(
1
λ˜i
− 1
λN
)
Piψ
′
N .
Using the induction hypothesis and the fact that ψ′N is orthogonal to all ψ
′
1,. ..,ψ
′
N−1,
we deduce that∥∥∥L−1A ψ′N − 1λN ψ′N
∥∥∥2
L2
≥−CN,A‖A−A′‖2∞+
(
1
λ˜kN+1
− 1
λN
)2 ∞∑
i=kN+1
‖Piψ′N‖2L2 . (8.10)
Combining with (8.9), and arguing as in the base case N = 1, it follows that
∥∥∥ψ′N −P−ψ′N −N−1∑
i=1
〈ψ′N ,ψi〉L2ψi
∥∥∥
L2
=
( ∞∑
i=kN+1
‖Piψ′N‖2L2
)1/2
≤CA,N‖A−A′‖∞.
Using one more time the induction hypothesis and the fact that ψ′N is orthogonal to all
ψ′1,. ..,ψ
′
N−1, we deduce that
‖ψ′N −P−ψ′N‖L2 ≤CA,N‖A−A′‖∞.
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As in the base case, we see that provided that ‖A−A′‖∞ is small enough, then
‖ψ′N −ψN‖L2 ≤CA,N‖A−A′‖∞,
where ψN :=
1
‖P−ψ′N‖L2 P−ψ
′
N .
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