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We give an explicit and efficiently computable formula for the inverse
of D-dimensional linear cellular automata over Zm (D1, m2). We
use this formula to get an easy-to-check necessary and sufficient
condition for an invertible one-dimensional linear CA to be expansive,
and we prove that this condition is equivalent to topological transitivity.
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1. INTRODUCTION
Cellular automata (CA) are dynamical systems consisting
of a D-dimensional lattice of variables which can take a
finite number of discrete values. The global state of the CA,
specified by the values of all the variables at a given time,
evolves in synchronous discrete time steps according to a
given local rule which acts on the value of each single
variable. CA have been widely studied in a number of
disciplines (e.g., computer science, physics, mathematics,
biology, chemistry) with difference purposes (e.g., simula-
tion of natural phenomena, pseudo-random number genera-
tion, image processing, analysis of universal model of com-
putations, cryptography). For an introduction to the CA
theory and an extensive and up-to-date bibliography see [7].
A CA is invertible if its global transition map, obtained by
applying the local rule to all sites of the lattice, is invertible,
i.e., every global state which, by definition, has exactly one
successor, also has exactly one predecessor. Invertibility was
explicitly addressed for the first time in two seminal papers
[1, 17]. In particular, in [17] Richardson proved that if a
CA is invertible, then its inverse is still a CA. After that,
theoretical works on invertible CA proliferated (for a review
on invertible CA see [22]). In particular, many efforts were
made for (i) understanding which properties of the local
rule of a given CA make it invertible and (ii) designing
algorithms for computing the inverse of a CA. In recent
years, invertible CA have become important tools of
computational physics in applications where the explicit
modeling of reversible phenomena is concerned. Moreover,
they are playing an increasingly important role as concep-
tual tools of theoretical physics. Unfortunately, for general
CA the problems (i) and (ii) mentioned above are known to
be very hard. For example, in [11, 12] the authors prove
that the problem of deciding if a given two-dimensional CA
is invertible is algorithmically unsolvable.
In this paper we give an explicit formula for the computa-
tion of the inverse of a linear CA over Zm , that is, of a CA
based on a linear local rule. Linear CA have received
considerable attention in the last few years [2, 5, 8, 10, 18,
19, 21], and in many cases it has been possible to charac-
terize set theoretic and topological properties of the global
map in terms of the coefficients of the linear local rule. The
problem of determining whether a linear CA over Zm is
invertible has been solved by Ito et al. [10]. They give a
necessary and sufficient condition for invertibility based on
the coefficients of the local map and the prime factors of m.
The problem of computing the inverse of a linear CA over
Zm has been addressed in [19], where the author gives a
formula for the inversion of group structured linear CA.
Although not every linear CA is group structured, the
authors proves that for any linear CA there exists an integer
n such that the n th iteration of the CA is group structured.
The inversion formula we give in this paper can be applied
to any linear D-dimensional CA over Zm (D1, m2). In
addition, our formula provides valuable information on the
structure of the inverse CA. We use this information to
study an important topological property of invertible maps,
namely expansivity (see Definition 5.1). Expansivity plays a
central role in the theory of dynamical systems. It is well
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known that a dynamical system (X, F) defined on a compact,
totally disconnected, metric space is expansive if and only if
is topologically conjugated (i.e., dynamically equivalent) to a
subshift dynamical system (Y, _), where Y is a closed and
shift-invariant subset of BZ and B is a suitable finite
alphabet (see, for example, [9]). As a consequence of this
fact, the analysis of the dynamical behavior of an expansive
map can be translated into the analysis of its conjugated
subshift. The discipline which studies general discrete time
dynamical systems by means of their subshifts is called
symbolic dynamics. For an introduction to this topic see
[14]. For some related works on expansive CA see [3, 6, 15,
16].
The main results of this paper can be summarized as
follows:
(a) We provide an explicit formula for inverting D-dimen-
sional linear CA over Zm , for every m2 and D1
(Theorem 3.2).
(b) We present an alternative procedure for the com-
putation of the inverse which has a much smaller computa-
tional cost since it avoids integer factorization (Theorem 4.4).
(c) We give an easy-to-check necessary and sufficient
condition for an invertible one-dimensional linear CA over
Zm to be expansive (Theorem 5.2). We show that for inver-
tible one-dimensional linear CA, expansivity is equivalent
to topological transitivity (Corollary 5.3).
Since it is known (see [20, Theorem 2]) that expansive
CA do not exist in any dimension greater than 1, from (c)
we get that invertible one-dimensional transitive linear CA
are the only linear CA topologically conjugated to subshift
dynamical systems.
The rest of this paper is organized as follows. In Section 2
we give basic definitions and notations. In Section 3 we
present an inversion formula for linear CA. In Section 4 we
give an alternative formula which avoids integer factorization.
Section 5 contains a complete algebraic characterization of
expansive linear CA. Section 6 contains some concluding
remarks.
2. BASIC DEFINITIONS
For m2, let Zm=[0, 1, ..., m&1] denote the ring of
integers modulo m. We consider the space of configurations
CDm=[c | c : Z
D  Zm],
which consists of all functions from ZD into Zm . Each
element of CDm can be visualized as an infinite D-dimensional
lattice in which each cell contains an element of Zm .
Let s1. A neighborhood frame of size s is an ordered set
of distinct vectors u1 , u2 , ..., us # Z
D. Given f : Zsm  Zm ,
a D-dimensional CA based on the local rule f is the pair
(CDm , F ), where F : C
D
m  C
D
m , is the global transition map
defined as follows. For every c # CDm the configuration F(c)
is such that for every v # ZD
[F(c)](v)= f (c(v+u1), ..., c(v+us)). (1)
In other words, the content of cell v in the configuration
F(c) is a function of the content of cells v+u1 , ..., v+us in
the configuration c. Note that the local rule f and the
neighborhood frame completely determine F. In this paper
we consider mainly linear CA, that is, CA which have a local
rule of the form
f (x1 , ..., xs)= :
s
i=1
*ixi mod m, (2)
with *1 , ..., *s # Zm . Note that for a linear D-dimensional
CA, Eq. (1) becomes
[F(c)](v)= :
s
i=1
*ic(v+ui) mod m. (3)
We define the radius of the linear CA (CDm , F ) as
\(F )= max
1is
&u i & ,
where the maximum is restricted to the indices i such that
*i 0 (mod m). As usual, &v& denotes the maximum of the
absolute value of the components of v.
For linear one-dimensional CA we use a simplified
notation. A local rule of radius r is written as
f (x&r , ..., xr)= :
r
i=&r
aixi mod m,
where at least one between a&r and ar is nonzero. Using this
notation, the global map F becomes
[F(c)](i)= :
r
j=&r
ajc(i+ j) mod m, c # C1m ; i # Z.
A convenient notation for the study of linear CA is the
formal power series (fps) representation of the configuration
space CDm (see [10, Section 3] for details). For example, for
D=1, to each configuration c # C1m we associate the fps
Pc(X )= :
i # Z
c(i) Xi.
The advantage of this representation is that the computa-
tion of a linear map is equivalent to power series multi-
plication. Let F : C1m  C
1
m be a linear map with local rule
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f (x&r , ..., xr)=ri=&r ai xi . We associate to F the finite fps
A(X )=ri=&r aiX
&i. Then, for any c # C1m we have
PF(c)(X )=Pc(X) A(X) mod m.
Note that each coefficient of PF(c) is well defined since A(X )
has only finitely many nonzero coefficients. Note also that
the finite fps associated with F n is An(X ).
More in general, we associate to each configuration
c # CDm the fps
Pc(X1 , ..., XD)= :
i1, ..., iD # Z
c(i1 , ..., iD) X i11 } } } X
iD
D .
The computation of a linear map F over CDm is equivalent to
the multiplication by a finite fps A(X1 , ..., XD) that can be
easily obtained by the local rule f and the neighborhood
frame u1 , ..., us . The finite fps associated with the map F
defined by (3) is
A(X1 , ..., XD)= :
s
i=1
*i X &ui (1)1 } } } X
&ui (D)
D ,
where ui ( j) denotes the j th component of vector ui .
In this paper we consider the problem of computing
the inverse of a linear CA over Zm . Our starting point is a
result by Ito et al. [10] which characterizes the invertible
D-dimensional linear CA in terms of the coefficients *1 , ...,
*s of the local rule (2). Their result establishes that the
global map F is invertible if and only if, for each prime factor
p of m there exists a unique coefficient *j such that p |3 *j . In
other words, if P denotes the set of prime factors of m, F is
invertible if and only if
for each p # P _j : p |3 *j , p | *i for i{ j. (4)
Throughout the paper, F(c) will denote the result of the
application of the map F to the configuration c, and c(v) will
denote the value assumed by c in v. For n0, we recursively
define F n(c) by F n(c)=F(F n&1(c)), where F 0(c)=c. If F is
invertible, F n with n<0 will denote (F&1) |n|.
3. AN INVERSION FORMULA FOR LINEAR CA
In this section we consider the problem of finding the
inverse of a linear CA over Zm . By the discussion of the pre-
vious section we know that this is equivalent to the problem
of finding the inverse of a finite fps. In other words, given
a finite fps F(X1 , ..., XD) we want to find a finite fps
G(X1 , ..., XD) such that
F(X1 , ..., XD) G(X1 , ..., XD)#1 (mod m).
In the following F(X1 , ..., XD)=si=1 *iX
i1
1
} } } X iDD will
denote a generic finite fps, where for i=1, ..., s, the vector
(i1 , ..., iD) belongs to ZD. We assume that for i{ j we have
(i1 , ..., iD){( j1 , ..., jD). We say that F(X1 , ..., XD) is
invertible if the associated CA over Zm is invertible, that is,
if the coefficients *i ’s satisfy (4). To simplify the exposition,
in this section we will often use the same letter F to denote
both a finite fps and the associated CA.
Our first observation is that it suffices to find an inverse
of F modulo the prime powers which compose m. This fact
is a consequence of the Chinese Remainder theorem and it
is proven by the following lemma.
Lemma 3.1. Let m= pk1
1
pk2
2
...pkhh and F(X1 , ..., XD) be a
fps over Zm . Given h finite fps’s G1 , ..., Gh such that
F(X1 , ..., XD) Gi (X1 , ..., XD)#1 (mod pkii ),
we can find a finite fps G such that F(X1 , ..., XD)
G(X1 , ..., XD)#1 (mod m).
Proof. Let :i=mpkii . Since gcd(:i , pi)=1 we can find
;i such that ;i:i #1 (mod pkii ). Let
G(X1 , ..., XD)= :
h
i=1
;i:iGi (X1 , ..., XD);
we claim that G is the inverse of F. Since G#Gi (mod pkii ),
for i=1, ..., h we have FG#1 (mod pkii ). Hence, FG&1 is a
multiple of every pkii , and therefore it is a multiple of m. K
We now concentrate on the problem of inverting a finite
fps modulo a prime power. For m= pk, (4) tells us that F is
invertible iff there exists a unique coefficient *j such that
p |3 *j . Hence, F can be written as
F(X1 , ..., XD)=*jX j11 } } } X
jD
D + pH(X1 , ..., XD), (5)
where gcd(*j , p)=1.
Theorem 3.2. Let F(X1 , ..., XD) denote an invertible
finite fps over Zp k , and let *j and H be defined as in (5). Let
*&1j be such that *
&1
j *j #1 (mod p
k). Then, the inverse of F
is given by
G(X1 , ..., XD)=*&1j X
& j1
1
} } } X & jDD (1+ pH + p
2H 2
+ } } } + pk&1H k&1),
where H (X1 , ..., XD)=&*&1j X
& j1
1
} } } X & jDD H(X1 , ..., XD).
Proof. We can rewrite F(X1 , ..., XD) as
F(X1 , ..., XD)=*jX j11 } } } X
jD
D (1& pH (X1 , ..., XD)).
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Hence
F(X1 , ..., XD) G(X1 , ..., XD)#(1& pH )(1+ pH + p2H 2+ } } }
+pk&1H k&1) (mod pk)
#(1& pkH k) (mod pk)
#1 (mod pk). K
Example 1. Suppose we want to invert the finite
fps F(X )=4X &2+X&2X3 over Z8 . Since F(X )=
X[1&2(X 2&2X&3)], we have
F&1(X )=X&1[1+2(X2&2X&3)+4(X2&2X&3)2]
=&4X&4+X &1+2X+4X 3.
Example 2. Let F(X1 , X2)=5X1 X &22 +3X1X2+6X
2
2
be a fps over Z9 . We have
F(X1 , X2)=5X1X &22 +3(X1X2+2X
2
2)
=5X1X &22 [1+3(2X
&1
1 X
2
2)(X1 X2+2X
2
2)]
=5X1X &22 [1&3(&2X
3
2&4X
&1
1 X
4
2)].
By Theorem 3.2, we get
F&1(X1 , X2)=(2X &11 X
2
2)[1+3(&2X
3
2&4X
&1
1 X
4
2)]
=2X &11 X
2
2&3X
&1
1 X
5
2&6X
&2
1 X
6
2 .
One of the reasons that made it difficult to find the inverse
of a linear CA, is that the radius \(F&1) is in general
different from \(F ). We now show that from Theorem 3.2
we get a tight upper bound on the ratio \(F&1)\(F ). Let
m= pk and let F(X )=ri=&r aiX
i be the finite fps asso-
ciated with a one-dimensional CA with radius r. Using the
notation of Theorem 3.2 and assuming that p |3 aj , we have
that the powers of X in H (X)=&a&1j X
& j (F(X )&ajX j)
range from &r& j to r& j. Since
F&1(X )=a&1j X
& j (1+ pH + p2H 2+ } } } + pk&1H k&1),
the powers of X in F&1(X) range from & j+(k&1)(&r& j)
to & j+(k&1)(r& j). In the worst case (when j=r or
j=&r) we have \(F&1)=(2k&1) r which yields \(F&1)
\(F )2k&1.
Assume now m= pk1
1
pk2
2
} } } pkhh , and let Gi denote the
inverse of F modulo pkii . Clearly \(Gi)\(F )2ki&1. Since
obtaining F&1 using Lemma 3.1 does not create new
monomials, we have
\(F&1)
\(F)
2(max
i
ki)&12 log m&1.
Note that the above bound is tight since, for m=2k, the
inverse over Zm of F(X )=X &r&2X r is
F&1(X )=Xr \1+ :
k&1
j=1
2 jX 2rj+
=Xr+2X 3r+4X5r+ } } } +2k&1X (2k&1) r,
which shows that the ratio can be exactly 2 log m&1.
For a fps in D variables X1 , ..., XD , the above reasoning
can be applied to each one of the variables Xi . Hence, the
exponents of the single variables do not increase by more
than a factor 2 log m&1. Since \ is determined by the single
exponent with the largest absolute value, also for D-dimen-
sional CA we get \(F&1)\(F )2 log m&1. We have thus
proven the following result.
Corollary 3.3. Let F denote the global map of an
invertible linear CA over Zm , and let F&1 denote the inverse
map. Then
\(F&1)
\(F )
2 log m&1.
More precisely, if m= pk1
1
pk2
2
} } } pkhh we have
\(F&1)
\(F )
2(max
i
ki)&1. (6)
and for any integer r1 there exists CA of radius r for which
(6) holds with the equal sign.
4. FAST COMPUTATION OF THE INVERSE
If we look at the procedure given in Section 3 for the com-
putation of the inverse of a CA (CDm , F ), we can see that the
computation takes time polynomial in log m, D, and s (the
size of the neighborhood frame). This follows from the fact
that sums and products modulo n, the computation of a
multiplicative inverse modulo n, and the computation of
gcd(a, b) with 0a, bn, all take time polynomial in log n.
However, in Section 3 we are assuming we know the
factorization of m. If this is not the case, we can no longer
compute the inverse in polylogarithmic time since the fastest
known factorization algorithms require time exponential in
log m (see, for example, [13]). To overcome this problem,
in this section we show how to compute the inverse of a
finite fps over Zm without knowing the factorization of m.
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Our first step is a procedure for recognizing if a finite fps is
invertible without knowing the factorization of m.
Theorem 4.1. Let F(X1 , ..., XD)=si=1 *i X
i1
1
} } } X iDD be
a finite fps over Zm , and let k=wlog2 mx. For i=1, ..., s,
define
zi=[gcd(*i , m)]k, qi=
m
gcd(m, zi)
.
Then, F(X1 , ..., XD) is invertible if and only if
q1q2 } } } qs=m.
Proof. Let m= pk1
1
} } } pkhh . Since kjk, zi contains all
prime factors pj ’s of m which are in *i , taken with power at
least kj . Hence, gcd(m, zi) contains all primes pj ’s which
are in *j with power exactly kj . As a consequence, the
coefficients q1 , ..., qs are related to *1 , ..., *s as follows:
pj |3 *i O pkjj | qi , pj | *i O pj |3 qi . (7)
Hence, if pj does not divide tj coefficients *i ’s, pkjj divides tj
coefficients qi ’s and the product q1 } } } qs contains exactly
the factor pkj tjj . The condition q1 } } } qs=m implies tj=1, for
j=1, ..., h, which is equivalent to (4). K
Theorem 4.1 not only provides a procedure for testing if
a finite fps is invertible, but it also suggests an alternative
way of computing the inverse using the Chinese remainder
theorem. In fact the following corollary holds.
Corollary 4.2. Let F(X1 , ..., XD) be an invertible finite
fps and let q1 , ..., qs be defined as in Theorem 4.1. We have
gcd(qi , qj)=1, 1i, js, i{ j.
Proof. Assume by contradiction that there exists a
prime p such that p | gcd(qi , qj). Since each qi divides m, we
have p | m and, by (7), p |3 *i and p |3 *j . This is impossible
since F is invertible and (4) must hold. K
In view of Corollary 4.2, we have that in order to compute
the inverse of F modulo m is suffices to compute the inverse
Gi of F modulo qi , for i=1, ..., s (obviously we can ignore
those qi ’s which are equal to 1). In fact, since q1 } } } qs=m
and gcd(qi , qj)=1, given G1 , ..., Gs we can obtain F &1 using
the same procedure described in Lemma 3.1. We are there-
fore left with the problem of computing the inverse of F
modulo qi , for all qi ’s which are greater than 1. To show
how to do this without knowing the factorization of qi we
need a preliminary lemma.
Lemma 4.3. Let F(X1 , ..., XD) be an invertible finite fps,
let q1 , ..., qs be defined as in Theorem 4.1, and let
k=wlog2 mx. For i=1, ..., s, we have
gcd(*i , qi)=1,
[gcd(*1 , ..., *i&1 , *i+1 , ..., *s)]k#0 (mod qi).
Proof. Let m= pk11 } } } p
kh
h . Since qi | m, we have qi=
pl1
1
} } } plhh , with 0ljkj . By (7), we have pj | *i O pj |3 qi ;
hence, gcd(*i , qi)=1 as claimed. In addition, by (7) and (4)
we have
pj | qi O pj |% *i O pj | *t \t{i.
Hence, gcd(*1 , ..., *i&1 , *i+1 , ..., *s) contains all prime
factors of qi . Since, for j=1, ..., h, klj , we have that
[gcd(*1 , ..., *i&1 , *i+1 , ..., *s)]k is a multiple of qi as
claimed. K
Let wi=gcd(*1 , ..., *i&1, *i+1 , ..., *s). We rewrite F as
F(X1 , ..., XD)=*iX i11 } } } X
iD
D+wi H(X1 , ..., XD).
Since gcd(*i , qi)=1, there exists *&1i such that *i*
&1
i #1
(mod qi). By setting
H (X1 , ..., XD)=&*&1i X
&i1
1
} } } X &iDD H(X1 , ..., XD),
we have
F(X1 , ..., XD)
#*iX i11 } } } X
iD
D[1&wi H (X1 , ..., XD)] (mod qi)
Since by Lemma 4.3 we know that wki #0 (mod qi), reason-
ing as in the proof of Lemma 3.2 we have that the inverse of
F modulo qi is given by
Gi (Xi , ..., XD)=*&1i X
&i1
1
} } } X &iDD (1+wiH +w
2
i H
2
+ } } } +wk&1i H
k&1).
We have therefore proven the following result.
Theorem 4.4. Given the finite fps F(X1 , ..., XD)=
si=1 *iX
i1
1
} } } X iDD we can test if F is invertible over Zm and
compute the inverse of F in time polynomial in log m, D,
and s.
5. CHARACTERIZATION OF EXPANSIVE LINEAR CA
A powerful tool for the study of CA, and of discrete
time dynamical systems in general, is the analysis of their
topological properties. These properties, e.g. sensitivity,
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transitivity, expansivity, denseness of periodic orbits, deter-
mine the qualitative behavior of the system under iteration
of the global map F. In [4, 15] the authors present necessary
and sufficient criteria for determining whether a linear CA is
transitive, sensitive to initial conditions, positively expansive,
or strongly transitive. In this section we recall the definition
of an important topological property of invertible dynamical
systems, namely expansivity, and we give a complete
characterization of expansive linear CA.
Definition 5.1 (Expansivity). Let X denote a set
equipped with a distance d, and let F : X  X be an invertible
map which is continuous with respect to the topology
induced by d. We say that the dynamical system (X, F ) is
expansive if and only if there exists $>0 such that for every
x, y # X, with x{ y, there exists n # Z such that d(F n(x),
F n( y))>$.
In the case of noninvertible dynamical systems the notion
of expansivity can be replaced by positive expansivity.
A dynamical system (X, F ) is positively expansive if and
only if there exists $>0 such that for every x, y # X, x{ y,
there exists n0 such that d(F n(x), F n( y))>$ (recall that
for n<0, F n is defined as (F&1) |n|; hence it only makes sense
for invertible maps1). Intuitively, a system is positively
expansive iff all nearby points separate by at least $ under
iteration of the global map F, whereas a system is expansive
if nearby points separate by iterating F or F &1.
The topological properties of CA are usually defined with
respect to the metric topology induced by the Tychonoff
distance. Let 2 : Zm _Zm  [0, 1] be given by
2(i, j)={0, if i= j,1, if i{ j.
For any pair a, b # CDm the Tychonoff distance d(a, b) is
defined by
d(a, b)= :
v # Z D
2(a(v), b(v))
2&v&
, (8)
where &v& denotes the maximum of the absolute value of
the components of v. It is easy to verify that d is a metric on
CDm and that the topology induced by d coincides with the
product topology induced by the discrete topology of Zm .
With this topology, CDm is a compact and totally discon-
nected space and every CA is a (uniformly) continuous map.
It is known (see [20]) that CA which are expansiveor
positively expansivewith respect to the Tychonoff distance
exist only for D=1.
Given two configurations a, b # CDm we define their sum
a+b by the rule (a+b)(v)=a(v)+b(v) mod m. Note that,
with respect to this sum, the Tychonoff distance is transla-
tion invariant, that is, d(a, b)=d(a+c, b+c). In addition,
if F is linear we have F(a+b)=F(a)+F(b). A special
configuration is the null configuration 0 which has the
property that 0(v)=0 for all v # ZD.
Since expansive CA do not exist in any dimension greater
than 1, in order to characterize expansive linear CA, we can
restrict ourself to the one-dimensional case. Let F : C1m 
C1m denote the global transition map of a one-dimensional
invertible linear CA. It is straightforward to verify that F is
expansive if and only if there exists $>0 such that for any
configuration c # C1m we have
\c$ # C1m , c${0, _n # Z :
d(F n(c+c$), F n(c))>$.
Since d is translation invariant and both F and F &1 are
linear, we can get rid of the particular configuration c. For
all n # Z, we have
d(F n(c+c$), F n(c))=d(F n(c)+F n(c$), F n(c))
=d(F n(c$), 0).
Hence, F is expansive if and only if for any c${0 we have
d(F n(c$), 0)>$ for some n # Z. By (8), this is equivalent to
assuming that there exists M>0 such that
\c$ # C1m , c${0, _n # Z :
[F n(c$)](i){0 for some i with |i |<M.
For any integer k>0, let Wk denote the set of configurations
c # C1m such that c(i)=0 for |i |<k and at least one between
c(k) and c(&k) is different from zero. Since $ can be chosen
arbitrarily, we have that F is expansive if and only if _M, k
such that for all k>k
\c$ # Wk , _n # Z
[F n(c$)](i){0 for some i with |i |<M. (9)
If we visualize each configuration as a bi-infinite array, (9)
tells us that the essential feature of expansive linear maps is
that any pattern of nonzero values can ‘‘propagate’’ from
positions arbitrarily away from 0 up to a position i with
|i |<M. Informally, we say that any nonzero pattern can
propagate for an arbitrarily large distance. Note that this
propagation can be seen ‘‘in the future,’’ when we consider
F n with n>0, or ‘‘in the past’’ (in the future for F &1), when
we consider F n with n<0.
Theorem 5.2. Let F denote the global transition map
of an invertible linear one-dimensional CA over Zm with
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local rule f (x&r , ..., xr)=ri=&r ai xi mod m. The map F is
expansive if and only if
gcd(m, a&r , ..., a&1, a1 , ..., ar)=1. (10)
Proof. Let A(X )=ri=&r aiX
&i denote the finite fps
associated with F. Since F is invertible by (4) we know that
for each prime factor p of m, there exists a unique coefficient
aj such that p |% aj . Hence A(X) can be written as
A(X )=ajX& j+ pH(X ). (11)
Consider now the finite fps B(X )=ti=&t bi X
i correspond-
ing to F &1. Since F &1 is also invertible, by (4) we know that
B(X ) can be written as B(X )=bk Xk+ pK(X ) for some k,
&tkt. Observe now that A(X ) B(X )#1 (mod m)
implies A(X) B(X)#1 (mod p). Hence, k= j, and B(X) has
the form
B(X )=bj X j+ pK(X ), (12)
where bj is such that bjaj #1 (mod p). Note that (10)
implies that (11) and (12) hold with j{0. Vice versa,
gcd(m, a&r , ..., a&1, a1 , ..., ar)>1 implies that there exists
at least a prime p for which (11) and (12) hold for j=0.
We are now ready to prove that (10) is a necessary condi-
tion for expansivity. Let p denote a prime for which (11) and
(12) hold for j=0 and let q=mp. For any integer k>0 let
c~ # Wk denote the configuration defined by c~ (i)=q if i=k
and c~ (i)=0 otherwise. We show that for every n # Z and
i{k we have [F n(c~ )](i)=0 which implies that F is not
expansive. Let Pc~ , n(X ) denote the fps associated with F n(c~ ).
Since the fps associated with c~ is qXk, for n0 we have
Pc~ , n(X )=qXkAn(X )=qXk(a0+ pH(X))n
=qX k(an0+ pH$(X)),
where pH$(X )=ni=1 (
n
i ) p
iHi (X ) an&i0 . Since pq=m we
have Pc~ , n(X)#an0qX k (mod m). With the same argument
we can prove that for n<0
Pc~ , n(X )#qXkBn(X )#bn0qX
k (mod m).
Hence, for i{k, we have [F n(c~ )](i)=0 for all n # Z and F
cannot be expansive.
Now we prove that condition (10) implies expansivity.
Assume that for each prime p (11) and (12) hold with j{0
and let c be any configuration in Wk . Let C(X)=i ciXi
denote the fps associated with c. At least one between ck and
c&k is nonzero. In the following we assume ck {0, the case
ck=0 being analogous. Since (ck mod m){0 there exists a
prime p and a positive integer h such that ph | m and ph |3 ck .
Let n be any positive multiple of phh !. The fps associated
with F n(c) and F &n(c) are An(X ) C(X ) and Bn(X ) C(X ),
respectively. We have
An(X )=(ajX & j+ pH(X ))n
=anj X
&nj+ :
n
i=1 \
n
i+ piH i (X )(aj X& j)n&i
=anj X
&nj+\ :
h&1
i=1 \
n
i+ piH i (X )(aj X& j)n&i+
+ ph \ :
n
i=h \
n
i+ pi&hH i (X)(ajX& j)n&i+
=anj X
&nj+ phH$(X ),
where the last equality holds since, being n a multiple of
phh !, for i<h ( ni ) is a multiple of p
h. Similarly, we have
Bn(X )=bnj X
nj+ phK$(X ). Hence,
An(X) C(X)#anj :
i
ciXi&nj (mod ph),
Bn(X) C(X)#bnj :
i
ciXi+nj (mod ph).
Consider the term i=k of the above series. Since ph |3 ck ,
p |3 anj , and p |3 b
n
j , we have
[F n(c)](k&nj)#anj ck 0 (mod p
h),
[F &n(c)](k+nj)#bnj ck 0 (mod p
h),
which implies
[F n(c)](k&nj)0 (mod m),
[F&n(c)](k+nj)0 (mod m). (13)
Thus, by considering both F n and F&n, we can move the
nonzero value from position k to positions k\nj, where n
is a multiple of phh !, and j{0. Define z=rphh !, where r is
the radius of the CA. By (13), it follows that we can find
n # Z such that [F n(c)](i){0 for some i with |i |z. Since
the same reasoning holds for any c # Wk and for all k>0, by
(9) we have that F is expansive. This completes the proof.
K
A dynamical system (X, F ) is said to be topologically
transitive if for each pair of non-empty open subsets
U, VX, there exists n0 such that F n(U) & V{<.
Expansivity and transitivity are rather different properties:
the former implies that nearby points separate under itera-
tion of F or F &1, while the latter implies that for each
open set U the set [F n(U)]n0 is dense in X. A somewhat
surprising consequence of Theorem 5.2 is that for linear
66 MANZINI AND MARGARA
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invertible one-dimensional CA the two notions are
equivalent (note that transitive D-dimensional CA do exist
for D2).
Corollary 5.3. Let (C1m , F ) be an invertible linear
one-dimensional CA. The map F is expansive if and only if it
is topologically transitive.
Proof. In [4, Theorems 8 and 13] the authors prove
that a linear one-dimensional CA with local rule f (x&r , ..., xr)
=ri=&r aixi is transitive if and only if gcd(m, a&r , ..., a&1 ,
a1 , ..., ar)=1. The corollary follows from Theorem 5.2. K
6. CONCLUSIONS
One of the most interesting and, at the same time
challenging problems in CA theory is to make explicit the
connection between the local rule associated with a given
invertible CA and the local rule associated with its inverse.
In this paper we solve the above problem for the class of
D-dimensional linear CA over Zmfor every D1 and
m2by giving an explicit and efficiently computable
formula for the coefficients of the inverse CA.
Among invertible linear CA over Zm we completely
characterize the class of expansive CA and we prove that,
for invertible linear one-dimensional CA, expansivity is
equivalent to topological transitivity.
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