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Foi desenvolvido um método original de Monte Carlo de cálculo de diagramas 
de fase que estende as técnicas de histogramas múltiplos a extrapolações em 
densidade e permite calcular diferenças de energia livre de Helmholtz entre 
pontos termodinâmicos de diferentes densidades e temperaturas. 
Foram também efectuados cálculos de energia livre absoluta para estados 
termodinâmicos de referência em fase sólida e fluida, incluindo correcções dos 
efeitos de tamanho finito, de modo a construir diagramas de fase. 
Procedeu-se a aplicações de teste com o modelo de Lennard-Jones, aferindo 
e estendendo os resultados existentes na literatura.  
Considerou-se ainda um modelo do potencial intermolecular ab initio do C60, 
que inclui interacções de dois e três corpos, e estudou-se o diagrama de fase 
































An original Monte Carlo method for the determination of phase diagrams was 
developed. It extends the multiple histogram techniques to extrapolations in 
density and it allows to compute Helmholtz free energy differences between 
thermodynamic points with different densities and temperatures.  
Absolute free energy calculations for reference solid and fluid states were also 
carried out, including finite size effects corrections, in order to draw phase 
diagrams. 
Test applications with the Lennard-Jones model were performed, the results 
being compared to and extending the published results. 
The phase diagram of an ab initio model of the C60 intermolecular potential, 
including two and three body interactions, was studied, and the properties of 
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A previsão das propriedades termodinâmicas de sistemas, partindo da sua descrição mi-
croscópica em termos das energias de interacção entre as partículas que os constituem, é um
importante problema físico. Em particular, pretende-se prever diagramas de fase sabendo,
assim, as regiões do espaço de variáveis termodinâmicas em que se encontra o sistema numa
dada fase homogénea ou em coexistência de fases. Este nível de descrição do problema tira
partido dos resultados da física estatística clássica, podendo, em muitos casos, serem ig-
norados efeitos quânticos (não desprezáveis a baixas temperaturas e altas densidades). No
entanto, o ponto de partida são energias de interacção entre partículas que têm uma ori-
gem quântica, estimadas a partir de parametrizações fenomenológicas ou a partir de cálculos
quânticos ab initio, muitas vezes ligados à proposta de formas analíticas simplificadas para
esses potenciais de interacção. Parametrizações diferentes destes potenciais de interacção po-
derão ter de ser usadas para descrever sistemas em regiões diferentes do espaço de variáveis
termodinâmicas. Assim, o nível de descrição de partida para os cálculos que se irá considerar
nesta tese é um nível de descrição intermédio entre um nível de descrição intra-atómico e o
nível macroscópico termodinâmico.
Para resolver este problema é-se, quase inevitavelmente, conduzido à utilização de mé-
todos de Monte Carlo ou de dinâmica molecular. Métodos analíticos ou semi-analíticos só
podem ser normalmente utilizados quando se estuda fases líquidas ou fluidas, sendo disso
exemplo os métodos baseados em funcionais da densidade ou equações integrais para líqui-
dos. Uma abordagem integrada de fases sólidas e fluidas requer o uso do método de Monte
Carlo que, embora sujeito a erros estatísticos e enfrentando, nas suas diferentes versões,
problemas de eficiência, é essencialmente um método exacto. Estes problemas de eficiência
levaram ao desenvolvimento de novos métodos de Monte Carlo que estenderam e ampliaram
a sua gama de utilização.
O método de Monte Carlo consiste na proposta de uma dinâmica estocástica arbitrária,
que leva o sistema a mudar a sua configuração, de uma forma a que as propriedades esta-
1
2 Capítulo 1. Introdução
tísticas das configurações geradas sejam aquelas que se pretendem, isto é, aquelas que são
adequadas para o ensemble estatístico que se está a estudar. Apesar de a dinâmica associ-
ada ao método ser arbitrária, pode-se considerar que a evolução do sistema, de configuração
para configuração, corresponde a uma evolução temporal, simulando assim o seu comporta-
mento. As primeiras aplicações do método consideravam simulações no ensemble canónico,
mas outros ensembles como o NPT (isobárico e isotérmico, com número de partículas cons-
tante) podem ser facilmente considerados. A arbitrariedade da dinâmica permite, desde logo,
introduzir diferentes probabilidades de transição entre configurações, sem alterar as proprie-
dades estatísticas das configurações geradas. Uma maior eficiência do método é conseguida
diminuindo as correlações estatísticas entre as configurações: os erros estatísticos diminuem
com o número efectivo de “novas” configurações medidas, que depende da razão entre o
tempo de simulação e o tempo que uma configuração demora a descorrelacionar-se.
O primeiro grande desenvolvimento em relação aos métodos de Monte Carlo convenci-
onais ocorreu quando se verificou que se pode, com vantagem, utilizar o método para gerar
configurações com distribuições estatísticas diferentes das dos ensembles termodinâmicos,
de forma a usar os resultados de uma só simulação para conhecer as propriedades do sistema
numa região alargada do espaço de variáveis termodinâmicas. Métodos como o umbrella
sampling [1, 2], os métodos multicanónicos [3–6], os métodos de ensembles expandidos
[7, 8] e os métodos de matriz de transição [9–13], entre outros, procuram, a partir de uma só
simulação, estimar a densidade de estados do sistema e assim obter informação sobre o seu
comportamento numa gama alargada de temperaturas. Muitos destes métodos foram origi-
nalmente propostos para sistemas discretos de spins e teve que ser feita a sua extensão para
variáveis contínuas e para os sistemas de partículas que aqui se estudam.
Outros métodos, como o de parallel tempering [14–16], também permitem obter infor-
mação numa gama de temperaturas e envolvem implicitamente uma estimativa da forma da
densidade de estados numa certa gama de energias. No parallel tempering, em particular,
são simulados simultaneamente vários sistemas em ensembles canónicos a diferentes tem-
peraturas. Para além da actualização das posições das partículas em cada sistema, gerando
configurações com a distribuição de probabilidade canónica caracterizada pela sua tempera-
tura, são efectuadas trocas (actualizações) das temperaturas dos sistemas. Assim, simulações
a baixas temperaturas que, com facilidade, podem ficar presas em regiões do espaço de fases
que correspondem a estados termodinâmicos meta-estáveis, podem libertar-se destas regiões
ao receber configurações provenientes de simulações a mais alta temperatura.
Paralelamente a estes desenvolvimentos, Ferrenberg e Swendsen mostraram que é pos-
sível usar uma simulação [17], ou combinar várias simulações [18], efectuadas num certo
ensemble estatístico, para estimar a densidade de estados do sistema e, do mesmo modo,
obter informação sobre as propriedades do sistema em regiões do espaço termodinâmico
3que não eram estudadas directamente nas simulações originais. Este método ficou conhe-
cido como método dos histogramas, embora não envolva necessariamente o seu cálculo. A
utilização deste método, em particular na sua variedade dos histogramas múltiplos, é muito
cómoda, no sentido em que se pode melhorar os resultados adicionando sucessivamente da-
dos de novas simulações feitas de um modo completamente independente.
Uma outra classe de métodos propostos [19, 20] baseia-se na possibilidade de actualizar
simultaneamente, em um só passo, a posição de um grupo de partículas e não apenas a
posição de uma única partícula, como é usual na grande maioria dos métodos de Monte
Carlo. Estes métodos são usualmente chamados de algoritmos de actualização colectiva e já
existem extensões para o cálculo de propriedades de fluidos [21–23].
Refira-se também a proposta de novos métodos que simulam directamente fases em coe-
xistência e que são dirigidos ao estudo de diagramas de fase de sistemas de partículas como
aqueles que são considerados nesta tese. Trata-se, por exemplo, do método do ensemble de
Gibbs [24], adequado para estudar a coexistência líquido–vapor, e do método da integração
de Gibbs–Duhem [25, 26]. Este último método utiliza simulações NPT e requer o conheci-
mento, obtido por qualquer outro método apropriado, de um ponto de coexistência, a partir
do qual o restante diagrama de fase é construído.
O estudo da coexistência sólido–fluido apresenta especiais problemas, dado não ser pos-
sível construir uma trajectória no espaço de variáveis termodinâmicas que ligue as duas fases
de uma forma contínua. Este facto tem origem na diferença de simetria entre as duas fases e
manifesta-se na ausência de ponto crítico sólido–fluido. Todavia, foi recentemente proposto
um método, intitulado método de phase switch [27], que introduz uma energia de interacção
entre as partículas e uma rede, desordenada num caso e cristalina noutro, associada a uma
amostragem particular das configurações, que permite transições entre o sistema ligado à
rede ordenada e o ligado à rede desordenada. Estas configurações funcionam como portas
de entrada de uma fase para a outra, tornando possível que o sistema transite de uma fase
fluida para uma fase cristalina. A diferença de energia livre entre as duas fases pode assim
ser obtida e as condições de coexistência determinadas.
Na ausência de métodos como o phase switch, a coexistência sólido–fluido só pode ser
estudada recorrendo a cálculos de energia livre absoluta de cada uma das duas fases e não
apenas de energias livres relativas. Neste caso, pode recorrer-se a outras técnicas, tais como
a expansão virial e o método de inserção de partícula de Widom [28], que são usados nesta
tese, para obter uma estimativa da energia livre de Helmholtz do fluido a densidades baixas.
Paralelamente, tem que se determinar a energia livre de Helmholtz absoluta do sólido, sendo
o método mais aplicado a construção de uma trajectória reversível entre o sólido cristalino e
um sólido de Einstein [29], para o qual se conhece exactamente o valor da energia livre.
O principal resultado desta tese consistiu na extensão, aqui efectuada, do método dos
histogramas de Ferrenberg e Swendsen a extrapolações em termos da densidade. Enquanto
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esse método tinha sido usado para fazer extrapolações em função da temperatura e de parâ-
metros do hamiltoniano que caracterizam diferentes contribuições para a energia do sistema,
a extensão proposta nesta tese permite simultaneamente obter informação sobre sistemas a
densidades diferentes daquelas a que foram feitas as simulações. Para isso, começa-se por re-
lacionar a densidade de estados do sistema a dois volumes diferentes para ummesmo número
de partículas.
Para mostrar a viabilidade da extensão proposta, o método foi aplicado ao sistema de
Lennard-Jones, para o qual existem resultados obtidos por diferentes técnicas. Os resultados
obtidos mostraram um bom acordo com os existentes para o equilíbrio liquido–vapor e tam-
bém com os de Agrawal e Kofke [30] para o equilíbrio sólido–fluido, que foram calculados a
partir da integração de Gibbs–Duhem. Apesar do sistema de Lennard-Jones ser, porventura,
o mais estudado dos sistema de partículas, subsiste ainda, como se verá, algum desacordo
relativamente à coexistência sólido–fluido, desacordo este que não pode ser atribuído inteira-
mente a erros estatísticos, mas possivelmente a efeitos de tamanho finito, ou seja, do número
de partículas nas simulações, ou, no caso do método da integração de Gibbs–Duhem, ao erro
nas propriedades do ponto de coexistência das fases que serve de ponto de partida para a sua
utilização.
A aplicação ao sistema C60 aqui efectuada foi porventura mais interessante, tendo em
vista a importância deste sistema em termos de aplicações. Estando disponível um novo po-
tencial de interacção entre moléculas do C60 [31], incluindo interacções a dois corpos e a três
corpos, o primeiro objectivo foi o de determinar se, para este potencial, se previa ou não a
possibilidade de encontrar o sistema numa fase líquida, numa certa gama de temperaturas e
pressões. Este estudo revestia-se de particular interesse, uma vez que se encontravam dispo-
níveis resultados de outros autores [32], que considerando potenciais diferentes, previam a
possibilidade de não ser termodinamicamente estável a fase líquida do C60, que até agora se
mantém inobservada experimentalmente.
Tal como em outros resultados de cálculos numéricos entretanto publicados, os resulta-
dos da aplicação do método desenvolvido nesta tese prevêem a existência de uma pequena
região do espaço de variáveis termodinâmicas onde é possível encontrar uma fase líquida.
Nesta tese são estudados, adicionalmente, os efeitos da interacção de três partículas. Refira-
se que a inclusão desta nova interacção torna as simulações efectuadas muito mais pesadas
computacionalmente. Foi ainda feito um estudo pormenorizado dos efeitos de tamanho finito
no cálculo das energias absolutas, que permitiu extrapolar resultados para o tamanho infinito.
No segundo capítulo da tese, são expostos alguns aspectos fundamentais a usar em ca-
pítulos posteriores e, no terceiro capítulo, descreve-se os métodos usados, em particular a
extensão do método dos histogramas de Ferrenberg e Swendsen a extrapolações em fun-
ção da densidade. No quarto capítulo, procede-se à revisão de alguns métodos de Monte
5Carlo que têm sido usados para estudar propriedades termodinâmicas de sistemas de partí-
culas, com particular ênfase dado à determinação de diagramas de fase. No quinto capítulo,
apresenta-se os resultados de aplicação ao sistema de Lennard-Jones e, no sexto capítulo,
encontram-se os resultados de aplicação ao estudo do diagrama de fase de altas temperaturas




2.1 Condições de estabilidade e separação de fases
As simulações realizadas para esta tese foram feitas a temperatura e volume constantes.
Para tornar mais transparente a discussão que se segue das condições de estabilidade de
um sistema em equilíbrio termodinâmico, vai ser considerado um sistema nessas mesmas
condições, constituído por moléculas de uma única espécie.
Assume-se que, dada uma gama de valores da densidade e da temperatura, se tem um
conhecimento completo das propriedades termodinâmicas desse sistema, ou seja, para cada
conjunto de valores N, T e V , sabe-se qual o valor exacto da energia livre de Helmholtz F
de equilíbrio. As derivadas parciais de F em ordem à temperatura e ao volume fornecem os
valores da entropia e da pressão, pelo que os outros potenciais termodinâmicos podem ser
imediatamente calculados. É irrelevante questionar nesta altura qual a origem desse conheci-
mento: pode ser um modelo teórico com uma solução exacta, um ajuste feito a um conjunto
muito completo de resultados experimentais, etc.
No equilíbrio, os parâmetros internos não restringidos de um sistema em contacto com
um reservatório de calor assumem os valores que minimizam o potencial de Helmholtz. Na
figura 2.1 está representada a energia livre de Helmholtz por partícula em função do volume
por partícula de um sistema hipotético, constituído por N partículas, com um volume fixo
V , e em contacto com um reservatório de calor a uma temperatura T . O ponto P representa
um estado de volume por partícula v e energia livre por partícula f (v). Apesar de N f (v) ser
o valor mínimo que o potencial de Helmholtz do sistema homogéneo pode tomar, é possível
imaginar uma configuração macroscópica do sistema em que F assume um valor inferior. O
exemplo mais simples é a situação, representada na figura, em que o sistema é dividido em
duas partes com igual número de partículas e em que uma delas passa a ocupar um volume
N(v + ∆v)/2, o que corresponde a um volume específico v + ∆v, enquanto que o volume
específico da outra parte passa a ser v − ∆v.
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Figura 2.1: Energia livre de Helmholtz por partícula em função do volume por partícula.
No limite termodinâmico de N muito grande, as propriedades da fronteira entre os dois
sistemas não têm que ser consideradas para o cálculo do novo valor da energia livre de




f (v − ∆v) + f (v + ∆v)] . (2.1)
Na figura, este valor de F, dividido por N, corresponde à ordenada do ponto do segmento de
recta representado que se encontra verticalmente por baixo de P.
Uma vez que é possível diminuir o valor de F do sistema separando-o em duas fases
distintas, tem que se concluir que o sistema homogéneo não é estável. Para o ser, a curva de






≥ 0 . (2.2)
Esta condição é demasiado restritiva, pois ainda que a segunda derivada fosse positiva em P,
poderia acontecer que a separação em duas fases conduzisse a uma diminuição para certos
valores de ∆v. A observação da figura 2.1 mostra que se tivesse sido escolhido um valor um
pouco maior de ∆v, a diminuição de F teria sido maior.
Por outro lado, as duas partes em que o sistema se separa não têm que ter necessariamente
o mesmo número de partículas. Na figura 2.2, está representada a mesma secção da curva
de energia livre da figura anterior. O segmento de recta representado é tangente à curva nos
pontos A e B. Os índices l e v foram escolhidos porque a discussão aqui feita é directamente
aplicável ao caso de uma fase líquida em equilíbrio com o vapor. Se um sistema com volume
específico v se dividir em duas partes de volumes específicos vl e vv, as fracções das partículas









Figura 2.2: Separação de fases. Construção da dupla tangente.
nas duas partes são dadas pela regra da alavanca:
αl =
v − vv
vl − vv , (2.3a)
αv =
v − vl
vv − vl . (2.3b)
Para obter estas expressões, basta partir das duas condições que têm de ser satisfeitas:
αl +αv = 1, ou seja, o número de partículas deve manter-se igual a N, e αlNvl +αvNvv = Nv
— a soma dos volumes das duas partes deve manter-se igual a V . O valor F′ da energia livre
de Helmholtz do sistema separado obtém-se a partir da soma das energias livres das duas
partes:





vl − vv fl +
v − vl
vv − vl fv. (2.4)







vv − vl (v − vl) + fl, (2.5)
que é evidentemente o valor da ordenada do segmento de recta que corresponde à abcissa v.
Assim, o novo valor da energia livre de Helmholtz é a ordenada do ponto da recta que une A
a B que se encontra na vertical de P. Note-se que apesar de o ponto P obedecer à condição de
estabilidade expressa na equação 2.2, ele não corresponde ao mínimo de F para um sistema
à temperatura T e de volume específico v.
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O aspecto mais importante que se pode concluir da observação da figura 2.2 é que ne-
nhum ponto compreendido entre A e B é um ponto estável, pois a separação da fase homo-
génea em duas fases de volumes específicos vl e vv, com fracções de número de partículas
dadas pela regra da alavanca, conduz sempre a uma diminuição do potencial de Helmholtz.
Além disso, não é possível traçar nenhum segmento de recta que intercepte a curva em dois
pontos que, entre A e B, não esteja sempre acima do segmento de recta representado. Em
conclusão, se v < vl ou v > vv, o sistema homogéneo é estável, caso contrário, a configuração
macroscópica mais estável é aquela em o sistema se divide nas duas fases acima referidas.
A pressão para cada umas das fases obtém-se a partir da derivada parcial da energia livre








Como o segmento de recta é tangente à recta nos pontos termodinâmicos em questão, prova-
se que a pressão é a mesma para as duas fases e o seu valor é igual ao simétrico do declive do
segmento de recta. A diferença entre as energias livres de Gibbs das duas fases pode também
ser determinada com facilidade, a partir das relações entre potenciais termodinâmicos:
∆G = ∆ (E − TS + PV)
= ∆ (E − TS ) + P∆V
= ∆F + P∆V . (2.7)
A recta que une os pontos de coordenadas (Vl, Fl) e (Vv, Fv) tem um declive −P, logo
∆F = −P∆V , (2.8)
e a diferença entre as energias livres de Gibbs das duas fases é nula. Para uma substância
simples, g, a energia livre de Gibbs por partícula, é igual ao potencial químico. As duas fases
em coexistência têm valores iguais de temperatura, pressão e potencial químico.
2.2 Diagramas de fase
O conhecimento, para uma dada gama de temperaturas, dos valores da energia livre cor-
respondentes a um valor do volume específico v ou ao seu inverso, a densidade de partículas
ρ, permite traçar o diagrama de fases da substância simples, que, para cada um dos pontos
termodinâmicos (T, P, ρ) acessíveis, fornece informação sobre o estado macroscópico do sis-
tema: se há uma única fase presente ou se ele está separado em fases diferentes e, neste caso,
quais são essas fases e quais as suas densidades.
Na figura 2.3 está representada a projecção no plano ρ − T do diagrama de fase de uma











Figura 2.3: Projecção no plano ρ − T do diagrama de fase de uma substância simples.
As zonas de coexistência de fases estão assinaladas por: S+V — sólido e vapor, L+V —
líquido e vapor e S+F — sólido e fluido.
substância simples. As zonas onde há coexistência de fases estão assinaladas por: S+V —
sólido e vapor, L+V — líquido e vapor e S+F — sólido e fluido. Um triângulo marca a
posição do ponto triplo, que é o único ponto termodinâmico onde as três fases coexistem.
A justificação para o uso dos termos gás, vapor, líquido e fluido será apresentada posterior-
mente.
Se um recipiente inicialmente a uma densidade muito baixa, ou seja, na sua fase gasosa,
for sujeito a uma diminuição muito lenta de volume, de maneira a que se mantenha sem-
pre em equilíbrio térmico com um reservatório de calor à temperatura T2 representada na
figura 2.3, uma fase líquida coexistindo com a fase gasosa surgirá em princípio quando o
volume específico se tornar inferior a vg. Quando o volume específico ultrapassar vl, passa
a haver uma única fase — a líquida. Para densidades ainda maiores, surgirá uma fase sólida
cristalina em equilíbrio com a fases fluida e, posteriormente, a estrutura cristalina conterá
todas as moléculas. A observação da figura mostra que a mesma sequência de separação de
fases não irá ocorrer se o reservatório de calor estiver à temperatura T1 ou à temperatura T3.
Na figura 2.4a estão representadas as curvas da energia livre da fase fluida homogénea
para as três temperaturas em consideração. Enquanto que para as duas temperaturas mais
baixas existe uma zona que não obedece à condição de estabilidade, para a temperatura
mais elevada a curva é sempre convexa. Isto significa que à temperatura T3 nunca coexistem
líquido e vapor.
A figura 2.4b mostra as curvas da energia livre da fase fluida homogénea Ff(v) e da fase
sólida cristalina Fs(v) para T = T2. A descontinuidade entre estas duas curvas é inevitável,
pois dada a ausência de simetria da fase fluida, não é possível definir uma transição contínua























Figura 2.4: Energia livre de Helmholtz por partícula em função do volume específico
para três valores representativos da temperatura. Os factores de escala das subfiguras não
são iguais. a) Energia livre do fluido homogéneo para as temperaturas T1, T2 e T3. b),
c) e d) Energias livres do fluido e do sólido cristalino para as temperaturas T2, T1 e T3,
respectivamente.
em que todas as partículas em simultâneo passem de uma fase desordenada para uma fase
ordenada. O traçado da dupla tangente que define a coexistência sólido–líquido exige que
haja um conhecimento exacto da diferença de energia livre entre pontos das duas curvas,
pelo que, no mínimo, os valores de F têm que ser conhecidos a menos de uma constante
aditiva comum. Da esquerda para a direita, os quatro pontos de contacto das duas duplas
tangentes representadas delimitam, respectivamente, as zonas de coexistência sólido–fluido
e líquido–vapor.
Quando a temperatura toma o valor T1 (ver a figura 2.4c), continua a existir um zona
côncava da linha Ff(v) (aliás, mais pronunciada que para T2), que favorece, em termos da
minimização da energia livre de Helmholtz, a separação em duas fases fluidas de diferentes
densidades. Contudo, observa-se que a energia livre do sólido diminui bastante, em termos
relativos, e a dupla tangente traçada no gráfico mostra que na mesma gama de volumes
específicos onde a separação líquido–vapor iria diminuir a energia livre, uma diminuição
ainda maior se obtém com uma mistura sólido–vapor.










Figura 2.5: Projecção no plano P−T do diagrama de fase. As letras S, L, F e G referem-se
a sólido, líquido, fluido e gás.
A figura 2.4d mostra as curvas Ff(v) e Fs(v) para o sistema em contacto com um reser-
vatório de calor à temperatura T3. Já foi observado que para esta temperatura a fase fluida
não se separa em líquido e vapor. A única coexistência possível é a do sólido com o fluido.
O aumento da temperatura leva a curva da energia livre do sólido para valores cada vez mais
elevados em relação à curva da energia livre do líquido, pelo que a coexistência se faz com
uma fase fluida de densidade grande, ao contrário do que acontece para T1.
Como se pode ver na figura 2.3, os valores da temperatura que separam estes diferentes
comportamentos são os dos dois pontos assinalados, ponto crítico e ponto triplo. A con-
tinuação da discussão torna-se mais clara observando a projecção do diagrama de fase no
plano P − T (figura 2.5). Para temperaturas inferiores ao ponto triplo, só podem existir ou
a fase gasosa, ou a fase sólida, ou, para uma dada pressão de coexistência, uma mistura das
duas. O ponto triplo é o único ponto termodinâmico em que coexistem três fases: uma sólida
cristalina e duas fluidas de diferentes densidades. Para temperaturas superiores, mas ainda
menores que a do ponto crítico, a situação é precisamente aquela que foi discutida para a
temperatura T2.
As linhas representadas na figura marcam a existência de transições de fase de primeira
ordem. Quando o sistema atravessa uma dessas linhas, alterando o seu estado de uma fase
para outra, há uma descontinuidade no volume por partícula. É possível provar que há tam-
bém uma descontinuidade na entropia. Considere-se um ponto (T, P) sobre uma das linhas
em questão. Há duas fases em presença, às quais se atribui os índices 1 e 2. Sabe-se que
g1(T, P) = g2(T, P) . (2.9)
14 Capítulo 2. Fundamentos
A igualdade das energias livres de Gibbs por partícula também se verifica para um outro
ponto sobre a linha, contíguo ao primeiro,
g1(T + dT, P + dP) = g2(T + dT, P + dP) . (2.10)
Subtraindo as duas equações anteriores, vem
dg1 = dg2 . (2.11)
Este resultado é evidente: como a linha é definida por g1 = g2, qualquer avanço ao longo
da linha tem que provocar aumentos iguais de g1 e g2. Usando dg = −sdT + VdP na equa-
ção 2.11, obtém-se:







onde ∆s = s2 − s1 e ∆v = v2 − v1. Como ∆v toma um valor finito, então tem que ocorrer
também uma descontinuidade na entropia. A equação 2.12 é chamada equação de Clausius-
Clapeyron. O sistema atravessa a linha, ou seja, muda inteiramente de fase, sem que a tem-
peratura varie, mas ocorre uma absorção ou libertação de calor por partícula l = T∆s a que








O calor latente pode ser identificado com uma variação de entalpia, pois como dh = Tds +
vdP, a uma pressão constante, vem dh = Tds.
A equação de Clausius-Clapeyron é válida para todas as linhas da figura 2.5. Algo espe-
cial ocorre contudo na coexistência líquido–vapor. Viu-se que à medida que a temperatura
aumenta, a zona de instabilidade da fase homogénea se torna menos pronunciada e a dife-
rença ∆v = vg − vl diminui. Para temperaturas superiores à temperatura do ponto crítico, a
energia livre já é inteiramente convexa e não há separação de fases. À temperatura crítica
Tc, ocorre uma transformação de fase contínua ou de segunda ordem; a segunda derivada de
f (v) é nula em vc, ∆v e ∆s são iguais a zero e as flutuações de densidade muito grandes.
A possibilidade de passar o sistema de uma fase líquida para uma fase gasosa sem que
ocorra uma mudança de fase, aquecendo-o até uma temperatura superior a Tc, fazendo-o
expandir e arrefecendo-o de novo, põe em dúvida a existência de uma diferença fundamental
entre o que é um gás ou um líquido. A mesma questão não se coloca entre o sólido e o fluido;
a diferença intrínseca entre os dois — a estrutura ordenada do primeiro — exclui a existência
2.3. O ensemble canónico 15
de um ponto crítico na linha de coexistência sólido–fluido denso.
Para evitar ambiguidades e ser coerente no resto deste trabalho, propõe-se uma nomen-
clatura para as possíveis fases não ordenadas (a definição de sólido cristalino é inequívoca),
isoladas ou em coexistência. O gás é uma fase não ordenada, isolada, a uma temperatura
menor ou igual a Tc e a uma densidade menor ou igual a ρc. Quando em coexistência com o
líquido ou o sólido, o gás toma o nome de vapor. O líquido é uma fase não ordenada, isolada,
ou em coexistência com o vapor, a uma temperatura menor ou igual a Tc e a uma densidade
maior ou igual que ρc. O fluido, em sentido restrito, é uma fase não ordenada, isolada e a
uma temperatura superior a Tc, ou em coexistência com o sólido e a uma temperatura maior
ou igual que a do ponto triplo. As letras que identificam as fases e as linhas de coexistência
nas figuras 2.3 e 2.5 seguem esta convenção. Para além da inevitável ambiguidade no ponto
crítico, note-se que no ponto triplo tanto se pode chamar líquido à fase não ordenada mais
densa, porque coexiste com o vapor, como se pode chamar-lhe fluido, porque coexiste com
o sólido.
2.3 O ensemble canónico
Chama-se colectividade estatística ou ensemble1 a um conjunto muito numeroso de ré-
plicas de um sistema, cada uma delas encontrando-se num dos estados acessíveis ao sistema
em estudo. Cada réplica tem uma evolução dinâmica determinada pelas equações do movi-
mento. Considere-se um dado instante de tempo e conte-se o número de cópias do sistema
que se encontra na vizinhança dµ de um dado ponto P do espaço de fases. Dividindo o re-
sultado pelo número total de cópias do sistema, obtém-se a probabilidade ρ(P)dµ. A média
estatística sobre o ensemble de qualquer grandeza física A, que toma o valor A(P) quanto o




A(P) ρ(P)dµ , (2.14)
onde a integração é feita sobre todo o espaço de fases. A média de ensemble dará o mesmo
resultado que a média temporal de um único sistema se a condição ergódica, que será discu-
tida posteriormente, for satisfeita.
No caso do sistema replicado ser um sistema fechado, de paredes rígidas, que pode tro-
car energia com um reservatório de calor a uma temperatura T e que, por isso, não tem uma
energia total constante, diz-se que se trata de um ensemble canónico. A assunção fundamen-
tal da física estatística de equilíbrio — um sistema fechado e isolado encontra-se com igual
probabilidade em qualquer um dos estados acessíveis — pode ser aplicada ao sistema total
1Adopta-se a palavra como sendo portuguesa, sem ênfase tipográfico.
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constituído pelo sistema em estudo e pelo reservatório de calor. A distribuição de probabili-






[−βE(P)] dµ , (2.15)
onde β = 1/kBT e E(P) é a energia do sistema quando se encontra na vizinhança do ponto P.
O numerador da fracção tem o nome de factor de Boltzmann e o denominador, que normaliza
a distribuição de probabilidade, é a função de partição Z. A energia livre de Helmholtz do
sistema calcula-se directamente da função de partição,
F = −kBT lnZ . (2.16)
Os espaços de fases dos sistemas estudados neste trabalho são espaços com 6N dimen-
sões. Cada uma das N partículas contribui com três coordenadas de posição e com três mo-
mentos. O hamiltoniano dos sistemas tem uma contribuição de energia cinética T e uma
contribuição de energia potencial U, que é função das coordenadas de todas as partículas,













T (pN) + U(rN)
]}
dµ , (2.17)
onde h é a constante de Planck e a divisão por N! leva em conta a indistinguibilidade das
partículas — este último termo não aparece no cálculo da função de partição do sólido, pois
cada partícula está associada a um ponto da rede cristalina. O integral pode ser escrito como
o produto de dois integrais, um sobre as coordenadas de posição e outro sobre os momentos,































dr1 . . . drN . (2.18)
A função de partição pode ser escrita como o produto de um termo cinético por um termo
configuracional,
Z = ZcinZconf . (2.19)
Existe alguma arbitrariedade envolvida na atribuição de 1/N! e h−3N a cada um dos factores
da equação anterior, mas segue-se aqui a definição mais comum, encontrada nomeadamente
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 dpx,1 . . . dpz,N . (2.21)












No caso particular do gás ideal, a energia potencial é nula e a função exponencial na
expressão da função de partição configuracional toma o valor 1, pelo que se tem Zconf = VN .
A função de partição do gás ideal é dada, então, por








No caso geral, a função de partição total pode ser expressa como o produto de uma parte
ideal por uma parte de excesso:
Z = ZidZexc , (2.25)
com










dr1 . . . drN . (2.26)
Aplicando a equação 2.16, é possível obter as relações correspondentes para a energia livre
de Helmholtz:
F = Fcin + Fconf =
[


















− kBT (lnZconf − N lnV)
]
. (2.28)
O estudo da coexistência de fases não ordenadas pode ser feito levando apenas em conta
a parte configuracional da energia livre, porque para todos os pontos de F(flu)(V), a um tem-
peratura constante, Fcin é apenas uma constante aditiva. Contudo, quando se pretende estudar
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a coexistência com a fase sólida cristalina, é preciso levar em conta que, para o sólido,











pelo que a comparação correcta das energias livres do sólido com as energias livres do fluido
exige que o termo −NkBT (− lnN + 1) não seja ignorado. O mesmo cuidado não é necessário
com 3NkBTλT , que aparece nas duas expressões.
Em conclusão, estabelece-se que, salvo posterior indicação local em contrário, as ener-
gias livres de Helmholtz calculadas e tabeladas neste trabalho estão definidas por
F(flu) = NkBT (lnN − 1) − kBT lnZ(flu)conf , (2.30)
F(sol) = −kBT lnZ(sol)conf . (2.31)
Capítulo 3
Metodologia
3.1 Simulações de Monte Carlo no ensemble canónico
Conhecendo-se a expressão da energia potencial U(rN) de um sistema, a determinação













{−β [T (pN) + U(rN)]} drNdpN . (3.1)
Em geral, a média de funções que dependem dos momentos são fáceis de integrar analitica-
mente [34]. Os problemas surgem com o cálculo da média de funções do tipo A(rN). Nesse
caso, a integração nos momentos demonstrada na secção anterior leva a que a equação 3.1 se











[−βU(rN)] drN . (3.2)
Só em casos muito raros é que estes integrais podem ser calculados analiticamente. Uma in-
tegração numérica convencional é impraticável, pois mesmo para um sistema tridimensional
com, por exemplo, uma centena de partículas, calcular a função a integrar para 10 valores
numéricos de cada coordenada levaria a um número de cálculos da ordem de 10300.
Os métodos de Monte Carlo são ferramentas alternativas para calcular integrais de fun-
ções mal comportadas ou de dimensionalidade muito grande. Aplicando-os na sua forma
mais simples, obtém-se uma estimativa 〈A〉M para o valor médio de A, seleccionando ale-
atoriamente um número M de configurações rN(i) do sistema, com igual probabilidade de
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É de esperar que a qualidade da estimativa aumente com o número M, mas a escolha
uniforme das configurações rN(i), a que se chama amostragem simples, não conduz a bons
resultados, pois a esmagadora maioria das configurações tem factores de Boltzmann ínfimos
e se se quer estimar correctamente o integral deve-se procurar os pontos com contribuições
significativas. Para isso, usa-se a amostragem por importância, ou seja, selecciona-se as con-
figurações de acordo com uma distribuição de probabilidade p(i) apropriada. A expressão da











Na equação anterior, foi introduzida a notação A(i) como forma simplificada de escrever uma
grandeza A{rN(i)}.
A escolha natural da distribuição de probabilidade de amostragem de Monte Carlo é a











Antes de prosseguir, é importante realçar que este método permite calcular uma esti-
mativa para a razão dos integrais da equação 3.2, mas não para cada um dos dois integrais
separadamente: não é possível usá-lo para calcular a função de partição configuracional e a
energia livre de Helmholtz.
A primeira solução para o problema de como gerar a distribuição de probabilidades apro-
priada foi apresentada por Metropolis, Rosenbluth, Rosenbluth, Teller e Teller [35], em 1953.
O algoritmo de Metropolis continua a ser amplamente aplicado e é usado para as simulações
no ensemble canónico realizadas neste trabalho. Os pormenores das simulações serão apre-
sentados posteriormente, mas os aspectos essenciais do algoritmo podem ser descritos em
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muito poucas palavras. Parte-se de uma configuração inicial do sistema, selecciona-se ale-
atoriamente uma das partículas, sem preferência por nenhuma delas, e escolhe-se de forma
aleatória e uniforme um ponto num cubo centrado na posição original da partícula. Assim
se propõe uma nova configuração para o sistema. Calcula-se, então, qual a correspondente
variação da energia potencial do sistema se a partícula passasse a ocupar essa nova posi-
ção. Dependendo do valor dessa variação, o deslocamento é ou não aceite, mas, para efeito
do cálculo de médias no ensemble canónico, considera-se que uma nova configuração foi
gerada, ainda que, devido à rejeição do deslocamento, e portanto da nova configuração pro-
posta, esta seja igual à anterior. Depois de repetir este procedimento um número suficiente
de vezes, diz-se que foi atingido o equilíbrio e as configurações subsequentes são geradas de
acordo com a distribuição canónica.
Este algoritmo introduz uma dinâmica estocástica no sistema: num dado passo do pro-
cesso de simulação, o sistema encontra-se num estado caracterizado por uma configuração
rN(α). A partir deste estado, é gerado um novo estado rN(ω). No caso mais simples, o novo
estado difere do primeiro apenas na posição de uma partícula, mas existem algoritmos base-
ados em alterações mais complexas da configuração do sistema. O uso de números aleatórios
implica que, partindo do estado α, existe uma dada probabilidade de transição T (α → ω)
para o estado ω. Estas probabilidades não variam com o tempo e dependem apenas de α e ω,
e não da história do sistema, isto é, dos estados visitados em passos anteriores. Como se con-
clui a partir da descrição prévia do algoritmo de Metropolis, T (α → α) pode ser diferente
de zero. As probabilidades de transição definem uma matriz ( a matriz das probabilidades de
transição, T ) que verifica a normalização ∑ω T (α → ω) = 1. A dinâmica estocástica assim
definida é um processo estocástico de Markov que, como se encontra definido em tempo
discreto, é conhecido por cadeia de Markov.
A probabilidade p(ω, n) de o sistema, no passo n, se encontrar na configuração ω, obe-




T (α→ ω)p(α, n − 1) , (3.7)
que também pode ser escrita em termos matriciais como p(n) = T p(n − 1). Pode-se ainda
iterar a equação e escrever,
p(n) = T np(0) . (3.8)
Existe alguma arbitrariedade na escolha das probabilidades de transição. É necessário re-
querer duas propriedades: (1) que o sistema atinja, para tempos suficientemente longos, uma
única distribuição estacionária, p(α), isto é, limn→∞ p(α, n) = p(α) e (2) que esta distribuição
de probabilidade assimptótica seja a distribuição de probabilidade de amostragem em que se
está interessado. Estes dois requisitos não especificam univocamente a forma de T (α→ ω).
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T (α→ ω)p(α) , (3.9)
o que mostra que a distribuição estacionária deve ser um vector próprio da matriz T (α→ ω)
com valor próprio igual a um. Pode-se demonstrar que este valor próprio é único quando a
matriz de probabilidades de transição verifica a condição de ergodicidade, isto é, quando,
partindo de qualquer um dos estados, seja possível, dado um número de passos suficiente,
chegar a cada um dos outros estados. Desta forma, fica garantido o requisito (1) atrás enun-
ciado [37, 38].
O requisito (2) é satisfeito se a matriz das probabilidades de transição verificar a condição
de equílibrio local relativamente à distribuição estacionária, que se exprime como
p(α)T (α→ ω) = p(ω)T (ω→ α) , (3.10)
e estipula que, no regime assimptótico, há tantas transições de α para ω como de ω para α.
Somando ambos os membros desta equação relativamente a α, e usando a propriedade de
normalização da matriz de probabilidades de transição, obtém-se a equação 3.9 que mos-
tra que p(ω) é a distribuição assimptótica. A condição de equilíbrio local é uma condição
suficiente mas não necessária [39]. Contudo, ela fornece meios tão convenientes para cons-
truir probabilidades de transição que há ainda muito poucos métodos de Monte Carlo que
aproveitam as potencialidades de probabilidades de transição menos restritivas [40].
Quando a distribuição desejada é a distribuição canónica, a condição de equilíbrio local
fica T (α→ ω)
T (ω→ α) =
p(ω)
p(α)
= e−β[U(ω)−U(α)] . (3.11)
Cada passo da cadeia de Markov é construído a partir de dois processos sucessivos: uma
nova configuração ω é proposta com uma probabilidade S(α → ω) e posteriormente aceite
com uma probabilidadeA(α→ ω). A probabilidade de transição é dada pelo produto destes
dois termos,
T (α→ ω) = S(α→ ω) ×A(α→ ω) . (3.12)
No caso do algoritmo de Metropolis, a matriz S(α → ω) é simétrica. Dadas duas configu-
rações que se distinguem pela posição de apenas uma das partículas1, a probabilidade de
essa partícula ser escolhida é sempre igual a 1/N, e como os módulos dos deslocamentos são
iguais e não existe uma direcção ou sentido privilegiado do movimento a tentar, conclui-se
que, de facto, S(α → ω) = S(ω → α). Assim, neste caso, a condição de equilíbrio local
1Este é a única situação em que a probabilidade de selecção pode ser diferente de zero.
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simplifica-se para
A(α→ ω)
A(ω→ α) = e
−β[U(ω)−U(α)] . (3.13)
A equação 3.13 define a razão entre as probabilidades de aceitação de transições simé-
tricas, mas, para além disso, dá inteira liberdade para a criação de algoritmos com diferentes




−β[U(ω)−U(α)] se U(ω) − U(α) > 0
1 se U(ω) − U(α) < 0 ,
(3.14)
é a mais eficiente, no sentido em que, para uma mesma matriz de proposta de configurações,
leva a um maior número de transições aceites. Se um movimento hipotético de uma partícula
conduz a uma diminuição de energia, ele é imediatamente aceite; se a energia aumenta, um
número aleatório é escolhido de uma distribuição uniforme entre 0 e 1 e o movimento é
aceite se esse número for menor que exp{−β [U(ω) − U(α)]}.
A eficiência de um algoritmo de Monte Carlo, no entanto, deve ser discutida tendo em
atenção a correlação temporal das variáveis medidas e das configurações geradas. Se a matriz
S for escolhida de modo a que as duas configurações se encontremmuito próximas no espaço
de configurações, a probabilidade de aceitação será elevada, mas também o será a correlação
entre configurações e os estimadores das médias virão afectados de um erro grande. Por outro
lado, se a matriz S conduzir à proposta de configurações muito distintas, a probabilidade de
aceitação será muito reduzida e a correlação entre configurações voltará a ser elevada. Por
isso, foi sugerido, como regra de ouro, escolher a matriz de proposta de modo a obter uma
probabilidade de aceitação intermédia e próxima de um meio.
Todavia, uma optimização do algoritmo só pode ser realizada através da medição de tem-
pos de correlação. Por exemplo, pode demonstrar-se que, para uma simulação no ensemble





(1 + 2τA) , (3.15)
onde o tempo de correlação é obtido por integração (soma) da função de autocorrelação
temporal, em regime estacionário, τA = 1/2 +
∑∞
n=1CA(n). A função de autocorrelação [41,
42] define-se como:
CA(n) =
〈A(i + n)A(i)〉 − 〈A〉2
〈A2〉 − 〈A〉2 , (3.16)
onde a média 〈A(i + n)A(i)〉 é obtida a partir da distribuição de probabilidade conjunta,
p[A(i), i; A(i + n), i + n], em dois instantes de tempo diferentes, i e i + n. Em regime es-
tacionário, esta distribuição de probabilidade não depende do instante i considerado e pode
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ser usado o estimador
〈A(i + n)A(i)〉M = 1M − n
M−n∑
i=1
A(i)A(i + n) . (3.17)
3.2 Métodos de reponderação
A realização de uma simulação de Monte Carlo num dado ensemble termodinâmico,
com o objectivo de obter estimativas de valores de quantidades físicas para um determinado
conjunto de valores dos parâmetros que definem macroscopicamente o sistema, disponibi-
liza informação sobre os estados microscópicos do sistema relevantes para esse cálculo. Os
métodos de reponderação permitem usar essa informação para calcular estimativas noutros
pontos termodinâmicos não muito afastados dos pontos onde foram feitas as simulações.
3.2.1 Histogramas simples
Considere-se um sistema que se encontra a um volume constante e em contacto com um
reservatório de calor a uma temperatura T j. Para simplificar a notação, usa-se i para repre-
sentar um estado com uma configuração rN(i). Sabe-se que a distribuição de probabilidade
canónica é




onde Z(β j) é a função de partição configuracional à temperatura T j = 1/kBβ j. Uma simulação
de Monte Carlo, a que se atribui o índice j, com amostragem por importância de Boltzmann





Usando a equação 3.4, obtém-se, a partir da simulação j, o resultado esperado da estimativa
do valor médio de uma grandeza A para o mesmo ponto termodinâmico onde foi realizada a
simulação,
〈A(β j)〉 j = 1M j
M j∑
i=1
A j(i) , (3.20)
onde M j é o número de medidas da simulação2.
A partir dos mesmos dados, é possível produzir uma estimativa para o valor médio da
mesma grandeza, à mesma densidade, mas a uma temperatura T diferente de T j. Voltando a
2Trocou-se a notação 〈A〉M j , que seria coerente com a equação 3.4, por uma notação mais simples 〈A〉 j.
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De acordo com Ferrenberg e Swendsen [43], McDonald e Singer [44] foram, em 1967,
os primeiros a usar esta reponderação para estimar os valores de grandezas termodinâmicas
a temperaturas diferentes daquela a que foi feita uma simulação de Monte Carlo. Contudo,
as potencialidades deste método, nomeadamente para o estudo de transições de fase, não
foram reconhecidas na altura e só após uma reintrodução por Ferrenberg e Swendsen [17],
em 1988, é que ele se tornou uma ferramenta usada amplamente em estudos de Monte Carlo.
A energia livre de Helmholtz não pode ser calculada a partir de um expressão do tipo
da equação 3.4, mas é possível calcular a diferença de energia livre entre o ponto termodi-
nâmico onde foi feita a simulação e um outro de temperatura T . Uma estimativa da função
de partição Z(β) pode em geral ser obtida a partir das medidas da energia potencial para M j






[p j(i)]−1e−βU(i) . (3.22)












e−(β−β j)U(i) . (3.23)
A relação entre as energias livres é





O nome de método dos histogramas simples deve-se ao facto de as suas formulações ini-
ciais terem sido feitas em termos de histogramas. Quando se deseja calcular a média de uma
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grandeza A, é possível usar o método sem registar todos os valores A(i) e U(i), construindo
em alternativa um histograma duplo. Define-se h j(U, A) como o número de configurações
visitadas pela simulação j a que correspondem energias potenciais contidas no intervalo da
classe centrada no valor U e valores da grandeza a estimar contidos no intervalo da classe




h j(U, A)Ae−(β−β j)U∑
U,A
h j(U, A)e−(β−β j)U
, (3.25)
e







onde os somatórios são feitos sobre todas as classes do histograma. As grandes capacidades
de armazenamento dos computadores modernos permitem evitar a complexidade extra de
programação e os erros associados à discretização (no caso de sistemas de variáveis contí-
nuas) que o uso de histogramas causaria.
Ao fazer uma simulação à temperatura T j com amostragem por importância, privilegia-
se estatisticamente as configurações relevantes, ou seja, aquelas que dão origem a factores de
Boltzmann elevados. Para uma temperatura muito diferente de T j, as configurações relevan-
tes encontrar-se-ão em zonas relativamente distantes do espaço de configurações, visitadas
pela simulação com probabilidade muito reduzida. Dado que é gerado um número finito de
configurações, isto significa que há necessariamente uma limitação no que diz respeito ao
intervalo de valores ∆β = β − β j no qual é possível estimar 〈A(β)〉 com um erro aceitável.
A probabilidade de se observar uma energia U a uma temperatura inversa β j tem um









onde CV é a capacidade térmica do sistema. Para β diferente de β j, a região de energia que
mais contribui para o cálculo de 〈U(β)〉 encontra-se próxima de U˜(β) e afastada da região
em torno de U˜(β j) onde os valores registados na simulação se concentram. Assim, uma esti-
mativa do intervalo de extrapolação aceitável pode ser obtida da condição de que a distância
entre as energias médias correspondentes às duas temperaturas seja menor que o desvio pa-
drão da distribuição de probabilidade da energia:
∣∣∣〈U(β)〉 − 〈U(β j)〉∣∣∣ < √CV(β j)kBβ2j . (3.28)
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Fazendo a aproximação
















A largura do intervalo de extrapolação diminui com
√
CV , e, portanto, como CV ∼ N, é
tanto menor quanto maior é o sistema simulado. As referências [45] e [46] podem ser con-
sultadas para obter informação mais exaustiva sobre as diferentes fontes de erro no método
dos histogramas e sobre os intervalos de extrapolação a elas associados.
3.2.2 Histogramas múltiplos
Ométodo dos histogramas simples permite estimar valores médios de grandezas observá-
veis para temperaturas próximas daquela a que foi realizada uma simulação de Monte Carlo.
Quando se pretende obter valores de 〈A〉 para uma maior gama de temperaturas, pode-se usar
este método, realizando uma série de R simulações de índices 1 ≤ j ≤ R, a diferentes tem-
peraturas, e usar cada simulação para fazer extrapolações na vizinhança da sua temperatura
T j.
Uma técnica mais apropriada deve juntar a informação de todas as simulações j que vi-
sitam estados relevantes para o cálculo de uma estimativa de 〈A(β)〉. A cada simulação está
associada uma probabilidade de se obter uma energia potencial que tem ummáximo para U˜ j.
Quanto menor for a diferença entre T e T j, mais informação útil para extrapolações à tem-
peratura T poderá ser extraída. Uma opção simplista seria usar o método dos histogramas
simples e estimar 〈A(β)〉 a partir de uma média ponderada dos valores 〈A(β)〉 j, em que os
pesos diminuiriam com |T −T j|. Um critério mais preciso poderia levar em conta os números
de medidas M j e os desvios padrão de cada distribuição. O problema associado a esta opção
pode ser visualizado com o auxílio da figura 3.1, onde estão representadas três distribuições
de probabilidade da energia potencial de um sistema hipotético. Supondo que foram feitas
simulações com um mesmo número de medidas para as temperaturas T1 e T2, a partir das
quais foi possível reproduzir com uma boa aproximação ρ1(U) e ρ2(U), é em princípio pos-
sível, por meio de reponderação, obter uma boa estimativa para ρ(U). Contudo, o método
será mais exacto se os pesos atribuídos a cada simulação variarem com U: quanto maior for
U, maior deve ser o peso relativo da simulação 2.
Ferrenberg e Swendsen [18], em 1989, propuseram o método dos histogramas múltiplos,
que permite combinar de forma optimizada dados de um número arbitrário de simulações





Figura 3.1: Distribuições de probabilidade da energia potencial de um sistema a três tem-
peraturas diferentes.
a diferentes temperaturas. O objectivo do método é construir uma distribuição ρHM(U, β) o
mais próxima possível da real. Como os dados das simulações são discretos e em número
finito, a melhor maneira de analisar o problema é contar de entre o total M j dos estados
gerados em cada simulação j, quantos têm energias na vizinhança de um dado valor U. O
uso de histogramas é assim recuperado: h j(U) é o resultado dessa contagem.
Usando a distribuição de probabilidade canónica, pode-se escrever




onde Ω(U) é o número total de diferentes estados acessíveis ao sistema quando ele tem uma
energiaU. O problema da determinação de ρ(U, β) fica solucionado seΩ(U) for determinado
a menos de uma constante multiplicativa3. Se a simulação j tivesse uma duração infinita,
a fracção das medidas de energia que teria como resultado U seria Ω(U) exp(−β jU)/Z j.
Na prática, essa fracção é estimada por h j(U)/M j. A estimativa da densidade de estados








eβ j(U−F j) . (3.32)
3A normalização pode sempre ser feita a posteriori.
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w j(U)Ω j(U) , (3.33)
onde o somatório dos pesos w j(U) de cada configuração é igual a 1. A determinação dos
pesos faz-se minimizando o erro da estimativa. A única fonte de erro no cálculo de Ω j(U)





δh j(U) . (3.34)
Se, para cada simulação, as medidas forem consideradas realizações independentes da variá-
vel aleatória U e o número de classes do histograma for suficientemente grande para que a
obtenção de um valor dentro do intervalo de cada classe seja caracterizado como um acon-
tecimento raro, então h j(U) é uma variável aleatória com uma probabilidade de ocorrência









eh j(U) , (3.35)
onde h j(U) é o valor médio de h j(U) que seria obtido se a simulação fosse repetida um
número infinito de vezes, ou seja,
h j(U) = M jρ(U, β j) . (3.36)
A variância da distribuição de Poisson toma também o valor h j(U), pelo que o erro associado





h j(U) . (3.37)





− 〈ΩHM(U)〉2 . (3.38)















δ2Ω j(U) . (3.39)
30 Capítulo 3. Metodologia






]2 e2β j(U−F j)
M2j
h j(U) . (3.40)
Os pesos w j(U) são determinados a partir da condição de mínimo desta variância e estão




w j(U) = 0 , (3.41)













 = 0 . (3.42)
As soluções deste sistema de R equações são dadas por
w j(U) =
λM j
2h j(U)e2β j(U−F j)
. (3.43)

























Ω(U) = e−βl(U−Fl)Ω(U) . (3.46)







Usando as expressões dos pesos w j(U) na equação 3.33, chega-se finalmente à estimativa
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As energias livres não são conhecidas, mas podem ser determinadas a menos de uma
















Se a extrapolação for feita para a temperatura de uma dada simulação k, obtém-se uma esti-
mativa para a energia livre de Helmholtz no ponto do espaço termodinâmico onde foi feita
essa simulação,











Este conjunto de equações pode ser resolvido iterativamente, atribuindo valores iniciais às
energias livres Fk, calculando novos valores a partir destes, e repetindo o processo até se
alcançar a convergência. Como os valores absolutos das energias livres não são conhecidos,
fixa-se um dos valores, geralmente F1, e itera-se as restantes R − 1 equações.
Já foram discutidas as razões pelas quais, na prática, é mais conveniente usar as medidas
individuais em vez de as agrupar em histogramas. Relembrando que U j(i) se refere à medida
i da energia potencial, obtida durante a simulação j, a equação anterior passa a escrever-se
como











A estimativa do método dos histogramas múltiplos para o valor médio de uma observável
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A observação da equação 3.53 mostra que 〈A(β)〉HM pode ser expresso como uma média













com os pesos dados por






A energia livre de Helmholtz para uma temperatura T , a menos de uma constante desconhe-
cida, é estimada por







3.2.3 Extrapolações em densidade e temperatura
Os métodos de histogramas permitem usar dados de simulações de Monte Carlo para
obter estimativas de observáveis noutro ponto do espaço de parâmetros termodinâmicos. O





onde M(h) são funções dos graus de liberdade microscópicos do sistema, as técnicas expostas
nas duas subsecções anteriores são facilmente generalizáveis a variações dos parâmetros J(h).
O método apresentado originalmente na referência [47] generaliza o método dos histo-
gramas múltiplos para extrapolações simultâneas de temperatura e densidade, especialmente
úteis no estudo de coexistência de fases. Uma diferença fundamental em relação às extra-
polações em temperatura é que os espaços de configurações das diferentes simulações e do
ponto termodinâmico para o qual se quer calcular médias de observáveis são diferentes. Ao
aumentar ou diminuir o volume, incrementa-se ou reduz-se o espaço de configurações aces-
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síveis ao sistema. Assim, as M j configurações rN geradas por uma simulação j, a um volume
V j, são multiplicadas por um factor de escala (V/V j)1/3 para obter configurações r′N e são
estas novas configurações (com pesos reponderados) que são usadas para estimar A(β,V).
Há dois obstáculos fundamentais a ultrapassar. Em primeiro lugar, a energia potencial
U(r′N) da nova configuração é diferente da energia original U(rN) e é conveniente saber
calculá-la sem ter que registar as posições de todas as partículas em todos os estados visita-
dos pelas simulações. O problema coloca-se para todas as formas de energia potencial que
não variam trivialmente com uma potência das coordenadas. Ir-se-á provar que o problema
pode ser solucionado, pois é sempre possível escrever um conjunto de nC variáveis depen-
dentes das coordenadas das partículas, Cn(rN), com 0 ≤ n ≤ nC − 1, que podem ser vistas
como componentes de um vector coluna C = (C0,C1, . . . ,Cnc−1), e que apresentam duas






e (2) existe uma relação linear conhecida entre os valores das variáveis no sistema expandido










onde M é uma matriz quadrada com coeficientes que dependem apenas de V e V j.
A escolha das variáveis é arbitrária desde que as duas condições sejam satisfeitas. Nal-











onde rkl é a distância entre as partícula k e l e o somatório é feito sobre todos os pares de
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Figura 3.2: Convergência das extrapolações de energia livre com o número de coeficientes
usado na expansão baseada na equação 3.64, para o modelo de Lennard-Jones. As curvas
obtidas com 4, 5 e 6 coeficientes são quase coincidentes.
Para um potencial arbitrário, pode não ser possível encontrar variáveis Cn(rN) com um
dado escalonamento com o volume como as do caso do potencial de Lennard-Jones. Con-
tudo, existe sempre ummétodo baseado em expansões do volume, que é descrito em seguida.















As duas propriedades são satisfeitas, uma vez que a energia de uma dada configuração é












(l − n)! (V − V j)
l−n, (3.64)
fornece a relação linear 3.59. Contudo, o vector C(rN) tem um número infinito de elementos.
Em trabalho numérico prático, a expansão tem de ser parada a uma ordem suficientemente
alta. A aproximação introduzida pode ser controlada aumentando a ordem da aproximação
ou combinando simulações a densidades mais próximas [47].
Na figura 3.2 (ver referência [47]), mostra-se como as extrapolações de energia livre, para
o potencial de Lennard-Jones, convergem à medida que se aumenta o número de coeficientes
usados na expansão da equação 3.64. As curvas obtidas com 4, 5 e 6 coeficientes são quase
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coincidentes e concordam com os resultados obtidos a partir do uso das constantes definidas
nas equações 3.61.
O segundo problema a resolver é a determinação do número de estados do sistema para
a densidade de extrapolação a partir das estimativas Ω j. Representa-se como Ω[c(V),V] a
densidade de estados com valores da variável C numa dada vizinhança de c(V) para um









Em seguida, determina-se a relação entre as densidades de estados a dois volumes di-
ferentes, Ω[c(V),V] e Ω[C(V j),V j]. Mudando as variáveis de integração r′i = (V/V j)
1/3ri,
levando em conta as equações 3.59, e definindo c(V j) a partir da relação







































|M(V,V j)| , (3.68)
onde |M(V,V j)| é o determinante da matriz M(V,V j), e a equação
dc(V) = |M(V,V j)| dc(V j) , (3.69)
que resulta directamente de 3.66, vem









dc(V j) . (3.70)
Considerando que, das M j medidas da simulação j, um número h j[c(V j)] é atribuído à















}) h j [c(V j)]
M j
, (3.71)
onde F j é a energia livre de Helmholtz à temperatura inversa β j e volume V j. O seu valor não
é para já conhecido, mas irá ser determinado autoconsistentemente.
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Usando esta equação em conjunto com a equação 3.70, obtém-se uma estimativa, a partir
dos dados da simulação j, para a densidade de estados correspondente ao volume V:














}) h j [c(V j)]
M j
. (3.72)
As estimativas dadas por cada uma das R simulações vão ser combinadas, pelo método dos





w j[c(V),V]Ω j [c(V),V]
}
. (3.73)
Os pesos são normalizados,
R∑
j=1
w j[c(V),V] = 1, (3.74)
e usando o mesmo processo que foi usado na subsecção anterior, é possível mostrar que a










é satisfeita pelas seguintes expressões para os pesos:


















exp (−βl {U [c(Vl)] − Fl}) .
(3.76)























exp (−βl {U [c(Vl)] − Fl})
. (3.77)
Extrapolando para a temperatura e densidade de uma simulação k, obtém-se a energia livre
de Helmholtz para o ponto (βk,Vk),


















exp (−βl {U [c(Vl)] − Fl})
 . (3.78)
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Estas equações podem ser resolvidas iterativamente para determinar R−1 valores da energia
livre das simulações, em relação a F1.


















exp (−βl {U [c(Vl)] − Fl})
. (3.79)






É claro que na prática não há necessidade nem vantagens em calcular histogramas. Con-
siderando as definições:
C j(i,V j) é a medida i da simulação de índice j, feita a uma densidade j,
C j(i,Vl) é o valor que resulta duma expansão4 para o volume Vl a que foi realizada outra
simulação l, da medida i da simulação j,
C j(i,V) é o valor que resulta duma expansão para um volume genérico V da medida i da
simulação j,
e definindo o peso da medida i, obtida na configuração j, como




























W j(i, β,V), (3.82)
pelo que as energias livres são determinadas resolvendo iterativamente o sistema de equações





W j(i, βk,Vk) . (3.83)
A melhor estimativa da média canónica da observável A à temperatura inversa β e volume
4Usa-se o termo no sentido lato, pode tratar-se de uma contracção.
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3.3 Determinação dos diagramas de fase
3.3.1 Introdução
O método usado neste trabalho usa a construção da dupla tangente para determinar as
propriedades de coexistência de um sistema. A aplicação deste método exige, para cada tem-
peratura a estudar, que sejam traçadas, nas redondezas dos dois volumes de coexistência, as
curvas das energias livres de Helmholtz em função do volume. Para alcançar esse objectivo,
são feitas séries de simulações no ensemble canónico a uma mesma temperatura, mas a di-
ferentes densidades. A energia livre de cada simulação da série é calculada em relação a um
dado ponto de referência a partir do método exposto na subsecção 3.2.3, usando o sistema
de equações 3.83.
Uma demonstração de como seria efectuado o procedimento para a coexistência líquido–
vapor de um sistema a uma temperatura T1 está esquematizada na figura 3.3. Realiza-se uma
série de simulações a uma temperatura Ta superior a T1, mas abaixo da temperatura crítica
do sistema. O método dos histogramas múltiplos generalizado a extrapolações em densidade
e temperatura é aplicado para calcular cada ponto da curva da energia livre à temperatura T1.
Para traçar a dupla tangente, a parte representada a tracejado não precisa ser calculada,
apenas os troços da curva (a cheio na figura) junto aos volumes de coexistência. Em con-
trapartida, as simulações intermédias entre as zonas de baixa e de alta densidade são neces-
sárias, porque a correcta determinação da coexistência só pode ser feita se for conhecida a
diferença de energia livre entre as duas zonas significativas da curva, ou seja, o seu posicio-
namento relativo vertical no gráfico. Como as energias livres das duas zonas são calculadas,
separadamente, a partir das simulações a baixa e a alta densidade, é preciso unir estes grupos
de simulações para que haja um único valor de referência.
A diferença entre a temperatura da série de simulações e a temperatura T1 não pode ser
demasiado grande, para garantir que o erro com que são estimadas as grandezas extrapoladas
seja aceitável. Para estender a zona em estudo a outras temperaturas, é necessário fazer novas
séries de simulações, a temperaturas mais apropriadas. Comparar as extrapolações obtidas,
para uma dada temperatura, a partir de simulações a temperaturas diferentes, é uma boa
maneira de aferir a sua qualidade.
Antes de prosseguir, convém discutir um importante aspecto relacionado com as simula-
ções canónicas da fase homogénea. Grande parte das simulações representadas na figura 3.3







Figura 3.3: Energia livre de Helmholtz, a menos de uma constante, calculada a uma tem-
peratura T1, a partir de simulações realizadas no ensemble canónico à temperatura Ta.
não obedece ao critério de estabilidade identificado previamente, pelo que, durante a simula-
ção, se pode pôr a questão do aparecimento de zonas bem marcadas no espaço com densida-
des médias diferentes. Quando a diminuição de energia livre que resultaria dessa separação
é pequena e o número de partículas é reduzido, o acréscimo de energia livre causado pela
existência de uma superfície de separação, que seria desprezável no limite termodinâmico, é
suficiente para evitar que tal suceda, e as simulações são de facto simulações de um sistema
homogéneo.
Quando se pretende calcular as propriedades de coexistência para temperaturas muito
inferiores à temperatura do ponto crítico, o sistema torna-se termodinamicamente mais ins-
tável, como se vê, na figura 3.3, pela diferença entre a forma da curva extrapolada e a forma
da curva sugerida pelas símbolos que representam as simulações. Nesse caso, a energia livre
da superfície pode ser insuficiente para evitar a separação espontânea, mesmo para sistemas
com pouca partículas. Isto coloca um problema grave, pois o desconhecimento acerca das
propriedades da superfície torna impossível a determinação da correcta diferença de energia
livre entre as extremidades da série de simulações.
Uma das maneiras de contornar essa situação está representada na figura 3.4. Imagine-se
que, para o mesmo sistema que se considerou até agora, se quer calcular as densidades ρl e
ρv a uma temperatura T2 muito menor que T1. As simulações à temperatura Ta não permitem
fazer uma boa extrapolação e, quando se tenta realizar uma nova série de simulações a uma
temperatura inferior Tb, ocorre uma separação espontânea de fases para os volumes intermé-
dios. A solução consiste em fazer simulações à temperatura Tb apenas nas proximidades dos
volumes a determinar e, para além delas, uma série completa de simulações a uma tempera-
tura Tc mais elevada, que no caso esquematizado na figura é superior à temperatura crítica, o






Figura 3.4: Energia livre de Helmholtz, a menos de uma constante, calculada a uma tem-
peratura T2, a partir de simulações realizadas no ensemble canónico à temperatura Tb.
São também representadas as energias livres de simulações auxiliares, de acordo com o
descrito no texto.
que garante que o mesmo problema não se coloca. As duas extremidades desta série podem
ser “ligadas” às simulações à temperatura Tb através de algumas simulações a um mesmo
volume e a temperaturas intermédias, representadas na figura como triângulos.
Uma solução alternativa à realização da série c de simulações seria determinar o valor
absoluto da energia livre de Helmholtz do sistema em dois pontos termodinâmicos de tem-
peratura Tb, um com uma densidade próxima de ρl e outro com uma densidade próxima
de ρv. Como a energia livre das extrapolações iria ser calculada em termos absolutos, as
diferenças estariam sempre correctas. Outra vantagem deste último procedimento seria um
conhecimento mais completo das propriedades do sistema; a entropia e o potencial químico
de coexistência, por exemplo, poderiam ser calculados. A discussão acerca de como se pro-
cedeu neste trabalho para calcular valores absolutos de F será feita posteriormente.
Nos casos em que se pretende estudar a coexistência de uma fase fluida com uma fase
sólida cristalina, a diferença de simetria entre as duas impede que se possa criar um caminho
de simulações homogéneas do mesmo sistema que se inicie com uma das fases e termine na
outra. A mesma razão exclui a existência de um ponto crítico que possa ser contornado. A
determinação de valores absolutos da energia livre de Helmholtz torna-se obrigatória para se
poder usar a construção da dupla tangente5.
5Há métodos alternativos, como o phase switch [27], para calcular directamente a diferença de energia livre
entre os dois estados.
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3.3.2 Cálculo das energias livres relativas
As simulações realizadas no ensemble canónico seguiram o procedimento definido no
algoritmo de Metropolis, com a única diferença (apenas no caso do estudo do C60) de que
para além do regular registo das grandezas habituais, foram gravados ficheiros com os valores
das constantes C j(i,V j) necessárias para as posteriores extrapolações em densidade.
As partículas foram colocadas em caixas cúbicas, de lado L = V−1/3, e o método das
condições fronteira periódicas foi usado para evitar os efeitos de superfície. Assumiu-se que
réplicas da cada partícula i com posição r0i na caixa estavam colocadas em todo o espaço,
nas posições
ri = r0i + L(nx ıˆ + ny ˆ + nzzˆ) , (3.85)
onde nx, ny e nz são números inteiros positivos e negativos. Para potenciais de interacção que
decaem rapidamente com a distância entre partículas, pode-se ignorar as interacções entre
uma partícula e todas as imagens de uma outra partícula que não sejam aquela que está mais
próxima. Chama-se a este procedimento convenção de imagem mínima [33].
Adicionalmente, é usual definir-se um raio de corte rc tal que se ignoram todas as energias
de interacção entre partículas cuja distância é superior a rc. No caso de expressões da energia




U(r jk) , (3.86)
para evitar que exista a possibilidade de uma partícula interagir simultaneamente com duas
imagens de uma mesma partícula, o valor do raio de corte deve ser inferior a metade do
lado da caixa. No algoritmo de Metropolis, a partícula j é escolhida aleatoriamente dentro
da caixa, e a sua interacção com qualquer outra partícula k será feita com a réplica (conta-se
a partícula k dentro da caixa como sendo uma delas) que estiver mais próxima, sabendo-se
que numa esfera de raio rc em torno de r j se encontrará, no máximo, uma. Se o deslocamento
proposto da partícula j for aceite e a levar para fora da caixa através de uma das paredes ima-
ginárias, uma das réplicas entrará simultaneamente pela parede oposta, mantendo o número
de partículas no volume V igual a N.
Para sistemas de volume pequeno, o truncamento do potencial intermolecular U causa
frequentemente erros sistemáticos significativos no cálculo de U(rN), pelo que devem ser
adicionadas correcções de longo alcance que sejam uma estimativa aproximada da energia
que resulta da interacção das partículas com todas as outras que se encontram a uma dis-
tância superior ao raio de corte. O método habitualmente usado para os potenciais do tipo
U(r jk) é assumir uma distribuição uniforme para a posição dessas partículas. A expressão
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onde o factor 1/2 corrige a dupla contagem da interacção entre um par de partículas que
ocorre quando se considera cada uma delas como estando na origem. A simulação de fases
cristalinas e o uso de potenciais que não são expressos como a soma de termos de duas
partículas alteram as condições em que foi feita esta discussão acerca dos limites do raio de
corte e do tratamento das correcções de longo alcance. Voltar-se-á ao tema nos capítulos de
análise de resultados.
As simulações de sistemas na fase sólida cristalina foram iniciadas com todas as par-
tículas colocadas nos pontos da rede subjacente. O mesmo tipo de configuração inicial foi
usado para a fase fluida a densidades pequenas, porém, para simulações da fase fluida densa,
optou-se por usar configurações iniciais aleatórias (com a restrição de não haver partículas
demasiado próximas) ou configurações finais de simulações a densidades próximas, com as
coordenadas das partículas multiplicadas por um factor de escalonamento apropriado. Com
isto, tentou-se evitar que fosse necessário um número excessivo de passos de Monte Carlo
para atingir a distribuição estacionária, ou que, no pior dos casos, o sistema se mantivesse
num estado meta-estável, em vez de passar à fase desordenada.
Afirmou-se na secção anterior que as energias livres de cada série de simulações são
obtidas resolvendo iterativamente o sistema de equações





W j(i, βk,Vk) , (3.83)
onde os pesos W j(i, βk,Vk) são dados pela equação 3.81. Quando a série de simulações se
estende por um intervalo grande de volumes, como é o caso das séries a e c das duas figuras
anteriores, os dados de uma simulação na zona do líquido não têm seguramente informação
estatística que possa ser útil para a determinação da diferença de energias livres entre dois
pontos de muito baixa densidade. Não faz sentido, portanto, agrupar todas as R − 1 equa-
ções 3.83, como um único sistema de equações. Por outro lado, a convergência dos valores,
que no caso geral tem de ser feita a partir de valores iniciais arbitrários, mesmo que fosse
realizável, iria exigir um tempo de cálculo inaceitável.
Com o algoritmo de facto utilizado, começa-se por resolver iterativamente, até à conver-
gência, cada uma das R − 1 equações do tipo





W j(i, βs,Vk) , (3.88)
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onde βs é a temperatura inversa a que foram feitas todas as simulações da série, ou seja,
fixa-se o valor de F1, normalmente em zero, e usa-se os dados das simulações 1 e 2 para
determinar autoconsistentemente F2, obtendo-se assim valores autoconsistentes de F1 e F2.
Depois, com o novo valor de F2, estima-se F3 a partir dos dados das simulações 2 e 3, e
repete-se o processo até calcular FR. Assim, obtém-se um conjunto de estimativas F
(2)
k , com
o índice 2 a indicar que foram usados 2 simulações para estimar F(2)k .
Em seguida, obtém-se uma nova estimativa de F3, calculando, uma única vez,





W j(i, βs,Vk) . (3.89)
A energia livre da simulação 3 é calculada a partir de dados de 4 simulações. Se este cálculo
leva a um valor de F3 superior em ∆F à estimativa inicial, então, para 3 ≤ k ≤ R, atribui-se
novos valores a Fk:
Fk −→ Fk + ∆F . (3.90)
O processo é repetido sucessivamente para k = 4, 5, . . . ,R − 1, usando os dados das simula-
ções k − 2, k − 1, k e k + 1 para estimar um novo valor de Fk, através de





W j(i, βs,Vk) , (3.91)
e adicionando o acréscimo obtido a todos os valores de Fl com k ≤ l ≤ R. No fim deste
passo, calcula-se o somatório dos quadrados das diferenças entre os valores inicial e final de
cada Fk. Todo o processo é repetido um número de vezes suficiente para que o somatório se
aproxime o suficiente de zero, e se considere que houve convergência, após o que se chega
a um conjunto de estimativas F(4)k . Assim, F
(4)
k é um conjunto autoconsistente de energias
livres que foram calculadas para cada k usando as quatro simulações k − 2, k − 1, k e k + 1.
As estimativas F(4)k são depois usadas como valores iniciais para um processo semelhante
em que os dados das 6 simulações k − 3 a k + 2 são usados para calcular Fk. Atingida a







Se o valor da soma for superior a um valor estabelecido como critério, repete-se o processo
para obter os valores F(8)k , e assim sucessivamente. Nos cálculos efectuados neste trabalho, a
diferença entre as estimativas das energias livres obtidas com dados de seis ou oito simula-
6Os termos com k igual a 1, 2 ,3 ,R − 1 e R são nulos.
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ções foi sempre suficientemente pequena para nunca justificar o uso de dez simulações.
Conhecidas as energias livres de Helmholtz das simulações, a energia livre para um outro
ponto a uma temperatura inversa β e a um volume V é calculada a partir da função de partição
dada pela equação 3.82. Naturalmente, não há interesse em usar os dados de todas as R
simulações da série, apenas um subconjunto de índices j1 a j2, com volumes próximos de V ,
através de





















Verifica-se, para diferenças grandes entre T e a temperatura Ts da série de simulações
(ainda que dentro de um intervalo de extrapolação aceitável), que nem sempre as duas simu-
lações com volumes mais próximos são as que contribuem com mais informação estatística
para o ponto termodinâmico em estudo, o que poderia sugerir um intervalo
[
V j1 ,V j2
]
descen-
trado em relação a V . Na prática, o custo de tempo de computação associado ao uso de mais
simulações é reduzido, pelo que o valor j2 − j1 pode ser aumentado até que não se observem
alterações significativas no gráfico em função de V da função extrapolada FHM(β,V).
3.3.3 Energia livre absoluta de pontos de referência
Quando se quer estudar a coexistência de fase sólida com a fase fluida, é preciso gerar
duas séries de simulações. Conhecendo o valor da energia livre de Helmholtz absoluta para
a temperatura e densidade correspondentes a uma das simulações de cada série, o método
dos histogramas múltiplos generalizado permite, usando o processo descrito na subsecção
anterior, determinar as energias livres das simulações e, a partir delas, extrapolar os valores
de F(β,V) tanto para a fase sólida como para a fase fluida.
Nas páginas seguintes, apresenta-se os métodos que foram usados neste trabalho para
calcular as energias livres absolutas de fases sólidas ou fluidas. Os métodos utilizados para
o fluido dão valores mais correctos a densidades baixas, pelo que, por vezes, teve que se
prolongar as séries com simulações não necessárias para extrapolações a outras densidades,
e que serviram apenas para “ligar”, no cálculo das energias livres relativas, as outras simula-
ções àquela que foi realizada no ponto de referência.
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Expansão virial
A expansão virial é uma equação de estado mecânica que acrescenta correcções à ex-
pressão da pressão do gás ideal, com o objectivo de reproduzir os desvios que vão sendo
observados à medida que a densidade aumenta e a aproximação de que as partículas não












+ . . .
]
. (3.95)




















+ . . .
]
. (3.97)










onde B1(T ) = 1 e foi usado o valor médio do número de partículas porque a discussão que se
segue é feita nas condições do ensemble macrocanónico. Os coeficientes Bk(T ) denominam-
se coeficientes de virial; B2(T ) é o segundo coeficiente de virial, B3(T ) é o terceiro coeficiente
de virial, etc.
A expansão virial tem uma origem empírica, mas os coeficientes podem ser determinados








Considere-se o caso mais simples, em que o potencial é do tipo aditivo, apenas com inte-
racções de dois corpos, de acordo com o que foi expresso na equação 3.86. Define-se as
funções-f de Mayer como
fi j = e−βU(ri j) − 1 . (3.100)










dr1 . . . drN
∏
j>i
(1 + fi j) , (3.101)
46 Capítulo 3. Metodologia
onde o produto é feito sobre todos os pares de partículas. Pode-se mostrar que a função de










Uk(r1, . . . , rk)dr1 . . . drk
 , (3.102)
onde as funçõesUk(dr1, . . . , drk) se chamam funções de agregado. Expandindo as duas equa-
ções anteriores e igualando os coeficientes dos termos das potências de λ−3T exp(βkµ), é pos-
sível obter as funções de agregado em termos das funções-f. Os primeiros resultados são:
U1(r1) = 1 , (3.103)
U2(r1, r2) = f12 , (3.104)
U3(r1, r2, r3) = f12 f13 + f12 f23 + f13 f23 + f12 f13 f23 . (3.105)
As expressões para valores superiores de k aumentam muito rapidamente de complexidade.





Uk(r1, . . . , rk)dr1 . . . drk , (3.106)
o grande potencial termodinâmico ΩG, que se obtém da função de partição macrocanónica
através de







eβkµbk(T ) . (3.108)











eβkµbk(T ) , (3.110)













βkµbk(T ) . (3.112)
Estes dois últimos resultados podem ser combinados com a equação 3.98 para obter os coefi-
3.3. Determinação dos diagramas de fase 47
cientes de virial em função dos integrais de agregado. Para o segundo e o terceiro coeficiente,
vem
B2(T ) = − 12V b2(T ) , (3.113)
B3(T ) = − 13V b3(T ) +
1
V2
[b2(T )]2 . (3.114)
O segundo coeficiente de virial calcula-se, geralmente por processos numéricos, a partir
de um integral simples, mudando para as coordenadas relativas de uma partícula em relação
a outra, e integrando sobre o centro de massa,






e−βU(ri j) − 1
)
dr12 . (3.115)
Por outras palavras, fixa-se a posição de uma partícula e integra-se sobre todas as possíveis
posições da segunda partícula. Para coeficientes de maior ordem, torna-se necessário integrar
sobre as posições de várias partículas, o que se torna progressivamente muito mais complexo.
Método de Widom
O método de inserção de partícula de teste baseia-se num resultado apresentado em 1963
por Widom [28], segundo o qual certas funções termodinâmicas e a função de distribuição
radial de um fluido podem ser expressas em termos da distribuição da energia potencial.
A utilização mais generalizada deste princípio tem sido o cálculo do potencial químico de
fluidos através de simulações numéricas.
A função de partição configuracional de um fluido de N partículas, num volume V , a uma











dr1 . . . drN . (2.20)
É possível escrever o integral separando a energia em duas partes: a soma de todos os termos
de interacção que não dependem da partícula de índice N, U(rN−1), e a soma de todos os












dr1 . . . drN . (3.116)





Zconf(N − 1) , (3.117)





é umamédia canónica que se obtém da seguinte forma: fixa-se num dado instante
as posições das N − 1 partículas de um fluido em equilíbrio termodinâmico e deixa-se que
uma outra partícula vagueie pelo volume, medindo, em cada ponto, e−βψ. A média é calculada
atribuindo igual peso a iguais elementos de volume.
A razão para o nome de teoria da distribuição do potencial é que, sabendo-se a distribui-
ção de probabilidade associada a um valor entre ψ e ψ + dψ do aumento de energia devido à
partícula de teste, se pode calcular a média canónica de qualquer função de ψ [48].
O potencial químico de excesso em relação ao gás ideal calcula-se a partir da derivada















onde se usou a equação 2.28. Para um número de partículas suficientemente grande, pode-se
aproximar a equação anterior por






Combinando as equações 3.117 e 3.120, obtém-se





A forma de calcular o potencial químico de excesso a partir de uma simulação de Monte
Carlo a uma temperatura T é muito simples. Em intervalos regulares durante a simulação,
gera-se três números aleatórios com distribuição uniforme para escolher um ponto no cubo,
e calcula-se o valor de e−βψ que resultaria da introdução de uma partícula extra nesse ponto,
sem de facto a introduzir. O processo é normalmente repetido um número de vezes da ordem
de N, antes de regressar ao algoritmo de Metropolis. O somatório dos valores de e−βψ vai
sendo registado. No fim da simulação, o potencial químico de excesso é calculado a partir de







onde Mins é o número total de inserções simuladas de partículas de teste.
Em 1997, Kofke e Cummings [49] publicaram um exaustivo estudo quantitativo sobre
os métodos usados para calcular o potencial químico através de simulações numéricas. A
precisão dos diferentes métodos foi comparada, bem como a sua susceptibilidade a erros
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sistemáticos.
De acordo com Frenkel e Smit [34], as correcções de longo alcance para o potencial
químico de excesso devem ser calculadas subtraindo as somas dos termos de correcção de
energia intermolecular calculadas para sistemas com N + 1 e N partículas:
µ(la)exc = (N + 1)U(la)(N + 1) − NU(la)(N) . (3.123)
























ou seja, a correcção para o potencial químico é o dobro da correcção habitual para a energia
por partícula.
Método do cristal de Einstein
A energia livre absoluta de fases sólidas arbitrárias pode ser calculada a partir da cons-
trução de um percurso reversível que liga a fase em estudo a um cristal de Einstein com a
mesma estrutura cristalográfica. O método foi usado pela primeira vez para potenciais contí-
nuos por Broughton e Gilmer [50] e, numa versão ligeiramente diferente, por Frenkel e Ladd
[29], para um potencial descontínuo. A discussão aqui apresentada, que trata apenas do caso
de potenciais contínuos, segue no essencial a formulação de Frenkel e colaboradores [34].
A construção do percurso reversível faz-se acoplando as partículas à rede cristalina atra-























ri − ri,(0))2 , (3.125)
onde U(rN(0)) é a valor da energia potencial do sistema em estudo quando todas as partículas
coincidem exactamente com os pontos da rede ri,(0). À medida que o parâmetro λ varia de 0
até 1, o potencial U˜ aproxima-se do limite do sólido de Einstein. Para minimizar os erros de
integração, escolhe-se para a constante α o valor que minimiza a diferença entre as somas
dos deslocamentos quadrados médios nos dois limites.
O fulcro deste método é a determinação da diferença de energias livres entre os limites
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λ = 0 e λ = 1. A técnica mais usada é uma integração termodinâmica,















ri − ri,(0))2 − [U (rN) − U (rN(0))]〉
λ
dλ . (3.127)
Neste trabalho, usou-se o método dos histogramas múltiplos, com o parâmetro λ como va-
riável de integração, realizando simulações canónicas para 10 a 20 valores de λ. Quando o
parâmetro se aproxima de zero, a força harmónica torna-se demasiado fraca para impedir que
o centro de massa do sistema se afaste do centro de massa da rede definida pelas posições
de equilíbrio do sólido de Einstein. A consequência disto é que o integrando da expressão
anterior se torna muito elevado, pelo que a integração exigiria muitos cálculos para valores
próximos de λ = 0. Este problema é evitado realizando as simulações sob a restrição de um
centro de massa fixo (cmf).
Assim, a diferença de energia livre por partícula calculada nas simulações é, de facto, a
diferença entre as energias livres de dois sólidos com o centro de massa fixo,
∆ f (N) = f (cmf)(N) − f (cmf)Ein (N) . (3.128)
Na equação anterior, escreveu-se uma dependência explícita de N em todas as grandezas
que dependem do número de partículas do sistema simulado. O estudo desta dependência
deve-se a Polson et al. [51]. As energias livres por partícula dos sistemas livres e sujeitos à
restrição estão relacionadas por
β f (N) = β f (cmf)(N) +
1
N
ln ρ , (3.129)
e por














enquanto que a energia livre configuracional do sólido de Einstein é dada por






onde u0 = U(rN(0))/N.
Combinando as equações 3.128 a 3.131, chega-se a

















ln ρ + β∆ f (N) . (3.132)
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Baseando-se no trabalho de Hoover [52] sobre a dependência com o tamanho da entropia de
cristais harmónicos com condições fronteira periódicas, Polson et al. [51] concluíram que,
nas condições de validade da aproximação harmónica, o termo β∆ f (N) deve variar como
+ lnN/N mais termos de correcção de ordem mais elevada, proporcionais a N−1, N−2, etc.
Consequentemente, e tendo em conta a equação 3.132, um gráfico de β f (N)+ lnN/(2N) em
função de N−1 deve ser linear, desde que termos de ordem igual a superior a O(1/N2) possam
ser desprezados.
As correcções de longo alcance têm que ser levadas em conta, mas prova-se que podem
























(ri − ri,(0))2 , (3.133)
onde U (la) é a expressão geral das correcções de longo alcance a ser utilizadas e U (la)0 é o
valor da correcção para U(rN(0)), que se calcula somando os termos de interacção entre as
partículas nas posição da rede que se encontram a uma distância maior que o raio de corte.
Como os valores das correcções são constantes que não dependem do parâmetro λ, o termo
adicionado ao integral da equação 3.127 é dado por∫ 0
1
〈





−U (la) + U (la)
)
(0 − 1) . (3.134)
Isto significa que se as correcções de longo alcance fossem incluídas na determinação de
∆ f (N), seria adicionado um termo (U (la) − U (la)0 )/N ao valor calculado. Por outro lado, na
equação 3.132, o termo βu0 teria que ser substituído por βu0+U
(la)
0 /N. Na expressão corrigida
de β f (N), os termos U (la)0 /N anular-se-iam. Assim, conclui-se que não é necessário incluir
as interacções de longo alcance no cálculo de ∆ f (N); o mesmo resultado é alcançado para
β f (N) adicionando U (la)/N ao valor obtido através da equação 3.132.
Em ambos os casos estudados nos próximos capítulos, considerou-se que a rede cristalina
tem uma estrutura cúbica de faces centradas.

Capítulo 4
Métodos de Monte Carlo para estudo de
diagramas de fase
4.1 Introdução
Desde os trabalhos pioneiros na década de 40 do século passado, as simulações de Monte
Carlo no ensemble canónico, realizadas com valores fixos do número de partículas, volume e
temperatura, e por isso também designadas como simulações NVT , mostraram-se extrema-
mente úteis no estudo numérico de problemas de física estatística. Contudo, elas nem sempre
são a solução mais apropriada para um dado problema.
Uma simulação NVT não permite obter informação sobre as propriedades estatísticas
de um sistema, como a energia livre ou a entropia. Por outro lado, ao visitar apenas uma
parte bastante restrita do espaço configuracional, é possível que uma simulação fique retida
numa zona correspondente a um mínimo local da energia livre, que é naturalmente acedida
a partir da configuração inicial, sem visitar o mínimo absoluto. Por vezes, pretende-se obter
um conhecimento das propriedades de uma região mais alargada do espaço de variáveis
termodinâmicas do que aquela que é visitada por uma simulação canónica. Os problemas
relacionados com simulações para valores da densidade e temperatura em que a configuração
macroscópica mais estável se obtém com uma separação em diferentes fases foram discutidos
nos capítulos anteriores.
Alguns destes problemas, em algumas situações, podem ser resolvidos sem abandonar
os aspectos fundamentais das técnicas de Monte Carlo tradicionais. Mostrou-se como os
métodos dos histogramas permitem determinar diferenças de energia livre de Helmholtz e
calcular médias canónicas de variáveis para pontos termodinâmicos diferentes daqueles a
que foram feitas simulações. Deve-se realçar que, à medida que o número de partículas dos
sistemas em estudo aumenta, a largura relativa das distribuições de probabilidade torna-se
cada vez menor e o aumento do número de simulações necessário para estudar uma mesma
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região do espaço de variáveis faz com que a eficiência do método dos histogramas múltiplos
diminua.
Outros problemas podem ser resolvidos mudando o ensemble termodinâmico em que são
realizadas as simulações, sem deixar de utilizar uma distribuição de Gibbs.
As secções seguintes deste capítulo estão organizadas da seguinte forma. A secção 4.2
descreve muito brevemente os ensembles que, em conjunto com o canónico, são os usados
mais frequentemente em simulações de Monte Carlo, nomeadamente em alguns dos méto-
dos de determinação de diagramas de fase discutidos no fim do capítulo. A secção 4.3 expõe
um conjunto de métodos avançados de Monte Carlo. Alguns deles alteram a dinâmica dos
algoritmos, sem alterarem as distribuições de probabilidade estacionárias das simulações de
Metropolis e são úteis para combater o abrandamento crítico. São também discutidas técni-
cas avançadas que podem ser usadas no estudo da coexistência de fases, mas que têm outras
possíveis aplicações. Finalmente, na secção 4.4, são apresentados métodos específicos de
determinação de diagramas de fase. Alguns deles fazem uso de técnicas descritas anterior-
mente, enquanto que outros foram desenvolvidos unicamente para estudar a coexistência de
fases, e por isso a sua introdução é feita apenas nessa secção.
4.2 Outros ensembles
4.2.1 Ensemble isotérmico–isobárico
O uso do método de Monte Carlo no ensemble isotérmico–isobárico (NPT ) foi aplicado
pela primeira vez, em 1968, por Wood [53], ao estudo de discos rígidos. A extensão a poten-
ciais de variação espacial contínua foi feita por McDonald [54, 55]. Um aspecto importante
das simulações a pressão e temperatura constantes é que a questão da separação ou não do
sistema em fases diferentes deixa de se colocar, pois o volume do sistema tem a liberdade de
evoluir para o valor respeitante à fase que minimiza a energia livre de Gibbs, dadas a pressão
e a temperatura estabelecidas.
O algoritmo consiste numa simulação segundo o método de Metropolis, durante a qual,
entre duas tentativas de mudança de posição de uma partícula (ou em simultâneo com um
desses deslocamentos) é proposta, com uma dada probabilidade, uma alteração do volume
do sistema. As coordenadas das partículas são multiplicadas pelo mesmo factor que o lado







onde o índice i identifica cada uma das N partículas.
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Quando a variação de volume ∆V = V(ω) − V(α) é escolhida multiplicando um valor
máximo de ∆V por um número aleatório uniformemente distribuído entre −1 e +1, o passo








































Se a variação de volume é efectuada através de variações aleatórias de L ou de lnV , a ex-
pressão anterior é ligeiramente modificada [34].
4.2.2 Ensemble macrocanónico
Nas simulações de Monte Carlo no ensemble macrocanónico (µVT ), o volume e a tem-
peratura do sistema são fixos, mas o número N de partículas do sistema pode variar através
de trocas com um reservatório de partículas de potencial químico µ. Os passos de inserção
e de remoção de uma partícula são tentados com a mesma probabilidade. O algoritmo mais
utilizado é o de Norman e Filinov [56] que, em 1969, foram os primeiros a usar simulações
µVT no estudo de fluidos clássicos.
Considerando que a configuração inicial tem N partículas e uma energia potencial U(N),
e que a tentativa de inserção, numa posição aleatória, de mais uma partícula, leva a uma
variação de energia ∆U+ = U(N + 1) − U(N), a probabilidade de aceitação, que respeita a
condição de equilíbrio local, é

















Quando é tentada a remoção de uma das N partículas do sistema, aleatoriamente seleccio-
nada, a probabilidade de aceitação passa a ser
















onde ∆U− = U(N − 1) − U(N). O algoritmo também prevê deslocações tradicionais de
partículas, mas, muitas vezes, esse tipo de passo não é considerado, sendo mais eficiente
deixar que a aniquilação e a criação de partículas em posições diferentes se encarregue de
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criar novas configurações.
O ensemble macrocanónico também não é susceptível de conduzir ao aparecimento de
fases em coexistência no volume de simulação; o número de partículas aproxima-se daquele
que é esperado dada a densidade da fase estável. Este método é especialmente útil para
simulações perto do ponto crítico, porque permite observar as flutuações à escala das próprias
dimensões do sistema. Nesse sentido, revela-se mais eficiente que as simulações no ensemble
isotérmico–isobárico [57].
Uma característica significativa das simulações de Monte Carlo no ensemble µVT é que
as propriedades estatísticas do sistema podem ser calculadas. Como o valor do potencial
químico é pré-determinado, o cálculo da energia livre de Helmholtz por partícula pode ser
feito a partir de
f = µ − 〈P〉V〈N〉 , (4.6)
onde as médias de ensemble da pressão e do número de partículas são calculadas durante a
simulação.
4.2.3 Interpretação probabilística da estabilidade de fases
Havendo a possibilidade de um sistema se poder encontrar numa de duas fases, a identi-
ficação da fase observada é feita através do valor de uma propriedade macroscópica denomi-
nada parâmetro de ordem. No caso em que o sistema é um fluido, a fase líquida distingue-se
da fase gasosa através dos valores da densidade ρ. Numa simulação canónica de um fluido,
o valor do parâmetro de ordem é fixo, mas numa simulação ergódica realizada num dos dois
ensembles descritos nesta secção, a densidade varia, devido a mudanças do volume ou do
número de partículas, e, durante a simulação, o sistema pode encontrar-se alternadamente
numa ou noutra fase.
A discussão que se segue vai incidir sobre o caso particular de simulações macrocanó-
nicas de um fluido; a generalização para qualquer tipo de simulação em que o parâmetro
de ordem pode variar não oferece dificuldades [58]. A probabilidade de o sistema se encon-
trar num dado ponto σ de um espaço de coordenadas generalizadas, caracterizado por uma





onde a função de partição macrocanónica configuracional é obtida por uma integração em
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A probabilidade de encontrar o sistema numa das fases, identificada pelo índice γ, calcula-se
integrando apenas sobre a zona do espaço em que o parâmetro de ordem toma os valores









Para um dado par de valores da temperatura e do potencial químico, a fase estável é a
que tem o maior valor de probabilidade pγ. A relação com a termodinâmica é fácil de obter.








onde ΩG,γ é o grande potencial termodinâmico da fase γ. Dadas as duas fases γ1 e γ2, a razão
entre as probabilidades é
pγ2
pγ1
= e−β(ΩG,γ2−ΩG,γ1) , (4.11)
ou seja, a interpretação probabilística é equivalente ao princípio termodinâmico segundo o
qual a fase estável é a que minimiza o potencial termodinâmico relevante.
Os resultados de uma simulação isotérmica–isobárica ou macrocanónica de um fluido
permitem traçar um gráfico da probabilidade p(ρ) de se observar uma densidade ρ (o parâ-
metro de ordem). No caso de uma simulação µVT , essa densidade é simplesmente igual à







Se os valores (µ,T ) estão muito distantes de uma zona de coexistência, o gráfico terá um
único pico, mas, para temperaturas e potenciais químicos próximos dessa zona, surgem dois
picos, cada um deles correspondendo a uma das fases. Para saber qual das fases é a estável,
tem que se comparar as probabilidades dadas pela equação 4.9, ou seja, tem que se comparar
as áreas sob cada pico.
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4.3 Métodos avançados
4.3.1 Algoritmos de actualização colectiva
Na proximidade das transições de fase de segunda ordem, o algoritmo de Metropolis, que
altera uma a uma a orientação de cada spin ou a posição de cada partícula, exibe um compor-
tamento, denominado abrandamento crítico, que consiste num grande aumento do tempo de
correlação. Os mecanismos responsáveis tornam-se bastante claros no caso de um sistema de
Ising. Para temperaturas pouco inferiores à temperatura crítica, formam-se grupos de spins
contíguos que apontam na mesma direcção e que se chamam domínios. A probabilidade de
virar isoladamente um destes spins, especialmente aqueles que se encontram longe das fron-
teiras dos domínios, é muito pequena e são necessários muitos passos de Monte Carlo para
abandonar uma dada região do espaço de configurações.
O tempo de processador necessário para fazer o algoritmo avançar um tempo de corre-
lação é proporcional a Ld+z [37], onde d é a dimensionalidade do sistema e z, habitualmente
chamado expoente dinâmico, é característico do algoritmo usado. No caso do modelo de
Ising a duas ou a três dimensões, o expoente dinâmico do algoritmo de Metropolis tem um
valor próximo de 2.
Para acelerar a dinâmica das cadeias de Markov é necessário usar algoritmos de actu-
alização colectiva que virem vários spins ou desloquem várias partículas num único passo
de Monte Carlo. Foram propostos vários métodos para resolver este problema, mas apesar
de alguns deles terem tido sucesso em situações específicas, a maior parte dava origem a
probabilidades de aceitação que diminuíam exponencialmente com o número de partículas
envolvidas [22]. Os métodos mais eficientes são aqueles para os quais a probabilidade de
aceitação não depende da variação de energia. São apenas métodos desse tipo — livres de
rejeições — que são aqui discutidos.
Algoritmo de Swendsen e Wang
O algoritmo de Swendsen e Wang [19], publicado em 1987, foi aplicado originalmente
a um modelo de Potts, em que cada spin σi pode tomar um valor 1, 2, . . . , q. A energia
potencial de uma dada configuração de spins é dada por




δσ j,σk − 1
)
, (4.13)
onde a soma é feita para pares de vizinhos próximos. O modelo de Ising é o caso particular
para q = 2.
A partir de uma configuração inicial arbitrária, são criadas ligações virtuais entre cada
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dois spins contíguos de igual valor, com um probabilidade 1 − exp(−βK). Quando todas as
ligações possíveis já foram criadas ou rejeitadas, a informação sobre os valores de spin é
apagada e a cada um dos agregados definidos pelas ligações é atribuído aleatoriamente um
novo valor comum de spin (no caso do modelo de Ising, isto corresponde a uma inversão do
spin com uma probabilidade de 1/2). Finalmente, apaga-se a informação sobre as ligações
e fica-se com uma nova configuração, bastante diferente da inicial, onde um grande número
de spins foi alterado.
Algoritmo de Wolff
Em 1989, Wolff [20], inspirando-se no trabalho de Swendsen e Wang, propôs um outro
algoritmo para sistemas de spins. O artigo de Wolff considera o caso generalizado de spins
contínuos. Uma reflexão dos vectores de spin é escolhida aleatoriamente, e é criado um
agregado que sofre essa reflexão. Para iniciar a construção do agregado, um dos spins é
escolhido aleatoriamente para funcionar como semente. Em seguida, com uma probabilidade
igual à do algoritmo de Swendsen e Wang, são criadas ligações virtuais com todos os seus
vizinhos próximos. O processo repete-se para todos os spins que vão sendo adicionados ao
agregado, pelo que um spin cuja ligação ao agregado tenha sido rejeitada pode vir a juntar-se
a ele, quando é considerado por outro dos seus vizinhos.
Quando não há mais novos spins adicionados, todos os spins do agregado sofrem uma
reflexão com probabilidade igual a 1. Tanto este algoritmo como o de Swendsen e Wang são
muito mais eficientes que o de Metropolis para o modelo de Ising. No caso bidimensional, o
expoente dinâmico de ambos é aproximadamente igual a 0.25. Contudo, para dimensionali-
dades maiores, o algoritmo de Wolff revela-se o mais eficiente dos dois [37].
Algoritmos de actualização colectiva para fluidos
No algoritmo de Dress e Krauth [23] para fluidos de esferas rígidas1, selecciona-se ale-
atoriamente um ponto do volume de simulação e roda-se o sistema em torno desse ponto.
Os agregados são definidos pela sobreposição de partículas originais e de partículas rodadas.
Alguns dos agregados são rodados (os pormenores são explicados na referência [23]), ou
seja, a posição das partículas desses agregados deixa de ser a posição original e passa a ser a
da imagem.
Foi sugerido estender este algoritmo a potenciais genéricos, mas, entre outros proble-
mas [22], a eficiência torna-se bastante pior, devido à necessidade de introdução de uma
probabilidade de aceitação e consequente rejeição de algumas rotações. Liu e Luijten [22]
propuseram um novo algoritmo generalizado, que é livre de rejeições.
1Para uma aplicação, ver a referência [21].
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Um ponto da caixa de simulação é seleccionado aleatoriamente e uma das partículas, a
que se atribui o índice i, também escolhida aleatoriamente, sofre uma reflexão em relação
a esse ponto. Esta partícula é a semente de um agregado. São candidatas a pertencer ao
agregado todas as partículas j cuja posição r j é tal que interagem com i (1) na sua posição
original ri, ou (2) na sua nova posição r′i . Define-se
∆i j = U
(




|ri − r j|
)
. (4.14)
A probabilidade de a partícula j ser adicionada ao agregado é dada por
p j =
1 − e
−β∆i j se β∆i j > 0
0 se β∆i j < 0 .
(4.15)
Por cada partícula j adicionada, todas as partículas que em relação a ela se encontram nas
situações (1) ou (2) passam a ser também candidatas. A construção do agregado faz-se,
portanto, de uma maneira análoga ao algoritmo deWolff. Quando não houver mais partículas
a considerar, todas as partículas do agregado são reflectidas em relação ao ponto inicialmente
definido.
4.3.2 Parallel tempering
Ométodo de parallel tempering [59] foi criado independentemente por vários autores no
inicio da década de 1990 [60], e por isso é conhecido por uma variedade de outros nomes,
dos quais os mais frequentemente utilizados são exchange Monte Carlo [15, 16] eMetropolis
coupled chain [14]. Neste método, são criadas várias réplicas de um mesmo sistema físico a
diferentes temperaturas inversas β j.
O algoritmo de Metropolis é usado em paralelo para estudar cada um dos sistemas. Para
além dos deslocamentos de partículas, é proposta, com uma dada probabilidade, uma troca
de configurações entre duas das simulações. Para que o algoritmo seja eficiente, só se tenta
este passo para réplicas com valores adjacentes da temperatura, β j e β j+1. A separação entre
valores contíguos da temperatura deve ser tal que as trocas aconteçam frequentemente. Um
método mais sofisticado para escolher essas separações do que o simples ajuste posterior de
valores inicias é proposto na referência [15]. A troca é aceite com uma probabilidade
A(β j ↔ β j+1) =
e
−(β j+1−β j)∆U se
(
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Computacionalmente, isto não implica cálculos adicionais, porque as energias dos dois sis-
temas são conhecidas.
O conjunto de configurações visitadas por uma dada réplica tem uma distribuição de
probabilidade canónica, pelo que as médias são calculadas da forma habitual. A evolução
do sistema ao longo do espaço de configurações torna-se muito mais rápida. Em particular,
o método é especialmente apropriado para sistemas com muitos mínimos locais de energia
livre; as trocas de configurações com réplicas a temperaturas mais altas impedem que o
sistema fique retido num desses mínimos.
4.3.3 Ensembles estendidos
O algoritmo de Metropolis, ao realizar uma amostragem de Boltzmann, visita apenas
a zona do espaço de configurações relevante para as médias canónicas correspondentes ao
ponto do espaço termodinâmico em estudo. Com uma simulação de Monte Carlo num en-
semble estendido, pelo contrário, pretende-se visitar uma região mais alargada do espaço de
configurações. O objectivo pode ser, por exemplo, a determinação de diferenças de energia
livre ou a visita ou atravessamento de zonas de energia livre mais elevada. Dependendo da
definição exacta de ensemble estendido, o método de parallel tempering pode ser ou não
incluído nesta classe [60]. Há uma grande variedade de nomes para estes algoritmos, e é
frequente acontecer que aquele que é essencialmente o mesmo método tenha sido baptizado
de forma diferente por autores que criaram independentemente versões dele, por vezes com
diferentes propósitos.
Umbrella sampling
Os artigos que iniciaram o desenvolvimento das técnicas de ensemble estendido foram
escritos em 1977 por Torrie e Valleau [1, 2]. A ideia fundamental é fazer com que uma
simulação de Monte Carlo visite estados com uma distribuição de probabilidade pi(rN) se-
leccionada de forma a que seja recolhida informação sobre uma dada região do espaço de
configurações.
Na sua forma mais simples, chamada escalonamento de temperatura, o método de um-
brella sampling permite calcular a diferença de energias livres de Helmholtz entre dois pon-
tos a temperaturas Ti e T j, ambos dentro da zona coberta por pi(rN). A diferença de energias
livres de excesso é obtida a partir da reponderação da distribuição original para uma distri-
buição canónica:
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onde o índice pi indica uma média simples calculada com a distribuição pi(rN). A média











A extensão para diferenças de energia livre entre sistemas à mesma temperatura, mas com
densidades diferentes, foi feita em 1991 por Valleau [61]. A distribuição de probabilidade é
escrita como uma função das coordenadas reduzidas, que, para cada partícula k, são definidas
por
sk = L−1rk . (4.20)
A energia potencial de uma dada configuração i é função destas coordenadas e do tamanho
do lado do sistema Li a que corresponde essa configuração. Quando pi(sN) permite estudar
simultaneamente variações de temperatura e de densidade, o método toma o nome de esca-
lonamento de temperatura e densidade ou escalonamento termodinâmico. As diferenças de
energia livre são calculadas por










Os autores do método não propuseram nenhuma forma sistemática de construir a distri-
buição de probabilidade pi, que não é conhecida com antecedência. A principal propriedade
que a distribuição deve ter é evidente: tem que tomar valores comparáveis em todos os pon-
tos (Ti, ρi) da região que se pretende estudar. Por razões de eficiência, o seu valor deve tender
para zero quando se sai dessa região. Os desenvolvimentos nos métodos dos ensembles es-
tendidos que se seguiram consistiram essencialmente na procura de formas de determinação
das densidades de probabilidade adequadas.
Ensembles expandidos
Ométodo dos ensembles expandidos, introduzido em 1992 por Lyubartsev et al. [7], com
o objectivo de determinar diferenças de energia livre, trata a temperatura do sistema como
uma variável dinâmica que varia durante a realização das simulações de Monte Carlo. A
distribuição de probabilidade é uma sobreposição de M distribuições canónicas, cada uma
delas caracterizada por uma temperatura inversa βi. Se a temperatura inversa fosse sempre
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p(rN , βi) . (4.23)










N ) . (4.25)
Para fazer que a simulação siga a distribuição de probabilidade expressa em 4.24, para
além dos passos de Monte Carlo em que, a uma temperatura fixa, é alterada a posição de
uma partícula, são tentadas mudanças dinâmicas da temperatura, que são aceites com uma
probabilidade
A(βi → βi+1) =
e
−(βi+1−βi)U(rN )+ηi+1−ηi+1 se − (βi+1 − βi)U(rN) + ηi+1 − ηi + 1 > 0
1 se − (βi+1 − βi)U(rN) + ηi+1 − ηi + 1 < 0 .
(4.26)
Contudo, para realizar a simulação, é preciso definir os valores ηi. Uma escolha evidente é
aquela que torna igualmente provável a ocorrência de todos os valores de βi, ou seja, que
conduz a p(βi) = 1/M. Substituindo na expressão 4.24, e igualando C0 a M, obtém-se
1 = eηiZconf(βi) ,
ηi = βiFconf(βi) . (4.27)
Como o objectivo da simulação é precisamente determinar as energias livres, os valores
de ηi são inicialmente desconhecidos. É necessário proceder a simulações preliminares para
obter estimativas para as energias livres. Esta fase inicial de construção da probabilidade de
amostragem é uma característica habitual dos métodos de ensembles estendidos. Por vezes,
há informação prévia que fornece valores iniciais dos pesos, mas em geral tem que se partir
de valores arbitrários. O processo iterativo que, em princípio, permite ir obtendo estimativas
cada vez melhores não tem que levar exactamente até aos valores ηi = βiF(βi). Basta que to-
dos os valores da temperatura sejam visitados em média um número de vezes não demasiado
pequeno para se poder usar com confiança o método dos ensembles expandidos.
Para compreender como as energias livres relativas são calculadas a partir dos resultados
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das simulações, basta verificar que a distribuição de probabilidade dada pela equação 4.25
é exactamente a distribuição pi(rN) do método de umbrella sampling. Nos seus trabalhos
recentes de escalonamento termodinâmico (ver, por exemplo, as referências [62] e [63])
Valleau tem justamente usado esta técnica para construir a distribuição de probabilidade
estendida, sobrepondo distribuições canónicas de pontos termodinâmicos (βi, ρi).
Aquele que é essencialmente o mesmo método foi proposto, também em 1992, por Ma-
rinari e Parisi [8] com o nome de simulated tempering. A escolha do nome é indicativa do
diferente tipo de problema que estes autores queriam estudar: sistemas com vários mínimos
de energia livre onde simulações convencionais podem ficar retidas. No entanto, o método
de parallel tempering revelou-se mais eficiente [59] e é usado preferencialmente nestes pro-
blemas. Uma vantagem evidente é que para o parallel tempering não são precisos cálculos
preliminares, a própria natureza do método garante que todas as temperaturas são igualmente
visitadas.
O método dos ensembles expandidos pode ser aplicado a outros ensembles, nomeada-
mente ao isotérmico–isobárico [7], ao ensemble macrocanónico [7, 64] e ao ensemble de
Gibbs [64] que será discutido na próxima secção.
Método multicanónico
É aos artigos publicados por Berg e Neuhaus em 1992 [3, 4] que se pode atribuir o recente
interesse no uso de métodos de ensembles estendidos. O nome que estes autores atribuíram
ao seu método, ensemble multicanónico, é o mais utilizado, mas técnicas semelhantes fo-
ram propostas por outros, com os nomes de adaptive umbrella sampling [5] e de entropic
sampling [6]. A motivação de Berg e Neuhaus foi o estudo de transições de fase de primeira
ordem em sistemas de spins e a necessidade de fazer um sistema transitar entre zonas do
espaço de configurações correspondentes a diferentes fases. Nas simulações convencionais,
uma elevada barreira de energia livre torna esses eventos muito raros, mas os métodos de
ensembles estendidos podem ser usados para os tornar mais frequentes.
A diferença fundamental em relação aos métodos de ensembles expandidos é que a distri-
buição de probabilidade da simulação não é construída a partir da sobreposição de distribui-
ções de Boltzmann, e sim escolhida de forma a que todos os valores de uma dada grandeza
(ou todas as classes de um histograma dessa grandeza) sejam visitados com uma igual pro-
babilidade. Na situação mais simples, essa grandeza é a energia potencial e a condição de
histograma plano implica que a probabilidade de um estado com energia U deve ser dada
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pi(α) se pi(ω) < pi(α)
1 se pi(ω) < pi(α) ,
(4.29)
ou, numa forma mais compacta,







Noutras condições, são usadas outras grandezas para parametrizar o número de estados. Um
exemplo será dado na próxima secção. Chama-se macroestado a um dado ponto do espaço
de variáveis termodinâmicas que é definido pelo(s) valor(es) dessa(s) grandeza(s). A densi-
dade de estados “conta” o número de configurações (ou microestados) correspondentes a um
macroestado.
Existe uma variedade de técnicas de obtenção dos valores de Ω(U) que tornam o histo-
grama suficientemente plano para que o método dê bons resultados. Genericamente, realiza-
se uma série de simulações preliminares e os valores acumulados dos histogramas da energia
são usados para melhorar recursivamente a estimativa da densidade de estados: a estatística
das visitas aos macroestados é usada para construir a distribuição de probabilidade estendida.
Algoritmo de Wang e Landau
Wang e Landau [65, 66], em 2001, propuseram, para sistemas de spins, um método re-
lacionado com o multicanónico. Os autores calcularam directamente as propriedades dos
sistemas a partir da estimativa da densidade de estados obtida no final do processo recursivo.
Berg [67], contudo, realça que a convergência da recursão não está provada e recomenda,
como no caso do método multicanónico, a realização posterior de uma simulação de ensem-
ble estendido com uma distribuição de probabilidade fixa.
Ao contrário do que acontece na recursão multicanónica, em que é actualizada global-
mente após uma série de passos, no método de Wang e Landau a estimativa da densidade
de estados da energia visitada é actualizada dinamicamente, após cada passo. No algoritmo
original, os valores iniciais da densidade de estados são igualados a 1 para todas as ener-
gias. Cada tentativa de inverter um spin pode ser vista como uma transição de um estado de
energia U1 para um estado de energia U2 e é aceite com uma probabilidade




se Ω(U1) < Ω(U2)
1 se Ω(U1) > Ω(U2) .
(4.31)
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De cada vez que uma energia U é visitada, a sua densidade de estados é multiplicada por um
factor de actualização f > 1:
Ω(U)→ fΩ(U) . (4.32)
Inicialmente, o factor f toma um valor elevado (nos artigos originais, f0 = e1), para que
todas as energias sejam visitadas rapidamente. Quando o histograma é considerado plano, os
valores do histograma são levados a zero e o factor de actualização é reduzido. Este processo
vai sendo repetido até que f alcance um valor pré-definido. Nos artigos originais, usou-se
fi+1 =
√
fi e parou-se a simulação quando se obteve f ' exp(10−8). Para um dado valor de
f , a densidade converge para o valor real com uma exactidão proporcional a ln( f ).
Um histograma completamente plano é impossível de obter, pelo que a expressão “histo-
grama plano” se refere a um histograma em que nenhuma das classes tem um valor inferior
a, tipicamente, 80% ou 90% do valor médio. Outro aspecto importante é que a cadeia de
Markov não obedece à condição de equilíbrio local. Contudo, à medida que o factor de ac-
tualização tende para 1, essa violação torna-se inconsequente [68].
A extensão da aplicação do método a fluidos foi realizada por Yan et al. [69], que gera-
ram uma densidade de estados plana para todos os pares de valores (N,U) e por Shell et al.
[70], que consideraram uma densidade de estados Ω(N,V,U). No primeiro artigo, são tenta-
dos deslocamentos de partículas e inserções e remoções de partículas. No segundo artigo, é
também determinada a probabilidade de aceitação para escalonamentos de volume.
Desde a publicação do algoritmo original, foram apresentadas muitas sugestões para
aperfeiçoar a sua rapidez e exactidão. Yan e de Pablo [68] realçaram que as configurações
geradas em diferentes etapas da simulação não contribuem igualmente para a estimativa da
densidade de estados; as configurações geradas para valores de f menores não são usadas
eficientemente. Avaliações recentes do algoritmo de Wang e Landau e de alguns dos melho-
ramentos propostos podem ser encontradas nas referências [71] e [72].
Métodos de matriz de transição
Comum ao método de escalonamento termodinâmico, aos métodos multicanónicos, ao
algoritmo de Wang–Landau e a uma série de métodos relacionados é o uso da estatística
das visitas aos macroestados, recolhidas em histogramas, para construir a distribuição de
probabilidade estendida ou calcular a densidade de estados. Os métodos de matriz de transi-
ção [9–13] adoptam uma abordagem diferente.
Considere-se a equação de equilíbrio local,
pi(α)T (α→ ω) = pi(ω)T (ω→ α) . (3.10)
Os microestados α e ω correspondem a dois pontos do espaço de configurações. Pode ser
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escrita uma relação análoga para os macroestados,
pi(U)T (U → U′) = pi(U′)T (U′ → U) . (4.33)
Esta expressão é obtida somando sobre todos os microestados de energia U e U′. Os mé-
todos de matriz de transição recolhem informação sobre a estatística das transições entre
macroestados para obter estimativas dos elementos T (U → U′) da matriz T.
Uma vantagem dos métodos de matriz de transição é a sua capacidade para obter mais
eficientemente os pesos das distribuições estendidas, fazendo melhor uso da informação for-
necida pelas simulações de Monte Carlo [73] e expandindo mais rapidamente o domínio da
(macro)variável que parametriza os macroestados [58]. Além disso, os métodos de matriz
de transição permitem de uma forma simples e eficiente combinar resultados de simulações
independentes, que exploram diferentes zonas do espaço da macrovariável, o que os torna
particularmente apropriados para simulações paralelas.
Um exemplo interessante, que em seguida se descreve brevemente, é a formulação de
Wang e Swendsen [9], aplicável a dinâmicas de Monte Carlo em que os spins de um sistema
são alterados um a um. No limite de temperatura infinita, a matriz de transição é dada pela
expressão
T∞(U → U′) = 1N 〈N(σ,U
′ − U)〉E , (4.34)
onde N é o número de spins e 〈N(σ,U′ − U)〉E é a média microcanónica do número de
configurações com energiaU′ a que se pode aceder a partir de uma configuraçãoσ de energia
U. Para uma dinâmica que só altera um spin, caracterizada por probabilidades de aceitação
A(U → U′), vem
T (U → U′) = T∞(U → U′)A(U → U′) , (4.35)
e a densidade de estados pode ser calculada a partir da matriz T∞ através da equação de
broad histogram [11],
Ω(U)T∞(U → U′) = Ω(U′)T∞(U′ → U) . (4.36)
No histograma h(U) é registado o número de vezes que cada energia foi obtida ao longo
da simulação. Uma das probabilidades de aceitação que dá origem a uma dinâmica de histo-
grama plano é







A matriz T∞ é obtida recursivamente ao longo da simulação. Para calcular os valores de
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A(U → U′) usa-se o estimador
T∞(U → U′) = 1Nh(U)
M∑
k=1
N(σk,U′ − U)δU(σk),U , (4.38)
onde M é o número de passos realizados até ao momento e σk é a configuração no passo k.
Quando não há informação disponível, toma-se A(U → U′) = 1 para favorecer a expansão
da região de macroestados visitados.
Outro caso de estudo importante é a adaptação do algoritmo de Fitzgerald et al. [12,
74] realizada por Errington [75] no seu estudo da coexistência líquido–vapor do fluido de
Lennard-Jones. A aplicação foi feita ao ensemble isotérmico–isobárico e ao ensemble ma-
crocanónico, mas vai-se aqui discutir apenas o segundo caso.
Considere-se dois microestados σ e σ′. O primeiro microestado tem um número de par-
tículas N, ou seja, está associado ao macroestado N, enquanto que o segundo microestado
tem um número de partículas N′ = N ± 1. Os dois microestados diferem apenas na presença
ou não de uma dada partícula, todas as outras estão nas mesmas posições. Numa simulação
macrocanónica feita com uma distribuição de probabilidade termodinâmica p(σ), a probabi-
lidade de aceitação é dada por







onde p(σ) é a probabilidade de ocorrência do microestado σ. Mais informação sobre estas
grandezas pode ser obtida na subsecção 4.2.2.
O procedimento de Errington consiste em realizar uma simulação com uma distribuição
estendida, que vai sendo ajustada, e usar as transições tentadas entre macroestados para obter
informação sobre a matriz de transição correspondente ao ensemble termodinâmico. Após
cada passo, actualiza-se uma matriz auxiliar de acordo com
C(N → N′)→ C(N → N′) +A(σ→ σ′) , (4.40)
e
C(N → N)→ C(N → N) + 1 −A(σ→ σ′) . (4.41)
A matriz é tridiagonal, pois só são tentadas inserções ou remoções de uma única partícula.
Em cada instante da simulação, a matriz de transição pode ser estimada por
T (N → N′) = C(N → N
′)
C(N → N − 1) +C(N → N) +C(N → N + 1) . (4.42)
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onde a soma é feita sobre todos os microestados com número de partículas N, podem ser
estimadas a partir da matriz T,
p(N)T (N → N′) = p(N′)T (N′ → N) . (4.44)
A simulação é realizada com uma distribuição de probabilidade estendida pi(σ) que se
deseja plana, ou seja, que visite com igual frequência todos os macroestados N. Para o conse-






4.4 Métodos de determinação de diagramas de fase
4.4.1 Métodos de energia livre
O conhecimento dos valores de energia livre de Helmholtz é suficiente para traçar o
diagrama de fase de um sistema. A fase mais estável para um dado ponto do espaço termodi-
nâmico é aquela que minimiza a energia livre. As propriedades de coexistência são obtidas
a partir da satisfação das condições de igualdade de potencial químico, densidade e pressão.
Contudo, a função de partição não pode ser calculada a partir de simulações de Monte Carlo
convencionais2.
Por outro lado, as médias canónicas das derivadas da energia livre podem ser calculadas,
e esse facto está na origem dos métodos de integração termodinâmica. Como a energia média









a diferença de energias livres entre dois pontos do espaço termodinâmico com iguais volu-
mes, mas com diferentes temperaturas, pode ser calculada a partir da integração termodinâ-
mica
β2F2 − β1F1 =
∫ β2
β1
〈E〉 dβ . (4.47)
2A excepção constituída pelas simulações de ensemble macrocanónico foi discutida previamente neste ca-
pítulo.
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O integral pode ser calculado numericamente, sendo necessário proceder a simulações para
calcular a energia média de um dado número de valores intermédios de β. Uma integração
análoga pode ser feita para estimar a diferença de energia livre ao longo de uma trajectória
isotérmica,




Os problemas que surgem quando a trajectória pode atravessar uma transição de fases de
primeira ordem foram discutidos nos capítulos anteriores.
Uma extensão dos métodos de integração termodinâmica aos casos em que se quer cal-
cular a diferença de energias livres entre sistemas com hamiltonianos diferentes baseia-se no
método do parâmetro de acoplamento de Kirkwood [76]: se a energia potencial depende de
um parâmetro contínuo λ de tal forma que quando λ varia de 0 a 1, U(λ) se transforma de
U0 para U1, a diferença de energias livres pode ser calculada através de








Um exemplo da aplicação desta técnica é o método do sólido de Einstein proposto por Fren-
kel e Ladd [29].
Tanto os métodos de histogramas como o método de parallel tempering e os diferentes
métodos de ensembles estendidos podem ser usados para determinar diferenças de energia
livre e, a partir delas, determinar diagramas de fase.
4.4.2 Métodos directos
Aos diferentes métodos expostos nesta subsecção foi aqui atribuída a designação de mé-
todos directos porque todos eles foram criados com o objectivo específico de estudar a coe-
xistência de fases e fazem-no sem recorrer ao cálculo da energia livre para uma zona alargada
do espaço de variáveis termodinâmicas. Isso não quer obviamente dizer que o cálculo de di-
ferenças de energia não seja feito, implícita ou explicitamente.
Ensemble de Gibbs
O método do ensemble de Gibbs foi criado por Panagiotopoulos [24], em 1987. A jus-
tificação sistemática do método foi feita por Panagiotopoulos et al. [77], Smit et al. [78] e
Smit e Frenkel [79]. A coexistência entre o líquido e o vapor, para uma dada temperatura, é
determinada directamente, simulando as duas fases em caixas separadas, com condições de
fronteira periódicas. Dois outros tipos de passos de Monte Carlo são efectuados, para além
das deslocações convencionais de partículas.
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Para garantir que a pressão é igual nas duas caixas, são tentadas variações simétricas de
volume nas duas caixas, VI → VI + ∆V , VII → VII − ∆V . Definindo











onde ∆UI é a variação de energia potencial do sistema da caixa I resultante da variação de
volume, a probabilidade de o passo ser aceite é
A(VI → VI + ∆V) =
e
−∆GE se ∆GE > 0
1 se ∆GE < 0 .
(4.51)
Para que o potencial químico seja o mesmo, propõe-se movimentos que trocam uma partícula
entre as duas caixas. Se a partícula é adicionada ao recipiente I, a probabilidade de aceitação
é dada por
















Este método não é apropriado para estudar a coexistência para temperaturas próximas
da temperatura crítica, devido à impossibilidade de controlar o número de partículas em
cada uma das duas caixas [80]. Para temperaturas muito distantes da temperatura crítica,
surge outro tipo de problema; a densidade da fase líquida é muito grande e a inserção de
partículas torna-se muito pouco provável. A fortiori, esta dificuldade torna impraticável o
uso do método para estudar a coexistência de fases sólidas.
Integração de Gibbs–Duhem
Em 1993, Kofke [25, 26] propôs o método da integração de Gibbs–Duhem como um
complemento do método do ensemble de Gibbs. A linha de coexistência de duas fases pode
ser calculada a partir de simulações isotérmicas–isobáricas das duas fases em caixas sepa-
radas, sem recorrer a inserções de partículas, o que permite que o método seja usado sem
dificuldades no estudo de coexistências fluido–sólido. Contudo, é necessário conhecer pre-
viamente as propriedades de um ponto de coexistência, que têm que ser determinadas por
qualquer outro método.
Na sua versão mais simples, o método é aplicado da forma que se descreve em seguida.
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onde ∆h é a diferença de entalpia por partícula entre as duas fases e ∆v é a diferença de
volumes específicos. O lado direito da equação é virtualmente constante no caso do equilíbrio
líquido–vapor. Atribuindo o índice 0 ao estado inicialmente conhecido, faz-se uma previsão
da pressão de coexistência para uma temperatura inversa β1 a partir de







Em seguida, são iniciadas duas simulações NPT , ambas à temperatura inversa β1 e à
pressão P1, uma delas com um volume inicial próximo do esperado para a fase mais densa
e a outra com um volume inicial próximo do esperado para a fase menos densa. Depois
de alguns passos de Monte Carlo, os valores médios das energias e dos volumes dos dois
sistemas são usados para ajustar a estimativa da pressão P1 através de














As simulações prosseguem com o novo valor de P1 e o processo é repetido até à conver-
gência. Obviamente, depois de já serem conhecidos mais pontos da linha de coexistência,
podem ser usados métodos preditor–corrector mais sofisticados.
Ensemble macrocanónico com reponderação pelo método dos histogramas
Considere-se que foi realizada uma simulação no ensemble macrocanónico para um va-
lor T1 da temperatura, ligeiramente inferior à temperatura crítica. O potencial químico da
simulação é tal que o sistema se encontra exactamente em um ponto da linha de coexistência
líquido–vapor. Registando a evolução do número de partículas, pode-se construir uma dis-
tribuição da probabilidade de observação da densidade do sistema. O resultado esperado é o
esquematizado de uma forma simplificada na figura 4.1.
Há dois picos de probabilidade e as densidades dos seus máximos são as densidades
das duas fases. Como o potencial químico é o de coexistência, as áreas delimitadas pelos
dois picos são iguais. É claro que se fosse obrigatório, para cada temperatura, realizar uma
série de simulações até encontrar o potencial químico certo, este método seria pouco efici-
ente. Contudo, isso não é necessário, pois desde que o potencial químico da simulação não
seja demasiado diferente do de coexistência, o método dos histogramas pode ser usado para
encontrar o valor desejado, ou seja, o valor de µ que torna iguais as duas áreas.
Durante a simulação, para se poder observar os dois picos, e para que a razão entre as
áreas possa ser calculada num tempo aceitável, o sistema tem que poder variar o seu número
de partículas de forma a visitar alternadamente as regiões das duas fases. Isto implica que
os valores intermédios de N não podem ter uma probabilidade de ocorrência demasiado pe-





Figura 4.1: Probabilidade de medida da densidade do sistema numa simulação multicanó-
nica para dois valores da temperatura, com T1 > T2.
quena. Na figura 4.1 está representada esquematicamente a densidade de probabilidade para
uma temperatura T2 < T1. Neste caso, há uma grande barreira de energia livre e o sistema
fica retido num dos mínimos, sem poder aceder ao outro. O problema torna-se mais profundo
para sistemas maiores. Uma solução é usar o método multicanónico. Afortunadamente, não
é sequer preciso proceder ao habitual processo de construção da distribuição estendida. Co-
meçando a construção do diagrama de fase perto do ponto crítico, o método dos histogramas
aplicado aos dados de uma simulação a uma temperatura mais alta pode ser usado para obter
uma estimativa da densidade de estados e assim obter os pesos para a simulação multicanó-
nica a realizar à temperatura mais baixa.
Este método é especialmente adequado para estudos de tamanho finito das propriedades
críticas [81]. A temperaturas subcríticas, o método, em relação ao de ensemble de Gibbs,
apresenta uma complexidade acrescida, mas permite obter resultados potencialmente mais
exactos [82].
Uma técnica relacionada para obter a coexistência líquido–vapor foi usada por Errington
[75]. A forma como foi estimada uma distribuição de probabilidade p(N), através de um mé-
todo de matriz de transição, foi descrita na secção anterior. Para cada temperatura simulada,
o potencial químico de coexistência foi calculado aplicando o método dos histogramas de
Ferrenberg e Swendsen. A extrapolação para outras temperaturas, calculando apenas pro-
babilidades de transição entre macroestados, exigiria a definição de macroestados (U,N) e
a diagonalização de uma matriz de maior dimensão. O método aplicado de facto foi uma
combinação com técnicas de estatística de estados visitados que permitiram determinar a
distribuição de probabilidade dos valores da energia, para um dado número de partículas.
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4.4.3 Coexistência sólido–fluido
O estudo da coexistência de fases apresenta dificuldades acrescidas quando uma das fases
é a sólida. Os métodos que dependem da inserção de partículas falham, por definição, para
redes sem defeitos. A integração de Gibbs–Duhem pode ser utilizada, embora seja necessário
partir de um ponto exacto da curva de coexistência obtido por um outro método.
Os métodos de integração termodinâmica, devido à histerese e à energia livre da in-
terface, não dão resultados correctos quando se tenta obter a diferença de energias livres
transformando continuamente uma fase na outra, tornando necessária a determinação inde-
pendente de valores de energia livre absoluta para cada uma das fases. Grochola [83] propôs
um método de três etapas de integração-λ que permite calcular directamente a diferença de
energia livre. Partindo do líquido, o potencial intermolecular é inicialmente reduzido, após
o que as moléculas são progressivamente atraídas para a proximidade das posições da rede
cristalina, através da inserção de poços de potencial gaussianos. Na última etapa, estes po-
ços são desligados à medida que o potencial intermolecular volta para os valores iniciais.
Um problema associado a este método é que a transformação nem sempre é irreversível e
pode ser necessário um trabalho considerável de tentativa e erro para encontrar parâmetros
correctos da transformação [84, 85].
A utilização de simulações no ensemble macrocanónico com amostragem multicanónica
depara-se com outro tipo de dificuldade: a necessariamente frequente transformação de uma
fase em outra implica uma reestruturação extremamente lenta e vulnerável a “armadilhas
ergódicas” [58].
Mastny e de Pablo [86] estudaram a coexistência sólido–líquido através de um algoritmo
de Wang–Landau modificado. As duas superfícies da densidade de estados das duas fases,
representadas no espaço (U,V), foram ajustadas uma à outra a partir dos seus valores na zona
desse espaço onde são observados estados correspondentes a ambas as fases. No entanto, foi
argumentado por outros autores [87] que a validade do método é questionável porque as duas
fases visitam zonas fundamentalmente distintas do espaço de configurações, e que, para fazer
a ligação entre as duas secções da densidade de estados, seria necessário ligar as fases através
de um percurso reversível.
Generalizando técnicas previamente desenvolvidas para calcular diferenças de energia
livre entre duas fases cristalinas [88, 89], Wilding e Bruce [27] propuseram um método, a
que chamaram Monte Carlo phase switch, em que uma mesma simulação visita as zonas do
espaço de configurações associadas a uma fase sólida e a uma fase fluida, através de um pro-
cesso de “salto” entre pontos das duas regiões, sem nunca visitar configurações com as duas
fases presentes em simultâneo. É introduzida uma energia de interacção entre as partículas e
uma rede, desordenada num caso e cristalina noutro, associada a uma amostragem particular
das configurações, que permite transições entre o sistema ligado à rede ordenada e o ligado à
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rede desordenada. Estas configurações funcionam como portas de entrada de uma fase para
a outra, tornando possível que o sistema transite de uma fase fluida para uma fase crista-
lina. Durante a simulação, as transições que conduzem o sistema para estas configurações
são favorecidas. A diferença de energia livre entre as duas fases pode assim ser obtida e as
condições de coexistência determinadas.

Capítulo 5
Coexistência sólido–fluido do modelo de
Lennard-Jones
5.1 Introdução
O potencial de interacção de Lennard-Jones [90],








tem um importante papel na física estatística. Para além de descrever a interacção de partí-
culas em sistemas de gases raros [91, 92], através da selecção de valores apropriados para
os parâmetros  e σ1, é incorporado em vários potenciais de interacção usados para mode-
lar uma ampla gama de materiais reais [94–98]. Além disso, os resultados numéricos para
o fluido de Lennard-Jones são frequentemente comparados com os obtidos por teorias do
estado líquido [99–102], permitindo assim testar as aproximações por elas introduzidas.
O termo atractivo do potencial de Lennard-Jones é um termo de van der Waals e a sua
origem pode ser explicada de uma forma simplificada [103]. Apesar de se considerar que a
distribuição média de carga de um átomo de um gás raro é simétrica, em cada instante pode
existir um momento dipolar pj associado a um átomo j, que cria um campo eléctrico que, à
distância r jk, tem um valor proporcional a p jr−3jk . O momento dipolar eléctrico induzido no
átomo k é proporcional a este campo, e como a energia de interacção entre os dois dipolos é





1Os parâmetros podem ser ajustados para aproximar a equação de estado de outros líquidos simples [93].
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Como depende de p2j , a média temporal desta quantidade não é nula, ao contrário da média
temporal de pj. Este é o termo da interacção atractiva predominante, mas uma descrição
mais exaustiva pode ser feita com a inclusão de termos de interacção dipolo–quadripolo
(r−8), quadripolo–quadripolo (r−10), etc. Para distâncias pequenas, o efeito de repulsão entre
as nuvens electrónicas dos átomos é muito mais forte que o pequeno termo de atracção. A
determinação do termo de repulsão é mais difícil; uma variação com uma função exponencial
decrescente com a distância é uma forma mais correcta de o representar que o tradicional uso
de uma variação com r−n, com n compreendido entre 9 e 15, mas as razões de conveniência
matemática quase sempre prevalecem.
O ajuste do potencial faz-se apenas através da alteração de  e σ, e não há necessidade de
repetir o estudo das propriedades do modelo para cada caso particular, basta fazê-lo para um
dado par de valores dos parâmetros. As grandezas expressas em unidades reduzidas, univer-
salmente usadas em simulações envolvendo o potencial de Lennard-Jones, são identificadas





















É fácil de constatar que a forma escolhida para as grandezas reduzidas é aquela que mais
simplifica os cálculos numéricos. O gráfico de U∗(r∗) está representado na figura 5.1. Pela
condição da anulação da derivada, verifica-se que o mínimo do potencial reduzido toma um
valor de −1, para r∗ = 21/6.
Há muitos resultados disponíveis para as propriedades da coexistência líquido–vapor do
modelo de Lennard-Jones não truncado. Além de métodos de Monte Carlo mais tradicionais
[104–106], foram sucessivamente aplicadas ao seu estudo diversas técnicas numéricas mais
recentes, tais como o método do ensemble de Gibbs [24, 77], a integração de Gibbs–Duhem
[25, 26] e as simulações de Monte Carlo macrocanónicas associadas às técnicas de reponde-
ração de Ferrenberg e Swendsen [107–110]. Potoff e Panagiotopoulos [107] usaram também
o método de Monte Carlo multicanónico no seu estudo da coexistência, para os valores mais
baixos da temperatura.
As estimativas mais fiáveis das propriedades do ponto crítico [107–111] são as obtidas
por meio de estudos de escalonamento de tamanho finito; para um resumo dos valores obti-
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Figura 5.1: Potencial de Lennard-Jones em função da distância.
dos recentemente, ver a referência [109] e para uma perspectiva de como o truncamento do
potencial e a escolha do raio de corte afectam a sua localização, consultar a referência [110].
Com excepção de Caillol [111], que usa condições fronteira hiperesféricas e obtém um valor
concordante para a densidade, mas uma estimativa para a temperatura um por cento supe-
rior ao valor típico dos outros estudos, os valores da densidade e da temperatura críticas
obtidos nos trabalhos referidos não se afastam entre si mais do que meio por cento. Nas
representações gráficas do diagrama de fase que são apresentadas neste capítulo, usa-se os
valores de Potoff e Panagiotopoulos [108]: T ∗c = 1.3120 ± 0.0007, ρ∗c = 0.316 ± 0.001 e
P∗c = 0.1279 ± 0.0006.
As propriedades de coexistência sólido–fluido domodelo LJ são comparativamente muito
menos estudadas. Após o primeiro trabalho numérico de Hansen e Verlet [106], em 1969,
apenas em 1995 um estudo compreensivo do diagrama de fase foi realizado, usando o mé-
todo de integração de Gibbs–Duhem, por Agrawal e Kofke [30]. Nesse trabalho, a linha de
sublimação foi estudada pela primeira vez. Determinações anteriores da coexistência sólido–
líquido e das propriedades do ponto triplo estudaram com inferior pormenor o diagrama de
fase [112–114] ou basearam-se em métodos com conhecidas fragilidades [115].
Neste capítulo, são estudadas as propriedades de coexistência do modelo de Lennard-
Jones, incluindo as propriedades de sublimação, através do cálculo de energias livres absolu-
tas. Os resultados são comparados com os publicados por Agrawal e Kofke, proporcionando
assim uma avaliação independente dos seus resultados. Para além disso, são apresentados
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Figura 5.2: Estudo de tamanho finito para a fase sólida a T ∗ = 2.00 e ρ∗ = 1.28.
valores absolutos da energia livre de Helmholtz ao longo das linhas de coexistência sólido–
fluido. Começa-se por calcular valores absolutos de F num número limitado de estados ter-
modinâmicos de referência. A energia livre dos estados sólidos de referência é calculada
relativamente ao cristal de Einstein. Os efeitos de tamanho finito são estudados e são obtidas
estimativas para o limite do sistema de tamanho infinito. Para os estados de referência da
fase fluida, é considerada uma densidade suficientemente pequena para que possa ser usada
a expansão virial até à quinta ordem. A diferença de energia livre de um estado termodinâ-
mico arbitrário em relação a um dado estado de referência é calculada usando o método de
extrapolação em temperatura e densidade, baseado na generalização do método dos histogra-
mas múltiplos, apresentado no capítulo 3 e que combina resultados de diversas simulações
de Monte Carlo no ensemble canónico para obter diferenças em energia livre relativamente
a uma dessas simulações.
5.2 Valores absolutos de energia livre dos estados de refe-
rência
Para obter os valores absolutos da energia livre dos estados sólidos de referência foi
usado o método do sólido de Einstein. Foram feitas aproximadamente 20 simulações com
centro de massa fixo para diferentes valores de λ. Confirmou-se que um aumento do número
de simulações incluídas nos cálculos não alteraria os resultados obtidos para a diferença de
energia livre entre o sólido de Lennard-Jones e o limite do sólido harmónico.
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Para estudar os efeitos de tamanho finito, foram obtidos resultados para sistemas de 108,
256, 500 e 864 partículas. Na figura 5.2, está representada a quantidade f ∗/T ∗ + ln(N)/(2N)
em função de 1/N, para sistemas a uma temperatura reduzida de 2.00 e uma densidade redu-
zida de 1.28. A partir da intersecção da recta de regressão com o eixo vertical, é obtida uma
estimativa para a energia livre do sistema de tamanho infinito. Foram adicionadas correcções
de longo alcance para levar em conta a energia de interacção entre uma dada partícula e to-
das as partículas que se encontram a uma distância dela superior ao raio de corte, que foi
sempre igual a metade do lado do sistema. Duas aproximações limite foram consideradas
para a distribuição espacial dessas partículas: os locais da rede fcc e a distribuição uniforme
utilizada habitualmente para a simulação de fluidos. A verdadeira correcção deverá ser um
valor intermédio entre os calculados por estes dois métodos. Na figura 5.2, os quadrados são
os resultados para o caso da distribuição uniforme, os triângulos são os resultados para a rede
fcc perfeita e os círculos representam a média entre os casos limite; a falta de regularidade
da diferença entre os dois casos limite, que umas vezes é positiva e outras negativa, deve-se à
variabilidade da posição da superfície esférica centrada num ponto da rede e com raio igual
a rc em relação aos pontos da rede fcc próximos. A recta de regressão obtida no caso em
que se usa as correcções médias está representada na figura. Deve ser realçado que as três
estimativas para a intercepção com o eixo vertical que resultariam das diferentes escolhas
para as correcções de longo alcance se encontram dentro de um intervalo de largura inferior
a 0.001. Um comportamento semelhante foi observado para os outros estados sólidos de re-
ferência, pelo que o valor médio das correcções de longo alcance foi usado para obter todas
as estimativas da energia livre do sistema infinito que são apresentadas na Tabela 5.1.
A energia livre absoluta da fase fluida foi calculada para um estado de densidade reduzida
0.10 e temperatura reduzida 2.00, a partir da expansão virial até à quinta ordem, usando os
coeficientes de virial calculados por Barker et al. [116]. Verificou-se que as extrapolações
de energia livre para densidades próximas desse ponto termodinâmicos se revelaram em
muito bom acordo com as previsões da expansão virial e ligeiramente diferentes dos valores
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Figura 5.3: Energias livres relativas calculadas para o fluido a T ∗ = 0.70.
calculados pela equação de estado de Johnson et al. [117], pelo que foi usada a estimativa
f ∗ = −6.848 obtida pela expansão virial para a energia livre de Helmholtz do estado de
referência, em vez do valor −6.843 dado pela equação de estado referida.
5.3 Extrapolações em densidade e temperatura
Tendo sido determinadas as energias livres absolutas dos estados sólidos e líquidos de
referência, o método exposto no capítulo 3 foi usado para calcular as diferenças de energia
livre entre estes e outros pontos termodinâmicos. Foram combinados pares de simulações
com densidades vizinhas numa dada série (à mesma temperatura) para obter as diferenças
de energia livre entre os estados em que foram realizadas simulações. Para calcular a energia
a temperaturas diferentes da temperatura de simulação (tanto mais altas como mais baixas),
combinou-se várias simulações da série. Para assegurar a fiabilidade das extrapolações, foi
necessário, à medida que as diferenças de temperatura aumentavam, combinar até 10 simu-
lações com as densidades mais próximas do ponto termodinâmico que se pretendia estudar.
Como resultado final destes cálculos, foi obtida a dependência com o volume da energia livre
de Helmholtz acima e abaixo da temperatura de simulação.
Para cada uma das temperaturas de simulação são necessárias duas séries de simulações,
uma para a fase fluida e outra para a fase sólida. As simulações do sólido foram iniciadas a
partir de uma rede fcc perfeita e as simulações do fluido a partir de uma configuração inicial
aleatória. Para os resultados do fluido, foram incluídas correcções de longo alcance padro-
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Figura 5.4: Energias livres relativas calculadas para o sólido a T ∗ = 0.70.
nizadas. Para as simulações do sólido, verificou-se que os valores calculados das diferenças
de energia livre não são significativamente afectados pela escolha do tipo de correcções de
longo alcance; assim como no cálculo dos estados sólidos de referência, usou-se a média dos
dois casos limite. A dependência com o tamanho do sistema das extrapolações de energia
livre foi estudada tanto para as séries de simulações da fase sólida como para as séries de
simulações da fase fluida.
Na figura 5.3, são mostrados os resultados das extrapolações de energia livre da fase
fluida, a uma temperatura reduzida de 0.70, para densidades entre 0.72 e 0.85. O estado
termodinâmico correspondente à maior destas densidades encontra-se muito perto do ponto
triplo. As curvas obtidas para diferentes tamanhos do sistema são representadas. Observa-se
que para números de partículas iguais ou maiores que 343, as curvas estão muito próximas
(as diferenças verticais são menores que 0.002) e os efeitos de tamanho finito são inferiores
ao erro estatístico das estimativas de energia livre.
As extrapolações da energia livre de Helmholtz para a fase sólida a uma temperatura
igual a 0.70 estão representadas na figura 5.4. As extrapolações foram feitas em relação à
densidade ρ∗ = 1.045, onde foi realizado um cálculo da energia livre absoluta. Para testar
a exactidão da extrapolação, foi também calculado o valor da energia livre absoluta a uma
densidade igual a 0.96 (perto do ponto triplo). Constata-se no gráfico que, para sistemas
de 500 e 864 partículas, as extrapolações concordam muito bem com os cálculos de valor
absoluto (as diferenças são inferiores a 0.001). Além disso, confirmou-se também o acordo
destes resultados com a equação de estado para a fase sólida dada por van der Hoef [118],










Figura 5.5: Localização no plano temperatura–densidade das simulações NVT de 500
partículas da fase fluida. Nem todas as simulações estão representadas, como é explicado
no texto.
que se baseia em simulações com 2048 partículas. Testes similares dos efeitos de tamanho
finito foram realizados a temperaturas mais elevadas e as diferenças entre os resultados das
simulações com 500 e 864 partículas, em termos de f ∗/T ∗, revelaram-se sempre iguais ou
inferiores às indicadas acima.
Com base nestes estudos dos efeitos de tamanho finito, concluiu-se que, para sistemas
de 500 partículas, as correcções de tamanho finito seriam suficientemente pequenas e com-
paráveis com o erro estatístico característico deste trabalho. Os primeiros 3 × 104 passos de
Monte Carlo por partícula (MCS/N) foram desprezados para se alcançar o equilíbrio. O nú-
mero total de MCS/N usados para a recolha de dados (que se fez de 10 em 10 MCS/N) foi
igual a 105.
As séries de simulações feitas para a fase fluida, a temperaturas reduzidas iguais a 0.70,
1.15, 2.00, 3.00 e 4.00 estão representadas na figura 5.5. Cada círculo corresponde a uma
simulação de um sistema com 500 partículas. Não são mostradas na figura as 50 simulações
feitas a T ∗ = 2.00 e densidades entre ρ∗ = 0.10 e ρ∗ = 0.67, usadas para obter a diferença
de energia livre em relação ao estado fluido de referência para o qual o valor absoluto da
energia livre era conhecido. Como foi usado este único estado de referência, foi necessário
realizar séries adicionais de simulações, a uma densidade fixa e a temperaturas intermédias,
ligando as cinco séries principais. As simulações efectuadas entre as temperaturas T ∗ = 1.15
e T ∗ = 2.00 e as densidades ρ∗ = 0.72 e ρ∗ = 0.95 permitiram estabelecer um circuito













Figura 5.6: Localização no plano temperatura–densidade das simulações NVT de 500 par-
tículas da fase sólida. Os pontos onde foram realizados cálculos de energia livre absoluta
também estão indicados.
fechado, que foi usado para confirmar a correcção das extrapolações. Também não estão
indicadas na figura 64 simulações a T ∗ = 1.15 e a densidades entre ρ∗ = 0.05 e ρ∗ = 0.67
que foram usadas para calcular as propriedades da coexistência líquido–vapor.
5.4 Diagrama de fase
A partir do conhecimento da dependência com o volume específico da energia livre de
Helmholtz, tanto para a fase sólida como para a fase fluida, foi possível, por meio da cons-
trução da dupla tangente, estudar a coexistência de fases para temperaturas reduzidas entre
T ∗ = 0.55 e T ∗ = 4.80. No estudo da coexistência vapor–sólido e da coexistência líquido–
vapor até T ∗ = 0.85, usou-se a equação de estado de Johnson et al. [117] para calcular o
muito pequeno valor da energia livre de excesso do vapor.
Nas tabelas 5.2, 5.3 e 5.4, respectivamente, são apresentados, para algumas temperaturas
seleccionadas, os resultados obtidos para as linhas de coexistência sólido–fluido, sólido–
vapor e líquido-vapor da pressão e das densidades, energias potenciais por partícula e ener-
gias livres de Helmholtz por partícula das fases coexistentes.
Para melhor compreender como o uso de sistemas finitos afecta os resultados, deslocou-
se verticalmente a linha de energia livre da fase sólida relativamente à linha do fluido e
observou-se o quanto as propriedades de coexistência mudariam. Adicionando ou subtraindo
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Tabela 5.2: Valores de coexistência sólido–fluido da densidade, energia potencial por par-
tícula e energia livre por partícula. Os valores da primeira linha são os do ponto triplo.
Sólido Fluido
T ∗ P∗
ρ∗ u∗ f ∗ ρ∗ u∗ f ∗
0.692 0.001 0.962 -7.26 -4.41 0.847 -6.14 -4.41
0.850 1.95 0.986 -7.19 -3.74 0.890 -6.19 -3.95
1.000 4.00 1.009 -7.10 -3.06 0.922 -6.15 -3.43
1.150 6.21 1.031 -6.98 -2.35 0.950 -6.04 -2.86
1.300 8.56 1.052 -6.83 -1.60 0.975 -5.90 -2.25
1.500 11.9 1.077 -6.44 -0.57 1.004 -5.47 -1.37
1.750 16.3 1.108 -6.21 0.80 1.037 -5.28 -0.21
2.000 21.1 1.137 -5.86 2.23 1.067 -4.85 1.02
2.250 26.0 1.163 -5.37 3.70 1.094 -4.39 2.31
2.500 31.2 1.187 -4.87 5.23 1.119 -3.89 3.63
2.750 36.6 1.209 -4.45 6.77 1.142 -3.31 5.00
3.000 42.1 1.231 -3.92 8.35 1.164 -2.72 6.39
3.250 47.9 1.251 -3.38 9.97 1.185 -2.11 7.82
3.500 53.7 1.270 -2.78 11.6 1.203 -1.44 9.27
3.750 59.8 1.288 -2.20 13.3 1.222 -0.83 10.7
4.000 66.0 1.306 -1.58 14.9 1.239 -0.18 12.2
4.250 72.3 1.322 -0.93 16.7 1.256 0.50 13.8
4.500 78.7 1.338 -0.35 18.4 1.272 1.11 15.3
Tabela 5.3: Valores de coexistência sólido-gás da densidade, energia potencial por par-
tícula e energia livre por partícula. Os valores da primeira linha são os do ponto triplo.
Sólido Vapor
T ∗ 103P∗
ρ∗ u∗ f ∗ 103ρ∗ 103u∗ f ∗
0.692 1.21 0.962 -7.26 -4.406 1.78 -21.8 -5.085
0.670 0.826 0.968 -7.32 -4.498 1.25 -15.7 -5.158
0.650 0.569 0.973 -7.38 -4.583 0.88 -11.5 -5.226
0.630 0.383 0.978 -7.43 -4.670 0.61 -8.20 -5.295
0.610 0.251 0.983 -7.48 -4.758 0.414 -5.72 -5.365
0.590 0.160 0.988 -7.53 -4.848 0.272 -3.89 -5.436
0.570 0.098 0.992 -7.57 -4.940 0.173 -2.57 -5.508
0.550 0.058 0.996 -7.61 -5.033 0.106 -1.64 -5.582
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Tabela 5.4: Valores de coexistência líquido-vapor da densidade, energia potencial por par-
tícula e energia livre por partícula. Os valores da primeira linha são os do ponto triplo.
Líquido Vapor
T ∗ 103P∗
ρ∗ u∗ f ∗ 103ρ∗ u∗ f ∗
0.692 1.21 0.847 -6.14 -4.407 1.78 -0.022 -5.085
0.700 1.36 0.844 -6.11 -4.387 1.96 -0.024 -5.072
0.800 4.60 0.800 -5.72 -4.167 6.05 -0.066 -4.924
0.900 11.7 0.753 -5.32 -3.999 14.1 -0.140 -4.803
1.000 24.7 0.703 -4.91 -3.876 29.1 -0.270 -4.691
1.100 45.6 0.644 -4.45 -3.800 54.2 -0.482 -4.571
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Figura 5.7: Entalpias de coexistência, por partícula, para as fases sólida e fluida, em função
da temperatura. As linhas foram calculadas neste trabalho e os círculos são os resultados
de Agrawal e Kofke.
a f ∗/T ∗ um valor de 2×10−3, próximo da incerteza expectável dados os resultados anteriores,
altera-se em menos que 10−3 as densidades de coexistência do sólido e do fluido, enquanto
que as densidades de coexistência do sólido com o vapor ficam praticamente inalteradas.
Os valores de f ∗/T ∗ de coexistência do fluido e do sólido mudam menos que 10−2. Uma
alteração igual ao valor do desvio é observada nas energias livres de coexistência do sólido
e do vapor.
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Figura 5.8: Energias potenciais de coexistência, por partícula, para o sólido e o vapor,
em função da temperatura. As linhas foram calculadas neste trabalho e os círculos são os
resultados de Agrawal e Kofke.
Na figura 5.7, são comparados os resultados obtidos neste trabalho para as entalpias de
coexistência do sólido e do fluido com os resultados apresentados por Agrawal e Kofke. Na
figura 5.8, é feita a comparação dos resultados da referência citada com os valores calculados
das energias potenciais, por partícula, para o sólido e o vapor em coexistência.
Os valores para as pressões de coexistência sólido–fluido, sólido–gás e líquido–gás cal-
culados neste trabalho correspondem às linhas da figura 5.9, enquanto que os círculos são
os resultados da integração de Gibbs–Duhem realizada por Kofke [26] para a coexistência
líquido–vapor e por Agrawal e Kofke [30] para a coexistência sólido–fluido. O símbolo ×
assinala a estimativa do ponto crítico calculada por Potoff e Panagiotopoulos [108]. As in-
terrupções nas linhas indicam a separação entre zonas onde diferentes séries de simulações
foram usadas para as interpolações. A intercepção das linhas deste gráfico marca as estima-
tivas para a pressão e temperatura do ponto triplo: P∗pt = 1.21 × 10−3 e T ∗pt = 0.692.
A partir da projecção no plano temperatura–densidade do diagrama de fase (figura 5.10),
foram determinadas estimativas para a temperatura e densidades das diferentes fases no
ponto triplo. A intercepção das linhas de densidade do vapor em coexistência com o lí-
quido e com o sólido (ponto A) ocorre à temperatura T ∗pt = 0.692 e à densidade do vapor
ρ∗v,pt = 1.78 × 10−3. A partir da intercepção das linhas de densidade do líquido com o vapor
e do fluido com o sólido, estima-se a mesma temperatura de coexistência e ρ∗l,pt = 0.847.
Finalmente, das linhas de densidade do sólido em coexistência com o vapor e com o líquido,
obtém-se de novo o mesmo valor para T ∗pt e uma densidade do sólido dada por ρ
∗
s,pt = 0.962.
As propriedades do ponto triplo estão listadas na primeira linha das tabelas 5.2 a 5.4.
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Figura 5.9: Pressões de coexistência em função da temperatura. As linhas foram calculadas
neste trabalho e os círculos são os resultados de Kofke e Agrawal e Kofke. O ponto crítico






    














Figura 5.10: Diagrama de fase temperatura–densidade obtido neste trabalho (linhas) e por
Kofke e Agrawal e Kofke (círculos). O ponto crítico está assinalado por ×.
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Figura 5.11: Pressão de coexistência sólido–fluido em função da temperatura calculadas
na referência [87] para três tamanhos do sistema (símbolos) e neste trabalho (linha).
As últimas quatro figuras mostram uma grande proximidade entre as propriedades de co-
existência calculadas neste trabalho e as obtidas, por um método independente, por Agrawal
e Kofke. O ponto triplo obtido por estes autores é caracterizado por T ∗pt = 0.687, P
∗
pt =
1.1 × 10−3, ρ∗v,pt = 1.86 × 10−3, ρ∗l,pt = 0.850, ρ∗s,pt = 0.963. Uma outra confirmação é for-
necida por van der Hoef [118] que usou simulações de dinâmica molecular em vários pon-
tos termodinâmicos para determinar os parâmetros de uma equação de estado do sólido de
Lennard-Jones aplicável a temperaturas entre 0.1 e 2.0 e a densidades entre 0.94 e 1.20. No
seu trabalho, ele usa as propriedades do ponto triplo obtidas por Agrawal e Kofke, a equa-
ção de estado do fluido de Johnson et al. [117] e uma expansão virial do gás até ao terceiro
coeficiente para obter uma energia livre absoluta de referência. A equação de estado é en-
tão usada, de novo em conjunto com a equação de estado de Johnson et al. para calcular as
propriedades de coexistência sólido–fluido denso. Após a publicação dos resultados deste
capítulo [119], van der Hoef [120], usando desta vez como referência o ponto triplo aqui es-
timado, calculou as propriedades de coexistência sólido–vapor com as diferenças em relação
aos resultados da tabela 5.3 a serem inferiores a 0.3%.
McNeil-Watson e Wilding [87], expandindo um trabalho de Errington [121], estudaram
a linha sólido–fluido do diagrama de fase do modelo de Lennard-Jones, usando o método de
phase switch Monte Carlo, com sistemas de 108, 256 e 500 partículas. Os seus resultados
para a pressão e densidades de coexistência são comparados com os deste trabalho nas figuras



























Figura 5.12: Densidades de coexistência sólido–fluido calculadas na referência [87] para
três tamanhos do sistema (símbolos) e neste trabalho (linha).
do tamanho do sistema. Observa-se, em particular, com o aumento da temperatura, uma
discrepância crescente entre os valores das densidades de coexistência.
Baidakov e Protsenko [122, 123] obtiveram resultados coincidentes com os apresentados
neste trabalho para as propriedades do ponto triplo, mas não parecem ter publicado ainda
pormenores sobre as suas simulações.
5.5 Conclusões
O diagrama de fase do modelo de Lennard-Jones foi estudado, para uma grande gama de
temperaturas, aplicando o método apresentado no capítulo 3. Várias propriedades de coexis-
tência sólido–fluido foram calculadas e comparadas com os resultados de Agrawal e Kofke.
Os valores calculados para o ponto triplo são T ∗pt = 0.692, P
∗
pt = 1.21×10−3 ρ∗v,pt = 1.78×10−3,
ρ∗l,pt = 0.847, ρ
∗
s,pt = 0.962.
O razoável acordo entre os resultados apresentados nesta tese e os obtidos por ummétodo




Diagrama de fase de altas temperaturas
de um modelo do C60
6.1 Introdução
Em 1985, ao proceder à vaporização de grafite por irradiação laser, Kroto et al. [124]
observaram a formação de moléculas estáveis contendo 60 átomos de carbono. A estrutura
que propuseram— correctamente— para a molécula foi a de um isocaedro truncado, com os
átomos colocados nos 60 vértices, e contendo um número de 12 faces pentagonais e 20 faces
hexagonais. A molécula foi baptizada com o nome de buckminsterfulereno. A investigação,
por cientistas de várias áreas, das propriedades das moléculas de C60 desenvolveu-se a um
ritmo fortíssimo [125], especialmente após a descoberta [126], em 1990, de um método
eficiente de as sintetizar.
As moléculas de C60 têm uma forma quase esférica e rodam livremente, mesmo na fase
sólida, quando esta se encontra a uma temperatura igual ou superior à temperatura ambiente.
Estas características levaram Girifalco [96] a propor um potencial intermolecular analítico.
Como a interacção entre os átomos de diferentes “folhas” de grafite é descrita, com sucesso,
por um potencial de Lennard-Jones,




Girifalco assumiu que a interacção entre duas moléculas C60 pode ser calculada instantane-
amente somando as energias potenciais devidas a todos os pares constituídos por um átomo
de uma e por um átomo de outra molécula. Se elas são esféricas e rodam livremente, então o
potencial efectivo entre um par de moléculas pode ser escrito apenas em função da distância
entre as duas, integrando a energia de interacção entre superfícies esféricas com uma distri-
buição uniforme de átomos de carbono igual a Na/(4pia2), sendo a o raio de cada esfera e Na
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Figura 6.1: Potenciais normalizados de Lennard-Jones e de Girifalco.





























As constantes foram estimadas por Girifalco calculando a energia do cristal fcc usando in-
teracções de primeiros, segundos e terceiros vizinhos e ajustando os resultados aos dados
experimentais para o calor de sublimação e a constante de rede.
Os gráficos das funções do potencial de Lennard-Jones e do potencial de Girifalco, nor-
malizados de forma a que os dois mínimos coincidam, estão representados na figura 6.1. A
subida de potencial com a diminuição da distância é muito mais abrupta no caso do modelo
do potencial do C60, devido ao tamanho da estrutura geométrica da molécula. Um outro as-
pecto importante é a maneira como o potencial de Girifalco se aproxima muito mais depressa
de zero com o aumento da separação entre as moléculas. No contexto de um estudo teórico
do diagrama de fase de misturas de colóides e polímeros, Gast et al. [127] concluíram que
o alcance da parte atractiva do potencial é determinante na existência ou não de uma fase
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líquida estável. A forma do potencial de Girifalco sugere que, ao contrário do que acontece
nos outros sistemas moleculares [32], é possível que nunca aconteça uma separação entre
duas fases fluidas de densidades diferentes do C60.
Se, contudo, o líquido existir, as suas propriedades serão muito interessantes. Ashcroft
[128], em 1991, previu que um eventual líquido de C60 teria factores de estrutura estáticos
notavelmente diferentes dos de fluidos atómicos e moleculares simples, particularmente no
que diz respeito à sua variação com a temperatura. De acordo com Ashcroft, medidas de
espalhamento de ângulo pequeno do líquido poderiam proporcionar informação directa sobre
a natureza das interacções entre moléculas, incluindo termos de três ou mais corpos.
A simplicidade do potencial de Girifalco permite fazer previsões sobre o diagrama de fase
dos fulerenos e os dois primeiros estudos surgiram no ano seguinte ao da sua publicação. No
entanto, a questão sobre se o C60 tem uma fase líquida não teve uma resposta [129], pois os
dois estudos chegaram a conclusões opostas.
Cheng e Klein [130] fizeram previsões teóricas, usando uma técnica de cálculo de equa-
ções integrais, denominada HMSA, para obter a função de distribuição radial resultante do
potencial de Girifalco, e chegaram a um valor Tpt = 1774K para a temperatura do ponto
triplo e a um valor Tc = 2050K para a temperatura crítica. Estes autores realizaram também
simulações de dinâmica molecular, tipicamente com 864 partículas, mas obtiveram uma es-
timativa bastante diferente para a temperatura crítica, Tc = 1950K. Apesar disso, os dois
métodos concordaram ao prever uma fase líquida estável.
Hagen et al. [32] realizaram um estudo de Monte Carlo, truncando o potencial a par-
tir de distâncias iguais a duas vezes aquela onde ele toma um valor nulo. À distância de
truncamento, o potencial tem um valor igual a 0.76% da profundidade do poço. O método
do ensemble de Gibbs foi usado para determinar a coexistência líquido–vapor. Cálculos de
energia livre absoluta, com a técnica do sólido de Einstein a ser usada para determinar a
energia livre do sólido, permitiram calcular vários pontos da coexistência sólido–fluido. A
linha de fusão foi traçada usando a integração de Gibbs–Duhem. Foi obtida uma temperatura
crítica Tc = (1798 ± 10)K, mas este ponto revelou-se meta-estável pois não foi localizado
um ponto triplo, com a linha de sublimação a passar (35 ± 10)K acima do eventual ponto
crítico, levando os autores a sugerir que o C60 poderia ser a primeira substância pura a não
ter uma fase líquida.
Vários estudos do diagrama de fase do C60 realizados nos anos seguintes procuraram
resolver as questões levantadas pela discrepância entre os resultados destes trabalhos pionei-
ros, determinando se o modelo do potencial de Girifalco tem ou não uma fase líquida. Os
resultados daqueles que são aqui considerados os mais significativos serão apresentados em
seguida.
Em 1995, Caccamo [99] usou a teoria MHNC (modified-hypernetted-chain) e obteve
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uma estimativa para a temperatura do ponto triplo dada por Tpt = 1620K e um valor da
temperatura crítica Tc = 1920K. No mesmo ano, Tau et al. [131] aplicaram a teoria HRT
(hierarchical reference theory) ao potencial de Girifalco e obtiveram Tc = 2138K. Aplicando
o critério de congelamento de Verlet em conjunto com a HRT, o valor encontrado para a
temperatura do ponto triplo foi Tpt = 1979K.
Hasegawa e Ohno [132], em 1996, publicaram os resultados preliminares da aplicação
de uma teoria do funcional da densidade do congelamento, usando a aproximação GMWDA
(generalized modified weighted-density approximation), em conjunto com um método de
equação integral termodinamicamente consistente e obtiveram Tc = 1960K e Tpt = 1940K.
A respeito deste último valor, chamaram a atenção para o facto de que o método utilizado
poderia sobrestimar as temperaturas de congelamento, o que faria com que o intervalo de
temperaturas para o qual o líquido é estável fosse, de facto, superior aos 20K obtidos. Ainda
neste artigo, os autores sugeriram que a ausência de um ponto triplo nos cálculos de dinâmica
molecular de Hagen et al. [32] poderia ser uma consequência do truncamento do potencial.
No trabalho publicado no ano seguinte, Hasegawa e Ohno [133] repetiram os seus cálculos
usando o potencial truncado e verificaram que a linha de coexistência líquido–vapor descia
por um valor de aproximadamente 100K, tornando-se meta-estável, o que poderia justificar
a diferença qualitativa dos resultados de Hagen et al. [32] em relação a outros estudos.
Em 2003, Costa et al. [134] investigaram o diagrama de fase do modelo do potencial de
Girifalco, usando a teoria MHNC aplicada sob uma restrição global de consistência termodi-
nâmica e a aproximação autoconsistente de Ornstein-Zernike (SCOZA) para estudar a fase
fluida e uma teoria de perturbação (PT) para calcular a energia livre do sólido. A partir da
teoria MHNC obtiveram os resultados Tc = 1929K e Tpt = 1867K, enquanto que a aproxi-
mação SCOZA levou a uma estimativa da temperatura crítica dada por Tc = 1957K e a um
valor Tpt = 1916K para a temperatura do ponto triplo.
Os resultados dos estudos teóricos da coexistência de fases do C60 modelado pelo poten-
cial de Girifalco estão representados na tabela 6.1. A observação da tabela sugere que deve
existir de facto uma fase líquida estável associada a este modelo, mas também dá a entender,
com a redução de ∆T = Tc −Tpt que resulta de modelos mais sofisticados, que o intervalo de
temperaturas em que a fase fluida se separa em duas componentes de diferentes densidades
não deverá ultrapassar algumas dezenas de graus.
A tão pequena diferença que se prevê entre Tc e Tpt realça a importância de proceder a
simulações numéricas rigorosas deste sistema. Os valores de Monte Carlo de Hagen et al.
[32] devem ser encarados commuita prudência, dado o desconhecimento do efeito do trunca-
mento do potencial, que, se considerado, iria provavelmente levar a uma diferente conclusão
acerca da existência de uma fase líquida estável. Por outro lado, Hasegawa e Ohno [135]
vieram também levantar dúvidas sobre os estudos de Monte Carlo de Cheng e Klein [130],
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Tabela 6.1: Resultados de estudos baseados em teorias do estado líquido para o diagrama
de fase do modelo do potencial de Girifalco. O significado das siglas está explicitado no
texto.
Autores Ano Método Tpt (K) Tc (K) ∆T (K)
Cheng e Klein [130] 1993 HMSA 2050 1774 276
Caccamo [99] 1995 MHNC+VFC 1920 1620 300
Tau et al. [131] 1995 HRT 2138 1979 159
Hasegawa e Ohno [132] 1996 GMWDA+IE 1960 1940 20
MHNC+PT 1929 1867 62
Costa et al. [134] 2003
SCOZA+PT 1957 1916 41
afirmando que o critério visual ali usado para localizar a fronteira entre as fases sólida e
fluida não é apropriado, pois não leva em conta a importância da energia livre interfacial
para sistemas pequenos e conduz a uma temperatura do ponto triplo muito inferior ao valor
exacto. Os estudos numéricos mais recentes devem-se a dois conjuntos de investigadores;
Hasegawa e Ohno, no Japão, e um grupo da Universidade de Messina, na Itália.
O primeiro destes grupos publicou [136], em 1999, um estudo de Monte Carlo, com
sistemas de 256 partículas, usando técnicas de integração termodinâmica para determinar as
energias livres das duas fases e o método do sólido de Einstein para determinar a energia livre
absoluta do sólido. Os resultados obtidos foram Tc ' 1980K e Tpt = 1880K. Cálculos da
coexistência líquido–vapor com 500 partículas resultaram em valores quase indistinguíveis
para T < 1900K e a uma temperatura crítica reduzida por apenas 4 graus.
Em 1997, o grupo italiano começou por publicar resultados de cálculos de Monte Carlo
no ensemble de Gibbs [137], obtendo Tc = 1924K para sistemas de 300 partículas, Tc =
1927K para 600 partículas e Tc = 1940K para 1500 partículas. O estudo numérico da fase
sólida foi feito posteriormente e publicado, em forma preliminar em 2002 [138], e em 2003
(Costa et al. [139]). Nestes últimos trabalhos, o método de Widom foi usado para a determi-
nação da energia livre de pontos de referência da fase fluida e o método do sólido de Einstein,
aplicado a sistemas de 256 a 2916 partículas, permitiu estimar a energia livre do ponto de
referência do estado sólido. A temperatura do ponto triplo calculada foi Tpt ' 1875K.
As estimativas da temperatura do ponto triplo dos dois grupos são quase coincidentes. Há
uma discrepância um pouco maior entre os valores das temperaturas críticas, mas ela pode
ser provavelmente explicada pelos diferentes ajustes feitos às linhas de coexistência para
localizar o ponto crítico. Hasegawa e Ohno [136] notam que o ajuste de Caccamo et al. [137]
foi feito através da lei dos diâmetros rectilíneos em conjunto com a lei de escalonamento da
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densidade
(ρl − ρv) ∼ |T − Tc|β , (6.4)
em que o expoente crítico usado foi o correspondente à classe de universalidade do modelo
de Ising, β = 0.32. Por outro lado, Hasegawa e Ohno [136] permitiram que β variasse no
seu ajuste e obtiveram um valor efectivo igual a 0.44, atribuindo este valor ao tratamento
incorrecto das flutuações de longo comprimento de onda. Para comparação com os resultados
de Caccamo et al., estes autores usaram as diferenças de densidade para temperaturas entre
1875K e 1900K e um valor β = 0.32 para estimar o ponto crítico, obtendo um resultado
bastante mais próximo, Tc = 1954K. Afirmam, contudo, que a comparação não pode ser
levada a sério, dada a arbitrariedade na escolha do intervalo de dados usados no ajuste.
Apesar de a questão da existência de uma fase líquida estável parecer estar resolvida para
o modelo de Girifalco, o mesmo não pode ser dito para o C60. Em primeiro lugar, a pequena
diferença entre Tc e Tpt pode significar que a escolha de um outro potencial para descrever o
sistema físico conduza a resultados qualitativamente diferentes.
Os modelos atomísticos, em particular, podem, em princípio, descrever mais correc-
tamente a interacção entre as moléculas. Nestes modelos (para um exemplo recente, ver
Abramo et al. [140]), é calculada explicitamente a energia de interacção entre átomos de
moléculas diferentes. O grande aumento de complexidade dos cálculos deverá ser a razão
pela qual não foram publicados, até à data, resultados de estudos de coexistência de fases
usando estes modelos.
Broughton et al. [141] obtiveram um potencial efectivo para a interacção entre duas mo-
léculas de C60 calculando médias, sobre uma malha fina de distâncias intermoleculares, das
somas de termos da energia de Lennard-Jones de átomos de um par de moléculas em 120
orientações relativas escolhidas aleatoriamente. Para permitir um melhor ajuste a valores
experimentais, o potencial não considera as moléculas como sendo rígidas, tratando o raio
de cada uma delas como uma variável dinâmica. O diagrama de fase foi obtido a partir de
uma análise das energias livres. A energia livre do fluido foi integrada até uma temperatura
infinita, para atingir o limite do gás ideal, e o sólido foi estudado através de uma análise
harmónica completa. Ao contrário dos resultados obtidos para o potencial de Girifalco, a
linha de sublimação passa (40 ± 5)K acima do ponto crítico Tc = (1850 ± 10)K da linha
meta-estável de coexistência líquido–vapor.
Guérin [142] usou o mesmo método que Girifalco, integrando o potencial de interacção
entre pares de átomos sobre as superfícies de duas moléculas, mas usou um duplo potencial
de Yukawa (DY), ajustado ao potencial de Lennard-Jones habitual, para descrever a interac-
ção entre átomos de moléculas diferentes. A energia potencial efectiva de duas moléculas é
ainda um função DY e tem a vantagem de permitir calcular as expressões analíticas de po-
tenciais termodinâmicos através da aproximação de Percus–Yevick da equação de Ornstein–
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Zernike. O valor estimado da temperatura do ponto crítico foi Tc = 1940K. Khedr et al.
[143] usaram o mesmo potencial, mas com os parâmetros ajustados directamente a partir do
potencial de Girifalco. A temperatura crítica calculada foi Tc = 1943K.
Uma segunda questão, de natureza mais fundamental, relacionada com a possibilidade de
observar experimentalmente uma fase líquida do C60, é a possível dissociação e transforma-
ção em carbono amorfo das moléculas antes de ser atingida a temperatura necessária. Apesar
de simulações de dinâmica molecular sugerirem que uma molécula isolada pode ser estável
até temperaturas de, pelo menos, 4000K [144–146], a dissociação tem sido observada a
temperaturas muito inferiores, tanto para a fase sólida como para a fase gasosa.
Amostras sólidas de C60 aquecidas a temperaturas de 1173K [147] e 1273K [148] de-
compuseram-se completamente em carbono amorfo e a hipótese de a causa ser a presença
de impurezas residuais não se parece confirmar, pois Stetzer et al. [149] observaram que o
mesmo acontecia com amostras extremamente puras. Para a fase gasosa, em condições de
equilíbrio, a estabilidade está limitada aos 1100K − 1200K [150]. Kolodney et al. [151],
no entanto, observaram a estabilidade de moléculas isoladas, até aos 1720K, numa escala
temporal de 2 a 5ms.
6.2 Potencial de Pacheco e Prates Ramalho
Pacheco e Prates Ramalho [31], em 1997, deduziram pela primeira vez um potencial de
interacção para as moléculas de C60 a partir de cálculos de primeiros princípios. A energia
potencial de uma dada configuração rN de um sistema de partículas modelado pelo potencial
de Pacheco e Prates Ramalho (PPR) é dada pela soma de termos de interacção entre pares e











UAT(ri j, r jk, rik) . (6.5)
As correlações de muitos corpos são incluídas, de uma maneira aproximada, na expressão
de U2C(ri j). O termo de três corpos diz apenas respeito às interacções dispersivas, e a sua
expressão, obtida por Axilrod e Teller [152], é
UAT(ri j, r jk, rik) = CAT1 + 3 cos γi cos γ j cos γkr3i jr3jkr3ik
, (6.6)
onde, por exemplo, γi é o ângulo entre os vectores ri j e rik.
O termo de dois corpos é construído a partir de duas expressões que descrevem de forma
apropriada o comportamento esperado do potencial nos limites das pequenas e das grandes
distâncias. Quando a distância é grande, o potencial aproxima-se de uma expansão de van
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der Waals,









Para descrever a interacção a distâncias pequenas, usa-se um potencial de Morse,
M(ri j) = M0eτ(1−ri j/d0)
[
eτ(1−ri j/d0) − 2
]
. (6.8)
A transição entre os dois regimes faz-se usando uma função de Fermi,
F(ri j) =
[




U2C(ri j) = F(ri j) × M(ri j) +
[
1 − F(ri j)
]
×W(ri j) . (6.10)
A partir de cálculos da teoria do funcional da densidade, aplicando a extensão de resposta
linear à aproximação da densidade local, os autores calcularam os tensores de polarizabili-
dade de dipolo (αd) e quadripolo (αq) de uma molécula deC60. Os dois primeiros coeficientes
da expansão de van der Waals foram determinados a partir dos tensores de polarizabilidade,


















[αd(iE)]3 dE , (6.11c)
tendo sido obtidos os valores C6 = 21N2a eVÅ
−6
, C8 = 2534N2a eVÅ
−8
e CAT = 22N3a eVÅ
−9
,
onde Na = 60 é o número de átomos por molécula.
Os restantes parâmetros do potencial foram obtidos através de um ajuste aos valores da
energia de coesão obtidos a partir de cálculos ab initio realizados por Troullier e Martins
[153]. Os resultados foram M0 = 0.3 eV, τ = 9.75, d0 = 10.3Å, C10 = 2.09 × 108 eVÅ−10,
C12 = 7.78 × 1010 eVÅ−12, µ = 10.05Å e δ = 1.04Å. Na figura 6.2, estão representadas as
variações com a distância intermolecular do potencial de Girifalco e do termo de dois corpos
do potencial PPR. A diferença principal observa-se na parte atractiva dos potenciais, que
sobe de uma forma mais suave à medida que as moléculas se aproximam.
Ferreira et al. [154] estudaram o diagrama de fase de alta temperatura do C60 modelado
pelo potencial de Pacheco e Prates Ramalho. Devido a limitações de tempo de processa-
mento, os termos de Axilrod–Teller (AT) não foram incluídos. O método escolhido para
estudar a coexistência foi o mesmo que é utilizado neste trabalho. A energia livre dos pon-
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Figura 6.2: Comparação do potencial de Girifalco com o termo de dois corpos do potencial
de Pacheco e Prates Ramalho.
tos de referência da fase gasosa foi calculada aplicando apenas a segunda correcção virial,
enquanto que para a energia livre dos pontos de referência do sólido se usou o método do
sólido de Einstein. Simulações do ensemble de Gibbs foram também usadas no estudo da co-
existência líquido–vapor. A temperatura estimada do ponto triplo foi Tpt = (1881.2 ± 0.1)K,
é um valor muito próximo dos obtidos recentemente, por métodos de Monte Carlo, para o
potencial de Girifalco, mas a temperatura crítica Tc = (2011.2 ± 1.1)K é algumas dezenas
de graus superior.
O trabalho descrito nas secções seguintes deste capítulo teve como objectivo estudar os
efeitos sobre o diagrama de fase calculado que resultam do uso nos cálculos de Monte Carlo
da expressão completa do potencial PPR, incluindo os termos de três corpos.
6.3 Alguns aspectos práticos das simulações
Nas simulações de Monte Carlo realizadas, usou-se, salvo algumas excepções para as
quais será oportunamente chamada a atenção, um raio de corte igual a metade do lado da
caixa de simulação. Esta afirmação exige uma clarificação extra no caso do cálculo de ter-
mos de três corpos. Só é calculada a energia de Axilrod–Teller associada a um conjunto de
partículas quando todos os três valores da distância entre duas das partículas (ou suas ima-
gens) são inferiores a rc. Desta forma, a interacção de duas partículas é feita, no máximo,
apenas com uma das imagens de uma terceira partícula.
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Figura 6.3: Correcções de longo alcance do potencial de Axilrod–Teller, escalonadas e
normalizadas.
É também necessário alterar um pouco o método habitual de aplicação da convenção de
imagem mínima. Considere-se três partículas de índices i, j e k. Um dado passo de Monte
Carlo a tentar consiste em alterar a posição da partícula i, pelo que é necessário calcular o
termo de interacção AT com as outras duas partículas, tanto para a posição presente como
para a eventual posição futura de i. Escolhe-se ri j como sendo a distância entre a posição
de i e a mais próxima das imagens de j e rik como a distância entre a posição de i e a
mais próxima das imagens de k, mas o cálculo de r jk não pode ser feito da mesma maneira,
porque a imagem de k que está mais próxima de j pode não ser a mesma que está mais
próxima de i. A componente x jk, por exemplo, tem que ser explicitamente calculada a partir
de x jk = xik − xi j.
O cálculo das correcções de longo alcance para os termos AT não pode, obviamente, ser
feito da forma tradicional, em que se considera que a função de distribuição radial é igual a
1 para r > rc. No caso da fase sólida, observou-se que, durante as simulações, as partículas
não se afastavam muito das posições da rede fcc, pelo que se considerou razoável usar a
aproximação de que todas as partículas que se encontram a uma distância superior a rc estão
nas posições exactas da rede (correcções de rede). Como a energia de Axilrod–Teller tem
um escalonamento simples com uma expansão do sistema, basta calcular as correcções de
rede uma única vez para uma caixa com um dado número de partículas e o resultado pode
ser usado, multiplicado pelo cubo da razão dos volumes, para caixas com o mesmo número
de partículas e qualquer outra densidade.
Para a aplicação de correcções de longo alcance de três corpos à fase fluida, optou-se
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por proceder a uma parametrização dos seus valores. Para alguns valores escolhidos da
densidade, foram realizadas simulações com um número maior de partículas (até 864), e
calculou-se as diferenças das energias de Axilrod–Teller em relação aos sistemas de 108 par-
tículas que foram usados nos cálculos de extrapolação de energias livres. Essas diferenças
são representadas na figura 6.3, divididas pelo valor que seria dado pelas correcções de rede
para um sistema com o mesmo valor da densidade. O ajuste linear fornece uma relação pa-
rametrizada das correcções de longo alcance a usar em simulações de fase fluida com 108
partículas.
Se uma dada grandeza A é estimada, directa ou indirectamente, a partir de Nm medidas,
o seu erro estatístico pode ser calculado a partir do método de bootstrap [155, 156]. Para
aplicar o método, escolhe-se aleatoriamente um conjunto de Nm medidas, permitindo que
cada medida seja escolhida mais que uma vez, calcula-se a estimativa de A dada por esse
conjunto de medidas e repete-se o processo várias vezes. Um número Nb de pelo menos
várias centenas de repetições é aconselhável [37]. O erro de A é calculado simplesmente a










Uma das vantagens do método, para além da sua versatilidade, é que no cálculo do erro não
é preciso levar em conta a relação entre o intervalo de recolha de medidas e o tempo de
correlação.
Neste estudo do potencial PPR, o método de bootstrap foi usado regularmente. Para o
cálculo do erro das diferenças de energia livre entre simulações, escolheu-se aleatoriamente
um conjunto de medidas para cada simulação, efectuou-se o processo autoconsistente para
esse conjunto e repetiu-se o número de vezes desejado.
6.4 Valores absolutos de energia livre dos estados de refe-
rência
Para determinar a energia livre absoluta da fase fluida, escolheu-se um ponto de referên-
cia correspondente a uma temperatura T = 1700K e a uma densidade ρ = 40.69×10−3 nm−3.
Os motivos que levaram à escolha desta temperatura são explicados no início da secção se-
guinte. O método de Widom foi aplicado a sistemas de 108, 135, 180 e 256 partículas, com
todas as simulações a usar um raio de corte igual a metade do lado da caixa do sistema mais
pequeno. Na figura 6.4, estão representados os valores do potencial químico de excesso em
função do inverso do número de partículas. A ordenada na origem da recta de ajuste é usada
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Figura 6.4: Potencial químico de excesso do potencial PPR, calculado pelo método de
Widom para T = 1700K e ρ = 40.69 × 10−3 nm−3.
para estimar o valor do sistema infinito.
As simulações duraram, tipicamente, alguns milhões de MCS/N. Muito tempo de pro-
cessador pode ser poupado se for possível prever a taxa de variação do potencial químico
de excesso com o inverso do número de partículas. Smit e Frenkel [157] deduziram, a partir
de argumentos termodinâmicos, a expressão seguinte para o termo de correcção principal do

































Para um gás a uma densidade baixa, como é o caso do ponto de referência aqui em estudo,
uma expansão virial usando apenas o segundo coeficiente deve, em princípio, fornecer uma
boa estimativa para o cálculo da correcção. Substituindo nas duas equações anteriores as
derivadas parciais expressas em função do segundo coeficiente de virial, conclui-se que elas
levam ao mesmo resultado, prevendo que os pontos da figura 6.4 se deviam encontrar (des-
prezando correcções de ordem superior) sobre uma recta de declive −10.4 × 10−3meV. O
declive da recta média da figura é (−8.8 ± 1.5) × 10−3meV. O estudo foi repetido conside-
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Figura 6.5: Potencial químico de excesso do termo de dois corpos do potencial PPR, cal-
culado pelo método de Widom para T = 1700K e ρ = 40.69 × 10−3 nm−3.
rando apenas os termos de dois corpos nas simulações e os resultados estão representados na
figura 6.5. O valor do declive da recta média é, neste caso, dado por (−10.6±0.6)×10−3meV.
Para saber a energia livre de Helmholtz é preciso determinar a pressão nesse ponto termo-
dinâmico. A pressão foi calculada para os mesmos tamanhos de sistema usados no cálculo
do potencial químico de excesso, e a sua variação com o inverso do número de partículas
está representada na figura 6.6. A estimativa para a energia livre por partícula do ponto de
referência no limite do tamanho infinito é dada por β f = −11.2634 ± 0.0002.
O método do sólido de Einstein foi usado para calcular a energia livre absoluta de um
ponto de referência de temperatura T = 1700K e densidade ρ = 1.4170 nm−3. Para analisar
os efeitos de tamanho finito, o estudo foi feito para sistemas com 108, 256 e 500 partículas.
Mostrou-se no capítulo 3 que a energia livre do sólido se obtém a partir da expressão

















ln ρ + β∆ f (N) , (3.132)
à qual devem ser adicionadas correcções de longo alcance. A constante elástica do sólido
de Einstein em relação ao qual foram calculadas as diferenças de energia livre foi escolhida
com o mesmo valor para os três sistemas. O raio de corte comum às duas componentes do
potencial foi de metade do lado da caixa do sistema de 108 partículas, e foi também o mesmo
para os três casos estudados. Para confirmar os pressupostos, discutidos no capítulo 3, em
que se baseia a extrapolação para o tamanho infinito sugerida por Polson et al. [51], foi
representada graficamente, na figura 6.7, a variação de β∆ f (N) − a ln(N)/N, que se espera
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Figura 6.6: Estudo de tamanho finito da pressão para o ponto de referência da fase fluida.






























Figura 6.7: Estudo de tamanho finito da diferença de energia livre calculada na aplicação
do modelo do sólido de Einstein.
que seja linear com 1/N para a = 1.
Na realidade, um comportamento linear quase perfeito resulta de uma escolha a = 1/2,
como se pode ver no gráfico principal da figura. As barras de erro têm uma amplitude igual
a cerca de um quinto da espessura da linha da recta média representada, mas os desvios
dos pontos em relação ao ajuste linear são, mesmo assim, inferiores aos erros associados. O
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gráfico da subfigura do canto inferior direito mostra o resultado da aplicação da expressão
de Polson et al. [51]. A escolha de um valor a = 0 (subfigura da esquerda) conduz a um
comportamento aparentemente linear, contudo, as diferenças entre os pontos e a recta são da
ordem de dez vezes a dimensão das barras de erro. Dada a escolha de iguais raios de corte, as
correcções de longo alcance u(la) são iguais para os três tamanhos do sistema, e a energia livre
de Helmholtz por partícula do ponto de referência, no limite do tamanho infinito, é calculada
por





+ β∆ f + βu(la) , (6.15)
onde β∆ f é a ordenada na origem da recta de regressão calculada para a = 1/2. O resultado
é β f = −9.6467 ± 0.0006.
6.5 Diagrama de fase
O escalonamento com o tamanho do termo de Axilrod–Teller tem uma forma muito sim-
ples, mas para a componente de dois corpos do potencial PPR foi preciso fazer a expansão
da equação 3.64, limitando-a a seis componentes. Devido às limitações de tempo de pro-
cessamento, as simulações usadas para as extrapolações de energia livre pelo método dos
histogramas múltiplos generalizado foram realizadas com 108 partículas. Acredita-se, dados
os resultados da referência [154], que os desvios em relação a sistemas maiores são muito
inferiores às diferenças introduzidas pela inclusão do termo de três corpos, responsável pelas
limitações computacionais.
Após algumas simulações exploratórias, foi decidido realizar uma série de simulações a
uma temperatura T = 1700K, porque se esperava que a temperatura do ponto triplo, que
se pretendia determinar, estivesse perto deste valor. Cada simulação foi constituída, tipica-
mente, por 4 × 104 MCS/N iniciais para alcançar o equilíbrio, seguidos de 6 × 104 MCS/N
durante os quais se recolheu dados de 5 em 5 MCS/N. Para a série a T = 1700K, foram fei-
tas simulações da fase fluida a 266 densidades diferentes e 16 simulações da fase cristalina.
Como se verificou que estas simulações não forneciam dados estatísticos que permitissem
determinar com precisão a coexistência líquido–vapor para temperaturas mais próximas da
zona crítica, foi realizada, com esse objectivo, uma série extra de 198 simulações da fase
fluida homogénea a T = 1870K.
A tabela 6.2 contém os resultados obtidos das propriedades de coexistência líquido–
vapor, para algumas temperaturas seleccionadas. Os valores das densidades de coexistência,
bem como a sua média aritmética (ρl+ρv)/2, estão representados, na forma de linhas a cheio,
na figura 6.8. As interrupções nas linhas indicam a separação entre as gamas de temperaturas
em que cada uma das séries de simulações foi usada.
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Tabela 6.2: Valores de coexistência líquido–vapor da pressão, densidades e energias livres
por partícula. Os valores da primeira linha são os do ponto triplo.
Líquido Vapor
T (K) P (bar)
ρ (nm−3) β f ρ (nm−3) β f
1745 16.0 0.8605 -9.966 0.0973 -10.574
1750 16.3 0.8561 -9.952 0.0998 -10.552
1760 17.1 0.8466 -9.926 0.1057 -10.509
1770 17.8 0.8365 -9.900 0.1120 -10.465
1780 18.6 0.8249 -9.875 0.1186 -10.423
1790 19.5 0.8128 -9.853 0.1267 -10.382
1800 20.4 0.8017 -9.830 0.1335 -10.343
1810 21.3 0.7899 -9.807 0.1414 -10.302
1820 22.2 0.7776 -9.785 0.1500 -10.261
1830 23.1 0.7646 -9.764 0.1590 -10.221
1840 24.0 0.7512 -9.743 0.1685 -10.181
1850 25.0 0.7375 -9.724 0.1786 -10.141
1860 26.0 0.7235 -9.706 0.1894 -10.102
1870 27.1 0.7097 -9.688 0.2015 -10.062
1880 28.2 0.6952 -9.671 0.2152 -10.021
1890 29.3 0.6793 -9.655 0.2302 -9.979
1900 30.4 0.6620 -9.641 0.2467 -9.938
1910 31.6 0.6429 -9.627 0.2659 -9.895
1920 32.9 0.6214 -9.618 0.2880 -9.850











Figura 6.8: Densidades de coexistência líquido–vapor. As linhas a cheio são os valores
calculados de ρv, ρl e (ρl + ρv)/2. As linhas pontilhadas são os ajustes feitos de acordo
com o descrito no texto.
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A linha recta pontilhada central corresponde à lei dos diâmetros rectilíneos e sobrepõe-
se aos valores da densidade média até T = 1870K. Tentativas de fazer um ajuste à variação
com a temperatura da diferença de densidades mostraram que a regularidade da evolução
destes valores também deixava de se verificar para T > 1870K. Assim, concluiu-se que as
simulações a T = 1870K não permitiram fazer extrapolações de boa qualidade na zona de
temperaturas superiores e decidiu-se usar na determinação dos ajustes apenas os valores de




= A1|t|β , (6.16)
onde t = (T −Tc)/Tc, era conseguido para β ' 0.44, que é um valor igual ao obtido por Hase-
gawa e Ohno [136], mas bastante distante do valor correspondente à classe de universalidade
de Ising, β = 0.3258 [159].
Contudo, sabe-se que, para valores de t da ordem daqueles que são usados para fazer o
ajuste, a variação de (ρl − ρv)/ρc com t se desvia significativamente da expressa na equação
anterior (ver, por exemplo, a referência [160]). Assim, foi decidido incluir correcções de
Wegner de primeira ordem [161], através de
ρl − ρv
ρc
= A1|t|0.3258(1 + A2|t|0.5) . (6.17)
Este ajuste está representado na figura 6.8 e, em conjunto com a lei dos diâmetros rectilíneos,
dá origem aos seguintes resultados: A1 = 1.47 ± 0.02, A2 = 0.78 ± 0.06, Tc = (1941 ± 2)K,





toma um valor Zc = 0.308, enquanto que Hasegawa e Ohno obtêm Zc = 0.32 e os valores
para os gases ideais Ar, Kr e Xe são próximos de 0.29 (ver discussão na referência [162]).
Os valores calculados para as propriedades das coexistências sólido–vapor e sólido–
fluido, para algumas temperaturas seleccionadas, estão representados nas tabelas 6.3 e 6.4.
A figura 6.9 mostra as energias livres absolutas das fases sólida e fluida à temperatura
Tpt = (1745 ± 2)K do ponto triplo, bem como a construção da tripla tangente. Os va-
lores das densidades das três fases em coexistência são ρv,pt = (0.0973 ± 0.0015) nm−3,
ρl,pt = (0.8605± 0.0012) nm−3 e ρs,pt = (1.3028± 0.0002) nm−3. O valor da pressão do ponto
triplo, calculado a partir do declive da tripla tangente, é Ppt = (16.0 ± 0.2) bar.
A figura 6.10 mostra a projecção no plano temperatura–densidade do diagrama de fase
calculado. Na figura 6.11, está representada a projecção no plano temperatura–pressão.
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Tabela 6.3: Valores de coexistência sólido–vapor da pressão, densidades e energias livres
por partícula. Os valores da primeira linha são os do ponto triplo.
Sólido Vapor
T (K) P (bar)
ρ (nm−3) β f ρ (nm−3) β f
1745 16.0 1.3028 -9.942 0.0973 -10.574
1740 15.3 1.3033 -9.968 0.0915 -10.617
1730 14.2 1.3042 -10.020 0.0824 -10.696
1720 13.1 1.3051 -10.073 0.0746 -10.772
1710 12.2 1.3061 -10.126 0.0678 -10.847
1700 11.3 1.3070 -10.181 0.0619 -10.921
1690 10.5 1.3079 -10.236 0.0566 -10.995
1680 9.7 1.3088 -10.292 0.0518 -11.068
1670 9.0 1.3097 -10.349 0.0476 -11.140
1660 8.4 1.3107 -10.406 0.0440 -11.207
























Figura 6.9: Energias livres de Helmholtz das fases sólida e fluida para a temperatura do
ponto triplo.
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Figura 6.10: Diagrama de fase temperatura–densidade do C60 calculado neste trabalho. O
símbolo marca a posição do ponto crítico.







Figura 6.11: Diagrama de fase temperatura–pressão do C60 calculado neste trabalho. O
símbolo marca a posição do ponto crítico.
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Tabela 6.4: Valores de coexistência sólido–fluido da pressão, densidades e energias livres
por partícula. Os valores da primeira linha são os do ponto triplo.
Sólido Fluido
T (K) P (bar)
ρ (nm−3) β f ρ (nm−3) β f
1745 16.0 1.3028 -9.942 0.8605 -9.966
1760 37.4 1.3022 -9.865 0.8760 -9.923
1780 67.5 1.3016 -9.765 0.8910 -9.862
1800 98.3 1.3010 -9.667 0.9042 -9.801
1820 130 1.3004 -9.572 0.9164 -9.739
1840 162 1.2998 -9.479 0.9270 -9.677
1860 195 1.2992 -9.389 0.9364 -9.615
1880 228 1.2987 -9.300 0.9451 -9.553
1900 262 1.2981 -9.214 0.9532 -9.492
1920 296 1.2976 -9.129 0.9606 -9.432
1940 331 1.2971 -9.047 0.9671 -9.372
1960 366 1.2966 -8.966 0.9730 -9.313
1980 402 1.2962 -8.888 0.9783 -9.256
2000 437 1.2957 -8.811 0.9832 -9.199
2020 473 1.2953 -8.735 0.9878 -9.143
2040 509 1.2948 -8.662 0.9921 -9.088
2060 546 1.2944 -8.589 0.9962 -9.033
2080 582 1.2940 -8.519 1.0001 -8.980
2100 619 1.2937 -8.450 1.0038 -8.927
Tabela 6.5: Comparação de resultados de simulação para o ponto triplo do C60.
Autores Potencial Tpt (K) Ppt (bar) ρl,pt (nm−3)
Este trabalho PPR 1745 ± 2 16.0 ± 0.2 0.8605 ± 0.0012
Ferreira et al. [154] PPR2C 1881.2 ± 0.1 ' 22 0.8447 ± 0.0003
Costa et al. [139] Gir. 1875 24 0.74
Hasegawa e Ohno [136] Gir. 1880 ' 25 0.74
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Tabela 6.6: Comparação de resultados de simulação para o ponto crítico do C60.
Autores Potencial Tc (K) Pc (bar) ρc (nm−3)
Este trabalho PPR 1941 ± 2 35.6 ± 0.3 0.4401 ± 0.0005
Ferreira et al. [154] PPR2C 2011.7 ± 1.1 ' 35 0.4676 ± 0.0007
Caccamo et al. [137] Gir. 1941 29 0.42
Hasegawa e Ohno [136] Gir. 1980 ' 37 0.44
6.6 Conclusões
O estudo do diagrama de fase do C60 apresentado nesta tese é o único disponível na
literatura que tem em conta as interacções de três corpos. Os trabalhos de Hasegawa e Ohno
e de Caccamo et al. e Costa et al. são baseados num mesmo potencial de interacção de
dois corpos — o potencial de Girifalco — e nesse sentido são directamente comparáveis.
Os valores que obtêm para as propriedades do ponto triplo (tabela 6.5) e do ponto crítico
(tabela 6.6) são bastante próximos.
O estudo de Ferreira et al. usa o termo de dois corpos do potencial de Pacheco e Prates
Ramalho que, para valores grandes da distância entre moléculas de C60, toma valores próxi-
mos dos do potencial de Girifalco, mas que a curtas distâncias não cresce tão abruptamente
(ver figura 6.2). Como se trata de um potencial ligeiramente mais suave a curtas distâncias,
espera-se que a separação média entre as partículas seja, neste caso, ligeiramente inferior, e
que o diagrama de fase venha deslocado para maiores densidades e para temperaturas mais
altas relativamente ao diagrama de fase do modelo de Girifalco. Genericamente, os resulta-
dos das tabelas 6.5 e 6.6 mostram esse efeito.
Os efeitos da inclusão do termo de energia potencial de três corpos, efectuada nesta tese,
são a descida significativa da temperatura do ponto triplo, de aproximadamente 140K e a
descida menos pronunciada, de aproximadamente 70K, da temperatura crítica, em relação
aos resultados do potencial de dois corpos obtidos por Ferreira et al..
Este resultado está de acordo com o esperado, pois a energia de interacção de três corpos
tem um carácter essencialmente repulsivo, o que faz deslocar o diagrama de fase para me-
nores densidades e menores temperaturas. O facto de o efeito sobre o ponto crítico ser mais
pronunciado que o efeito sobre o ponto triplo também era esperado, uma vez que o potencial
de três corpos tem efeitos mais significativos a maiores densidades. Como aumenta a dife-
rença entre os valores de Tc e de Tpt, pode-se afirmar que esta modelização do C60 aponta




Nesta tese, desenvolveu-se ummétodo original, aplicável ao estudo de diagramas de fases
de sistemas de partículas, baseado numa generalização para extrapolações em densidade
do método dos histogramas de extrapolação em temperatura de Ferrenberg e Swendsen. O
método é aplicável não apenas a sistemas com energias de interacção entre partículas com um
escalonamento simples com o volume da célula de simulação, mas também a sistemas com
uma forma arbitrária da energia potencial de interacção. Neste caso, regista-se os coeficientes
de expansão em série da energia de uma configuração do sistema e, desta forma, pode-se
calcular a energia dessa mesma configuração relativa num sistema de volume diferente.
A aplicação ao estudo das propriedades de coexistência sólido–fluido e líquido–vapor
no sistema de Lennard-Jones permitiu, por comparação com resultados existentes, mostrar a
viabilidade do método e a sua competitividade com métodos alternativos existentes na lite-
ratura. Em particular, alcançou-se um bom acordo para as propriedades termodinâmicas de
coexistência sólido–fluido obtidas pelo método de integração de Gibbs–Duhem de Agrawal
e Kofke. Os resultados apresentados têm sido considerados por diversos autores como rigo-
rosos e têm sido tomados como ponto de partida de cálculos que usam estas propriedades.
Usando um potencial de interacção entre moléculas de C60 criado a partir de estudos ab
initio por Pacheco e Prates Ramalho, foi feito o estudo do diagrama de fases de alta tempera-
tura deste sistema. Os resultados apresentados nesta tese são os únicos conhecidos que con-
sideram os efeitos da interacção de três corpos. Os cálculos têm em conta, cuidadosamente,
as correcções de longo alcance e os efeitos de tamanho finito, considerando extrapolações
para tamanho infinito. Verificou-se que as interacções de três corpos têm um efeito de esta-
bilização da fase líquida do C60, aumentando a largura do intervalo de temperaturas onde é
possível encontrar o sistema nesta fase termodinâmica.
Na base do método aqui apresentado encontra-se a relação, estabelecida na tese, entre a
densidade de estados do sistema a diferentes volumes, que pode ser usada para generalizar
outros algoritmos em uso para a simulação de sistemas de partículas, como sejam o parallel
115
116 Capítulo 7. Conclusões
tempering e as técnicas multicanónicas. No caso do parallel tempering, será possível simular
sistemas que, entre si, podem trocar não só de temperatura, mas também de densidade. Tal
algoritmo, uma vez desenvolvido, pode revelar-se útil nos problemas de minimização aos
quais o parallel tempering é aplicado e também para estudos de coexistência de fases. No
caso do algoritmo multicanónico, a inclusão de variações de densidade do sistema, para além
de variações de energia a uma mesma densidade, permitirá explorar numa só simulação o es-
pectro de energia a diferentes densidades e, portanto, obter uma maior informação sobre o
comportamento do sistema. Estas potencialidades são uma importante área de futuro desen-
volvimento de novos e eficientes métodos de Monte Carlo, aberta pelo trabalho apresentado
nesta tese.
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