Having compiled the information obtained from the different orientations into one "orientation preference map," we found, in contrast to earlier reports, that iso-orientation domains are not elongated parallel bands but are small patches organized in "pinwheels" around points that we refer to as "orientation centers." We furthermore show that the only locations at which orientation preference changes rapidly are these orientation centers and not lines or loops. In addition, this report clarifies that our observations on the functional architecture of cat area 18, although at first sight at variance with earlier observations, are actually fully consistent with them. We therefore propose that in cat visual cortex pinwheel-like patterns of orientation preference form an irregular mosaic of modular units with an average density of 1.2 pinwheels per square millimeter. [Key words: visual cortex, functional architecture, cortical map, optical imaging, area 18, cat] Neurons in the visual cortex transform visual input arriving via the lateral geniculate body into patterns of electrical activity corresponding to crucial attributes of the visual scene. The intricate geniculocortical and intrinsic cortical connections endow cortical cells with remarkably selective response properties. For example, single cortical cells respond selectively to different types of visual stimuli like edges of lines of a given orientation, specific directions of motion, or certain ocular disparities. Hubel and Wiesel (1963) found that visual cortical cells with similar response properties are frequently clustered together, forming modules that span the entire depth of the cortex from the pia to the white matter. Tangentially, the cortex is organized such that response properties change gradually, thereby forming representations of the environment on the cortical surface, the socalled cortical maps. Such maps have been demonstrated for several parameters ofthe visual space, the most prominent being the retinotopic, the ocular dominance, and the orientation maps.
One general principle in these maps is that neighborhood relationships are preserved as far as possible. For the retinotopic map, for example, images of the environment are projected onto the retina and relayed to the lateral geniculate body and the visual cortex in an orderly manner. This causes neighboring points of the visual scene to be represented at nearby locations in the primary visual cortex. Thus, in a retinotopic map, neighborhood is defined geometrically. Alternatively, neighborhood can be understood perceptually: in an orientation map, for example, the orientation of a line is the parameter according to which cells are grouped together. In this context, neighborhood is defined in an abstract manner: two similar orientations will be processed in locations close together in space. Since this neighborhood-preserving mapping is a principle used throughout the cerebral cortex, it seems to be of great importance for the brain to organize some cortical representations in this fashion. It is therefore of considerable interest to learn more about the precise way in which visual attributes of retinal images are mapped onto the cortex. A deeper comprehension of cortical maps is thus essential not only from a descriptive point of view, but also to gain an understanding of the principles underlying development and/or function of the cerebral cortex.
Until recently it was only possible to map the architecture of cortical functional domains in two ways. The first-electrophysiological-approach uses multiple electrode penetrations to determine response properties from single cells in various cortical locations (Tusa et al., 1978 (Tusa et al., , 1979 Kaas et al., 1979; Swindale et al., 1987) . This approach is very tedious and has a limited spatial resolution: 2500 electrode penetrations are required in order to map a field of 5 x 5 mm with a resolution of 100 pm. Therefore, the accuracy that can be achieved with this method is rather limited in practice. The second approach is to use the radioactively labeled sugar analog 2-deoxyglucose (2-DG) and label the neurons that have a higher metabolic demand in response to a certain stimulus (Sokolofl', 1977; Hubel et al., 1978) . This technique has a very good spatial resolution, it is applicable to the entire brain but only permits the mapping of activity evoked by one particular stimulus.' Furthermore, the map can ' If one radioactive isotope is used. A maximum of two different stimuli can be mapped by using labeling to 2-DG with two different radioactive isotopes (Livingstone and Hubel, 1981; Friedmann et al., 1987; Redies et al., 1990) .
only be obtained post-mortem, since the animal has to be killed to visualize the distribution of the radioactive sugar analog. Subsequent electrophysiological or anatomical measurements, on a formerly mapped cortical patch, are therefore impossible with the 2-DG method.
To study architecture and function of cortex, an alternative technique has been developed that images the neuronal activity in the living brain. This technique, based on voltage-sensitive dyes, was used to study the frog optic tectum (Grinvald et al., 1984) the rat somatosensory cortex (Orbach et al., 1985) the functional architecture of the primary visual cortex of the macaque monkey (Blasdel and Salama, 1986; Lieke et al., 1993) the salamander olfactory bulb (Kauer, 1988 ) the cerebellum (Kim et al., 1989) and the rat cortex (Orbach et al., 1985; London et al., 1989) . Subsequently, it has been shown how, provided that time resolution is not important, high-resolution mapping of the functional architecture can even be obtained without voltage-sensitive dyes by monitoring activity-dependent changes of the optical properties intrinsic to the tissue (Grinvald et al., 1986 (Grinvald et al., , 1991 Frostig et al., 1990; Ts'o et al., 1990; Bonhoeffer and Grinvald, 1991; Bartfeld and Grinvald, 1992) . This technique makes use of the fact that active regions of cortex consume oxygen that has to be provided by the hemoglobin molecules flowing through the microvasculature in the brain. Thus, in activated cortical regions, the red oxyhemoglobin is converted into reddish blue deoxyhemoglobin. This causes activated cortical regions to have higher absorption of red light compared to less active areas (Grinvald et al., 1986; Frostig et al., 1990) . To obtain functional maps one acquires in viva a high-resolution image from a brain area activated by a specific stimulus. When this image is compared to a second image from the same area in a nonactivated state, the comparison selectively reveals the very small optical changes in the cortical regions that were activated by the respective stimulus. Therefore, although the activity-dependent light intensity changes at the optimal wavelength for optical mapping constitute l-2 parts in 1000 of the reflected light intensity, high-resolution functional maps can be obtained. Since this procedure is carried out in the living brain it can be repeated with as many different stimuli as desired. Consequently, with this method a cortical area can be investigated in much more detail than with the 2-DG method, in which only the response to one or two stimuli can be mapped. Furthermore, due to the fact that the animal does not have to be killed merely to obtain the map, electrical recordings and anatomical investigations such as tracer injections can be guided by the detailed optical map previously obtained. It is clear, however, that the 2-DG technique offers different advantages somewhat complementary to optical imaging: it provides a laminar resolution across the different cortical layers and the activity in the entire brain can be imaged, not just the regions under a cranial window.
In this study we used "optical imaging based on intrinsic signals" to investigate the functional architecture in cat area 18. The functional architecture of the visual cortices in cat and monkey has been extensively explored and vigorously debated during the past two or three decades. Hubel and Wiesel performed electrode penetrations tangential to the cortical surface and found gradual changes of some response properties (Hubel and Wiesel, 1962) . For example, orientation preference and ocular dominance of single cells changed continuously with the distance that the electrode had traveled parallel to the cortical surface. From such observations they concluded that both ocular dominance and orientation preference are organized in elongated bands. This view was later corroborated by the anatomical demonstration of ocular dominance bands using transneuronal labeling . Iso-orientation bands were also demonstrated using the 2-DG technique (Hubel et al., 1978) . The view of parallel bands of iso-orientation domains was, however, challenged, mainly in theoretical articles (von Seelen, 1970; Braitenberg and Braitenberg, 1979) . These articles showed that an alternative arrangement, a radial organization of iso-orientation domains, would be consistent with the reported electrophysiological findings. This controversy was not resolved by two apparently contradictory experimental studies: Swindale et al. (1987) conducted a very extensive electrophysiological mapping study of cat area 18 and concluded that the radial organization prevailed. In contrast, Lowe1 et al. (1987) , using the 2-DG technique, concluded that iso-orientation domains in cat area 17 are parallel "beaded bands." Earlier studies in the monkey using optical imaging (Blasdel and Salama, 1986; Blasdel, 1989; Ts'o et al., 1990) did not conclusively decide between the "banded" and the "radial" theory.
A second controversial question was whether preferred direction of motion is a further parameter according to which the visual cortex is parcelated. While Hubel and Wiesel(l962, 1965) have shown cells with both sharp orientation tuning and a clear directional selectivity, they did not report clustering ofcells with similar direction preferences. However, three other groups (Payne et al., 1980; Tolhurst et al., 198 1; Swindale et al., 1987) reported that their electrophysiological mapping studies did show significant clustering and yielded directional maps. Since the techniques employed in those earlier studies have the limitations already mentioned, we decided to use optical imaging based on intrinsic signals to resolve the above two controversial issues.
Materials and Methods
For imaging based on intrinsic signals we have used the procedures that where developed by Grinvald, Lieke, Frostig, Ratzlaff, Ts'o, Bonhoeffer, Shoham, and Malonek. Here we describe some previously unpublished details.
Animals. Eleven cats were initially anesthetized with ketamine hydrochloride (lo-20 mg/kg, i.m.), supplemented in some cases by xylazine hydrochloride (2.5 mg/kg, i.m.) followed by either a barbiturate (sodium nentothal. 20 ma/kg. i.v.1 or a halothane/N,O anesthesia (70% N,O, 30% 0, with 0.2-%'a Kalothane). A tracheotomy was perfo;med and EEG electrodes were implanted. To prevent eye movements, the animal was paralyzed (succinylcholine hydrochloride, 20 mg/kg/hr, or hexacarbacholinbromide, 0.3-l mg/kg/hr, i.v.). After paralysis the animal was artificially respirated. To monitor the.condition ofthe animal, EEG. ECG. exuired CO,. and temnerature were controlled throuahout the experiment. To focusthe eyes on the monitor screen, contact lenses (in some cases with an artificial pupil of 3 mm) were fitted to the cat's eyes with the aid of a retinoscope.
Optical chamber. The skull of the cat was opened above area 18 or 17 by opening two half-circled holes whose "centers" lay between Horsley-Clarke A5 and A0 (depending on the cortical area to be investigated) and 0.5-l mm lateral of the midline. A stainless steel chamber was cemented onto the skull, the dura was removed, and the chamber was filled with silicone oil and finally sealed with a round glass coverslip. To facilitate electrical recordings through the sealed chamber, in some instances a rubber gasket was glued into a 3-mm-diameter hole made in the round coverglass. Without the sealed chamber, cortical movements due to heartbeat and respiration severely hampered optical recording. The sealed chamber also proved to be a significant improvement for electrical recordings, which were very stable over long periods of time.
CCD camera and optics. The basic experimental setup is depicted in Figure 1 . The surface of the cortex was illuminated by two adjustable light guides. These guides were attached to a Zeiss tungsten-halogen lamp. The light was passed through interference filters of different wave- Figure I . A setup for optical imaging of functional maps in vivo. Digital CCD images are taken from the cortex of the cat, exposed in a sealed, oil-filled chamber. The cortex is illuminated with light of 605 nm wavelength. The images are acquired with the CCD camera while the cat is visually stimulated with gratings moving on a CRT screen. These pictures are digitized in a camera controller that transfers the data to the computer controlling the entire experiment. Functional maps can then be analyzed on this computer and shown on an image display monitor. To determine the quality of the maps during the imaging sessions the data can be sent to a second computer for detailed, quasi-on-line analysis.
lengths. The filter most often used for visualizing the surface of the cortex, and its vascular pattern had a transmission maximum at 540 i 30 nm, whereas the filter used for the optical imaging was a 605 rt 10 nm filter. This wavelength was chosen since it coincides with the peak of the difference spectrum between oxyhemoglobin and deoxyhemoglobin: one maximizes the contribution of oximetry signals relative to other intrinsic signals . To achieve nearly uniform illumination of cortex, the two adjustable light guides could be aimed separately at the cortex.
A slow-scan CCD camera (Photometrics Ltd., Tucson, AZ) was used for the imaging based on intrinsic signals as previously described . The camera was mounted above the optical chamber and was aimed so that its optical axis was perpendicular to the cortical surface. The camera provided 12 bit digitized images of the cortex. These pictures had a spatial resolution of 192 x 144 pixels (2 x 2 binning, prior to the digitization of the camera output, was used) and were transferred to a Microvax III workstation operating under Ultrix or VMS. The root-mean-square (RMS) noise obtained by this camera configuration was I part in 1400.
To minimize artifacts caused by blood vessels on the surface of the cortex, a "tandem-lens" arrangement (macroscope) was used (Ratzlaff and Grinvald, 1991) . This device is essentially a microscope, with a rather low magnification, composed of two back-to-back photographic lenses. The macroscope provides an unusually high numerical aperture compared to a commercial, low-magnification microscope objective. Consequently, this optical system has a very shallow depth of field (50 pm, nominal). Therefore, when focused 300 pm below the cortical surface, the surface vasculature is sufficiently blurred and artifacts from the surface vasculature virtually disappear. Figure 2 demonstrates the benefits of using the macroscope. This figure provides a comparison between two activity maps, one obtained with a conventional macro lens (A) and the other with the aid of our homemade macroscope (B).
Vzsual stimulr. We employed a visual stimulator based on an IBM PC/AT equipped with an SGT+ video-graphics board (Number Nine Corporation, Lexington, MA). The software for this stimulator was developed by Kaare Christian, The Rockefeller University. The stimuli were displayed on a CRT screen in 60 Hz noninterlaced mode. To stimulate a large visual field the monitor was positioned at a distance of 30-45 cm from the animal so that it stimulated an angle of 40-60" in the visual field, contralateral to the hemisphere investigated. The cats weIe stimulated binocularly with high-contrast square-wave gratings with a spatial frequency of 0.15 cycles/degree and a drift velocity of 1 S"/sec.
Data acquisition. For functional imaging we normally presented a particular stimulus to both eyes of the cat for 2 set and recorded seven frames of 450 msec duration with the CCD camera. To allow the relaxation of activity-dependent vascular changes, this period of data acquisition was followed by an 8 set interstimulus interval. To minimize the nonselective activation of cortical regions by turning on the visual stimuli or by changing their orientation abruptly, a standing grating of the orientation that was to be presented in the next stimulus condition was displayed during the interstimulus interval. Subsequently, the grating started to drift, and images of the cortex were taken. To reduce the noise in the acquired images, signal averaging was used. To this end, each stimulus was presented 16-128 times, randomizing the order of appearance in order to average out any stimulus-dependent systematic errors such as adaptation or other plastic changes (Gilbert and Wiesel, 1990) . In the best experiments, however, faint orientation maps could be already discerned in a single trial.
Optimization of the data ucquisition protocol. It has been reported that the rise time of the intrinsic signal is l-2 set while the latency for its onset is only 100-200 msec (Grinvald et al., 1986; Frostig et al., 1990) . To optimize the signal-to-noise ratio in these experiments, we stimulated the cortex for 2 set only. A longer stimulus duration resulted in larger blood vessel artifacts in the optical maps, presumably originating from larger contributions of activity-dependent blood volume and blood flow changes. The duration of the data acquisition was approximately 3 sec. Figure 3 shows the development of a functional map Figure 2 . Improvements of functional imaging by the macroscope. A, An activity map obtained when the cortex was stimulated by a vertical grating. Cortical images were taken with a 100 mm macro lens coupled to a 2 x extender. B, A similar map from another cat obtained with the macroscope. In both experiments the camera was focused 300 pm below the cortical surface, but the blood vessels artifacts (e.g., A) virtually disappeared only when the macroscope was used (B). Scale bar, 1 mm.
as a function oftime. To illustrate this, four of the seven frames acquired are shown with the same scaling. One can see how the optically recorded map improves with time. Since the signal-to-noise ratio of frames obtained at short latency was already acceptable, they were also included in the present analysis. We repeatedly observed that functional maps could be observed also from standing rather than drifting gratings, While this observation was not explored further, it clearly contributed to the intensity of the map observed at the onset of the drift (Fig. 3A) .
Data analysis. The first step in the data analysis was to integrate over the frames acquired for each visual stimulus (see Fig. 3 ). To remove the baseline image and to correct for the effects of uneven illumination and other common mode noise from the microvasculature, we divided each of these summed images by a "blank image."2 The resulting maps are referred to as "single-condition maps." The blank image was obtained by two different procedures. In some experiments the pictures for all different stimuli were added together and are referred to as a "cocktail blank." In others we used the frames acquired during a trial in which the cat viewed a blank screen ("genuine blank"). In most cases the cocktail blank was used since it provides an image of activated cortex, whereas the genuine blank is taken from an unactivated brain. The first frame started at the onset of the visual stimulus, yet a clear functional map can already be observed. The other three frames were taken starting at 900, 1600, and 2400 msec, respectively, after the stimulus onset. Scale bar, 1 mm. Therefore, usually much larger blood vessel artifacts were observed when the genuine blank picture was used. On the other hand, it is valid to use a cocktail blank only as long as a control map obtained by dividing the cocktail blank by the genuine blank provided a flat uniform map relative to the functional map under investigation. Only vascular artifacts should be apparent; otherwise, the cocktail blank may distort the resulting functional images. It should be noted here that none of the functional maps presented in this study were smoothed. We used the 2 x 2 pixel binning described above, without any reexpansion to apparent higher resolution.
For comprehensive analysis of the organization of iso-orientation domains, the responses for eight different gratings were summed vectorially on a pixel-by-pixel basis (Blasdel and Salama, 1986; Ts'o et al., 1990) . For every point in the cortex we summed eight vectors, their lengths being the magnitude of the "single-condition responses" and their angles corresponding to the orientation of the gratings that produced the responses. (To map the 180" onto a full 360" circle, the angles of the different orientations were first multiplied by two.) There are several ways to display the results of the vectorial analysis, each of which emphasizes a particular aspect of the organization of iso-orientation domains. One approach is to display only the angle of the resulting vector (having divided it by two) and produce an "angle map": the colors from yellow through green, blue, red, and back to yellow are codes for the angle of the preferred grating for this piece of cortex. Alternatively, additional information may be provided; the magnitude of the resulting vector can be also displayed as the brightness (i.e., intensity) of the color. The resulting "polar" map (termed "angle-magnitude map" in Bartfeld and Grinvald, 1992) then shows the preferred orientation (hue of the color) and the magnitude of the vector (intensity of the color) at the same time. Note, however, that a vector with a low magnitude can be the result either of various stimulus orientations evoking the same strong response, or simply of a weak response to all orientations.
Fracture analysis. To analyze the rate of orientation change, we applied a two-dimensional gradient operator to the orientation preference maps. This was carried out taking the circular nature of orientation data into account; that is to say, the difference between a preferred angle of 170" and 10" was defined as being 20" and not 160". The formula that we used to calculate the gradient is
with 1(x, y) being the "angle map" and x, y the coordinates of the single pixels in the map. 1 VZ(x, y) 1 was then mapped onto a gray scale such that in the resulting image white areas coded for a high rate of orientation change and dark areas for slow orientation changes.
Reliability of optical maps. To demonstrate the reliability of the data, two examples of the reproducibility of the optical maps are presented here. Figure 4 illustrates the reproducibility of single-condition maps, by comparing functional maps obtained from two independent imaging sessions on the same patch of cortex. Similarly, Figure 5 illustrates the reproducibility of two independent angle maps, obtained from the same piece of data. This high degree of reproducibility gives us confidence in the quality of our data and facilitated the detailed evaluation of the functional architecture in cat visual cortex.
Results

Mapping of iso-orientation domains
To obtain an iso-orientation map, we divided the cortical image taken when the animal viewed a grating of one orientation by the "cocktail blank" image. Figure 6 , A and B, shows such singlecondition maps for two orthogonal orientations (45" and 135") taken from a cortical patch of 7 x 4 mm. Figure 6C shows a "differential orientation map" (Blasdel, 1992a,b) . In this picture the two activity maps were divided by each other. To show the relation of the functional maps to the image of the cortical region, an image of the cortical surface is shown in Figure 60 . To emphasize the vascular pattern, this image was taken when the cortex was illuminated with green light of 540 nm wavelength. The functional maps, on the other hand, were obtained using an orange light at a wavelength of 605 nm (20 nm bandwidth), an illumination wavelength under which the vascular pattern is much less visible.
There is a fundamental difference between "single-condition" and "differential" maps. In analyzing single-condition maps, one makes minimal assumptions about the underlying func-A B Figure 4 . Reproducibility of iso-orientation maps. Two iso-orientation maps obtained in two independent imaging sessions from the same patch of cortex are shown. The experiment lasted 6 hr. A shows a singlecondition map from the data acquired during the first, third, and fifth hours. B shows the same single-condition map from second, fourth, and sixth hours. To determine the reproducibility of these maps they were also analytically compared. The RMS of the difference between the two images was only 6.5% of the full scale of gray values. For every one of these maps 48 responses were averaged. Scale bar, 1 mm. tional architecture. The image of the activated cortex has only been divided by the "blank image" (see Materials and Methods). Apart from this operation, this method provides an unprocessed activity map for one particular stimulus. In contrast, a differential map is obtained by dividing the activity map for one stimulus by the activity map for another. Although a significant contrast enhancement can be achieved, this procedure results in a loss of information, unless the two stimuli activate complementary parts of the imaged cortical area, which is often not the case. Thus, differential images provide higher contrast at the cost of masking the common mode response for the two stimuli. Therefore, we prefer to work with single-condition maps, thus minimizing the underlying assumptions.
Directionality columns
To determine whether cells are clustered into direction selective domains, two gratings of the same orientation, but moving in opposite directions, were used as stimuli. We compared the two activity maps to determine whether the direction of motion affected the resulting activity pattern. Figure 7A shows the activity map for a vertical grating moving to the left. The map for the same grating moving to the right is shown in Figure 7B . Visual inspection of these two images suggests that the two maps are similar. Indeed, subtraction of these two maps results in the apparently patternless picture shown in Figure 7C (using the same scaling as in A and B). We analyzed orientation maps obtained from nine cats and found that maps obtained for a grating moving in one direction were similar to those obtained with a grating moving in the opposite direction. From these data Figure 5 . Reproducibility of angle maps. Two angle maps obtained in two independent imaging sessions from the same patch of cortex are shown. The experiment lasted 6 hr. A shows an angle map from the data acquired during the first, third, and fifth hours. B shows the same angle map from the second, fourth, and sixth hours. The RMS for the differences between the optimal angles detected at each pixel was only 9.8", and for 88% of the pixels the deviation was less than lo". The small areas of the map exhibiting reduced reproducibility between the two imaging sessions always corresponded to cortical regions with poor selectivity for the set of stimuli used. Scale bar, 1 mm.
we conclude that cells in the upper layers of area 18 are not strongly clustered into directionality columns.
The layout of iso-orientation domains To study the architecture of iso-orientation domains in detail we took advantage of the fact that optical imaging allows mapping of the responses to gratings of many orientations in one cortical region in the same animal. Figure 8 shows four isoorientation maps obtained by using stimuli of different orientations. Black regions again denote domains that are activated by the respective stimulus, while white regions are the minimally activated areas. Every single one ofthese maps shows the regions of the observed part of cortex that are metabolically active in response to a particular stimulus. It is therefore not surprising that these optical maps are similar to 2-DG maps. One prominent feature seen here is dark patches reminiscent of the "beads" (Lowe1 et al., 1987 ) that appear within the bands. However, upon careful comparison of the four maps, one can observe that areas that appear gray, connecting regions between two dark patches in one orientation, often correspond to dark beads in another, approximately 45" different orientation. Our results, therefore, call for a reinterpretation ofthe 2-DG data from which it had been concluded that iso-orientation domains are bands with a beaded appearance. Although iso-orientation domains are definitely not elongated bands, we observed that many of the iso-orientation patches (Fig. 8) are asymmetric, slightly elongated in the mediolateral axis. This impression was corroborated by mathematical analyses, calculating autocorrelation functions for the iso-orientation maps. These 2-dimensional autocorrelation functions show 
Radial arrangements and continuity in orientation preference maps
To determine the overall organization of orientation preferences in a given cortical region, we combined the information from many activity maps using vectorial addition (Blasdel and Salama, 1986; Ts'o et al., 1990) . Thus, from iso-orientation maps displayed in Figure 8 , we calculated the preferred orientation on a pixel-by-pixel basis. The responses to the different orientations were summed vectorially (see Materials and Methods). In the resulting map (Fig. 9B ) the colors code for the optimal stimulus orientation for each cortical site. The salient features of these maps are radial (sometimes slightly elongated) structures around points of singularity referred to as "orientation centers" (arrowheads in Fig. 9B ). The various orientation preferences are grouped around these orientation centers in a continuous pinwheel-like fashion. In the following, with the word "pinwheel" we will refer to a region of approximately 1 x 1 mm2 containing a full set of radially arranged iso-orientation domains. The "pinwheel center" will be referred to as "orientation center." Figure 10 shows an enlargement of one of these pinwheels. Every orientation is represented once around the orientation center. This was found in all of the 147 pinwheels inspected in this study. The full sequence of orientations was never represented more than once around a center singularity. Additional examples can be seen in Figure 11 , in which eight pinwheels, taken from maps recorded from different animals, are shown. This figure also illustrates another important aspect of these radial structures. There are two different categories of pinwheels, a clockwise and a counterclockwise one. The eight pinwheels in Figure 11 are divided into these two categories. The upper row shows pinwheels in which the preferred orientations change in a clockwise direction. In the lower row the orientations change in a counterclockwise fashion.
The sharp breaks between the different colors in the pinwheel in Figure 10 might give the impression that there are actually very well circumscribed domains that represent neurons of particular orientation preferences. This is not the case. We deliberately chose only 16 discrete colors for the whole range of orientations since the breaks between the colors emphasize the and Grinvald radial nature of the pinwheels. Figure 12 now shows the same pinwheel as Figure 10 , using a continuous color scale to code for preferred orientations. Although this image was not smoothed in any way, the preferred angle changes in a perfectly smooth and continuous fashion around the orientation center. We found that counterclockwise (ccw) and clockwise (cw) pinwheels appear in approximately equal numbers (n,, = 80 and n,, = 67 in the experiments that we analyzed in this respect).
In fact, an analysis of how pinwheels are distributed in the cortex shows that often two adjacent pinwheels of opposite chirality are smoothly connected to each other such that thin "iso-orientation bands" are continuous between the two pinwheel centers. Figure 13 illustrates a typical example of two adjacent pinwheels.
Orientation tuning curves for a population of neurons
To compare the optical imaging data to data that are available from microelectrode recordings, we also computed orientation tuning curves directly from the optical data. This is shown in Figure 14 for 10 selected points. For every cortical site (i.e., every pixel), we determined the magnitude of the response to a grating of a certain orientation and plotted it as a bar, the color of the bar coding for the orientation of the stimulus. This process was repeated for all eight orientations and yielded a tuning curve for every point in the imaged area. Ten such tuning curves are displayed around the center map in Figure 14 . The tuning curve in the upper left corner, for instance, was calculated for the point to which it is connected by the black line. The tuning curves generally look similar to the ones obtained from conventional electrophysiological recordings, except that they appear to be somewhat broader.
We were particularly interested in examining the orientation tuning curves in the orientation centers. Two such tuning curves are shown directly above and directly below the orientation map in Figure 14 . Both of these curves are rather flat when compared with the tuning curves that were obtained in sites remote from the orientation centers.
"Tangentialpenetrations" through orientation maps
To determine how the optical imaging data compare with previous electrical recordings, we calculated how orientation preference changed with distance along a particular track, through the orientation preference map (angle map). Figure 15 shows two such "tangential penetrations" obtained from the optical data. One is where the sequence of orientations changes gradually, initially in a clockwise direction and later in a counterclockwise direction. The second track shows a different example where the orientation preference changes gradually at first and then suddenly a jump of -90" occurs. Both curves obtained from the optical data are almost indistinguishable from the results observed in long tangential electrode penetrations Albus, 1975 Albus, , 1985 . These examples, then, show that the optical imaging data are fully consistent with data gathered using classical techniques. 
Polar maps
To convey additional information present in the optical data, one can use a different method of displaying the data. From the vectorial addition that was used to calculate the angle map, we also obtained the magnitude of the resulting vector. The two parameters (preferred angle and magnitude of the averaged response resulting from vectorial addition) were then combined into one single picture. Figure 16 shows such a "polar map" in which the color codes for the angle of the preferred orientation whereas the brightness of any given point shows the magnitude of the resulting vector. This magnitude constitutes a measure of the sharpness in orientation tuning of the respective cortical area. For example, if a region showed equal responses for all orientations, the resulting magnitude of the vector would be zero. In the polar map, shown in Figure 16 , the pinwheels are again clearly visible. However, in this polar map, in contrast to the maps presented previously, one can also assess the quality of orientation tuning in different cortical loci. While most regions are very well oriented, orientation centers and their immediate vicinity show poor orientation tuning. This is in agreement with the data shown in Figure 14 , where the orientation centers themselves show a very broad orientation tuning.
Single-unit recordings were used to distinguish between two possible interpretations of the poor orientation tuning at or near the singularity points depicted in Figures 14 and 16. (1) It is conceivable that all the neurons close to the orientation centers have broad tuning characteristics. (2) It is, however, also possible that single cells in the orientation centers are very well tuned, with the preferred orientation of the cells changing over very short distances. One pixel would then integrate responses from cells of many different preferred orientations and therefore the ensemble of cells, as a whole, would exhibit a broad orientation tuning. In a preliminary exploration, 12 such recordings, at or very near the singularity points, first imaged optically, showed that most neurons-even those very close to orientation centers-have a sharp orientation tuning. Although we could never be sure of exactly hitting the orientation center, it is likely that the broad orientation tuning in the orientation centers is brought about by a mixture of well-tuned cells with different preferred orientations.
"Fractures" Hubel and Wiesel (1974) originally described how in most tangential penetrations changes from one orientation to the other were smooth. Preferred orientation changed gradually in clockwise or counterclockwise fashion, sometimes reversing from counterclockwise to clockwise and vice versa. In some instances, however, they also observed that orientation changes abruptly over very short distances. In many of the cases observed in monkey and in cat (Albus, 1975 (Albus, , 1985 , these changes were jumps in orientation preference of usually -90". Blasdel and Salama (1986) reported numerous locations of very fast orientation changes-the so-called "fractures"-in monkey Vl that could coincide with the electro- f a pinwheel of different orientation preferences surrounding an orientation center. Note that every orientation awe rice around the center. The color coding is the same as in Figure 9 . Scale bar, 100 pm.
physiologically observed regions of abrupt changes in orientation preference. We examined whether in cat area 18 the jumps in orientation preference often seen in tangential electrode penetrations can be explained by the traversing of the microelectrode through a singularity point, or whether there are additional elongated discontinuities (fracture lines or fracture loops), along which preferred orientation changes very rapidly. To determine the rate of orientation preference change, a two-dimensional gradient operator was applied to the angle maps. We found points in which the rate of orientation change was very high. These points coincide with the orientation centers (where orientation changes are obviously strong). Apart from the orientation centers we did not observe any other cortical loci where orientation changed very rapidly. This can be seen in Figure 17A , which shows an example of a gradient map from area 18. In this gradient map white codes for strong changes in orientation preference. The white regions are always spots rather than elongated lines. Furthermore, these spots coincide with the orientation centers tars (compare the pattern with the map in Fig. 16 ). We found similar results in 2 1 orientation preference maps that were of sufficient quality to perform this kind of analysis. From this we conclude that in contrast to the numerous fractures reported for monkey Vl (Blasdel and Salama, 1986 ) the map of orientation preference in cat area 18 is smooth, except for the centers of the pinwheels.
Are all orientations equally represented on the cortical surface? It is indeed a long-standing debate whether all orientations are equally represented on the cortical surface. Our data puts us in the fortunate position of having a very good sample (approximately 27,000 points per map) for resolving this question. We therefore reexamined our angle maps and plotted an orientation histogram of three animals from which we had maps of sufficient size and superior quality. The bar plot histogram in Figure 18 displays the relative areas devoted to processing of each particular orientation with a resolution of 22.5". It can be seen that in the regions of area 18, imaged in this study, the amount of 1 a 0.5 mm Figure Il . Close-up images of eight orientation centers and their pinwheels. These images demonstrate the existence of two different types of pinwheels, Upper row, Four pinwheels ofthe counterclockwise type, in which the sequence yellowgreen-blue-red is counterclockwise. Bottom row, Four pinwheels displaying the ye/lov+green-blue-red sequence in a clockwise direction. Figure   12 . Continuity of iso-orientation domains. A pinwheel is shown using a continuous color scale. The apparent discontinuities introduced into Figure 10 by the use of only 16 colors vanish. Scale bar, 1 mm. cortex devoted to the processing of different orientations shows a uniform distribution.
We have shown that area 18 is parcelated according to the orientation preference of cells and not according to directionality. So far, we have not found further attributes of the visual stimulus according to which area 18 is organized. However, there are indications that such attributes exist: stimulation of the cortex with all orientations often activated the cortex in a patchy, nonuniform way (Fig. 19) . This was observed in a number of experiments, raising the possibility that some neurons are clustered according to response properties remaining to be unveiled.
Discussion
The visual cortex of the cat has been extensively investigated by many groups using different techniques. Hubel and Wiesel (1962) found that cells with similar orientation preference are grouped together in space. However, the exact layout of isoorientation domains across the cortical surface and the principle underlying this organization have remained open issues. This can probably be attributed to particular limitations associated with the techniques used. One approach was to use multiple electrode recordings; the other, to utilize a radioactively labeled metabolic marker, 2-DG. Both techniques led to significant advances in the understanding of cortical maps but nevertheless suffer from significant limitations. In the past, 2-DG has only furnished information about the response to one particular stimulus (e.g., one particular orientation). Extrapolation of results obtained from such single maps to the overall organization of a cortical area is not always straightforward. The 2-DG technique, however, also offers some significant advantages over optical imaging; for example, rich information can be obtained from individual cortical layers at very high resolution and from deep brain structures (like the LGN) not at all accessible to optical imaging (e.g., Tootell et al., 1988) . With multiple electrode penetrations one can obtain detailed information about different orientations but this method only provides a map with a limited spatial resolution. Optical imaging based on intrinsic and Gnnvald * lmaglng the FunctIonal Architecture of Cat Area 18 Figure 13 . Continuity of lso-orientation domains between adjacent pinwheels: a close-up view of two adjacent pinwheels, one showing a clockwise orientation preference change, the other containing a counterclockwise sequence. Many adjacent pinwheels are smoothly connected to each other m this fashion. Thus, borders between neighboring pinwheels are not well defined. Scale bar, 500 pm.
signals, despite its own limitations, does not suffer from these two drawbacks and is therefore an ideal technique for assessing the functional organization of cortical areas lying on the surface.
What does the optical signal represent? To interpret the results obtained by optical imaging based on intrinsic signals, it is important to remember that the optical maps provide information about metabolic rather than electrical activity. Although it is conceivable that these two types of activities are not related linearly to each other, a good correlation between electrical activity and the intrinsic optical signals has been obscrvcd (Grinvald et al., 1986) . Furthermore, recent experiments on area MT of the owl monkey have shown an excellent correlation between optical and 2-DG functional maps (R. B. H. Tootell, D. Malonek, and A. Grinvald, personal communication) . The information obtained from optical imaging is related to population activity rather than to activity in single cells. The resolution of the technique is limited by the density of the microcapillary network, which is a mesh with an average spacing of 50 pm (Scharrer, 1944; Kuffler et al., 1984) . While the resolution across the cortical surface can be excellent, the depth resolution is not nearly as good. The optical maps probably average the vascular activity in the cortex down to a depth of 600-900 wrn (Malonek et al., 1990) , that is, the supragranular layers. At present we do not know if electrical activity of cell somata in the infragranular layers affects the optical maps. However, since many features of stimulus selectivity in the cortex are organized in a columnar fashion, the limited depth resolution does not severely hamper the imaging of cortical maps.
It is worth emphasizing that our optical imaging data provide information about average response properties of populations of neurons rather than single cells. In the majority of experiments each pixel viewed 23 x 23 Hrn* of the upper part of a cortical "microcolumn" containing approximately 100 neurons from pia to white matter. It is partly for this reason that response properties assessed by optical recording arc often not as well defined as one might expect from single-neuron recordings. For example, the orientation tuning curves in Figure 14 are rather broad. This can in part be explained by the jitter of prcfcrrcd orientation and the different tuning curves that closely adjacent cortical neurons are known to have. In addition, the spatial resolution of optical imaging (discussed later) also affects the sharpness of response properties.
Single-condition maps
In the initial paragraph of the Results we emphasized that for optimal analysis of functional maps, it is essential to have highquality single-condition maps. To obtain such maps one takes the cortical image during presentation of one particular stim- Figure 14 . Orientation tuning curves for neuronal populations. The points for which the tuning curves (i.e., the bar plots) were calculated are marked with small circles. In every plot the magnitude of each bar indicates the strength of the optical response and the color codes for the orientation according to the scheme at the top of the figure. In most points the orientation tuning curves are similar to the ones that one would be obtained with conventional electrophysiology (see text). At the orientation centers, however, the orientation tuning profiles are flat (plots above and below the orientation preference map).
ulus, and corrects it only for the inevitable uneven illumination, dividing it by the blank picture. No further assumptions should be made. In previous reports using optical imaging, a different approach was taken: an image obtained with one stimulus was subtracted from the cortical image obtained with the orthogonal stimulus (Blasdel and Salama, 1986; Blasdel, 1992a,b) . Although this procedure normally enhances the contrast of the pictures (e.g., Fig. 6 ), it makes the implicit assumption that the orthogonal stimuli activate only complementary parts of the cortex. This should not be taken for granted. In fact, such an image enhancement approach can actually be justified only a posteriori, after single-condition maps have been thoroughly evaluated and minimal overlap of responses to the different stimuli has been demonstrated.
Single-condition maps were first obtained by Ts'o et al. (1990) and led to the optical imaging of the thin stripes in V2 of the macaque monkey. However, in previous studies of the organization of orientation preference single-condition maps were not presented (Blasdel and Salama, 1986; Ts'o et al., 1990) , probably due to the limited signal-to-noise ratio of the orientation preference maps in the monkey. In the meantime, however, there have been technical improvements (Ratzlaff and Grinvald, 199 1) that have considerably improved the quality of the optical data. millimeters) . A shows the preferred orientations recorded along path A, which traverses a singularity. The plot clearly shows the 90" jump in orientation preference. Track B is taken from a path lying next to a clockwise and a counterclockwise pinwheel. The resulting plot shows a curve composed of two components, first the ascending (passing the clockwise pinwheel) and then the descending one (passing the counterclockwise pinwheel).
Directionality columns
The experiments presented in this report show that the maps obtained with a grating moving in one direction are similar to those obtained with gratings of identical orientations but moving in the opposite direction (Fig. 7C ). This suggests that cells in cat area 18 are not well segregated into directionality columns.
Our result is at variance with a report of Swindale et al. (1987) , who reported existence of clusters of cells with similar direction preferences for cat area 18. The clusters described had a size of the order of 500 pm and should thus be easily resolvable with intrinsic optical imaging. In none of our experiments were we able to find such direction-selective regions in area 18. One remaining possibility is that clusters of cells with opposite direction preference lie exactly above each other. In such a case, optical imaging may not be in a position to resolve directionselective clusters because of its limited depth resolution. This explanation is, however, unlikely. An article by Tolhurst et al. (198 1) reports-albeit in area 17-that direction preferences are similar for cells across one whole cortical column reaching from the pia to the white matter. Furthermore, 2-DG studies show that patterns obtained with a stimulus moving in only one direction span all cortical layers (S. Lowel, personal communication). We therefore propose that cells in area 18 are at least not strongly clustered with regard to direction selectivity. Bands or patches.7 2-DG pictures published in the literature seem to suggest that regions preferring the same orientation are elongated bands or slabs rather than patches (see, e.g., Hubel et al., , 1978 Singer, 198 1, Albus and Sieber, 1984; Lowe1 et al., 1987) . Indeed, Figures 2-4 imaging, also seem to forward such an interpretation. However, if one surveys at the organization of orientation preferences for all the orientations (which is not possible with the 2-DG technique) the picture is different. This can be seen in Figure 8 , which shows four single-condition maps having a beaded appearance similar to that previously described in 2-DG experiments (Lowe1 et al., 1987) . Figure 8C , for example, shows a banded structure with three "beads." However, close inspection of the data shows that the gray areas between the bands are often best activated by 22.5" or 45" different orientations. Some of the dark patches in Figure 8B , for example, are found in locations that are gray in Figure 8C . In tree shrews microelectrode recordings (e.g., ) and 2-DG experiments have been used to determine the pattern of iso-orientation domains. It has been proposed that iso-orientation domains in this species constitute bands, and in fact the 2-DG maps in look very banded, certainly more banded than the published pictures in cat area 17 or area 18. One may wonder whether in these animals the organization of orientation preference could be different from the cat. Two facts suggest that this might indeed be the case. In carefully looking at the microelectrode recordings from tree shrew striate cortex (e.g., one observes that the discontinuities (90" jumps) in orientation preference that have been reported in the cat are missing in this animal. We have shown above that these discontinuities in cat are likely to be the manifestations of orientation centers in microelectrode recordings. Therefore, if these sudden breaks are indeed not present in the tree shrew, it suggests that the organization of iso-orientation domains in tree shrews is markedly different from the cat. Second, it has been shown that tree shrews do not posses any ocular dominance columns; in these animals ocular dominance is organized in layers (Muly and Fitzpatrick, 1992) . Therefore, since Figure 17. Orientation gradient maps. A, Using a two-dimensional gradient operator, the rate of orientation change for every point in the picture was determined. The resulting values are displayed on the map using a gray scale. White stands for a strong orientation change. Note that the orientation centers exhibit the strongest gradients and that there are no lines of rapid orientation change ("fractures") elsewhere. B shows the vascular pattern corresponding to the map in A. Scale bar, 1 mm.
the ocular dominance arrangement does not impose additional constraints onto the mapping of orientation preferences, it is conceivable that the mapping of orientation preferences in tree shrews is indeed qualitatively different from the one in cats. It would be worthwhile to use optical imaging to assess whether in tree shrews the cortical organization of orientation is qualitatively different from cat and monkey, or whether also in this species optical recording would reveal a pinwheel-like structure.
T T T 8% Figure 18 . Distributions of iso-orientation domains in area 18. Each bar shows the amount of cortical area devoted to the processing of a given orientation (with a resolution of 22.59. The distribution is nearly flat, indicating that all orientations are equally represented in areas 18.
Continuity of pinwheels around orientation centers
We observed that the patches of iso-orientation domains group around "orientation centers." In these small regions all orientation preferences border onto one another. This is illustrated in Figure 20 , which shows a single-condition map obtained with one particular grating. On this map we overlaid the outline of the most strongly activated patches with blue. In addition, we superimposed the outlines obtained from three other singlecondition maps obtained with the remaining three stimulus orientations. A star is placed in locations where we detected a pinwheel center in the angle map. This picture then illustrates how combining more maps can lead to pinwheels and orientation centers, even though a single picture still has the banded appearance: some regions (grayish areas) that show an intermediate response in the black-and-white activity map-and might therefore be considered belonging to a band connecting two dark beads-turn out to be very strongly activated by another orientation. One can observe that outlines with different colors lie over these grayish areas. These outlines group around the center marked with the star, thereby constituting the surrounding pinwheel. Figure 20 shows how the data that led us to conclude that iso-orientation domains are radially organized in a pinwheellike fashion rather than in bands are not at variance with data from 2-DG studies. It is rather that richer data enabled us to gain a more complete picture of the overall organization. Furthermore, the continuous representation of orientation preference in pinwheels (Fig. 20C ) is fully consistent with the smooth changes of preferred orientation observed in long tangential penetrations.
The regions exhibiting different orientation preferences are distributed around the centers either in a clockwise or a counterclockwise fashion. Centers of this sort have also been observed by Swindale et al. (1987) using maps obtained from interpolation between multiple electrode recordings. Our findings corroborate and extend this study, since we are able to obtain continuous data from every site in the imaged cortical area with our method. This is desirable for a precise mapping of the orientation centers-a difficult task with multiple singleunit recordings.
In the monkey cortex it seems natural to assume (Gotz, 1987 ) that the orientation centers would come to lie in the cytochrome oxidase-rich "blobs" (Horton and Hubel, 198 l) , which are known to contain many cells exhibiting a poor orientation tuning (Livingstone and Hubel, 1984) . Recently cytochrome oxidase patches were also reported in cat area 17 (Murphy et al., 1990) . These patches are, however, very weak or absent in area 18 (K. Murphy, personal communication), so it seems unlikely that cytochrome oxidase patches in the cat could correspond to pinwheel centers.
One or two orientation cycles? It has been suggested (e.g., von Seelen, 1970; Braitenberg and Braitenberg, 1979) that the visual cortex could be organized around orientation centers instead of being a banded structure as proposed by Hubel and Wiesel in their "ice-cube" model (Hubel and Wiesel, 1977) . Braitenberg and Braitenberg (1979) showed that much of the data obtained by Hubel and Wiesel could very well fit into a scheme of circular organization. Braitenberg and Braitenberg proposed furthermore that these centers should be spaced at a distance of approximately 0.5 mm and that every orientation should appear twice around an orientation center. More recently, different groups have proposed, mostly on theoretical grounds, an organization with orientation centers around which every orientation appears once (Swindale, 1982; Linsker, 1986; Baxter and Dow, 1989; Obermayer et al., 1990; Miller, 1992) . GGtz (1987) was the first to examine closely the experimental data of Blasdel and Salama (1986) for orientational singularities and found that in monkey Vl there are indeed orientation centers around which every orientation appears once. Some of these authors (Swindale, 1982; Gotz, 1987) used the index of the rotational singularities to describe the different models. Singularities around which every orientation between 0" and 180" appears once have an index of a0.5; orientation centers around which every orientation appears twice (i.e., 360 orientation change appears once in the 360" around the singularity) consequently have a index of f 1 (Braitenberg and Braitenberg model) .
The index of the pinwheels is the crucial distinction between the models. We therefore inspected our data very closely with regard to the question whether the majority of our pinwheel centers have an index of +0..5 or of ? 1. We found that all of the unequivocally identified pinwheel centers were of the type B C t 1 Figure 20 . The relationship between iso-orientation and angle maps: outlines of activated areas taken from four activity maps. This figure explains how the activity maps, despite being beaded bands, produce pinwheel-like patterns around orientation centers. A shows one activity map (recorded at 90") on which outlines of the "patches" from the three remaining activity maps (o", 45", 135") are superimposed. These outlines are color coded according to the standard code used here. This shows that iso-orientation domains are positioned around the orientation center (marked with a star) forming the basis of the radial geometry for the orientational domains. B and C display conventional angle maps for this region in the cortex. In B only 16 colors are used for coding the different orientation preferences. In C a continuous color scale was used. In the polar map (not shown) a dark halo having a diameter of approximately 100 mm would have been seen around the singularity points (e.g., Fig. 16 ). Each stimulus was averaged 48 times. Only patches contributing to one pinwheel are drawn. Scale bar, 1 mm.
kO.5. From this it is clear that theories proposing orientation centers with only one representation of all orientations around the center singularity are those that are in best accordance with the experimental observations. Polar maps and the spatial resolution of optical imaging Polar maps enable us to take a closer look at the organization of orientation in the investigated areas since they combine information about two parameters in one map. While angle maps only provide the angle value of the preferred orientation for each cortical location, polar maps additionally show how well oriented these regions are. Other types of maps such as maps of orientation tuning strength, or "HLS maps," can be derived from the optical data presented here. Such maps that can yield additional information are provided and discussed in a forthcoming article (T. Bonhoeffer, D.-S. Kim, D. Malonek, D. Shoham, and A. Grinvald, unpublished observations) . Although the interpretation of polar maps is straightforward in most cortical locations, in some areas, especially in regions of rapid orientation changes (e.g., in orientation centers), these maps have to be interpreted with caution. In order to clarify this issue, let us consider some methodological aspects of optical imaging based on intrinsic signals. The spatial resolution of optical imaging using intrinsic signals is determined by two different factors, the "biological" and the "optical" resolution. First, we determined whether the optical resolution of our apparatus was the limiting factor responsible for the observation of apparently poor orientation tuning at the pinwheel centers. We compared the polar maps obtained using lenses with different apertures and found that the size of the dark region observed at the orientation centers remained constant, regardless which numerical aperture was used. This observation can serve as an indication that the dark spots at the orientation centers are not an artifact of the resolution limit of the optics.
Apart from the optical resolution, there is a biological resolution limit, namely, the best resolution that can be achieved using a signal originating from the microcirculation (Grinvald et al., 1986; Frostig et al., 1990) . It is known that neurons in the mammalian cortex are never more than 50 lrn away from a microcapillary (Scharrer, 1944; Kuffler et al., 1984) . Moreover, since we are integrating signals in the vertical direction over at least 500 pm, the signals from a "minicolumn" of 50 x 50 x 500 pm3 originating from approximately 10 capillaries. Therefore, the capillary density is probably not a limiting factor for resolution of the technique. However, light-scattering properties of the tissue must also be considered. Orbach and Cohen (1983) showed that, in the salamander olfactory bulb, image blur due to light scattering and out-of-focus contributions was less than 200 wrn from a depth of 1 mm. Preliminary measurements (D. Malonek and A. Grinvald, unpublished observations) suggest a similar value for the mammalian cortex.
Furthermore, it should be emphasized that whenever many maps are analytically compared, an improved resolution is achieved. It has been shown by simple simulations that, if the light scattering of the tissue is approximated by a Gaussian curve, two points cannot be resolved if they are closer than the half-width ofthe light-scattering curve. However, ifa differential map is calculated, the spatial resolution increases and is mostly limited by the signal-to-noise ratio of the mapping signal (D. Shoham and A. Grinvald, personal communication) . In conclusion, our current estimate is that in the configuration used here the technique has a (lateral) spatial resolution of 50-100 pm.
This value then influences the interpretation of polar maps. In a location where different orientation preferences border onto each other, one is bound to find a broad orientation tuning, since locations from -50 pm away (which, close to orientation centers, will have a very different preferred orientation) influence the signal at the recording site. Therefore, the fact that polar maps show dark spots in the orientation centers can not be taken as a direct evidence that orientation tuning is broad in these locations.
"Tangential penetrations" and fractures in orientation maps One way of comparing our data with conventional electrophysiological data is to compute "tangential penetrations" in the optically recorded orientation preference maps. Many of the data obtained from long tangential penetrations are plotted as the preferred orientation of cells against the distance in the tangential penetration Albus, 1975 Albus, , 1985 . Many of these penetrations show the preferred orientation either changing smoothly with distance, in a clockwise or a counterclockwise fashion, or changing from counterclockwise to clockwise and vice versa. In a few cases, however, jumps in orientation preference occur, usually of 90". Figure 15 shows how very similar "tracks" were obtained from the optical data. We inspected gradient maps in which the rate of orientation change was calculated for additional locations where jumps could occur. These maps show that in cat area 18 there are no additional lines or fractures where orientation changes rapidly (Fig.  17) . From our data we therefore conclude that the 90" jumps in orientation preference that are observed in tangential penetrations are due to the electrode passing through an orientation center.
These data are at variance with the reports of Blasdel and coworkers (Blasdel and Salama, 1986; Blasdel, 1992a,b) , who have reported that there are numerous lines of rapid orientation changes or fractures in monkey V 1. The most obvious possible differences between our and their data are the different species and the different visual areas examined. Their experiments were carried out in monkey V 1, ours in cat area 18. A further possibility, however, is that the different interpretation is only a matter of scale. Also in our data one can recognize a very slightly enhanced rate of orientation change along some lines that manifest themselves as slightly grayish lines (see Fig. 17 ). If these are the structures that Blasdel and Salama report as having a high rate of orientation change, then we too see fractures. However, the rate of orientation change at orientation centers is -3600"/mm whereas in the faint gray lines it was only -3OO-400"/mm, and in the rest of the cortex -70-180"/mm. These numbers indicate that the values for the orientation centers are radically different, whereas the data on the grayish lines are only slightly different from the rest of the cortex.
It is interesting to compare our results with those of Blasdel (Blasdel and Salama, 1986; Blasdel, 1989) with respect to the organization of iso-orientation domains, that is, the pinwheel organization. Blasdel (1992a) remarked recently that the data of Blasdel and Salama (1986) clearly contained pinwheel-like structures. These were, however, pointed out only later by Gotz (1987) . Furthermore, Blasdel's model for the organization of iso-orientation domains that emerged from these pioneering experiments shows parallel bands over short distances as the key feature organizing the visual cortex. This model (Blasdel, 1989) is inconsistent with the pinwheel structure shown in the present report. Another difference is that they propose that fractures parcelate the visual cortex to delineate modules that could then be the subunits of visual cortical processing. The fact that these fractures do not exist in cat visual cortex (while pinwheels do) obviously does not disprove this idea. On the other hand, the lack of fractures in a different species makes it less likely that fractures are an important feature underlying the organization of the visual cortex. In fact, more recent studies of monkey striate cortex by Bartfeld and Grinvald (1992) suggest that the architecture of the orientation domain is nearly identical in the cat and the monkey.
Random organization of iso-orientation domains versus pinwheel organization Schwartz and Rojer (1992) have shown that smoothing of a random noise pattern can cause the appearance of orientation patches. We have obtained similar results in our own simulations. There is, however, one significant difference between the experiments and the simulations: the random noise patterns are not reproducible from one simulation to the next whereas the experimental results are highly reproducible (e.g., Figs. 4, 5) . Furthermore, as already mentioned, in other studies orientation patches detected optically were confirmed by electrical recordings or by 2-DG imaging, both techniques that have excellent spatial resolution. It has also been pointed out that the presence of pinwheels is a consequence of a basic topological theorem; mapping of a circular function like orientation onto two dimensions automatically creates a map with pinwheels (Schwartz and Rojer, 1992) . Thus, a critical question is whether the pinwheel patterns are a "topological artifact" produced by noisy data and smoothing, or whether they indeed reflect the radial organization of iso-orientation domains claimed here. Our own simulations using random sets of "orientation patches" yielded "angle maps" that were, of course, consistent with the theorem and similar to the artificial pinwheel images shown by Schwartz. However, again we noted a significant difference between the experimental data and the simulations. The polar maps resulting from the simulation of random orientation patterns exhibited long lines and many loops of low magnitude (D. Malonek, D. Shoham, and A. Grinvald, personal communication) . This indicates that in these simulations iso-orientation patches are not organized in a truly radial fashion around points of singularity. It is therefore in sharp contrast to the experimental polar maps, which only showed spotlike regions of low magnitude (e.g., Fig. 17 ). We cannot completely rule out the possibility that further simulations using different parameters or other assumptions would yield polar maps that are more similar to the experimental results. Nevertheless, we believe that the radial arrangement is real: the example in Figure 20 clearly indicates that iso-orientation domains are arranged in a radial fashion around orientation centers. This particular arrangement of iso-orientation domains was dominant in our data; only a small fraction of the iso-orientation domains (an example can be seen in the left part of the map in Fig. 15 ) showed a linear arrangement of rather short (l-2 mm), parallel bands.
The distribution of orientation processing in the cortex In their original work in the cat Hubel and Wiesel (1962) found a uniform distribution of preferred orientations. Later some authors proposed, at least for cat area 17, that the distribution of orientation-selective cells is nonuniform (Payne and Berman, 1983; Schall et al., 1986; Berman et al., 1987) . The data presented in this study (Fig. 18) have the advantage that the sampling bias-a concern in all previous studies-is less of a problem here since the whole cortical surface within a given region is sampled. Our data suggest that the distribution of orientation preferences is rather flat in area 18 (x2 = 0.98, 7 df, p < 0.01). This statement can, however, only be made for cortical regions that are accessible to optical method, that is, the part of area 18 that is on the lateral gyrus, corresponding to eccentricities from 0" to 40" from the vertical meridian and elevation of -5" to -30".
Concluding remarks
The pattern that emerges for the functional architecture in cat area 18 is the following. Direction selectivity is not an important parameter according to which neurons in area 18 are grouped together. Stimulating a cortex with gratings of different orientations and directions shows that opposite directions of movement (with the same orientation) activate the same regions in the cortex to a nearly equal extent whereas orthogonal orientations result in almost complementary iso-orientation maps. These maps, when combined, show that iso-orientation domains are not elongated bands. Domains for all the orientations are grouped together around orientation centers in a pinwheellike fashion. The preferred orientations change smoothly across the cortical surface, the only exception being the centers of the pinwheels. In general, the structure of these maps-similar to what has been described for monkey V 1 (Bartfeld and Grinvald, 1992) -is best characterized by the notion of "little long-range but great short-range order" as it was put by one of the manuscript referees.
It remains to be seen whether this organization serves an important function. One possibility is that the pinwheels and orientation centers we observe are merely produced because of the need to map a multidimensional space, consisting of retinotopic position, ocularity, and orientation preference onto the two-dimensional cortical surface (Durbin and Mitchison, 1990) . It is, however, also possible that the nervous system makes functional use ofthis unique arrangement. In order to investigate this, it is important to know whether neurons situated at the orientation centers have particular functional properties, or a particular afferent or efferent connectivity. Furthermore, it would be very interesting to observe the development of this peculiar map during the course of the early life of a young kitten. Answers to these questions will hopefully contribute toward a further understanding of the importance of this meticulous organization for cortical development and function.
Note added in prooj Functional organization for direction selectivity has recently been demonstrated in cat area 18, using optical imaging. Consistent with this study, the amplitude of the direction selectivity maps was two to three times weaker than that observed for orientation maps in the same cortical region (A. Shmuel, A. Arieli, D. Malonek, and A. Grinvald, personal communication) .
