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1, Historical Sketch. The development of functions
in series first attracted the attention of mathematicians
in the seventeenth century. Sir Isaac Newton (1669), James
Gregory (1671), and Uicolaus Mercator (1667) were among the
first to make such developments. Brook Taylor published
his formula for the expansion of a function into a power
series in the early eighteenth century, and a short time
later Colin Maclaurin published a similar formula for the
expansion of a function about the origin.
2. gtatement Of Problem. In this thesis, our pur
pose is to derive the power series expansions of some of
the trigonometric functions and to develop some of the
properties of the trigonometric functions by means of their
power series definitions alone. This work does not consti
tute an attempt at new discoveries. It is a brief summary
of some of that work fjhich has been done on the development
of the properties of the trigonometric functions by means
of their power series definitions.
We shall use many power series operations, and in or
der to make our work clear, we shall summarize quite brief
ly the necessary phases of the study of sequences and
series. We shall go into some detail in our discussion of
power series and their properties, but shall cover only
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necessary phases of this study.
The method of developing the trigonometric functions
in terms of power series has the advantage of giving us a
purely analytic definition of said functions with no de
pendence on geometric constructions. It is more commonly
used in the field of complex variables* Although our work
will be in the field of real variables which is a branch of
the field of complex variables, our developments will be
valid for variables of the complex form.
Only those symbols familiar to students of calculus
and college algebra will De used. We assume the reader to
be familiar with ail of these. We shall use the terms
"number" and "point" interchangeably since it has been
proved that there exists a one-to-one correspondence be
tween the real numbers and the points of a straight line.
We shall also use the notation /T;122j7 in giving references.
Here, the first number refers to the number of the book in
the bibliographical list and the second, to the page.
CHAPTER II
BASIC CONCEPTS
1. Function. A quantity y is said to be a function
of a quantity x if the value of y is determined irhen the
value of x is given. When we write
y s fW,
y is said to be a function of x and is called the dependent
variable, whereas x is called the independent variable.
2. Interval. A variable may assume an infinite
number of values in a discussion or its values may be limit
ed. If the values are limited such that the variable can
not assume values greater than some number, say b, or less
than some number, say a, then we say that the variable lies
in the interval a,b. If the variable may assume the values
a and b, we say that the variable lies In the closed inter
val
a t x § b.
If the variable may not assume the values a and b, we say
that the variable lies in the open interval
a <• x < b.
3. Continuity, A function f (x) is said to be
continuous at x = a when if f is any assigned positive
quantity no matter how small, it is possible to determine
another positive quantity $ such that the absolute value of
3
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the difference between f(a+h) and f(a) shall be less than £
for all values of h numerically less than $ , or
If (a+h) - f (a)I < £ whenever |h| *• $ .
4. Aggregates Of lumbers. An aggregate of numbers
is a collection or set of numbers which is defined when a
law or rule is given by which it is determined whether any
given number belongs to the aggregate. An infinite aggre
gate is one which contains an unlimited number of elements.
in aggregate of real numbers is said to be bounded
above when a number K can be found such that for every
element x of the aggregate, we have x less than I. The
aggregate is said to be bounded below when a number M can
be found such that for every x of the aggregate, x is
greater than M. If no such numbers M and N exist, the
aggregate is said to be unbounded. An aggregate is un
bounded above when for every positive number G, there are
elements of the aggregate which are greater than G. When
an aggregate is unbounded below, there are elements of the
aggregate which are less than the negative of G.
The set of all real numbers is an example of an un
bounded aggregate.
5. Sequences Of lumbers. An infinite aggregate of
elements is called an infinite sequence when it is possible
to establish a one-to-one correspondence between the
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elements of the aggregate and the set of positive integers
1,2,3,4,5, "",n,
An infinite sequence may be represented by
'V
where the A's are the elements of the sequence, or by the
symbol (An).
An infinite sequence is defined when some law or rule
is given by which we may determine the general or n'th term
of the sequence.
A sequence is usually given by a formula for its
general term, by means of the first few terms of the se
quence from which the general term may be found, or by a
combination of both methods.
6. T.imiting Points Of Sequences. By a limiting
point of a sequence, we mean a point about which infinitely
many of the points of the sequence cluster. We say mathe
matically that a point xQ is a limiting point of a sequence
(U ) if for every € > 0, however small, there are infinite
ly many points x of (U ) such that 1x-xQ | < £ . The Bolzano-
Weierstrass Theorem which is basic to the study of infinite
processes states that every bounded infinite sequence has
at least one finite limiting point.
If a sequence of terms is bounded, and has one and
only one limiting point, this limiting point is called the
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limit of the sequence. Mathematically, we say that a se
quence (U ) approaches a number C as a limit if for every
previously chosen 6*0, there exists a number m such that
P = 1>2>d>4:>'" * •Um+p" C
The condition due to Cauchy that a sequence have a finite
limit states that a necessary and sufficient condition for
the sequence (Un) to have a finite limit is that for every
previously chosen £>0, there exist a finite number p such
that lu-u|<€,forq = l,tf,s,4, • •.
If a sequence (U ) approaches a finite limit, it is said to
converge to that limit. Otherwise, it is said to diverge.
7. Series Of Numbers.. Let us consider the infinite
(A ), and associate with it a second infinite
sequence (S ) as follows:
- h
= A
Then S equals the sum of the first n terms of the series
7
and is called a partial sum of the infinite series
n
or, more briefly, f A . If the sequence (S ) converges to
* n«i Zl n
a finite limit S, then & is said to be the sum of the
series f A . The series £ A is saio. to converge if the
iftr n n*t n
sequence (Sn) converges and to diverge if (Sn) diverges.
8. nonvergence Of fferies,. A necessary and
sufficient condition for the convergence of the series T
is that for every previously chosen €>0, there exist an m
greater than n such that Is,^- Sm|<€for q = 0,1,2,3,
when S a A_ 4- A_ + A + *. + * A •
m 1 2 & 4 m
Similarly, we could also say that a necessary and sufficient
condition for the convergence of the series £ A is that for
mm n
every previously chosen € > 0, there exist an m such that
A necessary condition for convergence of a series £ A is
that lim An = 0«
9. Rome Simple Converfience Tests. The reader is
familiar with the fact that there exists no practicable
universal test for determining whether any given series is
convergent, but that there are a great number of such tests,
each applying to a limited class of series. We shall dis
cuss briefly those tests necessary for this work.
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We shall be concerned frequently with series of the
type known as alternating series• These series are of the
form
A - A «- A - A + + (-1)°"^ + ...
x & o *& n
or
- An
An alternating series is convergent if each term is numeri
cally less than the preceding term, and the limit of the
n»th term is zero. This series also has the special proper
ty that if it is usea to aefine a function, the amount of
error involved between the series ana the function, when we
use only a finite number of the terms of the series, is less
in numerical value than the succeeding term of the series.
The comparison tests and D'Alembert's Ratio Test rank
among the simpler ana more commonly used tests for conver
gence of positive term series. In using the comparison
tests, we merely compare the terms of a given series with
the terms of other series iaiown to be convergent or diver
gent. To use the comparison tests, it is necessary to have
some standard series whose character is Known for compari
son series. As comparison series, we often use
(a) The geometric series £ rn, which is convergent
for Jr| < 1 ana divergent for jrj % 1.
(b) The harmonic series I. — , which is divergent.
(c) The hyper-harmonic series ]T —p,
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which is convergent for p * 1 and divergent for
(d) The series , which is convergent
for p > 1 and divergent for p » 1.
When a given series is term by term less than or
equal to a proven convergent series, then the given series
is convergent. When a given series is term by term greater
than or equal to a proven divergent series, then the given
series is divergent.




exists and equals L, the series I ^ is convergent for L * 1
and is divergent for L>1. If L equals one, the test fails.
A series is said to be absolutely convergent if the
series of absolute values of its terms is convergent. Ab
solute convergence is sufficient, although not necessary,
for convergence of series containing both positive and
negative terms.
10. Series Of Variable Terms. Heretofore, we have
mentioned only series of constant terms. We wish now to
introduce series whose terms are continuous functions of
some variable, say x. These series will be of the form
~ ), or A1(x)+Aja(x)+Ag(x)+
10
When we say that this series converges for some
definite value of x, say x , we mean that when x Is sub-
ae
stituted for x In the series £ A (x), the series of con-
0, mi n
stant terms £ A (x ) Is convergent. We say, also, that the
n«i n o
series J_ A^(x) converges uniformly on the interval (a/b) If
for every previously chosen 6*0, there exists a constant
m such that
A 1(x)+Affl (x)+A g(x)+ ............ 4Am (x) <€
for q. = 1,2,3,4, ........ , for a§x4b, with m independent of
x on the Interval of convergence.
11. Power beries* A series of the form £ A xn or
inhere the A's are constants ana the x is a variable Is
called a power series * bxnce £ Ax11 reauces to A , a con-
stant, when x = 0, we see that every power series converges
for at least one point. On the other hana, some power
series do not converge for more than one point. In general,
power series converge for some values of the variable and
diverge for others* D'Alembert's Ratio Test Is commonly
used to find the Interval of convergence of a power series
up to, but not Including, trie end points of the interval.
The values of x at the end points must be substituted for x
in the series and the resulting series must be tested by
some other method oel'ore we can be sure of the complete
11
interval of convergence.
As an example, we snail test the series

















Hence, the series (1) converges for any value of x
numerically less than 1. To find whether the series (1)
converges or diverges for x = 1 and x = -1, we must test
this series by some other method after substituting each of
these values for x. Substituting 1, we get the series
n-1
1 2 + 3 4
(-11
n
By 9, this is a convergent alternating series. Substituting
-1, we get the series
-1" 2 3 4 n
This series, except for a difference in sign throughout, is
the same as the divergent harmonic series and is, therefore,
also divergent. We conclude that the series (1) is conver
gent when x lies in the interval -1 < x s !•
12. Double Series. A doubly Infinite rectangular








where the number U depends upon the number pair (m,n),
where m and n take on all positive integral values, and
where we have a means of determining U when ra and n are
mn
given is called an infinite double series. It is denoted
briefly by £ U .
m,q mn
Let us suppose that for a fixed m, say mo, the in
a finite sum, say
Suppose also that the infinite series
finite single series Z Um n m
Rn + L + R
\L T "2 T 3 T
has a finite sum, say R, Then R is said to be the sum by
rows of the double series £
Similarly, if for n = nQ, the infinite single series
U has a finite sum, say C- and if the infinite series
C, + O> + CL +
has a finite sum, say G, then C is jsaid to be the sum by
columns of £ U •
*vi mn
Let S denote the sum of all the terms found in the
urn.
rectangle formed by the cooimon part of the first m rows and
15
n columns.
If there exists a number 3 such that for every
previously chosen 6 > 0
8 - S \ <■ € , when m.n 2 N. a constant.
I mnl
then S is said to be the sum by rectangles or the sum of
the double series.
In general, operations with double series are similar
to operations with single series. One of the main differ
ences lies in the fact that double series may be summed by
rows, columns, or diagonals, and one such sum may not neces
sarily equal either of the other sums if the signs of the
terms are not the same throughout the entire double series.
However, if all of the terms of a double series are posi
tive or zero and if there is a finite sum by rows, then
there is a finite sum by columns and the two sums are equal*
Also, if the double series obtained by replacing each of its
terms oj the absolute value of that term has a finite sum
by rows, then the original double series has a finite sum
by rows, by columns, and by diagonals, and all of these sums
are equal. This latter case is fcnown as an absolutely con
vergent double series. Its properties are very similar to
the properties of a convergent double series with positive
terms.
As in the case of single series, comparison tests are
often used to test positive term double series for conver
gence. It has been proved in much the same way as the
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corresponding test for single series that if A = 0,
mn.
C r 0, and if A » C^ for every m and n, then if £ C
is convergent, £ A^ is also convergent.
4 power series in two variables, say T A ^yn, where
the indices m and n may take all integral values from 0 to
+oo, and where the coefficients A are any real numbers is
called a double power series.
13. Ten Theorems* The following theorems on proper
ties of power series are of prime importance in this work.
We shall present simple proofs of each theorem.
Theorem 1. A power series converges absolutely and uniform
ly on any closed sub-interval of its interval of
convergence.
Proof: (a) To show that if a power series converges for
x = x , it converges absolutely for any x = x when
1 d
Jx I < jx I and thus establish absolute convergences
Suppose the series
converges, and the series
has the same coefficients, but JxJ <■ |x_ I ,




because for any value of n there is a constant M such
that the above inequality holds.
15
Now
We form the series
A +IAx|+UxEU
I K> <& I
VI
Each term of this series is less than the correspond
ing term of the geometric series
which is convergent because
Hence, the series
1.
A +A x +A
o 1 2 2 2 n 2
converges aosoiutely.
(b) Suppose £ A x is convergent and has (~b,b) as
»o n
its interval of convergence. Let R (x) stand for the
i n I
remainder after n terms. Then R (b) -c £ when n is
greater than some m. This same m holds for every x
such that |x|* Jbj• Tnus, we have established uniform
convergence.
Theorem 2. A power series defines a continuous function
on any closed interval lying wxtnin its interval of
convergence.
Proofs (a) Let £ A x11 be a power series convergent for|xj<b«
2,
Let S (x) = A +Anx+A x +
n o x ti +V
16
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Let f (x) = lim 5 A x° where x is any point in the
interval ox convergence.
Let R (x) = f(x) - 8 (x) for any x in the interval
of convergence.
(b) Any value of x in the interval of convergence
determines another definite value which value is the
limit of the sum of the first n terms of the series*
(c) If f(x) is continuous, say at x , then for every
previously chosen € > Q, there must exist a § such
that lf(xo+h) - f(xo)j< £ when |h| < § .
To show that thi& is true, consider
f(xo) = Sn(xQ) +itn(x0), and
f(xo+h) = Sn(xo+h) + Knixo+h).
Since a power series converges uniformly on every
closed sub-interval of its interval of convergence,
it is possible to find an m to go with any £, say f. ,
such that < 3. whenever n > m which would hold
for every x on (xQ-S>, xQ+S) within the interval of
convergence. This fixes m for any particular €« Sup
pose h is so small that x +h lies veithin (xo-$, x f&)»
Then R_(x_) < % and R (x +h) < fe From our aefini-




Theorem 3» A power series may be integrated term by term
on any sub-interval of its interval of convergence,
co Co i
or if I A * converges to f (x), then J j A x dx con-
fco n L £iJ&n
verges to Jaf(x)dx, where (a,b) is a closed sub-in
terval of the interval of convergence such that
a $ x = b.
Proof; We may write the function defined by the power series.
as f(x) = Sn(x) + Rn(x) • By Theorem 2, we know that
f(x) is continuous and, therefore, that the integral
J f(x)dx exists* We know also that each term of a
power series is a continuous function and, taking a
finite number of these terms as Sv (x), we know that
the integral f S (x)dx exists and is finite. We con-
J* n
sider, then, the integral J^R^CxJdx. For any pre
viously chosen 6 > 0, there exists an m such that
Ir (x)J< € when n > m* This same m holds for any in-
I n I
terval (a,b) which is a sub-interval of the interval
of convergence. Consider | J* Rn(x)dx|<6 . If
R (xh< -r-=—. f (x)dx - S (x)dx < c because we
nT j> - & ' I J* ' J& n I
can make | J(lhRn(x)dx| <- £
Illustrations Suppose we have given that
2 (2)
and, that the integral





We may find the power series expansion of arc tan x
by integration as follows:
J»x f* a f* 4
o dx - Jax dx + |x
r, kn-l
3 5
The series (2) converges in the interval (-1,1) and
the series (3) converges in the same interval.
Theorem 4. A power series may be differentiated term by
term on any sub-interval of its interval of conver-
gence, or if £ A x converges to f (x), then
4- (T
dx »?o
) converges to ~ f (x) for any x on the
dx
interval of convergence.
Proof: If we differentiate the general power series
f(x) - Ao+A1x+AEx2+ +Anxn+ ••••
term by term, we will get some function, say g(x),
where
2 +nA x11"1^ .... (5)g(x) = A +EA x+3A x f .......
1 E o n
We want to show that g(x) = f»(x) and that g(x)
converges in the same interval as f(x). Using
















= lim -iUT& .Jx|
The limit approached is the same in both cases. Thus,
if this limit exists and equals L, the interval of
convergence of each series is
-1 ^ Lx < 1
or i <. x < a
L L
1 .
However, since this proof fails when L does not exist,
we must use another proof which covers all cases.
Let us suppose that x lies within the interval of con
vergence (-b,b) and that X is a quantity such that
x < X-« b. Since we are dealing with absolute conver
gence, we may, for convenience, take x, X, and the
coefficients of (4) as .positive. Using the general
term of (5), we may write
t A / ji-1 n
VWflO
But i§ = r, a number less than one. For this proof,
we must evaluate the inaeterjoainate form lim nr
for r < 1. We shall use L»Hospital»s Rule for this
evaluation, and suggest as a reference /5; 15/.
n-1
lim. nr = lim n - lim
-r 'log r
s 0
when r * 1.
Therefore, we can take n so large that
n
and, from (6),
But, the series whose general term is AX converges
because X is in the interval of convergence of (4).
Therefore, the series (5) which is term by term less
than (4) converges absolutely.
As a second case, suppose x is taken outside the in
terval of convergence and X is a value less than x.
Then, (6) shows that eventually
nA x"~x > A_X
n n
n
and since the series with terms A X diverges, so
will the series (5),
Thus, we have proved that the series (5) converges in
the interval (-b,b). By Theorem 3, this series may
then be integrated term by term ana the integral is
exactly (4) plus a constant of integration* We con
clude that (5) is the derivative of (4).
Theorem 5. A function may be expanded into a power series
of a variable, say x, in one and only one way«
21
Proof: Suppose we have given a function





From this, we see that
Ao s f (0)
Ap = 1 f"(0)
2 2/
a. : i f
11 nj
But, this is exactly Maclaurin»s Series (to be dis
cussed later)• Since this determination of the
coefficients is independent of the manner in which
the original series was obtained, we have proved the
theorem.
Theorem 6, Taylor»s Series. If f(x) together with its
first (n-1) derivatives are continuous in the inter
val a .# x s b, then





is known as Taylor's Series with a remainder where R
represents the remainder after n terms.
Proof: Let
f(b) = f (a) + (b-a)f»(a) +• (b--a)\"(a) +
2/
C (a) + R (8)
n!
where f(x) possesses the derivatives which occur in
(8) and (8) defines R. To determine R as far as
possible, we define P as follows:
We use now an auxiliary function which we form from
(8) by changing a to x in ail terms except P.
F(x) = f(b) - f (x) - (b-x)f»(x) -
- (b-x)n+1 P (9)
"5T ' ' (mi)!
Wow, F(b) equals zero a& we can see by substituting b
for x throughout (9). Also, F(a) equals zero as we
can see by substituting a for x throughout (9) and
transposing the terms on the right in equation (8).
F(x) is continuous on a r x ~ b, and lias a derivative
on a i x - b. Therefore, ( by RolleTs Theorem which
states that if F(a) = F(b) =0, then there is some
value 1 between a and b for which F»($) = 0, provided
F(x) is continuous and has a derivative for all values
of x between a and b ) F»(f) =0 for a « f * b.
2'6
Differentiating (9) with respect to x, we get




x) f (b-x)f"1fp(x) + (b-xXnPa
(n-ljl n/ (10)
Now, all terms on the right hand side of (10) add out
except
n!
Hence, substituting f for x






From this, we see that
R =
Xn+1)/ .
This quantity, R, will measure the amount of error
made in taking the right hand siae of (8) as the
value of f(b)«, However, this can not be exactly de
termined because we can not determine the exact value
of f • le can only determine some numerical quantity
which R can not exceed in absolute value*
It follows now that if f(x) possesses all its deriva
tives and they are continuous, the formula due to
Taylor nay be expanded indefinitely* If |fi| ap
proaches zero as a limit, (7) becomes a convergent
84
Infinite power series represerxting f(x).
Theorem 7. laclaurin's Series. The series
2!
f (x) = f (0)
n!
(11)
where 0 < E" < x, is known as Maclaurin's Series
although it is actually a special case of Taylor's
Series when a = 0» This expansion is commonly used
for functions defined in an interval which includes
the origin, (11) may also be written as an infinite
convergent series as follows:
f(x) = f(0) + xf«(0) + xfef««(O) * ...+ xVHo) + ...
H! n! (12)
Illustrations* As specific examples of the use of Mac
laurin's Series, we shall derive power series expan
sions of sin x and cos x, two functions known to be
defined for all x.
(a) Let S(x) = sin x.
Then 6(0) =0, and
S'(x) = cos x S«(0) = 1
Sti(x) = - sin x S"(0) = 0
Siit(x) = - cos x S«"(0) = - 1




evaluated at x = 0.
2b
Making the proper substitutions in
(b) Let G(x) = cos x
Then C(0) = 1, and
C«(x) - - sin x
C»«(x) =-cosx
C«"(x) = sin x
cos x
C»(0) = 0
C"(0) = - 1
C»»«(0) = 0
Cn(0) r £_ cos x
n
cbt
evaluated at x = 0#
J^gain, making the proper substitutions in (12),
Theorem 8. If E K^1 converges to a given sum A.when x =
and [Bx11 converges to a given sum B when x = x^,
then f (A ±3 )xn converges to A*B when x = x. •
Proof: Let s =■ sum of the first n+1 terms of
Let t = sum of the first ntl terms of £ B x11*
n »»••• n
Let
Sp , A +A_xtArx > .- tA
XI Q A. ei n
Then
x±B x2± ... ±B/.
p s s * t .
n n n








Since s arid t approach limits, p approaches a
limit which is the sum or difference of the limits of
s and t .
n n „
In a similar manner, we could prove that if £ A xn
& n "" n
converges to a sum A for x = x and J_ B yn converges
to a sum B for y = y , then these two series may also
be added or subtracted term by term and the resulting







Theorem 9« If F A x11 converges to a given sum A when x = x
*i=o n
and T B x11 converges to a sum B when x =■ x., then
m-.o n J.
f(AB )xn converges to AB when x = x_.
^i v n n' 1
Proof: Let
AoB0+(AoB1+A1B0)
be a power series which converges for x = x .
Let
A -MLx+A^x2* +A/+ ......... (16)
be a power series which converges for x = x to a sum A.
Let
B *B x+B x8* +B xn+ (17)
o 1 £ n
be a power series which converges for x = x to a sum B.
We wish to show that the limit approached by (15) is
the same as the product, AB, of the limits approached
by (16) and (17).
Let p be the sum of the first 2n-l terms of (15).
Let s be the sum of the first n-1 terms of (16).
n
Let t be the sum of the first n-1 terms of (17).
n
Now, all partial products formed by multiplying s by
t are found, in p , but p also contains partial
products not formed in this manner. Yi'e arrange these







Let the sum of all the terms in (18) be represented
by D. Then,
p - s t f D.
*n n n
By Theorem 1, the absolute value of s is less than
some finite quantity, say A, ana the absolute value
of t is less than some finite quantity, say B. The
n
parentheses of (18) are of two types. The first type
is of the form
<2o>
This is less than the remainder of (17) after n+1
terms have been taken in t , Therefore, by the prop
erty of absolute convergence, the sum (20) can be
made less than any previously chosen 6 , say --^g •
The second type of parenthesis in (18) is of the form
(B +B-iX+BgX^+ .« "^n-k*11 ' ^1^
which is less in absolute value than t , and, there-
n







for n sufficiently large. We reason from this that
it is possible to fina an n such that JdJ <■ £ . There
fore, froni (19), lira pn = lim Untn).
In the same way, we can prove that
lim p = lim (s t ),
n+1 n n
and so on. This, then, proves the theorem.
In a similar manner, v»e could also prove that if
Tax11 converges to a sum A Tor x - x and T B y11
*r» n 1 »•• n
converges to a given sum B for j ^ y , then the
series
converges to AB for x = x^ y = y .
oo
Theorem 10. Let P - I Anx , AQ ^ 0, be absolutely con
vergent in the interval (~r,r), and let
Q = A.x+Aox2+ +A xn+
be numerically less than IA I in the interval (-s,s),
s < r. Then | =£ C x11, a ^o?tfer series which con-
verges in (-s,s). Hence, the series resulting from
division of R = T B xn by P, where R is also absolute-
ifei n
ly convergent in (-r,r), converges in the interval
Lemma 1, If the terms of a double power series T A
m,h mn
do not exceed a positive constant in absolute value
when x = x , y s y_, then the series converges abso






for all values of m and n# This means that the ab
solute value of the general term of the double series




M 2- y The latter series con-
, j yj < 17OI and its sum is
M
from summing the series by columns ana adding the
sums thus obtained.
Now, let v and w be two positive numbers for which
the double series £ l&mrFW11 converges, and form a
rectangle R from the four lines x = v, x « -v, y = w,
y = -w. For every point inside R and on its boundary
no term of the aouble series
corresponding term of the series ][
lute value. We say, then, that the double
series converges absolutely in R,
Lemma 2. If y = Z Bnx converges in (-s,s) and z = £
converges in (-r,r), then y - ]£ Bnxn may be substitut
ed in z and z may oe representea as a power series in
Ax y exceeds the
v w in abso-
x if IbJ < r andjxl < (r - ) Bol )w ,
' ' ' ' M + r ~JBo|
31
where w < s, IbJw11 = M, a constant.
Let z = 2. KJ ^e a r@al power series which converges
in (-r,r) and let y » ][ ^n* toe a real power series
Mid
which converges in (-s,s). !e wish to express z as a
2
power series in x. By Theorem 9, we nay obtain y ,
as power series in x:
2BoBix
which converge aosolutely in (-8,3). Substituting
these values of y, ya, y3,
in z - i_ Anyn, we get a series of the form
V
B2)x^+ (a)
as a double series. If we sum this series by
rows, we get a series whose sum is z because each row
is a term of z. We could also sum this series by
columns getting a series in ascending powers of x.
These two sums will be equal if the double series is
absolutely convergent.
Now, let JaJ s Gn, Bn 3 Hn, |x| = u, and the
series of absolute values of the terms of the double
series (a) will be less than or equal to the positive
double series
p P P (b)
H +2G H H u+G (H +2H H )u 4+G
2 o a o 1 2 1 o 8
Summing this series hy rows, we get
t Gn(Ho + £ H/)"
/):o II O mil IU
which converges when
H 4 J H uffl i r,
o mti m
If w is any positive number < s, the series Z. ^r^
is convergent, and, therefore, any term Hmwm is less
than some finite constant, say M. Wow,
which tells us that the aouble series (b) converges
if
Ho + Mu_ < r.
w-u
Therefore, if
H < r, and u < (r-Ho)w ,
M+r-Ho
the double series (b) will converge, and the double
series (a) will converge absolutely.
35
Proof (Of Theorem 10)s
Ao 1*_£ Aj1 Ao
Ao \
Now, by applying Lemma E, we know that p- converges
in (-s,s), and, by applying Theorem 9, we know that
£ eonverges in (-s,s).
Although this theorem is very helpful in finding the
interval of convergence of a quotient series, it is
often much easier to use direct long division to find
the quotient series itself when the divisor and
dividend satisfy the hypotheses of Theorem 10.
CHAPTER IIL.
DEVELOPMENT OF PROPERTIES OF TRIGONOMETRIC FUNCTIONS-
1, Power 8eries Definitions. We now define sin x






We shall show that we are justified in this because
the series (23) and (24) are convergent series and their
sums represent continuous functions. We choose to call
these functions sin x and cos x, respectively.
Using D»Alembert»s Ratio Test, we check to find the









s lim - a 0-
Hence, by Theorem 1, both series converge absolutely
and uniformly for all x, or for -R s x s R, where R is any
positive constant. By Theorem 2, (23) and (24) define
34
35
continuous functions of x for all x.
Since the following operations are permissible by
Theorem 10, we make the following definitions:
tan x - sin x (25)
cos x
sec x - 1 (26)
cos x
Using the first four terms of (23) and (24)




tan x - x + x2 f 2x£ + l?x7 -I- (27)
3 15 515
Similarly
sec x = 1
_! _:
81 4| 6!
- 1 + _£ f j>5_ + 61x6 -I- (28)
2 24 720
Thus, series (£7) and (28) represent, respectively,
our power series definitions of tan x and sec x«
By Theorem 10, we can find an interval in which the
series (27) and (28) are valid. To do this, we let
sin x = R and cos x = P. R and P are valid for all x, or
for any interval -r ~ x = r, where r is any positive
36
constant. We shall prove in Section 6, this chapter, that
cos x lies between 0 and +■ 1 for values of x such that
- IT ^ x c jr. Now, since cos x * P = A + Q and A = 1,
2 2 o o
I o I < 1 in the interval - if ^ x < tt.
I ' 2 2
Hence, the series 1 is valid in the interval
P
- tr < x < £> and both series (£7) and (28) are valid in the
2 2
same interval.
We shall prove also in Section 6, this chapter, that
sin x and cos x lie between £ 1 for all finite values of x,
and that cos x vanishes at all points x s ktr, k = ±1,£&,,.,
2
We reason from this that tan x and sec x are convergent for
all x different from x = ~k£.9 where k is any constant.
2-
2. Differentiation, CIf_mne_,And Cosine. To find the
derivative of sin x, we differentiate (23) term by terms
d sinx=l-x£txi-x£+.... t (
dx 2! 4! 6)
Similarly, we get the derivative of (24):
d cos x - -x + xf x£ + * (Tl)x
dx S! 5! CSn-1)!
- X? + x£
3! 5!
We conclude that




d cos x - - gin
dx
3. Some Functions Of (x4y) And (x~y). Since (23)
and (24) converge absolutely for all x or for all y if y
is substituted for x throughout, the following operations-
are permissible.




Similarly, cos x imltiplied by sin y gives
frt*) (so)
Adding (29) and (30), we get
38
which equals
(x+y) - l(x+y)3 + l(x+y)5 -
3! 5!
= sin (x+y).
We conclude from this that for any finite x and y
sin x cos y + cos x sin y = sin (x+y). (31)
Subtracting (SO) from (29), we get
= (x-y) - l(x-y)3 + l(x-y)5 -
3/ 5!
= sin (x-y).
We conclude that for any finite x and y
sin x cos y - cos x sin y *• sin (x-y).
The product of cos x multiplied by cos y is
(2! 2!/ \4l 212! 4!/ ^6! 4J2! 2! 4! 6.'/
The product of sin x multiplied by sin y is
Adding (S3) and (34), we get
ffj y \-
£ 2\) \<L\ 3! 212/ 3J 4!/
1 - l(x-y)2 + l(x-y)4 -
21 4!
cos (x-y).
Subtracting (i>4) from (53), we get cos (x+y)
39
Hence, for any finite x and y,
cos x cos y + sin x sin y * cos (x-y) (35)
cos x cos y - sin x sin y « cos (x+y) (36)
By definition
tan x * sin x .
COS X
Hence,
tan (x4y) s sin (x4y) - sin x cos y 4 cos x sin y
cos (x+y) cos x cos y - sin x sin y
sin x cos y . cos x sin y
=. cos x cos y cos x cos y
1 _ sin x sin y
cos x cos y
s tan x 4 tan y , (37)
1 - tan x tan y
and
tan (x-y) =. sin (x-y) - sin x cos y - cos x sin y
cos (x-y) cos x cos y + sin x sin y
- tan x - tan y (38)
1 -f tan x tan y
4. Some Functions Qf 2x. Using (31) and substi
tuting x for y, we get
sin (xfx) = sin x cos x + sin x cos x
or
sin 2x = 2 sin x cos x. (39)
Using (36) ana substituting x for y, we get
cos (x+x) = cos x cos x - sin x sin x
or
£ 2
cos 2x = cos x - sin x. (40)
40
Using (37) and substituting x for y, we get
tan (x+x) = tan x +• tan x
1 - tan x tan x
or
tan 2x - 2 tan x . (41)
2
1 - tan x
5. Some Basic Relations. Multiplying now sin x by
sin x, we get
"fr+fr it a si" w w V
W 120 5040




Hence, for any x,
cos2x + sin2x = 1
2
Dividing both sides of equation (42) by cos x, we get
1 f slj£x-. .!_._
cos x cos x
or
p 2
1 f tan x = sec x (43)
6. The Graph Of Bin xf Cos x. We know already that
sin x and cos x are continuous functions of x«, (42) shows
that sin x and cos x are limited ana lie between -1 and 4-1
41
because the left side of (4&) is a sum of two positive
numbers and neither can be greater than tne right side.
Let us now begin the graphing of sin x, cos x with a study
of the positive values of x from zero to infinity.
For x « Q, sin x = 0. We see by this that the graph
of the function sin x goes through the origin. To find the
direction, we get the derivative of sin x and evaluate it
at x * 0.
d_ sin x * cos x = 1, for x = 0,
dx
Therefore, the slope of the tangent to sin x at x = 0 is 1.
This tells us that sin x cuts the x axis at the origin
under an angle of 45 degrees*
Similarly, for x = Q, cos x » 1, and we see that the
graph of the function cos x cuts the y axis at +1. The de
rivative of cos x = - sin x« Evaluating - sin x at x = 0,
we see that the slope of the tangent to cos x at x = 0 is
zero and, therefore, that the direction of cos x is parallel
to the x axis at that point.
Because of the absolute convergence of sin x and cos x
for all values of x, we may group the terms in any manner
whatsoever without changing tneir sum. Hence, we may write
sin x =
2-sy 5f\ 6-7/
without changing our definition of sin x, This tells us
that sin x is greater than zero for 0 < x < \|5 because each
42
2
parenthesis of (44) is positive for 0 < x < 6.
We may also write
cos x* 1 - £ + j£ fL-Tid. ) + a£ 1t5L_ W ...... (45)
2! 4«v *-*) 8!\ 9-ioy
without changing our definition of cos x. This tells us
that cos x is greater than 0 for 0 = x c (2 because each
parenthesis of (45) is greater than zero and l-jgr is great-
er than zero. Cos x may also be xwitten
cos x=l-x_4-x- x (l-x ) - x_(l-x_
21 IT 6T\ 7- 8/ loTV 11
vd.thout changing our definition of this function. This
tells us that cos x is less than zero for x - 2 because the
first three terms of (46) equal minus one third, and each
additional term is negative in value when x = 2*
Since the derivative of cos x is - sin x and sin x
is greater than zero for 0 < x < ^6, cos x is a decreasing
function for values of x from 0 to ^ * 2,449. Since cos x
is continuous and greater than aero for x - >l2, but less
than zero for x - 2, cos x must vanish once and only once
in the interval J&.~ x %, 2. We denote this uniquely deter
mined root of cos x by v, and have as a first approximation
4~2 * v •* 2,-
From the fact that
2 2
sin x + cos x - 1
we see that sin v - 1 because cos x vanishes for x = v. It
remains to aetermine whether sin v equals -1 or +1, but
43
since we found that sin x is greater than zero for x in the
interval 0 <■ x < (6, it is obvious that sin v - +1.
We kno?/ now that sin x increases constantly from 0 to
1 while cos x decreases constantly from 1 to 0 in the inter
val from 0 to v. We shall call this interval I • But, what
of the interval from v to 2v? Using the addition formilas
for cos (x+y) and sin (x+y) which have already been develop
ed, we substitute v for y and get
sin (v+x) = sin v cos x + cos v sin x =■ cos x (47)
cos (v+x) = cos v cos x - sin v sin x = - sin x (48)
Since we know how sin x and cos x behave in L "= (0,v),
(47) and (48) tell us ho?/ they behave in L = (v,2v). lie
see no?/ that sin x behaves in I as cos x behaves in I , or
that sin x decreases constantly from 1 to 0 in I . We see
also that cos x behaves negatively in I as sin x behaves in
I , or that cos x decreases constantly from 0 to -1 in I .
Now that we know ho?/ sin x and cos x behave in InIo,
or in the interval from zero to 2v, let us use the aadition
formulas again to see how they will behave in the interval
from 2v to 4v which we shall call 1 I , where I represents
o 4 2
2v to 3v and I represents 3v to 4v.
sin (2v+x) = sin 2v cos x + cos Ev sin x (49)
cos (2v+x) = cos 2v cos x - sin 2v sin x (50)
We have just found that
cos 2v - -1
sin 2v = 0
44
Therefore,
sin (2v+x) - - sin x
cos (2v+x) - - cos x.
We conclude that sin x behaves negatively in I I as it
does in I It , or that sin x decreases constantly from 0 to
-1 in I and increases constantly from -1 to 0 in I • Simi-
3 4
larly, we conclude that cos x increases constantly from -1
to 0 in I and continues its constant increase in I from
5. 4
0 to +1.
We shall check now the behavior of sin x and cos x in
the interval 4v to 8v by the same method as before,
sin (4v4x) * sin 4v cos x + cos 4v sin x (51)
cos (4v4x) - cos 4v cos x - sin 4v sin x. (52)
But, sin 4v « 0 and cos 4v = 1. Hence, (51) and (52) become
sin (4v+x) ■= sin x
cos (4v+x) =5 cos x«
Thus, we have found through power series alone that
sin x and cos x are periodic functions of period 4v for
positive values of x.
Let us check now the behavior of sin x and cos x for
negative values of x. For this purpose, we return to our
definitions of these functions. Vve substitute -x for x in
each definition and check the resulting power series.
, v S 5
sin(-x) = - x + i- - £_ •+ ••
3! 5T
() = 1 |* t^ -£ -I
45
This tells us that
sin(-x) s - sin x
cos(-x) «• cos x.
We have now a full understanding of the behavior of
sin x and cos x for values of x greater than zero, less
than zero, and equal to zero. With this knowledge, we
could very easily graph sin x and cos x in terms of inter
vals of v length where \f% < v < 2. However, if our graph
is to be accurate, we mast calculate v much more closely
than this.
To calculate v, we begin with the kno¥/ledge that
tan x = sin x ,
COS X
and that if
tan x as y
then
arc tan y as x,
where we are considering the arc tangent and tangent as
inverse functions. We know also by the aaaition formulas
that
sin (v+x) s cos x (52)
and
cos (v-l-x) ss - sin x. (54)
Suppose now that x s <=x« Then, by (55) we get
2
sin v-v - cos -v.
I 8
46
But, sin/v-v\ = sin v, and eosA-vW cos vs Hence,













sxn v - cos
2
tan v - 1*
2 ~
arc tan 1 ~
, Theorem 5, we
+ x5 - +
5









.+ (-l)n~1 +.... (56
This equation is valid because the series on the
right is a convergent series. It is convergent because it
is an alternating series each of whose terms is numerically
less than the preceding term, ana the limit of the n'th
term as n approaches infinity is zero.
Now, since the left members of equations (55) and (56)
are the same, we may say that the right members equal each
other, and write
v = l-l+l-l+ + I=i)fl_ +...... (57)
S 3 5 7 an-1
We may compute v by the use of (57), but due to the
extremely slow convergence of the series on the right it
would take quite a few terms to come close to an accurate
approximation of v. To find a more rapid means of
47
approximating v, we begin by letting a = arc tan 1, where
arc tan 1 s 1 - l.^_ + 1.1_ ...... (58)
5 5 3 5* 5 5s
This series converges very rapidly, and the error,









tan 4a = 2 tan 2a - 1^0.
1 -tan12a 119
B = 4a - v (53)
2
By (58)
tan B « tan 4a - 1 » 1
1 + tan 4a 239
since
tan v = 1.
2
Also,
arc tan 1 » B a _1_ - 1. 1 4 1. 1 ......... (60)
239 259 3 239* 5 239^
The error, E , found in stopping the series on the
right of equation (60) at the n'th term is
* gn^l'gSST**17"
Now, by (5S)





v = £(4a - B)
Substituting our values of a and B,
[4/1 - 1.1 + 1.1 .\
(I 3? 5F /
/_i_ - 1. 1. t 4
\259 6 23JF
(61)
The error found by stopping the series (61) at the
n»th term is
E s E < -1, /_! f ±\.
&n—jl i o fcOt? y
In fact, we find by using only one term of the series
that the approximate value of v is
v = 1.67
and that the error here is less than
2/4 + 1 "\.
If we used more terms, we would find the actual value
of v to be
v - if, where tT = 5.1416,
We may now collect our knowledge ana dravk? the graph















In this work, we have summarized briefly some phases
of the study of sequences and series, and have developed
some properties of the trigonometric functions from the
power series definitions of said functions.
Those properties developed were:
1. Sin x and cos x are continuous functions of x for all x,
2. &_ sin x = cos x,
3. d_ cos x - - sin x,
dx
4. sin (x+y) = sin x cos y -v cos x sin y,
5. sin (x-y) = sin x cos y - cos x sin y,
6. cos (x-j-y) = cos x cos y - sin x sin y,
7. cos (x-y) = cos x cos y f sin x sin y,
8. tan (x+y) = tan x 4- tan y .
1 - tan x tan y
9. tan (x-y) - tan x - tan y .
1 +- tan x tan y
10. cos2x + sin2x = 1,
P 2
11. 1 +• tan x =■ sec x,
IE. cos x and sin x lie between -1 and +1,
13. cos x and sin x are periodic functions of period 2,<»
4.9
BIBLIOGRAPHY
1. Ferrar, W. L., ft Text-Book Of Convergence. London:
Oxford University Press, 1938.
2. Pierpont, James, The Theory Of Functions Of Real
Variables. Volume II. New York:
Ginn And Company, 1912.
£# Small Lloyd L., ^laments Of The Theory Of Infinite
Processes. First Edition. Hew York:
McGraw - Hill Book Company, Inc., 1923.
4. Smith, David E., History Of Mathematics. Volume II.
Topical Survey. New York: Ginn And
Company, 1925.
5. Woods, Frederick S., Advanced Calculus. New Edition.
New York: Ginn And Company, 1934.
50
