This paper considers the generic problem of detecting in the presence of additive noise, which one from a set of known signals has been received. In place of the classical matched ÿlter (MF) receiver we propose a modiÿed receiver. When the transmitted signals are linearly independent this receiver is referred to as an orthogonal matched ÿlter (OMF) receiver, and when the transmitted signals are linearly dependent it is referred to as a projected orthogonal matched ÿlter (POMF) receiver. Two equivalent representations of the receiver are developed with di erent implications in terms of implementation. In the ÿrst, the demodulator consists of a MF demodulator followed by an optimal whitening transformation on a space formed by the transmitted signals, that optimally decorrelates the MF outputs prior to detection. In the second, the demodulator consists of a bank of correlators with correlating signals that are projections of a set of orthogonal signals, and are closest in a least-squares sense to the transmitted signals. We provide simulation results that suggest that in certain cases the OMF and POMF receivers can signiÿcantly increase the probability of correct detection over the MF receiver in non-Gaussian noise with only a minor impact on performance in Gaussian noise. ?
Introduction
A generic problem which has been studied extensively is that of detecting which one of a set of known This research was supported in part through collaborative participation in the Advanced Sensors Consortium sponsored by the US Army Research Laboratory under Cooperative Agreement DAAL01-96-2-0001.using a bank of ÿlters with impulse responses matched to the transmitted set.
If the noise is not Gaussian, then the MF receiver does not necessarily maximize the probability of correct detection. However, it is still used as the receiver of choice in many applications since the optimal detector for non-Gaussian noise is typically nonlinear (see, e.g., [23] and references therein), and depends on the noise distribution which may not be known. One justiÿcation often given for its use is that if a signal is corrupted by Gaussian or non-Gaussian additive white noise, then the ÿlter matched to that signal maximizes the output signal-to-noise ratio (SNR) from all linear ÿlters [26] .
In this paper we propose a modiÿcation of the MF receiver which again consists of a bank of correlators followed by the same detector used in the MF receiver. This receiver depends only on the transmitted signals, so that it does not require knowledge of the noise distribution or the channel SNR. The simulations presented in Section 7 strongly suggest that when the additive noise is non-Gaussian this modiÿed receiver can signiÿcantly increase the probability of correct detection over the MF receiver, particularly when the probability of correct detection with the MF is marginal. When the additive noise is Gaussian, the reduction in performance over the MF receiver is minor. Applications of these ideas to a communication problem have also been explored [8, 14] .
Two equivalent representations of the modiÿed demodulator are developed in the paper. In the ÿrst, developed in Sections 3 and 4, the demodulator consists of a MF demodulator followed by an optimal whitening transformation on a space formed by the transmitted signals [15] . This whitening transformation is designed to optimally decorrelate the outputs of the MF prior to detection. In the second, developed in Section 5, the demodulator consists of a bank of correlators with correlating signals that are projections of a set of orthogonal signals, and are closest in a least-squares sense to the transmitted signals. These two representations are mathematically equivalent but may have di erent implications in terms of implementation.
The development of the modiÿed receiver considers separately the case in which the transmitted signals are linearly independent and the case in which they are linearly dependent. The receiver for the ÿrst case is referred to as an orthogonal matched ÿlter (OMF) receiver and the receiver for the second case as a projected orthogonal matched ÿlter (POMF) receiver. This choice of terminology is based on the interpretation of the receivers in terms of orthogonal signals, developed in Section 5.
In Section 6 we show that if the transmitted signals have a strong symmetry property called geometric uniformity [6, 9, 17] , then the OMF and POMF demodulators maximize the total output SNR subject to the constraint that the outputs of the demodulator are uncorrelated on the appropriate space. This provides some additional justiÿcation for this class of receivers.
Before proceeding to the detailed development, in Section 2 we ÿrst provide an overview of the notation, problem and main results.
Problem formulation and main results
We denote vectors in R m (m arbitrary) by boldface lowercase letters, and matrices in R m×m by boldface uppercase letters. General linear transformations are denoted by uppercase letters. P U denotes the orthogonal projection operator onto the subspace U, and I m denotes the m × m identity matrix. The adjoint and the Moore-Penrose pseudo-inverse of a transformation are denoted by (·) * and (·) † respectively, and ( · ) denotes an optimal signal or transformation. The unique symmetric square root of a matrix is denoted by (·) −1=2 . The variance of a random variable a is denoted by var(a), and the cross-covariance of a and b is denoted by cov(a; b). A prime attached to a random variable or vector denotes the variable or vector with the mean subtracted, e.g., a = a − E(a). The set transformation X : R m → H corresponding to a set of signals {x k (t) ∈ H; 1 6 k 6 m} is deÿned as
for any vector z ∈ R m , where z k denotes the kth element of z. The adjoint transformation X * : H → R m is deÿned by X z; y(t) = z; X * y(t) for any z ∈ R m ; y(t) ∈ H, which implies that if a = X * y(t)
where a k is the kth element of a.
Problem formulation
Suppose that one of m signals {s k (t); 1 6 k 6 m} is received over an additive noise channel with equal probability, where the signals lie in a real Hilbert space H with inner product x(t); y(t) = ∞ t=−∞ x(t)y(t) dt, and span a subspace U ⊆ H. We assume that the signals are normalized 3 so that
The received signal r(t) is also assumed to be in H, and is modelled as r(t)=s k (t)+n(t) for one value k, where n(t) is a stationary white noise process with zero mean and spectral density 2 , and with otherwise unknown distribution.
The receiver we design consists of the correlation demodulator depicted in Fig. 1 , that cross-correlates the received signal r(t) with each of the m signals {q k (t) ∈ U; 1 6 k 6 m} so that a k = q k (t); r(t) , where the signals {q k (t)} are to be determined. The declared detected signal is s i (t) where i = arg max a k . (We can equivalently obtain a k by ÿltering r(t) using a ÿlter with impulse response given by q k (−t), and sampling the output at t = 0.) The essential di erence between the OMF and POMF receivers proposed in this paper and the MF receiver lies in the choice of the signals q k (t).
If we choose the signals q k (t) = s k (t) in Fig. 1 , then the resulting demodulator is equivalent to the MF demodulator [26] . If the noise is not Gaussian, then the MF receiver does not necessarily minimize the probability of a detection error. However, it is still used as the receiver of choice in many applications since the optimal receiver for non-Gaussian noise is typically nonlinear, and requires knowledge of the noise distribution.
In this paper we propose a class of correlation receivers that, like the MF receiver, depend only on the transmitted signals, and that can lead to improved performance over the MF for some classes of non-Gaussian noise, with essentially negligible loss of performance for Gaussian noise. We develop two mathematically equivalent forms of these receivers with di erent implications in terms of implementation. Speciÿcally, since the signals s k (t) span U it is straightforward to show that a correlation demodulator as depicted in Fig. 1 with signals q k (t) ∈ U is equivalent to a MF demodulator followed by a linear transformation T on the MF outputs, as depicted in Fig. 2 , where the transformation T is constructed from the signals s k (t) and the correlating signals q k (t) of Fig. 1 . The representation of Fig. 2 is of interest, since in many practical receivers the MF demodulator serves as a front-end whose objective is to obtain a vector representation of the received signal. Thus, in many applications we do not have control over the correlating signals of the correlation demodulator, but rather we are given the MF outputs. We may then choose to process these outputs prior to detection. If we restrict our attention to linear processing, then the overall demodulator may be expressed as a linear transformation T of the MF outputs, which results in a demodulator of the form depicted in Fig. 2 . We ÿrst consider this representation of the correlation demodulator.
For a correlation demodulator in the form of Fig. 2 , we would like to choose the transformation T so that when the noise is non-Gaussian the resulting detector leads to improved performance over MF detection. In the remainder of this section and in Sections 3 and 4 we focus on methods for choosing the transformation T in Fig. 2 . In Sections 5 and 6 we address the design problem associated with the correlation demodulator of Fig. 1, i .e., we consider methods for choosing the signals q k (t).
In the system of Fig. 2 , if the signals s k (t) are not orthonormal, then the outputsã k of the MF demodulator are correlated:
Intuitively it seems plausible that eliminating this common (linear) information may potentially improve the performance of the detector. Therefore, in our modiÿ-cation of the MF demodulator, we propose decorrelating the outputs prior to detection. The simulations in Section 7 show that when the noise is non-Gaussian this approach can in fact lead to improved performance over conventional MF detection. Data whitening arises in a variety of signal processing and communication contexts in which it may be useful to decorrelate a data sequence either prior to subsequent processing, or to control the spectral shape after processing. Examples in which data whitening has been used to advantage include enhancing direction of arrival algorithms by pre-whitening [18, 25] . Rather than choosing the whitening transformation arbitrarily, below we suggest choosing an optimal whitening transformation that whitens the MF output and at the same time minimizes the distortion to the unwhitened vector.
When the signals s k (t) are linearly independent, we may decorrelate the outputs of the MF demodulator by choosing T in Fig. 2 to be a whitening transformation T = W. Speciÿcally, letã denote the vector output of the MF demodulator, with componentsã k . We propose whitening 4ã using a whitening transformation T = W to obtain the random vector b = Wã, where the covariance matrix of b is given by C b = 2 I m . The detection is then based on the components b k of b, so that the declared detected signal is s i (t) if i = arg max b k . Since the detector bases its decision on b, we choose a whitening transformation W that minimizes the total MSE given by
whereã k and b k are the kth components ofã =ã − E(ã) and b = b − E(b), respectively. That is, from all possible whitening transformations we seek the one that results in a white vector b that is as close as possible in a MSE sense to the outputã of the MF demodulator. We refer to the demodulator of Fig. 2 with T = W chosen as the minimum MSE (MMSE) whitening transformation as the orthogonal matched ÿlter (OMF) demodulator. This choice of terminology will become clear in Section 5, where we show that this demodulator is equivalent to a correlation demodulator matched to a set of orthogonal signals.
If the signals s k (t) are linearly dependent, then the outputsã k of the MF demodulator are (deterministically) linearly dependent. In this case, the vector outputã of the MF demodulator lies in a subspace V of R m . Since the elements ofã are linearly dependent, the elements of b = Wã are also linearly dependent and therefore cannot be statistically uncorrelated, so that in this case we cannot whitenã in the conventional sense. Instead, we propose whiteningã on the subspace V in which it lies, which is referred to as subspace whitening [15] . The resulting demodulator has the form depicted in Fig. 2 , where T = W s is a subspace whitening transformation. As in the linearly independent case, we use a subspace whitening transformation W s such that (4) is minimized.
We refer to the demodulator of Fig. 2 be obtained by maximizing the sum of the inner products R k = q k (t); s k (t) , subject to the constraint that the outputs of the demodulator are uncorrelated on V (Sections 5.1 and 5.2).
3. In Section 6 we show that when the transmitted signals have a symmetry property that is common to most signal sets used in digital communication [17] , the OMF and POMF demodulators maximize the total output SNR subject to the decorrelation constraint.
The orthogonal matched ÿlter demodulator
To specify the OMF demodulator for the case in which the signals {s k (t); 1 6 k 6 m} are linearly independent, we need to specify the MMSE whitening transformation T = W of Fig. 2 . The solution to the general MMSE whitening problem has been obtained in [13, 15] , and is incorporated in the following theorem:
Theorem 1 (MMSE whitening transformation [13, 15] ). Let z ∈ R m be a zero-mean random vector with positive-deÿnite covariance matrix C z with eigendecomposition C z = UDU * , where U is a unitary matrix and D is a diagonal matrix. Among all possible whitening transformations, letŴ denote the whitening transformation that minimizes the total MSE,
between the input z with elements z k and the output h = Wz with covariance C h = c 2 I m ; c ¿ 0, and elements h m . Then
Now, let S : R m → H be the set transformation corresponding to the signals s k (t). From (3) it follows that the covariance matrix of the inputã to the whitening transformation of Fig. 2 is given by
where the klth element of S * S is s k (t); s l (t) , and the covariance of the output b is C b = 2 I m . The MMSE whitening transformation then follows from Theorem 1,
Thus, the OMF demodulator consists of a MF demodulator followed by the optimal whitening transformation given by (6).
The projected orthogonal matched ÿlter demodulator
We now consider the case in which the transmitted signals {s k (t); 1 6 k 6 m} are linearly dependent, and span an n-dimensional subspace U ⊂ H, where n ¡ m.
As in the linearly independent case, we would like to whiten the outputã of the MF demodulator prior to detection. However since the signals s k (t) are linearly dependent, the components ofã and consequently of b = Wã, are linearly dependent and therefore cannot be statistically uncorrelated. Equivalently, the covariance matrix C a = 2 S * S ofã is not invertible and therefore there is no whitening transformation W such that WC a W * = 2 I m . Instead, we propose whiteningã on the space in which it is contained. Speciÿ-cally, let V ⊂ R m denote the range space of S * , which from (5) is equal to the range space of C a . Then we propose whiteningã on the subspace V, which is referred to as subspace whitening [15] . The output of the subspace transformation b is said to be white on V if its covariance matrix C b is given by
where the ÿrst n columns of V form an orthonormal basis for V, andĨ is the m × m matrix
Condition (7) implies that the representation of b in terms of any orthonormal basis for V is white in the conventional sense. A more detailed discussion on subspace whitening can be found in [15] . The solution to the general MMSE subspace whitening problem has also been obtained in [15] , and is incorporated in the following theorem:
Theorem 2 (MMSE subspace whitening [15] ). Let z ∈ R m be a zero mean random vector with covariance matrix C z = UDU * , with rank(C z )=n ¡ m. Let V denote the range space of C z . LetŴ s be any subspace whitening transformation that minimizes the total MSE between the input z and the output h with covariance C h = c 2 P V = c 2 UĨU * , whereĨ is given by (8) and c ¿ 0. Then
† is an optimal subspace whitening transformation.
Furthermore, let W V s =Ŵ s P V where P V is an orthogonal projection onto V andŴ s is any optimal subspace whitening transformation. Then
In Fig. 2 the input to the whitening transformation T = W s isã = S * r(t) with C a = 2 S * S. From Theorem 2 the optimal subspace whitening transformation in this case iŝ
Thus, the POMF demodulator consists of a MF demodulator followed by an optimal subspace whitening transformation given by (9) . Note, that in Fig. 2ã is restricted to the range space V of C a , since V is also the range of S * andã=S * r(t). Consequently the output b is not a ected by the action ofŴ s on V ⊥ .
Correlation demodulator representation of the OMF and POMF demodulators

Correlation demodulator representation of the OMF demodulator
The output of Fig. 2 can be expressed as b = TS * r(t) = Q * r(t) where Q = ST * . Therefore, a demodulator of the form depicted in Fig. 2 is equivalent to a correlation demodulator with correlating signals q k (t) = Qi k = ST * i k , where the lth component of i k is kl . If T in Fig. 2 is a whitening transformation W, then the demodulator is equivalent to a correlation demodulator with signals denoted by g k (t) corresponding to G = SW * . Since C a = 2 S * S, W must satisfy WS * SW * = I m , so that
In Appendix A we show that a set transformation G corresponding to signals g k (t) satisÿes (10) if and only if the signals g k (t) are orthonormal. We therefore conclude that a MF demodulator followed by a whitening transformation is equivalent to a correlation demodulator with orthonormal signals g k (t).
OMF signals
The OMF demodulator consists of a MF demodulator followed by the MMSE whitening transformationŴ given by (6) , and is therefore equivalent to a correlation demodulator with orthonormal signals q k (t) =ĝ k (t), whereĝ k (t) =Ĝi k and
We refer to the signalsĝ k (t) as the OMF signals.
Since every whitening transformation deÿnes a set of orthonormal correlating signals, and the MMSE transformation is optimal in some sense, we expect the OMF signals to also have some form of optimality. Indeed, we now show that the OMF signals are the closest orthonormal signals to the signals s k (t) in a least-squares sense.
Let b k denote the kth output of the demodulator of Fig. 2 , where T = W is an arbitrary whitening transformation. Then b k = g k (t); r(t) , where g k (t) are the orthonormal signals corresponding to the set transformation G = SW * . Letã k = s k (t); r(t) denote the kth output of the MF demodulator. Then, a k = s k (t); n(t) ; b k = g k (t); n(t) and
From (12) we conclude that minimizing the MSE deÿned by (4) is equivalent to minimizing the least-squares error LS ({s k (t)}; {g k (t)}), where
Thus, seeking a whitening transformation to minimize the MSE deÿned by (4) is equivalent to seeking a set of orthonormal vectors g k (t) that are closest to the signals s k (t) in a least-squares sense. This problem has also been solved in the context of quantum detection [9] and in the context of general inner product shaping [6] ; the solution in [6, 9] is equal to the OMF signals corresponding to the set transformation given by (11) . We may then interpret the OMF demodulator as a correlation demodulator matched to a set of orthonormal signals that are closest in the least-squares sense to the signals s k (t). These closest orthonormal signals are the OMF signals.
An alternative method for designing the OMF signals that does not make use of the equivalence between the correlation demodulator and the demodulator of Fig. 2 is developed in [13] . This method is based on the observation that if the transmitted signal is s i (t), then in Fig. 1 , a k = g k (t); r(t) and the declared detected signal will be the transmitted signal if max k g k (t); s i (t) + n(t) = g i (t); s i (t) + n(t) . Therefore a reasonable approach is to choose the signals g k (t) to be orthonormal, so that the outputs a k are uncorrelated, and to maximize the sum of the inner products,
Since g k (t); g k (t) = 1 independent of the choice of signals g k (t), maximizing R({g k (t)}; {s k (t)}) is equivalent to minimizing the least-squares error LS ({s k (t)}; {g k (t)}) deÿned by (13) . Thus, the orthonormal signals g k (t) that maximize (14) are equal to the OMF signals.
Correlation demodulator representation of the POMF demodulator
If T = W s is a subspace whitening transformation on the range space V of S * , then in a manner similar to the discussion in Section 5.1 it follows that the corresponding correlating signals are the signals denoted f k (t) corresponding to F, where F = SW * s . Since W s is a subspace whitening transformation on V; W s S * SW * s = P V , and
In Section 5.2.1 we deÿne a projected orthogonal basis (POB) and show that although the signals f k (t) are not orthonormal, (15) implies that they form a POB. From this we can then conclude that a MF demodulator followed by a subspace whitening transformation is equivalent to a correlation demodulator with signals that form a POB.
Projected orthogonal basis
Let U be an n-dimensional subspace of H, and let M be an m-dimensional subspace of H containing U, so that m ¿ n. Suppose we project a set of signals {x k (t); 1 6 k 6 m} which are orthonormal in the larger space M onto the smaller space U, to form the projections
With X and Z denoting the set transformations corresponding to the signals x k (t) and z k (t) respectively, it follows from (16) that Z = P U X . Since the vectors x k (t) form an orthonormal basis for M; XX * = P M , and
where the last equality follows from the fact that U ⊂ M. Equivalently, for any y(t) ∈ U we have
The expansion of (18) is reminiscent of a basis expansion of y(t) in terms of an orthonormal basis for U. However, while the signals in an expansion in an orthonormal basis are linearly independent, the m ¿ n signals z k (t) in (18) are linearly dependent and consequently do not form a basis for U. Instead, they are deÿned as a POB for U since they span U and are projections of an orthonormal basis onto U.
We therefore have the following deÿnition: The signals {z k (t) ∈ U; 1 6 k 6 m} form a projected orthogonal basis (POB) for an n-dimensional space U, with n ¡ m, if
where Z is the set transformation corresponding to the signals z k (t). The signals {z k (t) ∈ U; 1 6 k 6 m} form a scaled POB for U if ZZ * = cP U for some c ¿ 0. We note that a POB for U constitutes a tight frame [1, 4] for U; furthermore, any tight frame for U is a scaled POB for U [10] . Thus, a POB is a tight frame with a normalization constraint. We prefer the nomenclature POB since frames are typically associated with redundant expansions, while in this paper scaled tight frames arise more naturally as projections of orthogonal bases; the redundant expansion property of tight frames is not relevant to our presentation.
It can be shown that any POB for U can be expressed as the projection of a set of m orthonormal signals in an m-dimensional space M onto U, where U ∈ M [10] . Thus, if Z satisÿes (19) then there is some set transformation X corresponding to a set of orthonormal signals such that Z = P U X . It then follows in a straightforward way that Z * Z = X * P U X is a projection operator. Indeed, X * P U XX * P U X = X * P U P M P U X =X * P U X . Thus any set transformation Z that satisÿes (19) also satisÿes
where P Z * is an orthogonal projection onto the range of Z * , so that the signals {z k (t) ∈ U; 1 6 k 6 m} form a POB for the space they span if and only if Z * Z is a projection operator.
Comparing (15) with (20) we conclude that the signals f k (t) corresponding to a set transformation F that satisÿes (15) , forms a POB for the space they span.
POMF signals
The POMF demodulator is equivalent to a correlation demodulator with signals that form a POB, and are given byf k (t) =Fi k wherê
andŴ s is the optimal MMSE whitening transformation given by (9) . We refer to the signalsf k (t) as the POMF signals. Since the signalsf k (t) span U (the space spanned by the transmitted signals), the POMF demodulator is equivalent to a correlation demodulator with signals q k (t) =f k (t) that form a POB for U. If T = W s is an arbitrary subspace whitening transformation in the system of Fig. 2 , then b k = f k (t); r(t) , where f k (t) is the POB corresponding to the set transformation F = SW s . Substituting f k (t) for g k (t) in (12) we conclude that the signalsf k (t) minimize the least-squares error LS ({s k (t)}; {f k (t)}). Thus, the POMF demodulator may be interpreted as a correlation demodulator with signalsf k (t) that form a POB that is closest in a least-squares sense to the signals s k (t).
As in the case of linearly independent signals, we may derive the POMF signals by seeking a set of signals {f k (t); 1 6 k 6 m} that form a POB and such that R({f k (t)}; {s k (t)}), deÿned by (14) , is maximized. Note that contrary to the linearly independent case, here f k (t); f k (t) depends on the choice of f k (t). In Appendix B we show that maximizing R({f k (t)}; {s k (t)}) subject to the constraint that the signals f k (t) form a POB, is equivalent to minimizing LS ({s k (t)}; {f k (t)}) subject to this constraint. Therefore, the POB signals f k (t) that maximize R({f k (t)}; {s k (t)}) are equal to the POMF signals.
Matrix representation of the OMF and POMF signals
To implement the OMF and POMF demodulators in practice, we may ÿnd it more convenient to reformulate the OMF and POMF signals in terms of their coe cients in a basis expansion for the space U spanned by the transmitted signals. These coe cients can be viewed as vectors in a coe cient space R p , with p=m for the OMF signals and p = n for the POMF signals.
Matrix representation of the OMF signals
Let U denote the m-dimensional subspace spanned by the signals s k (t), and let X : R m → U denote a set transformation corresponding to a set of m signals that form an orthonormal basis for U. Then s k (t) = X s k for some s k ∈ R m , and S = X S where S is the m × m matrix of columns s k . We may then expressĜ of (11) in terms of X and S aŝ
where we used the fact that X * X = I m . Thus,ĝ k (t) = Xĝ k whereĝ k is the kth column of the m × m matrix G, and
Since (23) has the same form as (22), we conclude that the vectors {ĝ k ; 1 6 k 6 m} are the closest orthonormal vectors to the vectors {s k ; 1 6 k 6 m}, in the least-squares sense. We may therefore determine the OMF signals by solving the least-squares problem of (13) in the coe cient space R m . We may expressĜ in terms of the polar decomposition [22] and the singular value decomposition (SVD) [19] of S. Rearranging (23) we have
whereĜ is a partial isometry 5 and A is a symmetric positive-deÿnite matrix, so that (24) is the polar decomposition of S. Thus,Ĝ is just the partial isometry in this decomposition. Next, let the SVD of S be given by S = U V * , where U and V are unitary matrices 5 A partial isometry is a matrix H that satisÿes H * H = I, where H is not necessarily a square matrix. and is diagonal. Substituting into (23) we havê
Using (24) and (25), the OMF signals may be computed very e ciently exploiting the many known e cient algorithms for computing the polar decomposition and the SVD (see, e.g., [19, 21, 29] ).
Matrix representation of the POMF signals
If the signals s k (t) are linearly dependent, then they form an n-dimensional subspace U, where n ¡ m. Let X : R n → U denote a set transformation corresponding to a set of n signals that form an orthonormal basis for U. Then s k (t)=X s k for some s k ∈ R n , and S = X S where S is the n × m matrix of columns s k . We can now expressF in terms of X and S aŝ
Thus,f k (t) = Xf k wheref k is the kth column of the n × m matrixF, and
Since (27) has the same form as (26), we conclude that the vectors {f k ; 1 6 k 6 m} form the closest POB to the vectors {s k ; 1 6 k 6 m}, in the least-squares sense. We may therefore determine the POMF signals by solving the least-squares problem of (13) in the coe cient space R n , subject to the POB constraint. We may expressF in terms of the SVD of S; S = U V * , where U and V are unitary matrices and is diagonal, aŝ
where I nm is the n × m matrix given by
In this case it can be shown thatF is the projection onto the space spanned by the vectors s k of the partial isometry in a polar decomposition 6 of S. In practice, we may ÿnd it convenient to compute the POMF signals through the use of (28).
Summary of the OMF and POMF demodulators
We summarize our results regarding the OMF and POMF demodulators in the following theorems:
Theorem 3 (OMF demodulator): Let {s k (t); 1 6 k 6 m} denote a set of m transmitted signals in a Hilbert space H that span an m-dimensional subspace U ⊆ H. Let {ĝ k (t); 1 6 k 6 m} denote the OMF signals that are the correlating signals of the OMF demodulator. Let S : R m → H andĜ : R m → H denote the set transformations corresponding to the signals s k (t) andĝ k (t), respectively. Then
Let X denote a set transformation corresponding to an orthonormal basis for U, let s k (t) = X s k , and let S be the matrix of columns s k with SVD S = U V * . Thenĝ k (t)=Xĝ k where the vectorsĝ k are the columns ofĜ, and
In addition,
1. the OMF demodulator can be realized by a conventional MF demodulator followed by the MMSE whitening transformationŴ = (S * S) −1=2 = (S * S) −1=2 ; 2. the signalsĝ k (t) minimize the least-squares error given by (13), i.e., they are the closest orthonormal signals to the signals s k (t); 3. the vectorsĝ k are the closest orthonormal vectors to the vectors s k , and are the columns of the partial isometry in the polar decomposition of S; 4. the signalsĝ k (t) maximize the sum of the inner products R({g k (t)}; {s k (t)}) given by (14) .
Theorem 4 (POMF demodulator):
Let {s k (t); 1 6 k 6 m} denote a set of m transmitted signals in a Hilbert space H that span an n-dimensional subspace U ⊂ H. Let {f k (t); 1 6 k 6 m} denote the POMF signals that are the correlating signals of the POMF demodulator. Let S: R m → H andF: R m → H denote the set transformations corresponding to the signals s k (t) andf k (t), respectively. Then
Let X denote a set transformation corresponding to an orthonormal basis for U, let s k (t) = X s k , and let S be the matrix of columns s k with SVD S = U V * . Thenf k (t)=Xf k where the vectorsf k are the columns ofF, and
where I nm is given by (29) . In addition,
1. the POMF demodulator can be realized by a conventional MF demodulator followed by an optimal subspace whitening transformation
the signalsf k (t) minimize the least-squares error LS ({s k (t)}; {f k (t)}) given by (13), i.e., they form the closest POB to the signals s k (t); 3. the vectorsf k form the closest POB to the vectors s k , and are the projections onto U of the columns of the partial isometry in a polar decomposition of S; 4. the signalsf k (t) maximize the sum of the inner products R({f k (t)}, {s k (t)}) given by (14) .
Finally, we note that based on results derived in the context of quantum detection [9] it can be shown that in many cases the OMF and POMF demodulators have an additional property, analogous to the SNR property of the MF demodulator.
Speciÿcally, it is well known that choosing q k (t) = s k (t) in Fig. 1 maximizes the SNR of a k , and also of course maximizes the total SNR deÿned by
, since the individual terms are maximized by this choice. To design our receiver, we may therefore seek a set of signals that maximize SNR T subject to the orthogonality constraint or the POB constraint, so as to ensure that the outputs are uncorrelated on the space in which they lie. Although this is a reasonable approach to choosing the signals q k (t), this problem is hard to solve analytically.
However, we can formulate this problem within the framework of quantum detection, and then rely on results obtained in that context [5] . Speciÿcally based on the results in [5, 9, 12] , it can be shown that when the signals s k (t) have a strong symmetry property called geometric uniformity [17] or compound geometric uniformity [7] the OMF and POMF signals maximize SNR T subject to the constraint that the outputs of the demodulator are uncorrelated on the space in which they lie. In [17] it is claimed that most practical signal sets used in digital communication are indeed geometrically uniform. Thus, in a communications context the POMF and OMF demodulators have a property analogous to the MF demodulator, namely they typically maximize the total SNR T subject to the decorrelation constraint.
Further results regarding the orthogonal or POB signals that maximize SNR T that follow from results pertaining to quantum detection are that if the signals are nearly orthogonal, then the OMF and POMF signals maximize SNR T [5, 20] . Iterative algorithms for maximizing SNR T for arbitrary signal sets are given in [6, 11, 20] .
Simulation results
In this section we provide simulation results suggesting the behavior and performance of the OMF detector, in comparison to the MF detector. Although the simulation results do not prove that the OMF detector outperforms the MF detector, they suggest that the OMF detector may hold considerable promise in a variety of applications.
The behaviors of the detectors were simulated in non-Gaussian and Gaussian noise using random signal constellations. The signals in the constellation have dimension m equal to the number of the signals in the constellation, and the samples of the signals are mutually independent zero-mean Gaussian random variables with variance 1= √ m, scaled to have norm 1.
We considered two di erent distributions for the non-Gaussian noise. The ÿrst is a Gaussian mixture of two components with equal weights. This choice of distribution is motivated by the fact that Gaussian mixtures have been used extensively to model non-Gaussian noise [16, 24, 28] , and in part because the Gaussian mixture model is capable of closely approximating many non-Gaussian distributions. The second distribution is the Beta distribution, which is chosen since it is very exible and capable of attaining a wide variety of shapes by varying its two parameter values a and b. Depending on the values of these parameters the Beta distribution will have the "U", the "J", the triangle or the general bell shape. In addition, the Beta distribution can model the e ect of several noise components since the sum of N Gamma-distributed random variables is Beta-distributed, if N is not too large [3] .
We generated 500 realizations of signals. For each particular signal realization, we determined the probability of correct detection for the detectors in both types of noise by recording the number of successful detections over 500 noise realizations. We then plotted histograms of the probability of correct detection P d for the di erent detectors, which indicated that P d has a unimodal distribution with a bell-shaped appearance. Therefore, it is reasonable to compactly present the results in terms of the mean and standard deviation of P d for the various detectors.
We note that the probability of correct detection levels we obtain in the simulations below are generally unacceptable in a communication context. However, we stress that the primary applications of the OMF detector are not in the context of communication, but rather other multi-signature scenarios such as target classiÿcation and signature analysis. In these contexts the probability of correct detection levels we obtain are useful. Applications of the ideas presented in this paper to a communication problem are considered in [8] .
Gaussian mixture noise
We ÿrst considered a Gaussian mixture of two components each with standard deviation 0.25 centered at ±1, corresponding to an SNR close to 0 dB.
In Fig. 3 we plot the mean of P d for the OMF detector and the MF detector as a function of the number of signals in the transmitted constellation. The vertical lines indicate the standard deviation of P d . From the ÿgure it is evident that at this SNR the OMF detector outperforms the MF detector, where the relative improvement in performance of the OMF detector over the MF detector increases for increasing constellation size.
We repeated the simulations for di erent parameters of the Gaussian mixture components, again at an SNR of 0 dB. In general we found that the relative improvement of the OMF detector over the MF detector increased as the separation between the mixtures increased. When the separation is decreased relative to the mixture standard deviation the relative improvement in performance using the OMF detector decreases, consistent with the fact that the Gaussian mixture distribution approaches a Gaussian distribution. The same behavior is evident when varying the standard deviation of the mixture components for ÿxed mean separation. In Fig. 4 we plot the mean of P d for the OMF and MF detectors for constellations of 13 signals in Gaussian mixture noise of two components each with standard deviation centered around ± , as a function of = . The vertical lines indicate the standard deviation of P d . As the standard deviation of the mixture components increases relative to the mixture mean, the Gaussian mixture distribution approaches a Gaussian distribution, in which case the relative improvement in performance using the OMF detector decreases.
In general we observed that the relative improvement in performance of the OMF over the MF detector increased with decreasing SNR, and is predominant for large signal constellation size. For increasing values of SNR the relative improvement in performance using the OMF detector decreases.
The qualitative behavior of the POMF detector in comparison to the MF detector when varying the Gaussian mixture parameters and the SNR is similar to that of the OMF detector.
Beta distributed noise
We next consider Beta-distributed noise with a variety of parameter values.
In Fig. 5 we plot the mean of P d for the OMF detector and the MF detector in Beta-distributed noise with a = b = 1, as a function of the number of signals in the transmitted constellation. The vertical lines indicate the standard deviation of P d . From the ÿgure it is evident that the OMF detector outperforms the MF detector, where the relative improvement in performance of the OMF detector over the MF detector increases for increasing constellation size.
We repeated the simulations for di erent parameter values. In general we found that the relative improvement of the OMF detector over the MF detector increased as the distribution became more bimodal. In Figs. 6-8 we plot the mean of P d for the OMF and MF detectors for constellations of 13 signals in Beta-distributed noise with varying parameters. The vertical lines indicate the standard deviation of P d . As the b parameter increases, the Beta distribution approaches a unimodal distribution, in which case the relative improvement in performance using the OMF detector decreases. In Fig. 9 we plot the mean and standard deviation of P d for the OMF and MF detectors as a function of SNR for transmitted constellations of 13 signals, in Beta-distributed noise with a = b = 0:1. The SNR is given by 10 log P s = 2 , where P s is the signal power and the variance of the Beta distribution is given in terms of the parameters a and b as 2 
The improvement in performance of the OMF over the MF detector is predominant for low to intermediate values of SNR.
Gaussian noise
We repeated the simulations leading to the results previously presented with zero-mean Gaussian noise. In Fig. 10 we plot the mean of P d for the OMF detector and the MF detector in Gaussian noise, as a function of the number of signals in the transmitted constellation. The vertical lines indicate the standard deviation of P d . In Fig. 11 we plot the mean of P d using the OMF and MF detectors for transmitted constellations of 7 signals in Gaussian noise, as a function of SNR.
As expected, for Gaussian noise the MF detector outperforms the OMF detector. This is consistent with the fact that the MF detector maximizes the probability of correct detection for Gaussian noise. However, it is evident from Figs. 10 and 11 that the relative improvement in performance using the MF detector over the OMF is not very signiÿcant. Speciÿcally, in Fig. 11 note that the maximum (mean) di erence in probability of correct detection is less than 0.08. These results are encouraging since they suggest that if the receiver is designed to operate in di erent noise environments, or in an unknown noise environment, than we may prefer using an OMF or POMF detector since for certain non-Gaussian noise distributions these detectors may result in a substantial improvement in performance over a MF detector, without signiÿcantly degrading the performance if the noise is Gaussian.
The performance trend of the OMF relative to that of the MF for the Gaussian case generally holds for other distributions that are unimodal, even when the distribution is asymmetric or has heavy tails.
Conclusion
We considered the problem of detecting a transmitted signal when one of m known signals is transmitted over a white noise channel. To improve the performance over MF detection for non-Gaussian noise, we proposed whitening the output of the MF demodulator on an appropriate subspace, prior to detection. The whitening transformation was chosen to minimize the MSE between the input and the output.
If the transmitted signals are linearly independent, then this approach results in a demodulator that is equivalent to a correlation demodulator with orthonormal signals that are closest in a least-squares sense to the transmitted signals, and is therefore referred to as an OMF demodulator. If the transmitted signals are linearly dependent, then this approach results in a demodulator that is equivalent to a correlation demodulator with signals that form a projected orthogonal basis for the space spanned by the transmitted signals, and is closest in a least-squares sense to the transmitted signals. This demodulator is therefore referred to as a POMF demodulator.
We provided simulations that suggest that the OMF and POMF detectors signiÿcantly outperform the MF detector for some classes of non-Gaussian noise. When the noise is Gaussian the loss in performance using the OMF and POMF detectors in comparison with the MF detector is negligible.
In this paper, the performance improvement using the OMF receiver was demonstrated through simulation only. An important direction for future research is to analyze the behavior of the OMF receiver analytically. Of related interest is the development of analytical methods for determining under which non-Gaussian distributions the modiÿed receivers lead to improved performance over the MF receiver, for example using large deviation theory and the Cherno bound.
In our closing remarks, we note that we can readily extend the results developed in this paper to the case in which the signals s k (t) have unequal norm, or the case in which the signals are transmitted with unequal probability. In such cases, we may choose the correlating signals q k (t) to minimize a weighted least-squares error, where the weights may be chosen to re ect the signal priors, or the signal norms.
Since the kth element of X * x l (t) is given by x k (t); x l (t) , from (A.4) we conclude that x k (t); x l (t) = kl ; ; 1 6 k; l 6 m; (A.5) and the signals x k (t) are orthonormal.
