This paper introduces a joint low-rank and sparsity-based model to address the problem of wall-clutter mitigation in compressed through-the-wall radar imaging. The proposed model is motivated by two observations that wall reflections reside in a low-rank subspace, and target signals tend to be sparse. In the proposed approach, the task of segregating target returns from wall reflections is formulated as a joint low-rank and sparsity constrained optimization problem. Here, the low rank constraint is imposed on the wall component and the sparsity constraint is used to model the target component. An iterative soft thresholding algorithm is developed to estimate a low-rank matrix of wall clutter and a sparse matrix of target reflections from a reduced measurement set. Once the wall and target components are estimated, the target signals are used for scene reconstruction. Experimental evaluation was conducted using real radar data. The results show that the proposed model is very effective at removing wall clutter and reconstructing the image of behind-the-wall targets from reduced measurements.
INTRODUCTION
Through-the-wall radar (TWR) imaging is intended for capturing scenes behind walls and other visually opaque materials. The ability to sense through enclosed structures is highly useful for numerous civilian and military applications, including search and rescue operations, surveillance and reconnaissance [1, 2] . Imaging indoor scenes, however, is challenging due to strong front-wall electromagnetic (EM) returns. The front-wall EM reflections typically dominate those from targets, rendering target detection difficult or even impossible [3] . Furthermore, multiple reflections within the front wall produce reverberations which obscure the radar returns from weak targets. Hence, before scene reconstruction, the target signals need to be segregated from the wall returns to reduce clutter and reveal stationary indoor targets.
Conventionally, a scene image can be formed from a full measurement set using backprojection methods, such as delay-and-sum (DS) beamforming [4] . Recently, compressed sensing (CS) has been employed for fast data acquisition and accurate signal reconstruction from reduced data samples [5, 6] . In TWR imaging, most CS techniques [7] [8] [9] [10] [11] assume that the wall returns can be completely removed before applying CS, or a background scene is available for suppressing the wall reflections. Very recently, wall mitigation techniques were investigated in the CS context [12] [13] [14] . In compressed TWR sensing, the same frequency observations may not be available at different antennas due to competing wireless services, intentional interferences, or radar jamming [15] . Therefore, most existing CSbased approaches for wall-clutter mitigation are performed in two stages. In the first stage, the antenna signals are recovered from reduced data samples using 1 minimization [12] , joint Bayesian sparse approximation [13] , or block-sparse estimation [14] . In the second stage, the wall reflections are removed by applying clutter mitigation techniques, such as spatial filtering [16] , or subspace projection [17, 18] , prior to image formation.
In this paper, we propose a new approach for wall clutter mitigation and scene reconstruction in compressed TWR sensing. The proposed approach is inspired by two important observations that the wall radar returns lie in a low-rank subspace, and the target signals are sparse when represented in a proper basis. An optimization problem with low-rank and sparse constraints is proposed to separate the wall reflections from the target returns. Given a matrix of reduced measurements, the objective of the optimization problem is to jointly estimate a matrix of wall reflections and a matrix of target signals. In other words, it aims to decompose a matrix with missing entries into a low-rank matrix comprising wall returns and a sparse matrix containing target signals. Compared to the existing two-stage methods, the proposed approach is able to simultaneously segregate target signals from wall reflections, recover missing target returns, and produce clutter-free signals for image reconstruction in a unified framework.
The remainder of the paper is organized as follows. Section 2 introduces the TWR signal model. Section 3 describes the proposed joint low-rank and sparsity model for segregating wall returns and target signals. Section 4 presents experimental results and analysis. Section 5 gives concluding remarks.
TWR SIGNAL MODEL
Consider a monostatic stepped-frequency TWR system where a transceiver is placed at several scan positions parallel to the wall to synthesize a horizontal M -element linear antenna array. The scene is interrogated by transceiving a stepped-frequency signal comprising N frequencies, equally spaced over the sensing bandwidth. Suppose that the scene contains P targets placed behind the wall. Let z n,m denote the n-th frequency signal received at the m-th antenna location. The signal z n,m is modeled as the superposition of the wall reflection z 
The wall component z w n,m is given by
where σw is the reflectivity of the wall, L is the number of wall reverberations, a l is the path loss factor associated with the l-th wall return, and τ l m,w is the propagation delay of the l-th wall reverberation. The target return can be expressed as
where σp is the reflectivity of the p-th target, and τm,p is the roundtrip travel time of the signal from the m-th antenna location to the p-th target. For image formation, the scene is partitioned into a rectangular grid consisting of Q pixels. Using DS beamforming, the complex amplitude of the q-th pixel can be computed as [4] 
where τ m,q is the focusing delay between the m-th transceiver and the target located at the q-th pixel position. Applying DS beamforming or other backprojection methods to the radar signal given in Eq.
(1) yields a scene image in which strong wall clutter obscures the targets of interest. To reveal the targets, wall reflections must be removed from the received signals before image formation; that is, ideally we want to replace z n,m in Eq. (4) by z t n,m given in Eq. (3) . If the full data volume is available, wall mitigation techniques [3, 16, 17] can be applied directly to recover z t n,m . However, for practical compressed TWR sensing, we may have only a reduced measurement set acquired along the antenna array. Hence, the techniques that perform wall clutter mitigation within the CS context need to be investigated for indoor imaging. The next section describes the proposed joint low-rank and sparsity model for segregating target signals from wall returns.
JOINT LOW-RANK AND SPARSITY MODEL
This section presents the joint low-rank and sparse model for wall clutter mitigation and scene reconstruction in compressed TWR sensing. First, the received measurements along different antennas are arranged into a matrix. Then the task of separating wall reflections and target returns is cast as a low-rank and sparse constrained optimization model, where the nuclear-norm is used to enforce the low-rank property of the wall-clutter matrix and the 1-norm is used to guarantee the sparsity of the target matrix. An iterative soft thresholding algorithm is developed to obtain the wall and target components. Finally, the target component is used for scene reconstruction.
Problem formulation
, and Υ = [υn,m] denote the N × M matrices containing, respectively, the radar signals, the wall reflections, the target returns, and the noise received for all N frequencies by all M antennas. Equation (1) can be rewritten in matrix-form as
Now, the goal is to estimate Z w and Z t by decomposing the matrix Z into a low-rank matrix Z w and a sparse matrix Z t , plus noise. This decomposition task is known as robust principal component analysis (RPCA) [19] . In RPCA model, given a data matrix, which is the superposition of a low-rank component and a sparse component, it is possible to recover both the low-rank and sparse components exactly by minimizing a weighted combination of the nuclear norm and 1 norm. Let Z w * denote the nuclear-norm (i.e. the sum of the singular values of the matrix Z w ) and let Z t 1
be the 1-norm of Z t .
Then, the low-rank component Z w and sparse component Z t can be estimated by solving the following optimization problem:
where . 2 represents the Frobenius norm, λ is a regularization parameter used to achieve a trade off between the low-rank and sparse constraints, and is a noise bound. The RPCA framework, however, is effective only if all the data measurements or entries of Z are available. In this case, the problem in Eq. (6) can be solved using convex optimization [20] .
In compressed TWR sensing, instead of collecting all (N × M ) data samples, only a reduce set containing K measurements is obtained (K N × M ). Let Φ be a selection matrix containing a single unit value in each row and each column. We denote by A:
where vec(Z) denotes the vectorization by stacking the matrix Z into a column vector. The compressed measurement vector y ∈ C K can be expressed as
Now we can recast the optimization problem in (6) as
(9) A greedy method, namely SpaRSC [21] has been proposed for solving the optimization problem (9) . It combines ADMiRA [22] , for low-rank matrix recovery, with CoSaMP [23] , for sparse component recovery. This method, however, requires knowledge of the rank R of matrix Z w and the sparsity level S of the sparse matrix Z t , which are typically unknown in practical TWR sensing problems. In [24] , a template for first-order conic solvers (TFOCS) framework was adopted to estimate the low-rank and sparse components, but it is not robust in the presence of noise. To overcome these challenges, we introduce next an iterative algorithm to solve the optimization problem (9) . The solution yields a low-rank matrix of wall returns and a sparse matrix of target signals.
Optimization algorithm
We propose an iterative algorithm to jointly recover a low-rank matrix and a sparse component given reduced data samples, see Eq. (9). Here, instead of assuming the sparsity in the signal domain, we incorporate a sparsifying dictionary W used to represent the signal matrix. Furthermore, the constrained optimization problem (9) is cast into a Lagrangian regularization form:
or
where λw and λt are, respectively, the regularization parameters for the low-rank and sparse components. To solve Problem (11), we introduce an iterative soft thresholding algorithm that efficiently shrinks the singular values of Z w and the entries of the matrix WZ t towards zero. To this end, we define a thresholding operator
where x is a complex number, τ is a real number, and (t) + is the positive part of t, i.e. (t) + = max(t, 0). Extended to vectors and matrices, this shrinkage operator is applied entrywise. Using this shrinkage operator, a singular value thresholding (SVT) operator applied to Z w is defined as
where Z w = U Λ V H is the singular value decomposition of Z w . Given the compressed measurement vector y, application of the iterative soft thresholding algorithm produces a series of estimates Z 
3. Soft thresholding in the transform domain:
where † denotes pseudo-inverse operator.
Data consistency and iteration: If
Step 2. This iterative algorithm performs two main tasks: soft thresholding of singular values for low-rank estimation and iterative shrinkage for sparse reconstruction. It can be considered as a combination of SVT method for matrix completion [25] and an iterative shrinkage approach employed for sparse estimation [26] . In [25] , it has been proven that the low-rank property is guaranteed, and the iterative SVT converges to an accurate low-rank estimate. It has also been shown in [26] that iterative shrinkage of signal coefficients in a transform domain promotes sparsity and converges for 1-norm minimization problems. Since the proposed algorithm combines the SVT and shrinkage operators, it inherits its convergence properties from these two methods and leads to accurate estimates of low-rank matrixZ w and sparse componentZ t . Now, the estimated target componentZ t can be used for image formation. It is important to note here that the proposed model not only segregates the target signals from wall returns, but it also recovers the missing target signals in matrixZ t .
EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we present the experimental results obtained using real radar data. Experimental analysis and comparison with existing compressed TWR imaging models are also provided.
Experimental setup
The proposed approach is evaluated on real radar data acquired with a radar system placed in front of a concrete wall of thickness 0.143 m. A 57-element line array with an inter-element spacing of 0.022 m was placed at a standoff distance of 1.016 m away from the wall. A stepped-frequency signal between 0.7 and 3.1 GHz, with 3 MHz frequency step, was used to scan a scene containing a 0.39 m high and 0.28 m wide dihedral. The imaged scene, extending from [0, 4] m in downrange and [-2, 2] m in crossrange, is partitioned into an image of 100 × 100 pixels. The proposed model requires a sparsifying dictionary W and regularization parameters λ w and λt. In all experiments, the dictionary W is constructed using modulated discrete prolate spheroidal sequences (DPSS) since the DPSS dictionary can represent bandpass radar signals more compactly than does the Fourier basis [14] . The algorithm is found to be robust for small regularization parameter values, which are set to λ w = λt = 10 −2 . The algorithm terminates when the relative change of the solution is smaller than δ = 10 −8 , see Step 4. In the experiments, the image quality is evaluated using the target-to-clutter ratio (in dB):
where At is the target region, Ac is the clutter region defined as the entire image excluding the target region, N t and Nc are the number of pixels in the target and clutter regions, respectively. The receiver operating characteristic (ROC) curve is used to compare the probability of target detection at different false alarm rates [2] .
Results and analysis
In the first experiment, we evaluate the proposed model for the case when all measurements are available for image formation. Figure 1(a) shows the image of the dihedral formed using the full data without wall clutter mitigation. Clearly, the wall returns dominate the target signals, making target detection difficult. Figures 1(b) and 1(c) present the images formed after applying wall clutter mitigation using, respectively, spatial filtering [16] and subspace projection [3] techniques. It can be observed that the strong front wall clutter and its reverberations are suppressed, revealing the target. Figure 1(d) shows the image formed using the target signal obtained by the proposed joint low-rank and sparsity approach. In the formed image, clutter and background noise are further reduced, resulting in an improved TCR image. In the second experiment, a reduced data set that accounts for only 15% of the full data volume was randomly selected for imaging the target. Since the wall-clutter mitigation techniques are not effective for compressed TWR imaging, we present here imaging results, shown in Figs. 2(a)-(b) , obtained with a two-stage TWR imaging scheme [12] that first recovers radar signals independently along antennas using 1 minimization and then applies wall clutter mitigation techniques. It can be observed that the target is detected, but the intensity of the target pixels is weak. For comparison, Figure 2 (c) presents the image formed with the target component obtained using SpaRSC method [21] to solve the low-rank and sparsity model. Note that this algorithm requires knowledge of the rank R of the wall matrix and the sparsity level S of the target signal matrix. Here these parameters were set to R = 2 and S = 20. We observe that the target region is significantly enhanced. Figure 2(d) presents the image formed using the target component reconstructed by the proposed iterative algorithm. It is clear that the image quality is enhanced and the clutter is further attenuated. Figure 3 illustrates the ROC curves of the images formed after applying different wall clutter mitigation approaches. We observe that the joint low-rank and sparsity model significantly enhances target detection, especially when the number of data samples is significantly reduced. The improvement in image quality and target detection can be justified by the fact that the proposed model uses both the low-rank and sparse representations to capture the underlying structures of the TWR signals. As a result, the proposed model is able to jointly separate wall and target components and reconstruct the target signals, which are used for image formation. 
CONCLUSION
This paper presented a joint low-rank and sparsity-based approach for wall clutter mitigation and target image formation. A constrained optimization model is formulated where the nuclear-norm is used to enforce the low-rank condition on the matrix of wall returns and 1-norm is employed to control the sparsity of target signals. An iterative soft thresholding algorithm is proposed to estimate the wallclutter and target components from compressed radar measurements. Experimental results show that the proposed approach enhances the target-to-clutter ratio and improves target detection even when the number of measurements is significantly reduced.
