Western University

Scholarship@Western
Electronic Thesis and Dissertation Repository
10-3-2019 9:00 AM

Understanding the Interplay Between Fluid Mechanics and
Particle Size Distributions for Filtration of Flocculated Mixtures
Brooke Remler, The University of Western Ontario
Supervisor: Christopher T. DeGroot, The University of Western Ontario
A thesis submitted in partial fulfillment of the requirements for the Master of Engineering
Science degree in Mechanical and Materials Engineering
© Brooke Remler 2019

Follow this and additional works at: https://ir.lib.uwo.ca/etd
Part of the Chemical Engineering Commons, and the Mechanical Engineering Commons

Recommended Citation
Remler, Brooke, "Understanding the Interplay Between Fluid Mechanics and Particle Size Distributions for
Filtration of Flocculated Mixtures" (2019). Electronic Thesis and Dissertation Repository. 6655.
https://ir.lib.uwo.ca/etd/6655

This Dissertation/Thesis is brought to you for free and open access by Scholarship@Western. It has been accepted
for inclusion in Electronic Thesis and Dissertation Repository by an authorized administrator of
Scholarship@Western. For more information, please contact wlswadmin@uwo.ca.

Abstract
The breakdown of nutrients in biological processes in wastewater treatment require a substantial amount of energy, contributing to greater greenhouse gas (GHG) emissions. Flocculation can be used to reduce the loading on a biological process by increasing removals
during primary treatment in devices such as a rotating belt filter (RBF). The relationship
between shear conditions, defined by velocity gradients (G-values) and floc size is crucial.
Understanding G-value magnitudes and distributions within an RBF, corresponding transport network, and the effects on floc size degradation are needed to maximize removals.
G-values were calculated using a newly developed approach, improving accuracy compared to traditional expressions. Floc strength was quantified at calculated G-value ranges,
where flocs were found to resist breakage as G-values increased. The effects of varying
PSD on RBF modelling constants were explored, where a strong response to PSD size
fractions at or above the nominal pore size of the filter was found.

Keywords: flocculation, particle size distribution, filtration, rotating belt filter, velocity
gradients, cake resistance, cake filtration, computational fluid dynamics
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Summary for Lay Audience
Wastewater treatment is an essential service needed to remove pollutants from our water
system. Wastewater treatment plants (WWTP) remove pollution in stages. The first stage
removes large items such as, sticks, leaves, cooking grease, etc. Next, biological treatment
is done to remove nutrients such as, phosphorous and nitrogen. These biological process
require a lot of energy to be completed. In order to meet these increased energy demands
more energy needs to be generated resulting in more greenhouse gases being produced.
Reducing the load placed on these biological treatment operations can reduce the overall energy consumption of a WWTP. This can be accomplished by increasing removals
during primary treatment. One method to increase removals in primary treatment is to
use a process known as flocculation. Flocculation involves the addition of coagulants and
flocculants (chemical additives) to bring smaller particles together forming large clusters
referred to as flocs. This grouping of particles is referred to as a shift in the particle size
distribution (PSD).
As flocs are transported from the mixing vessel where they are grown to their respective removal device the shear conditions within the fluid can cause the flocs to break. To
estimate the amount of breakage we can calculate the velocity gradients, referred to as Gvalues, within a geometry of interest. Current methods for calculating G-values have been
found to have limited applicability to the small volume open system nature of pipe network
geometries used with an RBF. Additionally, there is limited literature regarding the strength
of flocs formed from primary influent.
The research presented herein will evaluate the G-value distributions within pipe network geometries where G-values are predicted to be large. The strength of flocs formed
from primary influent will presented with respect to G-values found in pipe network components. Finally, the effects that varying PSD has on numerical modelling constants used
to simulate flow through an RBF will be explored with the goal to be able to model the
effects of flocculation inside an RBF and the impact it has on performance.
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ṁ

Mass Flow Rate

[kg/s]

Rm

Mesh Resistance

[1/m]

Ωi j

Mean Rate-of-Rotation Tensor

a

Mesh Resistance Coefficient

[1/m]

b

Mesh Resistance Coefficient

[s/m2 ]

~ minus
∆x

[rad/s2 ]

Minus Side Face Length

[m]

R f loc

Overall Growth Rate

k

Permeability

~ plus
∆x

Plus Side Face Length

[m]

PE

Potential Energy

[J]

P

Pressure

R0

Radius

[m]

Q̇

Rate of Heat Transfer

[J]

Ẇ
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Chapter 1
Introduction and Literature Review
1.1

Background

Wastewater treatment is a vital service in controlling and reducing pollution in our water systems. Wastewater treatment plants (WWTP) have been under scrutiny recently for
the amount of energy they require to run their different treatment operations, resulting in
increased greenhouse gas (GHG) emissions [1, 2]. Clearly if the large amounts of energy required by WWTP can be generated using renewable sources such as wind, solar, or
hydro-electric then the amount of GHG emissions from energy generation can be reduced.
Consider the breakdown of energy generation in the province of Ontario, Canada: 58%
nuclear, 23% hydro-electric, 10% natural gas, and 9% solar/wind/bio-fuel [3]. Due to the
daily variations in energy needs of a WWTP the energy is likely to be at least partially generated from natural gas generating stations, producing more GHGs. This is due to natural
gas generating station’s ability to accommodate the spikes in demand compared to other
generation methods. Renewable sources can only be maximized when weather conditions
are ideal and nuclear generation output is kept constant to maintain the criticality of the fission reactions. In addition to the GHG emissions produced from energy generation, GHGs
are released from treatment processes such as aeration, a biological process that breaks
1
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down nutrients, at peak loading events. The GHGs released from this decomposition of
nutrients include methane, ammonia, organic compounds, and odorous sulfides [4]. The
volumes of these GHGs are smaller compared to those released from energy generation,
however their toxicity is much greater. While the daily demand of a WWTP is dynamic
the year over year demand is continuously increasing; predominately due to one unavoidable factor, population growth. Therefore, new treatment operations or additional steps to
existing treatment operations are being explored in an effort to lower GHG emissions.
Understanding the schematics of current WWTP is useful in deciding where to focus
efforts to reduce energy requirements. Figure 1.1 shows a typical layout of a WWTP where
there are there are six different treatment operations, that can be grouped into 3 categories:
primary, secondary, and tertiary. The first process in most WWTP is screening, here very
large items such as garbage, debris such as stones and foliage, and cooking grease are removed to prevent clogging downstream. After screening the wastewater enters primary
treatment which focuses on removing suspended solids and some organic material. The
products removed during primary treatment, commonly referred to as primary sludge, are
thickened by removing excess water and then are typically disposed in a landfill or through
incineration. Next secondary aeration operations which are focused on removal of nutrients, such as, nitrogen and phosphorous through biological processes. These secondary
treatment processes are some of the largest contributors to the energy demands at WWTPs
[5, 6]. These biological processes are such mass consumers of energy due to the continuous oxygen demand of the organisms used to breakdown nutrients. The oxygen is supplied
by continuously pumping air through diffusers located at the bottom of the aeration tanks
producing bubbles, providing oxygen to the organisms. The secondary aeration operation
is followed by a settling process to further remove suspended solids, typically biomass.
Finally, disinfection is done to kill harmful pathogens before the effluent is released from
the plant.
Due to the serial construction of WWTPs an emerging hypothesis is that the more waste
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Figure 1.1: Schematic diagram of a typical WWTP.
diverted earlier in the treatment train the less energy is required by energy intensive biological operations. The most accessible location to implement this hypothesis is during primary
treatment where the main focus is to remove total suspended solids (TSS). Increasing TSS
removals during primary treatment can decrease the loading on biological processes by
reducing the biological oxygen demand (BOD) of the primary effluent [7]. BOD is a measurement of the dissolved oxygen needed by microorganisms to oxidize organic matter [8].
Reducing the BOD of the influent to biological processes, such as aeration, reduces the
amount of supplied oxygen—the driving factor for the high energy demands of biological
processes—needed to perform the breakdown of biomass.
There are two common methods of removing solids during primary treatment, settling
and sieving. Settling is typically completed in primary clarifiers (PC), shown in Fig 1.2
[9], where flow velocities are reduced due to the large volume of the PC. Suspended solids
will settle to the bottom of a PC if their density is greater than that of water, or float to the
top. Two large rotating skimmers located at the top and bottom of the PC collect the solids,
forcing them into the center where they are transported to a sludge thickening processes.
The drawback to PCs is that they must be large enough to allow for flow velocities to be
reduced to increase retention times, allowing particles to settle, as compared to sieving
devices where the flow velocities are typically much greater, relative to the size of the
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geometry.

Figure 1.2: Detailed diagram of a PC.
One type of sieve device that is gaining more widespread use is a rotating belt filter
(RBF); see Fig. 1.3 for a schematic of an RBF. An RBF removes suspended solids through
a sieving process that is enhanced via cake filtration. Cake filtration refers to a technique
where a layer of particles covers the filter mesh, commonly referred to as a cake layer,
allowing particles as small as one third the size of the filter pore to be removed [10]. Some
of the main advantages of an RBF over a PC is that the space required to install an RBF
is significantly less [11]. Due to relatively simple installation process for an RBF and
the lower cost compared to a PC they can also be added to a WWTP’s existing primary
treatment arsenal rather easily. While RBFs do not have the service record compared to
PCs they have been proven in several different pilot installations with removals greater
than 50% showing their validity under real-world conditions [12, 13, 14].
To further enhance the removals achieved with an RBF, a combination of coagulants
and/or flocculants can be used to treat the influent in a process referred to as chemically
enhanced primary treatment (CEPT) [13]. CEPT makes it favourable for solids in the
wastewater to aggregate together forming large particles through a process known as floc-
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Figure 1.3: Schematic diagram of an RBF.
culation. Flocculation improves removal efficiency by collecting particles that otherwise
would have passed through the mesh by aggregating them together into larger clusters.
These large clusters of solids formed during flocculation are referred to as flocs. Flocs are
described as a fractal porous structure that is readily affected by changing shear conditions
within the fluid [15]. When discussing flocculation, shear conditions are represented as
velocity gradients, commonly referred to as G-values or G [s−1 ]. Understanding the distribution of G-values regarding their frequency and magnitudes are important for estimating
the amount of floc breakage that may exist, lowering removal efficiency in an RBF. Also
understanding the distribution of G-values can facilitate design improvements allowing for
maximum particle size retention during transport, preserving increased removals.
In order to maximize the removals when coupling RBFs with CEPT, an understanding
of how flocculation influences the filtration principles used by an RBF is needed. As previously mentioned, flocculation results in smaller particles aggregating into larger particles;
this aggregation alters the particle size distribution (PSD) of the wastewater which has an
effect on the cake resistance [16]. In addition, the fractal and porous nature of the flocs also
has an important effect on the cake resistance [17, 18, 19], that needs to be considered. Previous work conducted by Sherratt et al. [10] developed a one-dimensional filtration model
for an RBF whereby different characteristics of influent are measured through two bench
scale experiments: a gravity drainage experiment and a sieve test. The measured values are
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then used to predict RBF performance based on the quality of the influent. Relating how
changes in the PSD affect the experimental constants used to predict RBF performance is
vital in understanding how the RBF will react when paired with CEPT.

1.2
1.2.1

Flocculation
General Theory

Flocculation occurs naturally in our world every day when particles suspended in a fluid
media group together to form larger particles. Flocculation is not limited to the municipal
wastewater treatment industry, it is extensively used in pulp and paper production, treatment
of drinking water, and treatment of wastewater from mining operations. Flocculation processes have been implemented with conventional primary treatment operations at WWTPs
where the removals via sedimentation have shown promising increases [20]. Complexity
arises when pairing flocculation with a sieving process due to the flocs structure and size
having an effect on the cake resistance and therefore the filtration ability.
Flocculation can be divided into two main categories: micro and macro flocculation [8].
Microflocculation concerns particles less than 1 µm in size and is governed by Brownian
Motion. Macroflocculation encompass particles larger than 1 µm and is governed by shear
forces, characterized by G-values in the fluid. An important note regarding macroflocculation is that inducing different G-values will not have a measurable effect until particles
reach a size of 1-2 µm [8]. Understanding when to focus efforts on exploiting micro or
macro flocculation properties should be based on the size of particles attempted to be removed. The amount of particles less than 1 µm—compared on a volume percent basis—is
insignificant when dealing with primary influent in a WWTP, therefore any discussion moving forward will pertain to macroflocculation.
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The fundamental expression that governs flocculation is given as [21],
R f loc = αi j Rcoli j − Rbr

(1.1)

where R f loc is the overall growth rate, αi j is the collision efficiency (0< αi j <1), Rcoli j is the
collision rate, and Rbr is the rate of floc breakage. αi j is not constant, rather it depends on
the shear conditions and particle size in the fluid; as particle size increases αi j decreases
[22]. As particles are aggregated together the number of particles moving around freely
within the mixture decreases resulting in less particles being available to collide into each
other, lowering αi j . The breakage term at the end of the Eq. 1.1 is subtracted, indicating
there is an equilibrium present between the rate of growth and breakage. A steady state
floc size is achieved at this equilibrium where the growth rate of the floc and breakage
rate are said to be equal. Both hydrodynamic and psycho-chemical conditions (i.e the zeta
potential of suspended particles prior to flocculation) effect the breakage and growth rate
of flocs; it is the hydrodynamic conditions—shearing within the fluid specifically—that are
the primary contributor to floc breakage [21, 23]. The evolution of a floc is summarized in
Fig. 1.4. Initially, the forces that aggregate particles are dominant until the floc reaches a
certain size where breakage forces begin to take effect. A steady state floc size is reached
when the growth rate and breakage rate reach equilibrium.

Figure 1.4: Flowchart summarizing floc formation.
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Floc Breakage

It is clear that the hydrodynamic conditions are of great importance to floc formation. Camp
and Stein [15] first described fluid shear forces and how they relate to flocculation in a
mixing vessel using the velocity gradient (G-value) given as,
s
G=

P
=
µV

r


ν

(1.2)

where G is the absolute (local) velocity gradient [s−1 ], P is the power dissipated in the
domain [W], V is the domain volume [m3 ], and µ is the dynamic viscosity [m2 /s]. Camp
and Stein [15] further concluded that this power dissipation can be represented by the turbulence dissipation rate  [m2 /s3 ] and the kinematic viscosity ν [m2 /s2 ]. G-values can be
linked to the physics of the flow by simplifying a flow characteristic that varies spatially
() and relating to a fluid property (ν) which is typically constant throughout the domain;
resulting in a simple anisotropic scalar expression. Due to the complexity and time need
to accurately calculate the local G-values within a geometry of interest an average G-value
was defined, given as [21]
s
Gave =

Pavg
µV

(1.3)

Typically Eq. 1.3 is used to determined Gave in a mixing vessel where power dissipated in
the system becomes a function of the impeller speed, diameter, and power number given as
[21],
Pave = P0 ρN 3 D5

(1.4)

where P0 is the impeller power number, ρ is the density of the fluid [kg/m3 ], N is rotation
speed [rpm], and D is impeller diameter [m]. The disadvantage to using an average G-value
is that one is attempting to represent a continuous distribution with a single value. With
access to significantly more powerful and efficient computing resources today, computational fluid dynamics (CFD) can be used to determined the G-values locally anywhere in a

Chapter 1. Introduction and Literature Review

9

particular domain. The Gave method is still a valid approach, but should be limited to rough
estimates related to determining the order of magnitudes of G-values for a particular region
of interest.
Floc breakage occurs when the bonding forces within the floc are unable to resist the
large shear values in the fluid. One approach found in Yeung et al. [24] to describe how
flocs are broken consists of two methods, surface erosion and large-scale fragmentation.
Surface erosion occurs when small particles from the surface of the floc become detached
from shear stress acting tangential to the surface. Surface erosion is typical of flocs that are
smaller and more compact such as those formed from a kaolin mixture (fine clay particles
suspended in water). Large-scale fragmentation is the splitting of larger flocs into pieces
each of which are similar in size without an increase in primary particle concentration. It
is believed that large-scale fragmentation occurs from pressure gradients (tensile stress)
acting normal to the surface of the floc. Large-scale fragmentation affects flocs that are
more porous and loosely packed, such as flocs formed in primary wastewater treatment.
While these two methods help to described how flocs can break they are not exclusive to
certain types or size ranges.
The limitation to the methodology outlined in Yeung et al. [24] is that there is no evidence to support why pressure gradients cannot contribute to surface erosion or why shear
stresses cannot cause large-scale fragmentation [22]. It is likely that both these types of
breakage mechanisms happen simultaneously, with potentially one mechanism being dominant depending on the structure and size of the flocs. Once the flocs are broken there is
the potential for them to regrow, if the G-values are returned to a level that promotes floc
formation. However, given the chemical composition of the flocs and available bonding
forces it is possible for the flocs to not regrow to same size prior to breakage [22, 25]. It
is also possible to experience completely irreversible floc breakage; this can be mathematically represented by setting αi j equal to zero in Eq. 1.1. Understanding the shear energy
required to break flocs is crucial to effectively building flocs to enhance removals during
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primary treatment.

1.2.3

Floc Strength

Floc strength, in a general sense, is dependent on the inter-particle bonds within the flocculation vessel [26]. Based on this general definition a simple measurement of the force
required to break these bonds should be sufficient to characterize floc strength, unfortunately this is not the case. There is no readily available method that can be applied to
different flocculation systems to determine the strength of the flocs [22]. While no characteristic floc strength method has been developed, considerable progress has been made
regarding the measurement of floc strength.
Floc strength testing primarily involves relating G-values to changes in floc size. Previous works such as [18], states that the relationship between floc size for a given shear
rate relates to the floc strength. This relationship between floc size and shear rate is known
as a flocculation index. Unfortunately this approach to quantifying floc strength is only
applicable when discussing floc strength during the growth stage. The flocculation index
is not able to give an indication of how flocs will react to increased levels of shear such
as those experienced in a transport network at a WWTP [22]. It is more advantageous to
measure the floc size prior to applying different G-values, then remeasure the floc size, and
relating the changes in size to G-values or ranges of G-values.
Historically, the most common methods for measuring floc size include microscopy,
commercial particle size analyzers utilizing light scattering or photometric dispersion analysis, and image analysis. Microscopy is the least popular method due to the high probability
that flocs will be broken during transfer from the flocculation vessel to the viewing area before measurements can be made. Additionally microscopy measurements are not suitable
to measuring the dynamic nature of floc growth, breakage, and regrowth. Dynamic light
scattering (DLS) devices such as the Malvern Mastersizer or video and image analysis are
the preferred choice when wanting to capture the evolution of flocs in real-time.
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Image analysis is beginning to emerge as the preferred option for many workers because
there is no need to remove the flocs form the flocculation vessel eliminating the risk of floc
breakage during size measurements. One popular method is to use charged couple device
(CCD) cameras and image analysis software to determine floc size, details of which can
be found in [27, 28, 29]. Another method involves tracking flocs along their respective
trajectories utilizing particle image velocimetry (PIV) to monitor the PSD of the mixture
[30, 31]. While video and image analysis can result in very accurate measurements it can
be very sensitive to the experimental setup, especially when extensive human interaction
from dosing coagulants/flocculants is required.
The use of the Malvern Mastersizer can be found in number of previous works [21, 25,
32, 33, 34], making it a viable candidate for measuring the evolution of floc size. Measuring particle size with a DLS device involves passing particles (flocs) through the laser
beam where particles will scatter the light. Different sized particles will scatter the light
differently meaning that a flocculated suspension will yield a unique diffraction pattern.
This pattern is detected, captured, and then analyzed with Mie theory. Using Mie theory
allows for a wide range of particle sizes to be measured, specifically 2-2000 µm within the
context of the Malvern [35]. A sample to be measured is continuously fed through the laser
of the Malvern, however the detection and capture of this pattern is done at discrete intervals referred to as snapshots which have a duration of approximately 1 ms [35]. Therefore,
if a measurement time is defined at five seconds roughly 5000 snapshots will be taken and
then averaged to determine the PSD of that sample.
While the Malvern has been proven as an effective tool for measuring PSD in several
previous works it does not come without limitations. The first limitation is that Mie theory
assumes all particles have a uniform and spherical shape which is not the case with wastewater flocs. This limitation can result in either an over or under representation of the actual
floc size. Another disadvantage related to DLS measurements is that if the concentration of
particles in the sample is too high multiple scattering can occur which is not accounted for
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in Mie theory. Therefore, the user must ensure that the laser obstruction limits are within
the ideal range (10-20%) as prescribed in [35]. The final disadvantage is that the flocculated mixture must be pumped from the flocculation vessel to the Malvern measurement
cell which can further induce floc breakage or floc growth. The user must ensure a proper
pump flow rate is selected that will transport the flocs quickly, from the flocculation vessel to the measurements cell, to observe how changing shear conditions will influence floc
size. What makes the Malvern a preferred candidate for measuring floc size is the ability
to use it in-line with the growth, breakage, and regrowth of the flocs rather easily. Additionally, custom optical properties can be set for any sample allowing for measurements to
be tailored to the optical properties of the wastewater. The ability to customize, ease of integration, and manageable limitations make the Malvern an ideal candidate for measuring
the evolution of floc size.
There are three popular methods for describing floc strength: strength factor (SF), recovery factor (RF), and stable floc size (γ). Determination of SF for a flocculated mixture
involves comparing the average floc size before and after a breakage event. This relationship can be represented analytically as follows [36],
SF =

d2
× 100%
d1

(1.5)

where d2 is the diameter after breakage and d1 is the diameter before breakage, both in
[m]. The larger SF the more resistant the flocs are to breakage. The SF is not constant and
varies greatly depending on the shear rate in the fluid [22]. Floc SF can only be compared
for similar shear rates and experimental configurations as the mixing vessel geometry will
also have significant impacts on the SF [22]. It should be noted that when the floc SF is
calculated often the floc RF [36] is calculated simultaneously due to the similarity of the
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required information. The floc RF is given as [36],
RF =

d3 − d2
× 100%
d1 − d2

(1.6)

where d1 is the average floc size of the plateau prior to breakage, d2 is the floc size immediately after the breakage period, and d3 is the average floc size of the regrowth plateau. The
RF gives an indication of how reversible floc breakage is for the corresponding G-value.
It is important to remember that like the SF, RF is specific to shear rate, vessel geometry,
particles being flocculated, and flocculant/coagulant used.
Both Francois et al. [37] and Huang et al. [38] explored the effects different coagulant
components have on floc strength with a kaolin suspension mixture. Francois et al. [37]
found that for a maximum G-value of 1036 s−1 higher TSS values corresponded to better resistance against floc breakage (higher SF). In addition to a higher SF, Francois et al.
[37] also found that the recovery factor was higher for larger values of TSS. Huang et al.
[38] found that increasing titanium tetrachloride coagulant resulted in an increase in SF but
resulted in a decrease in the RF. Galloux et al. [39] also used a titanium tetrachloride coagulant in comparison with other common coagulants of wastewater from coal mining which
has a high concentration of suspended solids. It was found that the titanium tetrachloride
provide the highest level of SF and RF.
The strong relationship between floc size and G-values has led to development of the
stable floc size expression. Which relates G-values to a stable floc size (γ) through a logarithmic relation given as
log d = log C − γlog G.

(1.7)

where d is the floc diameter [m], C is the floc strength exponent, G is the G-value, and
γ is the stable floc size exponent are all derived experimentally [22]. The range of the
constants found in Eq. 1.7 varies depending on the composition of the wastewater and
chemicals used for flocculaiton. There is some disagreement in literature about which
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diameter measurement to consider; dmax or dave . For example in Bache et al. [40] the
95% floc diameter was used because this resulted in the least amount of error during data
acquisition (external video camera). However, in Fabrizi et al. [25] the median floc size or
D50 was used because, similar to [40], this is the particle size most consistently measured
by the data acquisition system (Malvern Mastersizer 2000). The floc strength coefficient or
log C is dependent on characteristic value of d and the method used to measure the particle
size [22]. Because of the wide variation between studies for values of log C it has been
concluded that only comparisons within individual studies can be made. Fortunately, as
seen in [25] and [40] the value of γ is much more consistent between studies irrespective
of diameter and measurement method, making it useful for comparing floc strength and
breakup.
Essentially, the larger the value of γ, the weaker the floc. Considering Fig. 1.5 [22], we
can interpret the three different slopes as different measures of floc strength. Beginning with
the horizontal line A), this indicates that the floc size remains constant during increased Gvalues; no floc breakage. A shallow slope like the one in line B) represents flocs that exhibit
breakage as G-values are increased but not at a drastic rate compared to the flocs in line
C), indicating B) flocs are stronger [22]. If γ is the slope of the linear relationship between
floc size and G-values then γ is really representing the rate a which floc degradation occurs,
which is certainly affected by floc strength, but also by floc structure and size. Therefore,
some works have stated that the γ is best suited to describing the mode of breakage (surface
erosion or large scale fragmentation) [25, 37].
Bache et al. [41] provides a more in depth investigation into the concept that γ is a
result of turbulent shear patterns. The conditions inside both floc transportation networks
and mixing tanks are considered turbulent [21, 42], where eddy viscosity is a proportionality factor which describes turbulent energy transfer as a result of moving eddies ultimately
leading to the formation of tangential stresses [22]. It is these induced tangential stresses
that contribute to floc breakage in shear based models. Eddy viscosity in turbulent flows is

Chapter 1. Introduction and Literature Review

15

Figure 1.5: Corresponding floc size dictated by G-values. A) flocs are resistant to breakage;
B) floc breakage from large scale fragmentation, C) floc breakage from surface erosion.
analogous to molecular viscosity in laminar flow, where motion is resisted by intermolecular friction causing energy to be dissipated in the tangential direction [22]. This release of
energy is referred to as viscous dissipation. Levich et al. [43] described turbulence using
a scale where flow is described by the size and velocity of the eddies. Large eddies are
responsible for mixing of the fluid with little energy dissipation, therefore not contributing
to floc breakage. Whereas, small eddies are responsible for most of the energy dissipation
and floc breakage. The Kolmogorov microscale is used to indicate the length scale (η) of
the energy dissipating eddies given as,
ν3
η=


!1/4
(1.8)

where η is the Kolmogorov microscale [m], ν is the kinematic viscosity, and  is the turbulent kinetic energy dissipation rate. For large eddies, inertial convection is responsible for
energy dissipation whereas in small eddies it is the viscous energy.
Looking at Eq. 1.8 we can see the how η is related to the G-values in the flocculation
system from Eq. 1.2. High G-values, meaning there is large turbulence dissipation, result in
η being much smaller and similar order of magnitude to the floc size. While low G-values
result in much larger values of η. This helps to to further explain why floc breakage is
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experienced at high G-values. Previous literature states that floc sizes below the microscale
rupture due to surface erosion whereas flocs larger than the microscale break due to large
scale fragmentation [44]. Relationships have been established between γ and η to indicate
the type of breakage that is occurring inside a vessel [45]. Typically γ values less than one
correspond to large-scale fragmentation while γ = 2.0 was related to surface erosion.
In summary, there are several different methods available for quantifying floc strength.
The floc SF and RF can be used to determine how flocs will respond to certain ranges of
G-values, whereas a more in-depth approach such as using γ can provide some predictive
information from Eq. 1.7. Using all three methods together can provide a comprehensive
assessment of floc quality and highlight how floc size may be affected when exposed to
G-values of similar magnitudes in other geometries.

1.3

Flocculation and Filtration

When a wastewater mixture is flocculated the PSD of the wastewater shifts to the right as
shown in Fig. 1.6, henceforth a shift to the right will be referred to as an increase in PSD.
By flocculating wastewater, the concentration of larger particles increases dramatically,
having notable implications on the type of filtration process. Referring to an RBF that
uses sieving and cake filtration, altering the PSD will have impacts on both the sieving
and cake filtration. Beginning with sieving, as the PSD is increased the large flocs will
be more readily removed by a filter mesh because the particles are now larger than the
pore size of the filter, allowing them to be captured. When considering cake filtration, the
impacts of increased PSD become more complex. Cake filtration relies on particles larger
than the pore size becoming trapped on the filter mesh, which then stops smaller particles
that would have otherwise passed through the filter mesh. As the PSD is increased some
of the smaller particles that would have otherwise been trapped by the cake layer have
already congregated into flocs, which are easily trapped by filter mesh. The issue is that
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Figure 1.6: Plot of raw vs flocculated wastewater PSD taken from floc strength experiments
presented in Chapter 2.
these large flocs have a greater distance between themselves on the filter mesh compared
to unflocculated wastewater. This increased distance between the flocs is one of the main
causes delaying cake layer formation and ultimately cake filtration [16]. The consequence
of a delayed cake layer formation is that particles that do not aggregate into large flocs can
pass through the filter mesh.
Floc structure also plays a role in altering cake filtration. The fractal nature of flocs
increases the permeability of the cake layer, decreasing cake resistance [46]. An increase
in permeability allows for increased flow through the cake layer which can be advantageous
during peak operating times at a WWTP. The drawback to increased permeability is that it
is associated with an increase in porosity which can lead to compression of the cake layer
[16, 46, 47]. Compressing the cake layer decreases its permeability, causing decreased
flow through the cake layer and filter mesh. Within the context of an RBF, this will result
in either overflows, where influent is directed around the filter belt meaning no solids are
removed, or to avoid overflow the speed at which the filter belt moves will be increased not
allowing as thick of a cake layer to form increasing flow but decreasing removals. Literature
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has shown that developing flocs that have a more compact dense core with a more uniform
shape can help alleviate issues with cake compressibility [17, 46, 48, 49, 50]. Spicer et
al. [49] proposed creating flocs using a tapered shear process whereby flocs are grown at a
G-value of 50 s−1 and then exposed to incremental increases in shear (G = 100 s−1 , 300 s−1 ,
500 s−1 ) followed by another growth at G = 50 s−1 . This results in smaller more compact
flocs and a decrease in cake compressibility. Park et al. [51] varied the split injection of
a coagulant to asses cake permeability when compared to a single injection. It was found
that biasing the split injection so that more coagulant was dosed during the first injection
improved cake permeability. The cake compressibility index was also used as a metric to
asses cake quality, where the specific cake resistance at unit pressure is plotted on a log-log
plot. The smaller the slope of the log-log plot the less compressible the cake is.
Considering flocculation as a pre-treatment method for an RBF can improve removals
by increasing the effectiveness of sieving. But the increases in PSD as well as the changes
to porosity and permeability of the cake layer can have beneficial or harmful implications
that must be understood. Large fractal flocs can increase permeability allowing for less
flow restriction but at larger flow rates the increase in pressure on the cake layer can cause
the cake to compress leading to overflow. More compact flocs with denser centers can
reduce cake permeability preventing compression and increasing removals, but potentially
limit flow capacity through the filter mesh.

1.4

Knowledge Gaps and Motivation

Numerical investigations regarding G-value distributions within common pipe network geometries is not found in previous literature, in addition to limited information regarding
the floc strength of flocs formed from primary influent. Knowing the floc strength as well
as floc size degradation when exposed to G-values found in pipe network geometries can
provide a better estimate of removals when trying to implement CEPT with an RBF. It can
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also highlight the need for design improvements of the transport network in an effort to
preserve as much of the floc size as possible.
Current numerical models of an RBF lack the ability to account for variations in PSD
caused implementing flocculation as a pre-treatment. The inclusion of PSD alterations
and the effects it has on the cake resistance can lead to a more accurate prediction of the
how an RBF will respond to CEPT, especially when combined with a knowledge of Gvalue distributions and floc strength. The more information available to designers through
modelling and experimental work can help to achieve the increased removals needed during
primary treatment to reduce the demand on energy intensive aeration operations; achieving
the goal of lowering GHG emissions.

1.5

Thesis Objective

The main goal for this work is to understand the relationship between fluid shear and the
effects on wastewater PSD of flocculated mixtures to be used with an RBF as the filtration
device. To aid in completion of this goal the following objectives have been established:
i. to develop an understanding of local G-value distributions in common pipe network
geometries that would transport flocs from flocculation vessels using CFD, as well
as the inlet of the RBF,
ii. to quantify the strength of flocs formed from primary influent using standard flocculation procedures to establish the level of floc breakage that may be expected when
exposed to G-values determined from CFD and,
iii. to evaluate and correlate, if possible, the effects varying PSD has on RBF model
constants to fortify predictions for sizing of RBF installations.
It is important to consider not only how the RBF is impacted but also how the general
process of flocculation will be impacted when paired with an RBF. Due to the smaller and
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more compact nature of an RBF transport network smaller diameter piping—compared to
the transport networks supplying a PC—will be used, leading to higher pipe velocities and
therefore greater shear in the fluid. Due to this fact it is pertinent to evaluate the G-value
distributions, using methods outlined in objective (i), to develop an understanding of how
floc size and structure will be impacted.
With an understanding of local G-value distributions established, G-value magnitudes
can be categorized into testing groups for bench scale experiments to address the needs of
objective (ii), outlined above. Floc strength will be determined based on the ranges of Gvalues obtained from objective (i). With regards to objective (iii), after an understanding of
how flocculation processes will be affected upstream of an RBF, an investigation into how
the filtration mechanisms, specially cake resistance, needs to be conducted. Knowing how
the cake resistance is affected by a manipulation of the PSD is critical to proper predictions
regarding capacity and removal efficiency, which are essential for sizing future installations.
To summarize, the goal for this work is to understand the effects of fluid shear on the
PSD of a flocculated mixture used as a pre-treatment for an RBF. To achieve this goal an understanding of the G-value distributions common with an RBF installation is needed, with
the G-values known bench scale experiments can be performed to evaluate floc strength
and size reductions, and finally the effects on RBF model constants from a manipulation of
PSD and subsequently cake resistance will be explored.

1.6

Thesis Outline

The preceding chapters will explain in detail the steps taken to meet the objectives outlined
in §1.5. Chapters will be presented as follows:
• Chapter 2: The evaluation of G-value distributions in common pipe network geometries is presented. The key item presented is a new method for evaluating G-values in
open systems. The ability to accurately model G-values in open systems allowed for
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CFD modelling to be conducted on common pipe network geometries for an RBF
installation. Using G-value distributions obtained from CFD modelling, bench scale
experiments were performed to determine floc strength and the quantify breakage.
• Chapter 3: Here different mathematical models that output coefficients used to predict RBF performance based on influent quality were evaluated to improve curve
fitting, compared to the current model used. With an optimal function for determining RBF model constants the effects of PSD on cake resistance and ultimately
RBF performance was conducted. The key outcome of this chapter is the correlation
analysis between model constants and varying PSD.
• Chapter 4: A volume-based filtration model will be implemented into an existing
CFD model of an RBF developed by DeGroot et al. [52], with the ability to better
characterize changing wastewater quality observed from bench scale experiments.
The key outcome of this chapter will be the verification of a volume-based resistance
approach against an existing one-dimensional process model developed Sherratt et
al. [10].
• Chapter 5: Finally, a summary of the current work, its contributions, and recommendations for future work will be presented

Chapter 2
Determination of G-values in Pipe
Network Geometries using CFD
2.1

Introduction

G-values and flocculation have been studied extensively in literature since the early 1940’s,
but it is only recently (the last 20 years) that G-values have been studied more in-depth using the power of CFD. Referring to Camp and Stein [15] where the local G-value is a function of the  and ν, CFD allows for  to be determined everywhere in the fluid domain with
a high level of accuracy [53]. While extraction of  from the domain using CFD is trivial,
the choice of methods used to calculate  is more complex. It is important to use a methodical modelling strategy taking into consideration the geometric effects of the domain and
the effects of the computational grid, especailly near the wall, has on the solution. There
are several turbulence models available in commercial CFD software to determine  requiring a thorough analysis of the flow’s characteristics before selecting an appropriate model.
Bridgeman et al. [54] provides a detailed outline into different turbulence models regarding
the type of flow being modeled when attempting to calculate G-values. Bridgeman reported
that conventional two-equation models either k- or k-ω were able to accurately calculate
22
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turbulence for a majority of flows related to wastewater and water treatment. It was further
reported that some models and model subsets were better suited to certain types of flows.
Such as, the re-normalized k- is not suitable for highly swirling and rotational flows while
the k-ω SST is more suitable when dealing with adverse pressure gradients.
Upon proper selection of a turbulence model, the G-values can be post-processed from
the domain using Eq. 1.2. Previous works have largely focused on conducting CFD analysis on flocculation vessels to understand G-value distributions associated with floc growth
and breakage. Bridgeman et al. [21, 32] performed CFD on a 1L jar test to determine
average G-values as well as the frequency and duration of maximum G-values. The highly
swirling flow was validated using using laser Doppler anemometry (LDA) of the axial
velocity profile taken along a line half way between the center and outer wall of the jar
test. It was concluded that relying on the average G-value, calculated using Eq. 1.3, does
not sufficiently represent the magnitudes and severity of G-values which lead to more floc
breakage.
CFD investigations were further extended to different flocculator geometries (cylindrical and rectangular prism) represented by 1L vessels in Bridgeman et al. [32], where it
was found that the prismatic shape resulted in larger G-values and consequently more floc
breakage. Highlighting that the sharp edges in the rectangular domain induce more turbulent kinetic energy (TKE), increasing , and increasing G-values. Additionally Bridgeman
et al. [32] also conducted CFD studies of two full-scale flocculators: mechanical and hydraulic. A mechanical flocculator is a cylindrical vessel with an impeller located in the
center that rotates at low rpm to promote floc growth. A hydraulic flocculator is a long
rectangular channel with staggered baffles causing the flow to move in a serpentine manner. For all geometries (full-scale and 1L jar test) a comparison was made between average
G-values from analytical calculations to an average of the local G-values obtained from
CFD.
When comparing the average G-values from either method, a better agreement between
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analytical and numerical methods was found for the full-scale geometries, where the main
difference between the domains is the volume of fluid. This leads to the hypothesis that
for domains with a lower volume of fluid the numerical calculations have a difficulty in
determining local G-values due to not all of the turbulence dissipation () being accounted
for within the domain being analyzed. Investigations into smaller vessel geometry, such
as helical coiled tube flocculator in Sartori et al. [55], have been performed. The flow in
this work was predominately laminar meaning it loses applicability in the context of an
RBF transport network where the flow is highly turbulent. While the work conducted here
provides insight into the G-values found in flocculation vessels it does not address the threat
of high G-values found in transportation networks used to move flocculated wastewater to
an RBF. Furthermore, it highlights that relying on average analytical G-value expressions
to predict G-value magnitudes may not be accurate due to the smaller volume of fluid in a
typical transport network for an RBF.
In this chapter, we will focus on developing a better understanding of G-values within
the context of an RBF transport network. We will begin with an investigation into the
magnitude, frequency, and distribution of G-values found in pipe network geometries using CFD. The G-values obtained from CFD modelling will then be used as experimental
parameters to analyze the strength of flocs formed from primary influent.

2.2
2.2.1

CFD Model Development
Computational Domain and Mesh Generation

Pipe networks used to transport wastewater throughout a WWTP can be complex, with
many twist, turns, and valves to regulate or divert flow. These complex networks can be
broken down in three standard geometries: straight sections, elbows, and valves. When
considering floc breakage and G-values we can disregard straight sections due to the lower
amounts of turbulent mixing present. Elbows and valves—especially a partially closed
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valve used to regulate flow—will posses the greatest potential for floc breakage due to
the high shear stress and turbulent mixing within them. Therefore, the two geometries
investigated for G-value distributions are a conventional 90° short elbow and a Hayward®
butterfly valve opened 60°, as shown in Fig. 2.1.

(a)
(b)

Figure 2.1: Fluid domain used for CFD simulations of G-values for (a) a pipe elbow and
(b) a partially opened butterfly valve.
Both geometries are modelled after 6.000 inch (152.4 mm) schedule 80 thickness piping
and have an internal diameter of 5.760 inches (146.3 mm). Note both domains have been
extended past their physical endpoints to reduce the possibility of reversed flow at the outlet
during CFD calculations. The ribbing found in the Hayward® valve plate was removed
because these small cavities will have a negligible effect on the flow and mesh quality will
be improved as a result of the simplified geometry.
The domains were discretized into 3D control volumes using ANSYS ICEM CFD,
Release 18.0. To reduce the number of control volumes to be used for computations a
symmetry boundary condition was applied at the center-line of each geometry, shown in
Fig. 2.1. The elbow was discretized using hexehedral elements via the o-grid method,
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(a)

(b)

Figure 2.2: Plots of (a) elbow mesh and (b) valve mesh.
as shown in Fig. 2.2. The o-grid method allows for highly orthogonal elements every
where in the domain and low aspect ratio elements in the centre. The valve domain was
meshed using tetrahedral elements everywhere to more accurately capture the geometry
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and orientation of the valve plate. To ensure that the physics of the boundary layer were
accurately modeled inflation layers were specified along the walls of the domain. The first
cell height was set such that the y+ values were within the specified range of the chosen
turbulence model, which will be discussed in detail later.

2.2.2

Fluid Flow Governing Equations

The working fluid in both domains is water and the flow is assumed to be steady, incompressible, Newtonian, and single phase. Any air introduced due to the recirculation at the
exit of the bend or trailing edge of the valve plate is assumed to have a negligible affect on
the flow and associated G-values. The outlined assumptions and simplifications allow for
the fluid flow to be modelled using the Reynolds Averaged Navier Stokes (RANS) equations which are given as [56],
∂
(ui ) = 0
∂xi

(2.1)

∂P ∂τi j
∂
∂(ρui ) ∂(ρui u j )
+
=−
+
−
(ρu0 u0 ) + ρgi
∂t
∂x j
∂xi ∂x j ∂x j i j

(2.2)

and,

where xi denotes a position vector [x,y,z], ui and Pi are the time averaged velocity vector and
time averaged pressure, u0j represents the turbulent velocity fluctuation vector, and ρu0i u0j is
the Reynolds stress tensor. The laminar stress tensor is denoted by τi j and given as,
"
#
∂ui ∂u j
τi j = µ
+
∂x j ∂xi

(2.3)

The RANS equation for conservation of momentum, Eq. 2.2, requires a turbulence model
to close the equation. The turbulence model used for both domains was the Realizable k − 
model, given as [53]
"
!
#
∂
∂
∂
µt ∂k
(ρk) +
(ρku j ) =
µ+
+ Gk + Gb + −ρ − Y M + S k
∂t
∂x j
∂x j
σk ∂x j

(2.4)
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and,
"
!
#
∂
∂
µt ∂
∂
2

(ρ) +
(ρui ) =
µ+
+ ρC1 S  − ρC2
√ C1 + C3 Gb + S  (2.5)
∂t
∂x j
∂x j
σ ∂x j
k
k + ν
where,
#
p
η
k
C1 = max 0.43,
, η = S , S = 2S i j S i j
η+5

"

(2.6)

where Gk is the production of TKE due to mean velocity gradients, Gb is the generation of
TKE from buoyancy, and Y M is related to the dilation in compressible turbulent flow, which
are set to zero for this work. C1 -C3 are constants, σk and σ are turbulent Prandtl numbers,
S k and S  are user defined source terms, and are set to zero for this work. The Reynolds
stress is solved using a combination of the Boussinesq approximation and eddy viscosity
definition, where the Boussinesq hypothesis is defined as,
#
"
#
∂u j ∂ui
2
uk
= µt
+
− ρk + µt δi j
∂xi ∂x j
3
xk
"

−ρu0i u0j

(2.7)

and the turbulent viscosity is defined as,

µt = ρCµ

k2


(2.8)

where is k is the turbulent kinetic energy and  is the turbulent dissipation rate. One of the
major differences between the realizable k −  model and the standard model is that the
constant Cµ is made a variable in the realizable model. This allows for the realizable model
to become adaptable to different areas of the flow regime and is shown as [53],

Cµ =

1
A0 + A s kU∗


(2.9)
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where U ∗ is defined as,

U∗ =

q
ei jΩ
ei j
S i jS i j + Ω

(2.10)

and,
e i j = ωi j − 2i jk ωk
Ω

(2.11)

Ωi j = ωi j − i jk ωk
e i j is the mean rotation rate view in rotating reference frame with an angular velocity ωk .
Ω
The model parameters A s is determined using the following set of equations [53]
As =

√

S i j S jk S ki
1
,
φ = arccos(6W), W =
e3
3
S
"
#
p
∂u j ∂ui
1
Se = S i j S i j , S i j =
+
.
2 ∂xi ∂x j

6cosφ,

(2.12)

The decision to use the realizable model over the standard model was made to ensure that
the most accurate value  was determined. This is important because local G-values are a
function of , which is the only variable in Eq. 1.2. This makes Eq. 1.2 highly sensitive
to changes in  facilitating the need for an accurate and robust turbulence model. The
realizable model offers enhanced robustness due to the adaptability of the model constant
Cµ . This better captures turbulence throughout the domain by allowing for variability in the
realizable model entirely dependent on the changing flow [53]. Furthermore, Bridgeman et
al. [54] states that the realizable model is well suited to dealing with flows where rotation
and swirling is expected, a characteristic of both domains being studied. Because a k − 
model was chosen, an appropriate wall function must be selected to resolve the flow in
the near-wall region. The enhanced wall function was chosen over all other wall functions
because of its ability to alter the approach for resolving the near-wall layer. If the first node
spacing from the wall is fine enough to solve the viscous sub layer then the enhanced wall
functions will behave identical to the two-layer zonal model. In regions where the first node
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spacing is larger a wall function is applied to resolve the viscous sub layer. This blending
ability of the enhanced wall functions helps to reduce the computational expenses of the
model by allowing for coarser grids to be used.

2.2.3

G-value Governing Equations

As previously mentioned it is hypothesized that current G-value expression could have
difficulty in accurately calculating G-values within open systems having a low retention
time and small total volume. Based on this hypothesis a new G-value expression was
derived. The new expression is centered around the power being dissipated in the system
from the fluid’s movement through the domain. To begin the derivation we start with a
thermodynamic balance across the domain given as
Q̇ − Ẇ =

dE
+ ṁout (h + PE + KE)out − ṁin (h + PE + KE)in
dt

(2.13)

where Q̇ is the rate of heat transfer [W], Ẇ is the power input [W], dE/dt represents the
change of energy with respect to time, ṁ is the mass flow rate [kg/s], h is the enthalpy
[J/kg], PE is the potential energy [J], and KE is the kinetic energy [J]. Assuming a steady
state system with no heat transfer, kinetic, or potential energy we can simplify Eq. 2.13 to
the following
−Ẇ = ṁ(hout − hin )

(2.14)

where we can expand h out using the definition of h = u + P , u is the specific internal
energy [J/kg],

is the specific volume [m3 /kg], and P is the pressure [Pa]. While a fully

turbulent pipe flow is clearly not reversible we can assume that the temperature change
between the inlet and outlet from TKE being dissipated is very small allowing us to drop u
in Eq. 2.14, resulting in
−Ẇ = ρUA(Pout − Pin )

(2.15)
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where,
Pout − Pin
L
−Ẇ ~
= V · ∇P
V

∇P =

(2.16)

Taking the absolute value of the final expression in Eq. 2.16 and dividing it by the dynamic
viscosity (µ) results in the following expression
s
G=

~
| − ∇P · V|
µ

(2.17)

Where local G-values are determined along streamlines within the fluid and can be compared with local G-values determined from Eq. 1.2. Equation 2.17 can be expressed in an
averaged form similar to Eq. 1.3 where,
s
Gave =

Pavg
,
µV

Pave =

Z
P0local dV,

~
P0local = −∇P · V

(2.18)

Equation 2.18 bares a strong similarity to Eq. 1.3 where the power being dissipated in
the system is a result of the work required to move the fluid through the domain. Both
the approaches outlined originally in Camp et al. [15] and in Eqs. 2.17 and 2.18 will be
evaluated using CFD to compare their validity for determining G-values.

2.2.4

Model Validation

To ensure the model is accurately representing the G-value magnitudes a volume average
will be taken of the local G-values, determined from Eq. 2.17, and compared with the
average G-values determined from Eq. 1.3. While the average G-value for a mixing vessel
is given in Eq. 1.3 this expression be modified to be applicable to the domains being
investigated. A more appropriate expression to represent the average G-values within the
pipe geometry would be to incorporate the minor loss coefficient associated within each
domain. By comparing the volume averaged G-values determined from Eq. 2.17 and
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those from a loss coefficient we can link the numerical results to physical experiments as
loss coefficients are derived from empirical measurements of the flow field. Bridgeman et
al. [32] compared volume averaged G-values with the average G-value determined from
the head loss across across a hydraulic flocculator—a similar methodology to finding the
average G-value as a function of the minor loss coefficient—given as,
s
Gave =

ρgh
µt

(2.19)

Where h is the head loss across the domain and t is the retention time in the domain. Due
to the relatively small path length of both domains it is more appropriate to represent h in
Eq. 2.19 with the loss coefficient given as,
s
Gave =

1
KU 3
2

νL

(2.20)

where K is the loss coefficient, ν is the dynamic viscosity of water, U is the bulk fluid velocity, and L is the path length of the flow. The approach in Eq. 2.20 neglects the major losses
resulting from friction through each domain as this will have a negligible impact on the
head loss. While head loss coefficients are readily available in several fluid mechanics text
references, such as [56], there is a large amount of uncertainty present in tabulated values.
For example, the loss coefficients found in [56] are taken from manufacturers literature of
the components in question and are accurate within in ±50%. This high variability in data
makes it difficult to validate a numerical model. Therefore, the loss coefficients used to
validate elbow simulations were derived using a rigorous approach outlined in Idel’chik et
al. [57] and the valve loss coefficients will be determined based on the manufacturer’s data
sheet. The data sheet is used for the valve because the geometry was created using CAD
from exact dimensions of a Hayward® butterfly control valve compared to the elbow which
is a standard part.
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The approach outlined in Idel’chik et al. [57] derives a loss coefficient as a function of
the Reynolds number and relative roughness ∆ = ∆/Dh [m]; the elbow being investigated
has ∆ = 1.025 × 10−5 m. This allows for a custom loss coefficient to be determined for any
flow rate through the domain. The approach for determining a loss coefficient is given as,
ζ = K∆ KRe ζloc + 0.0175δλ

R0
Dh

(2.21)

where Kδ represents the general roughness of an elbow, KRe is the loss coefficient associated
with the Reynolds number of the flow, ζloc is defined as the local resistance of the bend, δ
is bend angle of the elbow in degrees, λ is the friction factor coefficient, R0 is the radius to
the centre-line of the elbow [m], and Dh is the hydraulic diameter [m]. K∆ = f (∆) which is
equal to 1.0, KRe is given as,

KRe =

5.45
Re0.131

(2.22)

ζloc is defined as,

where,

A1 = 1.0,

ζloc = A1 B1C1
R 
0
= 0.72,
B1 = 0.21
D0

C1 = 1.0

(2.23)

λ∆ = f (∆, Re) and is given as,

68 0.25
λ∆ = 0.11 δ +
Re

(2.24)

The above approach is valid for Reynolds numbers greater than 104 and for rough wall
∆ greater than zero. The thoroughness of approach in Idel’chik et al. [57] will help to
reduce the uncertainty caused by variation in tabulated loss coefficients available in other
literature, improving CFD model validation.
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Numerical Methods

The numerical solution was completed using ANSYS Fluent Release 18.0. The numerical
methods were identical for both geometries, where only the specified pressure-velocity
coupling method was different. As previously mentioned each domain is symmetric so a
symmetry boundary condition was applied to the mid plane of each domain with no-slip
conditions applied at all walls. The inlets were defined as velocity inlets where the fluid
velocity was determined based on the bulk averaged velocity. The bulk averaged velocity
was determined from flow rates commonly used with a full-scale RBF installation. The
turbulence intensity was left at a default value of 5%, consistent with a medium intensity
flow [58]. All outlets were defined as pressure outlets set to zero gauge pressure. The
governing equations regarding momentum and turbulence were discretized using a second
order upwind difference scheme. Pressure interpolation was handled using a second order
scheme and gradient discretization was done using the least squares cell based method.
Pressure and velocity were solved using the SIMPLEC solver in the elbow geometry while
the valve used the coupled solver. The coupled solver was used for the valve simulations to
enhance convergence. To stabilize residual convergence when using the coupled solver the
flow courant number was change from a default setting of 200 to 50. Convergence criteria
was set at 10-5 for all residuals, where the residuals were scaled locally. Additionally the
pressure drop across the domain was monitored and was required to be constant at the time
of residual convergence for a solution to be fully converged. A summary of simulation
settings can be found in Table 2.1.
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Table 2.1: FLUENT simulation parameter settings
Parameter
General

Setting
Steady state, pressure solver,
absolute reference frame

Material

Water, single phase

Turbulence model

Realizable K-

Wall functions

Enhanced

Spatial discretization

Least square cell based

Momentum and turbulence

Second order UDS

discretization
Solution method

Elbow: SIMPLEC,
Valve: coupled

Residual Convergence

2.3

10−5 , local scaling

Experimental Methods

Floc strength is measured by comparing the size of flocs before and after a breakage event.
The floc size was measured in real time at discrete intervals using a Malvern Mastersizer
2000 with an experimental setup similar to that in [25, 36, 59, 60], shown in Fig. 2.3. Note
that previous works listed used the Malvern to measure the floc size for drinking water,
not primary influent. The flocculated mixture was prepared inside a Velp Scientifica JTL 4
beaker jar test using a 2 L beaker. All wastewater used for these experiments was collected
from the Pottersburg Wastewater Treatment Plant London, Ontario, Canada.. The jar test
paddle dimensions were the following: diameter of 76 mm, thickness of 6 mm, and placed
approximately 30-60 mm from the bottom of the beaker. The jar test rpm that coincides
with the desired G-value was determined using Eq.1.3 where Pave is given as,
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Figure 2.3: Schematic outlining experimental setup.

Pave = P0 ρN 3 D5 .

(2.25)

Where P0 is the impeller power number, N is the rotational speed of the impeller [rpm],
and D is the impeller diameter in [m]. The P0 was taken from [8] for a two-paddle axial
impeller. Due the jar test having a maximum operating speed of 300 rpm, average G-values
were limited to 800 s-1 when using a 2 L volume of fluid. The flocculated mixture was
pumped from the beaker to the Malvern measurement cell using 5 mm ID flexible tubing
at a flow rate of 66 mL/min using a peristaltic pump. In an effort to reduce floc breakage
from the peristaltic pump the outlet tube from the measurement cell was clamped against
the rollers of the peristaltic pump. This resulted in the wastewater being pulled from the
jar test, through inlet tube, and into the measurement cell, as shown in Fig. 2.3. The
placement of the pump allowed for the floc breakage contributed by the pump’s rollers
squeezing the tubing to be largely removed from measurements. The flocculated mixture
was grown using two stage flocculation process. First a coagulant of Kamira Solution of
40% FeCl3 was added during a rapid mixing stage for 1 minute. The coagulant is added
to destabilize the wastewater particles preparing them for flocculation. The coagulant is
then slow mixed for 5 minutes to ensure it is thoroughly mixed and particles are adequately
destabilized. The flocculant, FLOPAM EMF 140CT heavy weight cationic polymer, is then
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added during a second 1 minute rapid mixing stage. The flocculant is then slow mixed for
another 5 minutes to allow for a maximum floc size to be observed. The rpm of the jar test
is then increased to facilitate floc breakage, lasting for 2 minutes. The rpm is then decreased
again to observe the floc’s regrowth ability to asses the recovery factor. In summary:
1. Wastewater is slow mixed to suspend all particles and get a baseline PSD measurement for 1 minute.
2. FeCl3 is added during a rapid mix for 1 minute.
3. FeCl3 is slow mixed for 5 minutes to allow for sufficient mixing and destabilization.
4. Polymer is added during a rapid mix for 1 minute.
5. Polymer is slow mixed for 5 minutes to allow for sufficient flocculation and observation of the maximum floc size.
6. The jar test rpm is increased to facilitate floc breakage for 2 minutes, observing the
minimum floc size during breakage.
7. The rpm is decreased to observe floc regrowth for 2-3 minutes.
8. Experiments were repeated three times for each breakage G-value.
The Malvern Mastersizer can be configured to measure the PSD of a variety of different
substances in different dispersants. Because the Malvern utilizes Mie theory to determine
particle size a refractive index and absorption coefficient must be specified. Due to the
dynamic nature of wastewater and its variability within a small geographical area there is
no standard refractive or absorption coefficient defined in literature. All wastewater treated
in London Ontario is a combination of sewer and storm wastewater. This combination of
the two wastewater streams result in high amounts of soil being present, therefore, the refractive index for soil was used in the Malvern. Due to the availability of equipment to
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measure the absorption coefficient the absorption coefficient of the wastewater was measured and defined as 0.2. Note how the absorption coefficient is non-dimensional, this is
due to it being expressed relative to scattering coefficients of 1 m−1 . The Malvern requires
that the time of a measurement, number of measurement cycles, and delay between each
measurement cycle be defined. The time of each measurement was defined at five seconds
with a two second delay between the 120 measurement cycles, where a cycle consists of
one measurement and one measurement delay. A small time delay of approximately one
second is added for the Malvern to switch between the measurements and the delay between measurements resulting in one cycle lasting approximately 10 seconds, for a total
run-time of 20 minutes. A complete summary of the Malvern settings can be found in
Appendix A.2
There are many different components that make up a PSD result. For the purpose of
this study the median (d50 ) particle size was used to represent the effects of floc breakage,
similar to that found in [21, 32, 36, 59]. Additionally, PSD results will be shown for raw
and flocculated wastewater samples to convey how the PSD is changed when flocculant is
added.

2.4
2.4.1

Results and Discussions
Grid Independence

Using the outlined simulation setup grid independent solutions were found for each geometry. Grid independence was monitored by measuring the pressure drop across the domain.
Converged solutions were said to be grid independent when the pressure drop across the
domain changed by less than 2% as the number of control volumes in each grid was doubled. Results from grid independence testing can be found in Table 2.2. The results from
the grid independence highlight that the mesh is of good quality due to the relatively low
change in pressure drop as the mesh was refined. All results presented regarding the el-
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bow domain were computed using the fine grid as this grid satisfied the grid independence
requirements of being less than 1%. Similarly the valve results were computed using the
medium grid as this mesh satisfies the grid independence requirements and is more computationally cost-effective compared to the fine grid.
Table 2.2: Grid independence results for elbow and valve geometries

Mesh Id
Coarse
Medium
Fine

2.4.2

Number of
Elements
122265
287832
590023

Valve
Pressure
%
Drop (Pa) Difference
541.71
553.69
0.55
563.81
0.45

Number
of Elements
5928
12996
28728

Elbow
Pressure
Drop (Pa)
152.92
138.23
136.2

%
Difference
2.52
0.37

CFD Simulation Results

Four different flow rates were tested for each domain: 10, 15, 20, and 25 L/s. These
four flow rates are consistent with flow rates commonly used with an RBF. The numerical
model was validated by comparing the average G-value determined from loss coefficients
with the volume averaged G-values from Eqs. 1.3 and 2.18, shown in Fig. 2.4. To ensure
the effects of the extended inlet and outlet tubes did not influence the G-values iso-volumes
were defined in each geometry, shown in Fig. 2.5, where all results were post-processed
within these volumes. The hypothesis previously formulated on the notion that the conventional method of calculating local G-values may not be extendable to common pipe
network geometries has some validity. Consider the Camp and Stein [15] method for calculating G-values which is dependent on the rate () at which the TKE is dissipated. The
TKE is dissipated in the fluid it is converted to thermal energy as a result of work being
done on the fluid. Where the transformation of TKE into thermal energy is driven by an
energy cascade, with the large eddies extracting energy from the mean flow [61]. The energy that is extracted from the mean flow is then transferred to eddies in decreasing size,
independent of the viscosity of the fluid, until the TKE is converted into thermal energy
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Figure 2.4: Plots of (a) elbow mesh and (b) valve mesh; comparing average G-values from
~ and conventional approach based
head loss coefficients, the fluid’s power based on ∇P · V,
on .
from eddies equal to the Kolomorgov microscale (η). It is the rate at which the work is
done—transferring TKE into thermal energy—that influences G-value magnitudes.
Consider the two full-scale flocculators modeled in Bridgeman et al. [32], particularly
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(a)
(b)

Figure 2.5: Plots of iso-volumes for respective geometry used for calculating volume averaged quantities.
the hydraulic flocculator. The full-scale hydraulic flocculator has a capacity of several
thousand liters and is an open systems making the volume the largest differentiating factor
from the geometry currently being investigated. The longer retention times, coupled with
the large recirculation zones allow for a majority of the TKE to be converted into thermal
energy within the hydraulic flocculator. Because a majority of the the TKE is converted
into thermal energy, the power dissipated in the domain contributes to G-values, resulting
in the strong agreement when comparing volume averaged G-values using Eqs. 1.2 and 1.3.
Therefore, in order to use the conventional methods of calculating G-values the domain
must have sufficient volume, resulting in higher retention times, allowing the majority of
the TKE to be dissipated to thermal energy within that domain. Alternatively the domain
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could be a closed system such as the jar test beaker.
The conversion of TKE to thermal energy occurs in both elbow and valve domains,
however some of TKE may not fully dissipate within the endpoints of each domain; giving
an explanation to the discrepancies shown in Fig. 2.4. The discrepancies shown in Fig.
2.4 can also be a result of large recirculation zones immediately downstream of the sharp
corner in the elbow and on the downstream side of the valve plate. In these zones a large
portion of TKE is dissipated but a relatively small amount of the mean flow passes through
these regions. This will result in only a small portion of the flow receiving these higher turbulent dissipation rates, leading to a large discrepancy when comparing volume averaged
values. Equation 2.17 is able to better account for a majority of the power dissipated in
these domains by consider the amount of work needed to move the fluid through each domain. This assumption is verified when considering that as the flow velocities are increased
through each domain the flow power increased, creating larger G-values. The assumption
that the fluid’s flow power contributes to G-values is validated by agreeing reasonably well
with the average G-values determined from loss coefficients.
Using the verified and validated method that G-values are a result of the fluid’s flow
power, G-value distributions can be calculated. G-values distributions will illustrate the
range of magnitudes as well as the frequency of occurrence of all G-values in their respective domains. G-value distributions were determined for each domain by calculating
G-values along 2000 streamlines using Eq. 2.17. The cumulative distribution, referred to
as Rehman-Nopens curves, for all four tested flow rates are shown in Fig. 2.6. There are
two important conclusions that can be drawn from the cumulative distributions, 1) the level
of homogeneity of G-values, indicated by the steepness and uniformity of the slope, 2) the
potential for floc breakage which is indicated by how far a line is shifted to the right of
the curve [62]. Comparing the two domains we can see that the valve domain is likely to
result in more floc breakage due to the curves being shifted farther to the right. We can
also expect that the distribution of G-values in the valve will be more heterogeneous due
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Figure 2.6: Rehamn-Nopens curves for both domains at all tested flow rates. Shift to the
right indicates greater potential for floc breakage. Steep continuous slope indicates a more
homogeneous distribution of G-values.
to the inflection point two thirds of the way up the sloped portion of the curve. Whereas,
the elbow is more likely to have a more homogeneous distribution of G-values due to the
inflection point being present closer to the top of the sloped region. The results in Fig. 2.6
also confirm the expectation that the valve is more likely to cause floc breakage compared
to elbow due to the more tortuous flow path caused by the angled valve plate.
The G-values found in Fig. 2.6 were sorted in ascending order and binned where each
bin had a width of 10, shown in Fig. 2.7, refer to Appendix A.1 for G-value distributions of
all flow rates. The G-value distributions shown in Fig. 2.7 showcase the the broad range of
G-values in each domain and the number of G-values above the average G-value which will
contribute to more significant floc breakage. The distributions also confirm the conclusions
drawn from Fig. 2.6 regarding the heterogeneous nature of the G-value distribution in the
valve and more homogeneous nature in the elbow. These distributions also provide the
necessary insight into what G-values should be tested during floc strength experiments.
It is interesting to note that in the elbow domain the highest occurrence of G-values
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Figure 2.7: Plots of G-value distributions for elbow domain (a)10 L/s and (b) valve at 10
L/s; the dotted line represents the average G-value.
are of a smaller magnitude than the average whereas in the valve they are larger. This is
likely due to the increased velocities around the upper surface of the valve plated needed
to satisfy the conservation of momentum. While there are a significant number of G-values
much larger than the average, Fig. 2.7 shows there are a noticeable amount below the
average that can still contribute to floc breakage. For example, G-values larger than the
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average could contribute to breakage in the form of large-scale fragmentation, whereas
smaller G-values can break flocs through surface erosion. In the context of an RBF floc
breakage through surface erosion is more advantageous as this is less likely to result in a
dramatic decrease in floc size allowing for the floc to be better captured through sieving,
compared to large scale fragmentation where the flocs are more likely to be smaller than the
pore size of the filter. If flocs become smaller than the pore size of the filter their removal
becomes solely dependent on cake filtration compared to large flocs which can be removed
by sieving and cake filtration.
With a better a understanding of the full range of G-values within these common
pipe network geometries the design of pipe networks intended for transporting flocculated
wastewater can be improved. For example, all flow control devices should be placed upstream of any area where flocs are to be transported and the path to an RBF should be as
straight as possible or with gradual bends. Using the information regarding the distribution
of G-values, experiments can be carried out on flocculated primary influent to determine
how floc size will be affected when exposed to these G-values. This will give an indication
if flocs are strong enough to survive these large G-values, an essential characteristic for
supporting enhanced removals.

2.4.3

Effects of Varying G-values on Floc Strength

Wastewater quality can vary daily and even at different times during the day in a WWTP.
These variations can result from environmental factors or routine human activities. In the
summer months when there is less precipitation the TSS at a WWTP increases from the lack
of dilution from storm runoff and infiltration. Conversely TSS is typically lower during the
night time or early in the morning due to less human activity. All wastewater samples for
the floc strength experiments were collected during the morning ranging from 08:00-11:00
hours to eliminate variability in factors beyond the control of the experimental setup and
procedure. A wastewater sample consisted of 40 L to ensure the best possible representative
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sample of influent, within reason, was used. Figure 2.8 shows the PSD of raw and fully
flocculated wastewater over four different days.
12
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Figure 2.8: A plot comparing the PSD of raw to flocculated wastewater using the previously
outlined experimental method for flocculation.
Adhering to a narrow window of sample collection and large sample size resulted in the
raw wastewater samples maintaining similar PSD over multiple testing days. The increase
in PSD shows that the experimental procedure is effective at producing large flocs. Comparing the raw to flocculated wastewater for particle sizes that were represented by more
that two percent of the volume, we can see that the raw wastewater had particles ranging
between 100 µm to over 1000 µm in size. Where the flocculated ranged from 300 µm to
over 1000 µm. The sharp drop at 2000 µm is due to the maximum particle measurement
limit of the Malvern being reached, meaning that only a partial PSD measurement can be
recorded. However, upper limit of the measurement range does not a have a significant
impact on the floc strength measurements therefore this loss of data will have a negligible
impact on the findings from these experiments. We can also see that the span of the PSD
measurements is smaller for the flocculated wastewater, showcasing that flocculation has
aggregated the smaller particles together into flocs. If floc size can be increased and main-
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tained within a certain range this can allow for larger a mesh filter (larger pore size) to be
used. The larger filter size can allow for greater flow rates to be used, assuming the cake
layer does not compress substantially, decreasing permeability and restricting flow.
Using the results obtained from CFD modelling regarding G-value distributions and
considering the operating limitations of the jar test apparatus three different average Gvalues were used for breakage conditions: 300, 600, and 800 s−1 . While the average
G-value is used to specify the impeller rpm there will be G-values much larger than the
average similar to the pipe network geometries [21]. Figure 2.9 illustrates the effects that
increasing G-values have on floc size where a moving average was used to smooth the
discrete data points. Table 2.3 contains the calculated floc strength and recovery factors
calculated using Eqs. 1.5 and 1.6, as well as the maximum floc size and floc degradation.
We can see that the rapid mixing and injection of FeCl3 have greatly reduced the variability
in the d50 . This push towards uniformity increases collision efficiency, found in Eq. 1.1, improving flocculation. Once the flocculant is added there is an extremely rapid growth stage
until the mixing speed is returned to the growth rpm. After the rapid growth stage there is
a sudden drop and then gradual increase in floc size until an equilibrium size is reached.
This sudden drop is due to the deceleration of fluid caused by the impeller rotational speed
decreasing faster than the fluid’s resulting in a brief increase in G-values causing breakage.
Referring to the breakage portion of Fig. 2.9 a G-value of 300 s-1 had little effect on floc
size with only a minor decrease in size from approximately 525 µm to 490 µm, respectively.
More significant breakage was observed when G-values were increased to 600 s-1 , where
floc size was reduced from 525 µm to 435 µm. The largest, and expected, reduction and
size from 525 µm to 375 µm was seen at a G-value of 800 s-1 .
The irreversibility of floc breakage at different G-values can be seen during the regrowth phase. For an average G-value of 300 s-1 the irreversibility is minor due to the floc
size only decreasing slightly. At Gave = 600 s-1 irreversible floc breakage is observed but
if the regrowth stage was extended further the flocs would continue to regrow or plateau,
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Figure 2.9: A log plot comparing the PSD of raw (TSS = 161 mg/mL) to flocculated
wastewater using the previously outlined experimental method. Where Gave refers to the
breakage value for each experiment. The same growth G-value (G = 50 s−1 ) and high speed
mixing G-value (G = 500 s−1 ) was used for the all three different breakage trials.
Table 2.3: Table of floc strength factor, recovery factor, median floc size, and floc degradation.
Breakage
Strength
Recovery Median Floc
Floc
-1
G-value [s ] Factor [%] Factor [%]
Size µm
degradation
300
96 ± 1
73 ± 26
530 ± 7
9%
600
86 ± 1
45 ± 8
532 ± 3
19%
800
71 ± 1
40 ± 4
515 ± 5
30%
due the high recovery factor for this breakage G-value. It should be noted that in practice
it is unlikely that the flocs would be relocated to an area with small enough G-values to
facilitate regrowth longer than three minutes. In the context of an RBF some floc regrowth
can occur in the reservoir immediately upstream of the filter where fluid conditions are less
hazardous, but less than ideal to promote floc regrowth. Definitive floc irreversibility can
be observed when the breakage G-value is equal to 800 s-1 . An increase in irreversibility
as G-values are increased can be attributed to a number of different factors. Due to the
fractal nature of the flocs formed from primary influent it is likely that breakage is occur-
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ring predominately through large scale fragmentation. Thomas et al. [44] states that flocs
larger than Kolmogorov mixing scale (η) are broken by large scale fragmentation. For each
breakage G-value η was determined using Eq. 1.8, and shown in Table 2.4 where  can be
determined from Eq. 1.2 substituting G for Gave .
Table 2.4: Table showing η for respective breakages G-values.
Gave [s−1 ] η [µm]
300
600
800

59
41
35

Floc size
pre-breakage [µm]
530 ± 7
532 ± 3
515 ± 5

Floc size
post breakage [µm]
481 ± 3
430 ± 7
358 ± 5

It is clear that floc breakage for all average G-values tested will occur through largescale fragmentation. When the flocs are broken at lower G-values it is likely that once
the large flocs are initially broken their smaller fragments are able to withstand the present
G-values not resulting in further breakage and relatively large minimum floc size. These
smaller, but still relatively large flocs, will be able to regrow more easily and quickly compared to ones broken at large average G-values. When breakage G-values are large such
as Gave = 800 s-1 floc regrowth is inhibited because once the flocs are broken by largescale fragmentation the smaller fragments can become compacted due to the large G-values
[46]. Floc compaction reduces the RF of the mixture by lowering αi j decreasing the overall
growth rate. Floc compaction can also reduce the breakage rate of the flocs by reducing the
amount of breakage through large-scale fragmentation. As the flocs become compact it is
likely that some breakage will begin to occur through surface erosion.
Using Eq. 2.10 we can estimate how the flocs will respond to increasing G-values.
Plotting the minimum d50 value against the average G-value on a log-log plot, shown in
Fig. 2.10 results in a linear relationship where the slope of the line represents the stable floc
exponent γ. Based on the floc degradation to increasing G-values a γ = 0.28 was calculated.
Fabrizi et al. [25] conducted floc strength experiments on flocs formed from drinking water
collected post dissolved air filtration (DAF). Here γ was found to be between 0.33-0.41.
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Figure 2.10: A log-log plot of the stable floc size exponent.
The higher values of γ reported by Fabrizi indicate that flocs formed from drinking water
post DAF are weaker than those formed from screened primary influent. Flocs formed
from primary influent are likely to be stronger due to the increase in TSS concentration in
primary influent. Increased TSS concentrations promotes more connection points within
the flocs compared to lower TSS values of drinking water.

2.4.4

Conclusion

A numerical model for determining G-values in open systems has been presented, where
the G-values are induced from the fluid’s flow power through the domain. The model was
validated by comparing the vessel averaged G-values against G-values determined from
empirical loss coefficients. Excellent agreement between G-values determined from loss
coefficients and the new fluid power approach was had across a range of conventional operating flow rates for an RBF. Using the G-value distributions determined from the proposed
model the strength of flocs formed from primary influent using a two-stage flocculation
process was evaluated. Flocs were able to resist breakage until a G = 800s−1 . Indicat-
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ing that flocs would be able to maintain a majority of their size when transported through
pipe elbows, at lower flow rates, but would suffer severe degradation through flow control
devices such as valves.

Chapter 3
Effects of Particle Size Distributions on
Column Model Constants
3.1

Introduction

This chapter considers improvements to the modelling of an RBF with the motivation of
being able to implement the effects of flocculation into a process model. A one-dimensional
process model of an RBF has been developed by Sherratt et al. [10] that can predict the
hydraulic capacity and removal efficiency for varying filter belt speeds, while using a PID
control algorithm to control the upstream water level. To model the filtration kinetics of an
RBF the process model requires information regarding the quality of the wastewater which
is obtained from a unique bench scale experiment, involving the drainage of a column of
wastewater driven by gravity. The quality characteristics are obtained from the experiments
by fitting a curve to the recorded height of the water column where the constants of the fitted
curved are used for modelling. An improved curve fitting function will be presented, aimed
at enhancing the transfer of physics from the column drainage experiment to the model.
Additionally, the effects of varying PSD will be explored on model constants determined
from curve fitting, with the objective of being able to implement the effects of flocculation
52
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into the existing process model.
The process model developed by Sherratt et al. [10] models the flow through an RBF
using Darcy’s law given as,
∆P = µURT

(3.1)

where U is the velocity through the filter and RT is the total resistance of the filter mesh
and cake layer given as [10],
RT = Rmesh + Rcake = (a + bU) + Rcake

(3.2)

where a and b are mesh resistance coefficients determined from CFD simulations of clean
water flow experiments. Values for a and b can be found in Sherratt et al. [63] for clean
filter meshes of varying pore size. The cake resistance is determined using a bench scale
experiment, referred to as a gravity drainage column test shown in Fig. 3.1. The PVC
column in Fig. 3.1 has a diameter of 2.000 inches (5.08 cm) and is filled to a height
ranging between 70-110 cm allowing for a sufficient number of solids to be present, giving
a suitable representation of the primary influent and adequate cake layer formation. Once
the column is full the ultrasonic sensor begins to record the height of the water level at a
sampling rate of 20Hz. The valve at the bottom is opened allowing the wastewater to pass
through the filter forming a cake layer. The sensor continually monitors the height of the
water column until the cake layer becomes so pronounced that the filter becomes clogged,
stopping the flow of water. The height of the water column can then be modelled using a
double exponential equation given as [10],

h(t) = Ae−αt + (h0 − A)e−βt

(3.3)

where h0 is the height of the column at t = 0; A, α, and, β are model constants. Sherratt et al.
[10] described the double exponential characterization of the column height as a switching
between mesh and cake resistance where the cake resistance is function of the changing
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Figure 3.1: Schematic diagram of a gravity drainage column test.
static pressure given as,
∆P = ρgh(t)

(3.4)

The rapid initial decrease in column height, which is dominated by the mesh resistance, is
represented by the first term and the cake resistance is represented by the second term, once
a cake layer has sufficiently formed. When Eq. 3.3 is fitted to the experimental data it can
be differentiated to determine the velocity of the water through the column. This calculated
velocity is then used in conjunction with combination of Eq. 3.1 and 3.2 to determine the
cake resistance.
While the cake resistance is not explicitly determined from Eq. 3.3, the important role
in which this curve fitting function plays on calculating the flow rate through an RBF,
via the process model, can not be overstated. If the column height measurements are not
fitted correctly then error from the improper fitting will be compounded when Eq. 3.5
is differentiated to determine the velocity. It has been observed through multiple trails
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Figure 3.2: Fitted column data using Eq. 3.3.
of the column experiments that Eq. 3.3 can have a difficulty in fitting the region of the
experimental data where the slope changes representing the transition from mesh to cake
resistance, shown in Fig. 3.2. This curved region can be difficult to capture when the
TSS concentration is high. When TSS values are high this causes the cake layer to form
more rapidly resulting in a more sudden deceleration of the flow. Another scenario in
which a sudden deceleration of the fluid can occur is when the PSD of the wastewater is
increased, meaning there are more particles larger than the pore size of the filter. The larger
particles are more readily captured on the filter mesh but the increased spacing between
these particles will allow the column to drain farther before the cake layer is suddenly
formed. Therefore, to improve the robustness of the modelling, especially if the effects of
flocculation are ever to be implemented an improved fitting function is required to better
characterize the change in slope of the experimental data.
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An Alternate Column Drainage Height Model

In this section a curve fitting function used to model the height of a column drainage experiment will be presented. The new function will be evaluated based on its ability to
characterize the change in column height, as well as its ability to be implemented into the
existing process model developed by Sherratt et al. [10]. When developing a new curve
fitting function there are many options available to an individual based on the form the function can take, number of fitting parameters, computational power needed to fit the function
to the data, etc. It is clear that adding terms to a polynomial typically results in a better fit
to a given curve. However, without a coupling to the physics in the experiments it becomes
difficult to explore how varying those additional fitting constants will influence calculated
results, such as the hydraulic capacity. Therefore, two constraints were established before
exploring new curve fitting functions: 1) any additional parameters used to improve the
fit needed to be associated with a physical phenomena present in the data, and 2) the new
approach needed to be easily implemented into the existing model developed by Sherratt et
al. [10].
The outlined constraints have led to a variation of Eq. 3.3 given as,
h(t) = Ae−αt + (h0 − A − h∞ )e−βt + h∞

(3.5)

where h∞ represents the fitted end height of the column, satisfying the constraints that any
new parameter needs to represent a physical phenomena which in this case is the end height
of column experiment. By explicitly defining a fitting parameter to resemble to end height
of the experimental data, while already specifying the starting height of the column with
h0 , the function can better guide the curve to the inflection points of the experimental data,
as seen in Fig. 3.3; calculated column model constants are found in Table 3.1. Additional
plots of Fig. 3.3 for varying TSS values can be found in Appendix A.3. As previously
stated the column drainage experiments are concluded when the cake layer becomes so
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Figure 3.3: Fitted column data using original approach from Eq. 3.3 and h∞ approach from
Eq. 3.5.
Table 3.1: Column model constants determined from curve fitting in Fig. 3.3.
A
0.4274

α
2.2221

β
0.1426

h∞
0.3720

pronounced that it blocks the flow through the filter. The h∞ represents the height at t =
t∞ which corresponds to the height when the filter becomes completely blocked, whereas
in the original formulation the endpoint of fitted data was not coupled with this blockage
phenomena. This leads to the fitted data to have a more linear slope after attempting to fit
the change in slope of the experimental data. If we compare the percent difference at the
largest separation between the fitted curve from Eq. 3.3 to experimental data, from t ≈ 2
seconds and t ≈ 10 seconds, there is a 6.35% difference; compared to the 1.25% using Eq.
3.5. Better curve fitting of this critical area allows for a more accurate representation of the
transition between mesh and cake resistance.
Equation 3.5 satisfies the constraints that any new approach needs to be easily implemented into the existing one-dimensional model. Consider the velocity expression derived
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from Eq. 3.3 given as,
U(t) = Aαe−αt + (h0 − A)βe−βt

(3.6)

Due to h∞ being an additional constant it is removed during differentiation, resulting in a
similar expression to Eq. 3.6 given as,
U(t) = Aαe−αt + (h0 − A − h∞ )βe−βt

(3.7)

The preservation of the original forms of key equations used to determine the hydraulic
capacity of an RBF allows for a simple integration of Eq. 3.5 into the existing process
model. Any further differentiation or integration of Eq. 3.5 maintains a similar form of the
original equations.
The newly developed curve fitting model was implemented into the process model developed by Sherratt et al. [10] along side the original expressions allowing for the comparison of predicted hydraulic capacity and removal, shown in Fig. 3.4. The removal efficiency
is calculated in the process model based on information gathered by a separate bench scale
experiment, referred to as a sieve test. Full details regarding this experiment and the fitting
function used on the experimental data can be found in [10]. The removal efficiency is a
function of the cumulative filtered volume and the TSS, which is affected as the belt speed
is varied.
Figure 3.4a shows that the new approach predicts a slightly higher hydraulic capacity
for the same wastewater sample. The slight increase in hydraulic capacity using the new
expression compared to the original expression had little impact on the hydraulic capacity
results. The improved accuracy of the curve fitting using the new approach is more apparent
in in Fig. 3.4b. As the belt speed is increased the cake layer becomes less pronounced on the
belt due to a higher level of shear between the fluid trying to transverse through the filter and
the rotating belt moving perpendicular to the fluid, resulting in higher hydraulic capacity
but lower removal efficiency. Therefore, as the filter speed is increased there should be a
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Figure 3.4: Plots of a) hydraulic capacity and b) removal efficiency versus linear belt speed
for an RBF using the original and newly developed curve fitting functions.
continuous decrease in the modelled removal efficiency. The varying slope of the removal
efficiency curve at a belt speed of c = 0.1 m/s using the original expressions is inconsistent
with what is expected during the full-scale operation of an RBF. The new approach is more
consistent with what is expected in that there is a gradual decrease in removals as belt speed
is increased, approaching an asymptotic value. The inconsistent removals calculated using
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the original curve fitting function is likely due to the error propagation from the derivation
of the velocity from the fitted height and then the integration of the velocity to determine
the cumulative filtered volume. While the discrepancy between the two approaches for
the hydraulic capacity is minor, the difference in modelled physics regarding the removal
efficiency is a more concerning result, which has been addressed.

3.3

Effects of PSD on Column Model Constants: Experimental Methods

The improved curve fitting ability of Eq. 3.5 allowed for an exploration into the effects
wastewater PSD had on column model constants. The motivation for understanding how
PSD influences these constants is to incorporate PSD scaling into the Sherratt et al. [10]
process model. This added feature would allow for the model to predict hydraulic capacity
and removal efficiency when the RBF is paired with a flocculation pre-treatment process.
It has been previously discussed that flocculation not only alters the PSD of the wastewater
but it also changes cake filtration mechanism. Therefore, the scope of this investigation
was limited to the relationship between unflocculated wastewater PSD and column model
constants. In order to determine a relationship of between wastewater PSD and column
model constants several column drainage experiments needed to be conducted to allow
for natural variations in PSD to be observed as well as TSS values. Column drainage
experiments were conducted over several months between February and June 2019. The
PSD data from these column tests is shown in Fig. 3.5. The PSD data was collected using
a sieve test and standard gravimetric analysis.
A known volume of wastewater was poured through a filter mesh, 350 µm for example.
The filtrate is then sieved through 1.5 µm, the soiled filter is placed in an oven at 105 ◦ C for
one hour. The filter is then weighed and compared to clean weight of the filter, the difference represents the amount of TSS in the filtrate. The TSS in the filtrate represents particles
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Figure 3.5: PSD for wastewater used in column drainage experiments.
smaller than the nominal pore size of the filter mesh used in the PSD measurements. The
TSS of the raw wastewater is measured to determine the amount of mass removed by each
filter mesh during PSD measurements and to determine the percentage of total particles in
each size fraction. A majority of the particles were less than 158 µm in size for the column
experiments conducted. A significant amount of particles were larger than 350 µm meaning
that a suitable cake layer should develop. Additionally the TSS values for all column tests,
except for 03-May, were greater than 170 mg/L; further improving cake layer development.
Column drainage experiments were conducted using two different filter mesh sizes: 158 µm
and 350 µm. These two filter mesh sizes were chosen as they are readily used in full-scale
installations of RBFs. Each column drainage experiment was repeated a minimum of four
times per mesh size to accurately represent the quality of the primary influent.
To establish a relationship between column model constants (A, α, β, and h∞ ) and the
PSD Pearson correlation coefficients were determined using MALTAB R2019’s built in
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corr function. Where correlation coefficients are determined by,
Pn

i=1 (Xa,i

rho(a, b) =
P

− Xa )(Yb,i − Yb )


Pn
n
2
2
i=1 (Xa,i − Xa )
j=1 (Yb, j − Yb )

1
2



(3.8)

where Xa and Yb are the matrices being correlated with the corresponding means Xa and Yb .
The value of rho(a,b) ranges between -1 and 1 where a rho(a,b) = 1 indicates there is strong
positive correlation between the two values being compared and rho(a,b) = -1 indicates a
strong negative correlation; a value of zero represents no correlation. Qualitatively, positive
Pearson coefficients represent a direct proportionality where negative ones represent an
inverse proportionality. A correlation was said to be statistically significant if it achieved
a 95% confidence interval, corresponding to a P-value less than 0.05. Column data was
then fitted using Eq. 3.5 to determine the column model constants for all experimental
trails. Outliers were removed from each group of column model constants based on three
standard deviations from the median and then averaged from each day of testing. The
average column model constants from each test day were then used to determine correlation
coefficients.

3.4

Results and Discussion

The correlations coefficients obtained using the outlined experimental procedure are shown
in Fig. 3.6 for the 350 µm mesh and Fig. 3.7 for the 158 µm mesh. The effects of the
PSD on the column drainage experiments being heavily weighted to particles less than 158
µm is evident in the weak correlations for the 350 µm mesh found in Fig. 3.6a. Much
stronger correlations were found using the 158 µm mesh, which can be credited to a more
pronounced cake layer formation rate. However, both filter mesh sizes exhibit the strongest
and most significant correlations at PSD size fractions at or above the nominal pore size
of the filter. It is reasonable to assume that this is representative of the cake layer forming
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Figure 3.6: Correlation data for a 350 µm mesh, a) rho(a,b) and b) P-value where shading
indicates a confidence interval of 95%.
.
more rapidly as the the PSD is increased, so long as TSS concentrations are large enough
to provide a sufficient number of particles to form the cake layer. The 158 µm mesh shows
that the strongest correlations are found in the A and h∞ coefficients.
Considering the A coefficient first, Fig. 3.7a shows that there is a reasonably strong
negative correlation as the PSD is increased. The A coefficient heavily influences the first
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Figure 3.7: Correlation data for a 158 µm mesh, a) rho(a,b) and b) P-value where shading
indicates a confidence interval of 95%.
term in Eq. 3.5 which is representative of the resistance to flow from the clean mesh
before cake resistance dominates [10]. This indicates that as the PSD is increased the
mesh resistance is less dominant due to the cake layer being able to form sooner in the
experiment. Conversely, the h∞ coefficient exhibits a strong positive correlation meaning
that the end height of the experiment increases as the PSD is increased. Which is expected

Chapter 3. Effects of Particle Size Distributions on Column Model Constants

65

due the faster forming cake layer stopping flow earlier resulting in a taller column of water
remaining.
The α and β coefficients exhibited no statistically significant correlation for either mesh
size. More column drainage experiments would need to be conducted to conclusively state
whether or not a significant correlation exists for these model constants. In addition to
more experiments, wastewater from other treatment plants could be tested where the PSD
is larger to allow for more significant results when conducting testing with the 350 µm
mesh.
Using the information obtained from the column drainage experiments PSD scaling
was implemented into the Sherratt et al. [10] process model. The first attempt consisted
of an approach similar to the TSS scaling that is currently available in the model, where
a reference PSD was chosen equal to the nominal pore size of the filter. However, this
exercise yielded results inconsistent with the operational principals of the RBF. A second
attempt to implement PSD scaling was made where the scaling consisted of the TSS in a
size fraction larger than the filter pore size and the associated cumulative filtered volume
from which a cake resistance could be calculated from. This scaling approach also resulted
in hydraulic capacity and removal trends inconsistent with RBF operational principles.

3.5

Conclusions

A new curve fitting function has been presented to model the height of a water column
measured from column drainage experiments. The new function presented allows for a
better fit to experimental data resulting in more accurate calculations of flow velocity, cake
resistance, and cumulative filtered volume due to less error propagation under analytical
manipulation. The presented fitting function can be easily implemented into the existing
process model developed by Sherratt et al. [10], resulting in a more accurate representation
of the operating characteristics of a full scale RBF.
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An attempt to characterize how column model constants vary with wastewater was
made. It was found that PSD size fractions above the nominal pore size were found to
have the most significant effect on how column constants varied. Only two of the four
constants were found to correlate significantly with PSD meaning that the current number
of experiments is insufficient to develop a general model relating PSD to column model
constants, with statistical confidence. Perhaps more experiments need to be conducted to
determine if the other two column constants will respond to changes in PSD, to develop a
model.

Chapter 4
A Two-Dimensional Volume-Based CFD
RBF Filtration Model
4.1

Introduction

In this chapter a volume-based resistance formulation will be implemented into a twodimensional CFD model of an RBF, originally developed by DeGroot et al. [64]. The geometrically simplified domain used for implementation of the two-dimensional CFD model
is shown in Fig. 4.1, where key features such as the height and angle of the weir have
been preserved from the full-scale geometry. The resistance approach implemented in the
CFD model will make use of the new curve fitting function used for bench scale experiments, due to its improved ability to fit model constants to experimental data. To verify
the implementation of the resistance model the hydraulic capacities calculated by the CFD
model and the Sheratt et al. [10] process model will be compared. Note that the CFD
model will only be verified against the validated process model, where verification in this
context, is concerned with ensuring that the calcualted values agree reasonably well with
those obtained from the process model.
Modelling the flow through an RBF using the CFD model developed by DeGroot et
67
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Figure 4.1: Domain used for implementation of resistance approach in two-dimensional
CFD model.
al. [64] has several advantages when compared to the process model developed by Sheratt
et al. [10]. The effects of the flow such as shear stress, turbulence, and different velocity
distributions can be incorporated into the filtration kinetics of the problem. Allowing for
the exploration into the effects that different operating parameters will have on RBF performance. However, the computational cost of this functionality is much greater compared to
that of the process model. Therefore, the CFD model is more suitable for troubleshooting
and design, while the process model is more suitable for sizing. The flow through the filter
in Fig. 4.1 is modelled using Darcy’s law similar to that in the process model but of a
different form given as [64],
q
k dP
=−
A
µ dx

(4.1)

where q is the volume flow rate through the filter; A is the area of the filter [m2 ]; k is the
permeability of the filter [1/m2 ]; µ is the dynamic viscosity of the fluid; and dP/dx is the
differential pressure gradient across the filter. The accumulation of solids along the filter
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belt is handled through a dynamic mass balance of the solid phase given as [64],
d(mc ) q
= CT S S in η
dt
A

(4.2)

where mc is specific cake mass per unit area on the filter [kg/m2 ], CT S S in is the concentration
of TSS in the influent [mg/L], and η is the removal efficiency of the filter mesh which determined from sieve test experiments, similar to the process model. Note how η is coupled
to the hydraulic capacity through the filter by the

q
A

term, this coupling further increases

the complexity of the current model. Due the difficulty associated with determining the
permeability of the cake layer and filter mesh an effective permeability is determined for
the combined cake layer and mesh filter from column drainage experiments given as [64],

ke f f = −

ln

hi+1 
hi

ti+1 − ti

(4.3)

With the effective permeability determined from column drainage experiments, along
with the removal efficiencies from sieve experiments, the hydraulic capacity and removals
can be determined. The major draw back to the permeability approach in the current CFD
model is the combination of the clean mesh and cake resistances. This limits the ability
to transfer information to the model, limiting the ability to characterize changes in cake
resistance from changing wastewater qualities. Also, the implementation of the permeability approach requires added complexity to transform the effective permeability retrieved
from a column drainage experiments to a viscous resistance, needed to determine flow rate
through the filter mesh. Furthermore, it is difficult to measure η as a function of mc obtained
from instantaneous grab samples during column drainage experiments. Therefore, by implementing the volume-based resistance approach we can widen the scope of the model
and reduce the numerical complexity.
The current CFD model simulates the flow through an RBF using ANSYS FLUENT.
The filter mesh and cake layer is treated as a porous media and is represented in the simu-
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lation by a one cell thick structured domain. In order to evaluate the hydraulic capacity and
removal efficiency of the RBF several user defined functions (UDFs) were created. These
UDFs were needed to determine the permeability and viscous resistance through each filter
element along the filter belt. Full details regarding these UDFs can be found in [52]. The
resistance model outlined in Sherratt et al. [10] was implemented into the existing UDFs
allowing for both the permeability and resistance approaches to be available to the user.

4.2

Implementation of Combined Resistance Approach

In the one-dimensional process model the resistance model is implemented such that the
height, velocity, mesh resistance, cake resistance, and cumulative filtered volume from
column drainage experiments are calculated externally and then supplied to the model.
These supplied values are then used to determine the fluid velocity through each element of
the filter which is dependent on the cake resistance of the previous filter element. Supplying
these calculated values is not suitable for the CFD code because it limits the ability to
transfer information from the CFD solver to the modelling equations, such as, the flow
velocity. Therefore, only the column model constants determined from Eq. 3.5 are input
into the CFD model, where the column height, velocity, cake resistance, and cumulative
filtered are all explicitly calculated. The column height in the CFD model is calculated
using Eq. 3.5 and the velocity with Eq. 3.7. With the column height and velocity calculated
the cake resistance can be calculated using [10],
Rcake (t) =

ρgh(t)
− Rmesh
µU(t)

(4.4)

where the Rmesh , given in Eq. 3.2, maintains the same form from the process model but is
supplied by the CFD solver. As previously stated the column height, h(t), and the velocity,
U(t), is calculated explicitly using a UDF. To update the cake resistance over time the cumulative filtered volume per unit area needs to be determined which is done by integrating
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the velocity in the column given as [10],
V(t) = A(1 − e−αt ) + [h0 − A − h∞ ](1 − e−βt )

(4.5)

Note the time dependency in Eqs. 3.2, 3.5, 3.7, 4.4, and 4.5. Due to only the column model
constants being supplied to the CFD model the time needs to be calculated in order to solve
these equations. In the CFD model time is interpreted as the parametric variable linking the
local state of the filter to a point in the column drainage test; it is not a physical time value.
Time was iteratively calculated from Eg. 4.5 using the Newton-Rapson method from [48]
given as,
ti+1 = ti −

(V(t) − Vi )
dV/dt

(4.6)

Where V(t) is the cumulative filtered volume determined from 4.5; dV/dt is the derivative
of cumulative filtered volume per unit area wit respect to time given as,
dV
= Aαe−αt + [h0 − A − h∞ ]βe−βt
dt

(4.7)

and Vi is the total filtered volume through an element in the filter given as [10],
δVi =

fi Ui ∆x
c

(4.8)

where Ui is the velocity through the filter element; ∆x is the width of one filter element;
and c is the linear velocity of the filter mesh. Ui is supplied from the CFD solver. By
incorporating the filtered volume through each filter element into Eq. 4.6, t is found such
that V(t) is equal to filtered volume through each element, which is required to update the
cake resistance and the total resistance along the belt, ultimately needed to calculate the
hydraulic capacity. In the process model the value for δVi can be readily calculated due the
width of each element and its exact position being known. While the width of each filter
element could be specified based on the cell size from the mesh generation software the
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location of each element is not readily available from ANSYS FLUENT. Additionally, δVi
must be determine sequentially along the belt to calculate the cumulative filtered volume
correctly. This requires not only the width of each element to be known but also its position
within the domain.
Once δVi is known then the cumulative filtered volume can be determined which is
simply a summation of δVi along the filter belt, which can then be used to update the total
resistance of each filter element and store the values in a user defined memory (UDM) location. The stored total resistance values are then accessed by a previously defined UDM
that applies the necessary transverse and longitudinal resistances required by ANSYS FLUENT to determine the flow through a porous zone. To ensure that the flow only follows the
longitudinal direction through the filter a transverse resistance factor is applied, artificially
inflating the transverse resistance by several orders of magnitude.

4.3

Determining Filtered Volume

Consider the representative image of the filter belt in Fig. 4.2. In order to determine the
correct δVi through each element the cell indices must be arranged in order from i = 0
to i = n. It cannot be guaranteed that when the computational grid of the RBF geometry
is imported into ANSYS FLUENT that the cell indices along the filter belt will be in the
correct order. In order to sort the cell indices, determine the value of ∆x, and finally solve
for δVi three calculation loops are needed: 1) to loop through all of the cells and determine
the values of ∆x and count the number of cells, 2) to loop through and sort cell indices,
3) a final loop beginning at the cell index i = 0, where δVi is calculated, along with the
cumulative filtered volume to update the total resistance across the filter belt.
In the first loop the boundary cell indices are determined and set as the first and last
index for the sorted cell array. The face of cell i = n, labelled boundary in Fig. 4.2, is
referred to as the plus side boundary face and for cell i = 0 the boundary face is the minus
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Figure 4.2: Representative image for the filter domain in 2D CFD simulations, inclined
35◦ to the horizontal, where the cell centroids are denoted as solid dots and interior face
centroids are marked with an X.
side face. There are only one plus and minus side boundary faces per filter domain. Once
the boundary faces are identified the calculation of ∆x for each cell can be completed.
Similar to how the boundary faces for the filter domain were identified we can identify the
boundary faces of each internal cell. By identifying the boundary faces we can then identify
the location of the face centroids. The plus side face centroid is subtracted from the cell
~ plus and conversely the minus side face centroid is subtracted from
centroid to determine ∆x
~ minus . Now ∆x can be determined as,
the cell centroid to determine ∆x
~ plus − ∆x
~ minus ||
∆x = ||∆x

(4.9)

The magnitude of ∆x is then stored in a UDM location so it can be accessed outside of its
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calculation loop. At the end of each ∆x calculation loop a counter is incremented to count
the number of cells in the filter domain.
In the second calculation loop an array of sorted cell indices is populated where the first
element in the array is minus boundary cell index. With the first cell index known the cell
index with the corresponding plus side internal face can be found and stored in the array of
cell indices. This loop continues until the index of the plus side boundary face is reached.
Now ∆x is known for all elements along the filter and the cell indices in the filter are sorted
from i = 0 to i = n.
In the third and final loop δVi can be determined from the calculated ∆x values. The
velocity into each cell along the filter belt is calculated from the flow rate and top face
area of the cell, using a UDF developed by DeGroot et al. [52], where the velocity is
retrieved from a UDM. The cumulative filtered volume is calculated by summing the the
total filtered volume through each cell in the filter belt during each loop iteration. At the
end of each loop iteration the total resistance values are updated for each cell in the filter
belt and stored in UDM, which are then accessed by the UDF responsible for determining
the viscous resistances of the filter belt.

4.4

Grid Generation

As previously mentioned the hydraulic capacity for a specified filter speed determined from
resistance approach in the two-dimensional CFD simulations will be verified against the the
hydraulic capacity for same filter speed determined by the process model. In the process
model the only geometric properties of the RBF that are considered are the maximum
upstream height of the water level and the weir height. Therefore, the generated domain
does not need to exactly resemble all of the geometric intricacies found in a full-scale RBF,
it can be heavily simplified. The domain was created and discretized into a computational
grid using POINTWISE V18.2 R2, shown in Fig. 4.3, having dimensions of 1.125m wide
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and 0.4986m tall. One important geometric feature that was not included were the filter
supports. These supports act as walls opposing flow and will affect the formation of the
cake when present.

Figure 4.3: Simplified RBF domain and computational grid used for verification of resistance approach in two-dimensional CFD model.
The inlet and outlet regions were modelled using structured grids to improve computational cost and accuracy. The regions immediately upstream and downstream of the
filter were modelled using unstructured grids created by the Advancing Front Ortho meshing algorithm. The Advancing Front Ortho algorithm was used to populate these regions
with triangle and quadrilateral elements. The benefit to this algorithm is that it allows for
computationally efficient hexehedral elements to be fitted where the geometry is less complex, decreasing overall computational cost. The filter belt was modelled as one cell thick
structured domain. A high level of boundary decay was specified in the two unstructured
domains to allow for a layer of mostly hexehedral elements to growth off the filter. This
was done to enhance convergence by improving the transition in mesh size from the small
elements of the filter to the larger elements of the fluid domain.
The grid density of the mesh generated for verification purposes can be compared with
the mesh previous generated by DeGroot et al. [52], where the same RBF unit was mod-
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elled. The grid used by DeGroot et al. [52] is completely unstructured, except for the filter
element. The grid density of the simplified domain is greater than that of the one used by
DeGroot et al. [52]. This was due to use of structured domains which allow for finer grids
to be used without sacrificing computational cost. The grid density for the verification case
was also increased in an attempt to reduce errors during associated with coarser grids.
The inlet configuration of the RBF was preserved to prevent flow from crashing into
the filter belt, which would disturb the formation of the cake layer. The upstream height
was set equal to the maximum operating height of unit two available in the process model,
along with the corresponding weir height. The height above the weir is a function of the
flow rate through the RBF and is explicitly calculated in the process model by [10],

∆hweir =

 Q/w 2/3
3800

(4.10)

where Q/w is the flow rate per unit width. The height above the weir is used to determine
the total downstream height, which is required for the head difference calculation needed to
calculate the hydraulic capacity. For the two-dimensional model the height above the weir
will be governed by the hydraulic capacity of the RBF and resolved by the CFD solver.

4.5

Numerical Methods

The numerical methods used for the verification case were identical to those used in the
original two-dimensional model. Therefore only a brief summary will be provided here,
as full details can be found in [52]. The flow is considered to be two-phase and unsteady.
Multiphase modelling was handled using the volume of fluid (VOF) model with an implicit
scheme specified. The primary phase material was set to air and secondary phase to water with a specified surface tension of 0.00735 N/m. Turbulence was modelled using the
k − ω SST model with all model constants retaining their default settings. The filter domain
was defined as a porous zone and the remaining domains were defined as fluid zones. To
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model the effects of a rotating filter belt a moving frame reference frame is specified for
the filter domain, where the zone motion is calculated using a previously defined UDF. The
resistance direction and viscous resistance for the porous zone were handled using existing
UDFs. To calculate pressure and velocity the coupled solver was used where the momentum and turbulence discretization were handled using a second order upwind scheme.
Pressure discretization was performed using the PRESTO! scheme and spatial discretization was handled through the least square cell based method. Residual convergence was
specified at 10−6 for all values except for turbulent quantities, which were set to 10−5 .
There are three PID modes available in the CFD model, which can be used for different
operating scenarios. The PID mode chosen for the verification case was the one where
the belt speed and upstream water height are specified requiring the inflow velocity to be
calculated. This PID mode mirrors how the process model determines hydraulic capacity.
The PID constants are defined as follows: K p = 3.0, T i = 1.0, T d = 0.0. The upstream water
height for simulations was specified at 0.450m resulting in a free surface being present near
the top of the domain. The time step size was defined as 1.0×10−3 with 20 iterations being
completed per time. Solution initialization is handled through a combination of constant
settings and UDFs that initialize the volume fraction, hydrostatic pressure distribution, and
inlet velocity. This results in the domain being filled to the specified upstream height with
a filter speed of zero. A full domain is used as the initial solution to provide a more stable
solution to solver at the onset of flow, as opposed to allowing the RBF to fill from time t=0.

4.6

Results and Discussion

Three different filter belt speeds were tested for the same upstream height: 0.077, 0.1694,
and 0.2156 m/s. In order to compare the calculated hydraulic capacity from the CFD model
with process model some modifications needed to be made to the process model. The
upstream height of the model was set equal to the calculated height from the PID in the
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CFD model. As previously mentioned the process model considers the effect the filter belt
supports will have on the hydraulic capacity. These geometric features were not considered
for verification of the CFD model, therefore, the blockage effects of these supports were
removed from the process model. Simulations were run for a total flow time of 20 seconds
(20×103 time steps), to ensure the inlet and outlet mass flow rates were equal and verify
the tuning the of the PID controller. The three tested belt speeds and calculated hydraulic
capacities are shown in Fig. 4.4. Note that the hydraulic capacities are reported per unit
width, this was needed because FLUENT assumes a unit width of one meter for twodimensional simulations which is not consistent width the effective width of the RBF unit
being modelled.
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Figure 4.4: Plot of hydraulic capacity for an RBF determined from the one-dimensional
process model and two-dimensional CFD model with the volume-based resistance approach.

Table 4.1: Percent difference of hydraulic capacity between process and CFD model.
Belt Speed [m/s]
0.077
0.1694
0.2156

Process Model [L/m·s]
38.063
70.246
80.534

CFD Model [L/m·s]
40.38
25.28
88.902

Percent Difference
5.91%
10.72%
9.88%
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The CFD model has shown that there is an increase in the hydraulic capacity of the RBF
as the belt speed is increased, consistent with the process model and full-scale RBF. The
close mirroring of the hydraulic capacity trend between the CFD and process model gives
a strong confidence that the resistance approach has been correctly implemented. Looking
at the results presented in Table 4.1 we can see that at the lowest belt speed the CFD and
process model have the strongest agreement and as the belt speed is increased the percent
difference begins to increase. This increase in percent difference can be attributed to the
effects of dynamic pressure being accounted during the flow calculation in the CFD model,
but not in the process model. The inclusion of the dynamic pressure will result in a more
flow being forced through the filter belt, decreasing the upstream water height. Because the
upstream water level is the setpoint for the PID mode being used and the inflow velocity
is calculated, as the water drops the inflow velocity will need to be increased in order to
maintain the desired setpoint.

Figure 4.5: Plot of the water phase volume fraction for a belt speed of 0.077 m/s. The solid
black horizantal line indicates the desired water height specified in the PID.
We can confirm that the PID constants have been sufficiently tuned by looking at the

Chapter 4. A Two-Dimensional Volume-Based CFD RBF Filtration Model

80

water volume fraction shown in Fig. 4.5 for a flow time of 20 seconds, the water height Fig.
4.6a, and mass flow Fig. 4.6b over the entire simulation. Figure 4.5 shows a sharp interface
for the upstream water level indicating that the PID is able to maintain a constant upstream
water height. The downstream water level has a slightly wavy interface near the belt and
then gradually smooths out towards the right side of the RBF. This is to be expected as the
flow is perturbed passing through the filter belt.
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Figure 4.6: a) Upstream water level height, b) mass flow in and out of the RBF.
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Looking at the results in Fig. 4.6 we can see how the PID controller performed throughout the entire simulation. Looking at the upstream water level in Fig. 4.6a we can see a
sudden drop in the fluid level near the very beginning of the experiment, this is due to the
resistance profile not being initialized along the filter belt. With no resistance profile being
initialized along the filter belt the water level will begin to drop rapidly as the only resistance to flow is the resistance from the clean filter mesh. This leads to instability in the
water height causing large fluctuations in the calculated inflow velocity, which are visible
in mass flow data presented in Fig. 4.6b. However, the PID is able to eventually stabilize
the water level after about 10 seconds of flow time and then maintain the desired setpoint
with a high level of accuracy. Figure 4.6b also shows that the mass flow rates in and out of
the domain converged on one another, further indicating that the PID has been sufficiently
tuned. We can also see a further confirmation that the resistance approach has been properly implemented by noting how there is only a small trickle of flow through the upper
portion of the filter. This portion of the filter will have the most pronounced cake layer on
it and causing very little flow to transverse across this region of the filter.

4.7

Conclusions

A volume-based resistance approach has been implemented into an existing CFD model
developed by DeGroot [64], where the hydraulic capacity was compared against that from
the Sherratt et al. [10] process model. The implemented resistance approach utilized curve
fitting constants determine form the new curve fitting function developed in Chapter 3.
The calculated hydraulic capacities from the CFD simulations agree reasonably well with
those from the process model, concluding that the resistance approach has been correctly
implemented into the CFD model and that values regarding hydraulic capacity have been
verified. The PID has been sufficiently tuned based on findings that the upstream water
level and mass flow can be maintained at steady state values. Additionally, the mass flow
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in and out of the RBF converge to the same value further indicating sufficient PID tuning.
The successful implementation of the resistance approach can now allow an individual to
explore effects on RBF performance not available in the current one-dimensional process
model.

Chapter 5
Summary
5.1

Summary of Present Work

In this work, the relationship between fluid mechanics and PSD with regards to filtration of
a flocculated mixture was investigated using a combination of numerical and experimental methods. Floc breakage conditions represented as G-values were modelled in common
pipe network geometries found in a transport network used with an RBF. Floc strength was
quantified by exposing flocs to G-values determined from numerical modelling, using a
standard experimental procedure. The effects of varying PSD on constants needed for numerical modelling of an RBF were explored by first developing a new curve fitting function,
and then conducting experiments to observe how modelling constants varried with PSD.
This new curve fitting function, along with an established resistance modelling approach,
were added into a two-dimensional CFD model of an RBF, expanding functionality.
G-values were numerically modelled to determine their distributions and frequency of
occurrence to better understand the potential for floc breakage. Conventional G-value calculations are a function of the turbulent dissipation rate within the domain of interest, typically a large flocculation vessel. When these equations were extended to smaller open
geometries, a 90◦ short elbow and 60◦ open butterfly valve, current expressions were un83

Chapter 5. Summary

84

able to accurately calculate G-values. A new expressions based on the fluid’s power and
velocity along streamlines through the domain was developed. A strong agreement was
found between volume averaged G-values determined from the new expression and average calculations using an exact solution based on loss coefficients for the two geometries
investigated. This strong agreement gave validity to the assumption that previous G-value
equations cannot account for the power dissipated from the conversion of TKE into thermal energy, in open systems with lower retention times. Using this new expression G-value
distributions showed a substantial number of G-values greater than the analytical average,
under representing the potential for floc breakage. G-values determined from this new expression were used to quantify the strength of flocs formed from primary influent using
a well established experimental method. Floc strength was determined by comparing the
size of flocs before and after a being exposed to large G-values. Floc size was measured in
real time using a Malvern Mastersizer 2000 at discrete intervals. Flocs were grown using
a two-stage injection process of a coagulant, FeCl3 , and flocculant, heavy weight cationic
polymer. Flocs were found to resist breakage up to a G-value of 800s-1 . At this G-value
noticeable floc breakage and limited floc recovery was observed. It was concluded that
flocs formed from primary influent have high strength but are susceptible to breakage at
G-values in excess of 800 s-1 .
Flocculation, and floc breakage, both result in a change of wastewater PSD which will
have an effect on the filtration ability of an RBF. The hydraulic capacity and removal efficiency of an RBF can be modelled using one-dimensional process model developed by
Sherratt et al. [10] that uses Darcy’s law to determine the flow across the filter, where the
resistance is modelled through a combined mesh and cake resistance approach. In order to
model the cake resistance a column drainage experiment is performed to determine model
constants via curve fitting. A new curve fitting function was developed based on the criteria that the new function needed to be easily integrated into the existing process model
and that any new fitting parameters must represent a physical phenomena present in the
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experiment. The newly developed function was very similar to the original function with
an additional constant added representing the final height of the water column, allowing
for a more accurate representation of a fully clogged filter. This newly developed function
resulted in a stronger fit to the experimental data, particularly in the region where the slope
of the curve exhibits the most drastic change. The stronger fit in the transition region of
the experimental data better represents the switching from mesh dominated resistance to
cake dominate resistance, ultimately improving modelling performance. Implementing the
new curve fitting function into the process model improved the modelling of the removal
efficiency on the basis that the predicted removal curve is more consistent with the fullscale operation of an RBF. With the ability to better capture the transition period in column
drainage experiments the effects of varying wastewater PSD on curve fitting constants were
explored. Multiple column drainage experiments were conducted across different months
allowing for variations in wastewater PSD to be observed. Pearson correlation coefficients
between curve fitting constants and four PSD size fractions were used to characterize how
column model constants respond to changes in wastewater PSD. It was found that size
fractions at or above the nominal pore size of the filter exhibited the strongest correlations,
while maintaining statistical significance.
The new curve fitting function was used to implement a volume-based resistance approach into a two-dimensional CFD model developed by DeGroot et al. [64]. To implement
this resistance approach in the CFD model the cake and mesh resistances needed to be calculated from the curve fitting coefficients where time was used as a parametric variable
linking the the local state of the filter to the a specific point in the column test. Using time
as a parametric variable allowed for the cumulative filtered volume along the belt to be correctly incorporated into the cake resistance calculations. To track the cumulative filtered
volume along the belt a sorting algorithm was developed to identify and organize the cell
indices within the filter belt domain. The calculated hydraulic capacities from the CFD
model for three different filter belt speeds were compared against those from the process
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model, where the largest difference was 10%. The CFD model consistently predicted a
higher hydraulic capacity compared to the process model, which is a result of the effects of
dynamic pressure being incorporated in the CFD model. It was also confirmed that the PID
has been sufficiently tuned based on the sharp interface between the water and air phase at
the end of the simulation, as well as, the nearly steady state response of the mass flow in
and out of the system for the remaining 10 seconds of flow-time.

5.2
5.2.1

Suggestions for Future Work
Numerical Modelling of Floc Breakage

In the present work G-values were determined from numerical modelling and then floc
strength was quantified based on those G-values. More floc strength experiments should be
conducted using the outlined method to establish a data base of PSD evolution for respective G-values. This database could then be used as validation data for a population balance
model (PBM) to predict floc breakage at certain G-values.

5.2.2

Alternate Floc Strength Experiments

Current floc strength experiments are limited to the domain of the jar test due to the particle
size being measured by the Malvern Mastersizer. Floc strength experiments could be conducted through image analysis using methods outlined in [27, 28, 29]. The use of image
analysis techniques would allow for the ability to measure floc breakage inside of different geometries without needing to scale down the geometry substantially, which would be
needed if the Malvern were used. These experiments could also be coupled with the work
proposed in §5.2.1 where the experimental results could be used as validation data for a
PBM model of floc breakage.
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Effects on Curve Fitting Constants With a Flocculated Mixture

The current number of column drainage experiments conducted have shown that strong
correlations for two of the four column model constants when the particle size is at or
above the nominal pore size of the filter mesh being tested. More experiments could confirm if the other two curve fitting constants truly do not exhibit a statistical relationship to
changes in PSD or if one can be found. If a statistical relationship can be found between
the curve fitting constants and changes in PSD then PSD scaling can be applied to these
constants, where the resulting scaled cake resistance and cumulative filtered volume are
used in modelling the hydraulic capacity and removal of an RBF. Additionally, the effects
on column model constants with a flocculated mixture should also be explored to allow for
the implementation of CEPT to be considered in the RBF model.

5.2.4

Modelling Removals and Floc Breakage in CFD Model

In the present volume-based CFD model only the hydraulic capacity of the RBF has been
considered. The capability of modelling the removal needs to be added and then verified
against the removal trend from the Sherratt et al. [10] process model. Once the model
CFD model is verified it can validated against existing pilot data using the third PID mode
where the target upstream water level and inflow velocity are specified, with the belt speed
being varied. Upon validation of the CFD model against pilot data the effects of particle
breakage could be explored using the PBM model developed in §5.2.1 to model particle
breakage through the inlet and along the filter belt, particularly at higher filter belt speeds.
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Appendix A
Additional Result Plots
A.1

G-value Distributions

G-value distributions for are shown below in Fig. A.1 and Fig. A.2 for flow rates not
covered in Chapter 2.
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Figure A.1: Plots of G-values distributions for the elbow at a) 15L/s, b) 20L/s, and c) 25L/s
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Figure A.2: Plots of G-values distributions for the valve at a) 15L/s, b) 20L/s, and c) 25L/s
.

A.2

Malvern Settings and Results

Malvern settings for all floc breakage experiments are shown in Table A.1. Additional plots
for floc breakage experiments are found in Fig. A.3.
Table A.1: Malvern settings used for all breakage experiments.
Parameter
Setting
Cycle
5 seconds
Time
Sample
2 seconds
Delay
Measurement
120
Cycles
Refractive
1.53
Index
Absorption
0.2
Coefficient
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(a) Ferric was dosed early in for the Gave = 300s−1 causing the shift in the graph.

(b)

Figure A.3: Plot d50 values for same breakage experiment discussed in Chapter 2.
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Improved Column Function

Additional plots showcasing the improved curve fitting ability for different column drainage
experiments of varying wastewater quality are found in Fig. A.4. The PSD percentages for
Fig. 3.5 are found in Tables A.2 and A.3.
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Figure A.4: Plots of different column drainage experiments comparing the original and
newly developed fitting functions. Where a) 06-Mar, b) 14-Mar, c) 21-Feb, and d) 11-Apr.
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Table A.2: Size fraction percentages for column experiments using the 158µm filter size.
Size
21-Mar

11-Apr

03-May

06-May

16-May

23-May

30-May

24-Jun

<54

65%

57%

56%

45%

36%

44%

42%

38%

54-158

18%

25%

22%

34%

36%

26%

31%

42%

158-350

9%

4%

3%

5%

9%

5%

7%

6%

>350

8%

15%

19%

16%

19%

25%

20%

15%

216

263

141

195

287

535

206

354

Fraction
[µm]

TSS
[mg/L]

Table A.3: Size fraction percentages for column experiments using the 350µm filter size.
Size Fraction

13-Feb

21-Feb

06-Mar

14-Mar

<54

50%

45%

42%

59%

54-158

12%

27%

17%

26%

158-350

13%

7%

15%

8%

>350

25%

21%

26%

7%

237

503

264

395

[µm]

TSS
[mg/L]
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