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Understanding visual motion computation remains a challenge both for computer vision and for
neuroscientists. In the primate brain dynamic image processing proceeds separately through
multiple orientation and direction columns. Johnston et al [1-3] described a model of velocity
encoding in the primate brain based on a spatiotemporal gradient approach, with neurons
characterized as spatio-temporal derivative operators that exploited the presence of multiple
direction columns. The strategy works well for moving 1D spatial patterns, such as lines or sinewave
gratings. Each orientation and direction column carries out the same computation within a slightly
rotated coordinate frame. The velocity is carried by the direction with the smallest computed speed.
However for 2D pattern, the method can produce systematic errors, as it can be overly influenced by
the direction of the local spatial gradient of the image brightness. For 2D pattern it is possible to
develop a similar spatio-temporal approach, in which the system solves a set of over-determined
linear equations directly, to provide an estimate for the 2D image motion. However, in this case the
matrix one needs to invert to find the solution is indeterminate for 1D image pattern. This can be
accommodated by introducing a constant on the diagonal of the matrix, as is done in ridge
regression. In one recent model of human motion processing the introduction of this constant is
motivated by a Bayesian argument and it is referred to as a slowness prior [4]. However, this general
approach to degeneracy presents the problem of the choice of the value of the constant, which will
introduce different degrees of error at each spatio-temporal location due to the variation in the
magnitudes of the spatio-temporal derivatives. Computer programs can make choices of how to
proceed given some measure, such as how 1D or 2D the underlying image structure might be.
However, one might argue an analogue, largely feedforward system like the brain, which has to
operate in real time, does not have the license to make such choices.
This biological constraint leads us to want to build a model that can accommodate the computation
of the motion of both 1D and 2D pattern within the same computational pipeline, without the
structural errors introduced by ridge regression, while being agnostic to the nature of the underlying
pattern. The method to be described returns to a geometric view of the solution of a system of
linear equations through Cramer’s rule and formulates a geometrical strategy which delivers the 2D
solution when the image pattern has 2D structure but which defaults automatically and gracefully to
the 1D computation (described in [1]) when the image structure is 1D. The new model again utilizes
the pattern of velocity estimates computed across direction columns, which differs fundamentally
for 1D and 2D pattern. The model also makes some interesting predictions for primate
neurophysiology, including the key prediction of the existence of neurons that respond to 2D
pattern (plaids) but not 1D pattern (gratings), sometimes referred to as super pattern cells, which do
not fit well into current theories of primate motion processing.
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