Topographic representations of the peripheral sensory organs are a prominent feature of primary sensory areas in 8
the relationship between the sensory coding properties of neurons and their position in the barrel map has been extensively studied 5-8 , the functional role of cortical maps remains unclear 9 . We hypothesize that the body map in 12 the primary somatosensory cortex is a framework for the integration of sensory information into motor control. First, we trained head-fixed mice in a cortical closed-loop brain-machine interface task where learning necessitates the 14 integration of sensory feedback. Second, we show that in this task a biomimetic, topographic organization of the sensory feedback is required for learning. Finally, we show that enhanced performance in the biomimetic feedback 16 condition correlates with improved motor control. Overall our findings support the view that cortical maps are necessary for optimal cortical sensorimotor integration. They should therefore be fully considered when designing 18 direct cortical feedback for brain-machine interfaces with clinical applications 10 . 20 
Main
We trained mice to solve a task in a cortical closed-loop brain-machine interface 11 (Fig. 1a ) by controlling the 22 activity of neurons ( Fig. 1b, Extended Fig. 1 ) recorded in layer 5 of the primary motor cortex (vM1, Extended Fig. 2) with chronically implanted multisite silicon tetrodes. Mice had to modulate online the pooled firing rate of three 24 selected neurons ("Master" neurons, Fig. 1c ) to control the location of a virtual cursor among eight possible positions ( Fig. 1d, Extended Fig. 3 ). When the cursor was in the "rewarded" position (4, 5 or 6, see methods), the 26 mice could obtain water by licking a reward port. During the task, information about the current position of the virtual cursor was made available online to the mice (Emx-Cre ; Ai27 strain 12 , expressing channerhodopsin in 28 pyramidal neurons) by a continuous photoactivation of different locations of the barrel field in the primary somatosensory cortex (vS1). This feedback conveyed the current position of the cursor with a short latency 30 (12±5 ms). The illumination pattern was made of multiple independent spots, each targeting one of the barrels that form a cortical topographic representation of the whisker hairs of the mouse snout. 32 Direct sensory feedback to the primary somatosensory cortex is necessary for rapid sensorimotor learning 34 We first showed that mice are able to rapidly learn the task when the light spots on the somatosensory cortex are spatiotemporally organized in a structured pattern that mimics physiological sequential deflection of arcs of 36 whiskers, such as when a bar moves across the mouse snout ( Fig. 1d ). In this 'structured' feedback condition, over the course of 5 training sessions (one per day), the mice increased the frequency of rewards from 0.014 to 0.19 38 rewards/s (Example in Fig. 1e , population analysis in Fig. 1f , Mann-Whitney U = 5, p < 0.001, n = 10 mice). In 2 contrast, in the absence of feedback, the mice failed to increase the frequency of reward despite the same amount 40 of training (0.025 vs 0.022 rewards/s, Mann-Whitney U = 31, p = 0.48, n = 8 mice, Fig. 1f ).
In the structured feedback condition, the increase in reward frequency was accompanied by an increased 42 proportion of licks that were rewarded ( Fig. 1g , Mann-Whitney U = 1, p < 0.001), indicating that the mice did not simply increase the licking frequency irrespective of the cursor position in order to solve the task. 
3
The sensory feedback has to respect biomimetic spatiotemporal patterns to be effective 46 The application of optogenetic feedback to the barrel field of the somatosensory cortex was required for learning the task over 5 training sessions. However, it was unclear if any arbitrary feedback with the same informational 48 content as the structured one would suffice for improving task performance. Or if, alternatively, the feedback mimicking a topographical, biologically plausible sequence of whisker stimulations could make it easier to integrate 50 the information into the sensorimotor loop. To test this, we trained the same mice in an additional protocol where the feedback carried the same information about cursor position, but where the biomimetic spatial structure was 52 disrupted using a permutation of barrel identities ( Fig. 2a , 'destructured' feedback, 8 mice). In this condition, the mouse failed to learn the task, both in terms of reward rate (Fig. 2b , Mann-Whitney U = 5, p = 0.095) and proportion 54 of rewarded licks ( Fig. 2c , Mann-Whitney U = 28, p = 0.36).
Since the training order might have had an impact on the success of the structured feedback and the failure 56 to perform the task in the two other conditions, we trained two sets of three mice with the three protocols, following two possible orders (A or B, Fig. 2d ). Irrespective of the protocol order, significant learning was only observed in 58 the structured feedback condition (Mann-Whitney U = 0, p = 0.04). We conclude that the training order does not impact noticeably the learning process. Open-loop sensory-guided behavior does not require biomimetic stimulation
The drop in performance between learning in the structured and destructured feedback conditions may result from altered integration of the sensory information at different stages of the sensorimotor loop. For example, it might 66 result from impaired processing of the optogenetic inputs in the barrel cortex under the destructured feedback condition. If it were the case, mice should fail to use destructured cortical sensory inputs even in the context of a 68 purely sensory task, devoid of a motor control component. To test this hypothesis, we carried an additional series of experiments in three mice that were exposed to two playback sessions following training with both the destructured 70 and structured conditions (Fig. 3a) . In contrast with the standard closed-loop training, during the playback sessions the ongoing activity of motor cortex neurons was not responsible for controlling the cursor, and indeed there was 72 no increase in their firing rate before rewards ( Fig. 3b top) . Instead, the mice were exposed to sequences of optogenetic stimulation corresponding to cursor positions that they had experienced in a previous structured 74 feedback session. To obtain rewards, the mice still had to lick when the cursor was in position 5 ( Fig. 3b bottom) .
In this playback condition, the reward rate dropped (Fig. 3c , top) but the proportion of rewarded licks 76 remained elevated (Fig. 3c , bottom). Moreover, the performance observed in the playback condition using destructured frames was significantly higher than in the closed-loop destructured feedback condition (compare the 78 first and the last points of both graphs in Fig. 3c ). These observations show that even with destructured frames, the integration of optogenetic inputs took place, to drive sensory-guided behavior. This suggests that in the destructured 80 closed-loop task, the production of appropriate motor commands was impaired at a later stage of the sensorimotor loop, beyond the somatosensory cortex. The spatial structure of the sensory feedback impacts motor control As shown above, the structured and destructured feedbacks were not equally efficient in driving motor learning beyond the somatosensory cortex. The motor cortex activity and the resulting motor control of the virtual cursor 86 could be particularly impacted by the topographical organization of the feedback. Consistent with this hypothesis, we observed a significant increase of the standard deviation of the firing rate of Master neurons exclusively in the 88 structured feedback condition (which was not present in simultaneously recorded 'Neighbor' neurons, Extended Fig.   4a ,b). This resulted in a significant increase of the time spent by the cursor in the rewarded position, from 2.4% in 90 the first session, to 3.9% in the fifth (Mann-Whitney U = 10, p = 0.037, n = 6 mice). This was not true for destructured stimulations (1.1% to 1.7% from first to last session, Mann-Whitney U = 10, p = 0.13, n = 6 mice). 92 This increase in time spent in the rewarded position during the structured protocol could result either from a higher variability of mean firing rate randomly distributed across time, or from an improved neuronal control of 94 the cursor. To test this, we focused at a finer time scale on cursor movements that took place just before a rewarded lick (Fig. 4a ). We found that in the structured feedback condition, the cursor position before reward was significantly 96 closer to the reward position after 5 than after 3 sessions of learning (Fig. 4a) , and we observed a sharp increase of the duration spent in the reward position (from 139 ms to 246 ms in a 2 s window around reward time, Fig. 4b ). Average licking statistics also evolved, with a significantly increased variability during structured learning 100 (Extended Fig. 4c,d) . We wondered if -in combination with the cursor learning -this led to a better synchronization of licks with the reward position (example illustrated in Fig. 4c ). We computed time histograms of the onsets of 102 entrance in the rewarded position, aligned on the onset of lick bursts (Fig. 4d) . We quantified the peaks in these histograms by measuring the proportion of all lick burst onsets that occurred in synchrony (+/-100 ms) with an 104 entrance in the rewarded position (Fig. 4e ). It increased significantly across sessions in the structured (Mann-Whitney U = 11, p = 0.002, n = 10) but not in the destructured (Mann-Whitney U = 27, p = 0.32, n = 8) and the no-106 feedback conditions (Mann-Whitney U = 23, p = 0.19, n = 8). This increased correlation was specific to the licking activity, as we found no relationship between other body movements (whisking, paw movement, ear movements) 108 and neuronal activity (Extended Fig. 5 ).
These results confirm that mice learned to coordinate their motor actions only when the sensory feedback 110 was topographically organized.
Conclusion
Using a closed-loop sensorimotor brain-machine interface approach, we have shown that a biomimetic 112 spatiotemporal organization of the sensory feedback is required for efficient sensorimotor integration. Learning with the biomimetic structured feedback was associated with improved motor control of the virtual cursor. Combined 114 with accurate lick timing, this resulted in a significant increase in the overall behavioral performance of the mice.
By directly demonstrating that the spatiotemporal structure of inputs to a cortical map can have a causal impact on 116 task learning and behavioral performance, these findings indicate that maps are a fundamental building block of cortical processing 9,13,14 . 118 Our data also constitute a direct observation that the predictability of upcoming sensory informationwhich is present only in the structured feedback in our experiments -is important for sensorimotor integration 15 . 120 Finally, these results emphasize that a biomimetic design of cortical feedback signals has to be considered for optimizing cortical brain-machine interfaces in humans 10 . This ensured that we maintained unit separation while keeping track as much as possible of the same units across sessions (Extended Fig. 1 ). Once units were selected, the training session was initialized and individual spikes were 210 sorted according to the pre-defined clustering. At the start of the training sessions, we recorded a median of 25.5 neurons (IQR = 5.25 neurons, n = 10 mice). After 17 days (average last training session) we recorded a median of 212 25 neurons (IQR = 16 neurons, n = 10 mice).
Brain-machine interfacing. Among the recorded units of each mouse/session, a set of 3 putative pyramidal neurons 214 -the Master neurons -were selected by the operator. Their summed activity was then convolved with a 100 ms box kernel and its value determined a virtual cursor position. The mice were required to control the position of the cursor 216 to solve the task. To do so, the values of the summed firing rate of the Master neurons were recorded during the first 3 minutes that preceded the start of the session. A threshold was set at the 99 th percentile of theses baseline activity 218 values, and the activity space from 0 up to this threshold was split in 7 equal positions, with an extra 8 th position for values above the 99 th percentile threshold. For six mice, the 5 th position was systematically rewarded, which means 220 that whenever the cursor was inside that position and the mouse simultaneously licked, it obtained a 5 µL water drop (Extended Fig. 3 ). If one neuron was lost during the training, the active Neighbor neuron with the largest spikes 222 shape was enrolled to replace it. If no additional Neighbor neuron was available, the experiment kept going with only two Master neurons. For the other 6 mice, either the 6 th or the 4 th position was rewarded. These mice were not 224 included in the analysis of cursor position ( figure 4) .
Optogenetic photostimulation. Each cursor position was associated with a specific feedback pattern that was 226 projected onto the barrel cortex of the mice using a Digital Light Processing module (DLP, Vialux V-7001, Germany). The DLP contained a 1024 x 768 pixels Texas Instruments micro-mirror chip, which was illuminated by 228 a high-power 462 nm blue LED. The image stream generated by the device was focused onto the cortical optical window using a tandem-lens macroscope 17 . This device was used to send homogeneous light spots, 200 µm in 230 diameter, centered onto the barrel locations for the mouse strain/age that we used 18 . A set of reference barrels (at least 3) that were located during the mouse preparation via intrinsic imaging were used to align a standard barrel 232 map 18 . We used three different sets of feedback frames to obtain the 3 conditions we tested: structured (Fig. 1d ), destructured stimulations (Fig. 2a) , and finally a condition where no photostimulation was displayed (no feedback).
234
Behavioral training. Mice were first habituated to head-fixation (1 session). Then, they were water deprived and learned to lick for water from a reward tube in front of their mouth (1-2 sessions). Finally, the mice were trained on 236 the 3 different feedback conditions for 5 sessions a week (1 session/day). Training sessions lasted for 30 minutes each. Mice were checked daily for weight and extra water/food intake was provided as needed to stabilize the weight 238 at 80% of their initial value.
Offline spike sorting. Offline extraction of neuronal activity was performed using SpyKING CIRCUS 19 . We Histology. After the experiment, mice were deeply anaesthetized with isoflurane (4-5%) and pentobarbital then exsanguinated and perfused with 4 % paraformaldehyde (PFA). The brains were removed and stored overnight in 246 4% PFA. The brains were then transferred to a solution of PBS for at least 24 hours before 50 µm slices in the coronal plane were cut and stained using cytochrome C oxidase. The location and depth of the silicon probe in the 248 brain were traced by looking at the fluorescent dye DiI that was deposited on the electrodes prior to their implantation. 250 10 ICMS experiments. To confirm that the electrodes were located in a motor cortical area, we performed intracortical microstimulation (ICMS) at the end of the behavior sessions (n = 3 mice). We sent bipolar current pulses (amplitude 252 21 μA/channel, duration 1.4 s, frequency 60 Hz) through the 32-channel Neuronexus silicon probe implanted in vM1, in awake head-fixed animals. The contralateral whiskers were imaged using a high-speed videography 254 (camera -Baumer HXc-20, lens -6 mm, F/1.4) at 300 frames per seconds for a duration of 9 s. A single trial consisted of 5 s pre-ICMS videography, followed by 1.4 s during ICMS stimulation and finally 2.6 s post-ICMS. 256 This procedure was repeated 14 times during a single session of ICMS experiment, with a 1 s inter-trial. In the ICMS videos, a central whisker was identified amongst all the whiskers in the field of view, and tracked using 258 automated video tracking software DeepLabCut 20 . The amplitude of ICMS-evoked whisker movement was defined as the mean whisker angle during the first 1 s of stimulation versus the 1s immediately before. Latency of whisker 260 movement was measured at the first frame with significant whisker movement amplitude (2 standard deviations above the mean). 
