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Abstract
Hypersonic flow separation and laminar shock wave boundary layer interactions (SWBLIs) have received
considerable attention since these interactions can lead to laminar to turbulent transition, unsteadiness, and
localized high pressure and heating regions. Accurate predictions of these phenomena, particularly when
thermochemical nonequilibrium is present, play a crucial role for design purposes. In this regard, many
experimental, theoretical, and numerical works have been conducted over the decades. In this work, numer-
ical investigations of SWBLIs for hypersonic flows over a double wedge and cone and ”tick-shaped” model
configurations have been conducted to investigate the origin of SWBLIs and to compare with measurements
in the Hypervelocity Expansion Tube (HET), Calspan-University at Buffalo Research Center (CUBRC), and
T-ADFA free-piston shock tunnel facilities using particle approaches to model the Boltzmann equation.
The Boltzmann transport equation is the most general formulation of binary gas flows for a wide Knudsen
number spectrum including rarefied, slip, continuum regimes. The direct simulation Monte Carlo (DSMC)
method, a well-known stochastic approach to solving the Boltzmann equation, provides high-fidelity molecu-
lar transport and thermal nonequilibrium, commonly seen in strong shock-shock interactions and inherently
captures rarefaction effects such as velocity slip and temperature jump without a priori specific model.
Therefore, the DSMC method has been applied to SWBLIs in order to take all these effects into account.
However, DSMC becomes prohibitively expensive for calculations in the continuum regime. In order to po-
tentially reduce the computational costs related to DSMC computations for low Knudsen number flows, the
ellipsoidal statistical Bhatnagar-Gross-Krook (ES-BGK) model of the Boltzmann equation was developed
and applied to shock dominated flows.
The DSMC method has been used for modeling shock dominated separated hypersonic flows at Mach 7 for
a unit Reynolds number of 4.15 × 105 m−1 previously studied in the HET over a double wedge configuration
to investigate the impacts of thermochemical effects on SWBLIs by changing the chemical composition. The
DSMC simulations are found to reproduce many of the classical features of Edney Type IV strong shock
interactions. A comparison of simulated heat flux with measurements reveals that the calculated surface
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heating profiles were found to be time-dependent and in disagreement with experiments at later flow times,
especially for the 2D wedge model. Further investigations using a three-dimensional model, taking the
pressure relief into account, indicate that the simulated 3D heat fluxes, shock structure, and triple point
movement were found to be in fair agreement with the experimental heat flux values, especially in the aft
part of the wedge, and the shock tracking measurements. Nonetheless, both the 2D and 3D cases do not
reach steady state for the duration of the experiment.
To reduce 3D effects and to investigate time-dependency more closely, shock-dominated hypersonic lam-
inar flows over a double cone are investigated using time-accurate DSMC combined with the residuals
algorithm (RA) for unit Reynolds numbers gradually increasing from 9.35×104 to 3.74×105 m−1 at a Mach
number of about 16. The main flow features, such as the strong bow-shock, location of the separation shock,
the triple point, and the entire laminar separated region show a time-dependent behavior. As the Reynolds
number is increased, larger pressure values in the under-expanded jet region due to strong shock interactions
form more prominent λ-shocklets in the supersonic region between two contact surfaces. A Kelvin-Helmholtz
instability arising at the shear layer results in an unsteady flow for the highest Reynolds number. These
findings suggest that consideration of experimental measurement times is important when it comes to deter-
mining the steady state surface parameters even for a relatively simple double cone geometry at moderately
large Reynolds numbers.
Further studies have been conducted to analyze the unsteadiness of the double cone flows using a com-
bination of DSMC calculations, linear global instability analysis and momentum potential theory (MPT).
Close to steady state linear analysis reveals the spatial structure of the underlying temporally stable global
modes. Application of the MPT (valid for both linear and nonlinear signals) to the highest Reynolds number
DSMC results shows that large acoustic and thermal potential variations exist in the vicinity of the sepa-
ration shock, the λ-shock patterns, and the shear layers. It is further shown that the motion of the bow
shock system is highly affected by non-uniformities in the acoustic field. At the highest Reynolds number
considered here, the unsteadiness is characterized by Strouhal numbers in the shear layer and bow-shock
regions.
Lastly, a modal analysis with window proper orthogonal decomposition (WPOD) has been applied to
hypersonic separated flows with different chemical composition over the double wedge near steady state in
order to correlate POD modes with global modes, to predict future states without running computationally
demanding simulations, and to eliminate statistical noise inherent to the DSMC method. Thermochemical
nonequilibrium effects are found to change the shock structures, the size of the separation region, and the
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required time to reach steady state. The temporal analysis of POD modes shows that the decay rate of
the least damped eigenmode for the chemically reacting air case is found to be smaller in comparison to
the non-reacting air case. For the first time, steady state solutions for an unsteady, chemically reacting
hypersonic flow are predicted using the WPOD method.
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Chapter 1
Introduction
1.1 General Features of SWBLIs
Hypersonic shock-wave laminar boundary layer interactions (SWBLIs) are characterized by spatial regions
featuring both sub- and supersonic flows, multiple length scales, and regions with distinct degrees of ther-
mochemical non-equilibrium. As shown in Fig. 1.1, there are dramatic changes in pressure values and Mach
number levels for a nitrogen flow over a double cone due to shock interactions. These interactions can lead
to the laminar and turbulent transition, unsteadiness, and localized high pressure and heating regions with
distinct degrees of thermochemical nonequilibrium and can have detrimental effects on the performance of
hypersonic vehicles. Indeed, these interactions may cause separated flows in the vicinity of the interaction
region which could reduce the effectiveness of control surfaces and modify the heat transfer rate and pres-
sure load substantially. Therefore, accurate modeling of SWBLIs is crucial for design process purposes of
hypersonic vehicles in order to avoid performance penalties.
To investigate the impacts of SWBLIs on different geometric configurations, there has been extensive
experimental studies of flows over a flat plate, double wedge [14], hollow cylinder/flare, biconic configura-
tions [6, 14, 15], and ”tick-shaped” model [16, 17, 4]. Chapman et al. [18] conducted experimental and
theoretical studies to investigate flow separation on bases, compression corners for Mach numbers changing
from 0.4 to 3.6 with Reynolds number between 4,000 and 5,000,000. The pressure distribution was found to
be strongly dependent on the relative position of the transition relative to the reattachment and separation
locations. Edney[19] classified six different shock interactions according to experimental observations on
oblique and bow shock waves and also observed that extraneous shocks that impinge on the surface can
cause extreme heating and pressure loads around the interaction points. Experimental studies on separated
hypersonic flows on hollow cylinder/flare and biconic configurations were conducted by Holden and Wad-
hams [20] in shock tunnels at Calspan-University of Buffalo Research Center (CUBRC) for code-validation
purposes. A recent experimental campaign was conducted using the same configurations in the CUBRC
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Figure 1.1: Computed Schlieren image at a Mach number of about 16 for a unit Re=374,000 m−1 at 1.5
ms, T: Triple point, R: Reattachment shock, C1, C2 and C3: Contact discontinuity surfaces. The insets
are pressure (Pa) and Mach contours in the neighborhood of the triple point and the yellow lines show the
streamlines
LENS-XX facility to evaluate the nonequilibrium air chemistry at velocities ranging from 3 to 6.5 km/s [15].
Similarly, further experiments on double cone and wedge configurations were recently performed by Swantek
and Austin [21] and the impact of the thermochemical state of gas on SWBLIs by changing the chemical
composition from nitrogen to air and the stagnation enthalpies from 2 to 8 MJ/kg were investigated in
the Hypervelocity Expansion Tube (HET). The facility is capable of operating at Mach numbers of 3.5-7.5
and achieving stagnation enthalpies of 2-8.8 MJ/kg [14]. The experiments over a ’tick’ configuration which
eliminates complicated boundary-layer development are being performed in the T-ADFA free-piston shock
tunnel at UNSW Canberra [16, 17, 4].
These experiments have motivated a number of recent numerical studies using computational fluid dynam-
ics (CFD) and direct simulation Monte Carlo (DSMC) approaches. Olejniczak et al.[22, 23] also examined
high enthalpy, laminar nitrogen flow over a double wedge using CFD to study vibration-dissociation coupling
and found that the computations for Mach numbers of 6 - 8, stagnation enthalpies of about 26-28 MJ/kg,
and pure nitrogen flows were in poor agreement with the experiments, especially in the prediction of the
separation zone size, peak pressure, and heat transfer distributions. Since their simulations were not able to
reproduce the experiment, they could not be used to interpret vibrational-dissociation effects on the afore-
mentioned physical parameters. Olejniczak also showed that when the angle of the second wedge increases,
pressure oscillations near the boundary of the aftbody were observed [24]. Further studies were designed
2
by Holden and Wadhams[20, 25] to obtain detailed measurements for code validation for laminar flows with
shock wave-boundary layer and shock-shock interactions over hollow cylinder/flare and bi-conic configura-
tions. In addition, Rudy et al. [26] showed that three-dimensional effects become important especially in
a sharp wedge of whose is comparable with the separation zone size for a Mach number of approximately
14 and a Reynolds number of 240, 000. Their three-dimensional CFD simulations were found to be in good
agreement with the experimental measurements of the size of the separation zone. Furthermore, the sepa-
ration zone predicted by the three-dimensional calculations was found to be smaller compared to that of a
two-dimensional geometry and had a significant effect on the flow stability. Recent experiments of Swan-
tek et al. [21] have motivated a number of recent numerical studies using continuum CFD [27, 28, 29] and
DSMC [30] approaches and are part of the NATO RTO-AVT 205 program in the Assessment of Predictive
Capabilities for Aerothermodynamics Heating of Hypersonic Systems [31]. Overall, the discrepancies be-
tween the calculated and measured heat fluxes were observed especially for high stagnation enthalpies [31].
Recently, Khraibut et al. [10] performed CFD calculations on the ’tick’ configuration and found that they
correlated with hypersonic triple deck theory. It was also observed that the wall temperature had a strong
effect on the size of the separation region and for simulations run with wall temperatures between the free
stream temperature of 165 K and the adiabatic limit of 2,770 K, the thickness of the boundary layer increased
causing a larger separation region, consistent with the experimental observation of Ref. [32].
The DSMC method has also been used to model SWBLIs and other time varying flows, but, to a much
lesser extent than CFD. Using DSMC, Moss et al. [33, 34] demonstrated the sensitivity of surface heat flux,
skin friction, and size of the separation region to key DSMC numerical parameters and used slip velocity as
a numerical convergence criterion of DSMC parameters for the same double cone geometry that will be used
in this paper. Moss and Bird [34] showed that the DSMC method is capable of predicting separated flow
properties in the near-continuum regime accurately if all of the DSMC numerical parameter requirements,
such as time step, cell size, and the total number of particles, are satisfied and obtained excellent agreement
with heat flux measurements of flow over a double cone [6, 35]. More recent modeling and experiments[36]
show that the slip velocity has a significant impact on the size of the separation region by comparing Navier-
Stokes (NS) and DSMC solutions for a “tick” configuration in the near-continuum regime. The separation
size predicted by NS is larger than DSMC due to the zero slip assumption which is an obvious shortcoming of
the solution. The hysteresis effect of flow over a wedge configuration was studied by Ivanov et al. [37] using
DSMC and Euler/CFD approaches to investigate the importance of rarefied effects and physical viscosity.
In addition to its application to SWBLIs, the DSMC method was employed to analyze flow instabil-
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ity [38, 39, 40]. Manela et al. [38] studied the temporal stability of Kolmogorov flows in the near-continuum
regime with a continuum approach with velocity slip and temperature jump corrections and found that
fluid compressibility has a stabilizing effect due to viscous dissipation. The second work [39] established the
limits of the slip and collisionless flow assumptions by studying the flow characteristics of a one-dimensional
wall bounded sinusoidal heating problem using a low-variance DSMC approach. Additionally, Manela et
al. [40] studied the onset of convection in a Rayleigh-Benard flow with a linear temporal stability analysis
and assessed the effects of compressibility, and velocity-slip and temperature jump at the walls by means
of the DSMC method. Finally, Gallis et al.[41] investigated Rayleigh-Tayler instabilities using DSMC and
obtained good agreement with theoretical and empirical models as well as experiments that they attributed
to the ability of DSMC to accurately model viscosity, compressibility, thermal conductivity, and diffusivity.
1.2 BGK Model of the Boltzmann Equation
Although the DSMC method provides high-fidelity solutions for SWBLIs and flow stability, it is compu-
tationally expensive especially for high density flows. A number of studies have been conducted on how
to reduce the computational cost of the DSMC method in the continuum regime by using collision limit-
ing procedures. Pullin [42] proposed a particle method called the Equilibrium Particle Simulation Method
(EPSM) in which particle velocities are generated based on local Maxwellian equilibrium while conserving
momentum and energy conservation in every cell at each time step. Similarly, Macrossan et al. [43] de-
veloped the Particle Flux Method (PFM) by combining Pullin’s method with a conventional finite-volume
approach. In this method, mass, momentum, and energy fluxes are carried through the neighbor cells via
simulation particles which are created and discarded at every time step. In addition, Titov and Levin [44]
developed a collision-limiter method where the number of collisions of two times the number of particles
per cell were performed per time step throughout the computational domain for supersonic expansions to
vacuum. Comparison with DSMC simulations showed that the approach was not adequate for capturing the
large variation in flow length scales but when combined with DSMC and restricted to the inviscid core good
solutions were obtained with considerable computational savings. Nevertheless, application of these collision
limiting methods to flows with sizable regions that are viscous is invalid.
Bhatnagar, Gross, and Krook (BGK) [45] proposed a model equation to solve the Boltzmann equation by
replacing the collision integral with a form that relaxes to the Maxwellian distribution. This approximation
retains many qualitative features of the collision integral in low Knudsen flows while providing a fast and
accurate solution [46]. The ellipsoidal statistical (ES) approach for this model was developed by Holway by
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introducing Prandtl number corrections for heat conduction and viscosity terms in the BGK model. In the
ES-BGK method, the velocity distribution relaxes towards a Gaussian distribution in order to obtain the
correct transport coefficients in the Chapmann-Enskog expansion [47].
These kinetic model equations were applied to the solution of one-dimensional, steady shock problems
in a monatomic gas by Giddens et al. [48] and Segal et al [49]. It was found that the ellipsoidal statistical
model provided better agreement with experiment in comparison to the BGK model especially at low Mach
number [48]. Similarly, Andries et al. [50] studied the random particle method for simulation of weak
shock compression problems and compared their solutions with Boltzmann, BGK, and ES-BGK models.
They showed that the ES-BGK method, which uses corrected transport coefficients, gives results closer
to the direct solution of the Boltzmann equation in comparison to BGK. However, it was observed that
the rotational temperature was in better agreement when the BGK method was used. Kumar et al. [51]
developed a statistical approach to the solution of the BGK and ES-BGK equations. Low-to-moderate
Reynolds number conical nozzle flow expansions to vacuum were modeled with the ES-BGK approach and
the results were compared with DSMC and NS solutions with velocity slip and temperature jump boundary
conditions. The approach was found to be in good agreement with the benchmark DSMC results and were
also found to be more efficient methods than DSMC in the continuum and near-continuum regimes. The
ES-BGK was also found to be more accurate than NS solutions in the portions of the flow with rarefaction,
such as the boundary layer and the flow around the nozzle lip. Recently, finite-volume schemes for BGK
and ES-BGK methods have been studied extensively. May et al. [52] proposed an approach to improve the
efficiency and convergence of finite-volume schemes for three-dimensional geometries employing unstructured
meshes. Moreover, Xu et al. [53] developed a finite-volume BGK formulation for the study of laminar
hypersonic viscous flow where numerical fluxes are computed based on the velocity distribution function.
The approach was applied to hypersonic flow over a double-cone geometry where SWBLIs, flow separation,
and viscous/inviscid interaction are encountered. The heat fluxes obtained across body surfaces were found
to be in good agreement with experiment.
1.3 Unsteady Characteristics of SWBLIs
SWBLIs show time-dependent behaviors and are susceptible to instabilities especially at high Reynolds
number flows. The theoretical underpinning of the unsteady behavior of hypersonic SWBLIs is discussed in
a number of seminal works. Babinsky and Harvey [54] showed that the existence of an underexpanded jet in
the interaction region can be categorized as an Edney type IV pattern which exhibits inherent instabilities
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due to the high-frequency unsteady movements of the jet [55]. Ben-Dor et al. [56] studied the hysteresis
effect occurring due to shock-shock interactions of inviscid hypersonic flows over a double wedge and found
that either a regular or a Mach reflection that forms a Mach stem occurs depending on the interaction
angle between two shock waves. The transition phenomena between the two reflections can result from
the motion of the triple point and the orientation of the shock waves which in turn results in oscillations
on the surface pressure values and shock location. Moreover, the interactions between a shock wave and
acoustic or non-acoustic (entropy and vorticity) disturbance waves is another possible source for creating
shock wave unsteadiness. Duck et al. [57] showed that the pressure disturbances along the surface of a
geometry can be attributed to a wide range of wavelengths caused by the interaction between the shock
wave and monochromatic disturbances.
The interaction of these disturbance waves and monochromatic disturbances with second and higher
modes as well as Tollmien-Schlichting (TS) waves in the hypersonic boundary layer are an active mechanism
for transition as well. In particular, acoustic and entropy or vorticity waves may excite the stable mode F,
which can excite the unstable mode S causing unsteadiness [58]. Furthermore, flow unsteadiness, attributed
by McKenzie et al. [59] to interactions of acoustic and thermal disturbance waves with shock waves and a
hypersonic boundary layer, was re-examined without the simplifying assumptions of earlier analyses [59].
To this end, MPT is employed to decompose the unsteady DSMC flow field into its hydrodynamic
(vortical), acoustic, and thermal components and understand the underlying mechanisms responsible for
the observed changes in the amplitude functions of the global eigenmodes, as well as identify and classify
inter-modal energy transfer phenomena and sound generation mechanisms. Unlike the classic Kovasznay [60]
decomposition, in which modes can only be decoupled when the amplitude of these disturbances is small,
MPT does not require one to invoke an assumption of linearity of the perturbations, as has been recently
discussed by Unnikrishnan et al. [61]. Despite the works of Duck et al. [57] and Cassel et al. [62], present-day
understanding of the time evolution of SWBLI instabilities in the supersonic regime remains incomplete
and, as a consequence, predictions of all-important surface properties such as heat flux remain far from
satisfactory. An additional stumbling block for analyzing instabilities of hypersonic flows is the lack of an
accurate description of the non-continuum effects of velocity and temperature slip at the leading edge and
their relation to the observed flow unsteadiness.
In addition to the theoretical studies, previous experimental and numerical studies [63, 64, 65] showed
that shock/turbulent boundary layer interactions cause unsteady shock motions related to both upstream
and downstream conditions. Wu and Martin [65] showed that the unsteadiness of the separation point is
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highly correlated with the shock motion in a direct numerical simulation for a Mach 2.9 flow over a 24◦
compression ramp. Characteristic low frequencies between 0.66 and 1.24 kHz were observed based on the
peak value of pressure fluctuation near the separation point and were found to be in good agreement with
the experimental work of [63] for a Mach 5 flow over the compression ramp with a deflection angle of 28◦.
However, due to limited measurement times and the lack of a well-established metric to relate the es-
tablishment time of short-duration facilities, the time characterization of unsteady flows in experimental
facilities can be challenging [66]. Gaitonde et al.[67] found that the required time for their Navier-Stokes
(NS) solution to converge was approximately 100 characteristics flow times, the latter defined as the time
required to travel the length of the model at the freestream velocity. Since this estimation did not take into
account the effects of the separation region and boundary layer, it is not clear that experiments performed
with this sole criterium represent steady state results for a laminar flow that has not transitioned. Finally,
as has been pointed out by Druguet et al. [68], predicting the time evolution of SWBLIs with NS/CFD sim-
ulations using explicit time integration methods is difficult due to the large number of time-steps required
and although an implicit time integration was adopted the time evolution of the flow was not shown. On the
other hand, because the DSMC [69] method is time-accurate and its time step is based on the local collision
frequency, and not numerical stability, it is well suited for capturing the transient behavior of unsteady flows
towards transition.
Under certain conditions, thermochemical nonequilibrium potentially alters shock structures, surface
parameters, and the stability characteristics of SWBLIs. The effects of high enthalpy thermochemistry on
Edney type IV interaction [19] were investigated and a coherent unsteadiness at the jet impingement location
was observed in the experiments [70]. The shock oscillations were attributed to shedding vortices generated
by the jet and blunt body interactions in the numerical simulations of Furumoto et al. [71] Furthermore, due
to endothermic real gas effects, the peak surface flux and pressure values decrease as opposed to Ref. [72] in
which the surface heat flux increases significantly with the recombination reactions at the wall. The effects
of high temperatures on the stability of hypersonic boundary layers under the assumption of thermal and
chemical equilibrium were studied by Malik et al. [73] In particular, high temperature effects were included
only mean flows whereas stability equations are kept the same with the perfect gas assumption since the
inclusion of high temperature effects makes the system stability equations intractable. It was observed that
high temperature effects make the first mode more stable whereas destabilize the second mode. [73] At
relatively high altitudes, on the other hand, boundary layer transitions may not be the main mechanism for
unsteadiness. Therefore, thermochemical nonequilibrium, the extent of the separation zone, and viscous-
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inviscid interactions determine the general stability characteristics of hypersonic separated flows.
When one wants to understand the coupling of different regions of the flow as it evolves, the two general
choices are to formulate the stability equations as in the case of operator-based approaches consistent with
kinetic methods or to employ data-driven methods such as proper orthogonal decomposition (POD) [74] and
dynamic mode decomposition (DMD) [75]. The latter provides insights about dynamics by decomposing
data into the spatiotemporal parts for diagnostics, prediction of future states, and control purposes [76,
77]. The proper orthogonal decomposition (POD) method [74] has been used to reduce large amounts of
multidimensional data to low dimensional approximation descriptions based on orthonormality, ensuring
that main features of the actual data are preserved. As opposed to POD where frequencies of modes can
be mixed, resulting in a complicated physical interpretation, the DMD method identifies a growth/decay
rate and a characteristic frequency corresponding to each mode [78]. Nonetheless, the POD method is the
most commonly used technique in the fluid mechanics to extract coherent structures of turbulent flows [79].
For example, Grinberg [2] recently applied the window proper orthogonal decomposition (WPOD) method
to molecular dynamics particle-based simulations to increase the quality of the numerical simulations by
eliminating statistical fluctuations from the ensemble average.
1.4 Current Work’s Contribution
Despite the extensive efforts of the hypersonic community to understand the overall flow features and the
time evolution of hypersonic laminar SWBLIs, a number of important challenges still remain. These include,
but are not limited to, (1) developing a particle-based method which provides high-fidelity solutions with
less computational expense in comparison to the DSMC method especially for SWBLIs, (2) discrepancies
between measured and numerically simulated data, and understanding the role of three-dimensional pressure
relief effects in stabilizing the recirculation region and its time dependency of SWBLIs, (3) the time evolution
of the separation region and its effect on overall flow structure and surface properties and their dependency
on Reynolds number, (4) the origin of unsteady mechanism for hypersonic SWBLIs and characterization of
unsteady flow structures of SWBLIs, (5) the role of non-continuum effects such as velocity and tempera-
ture slip on asymptotic time behavior of hypersonic rarefied flows, and (6) the impact of thermochemical
nonequilibrium on stability characteristics and the extraction of temporal characteristics of DSMC particle
data throughout the entire flowfield.
In order to address (1), we have focused on a particle based ES-BGK method and explored the potential
computational efficiency gains and limitation of the method for laminar hypersonic viscous flows especially
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in strong shock cases. Reference [80] looked at nozzle flows of small cold-gas thrusters with rotational energy
relaxation and proposed a scaling approach that ensured conservation of momentum and energy for every
timestep and demonstrated good agreement for translational and rotational temperature profiles between
numerical and experimental results [81]. Since the objective of this work is to study SWBLIs which include
shocks and strong viscous effects, the role of vibrational energy relaxation is quite important and therefore,
for the first time, an extension to the approach discussed in Ref. [80] is used here to model the vibrational
energy relaxation essential for hypersonic SWBLIs.
With respect to (2), for the first time, we performed both two- and three-dimensional calculations of
SWBLIs over a double wedge using the DSMC method in the near continuum regime to quantify pressure
relief effects on the measured heat fluxes. Due to discrepancies between the computed and measured heat
fluxes [82] both using 2D and 3D models especially at later times, the time evolution of flowfield and
surface parameters of laminar SWBLIs are presented for the first time. The ability of DSMC to model
near-continuum flows, particularly in terms of the required numerical parameters is presented. Since the
three-dimensional calculations are computationally demanding, this work is also a part of the development
of a new highly scalable in-house DSMC code, so-called SUGAR (Scalable Unstructured Gas-dynamics with
Adaptive Refinement) [83].
High-fidelity particle approaches have been applied to SWBLIs to address (3) and (4) and to establish a
link between flow unsteadiness and its linear global (in)stability. First, the residuals algorithm of Theofilis [84]
is employed to extract from time-accurate DSMC simulation data the amplitude functions of the global
eigenmode, describe the features of its spatial structure and monitor the changes that it undergoes as flow
parameters change. Subsequently, flow unsteadiness, attributed by McKenzie et al. [59] to interactions of
acoustic and thermal disturbance waves with shock waves and the hypersonic boundary layer, is re-examined
without the simplifying assumptions of the earlier analyses [59]. To this end, MPT is employed for the first
time to decompose the unsteady DSMC flow field into its hydrodynamic (vortical), acoustic, and thermal
components and to understand the underlying mechanisms responsible for the observed changes in the
amplitude functions of the global eigenmodes, as well as identify and classify inter-modal energy transfer
phenomena and sound generation mechanisms. Unlike the classic Kovasznay [60] decomposition, in which
modes can only be decoupled when the amplitude of these disturbances is small, MPT does not require one
to invoke an assumption of linearity of the perturbations, as has been recently discussed by Unnikrishnan et
al [61].
With regard to (5), using the time-accurate DSMC solutions with the residuals algorithm (RA) of The-
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ofilis, [84] we present the general time characteristics of the tick, leading-edge separation flows over a ”tick-
shaped” model and are able to assess the experimental efforts in terms of measurement times versus time
required for these range of flows to reach steady state for the first time. Earlier modeling of Moss et al. [16]
using DSMC for steady state simulations only revealed large differences in terms of the size of the separation
region due to rarefaction effects and geometries with different bevel radii. In this work, we investigate for
the first time the effect of leading edge bluntness, wall temperature, and surface accommodation coefficient
on the time characteristics of the flowfield parameters and the evolution of the size and structure of the
separation region using the DSMC/RA approach. Further investigations have been performed to show sim-
ilarities and differences between the DSMC and CFD at a relatively low Knudsen number flow. The use of
the RA analysis also informs us regarding the sufficiency of measurement time for steady state at different
flow conditions.
To investigate the impacts of internal relaxation and chemical reactions on the time characteristics of
flows (6) using the high fidelity DSMC simulations at moderately high altitudes where the stability depends
upon thermochemical nonequilibrium. In particular, the running gas has been changed from nitrogen to non-
reacting air where the chemical reactions are frozen in order to see the importance of the internal relaxation
on the temporal characteristics of the flow. Then, the chemical reactions were activated to identify the effects
of chemical reactions. For the first time, the a data-driven method is used to analyze unsteady DSMC signals
with the aim of decoupling time variations into the spatio-temporal modes to investigate high temperature
effects on and to correlate the POD modes with global modes, to eliminate statistical fluctuations from
unsteady DSMC signal, and to predict future states without running computationally demanding DSMC
simulations.
1.5 Dissertation Structure
The remainder of the dissertation is organized as follows: Chapter 2 provides an overview of the DSMC
method, models used in DSMC, and the implementation of catalytic surface reactions to a DSMC code.
Subsequently, details of the ES-BGK method and underlying models and equations including energy and
momentum conservation schemes are presented. Chapter 3 presents three different test cases to compare
the efficiency and accuracy of the ES-BGK method with the benchmark DSMC results. Following this, in
Chapter 4, the DSMC method has been applied to model SWBLIs on a double wedge geometry with different
gas species and simulations using 2D and 3D models are compared with the experimental data of Ref. [82].
In order to investigate the unsteady characteristics of SWBLIs seen in the double wedge calculations more
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closely, the residual algorithm of linear stability theory is presented in Chapter 5.3 and is used in the following
chapters. More specifically, the effect of Reynolds number on the shock structure and surface parameters for
flow solutions over a double cone is presented in Chapter 5 and further discussions on the time evolution of
the complex Edney type IV flow field structures and their impact on surface parameters such as heat flux
are presented as well. The following chapter details the amplitude functions of the global modes for the
nitrogen flows presented in Chapter 5 and the effect of hydrodynamic, acoustic and entropy perturbations
on the global eigenvectors. The general flow features of leading edge separated flows and the time evolution
of the separation zone are discussed in Chapter 7. In Chapter 8, a brief overview of the window proper
orthogonal decomposition technique that will be used to investigate the impact of internal relaxation and
chemical reactions on the time characteristics of the flow is provided. Finally, Chapter 9 summarizes the
work and presents some future research paths. In addition to applications of the DSMC method to SWBLIs,
the DSMC method is used to model a supersonic expansion with providing a thorough description of collision
models with multiple species weighting schemes and the implementation of them to an in-house code of the
SUGAR are described in Appendix A.
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Chapter 2
DSMC and ES-BGK Models of the
Boltzmann Equation
This chapter discusses the descriptions of two particle approaches to solving the Boltzmann equation for
high-velocity expansion and shock dominated separated flows. First, an overview of the DSMC method is
presented and the details of a DSMC solver, the SMILE code, with physical models for elastic and inelastic
collisions are provided next. Due to elevated temperatures after strong shocks, a brief description of gas phase
chemical and catalytic surface reactions that will be revisited in Chapter 5 is presented. To potentially reduce
the computational burden of the DSMC method especially for low Knudsen number flows, the ellipsoidal
statistical BGK method which simplifies the collision term of the Boltzmann equation is discussed in the
subsequent section of this chapter as well.
2.1 The DSMC Method
DSMC [69] is a discrete particle simulation method that provides a numerical approximation to the solution
of the Boltzmann equation of transport given as:
∂
∂t
(nf(ci)) + cj
∂
∂xj
(nf(ci)) +
∂
∂cj
(Fj nf(ci)) =
[
∂(nf(ci))
∂t
]
collision
(2.1)
where f(ci) and n are the distribution function of class ci and number density, respectively [46] and the
external force field acting on gas molecules, Fi, is assumed to be zero in this work. The Boltzmann equation
is the most general formulation of binary, gas flows allowing for rarefaction effects such as velocity slip and
temperature jump that occurs at surfaces, thermal nonequilibrium, and the molecular nature of the flow and
its effect on viscosity and thermal conduction, regardless of the flow Knudsen number. These factors influence
the aforementioned flows at the multi-scale, making the DSMC method a good candidate as a computational
tool, as long as the well known numerical criteria can be met [69]. The underlying principle of the DSMC
method is the splitting of the continuous motion and collisions of simulated particles, each representing a
large number of true atoms or molecules. During a simulation timestep, there are two sequential stages: free
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molecular motion and collisions. Due to the uncoupling of free molecular motion and molecular collisions,
the timestep used in simulations must be less than the mean collision time. Simulated particles move, reflect
from the walls or surfaces, and collide with each other according to prescribed interaction laws. Particles
are tracked through the computational domain, indexed, and sorted/grouped into cells according to their
locations. At steady state, macroparameters are finally computed by the summation over all the particles
contained in each cell [69].
2.1.1 Description of the SMILE Code
Physical models
The Statistical Modeling In Low-density Environment (SMILE) [85] computational solver was used to model
shock dominated separated flows. SMILE employs the majorant frequency scheme [86] for modeling the right
hand side of Eq. 2.1, which provides a higher fidelity of the local collision frequency with fewer computational
particles than the no-time counter method of Bird [87]. The Variable Hard Sphere (VHS) [69] model was
used in SMILE and the VHS cross-section can be calculated as
σVHS =
πd2ref
Γ(2.5− ω)
[
2Trefk
(mrg2)
](ω−0.5)
(2.2)
where k is the Boltzmann constant, g is the relative speed, mr is the reduced mass and Γ is the gamma
function. The viscosity indexes, ω, and the collision diameters, dref , of typical shock-air species at a reference
temperature of 1000 K are presented in Table 2.1. The Larsen-Borgnakke (LB) [88] model was employed
to model rotational-translational (R-T) and vibrational-translational (V-T) energy transfer. In particular,
Millikan and White (MW) [89] and Parker‘s rates [90] with the DSMC correction factors [91, 92] were used
to model (V-T) and (R-T) relaxation rates, respectively. According to the Parker model, the rotational
collision number, which determines the probability of rotational inelastic collision (i.e. Pr= 1Zr ) is given by
Zr(T ) =
ζt
ζt + ζr
· Zr,∞
1 + pi
3/2
2
(
T∗
T
)1/2
+ (pi
2
4 + π)
T∗
T
(2.3)
where Zr,∞ and T
∗ are species specific and are given in Table 2.1. Similarly, the vibrational relaxation
number is expressed as
Zv(T ) =
ζt + ζr
ζt + ζr + ζv
· exp(1.16× 10
−3m
1/2
r θ4/3(T−1/3 − 0.015m1/4r )− 18.42)/P + τP
τc
(2.4)
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where ζt, ζr, and ζv are the translational, rotational and vibrational degrees of freedom, respectively. Also,
τc and τP are the mean collision time and the high temperature correction suggested by Park [93] and P is
pressure in atmospheres and the vibrational characteristic temperatures, θ, for each species, as presented in
Table 2.1.
Table 2.1: Constants for the evaluation of cross-sectional and rotational and vibrational relaxationa.
Species Diamaters Viscosity Zr,∞ T
∗ θ Viscosity
dref , [A˚] index, ω [K] [K] coefficient, [Nsm
−2]
N2 3.58 0.68 15.70 80 3371 4.075×10−5
O2 3.37 0.68 14.40 90 2256 4.915×10−5
NO 3.41 0.65 5 117 2719 4.525×10−5
N 3.11 0.65 - - - 3.724×10−5
O 2.96 0.65 - - - 4.391×10−5
a at a reference temperature, Tref =1000 K.
The total collision energy (TCE) approach [69] was employed to model chemical reactions for air. Due to
relatively low freestream stagnation enthalpies, the number of dissociation events of nitrogen would usually be
negligible and therefore this reaction was not modeled in this work. However, the lower dissociation energy of
molecular oxygen suggests that this chemical reaction will affect the flowfield properties and shock structure
significantly. Therefore, the exchange reactions of O atoms with N2 molecules and O2 dissociations through
collisions with nitrogen and oxygen molecules, represented with M in the following chemical reactions,
M + O2 −→ M+O+O (2.5)
N2 +O −→ NO+N (2.6)
were modeled in order to test the effects of these chemical reactions using the Arrhenius rate parameters
given in Table 2.2. The reaction rate, k, presented in the Arrhenius form is given in the following relationship
k(T ) = ATB exp(−Ea/kT ) (2.7)
where A is the pre-exponential factor, B stands for the temperature-dependence, and Ed is the activation
energy. The values for the dissociation and exchange reactions are given in Table 2.2 and are taken from
Ref. [94].
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Table 2.2: Rate Coefficient Parameters
Reaction A, [m3s−1] B Ea, [J]
Eq. 2.5 3.32× 10−9 -1.50 8.214× 10−19
Eq. 2.6 9.45× 10−18 0.42 5.928× 10−19
Velocity slip and temperature jumps
The DSMC method not only provides high-fidelity molecular transport and thermal nonequilibrium, com-
monly seen in strong shock-shock interactions, it also inherently captures rarefaction effects such as velocity
slip and temperature jump without a priori specific model. Velocity slip, Vd, the surface translational,
rotational and vibrational slip temperatures in the normal (Ttrn,n), tangential (Ttrn,τ ) and lateral (Ttrn,L)
directions are determined from the corresponding energy of incident, i, and reflected, r, particles that strike
the surface element and is normalized by the normal velocity component to transform fluxal quantities [34]
i.e.,
Ttrn,d =
m
k

Nhit∑
j=1
(
V 2dji
|Vnji| +
V 2djr
|Vnjr |
)
·
(Nhit∑
j=1
(
1
|Vnji| +
1
|Vnjr |
))
−1
− V 2d

 (2.8)
where the subscript d stands for the n, τ , L directions and Vd is the velocity slip at each of the corresponding
directions, i.e.,
Vd =
[Nhit∑
j=1
(
Vdji
|Vnji| +
Vdjr
|Vnjr |
)]
·
[Nhit∑
j=1
(
1
|Vnji| +
1
|Vnjr |
)]
−1
(2.9)
The translational temperature jump is calculated by subtracting the wall temperature from the temperature
value obtained by averaging over the surface temperatures in the aforementioned directions. In a similar
fashion, the averaged surface rotational and vibrational energy can be calculated as:
Ef =
[Nhit∑
j=1
(
efji
|Vnji| +
efjr
|Vnjr |
)]
·
[Nhit∑
j=1
(
1
|Vnji| +
1
|Vnjr |
)]
−1
(2.10)
where e denotes the internal energy of particles striking a surface element and f represents either the rota-
tional or vibrational mode. After obtaining the internal surface energy values, the corresponding rotational
and vibrational temperatures are calculated using Trot = Erot/k and Tvib=θv[ln(kθv/Evib + 1)]
−1, respec-
tively.
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2.1.2 Implementation of Surface Chemistry to the SMILE Code
After analyzing slip conditions which is a natural outcome of the DSMC simulations based on the use of
the Maxwell surface model, the implementation of catalytic reactions using different models for distributing
energy resulting from exothermic recombination reactions for high stagnation enthalpy chemically reacting
flows is described in this part. Note that in the current work, fully catalytic boundary conditions may impose
non-physical catalytic rates since reaction probability is calculated regardless of the surface temperature and
material characteristics. A theoretical framework of Eley-Rideal and Langmuir-Hinshelwood recombination
that takes into account adsorption/desorption rates based on a detailed macroscopic model [95] would be
useful for the detailed surface chemistry. Nonetheless, the fully catalytic surface condition provides an upper
limit for a conservative estimate of surface heating [96] and a procedure of the implementation is described
in the following.
1. An oxygen or nitrogen atom that will hit a surface panel is selected. To hold mass conservation, a
random number R (i.e. 0 < R < 1) is called. If R > 0.5, then an atomic oxygen is deleted, If not, the
dissociated atoms form molecules according to Eqs. 2.11-2.12.
O + O −→ O2 + 5.08 eV (2.11)
N + N −→ N2 + 9.8 eV (2.12)
2. The number of particles undergoing the catalytic reactions is counted. At the end, the total energy
release, ETOTAL, is calculated by multiplying the amount of energy release per reaction given in
Eqs. 2.11-2.12 and the corresponding number of catalytic reactions.
3. In order to distribute the energy among the particles existing in the same background cell near the
geometry, the calculated total energy, ETOTAL , is divided among the total number of particles, N ,
that exist in the cells where catalytic recombination process takes place (i.e. ETOTAL=Etotal ∗N).
4. The averaged energy, Etotal, can be distributed in two ways: The first model gives the average energy
only to the translational mode assuming that the rotational and vibrational energies will be scaled
with subsequent molecular interactions whereas the second model distributes the total energy among
all modes including internal modes based on equipartition. That is,
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Ei =
ζi
ζtrn + ζrot + ζvib
Etotal i = trn, rot, vib (2.13)
5. After determining the amount of translational energy, the velocity field is updated by a multiplier, φ,
φ =
√
Et + Etrn
Et
(2.14)
where Et is the translational energy before the velocity update and Etrn is the amount of the heat
energy to be assigned to the translational mode calculated using Eq. 2.13. Similarly, the corresponding
internal components given in Eq. 2.13 are directly added to the internal energies.
6. Alternatively, Ref. [97] assigned the heat energy only to the thermal component of the velocity field
based on the fact that heat can change the total random translational energy. This approach was
implemented to test the validity of this assumption (See Ref. [97] for the details). This method,
however, is found to be computationally demanding since the average velocity field in each sampling
cell needs to be known in order to calculate the total random translational energy.
This methodology was applied to a chemically reacting flow over a sphere in order to investigate the roles
of energy distribution the released energy in thermal and internal modes. See details in Appendix B.1.
2.1.3 Structure of Grids in SMILE
The conventional DSMC numerical requirements are that the number of computational particles per volume
with a linear size equal to the local gas mean free path, λ, be on the order of four for non-reacting flows,
the time step is such that simulated particles do not cross more than one collision cell during a single time
step, and the collision cell size should be less than the local mean free path. To efficiently satisfy the DSMC
cell size requirement, the SMILE code employs a two-level Cartesian grid, namely at the coarse and refined
levels, to capture large flow gradients in the simulation domain. The refined, collision grid, is constructed by
subdividing background cells based on local density gradient values, the number of particles in the cell, and
a user-defined parameter which controls the maximum number of subdivisions for a given background cell.
This grid adaptation algorithm guarantees that there are at least 5-6 particles for the non-reacting case per
collision cell before allowing further divisions. This number of particles per collision cell is sufficient since
the majorant collision frequency algorithm [86] is used while selecting the collision pairs in this work. In
addition, it should also be noted that local collision frequency is calculated based on the collision cell. The
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coarser grid is known as the background grid in which the sampling process to calculate macro-parameters
takes place.
2.2 The Ellipsoidal Statistical BGK Approach
The major difference of the BGK approach from the DSMC method is in the modeling of the collisional
relaxation term of the Boltzmann equation (i.e. the right hand side of Eq. 2.1), which is potentially, the most
computationally expensive portion of the calculation. In the DSMC method, particle collisions are modeled
to reproduce the effect of the collision term. On the contrary, the BGK model [45] simplifies the complicated
collision term expressing it in a relaxation form. This is the key difference between the DSMC and BGK
approaches that suggests that the latter will be more efficient at high flow densities where the collision rate
is sufficiently high that the modeling of individual collisions is not necessary. The collision term in the BGK
model is as follows: [
∂(nf)
∂t
]
collision
= nν(fe − f) (2.15)
where n is the number density, ν is the characteristic relaxation frequency and f and fe are any distribution
in the gas and the Maxwell distribution, respectively.
The rate at which the flow relaxes toward equilibrium in the statistical BGK method is governed by the
characteristic relaxation frequency given by
ν = Pr · nk
(
Tωref
µref
)
T 1−ωtrn (2.16)
where Pr is the Prandtl number of each species (assumed to be unity for the BGK equation), k is the
Boltzmann constant, Ttrn the local tris the anslational temperature in a cell, and µref the gas dynamic
viscosity of each species at Tref . Equation 2.16 is obtained by applying the Chapman-Enskog expansion to
derive the NS equations from the BGK model assuming small deviations from equilibrium [46].
It is evident from Eqs. 2.15 and 2.16 that the BGK model provides a simplified procedure to account for
the nonlinear collision term of the Boltzmann equation. This simplification is reasonable for high density
flow regions with large numbers of collisions since the details of the particle interactions are not significant
in reproducing the experimentally measured macroscopic quantities such as temperature, pressure, and flow
velocity.
In the collisional relaxation procedure, the number of selected particles (Ntrn) in each cell for velocity
18
reassignment from the local Maxwellian distribution depends on the relaxation frequency and the time step
as,
Ntrn = int(N(1− exp(−ν∆t))) (2.17)
where ∆t is the time step, N is the number of particles in a cell and int is an operator that returns the
nearest smaller integer. To compensate for the systematic error that such an operator produces, one more
particle is added to the list of preselected particles with the probability:
Ptrn = N(1− exp(−ν∆t) − int(N(1− exp(−ν∆t))). (2.18)
The particles that are selected for velocity reassignment, are assigned new thermal velocities from the
Maxwellian distribution at the local temperature as shown below,
u∗x = cos(2πR1)
√
− ln(R2) ·
√
2kTtrn/m, (2.19)
u∗y = sin(2πR1)
√
− ln(R2) ·
√
2kTtrn/m, (2.20)
u∗z = cos(2πR3)
√
− ln(R4) ·
√
2kTtrn/m (2.21)
where R1 through R4 are random numbers uniformly distributed between 0 and 1, and the superscript ∗
indicates the updated thermal velocities. The velocities of those particles that are not preselected remain
unchanged in the current time step. Proposed by Holway [47] and Cercignani [98] as a modification to the
BGK equation, the ES-BGK method corrects for the unphysical value of the unity Prandtl number in the
BGK method.
The equilibrium distribution function in the ES-BGK model is the local anisotropic three-dimensional
Gaussian, fG, referred to as the Ellipsoidal-Statistical (ES) distribution. The collision term of the Boltzmann
equation is approximated as, [
∂(nf)
∂t
]
collision
= νn(fG − f). (2.22)
The characteristic relaxation frequency with the physically correct Prandtl number is calculated using
Eq. 2.16 and one can use Eucken’s relationship to express the Prandtl number as:
Pr =
4γ
9γ − 5 (2.23)
where γ is the ratio of specific heats and is calculated by (ζtrn+ ζrot+ ζvib)/(ζtrn+ ζrot) for each species. For
19
a monoatomic gas, this Prandtl number is equal to 2/3 and for a diatomic molecule such as N2 is about 3/4
[46].
The procedure for selecting particles whose velocities are reassigned is the same as for the BGK method
discussed above. The sampled velocities from the BGK procedure are modified to conform to the ES
distribution [99] as follows:
u
(1)
i = Sij · u∗j (2.24)
where u
(1)
i designates the modified velocity components and Sij is given by [99]:
Sij = δij − 1− Pr
2Pr
[
1
kTtrn
N
N − 1 (〈muiuj〉 − 〈mui〉〈muj〉/〈m〉)− δij
]
(2.25)
where the symbol 〈〉 designates an averaging over all the particles in a cell, δij is the Kronecker delta function,
m is the mass of a particle, and the indices i, j refer to the three Cartesian components of velocity. Similarly,
molecules of each species involved in the flow field are selected to model rotational energy relaxation. The
corresponding rotational relaxation frequency is given by the following equation
µrot =
Fcoll
Zrot
(2.26)
where Fcoll is the collision frequency for every species involved, and given by the following equation
Fcoll =
4
n
√
kTref
2π
[
Ttrn
Tref
]1−ω N∑
i=1
i∑
j=1
ninjAij(2− δij) (2.27)
where n is the overall number density and,
Aij =
π
4
(dref,i + dref,j)
2
√
mi +mj
mimj
(2.28)
where dref,i designates the reference diameter of the ith species. In Eq. 2.26, Zrot is computed individually
for every species using the modified Parker formula of Eq. 2.3. Note that in Eq. 2.3, the translational
temperature, T , can be replaced with the equilibrium temperature, Teq, given by
Teq =
〈ζtrn〉Ttrn + 〈ζrot〉Trot + 〈ζvib〉Tvib
〈ζtrn〉+ 〈ζrot〉+ 〈ζvib〉 (2.29)
where Ttrn, Trot and Tvib are translational, rotational and vibrational temperatures, and 〈ζtrn〉, 〈ζrot〉 and
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〈ζvib〉 are the averaged translational, rotational and vibrational degrees of freedom in what would be consid-
ered a collision cell in the DSMC approach. They are given by 3(N − 1)/N , ∑ij=1 ζjrot/i and ∑ij=1 ζjvib/i,
respectively where ζjrot is the jth species rotational degree of freedom. Likewise, the jth species vibrational
degree of freedom is expressed as:
ζjvib =
2θjv/Ttrn
eθ
j
v/Ttrn − 1
(2.30)
where θjv refers to the characteristic vibrational temperature. Note that in Parker formula, given in Eq. 2.3,
the translational temperature is generally used but this values is replaced here by the equilibrium temperature
as suggested by Boyd [100].
Once the relaxation frequency for rotational equilibrium is computed, the number of particles for each
species to be selected for rotational relaxation can be determined from the following equation, which is
similar to Eq. 2.17,
Nrot = int(N(1 − exp(−µrot∆t))). (2.31)
A similar approach can be used to determine the number of particles to be selected for vibrational relaxation.
The vibrational relaxation frequency is calculated using the following equation:
µvib =
Fcoll
Zvib
(2.32)
where Zvib is the vibrational collision number [101] corrected by Lumpkin [102] in order to be employed
particle methods. In other words,
Zvib =
ζtrn + ζrot
ζtrn + ζrot + ζvib
· ZCvib (2.33)
where ZCvib is vibrational collision number used in continuum methods. After determining the vibrational
relaxation frequency, the number of particles to be selected for vibrational relaxation can be found by using
the following equation:
Nvib = int(N(1 − exp(−µvib∆t))). (2.34)
In this work, the particles selected for rotational and vibrational relaxation are taken from those that
have already had for velocities reassigned, i.e., from among the Ntrn particles. However, the internal modes
are assumed to be independent of each other. That is, the particles tested for selection for vibrational energy
relaxation were not those considered for rotational energy relaxation. The velocities in different directions
for internal relaxation are assigned in a similar approach, given in Eqs. 2.19 through 2.21. except that the
equilibrium temperature of Eq. 2.29 is used instead of the Ttrn. The rotational and vibrational energy of
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each selected particle are reassigned to a value from a Boltzmann distribution. That is,
E
(1)
i = − ln(R)
1
2
ζikTeq i = rot, vib (2.35)
where R is a random number uniformly distributed between 0 and 1.
During the initial implementation of this method, it was observed that energy and momentum were not
conserved for particles selected for velocity and energy re-assignment. More specifically, the change of the
energy and momentum values before and after assignment can vary in a particular collision cell. That is,
Evar =
〈E(0)tot〉trn − 〈E(1)tot〉trn
〈E(0)tot〉trn
6= 0 (2.36)
where 〈E(i)tot〉trn is 〈E(i)trn〉trn + 〈E(i)rot〉trn + 〈E(i)vib〉trn and similarly momentum change during reassignment can
be written as:
Mvar =
〈M(0)〉trn − 〈M(1)〉trn
〈M(0)〉trn
6= 0 (2.37)
where 〈M(i)〉trn is
∑Ntrn
j=1 mjuj/Ntrn, i is zero or one denoting before and after assignment, respectively, and
〈〉trn denotes the averaging over the velocity assigned particles during a time step in a collision cell. To
ensure momentum and energy conservation, Pullin [42], Macrossan [103] and Burt et al. [80] proposed to
multiply the assigned velocity and energy values by constants that are determined by averaging the velocity
and internal energy in each every time step. To determine these “scaling” constants, we use the fact that
pre- and post assignment velocities must satisfy energy conservation, or,
1
2
Ntrn〈m(u(2))2〉trn +Nrot〈E(2)rot 〉rot +Nvib〈E(2)vib〉vib =
1
2
Ntrn〈m(u(0))2〉trn +Nrot〈E(0)rot 〉rot +Nvib〈E(0)vib〉vib
(2.38)
where subscripts trn, rot and vib for N denote the number of particles involving in velocity, rotational and
vibrational energy assignment, 〈〉rot and 〈〉vib denote the averaging over particles assigned rotational and
vibrational energy, respectively, and the superscript (2) designates the values after assignment when the
scaling procedure is used. When the scaling factor is used, momentum conservation is written simply as,
〈mu(2)〉trn = 〈mu(0)〉trn. (2.39)
In the equilibrium limit, the assumption of energy equipartition is reasonable, or translational, rotational
and vibrational temperatures are equal to each other. Therefore, the equipartition between translational
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and rotational mode can be written as,
1
3
Ntrn
Ntrn − 1(〈m(u
(2))2〉trn − 〈mu(2)〉2trn/〈m〉trn) = 2〈E(2)rot〉rot/〈ζrot〉rot. (2.40)
Similarly, between rotational and vibrational modes,
〈E(2)rot 〉rot/〈ζrot〉rot = 〈E(2)vib〉vib/〈ζvib〉vib. (2.41)
As mentioned before, after assignment, each component of the velocity vector of particles that were
selected for assignment needs to be scaled according to
u
(2) = B+ C(u(1) − 〈mu(1)〉/〈m〉) (2.42)
and the rotational and vibrational energy needs to be updated by factors of D and F given respectively,
E
(2)
rot = DE
(1)
rot (2.43)
E
(2)
vib = FE
(1)
vib (2.44)
Following the approach laid out by Burt et al. [80] these unknown coefficients, B , C, D, and F, are
determined by substituting Eq. 2.42 into expressions for 〈mu〉, 〈mu2〉 and 〈mu〉2. Inserting those expressions
into Eqs. 2.38 – 2.41, as well as using Eqs. 2.39 – 2.44, one obtains the following relationships,
B = 〈mu(0)〉trn/〈m〉trn (2.45)
C2 =
[(
G
H
)
×
(
3(Ntrn − 1)
K
)]
(2.46)
D =
[(
G
2〈E(1)rot〉rot
)
×
(
Ntrn〈ζrot〉rot
K
)]
(2.47)
F =
[(
G
2〈E(1)vib〉vib
)
×
(
Ntrn〈ζvib〉vib
K
)]
(2.48)
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where,
G = 〈m(u (0))2〉trn − 〈mu(0)〉
2
trn/〈m〉trn + 2(Nrot/Ntrn)〈E(0)rot〉rot (2.49)
+2(Nvib/Ntrn)〈E(0)vib〉vib
H = 〈m(u (1))2〉trn − 2〈mu(1)〉
2
trn/〈m〉trn + 〈m〉trn〈mu (1)〉
2
trn/〈m2〉trn (2.50)
K = 3(Ntrn − 1) +Nrot〈ζrot〉rot +Nvib〈ζvib〉vib (2.51)
Equation 2.29 cannot be used directly to obtain the final equilibrium temperature because vibrational
and rotational relaxation, given by the Landau-Teller equation [104], occurs. Hence, an instantaneous cell
equilibrium temperature is calculated using either one of Eqs. 2.47 or 2.48 and corresponding Eqs. 2.43 or
2.44 to give,
〈T (2)〉 = 3(Ntrn − 1)Ttrn +Nrot〈ζrot〉Trot +Nvib〈ζvib〉Tvib
3(Ntrn − 1) +Nrot〈ζrot〉+Nvib〈ζvib〉 . (2.52)
Due to the difference between the equilibrium temperature and temperature given in Eq. 2.52, correction
factors, βrot and βvib are necessary for determining the rotational and vibrational relaxation rate, respectively,
i.e.,
dTi/dt = −µi(Ti − Teq) = −βiµi(Ti − 〈T (2)〉) (2.53)
The second equality implies that,
βi =
Ti − Teq
Ti − 〈T (2)〉
i = rot, vib. (2.54)
Inserting Eqs. 2.29 and 2.52 into Eq. 2.54, one obtain βrot,vib which is given by:
βi =
[(
Li
J
)
×
(
M
Oi
)]
i = rot, vib (2.55)
where,
Li = 3(N − 1)(Ti − Ttrn) +N〈ζj〉(Ti − Tj), (2.56)
J = 3(N − 1) +N〈ζrot〉+N〈ζvib〉, (2.57)
M = 3(Ntrn − 1) +Nrot〈ζrot〉+Nvib〈ζvib〉, (2.58)
Oi = 3(Ntrn − 1)(Ti − Ttrn) +Nvib〈ζj〉(Trot − Tvib) (2.59)
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where i = rot, vib and j = vib if i = rot else j = rot, if i = vib. Taking the relaxation correction factor into
account, the number of particles to be selected for rotational and vibrational assignment given by Eqs. 2.31
and 2.34 can be written as:
N corri = int(N(1− exp(−βiµi∆t))). (2.60)
To calculate the number of selected particles for rotational and vibrational assignment, Eqs. 2.54 and 2.60 are
used but it should be noted that these equations are coupled and need to be solved simultaneously. To simplify
the algorithm, it can be assumed that the temperature difference between the rotational and vibrational
mode is less in comparison to that of the rotational and translational modes. With these assumptions, the
rotational and vibrational rate parameters, βrot,vib can be written as:
βi =
[(
3(Ntrn − 1) +Nrot〈ζrot〉+Nvib〈ζvib〉
(Ntrn − 1)
)
×
(
(N − 1)
3(N − 1) +N〈ζrot〉+N〈ζvib〉
)]
. (2.61)
Furthermore, if it can be assumed that the contribution of the number of selected particles for vibrational
relaxation is less than that of translational relaxation, then Eq. 2.61 can be written as:
βi =
[(
3(Ntrn − 1) +Nrot〈ζrot〉
(Ntrn − 1)
)
×
(
(N − 1)
3(N − 1) +N〈ζrot〉+N〈ζvib〉
)]
(2.62)
where i stands for “rot” or “vib” in Eqs. 2.60–2.62.
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Chapter 3
Evaluation of a Particle Ellipsoidal
Statistical BGK Approach for
Simulation of Hypersonic Shocks
In this chapter, three different test cases are chosen in order to investigate the flow characteristics and
compare the accuracy of the ES-BGK and DSMC methods by simulating different gas species over different
geometries at a given flow condition. In the first test case, argon flow over a cone configuration is simulated to
study the effects of the numerical parameters such as the number of particles per cell and scaling factor on the
flowfield results. The second simulation is performed by modeling the internal modes over a sphere geometry
in a strong shock case. Finally, flow over a double cone configuration is chosen to compare measured and
DSMC and ES-BGK predicted gas-surface quantities such as heat transfer rates and pressure coefficients.
The Statistical Modeling In Low-density Environment (SMILE) [86] computational solver was used as the
computational framework for the statistical BGK method.
3.1 Case I: Simulation of Argon Flow over Cone
This section mainly focuses on the comparison of ES-BGK solutions with and without the scaling factor B
and C, described in Sec. 2.2, that ensures that momentum and energy are conserved at every time step.
In this section, we first examine the effect of energy conservation by removing the role of internal energy
relaxation and model an argon flow of Mach number of 4.55 over a 30-deg cone. The inflow conditions
and free stream conditions used for the simulations performed at a Kn=2.28× 10−2 are given in Table 3.1.
The time step and cell size were chosen to satisfy the DSMC simulation criteria and their initial values are
assigned to be on the order of the free stream collision time and mean free path. The detailed description of
simulation parameters used in both ES-BGK and DSMC methods is presented in Table 3.2 corresponding to
the Case I column. Note that, the ES-BGK simulations that do not employ scaling factors will be shown to
require 16 - 64 times more particles in comparison to the DSMC solution to conserve energy and momentum
on a per time step basis.
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Table 3.1: Freestream conditions for different cases
Case I Case II Case III
Mach number 4.55 15.60 15.88
Inflow translational temperature, K 200 200 42.6
Inflow rotational temperature, K - 200 42.6
Inflow vibrational temperature, K - 200 1986
Static pressure, Pa 2.577 25.77 2.22
Velocity, m/s 1200.0 4500.0 2073.0
Density, kg/m3 6.19× 10−5 4.34× 10−4 1.757× 10−4
Number density, molec/m3 9.333× 1020 9.333× 1021 3.779× 1021
Knudsen number 2.28× 10−2 1.28× 10−3 1.89× 10−3
Reynolds number, m−1 2.29× 102 1.478× 105 9.35× 104
Surface accommodation Coefficients:
Momentum, αD 1.0 1.0 1.0
Energy, αE 1.0 1.0 1.0
Figure 3.1 shows the translational temperature contours for both ES-BGK and DSMC methods. The
ES-BGK solution is obtained without employing scaling factors and using 16 times more particles than
the DSMC solution. Overall, it is found that the temperature values inside the shock region as well as in
the region close to the apex where the temperature gradients are a maximum are found to be in relatively
good agreement with DSMC solution. The highest temperature value predicted by the ES-BGK method
is higher in comparison to that of the DSMC method due to the fact that energy and momentum in each
direction are not conserved each time step since scaling factors were not used. To study the change of the
energy and momentum in the x-direction at steady state, a particular cell inside the shock region is selected
and denoted as point A, as shown in Fig. 3.1. Figure 3.2 shows the fluctuation of energy, Eq. 2.36, and
momentum, Eq. 2.37, values at this location during the sampling portion of the calculation. Note that the
energy and momentum values are normalized every time step by the energy and momentum values before
assignment. For conservation to hold, these values are expected to be exactly zero for each time step,
however, without the use of scaling factors, these values significantly deviate from zero especially in the
case when the number of particle per cell is low. The magnitude of this deviation from zero is a minimum
for the case when the number of particles is 64 times larger than the baseline case. More specifically, in
Fig. 3.2(a) the standard deviation and the average values for the case using 16 times more particles than
the baseline case are 0.153 and 0.0163, respectively. This deviation becomes half of the corresponding value
if the number of particles increases four times. The deviation of these values from their average for the
case when 64 times more particles compared to the baseline case is 0.072, half of the 16 times more particle
case, as expected. The same trend is found for the conservation of momentum, also showing that Eqs. 2.36
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and 2.37 were implemented correctly. Additionally, it is observed that the number of selected particles for
assignment increases almost linearly with the total number of particles in cell. Moreover, for the 16 times
more particles case, there are around 98 particles at point A but only 38 of them are selected for velocity
assignment. When the number of particles is increased 32 times compared to the baseline case, the selected
number of particles is found to be 80.
Table 3.2: Baseline numerical parameters for ES-BGK and DSMC methods
Case I Case II Case III
Domain size, m 0.08× 0.06 0.07× 0.09 0.25× 0.25
Number of background collision cells 240× 180 1200× 1543 2000× 2000
Maximum number of grid adaption for DSMC 1× 1 5× 5 5× 5
Total number of time steps 30,000 40, 000 40,000
Time step, sec 1× 10−6 1× 10−8 6× 10−8
Number of particles in one simulated particle (FNUM) 4.0× 1010 2.0× 109 7.0× 109
Total number of particles at steady state 2.4× 105 8.9× 106 1.61× 107
Total number of collision cells at steady state 43200 2.431× 106 4.322× 106
Figure 3.1: Translational temperature (K) contours for argon flow over cone, using both DSMC and ES-BGK
(16 times more particles case than Table 3.2 without scaling) methods.
To further see the effect of the number of particles on the flowfield results, the temperature values along
the line that passes point A and is parallel to the x-axis are extracted and shown in Fig. 3.3 (a). The
maximum temperature value approaches the DSMC solution if the number of particles per cell is increased.
In fact, to achieve a much better agreement with the DSMC results, the number of particles per cell needs to
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(a) Evar (b) Mvarx
Figure 3.2: Variation of energy and momentum due to the number of particles in an ES-BGK simulation
without scaling
.
be increased significantly [99] to achieve better energy and momentum conservation which in turn increases
the computational cost. To avoid this, the implementation of the scaling factor is necessary to simulate these
flows which are in the near-continuum region. The temperature values along the same line with and without
scaling factor are given in Fig. 3.3(b). Note that the same number of particles is used with the DSMC and
ES-BGK with scaling. However, the ES-BGK without scaling factors uses 16 times more particles than the
DSMC solution. As seen in Fig. 3.3(b), the ES-BGK method with scaling factors is found to be in better
agreement than the solution without scaling with the DSMC predicted maximum temperature.
However, discrepancies are observed in the vicinity of shock onset. The ES-BGK method with scaling,
which uses the same number of particles as the DSMC simulation, predicts a greater shock stand-off distance.
Furthermore, it was observed that the ES-BGK method without scaling and 16 times more particles achieved
better agreement with DSMC in comparison to the ES-BGK solution with scaling, in the shock initiation
region. To explain the reason behind this discrepancy, the number of particles in the simulation domain
was increased even further. As shown in Fig. 3.3(c), the discrepancies in temperature values in the vicinity
where the shock starts becomes less when a larger number of particles is used. This is due to an insufficient
number of particles required for re-assignment. It should be noted that the maximum temperature value and
the values downstream of the temperature maximum almost overlap when the ES-BGK employs the same
number of particles as in DSMC.
The ratio of the time taken in the collision subroutine for the DSMC calculation to the corresponding
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Table 3.3: Comparison of numerical performance of the simulation approachesa
Cases Ratio of CPUH in collision Collision Frequency Flow Location
subroutine DSMC/ES-BGKb 1/[s]
I 0.94c 853,707 A as shown in Fig. 3.1
II 2.34 61,380,395 B as shown in Fig. 3.4(a)
III 1.03c 13,173,564 C as shown in Fig. 3.10(a)
ausing 32 processors
bwith scaling; cbaseline case
subroutine for the ES-BGK method with the aid of the TAU [105] profiler for this case using 32 Intel Xenon
processors with a core speed 2.3 GHz is presented in Table 3.3. Additionally, the collision frequency and the
location where it was calculated are given. It was observed that at this flow condition, the DSMC method
is found to be approximately 7% faster than the ES-BGK method with scaling. Additionally, for the 16
times more particle case, there is no discernible running time differences in the ES-BGK simulations whether
scaling factors are used. Therefore, in the following sections, scaling factors will be used due to the previously
explained advantage in terms of reducing the required number of particles.
3.2 Case II: Simulation of Nitrogen Flow over Spherical Blunt
Body – a Strong Shock Case
The second simulation is performed to show the characteristics of the ES-BGK method under strong shock
conditions at a free stream Mach Number of 15.6 flow over a blunt body. For this test case, the freestream
flow density is ten times larger than the previous case, the sphere diameter is 0.1 m and the corresponding
Knudsen number is 1.285 × 10−3. The simulated gas is nitrogen and due to the existence of the internal
modes, this case involves the full procedure presented in the previous section. Constant rotational and
vibrational collision numbers were used in the Borgnakke-Larsen approach [88] with corresponding values of
Zr and Zv of 10 and 100, respectively. It was found from zero-dimensional calculations that at least three
iterations are necessary for the ES-BGK calculation to predict the correct relaxation rate given in Eq. 2.62.
Figure 3.4 shows the translational, rotational and vibrational temperature contours in the forebody
region of the spherical blunt body obtained by the ES-BGK method and the percentage differences of this
solution with respect to DSMC method as well. It can be seen that overall the results are in good agreement
throughout the simulation domain especially inside the shock. However, the largest differences, up to 20%,
is observed just upstream of the shock region. In order to better analyze this finding, data was extracted
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(a) Effect of number of particles on temperature without
scaling
(b) with/out scaling
(c) Effect of number of particles on temperature with scal-
ing
Figure 3.3: Comparison of translational temperature (K) at y=0.013 m for flow over a cone (Case I), using
both DSMC and ES-BGK methods.
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along the stagnation line and was presented in Fig. 3.5. Note that the temperature values are normalized
using the freestream equilibrium and post-normal shock temperature values, T1= 200 and T2 = 9660 K,
respectively. Similarly, the distance is normalized with freestream mean free path value, λ1 = 1.29×10−4 m.
The difference in the region as the shock starts to form is caused by a phenomenon similar to the discussion
about Fig. 3.3(c) where the ES-BGK method might require more particles in that region to have better
agreement with the DSMC solution.
Moving to the rotational temperature comparison, both methods seem to overlap for the majority of the
stagnation streamline. However, it is seen that there is a small shift in the ES-BGK solution. This shift
is caused by the translational temperature differences at the location where the shock is formed, which in
turn, changes the energy transfer rate from the translational to rotational mode. However, the vibrational
temperature obtained by ES-BGK is found to be in excellent agreement with the DSMC solution. This is
more likely due to the fact that the T-V rate is much slower than T-R relaxation. In general, the ES-BGK
solution captures all the temperature profiles predicted by DSMC from the peak temperature locations to
the temperature values close to the wall. Note that a diffusive wall model was used in all simulations.
Figure 3.6 compares the variation of the vibrational temperature with respect to the number of particles
along the stagnation line. Vibrational temperature is chosen due to its more sensitive dependence on the
number of particles. To test the dependence of the ES-BGK method to the number of computational
particles, the number of particles was gradually decreased. Note that results presented in Figs. 3.4 and 3.5
employed N number of particles, where N is the number of particles given in Table 3.2. It was observed that
the result was essentially the same (see the “N/4” curve) but a further decrease resulted in temperature
fluctuations, especially in the upstream region of the shock and underprediction of the highest temperature
value around at x/λ1 = −20 where the number of particles was about three (“N/16” case). The same
computational particle dependence was performed using DSMC method (not shown) and it was observed
that the amount of underprediction at this location was almost the same as the ES-BGK method. This
demonstrates that the ES-BGK method is able to predict flowfield parameters accurately with using the
same number of particles as DSMC under this flow condition.
Table 3.3 presents the elapsed time for both methods for the case that employs about 9 million particles,
designated as N in Fig. 3.6. It can be seen that the elapsed time for the ES-BGK simulation is found to be
about two times faster than that for the DSMC method. As compared to Case I, we can observe a speed-up
due to fact that the number of collisions becomes a major part of the total computation which is indicated
by the increase in the collision rate for this case, as given in Table 3.3 for Case II.
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(a) Translational Temperature (b) Rotational Temperature
(c) Vibrational Temperature
Figure 3.4: Temperature (K) contours obtained by ES-BGK at top and their percentage differences with
DSMC method at the bottom for flow about spherical blunt body (Case II), using both DSMC and ES-BGK
methods.
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Figure 3.5: Translational, rotational and vibrational temperatures (K) along the stagnation line.
Figure 3.6: Variation of vibrational temperature with the number of particles along stagnation line for
ES-BGK method
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Figure 3.7 shows a comparison of the velocity distributions obtained from the ES-BGK and the DSMC
simulations at two locations, one at the start of the shock (denoted as point A in Fig. 3.4 (a)) and and the
other close to the surface (denoted as point B in Fig. 3.4 (a)). At the upstream location, the peak velocity
values in the x and y directions for both DSMC and ES-BGK, as seen in Fig. 3.7(a), reflects the different
contributions of the free stream bulk velocity in the direction of the shock and the cross wise direction. It
should be noted that in this strong shock case, the distribution is bimodal and in fact, is the summation
of the subsonic and supersonic streams as pointed out by Mott-Smith [106]. The low temperature peak
corresponds to the free stream condition (point A) whereas the broader distribution (higher temperature at
point B shown in Fig. 3.4 (b)) corresponds to those particles that have undergone collisions inside the shock
region and collisions with the wall. At the downstream location, point B, the distribution is Maxwellian
with higher temperature since particles have had enough time to collide and equilibrate. The flow is found
to be almost stationary in both x and y directions and the agreement between DSMC and ES-BGK is good.
Table 3.4: VHS parameters for Nitrogen collisions
Model w dref [A˚] Tref [K]
Bird [69] 0.745 4.11 273
MD/QCT VHS Fit [107] 0.725 3.768 1000
(a) at x = -0.00645 m (shown in Fig. 3.4(a) as point A) (b) at x = -0.0011 m (shown in Fig. 3.4(a) as point B)
Figure 3.7: X and Y component velocity PDF inside the shock along the stagnation line, Case II
Finally, in order to investigate the effects of viscosity on the ES-BGK and DSMC solutions, two different
Variable Hard Sphere (VHS) parameters given in Table 3.4 are selected. The reference viscosity used in the
calculation of the characteristic relaxation frequency, given in Eq. 2.16, is calculated by
µref =
30(mkTref/π)
0.5
4(5− 2w)(7 − 2w)d2ref
(3.1)
where the viscosity power constant, w, is given in Refs. [69] and [107]. The corresponding translational
temperatures along the stagnation line is presented in Fig. 3.8(a). When the data given by MD/QCT
VHS Fit [107] was used, as opposed to Ref. [69], a better agreement was surprisingly observed between
the ES-BGK and DSMC solutions at the shock starting location. More specifically, in this location, the
corresponding percentage differences when MD-QCT and Bird models were used in ES-BGK and DSMC
methods are found to be approximately 5% and 10%, respectively as shown in Fig. 3.8(b). This is caused
by the fact that MD/QCT derived fit of Ref. [107] results in higher total cross section values which in turn
increases the total number of assignments in the ES-BGK method, consistent with the previous observation.
Additionally, the ES-BGK results were found to be more sensitive to viscosity in the shock on-set region,
−80 < x/λ1 < −50 where the largest difference was observed as compared with the DSMC results.
(a) Translational Temperature (b) Percentage Difference
Figure 3.8: Comparison of translational temperatures using different viscosity coefficients
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3.3 Case III: Simulation of Nitrogen Flow over the Double Cone
Configuration
In this section, a laminar hypervelocity flow over a sharp 25/55 deg double cone, shown in Fig. 3.9, is
considered and the predicted ES-BGK surface parameters are compared with DSMC simulations and an
experiment conducted in the LENS I Tunnel. The detailed description of the experimental procedure and
instrumentation is provided in Ref. [6]. In particular, we examine the run 7 test condition, a case that was
studied extensively as a code validation exercise for both DSMC [108] and NS [6] methods. The free stream
Mach and Reynolds numbers under this test conditions are 15.6 and 9.35× 104, respectively for a nitrogen
gas with a frozen vibrational temperature of 1986 K whereas the translational and rotational temperatures
were in equilibrium at 42.6 K [108]. The detailed inflow conditions for this test case is presented in Table 3.1
and numerical parameters are given in Table 3.2. For the ES-BGK simulation, the computational domain
was divided into uniform 2,000 collision/background grids in the X and Y directions. The energy and
velocity assignment process for the ES-BGK method as well as the calculation of the macro parameters were
performed in these cells. After reaching steady state, it was found that the total number of particles in
simulation domain was about 16 million which is comparable with the number of particles used in DSMC
calculation performed by Moss et al. [108]. For the DSMC calculation, the number of background grids was
the same as the ES-BGK method; however, each background collision cell could be divided up to 25 collision
cells depending on the value of the density gradient. After each division, the number of particles per collision
cell inside the shock region was found to be five and the ratio of the mean free path to the size of the collision
cells was larger than unity throughout domain. At steady state, the total number of collision cells and total
number of particles were found to be about 4.14 and 15.8 million, respectively. Additionally, a time step of
6.0× 10−8 was chosen such that the ratio of mean collision time to the time step is greater than unity.
Figure 3.10(a) and (b) show the translational temperature contours for the ES-BGK and DSMC methods,
respectively. As can be seen, the temperature values are found to be in very good agreement especially
downstream of the bow shock. It was observed that the highest values for ES-BGK and DSMC methods
are 2086 and 2134 K, respectively. The vibrational temperature obtained by the ES-BGK method, shown in
Fig. 3.10(c), was also found to be in close agreement with the DSMC solution (not shown). The vibrational
temperatures decrease downstream of the shock region, especially, in the vicinity of the separation region due
to the high collision rate and the full thermal accommodated diffusive cold wall. It should be noted that the
ES-BGK method predicts the vibrational temperature accurately although the free stream flow condition
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Figure 3.9: CUBRC sharp double-cone model taken from Fig. 1 of Ref. [6]
is in thermal nonequilibrium. Figure 3.10(d) shows the pressure field with the highest value found to be
about 500 times larger than the free stream value due to strong compression and the shock interactions on
the second cone. It should be noted that the second cone is sharp enough to increase the adverse pressure
gradients as can be seen in Fig. 3.10(d) which in turn results in a separation region. As shown in Fig. 3.10(a)
and (b), there is no discernible difference in the location and size of the separation region predicted by both
methods.
Moving to the surface parameters, Fig. 3.11(a) shows the calculated and measured surface pressure values.
As can be seen, the calculations are very close to the experiment and each other. However, discrepancies are
observed at the aft part of second cone surface. Both methods underpredict the maximum measured values
but the DSMC solution is relatively closer to experiment at the maximum. Similarly, the DSMC calculation
performed by Moss et al. [108] is found to be in relatively better agreement in the prediction of the maximum
values as compared with the ES-BGK solution. The skin friction coefficient is shown in Fig. 3.11(b) and
compared with the DSMC simulations of Ref. [108]. Overall, all the results predict similar size and location
of the separation region. Similar to the surface pressure profile, the ES-BGK solution overpredicts the DSMC
values on the first cone.
Figure 3.12(a) shows the measured and calculated heat transfer rates on the two cone surfaces. Both the
ES-BGK and DSMC solutions are found to be in very good agreement with the experiment especially for
the second cone. In particular, the ES-BGK result achieves better agreement with the experiment in the
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(a) Translational Temperature, ES-BGK (b) Translational Temperature, DSMC
(c) Vibrational Temperature, ES-BGK (d) Pressure, ES-BGK
Figure 3.10: Flowfield contours for flow over double cone geometry (Case III)
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(a) Surface pressure (b) Skin friction
Figure 3.11: Calculated and measured surface parameters
prediction of the maximum value compared to the DSMC result. As seen both methods capture the decrease
in heat flux due to separation in the region between locations x = 0.08 and 0.1 m and the calculated values
overlap with the data. However, there is a small overshoot on the first cone for the ES-BGK solution due to
an insufficient number of particles per cell. The comparison between measured and calculated values using
different number of particles for the ES-BGK case is shown in Fig. 3.12(b). The values are found to be
insensitive to the number of particles per cell on the second cone. However, it is observed that increasing
the number of particles results in closer values to the experiment on the first cone.
Similarly, in order to investigate the dependence of solutions obtained by both methods on the spatial
and temporal resolution, the number of cells and time step are changed gradually. The heat flux has been
shown to be highly sensitive to the DSMC numerical parameters. Figure 3.13 shows that the maximum
heat flux value (at x = 0.105 m) changes significantly with the number of cells for the DSMC calculation. It
should be noted that 2,000 background cells without grid adaptation are insufficient to resolve the simulation
domain up to the order of the local mean free path and non-physical diffusion effects become sufficiently
large to change the surface heating. In fact, the DSMC solution with 2,000 background collision cells and
each background cell being allowed to be subdivided into divided 25 cells was found to be in good agreement
with experiment, as shown in Fig. 3.13(a). Therefore, further grid resolution would not change the surface
heating values. Similarly, 1,500 cells in the x-direction were not sufficient to resolve the flow gradient for the
ES-BGK method causing the overshoot in the maximum heat transfer rate, shown in Fig. 3.13(b). However,
it was observed that 2,000 cells in the x direction are sufficient for the ES-BGK method in contrast to the
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(a) Comparison of the ES-BGK and DSMC results (b) Variation of values with the number of particles
Figure 3.12: Computed and measured heat transfer rates
DSMC solution. It should be noted that since the total number of particles in the simulation domain is the
same for the 1,500 and 2,000 cell ES-BGK cases, the 1,500 cell case has more particles per cell causing it
to be in better agreement, compared to the 2,000 cell case, with experiment on the first cone surface. The
number of particles for the 2,000 cells with subdivision up to 25 case is increased by a factor of two for both
methods to ensure sufficient number of particles for the relaxation process. Therefore, perfect agreement
with experiment is achieved at the cone surfaces even at the first cone. More specifically, the calculated heat
flux values become closer to the measurements between x = 0.12 and 0.15 m. This shows that the cell size
is sufficiently small to resolve the simulation domain to any characteristic length scale for gradients in any
macroscopic flow quantities.
Figure 3.14 shows the variation of the calculated heat flux values with time step for DSMC and ES-
BGK. As shown in Fig. 3.14(a), using larger time step results in an overprediction in heat flux values at
x = 0.105 m for the DSMC calculation due to the fact that time step is larger than the mean collision
time. However, Fig. 3.14(b) shows that this variation for the ES-BGK calculation is less. Note that the
number of particles in the simulation domain is the same and the only variable here is the time step for
this test case. In contrast to DSMC, using too small a time step results in an overprediction along the first
cone surface due to an insufficient number of particles selected for relaxation in Eq. 2.17. On the other
hand, if the time step is sufficiently large, all particles in a cell are selected for relaxation and the overall
distribution becomes Maxwellian in the cell. Thus, the time step should be small enough to capture any
non-equilibrium phenomena in the simulation domain but large enough to avoid computational overhead
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(a) DSMC (b) ES-BGK
Figure 3.13: Variation of heat flux values with the number of cells
caused by the requirement to have a large number of particles per cell for a small time step.
Lastly, in the flow over the double cone configuration the characterization of the effect of the size of the
separation region provides an opportunity to test the fidelity of all particle approaches for modeling the key
flow physics as well as establish numerical convergence in near-continuum flow conditions. Reference [108] in
fact used the slip velocity as a convergence criterion for DSMC simulations due to its very sensitive nature
to the DSMC numerical parameters. The slip velocity (Vs) is calculated using Eq. 2.9. Figure 3.15 shows
the comparison of the slip velocity calculated by the ES-BGK and DSMC methods and with the DSMC
simulations of Ref. [108]. All simulations show that the slip velocities are found to be high near the cone
apex due to the rarefaction effect and decrease in the downstream direction, especially in the separation
region. Interestingly, the ES-BGK solution achieves perfect agreement with the DSMC solutions and is able
to model the gas surface interaction in an accurate manner. However, at the top side of the second cone
(where there are no heat flux measurements), the ES-BGK solution overpredicts the velocity slip. This is
more likely due to the lack of the sufficient number of particles arising from the sudden expansion of the flow
or the rarefaction effect.
The flow over the double cone involving multiple length scales and large density gradient provides an
opportunity to test further the accuracy of the ES-BGK model in terms of the probability distribution
function. Previously, Gallis et al. [109] compared the velocity distribution functions obtained by the ES-
BGK and Boltzmann models in terms of Sonine polynomials for one-dimensional argon gas flows between
parallel walls. It was observed that the ES-BGKmodel failed to reproduce precisely the higher order moments
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(a) DSMC (b) ES-BGK
Figure 3.14: Variation of heat flux values with time step
Figure 3.15: Comparison of velocity slip
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of the velocity distribution function, especially when the hard-sphere interaction model was employed. To
investigate this effect, the velocity distribution functions corresponding to the locations shown in Fig. 3.9
are presented in Fig. 3.16. It can be seen that the ES-BGK method is well able to capture the classical
progression of the bi-modal nature of the velocity distribution function and its change as we move to different
locations in the flow. As expected, the velocity distribution function differs slightly at the leading edge of
the cone (i.e. location A) due to the rarefaction effect. However, for the other locations the ES-BGK method
predicts accurate distribution functions especially in the locations where Knudsen number is less than 0.01.
It should be noted that location C (i.e. in recirculation region) and D (the point where hot and cold streams
interact) are selected to see the effect of the viscous heating effect on flow-field which was studied extensively
in Ref. [110]. In contrast to the observation of Meng et al.[110], the distribution functions are found to be in
perfect agreement with the benchmark DSMC. This is due to the fact that Knudsen number at these locations
is about two orders of magnitude less than that given in Ref. [110]. Finally, the very slight overprediction of
the velocity slip shown in Fig. 3.15 can be attributed to the slight differences in the velocity distribution at
location E.
To compare the efficiency of ES-BGK compared to DSMC, the elapsed time values are tabulated in the
Case III row of Table 3.3, employing 32 CPUs. It is found that the ES-BGK baseline case is only 3% faster
compared to the DSMC method. In fact, similar to the test case I, there is no discernible difference observed
in the running time of both methods due to low collision frequency. If the number of particles is increased
or decreased by a factor of two with respect the baseline case (keeping all other numerical parameters the
same), the ES-BGK simulation time was found to increase by 80.87% and decrease by 95.33%, respectively.
Therefore, similar to the DSMC method, the ES-BGK method demonstrates a roughly linear scaling in terms
of the relationship between the number of particles and simulation time.
3.4 Concluding Remarks
In this chapter, a particle method, based on the solution to the ES-BGK model of the Boltzmann equation,
for laminar flows with shocks at low Knudsen number conditions was implemented and examined. The
two objectives were to test how well the ES-BGK approach could replicate the flow physics predicted by
DSMC and whether a reduction in computational cost was obtained. A fraction of the particles in a cell
were selected for velocity reassignment from a local Maxwellian distribution based on the collision frequency
and an even smaller fraction was then selected for rotational and vibrational energy reassignment based the
rotational and vibrational relaxation rates. After these velocity and energy assignments were performed, it
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(a) at location A (b) at location B
(c) at location C (d) at location D
(e) at location E
Figure 3.16: The velocity distribution at different locations shown in Fig. 3.9.
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was found that the number of particles per cell required to conserve momentum and energy in every time
step was extremely large. A scaling method which aimed to decrease the required number of particles per
cell proposed by Burt et al. [80] was extended to take vibrational relaxation into account and the details
of the derivation are presented. The scaling method, which heretofore, had only been applied to expanding
flows, was successfully used to model thermally non-equilibrium flows with shocks.
The ES-BGK scheme with momentum and energy conservation scaling factors was applied to three
different test cases with gas species that in the second and third cases included internal energy modes. For
argon flow over cone, it was observed that the highest temperature value obtained agreed well with the
benchmark of DSMC solution. However, discernible differences were observed at the shock starting point
due to insufficient number of particles, even with scaling factors used. The results of nitrogen flow over a
spherical blunt body at Mach 15.88 showed that the ES-BGK solution predicts the profiles of translational,
rotational and vibrational temperatures along the stagnation streamline accurately. In the last test case,
both ES-BGK and DSMC were used to model the flow over a double cone geometry and the results were
compared with experiment and earlier DSMC simulations. Overall, the level of agreement observed in the
surface pressure, the velocity slip, heat transfer rates, and the velocity distribution functions calculated with
the ES-BGK method is very good. However, there is a small overshoot in heat transfer rates on the first cone
due to an insufficient the number of simulated particles. Additionally, we showed that it is possible to obtain
relative speed-up using the ES-BGK method compared to DSMC depending on the collision frequency. It
was also shown that the ES-BGK method is able to predict correct surface parameters using a relatively
larger time step and cell size in comparison to DSMC which can also help to reduce the computational cost
compared to DSMC.
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Chapter 4
Study of Shock-shock Interactions for
a Double Wedge Configuration
The DSMC method has been used to model laminar shock-shock interactions of hypersonic flow over a
30/55-deg double-wedge configuration studied in the Hypervelocity Expansion Tube (HET) facility. Exper-
iments on a double-wedge configuration were conducted by Swantek and Austin [14, 21] and the impacts
of thermochemical effects on shock wave-boundary layer interaction by changing the chemical composition
from nitrogen to air and the stagnation enthalpy of flow were investigated. Similarly, the current numerical
study focuses on the investigation of Mach 7 nitrogen, air and argon flows for a stagnation enthalpy of about
8.0 MJ/kg, conditions where thermochemical nonequilibrium is present. The DSMC simulations are found
to reproduce many of the classic features related to Edney type IV strong shock interactions that include
the attached, oblique shock formed over the first wedge, the detached bow shock from the second wedge,
the separation zone, and the separation and reattachment shocks that cause complex features such as the
triple point. Nevertheless, comparisons of simulated heat flux surface profiles as well as the time evolution
of the shock profiles with measurements were found to be poor for a two-dimensional wedge geometry. It
was found that a full three-dimensional model was required to simulate the heat flux and transient behavior
of the nitrogen flow. In contrast, 2-D results of a reacting air flow case seem to indicate that the size of the
separation length is much less than was found for the 2-D nitrogen flow model and comparison with measured
heat fluxes and time-dependent shock profiles for air are in reasonable agreement. Lastly, to understand the
effects of the internal modes on the shock structure, an argon flow is also studied.
4.1 Flow Conditions and Numerical Parameters
The double wedge has a geometry of forward and aft angles of 30 and 55 degrees, respectively. The first
wedge has a length, L, of 50.8 mm, as shown in Fig. 4.1(a). In the lateral direction, the full width of the
wedge used in the experiment is 101.8 mm (see Fig. 4.1(b) for the experimental model). In the computations,
the symmetry of the flow is taken into consideration, and only half of the wedge, 50.9 mm wide, is modeled
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(a) Size and geometry (b) Experimental model [14]
Figure 4.1: Geometry of the double wedge configuration.
Table 4.1: Freestream conditions for double wedge cases
Freestream Parameters:
Mach number 7.14
Static temperature, K 710
Static pressure, kPa 0.78
Velocity, m/s 3812
Density, kg/m3 0.0037
Number density, molec/m3 7.96× 1022
Stagnation enthalpy, MJ/kg 8.0
Unit Reynolds number, Re/m 4.15× 105
Mean free path, m 2.05× 10−5
Knudsen number 4.08× 10−4
in the three-dimensional case. The flow conditions for the high-enthalpy nitrogen case are tabulated in
Table 4.1.
Since the conditions for the double wedge case are near-continuum as given in Table 4.1, special attention
is paid to the convergence of the DSMC numerical parameters, so that they do not impact the results. The
conventional DSMC numerical requirements are that the number of computational particles per volume with
the linear size equal to the local gas mean free path, λ, is on the order of three, the time step is such that
simulated particles do not cross more than one cell during a single time step, and the collision cell size should
be less than the local mean free path. To satisfy the DSMC cell size requirement, the SMILE code employs
a two-level Cartesian grid, as described in Sec. 2.1.3.
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Table 4.2: DSMC numerical parameters for 2D for the nitrogen case
Numerical Parameters: 2-D 2-D 2-D
baseline baseline-plus degraded
Total number of time-steps 800,000 100,000 800,000
Time step, s 1.0× 10−9 1.0× 10−9 1.0× 10−9
Number of molecules in one simulated
particle 9.0× 1011 5.0× 1011 1.0× 1013
Number of simulated particles b1.155× 109 a1.912× 109 b1.05× 108
Maximum number of
grid adaption in each background cell 60× 60 60× 60 20× 20
Total number of collision cells b3.05× 108 a3.94× 108 b2.254× 107
Number of background cells 800× 800 800× 800 400× 400
Number of processors (CPUs) 960 960 640
Total computation hours (CPU hours) 46,080 16,640 27,870
a at 100 µs., b at 150µs.
Table 4.3: DSMC numerical parameters of the 2D reacting air and argon cases
Numerical Parameters: Air Argon
Total number of time-steps 300,000 300,000
Time step, s 1.0× 10−9 1.0× 10−9
Number of simulated particles 5.7× 109 0.944× 109
Total number of collision cells 3.44× 108 3.45× 108
Number of processors (CPUs) 960 640
Total computation hours (CPU hours) 12,180 27,870
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Tables 4.2, 4.3, and 4.4 summarize the DSMC numerical parameters that were employed for the 2D
and 3D double wedge simulations. The background grid in the 2D baseline case was 800 by 800 cells in X
and Y directions, respectively. Due to the high computational requirements of the 3D simulations, the 3D
background grid was 400 by 400 by 300 cells in the X , Y , and Z directions, respectively. As mentioned
previously, to refine collision cells during the simulation to the order of the local mean free path, the grid
adaptation algorithm was used, with the maximum number of cell subdivisions of 60 × 60 and 60 × 60 × 1
in 2D and 3D cases, respectively. According to this algorithm, each individual collision cell can be divided
to up to 3,600 times during the simulation based on the aforementioned parameters. Note that in the three-
dimensional case, grid adaption in the Z direction is not used to reduce the computational cost. However,
experimental observations indicate that the flowfield is relatively uniform across the wedge for a large central
region. However, near the edge of the wedge, there is definitely a strong gradient which would not support
this assumption. Figure 4.2 shows a comparison of the local mean free path to collision cell size ratio for the
baseline 2D and 3D cases (see Tables 4.2 and 4.4), and also a 2D case with numerical parameters reduced to
match the 3D case for the nitrogen case. For the baseline 2D nitrogen case, Fig. 4.2(a) shows that the cell size
is sufficiently small such that the above ratio is larger unity throughout the domain except for a small region
at the second wedge. A finer calculation, designated as baseline-plus (see Table 4.2) was performed to ensure
this ratio is larger than 1.2 in this and the separation region. It will be shown in Sec. 4.2 that the velocity
slip profile using either the baseline or baseline-plus are the same, therefore, the former grid is sufficiently
resolved. The effect of the cell size on the stability of the 2D solution will also be examined in the next
section. Figure 4.2(b) shows that the local mean free path to collision cell size ratio does not meet the strict
DSMC convergence criterium. This, as well as the lack of resolution at the wedge’s edge, means that the
3-D nitrogen results that will be presented should be considered qualitative in nature. Nevertheless, through
the use of the degraded 2-D grid (Fig. 4.2(c)) we will show that the 3-D results are useful for interpreting
the change in the time evolution of the flow over the double-wedge geometry. As shown in Fig. 4.2(d), the
cell size is sufficiently small such that the above ratio is larger than unity throughout the domain for the
reacting air case.
With respect to the two remaining DSMC numerical parameters, the time step and number of particles,
there are important differences between the 2D and 3D cases. Since the number of collision cells required to
obtain a resolution on the order of a mean free path is high, the corresponding number of simulated particles
becomes prohibitively large, especially in 3D case. The 2D nitrogen baseline simulation was performed using
more than 1.1 billion simulated particles and as shown in Fig. 4.3(a), the number of particles per collision
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(a) 2D nitrogen baseline case (b) 3D nitrogen at the center plane
(c) 2D air degraded case (d) 2D air case
Figure 4.2: Local value of the ratio of the mean free path to the cell size along the x-axis calculated from
the DSMC result at 100,000 timesteps (100µs)
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Table 4.4: DSMC numerical parameters for 3D nitrogen cases
Numerical Parameters: 3-D 3-D
baseline degraded
Total number of time-steps 200,000 300,000
Time step, s 1.0× 10−9 1.0× 10−9
Number of molecules in one simulated
particle 4.0× 109 4.0× 1010
Number of simulated particles a18.4× 109 a1.86× 109
Maximum number of
grid adaption in each background cell 60× 60× 1 20× 20× 1
Total number of collision cells a3.92× 109 a1.96× 108
Number of background cells 400× 400× 300 200× 200× 150
Number of processors (CPUs) 6400 128
Total computation hours (CPU hours) 853,330 67,200
a at 150µs.
cell in the shock region was found to be around four. This number is sufficient since the majorant collision
frequency algorithm is used in the selection of collision pairs in this work [86] and chemical reactions are
not modeled. For the three-dimensional cases, the number of simulated particles used was about 19 billion
and the number of particles per collision cell in the shock region was about six, as shown in Fig. 4.3(b).
Therefore, a sufficient number of simulated particles was used in the 3D DSMC computations as well.
Since the number of particles and cells for these calculations are quite large, parallel implementation on
approximately 6400 CPUs was used for the 3D nitrogen case. To model chemical reactions accurately, the
2D air simulation was performed using more than 5.7 billion simulated particles and as shown in Fig. 4.3(c),
the number of particles per collision cell in the shock region was found to be around 17 which is sufficient.
Note that for the 2-D nitrogen simulations, the computational domain was also extended in 0.01 m beyond
the shoulder of the second wedge, but no visible impact of the domain size on the shock structure was
observed.
Finally, in both the 2D and 3D simulations, a time step of 1.0× 10−9 s was chosen such that the ratio of
the mean collision time to the time step is greater than unity, as can be seen in Fig. 4.4. As will be discussed
in the next section, since the 2D results varied in time, a total of 800,000 time steps were computed. In
contrast, the 3D flowfields were found not to change substantially after 140,000 time steps (140µs), hence, a
maximum of 200,000 time steps was computed. Even though the DSMC method is inherently time accurate,
as compared to past continuum CFD approaches applied to the problem of interest [27, 28], the initial flow
transients that occurred in the experiments was not modeled here. Instead, an initially uniform flow with the
free stream parameters listed in Table 4.1 was used. The macroparameter sampling was conducted in batches
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(a) 2D nitrogen baseline case (b) 3D nitrogen case
(c) 2D reacting air case
Figure 4.3: Spatial distribution of the number of particles in collision cell at 100µs
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so that the flow transients in the DSMC solution could be observed. In fact, in order to capture the temporal
characteristics of unsteady flows, the batch size should be small enough to capture the unsteadiness and large
enough to reduce the statistical noise of the DSMC method. This issue will be revisited in Sec. 4.5 and the
following chapters. In this chapter, unless otherwise stated, the sampling starts at 40 µs when the flows are
established and the specified times in figures correspond to the end of the sampling period. For instance, the
data at 200µs was obtained by sampling over 160,000 timesteps after 40µs. Therefore, the calculations may
not be time-accurate since as will be shown, the flowfield parameters are changing significantly in time after
40µs. Note that the experiment was conducted for a test time of 242 micro-s.
Figure 4.4: Spatial distribution of mean collision time normalized by a factor of 1 × 10−10 at 100µs for the
2-dimensional geometry.
4.2 Two-Dimensional Model Flow Features
4.2.1 Nitrogen Case
The principal shock-shock interaction features obtained in the DSMC simulations are seen in the Mach
number contours shown in Fig. 4.5(a). The figure shows the oblique shock formed at the first wedge which
interacts with the detached bow shock from the second wedge. These outer shocks are further modified by a
strong separation zone and the associated separation and reattachment shocks resulting in a flow field with
complex features such as the triple point, shock impingement, shear layers and boundary layer interactions.
The computed shock structure can be seen to be in qualitative agreement with the experimentally obtained
Schlieren image in terms of the location and structure of the oblique shock, bow shock and their interaction,
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(a) 2-dimensional case (b) 3-dimensional case (c) Schlieren image from the experi-
ment [82]
Figure 4.5: Shock structure and Mach numbers in the shock interaction region at 100µs for the nitrogen
case.
i.e., the triple point, transmitted shock, shear layer, separation and reattachment shocks.
Consistent with the flow Mach number, a high degree of thermal nonequilibrium occurs with this complex
shock structure. Figure 4.6 shows the spatial distribution of the translational, rotational, and vibrational
temperatures at 100 µs. In the bow-shock region over the first wedge the thermal nonequilibrium among
the three modes can be observed with the translational and rotational temperatures much closer to each
other than the vibrational temperature. This is consistent with the relaxation rates discussed above. In
earlier work Patil et al.[30] studied the influence of the relaxation rate on the heat transfer rate along the
wedge surface. In one case, a high relaxation rate with Zr = Zv = 2 was used, while in the second case,
low rotational and vibrational rates corresponding to Zr = Zv = 1000 were employed. As expected, in the
former case, the translational temperature values were close to the baseline case in which the rotational and
vibrational relaxation numbers are approximately 8 - 10 and 1200, respectively. This is due to fact that
vibrational mode is hardly activated and the rotational relaxation number is close to the baseline case. In
the latter case, however, the translational temperature values in the post bow shock region were larger than
in the baseline, as expected. This temperature difference also resulted in a discrepancy in the heat transfer
rate and the heat transfer values for the low relaxation rate showed a tremendous rise at the second wedge
surface [30]. On the other hand, these values were hardly different for the high relaxation rate case compared
to the baseline. Therefore, it can be concluded that small changes in R-T and V-T relaxation rates do not
cause much change in the heat transfer rate.
To examine the evolution of the flow, shock tracking measurements using Schlieren flow visualization of
the shock profile were obtained. The experimental shock tracking measurements [21] presented in Fig. 4.7(a)
show that the movement of the triple point towards the tip of the wedge practically stops after 100 µs for
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(a) Translational temperatures (b) Rotational temperatures
(c) Vibrational temperatures
Figure 4.6: Spatial distribution of translational, rotational, and vibrational temperature (K) contours for
the 2-D wedge geometry at 100µs.
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the duration of the experiment, 240 µs. However, when the 2-D DSMC simulations were continued beyond
100 µs, the translational temperature field did not come to steady state even at 300 µs, as seen in Fig. 4.8.
Qualitatively similar behavior was also observed in the non-reacting NS simulations by Knight et al. [27],
where HET measurements for air were examined. The sequence of contours and streamline plots presented
in Fig. 4.8 shows that the size of the separation bubble keeps on increasing and moves toward the leading
edge, causing considerable changes in the shock structure, in contrast to the experiment. The 2D DSMC
simulations were run for a total of 800 µs and, in contrast to the experiment, it was observed that the flow
reaches steady state only after approximately 500 µs.
(a) Measured [82] (b) 3-D case simulated
Figure 4.7: Comparison of M7 8 experimental and simulated transient shock profiles in nitrogen.
The time dependence of the translational temperature is further illustrated in the line plot shown in
Fig. 4.9(a), where the temperatures are extracted at a cross section y = 0.04 (m) which passes through
the origin of the strong bow shock on the second wedge. As the figure shows, the temperature values
change substantially in time due to a significant change in shock structure. It is not possible to compare
translational temperatures directly with the experiment, however, as shown by Moss and Bird [34] comparison
of DSMC results with experimentally obtained heat flux measurements is a good test of the simulation fidelity.
Figure 4.10 shows a comparison of the heat transfer rates obtained from the experiment [14] and our 2-D
DSMC simulations for different times. It can be seen that at 100 µs, the DSMC result is in reasonable
agreement with the experiment, especially in the region close to the tip of the first wedge and at the second
wedge surface, while the heat transfer values on the second wedge differ significantly in time. Indeed, at
the beginning of the simulation, the computed heat flux spatial distribution is similar to the experiment,
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(a) 200µs (b) 300µs
(c) 800µs
Figure 4.8: Translational temperatures (K) contours and streamlines for different computational times for
the 2-D case.
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although the values are slightly overpredicted. However, the differences between simulation and experiment
grow larger in magnitude as time progresses, and by 800 µs shows a spatial pattern that is completely
different from the experiment. Since the three-dimensional DSMC simulations that will be discussed in the
next section were undertaken with numerical parameters that did not match the baseline 2-D values, the
time dependence of the translational temperature profiles was also analyzed for a coarser 2-D case denoted
as “2-D degraded” in Table 4.2. Figure 4.9(b) shows that the temperature profiles for the coarser grid as
well as their variation in time are similar to the baseline 2-D DSMC values shown in Fig. 4.9(a). More
specifically, at 100 µs the temperature overshoot begins at x = 0.0385 and 0.0391 m for the baseline and
degraded 2-D cases, respectively. The peak temperature along the wedge centerline shown in Fig. 4.9(b)
differs by only 0.5% from the value in Fig. 4.9(a). It was also found that when the time step was decreased
to half the value of the baseline case, the flowfield macro-parameters essentially did not change.
(a) baseline (b) degraded
Figure 4.9: Variation of temperature (K) profile along y = 0.04 m as a function of time for the 2-D wedge
for baseline and degraded numerical parameters.
To investigate the effect of the DSMC physical models on the predicted heat flux, additional simulations
were performed [30]. It was observed that when a high reference temperature VHS model was used, the peak
heat transfer rate on the aft part of the wedge decreased by about 10% as compared to the baseline low ref-
erence temperature VHS model. Simulations were also performed to investigate the effects of surface energy
accommodation coefficient on the heat transfer rate. It was determined that the shock structure is insensitive
to the vibrational accommodation coefficient, while the heat flux values showed a weak correlation. This
result is reasonable because the molecular nitrogen vibrational mode is hardly activated at the temperatures
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Figure 4.10: Comparison of heat transfer profiles between experiment and 2-D DSMC simulations for different
times as a function of distance along the wedge.
if these flows. Due to the presence of thermal non-equilibrium, the effects of rotation-translation (R-T) and
vibration-translation (V-T) relaxation rates were also tested. It was found that the heat transfer rate was
relatively insensitive to both relaxation values. Finally, with the inclusion of nitrogen dissociation, it was
demonstrated that level was too low to affect the flowfield and heat fluxes.
The characterization of the effects of the slip velocity and temperature jump in the separation region
provides an opportunity to test the fidelity of the simulations for modeling the key flow physics such as
gas-surface interactions as well as establish numerical convergence in near-continuum flow conditions. Ref-
erence [33] in fact used the slip velocity as a convergence criterion for the double cone simulations due to
its very sensitive nature to the DSMC numerical parameters. Figure 4.11(a) shows a comparison of the
slip velocities for the three sets of DSMC numerical parameter cases (i.e. two of them are presented in
Table 4.2, and the case labeled as ”baseline case with ∆t/2” is obtained by just halving the time step of the
baseline case). The prediction of the slip velocity for the cases is essentially the same, indicating that the
2-D simulations are converged with cell, particle and time step. The time variation of the separation region
size is presented in Table 4.5 where the values are calculated by determining the two locations (i.e. xS and
xR) where the slip velocity is zero. As can be seen in Fig. 4.11(a), the slip velocity values near the tip of the
wedge are found to be larger due to significant rarefaction effects at the sharp leading edge and decrease in
the downstream direction, especially in the separation region. Similarly, temperature jump values slightly
decrease along the first wedge surface and increase at the second wedge surface. Interestingly, the degree of
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the nonequilibrium in vibrational mode is found to be larger in comparison to rotational one, as shown in
Fig. 4.11(b). However, the vibrational temperature is too small to have an effect on the surface heating with
the different surface accommodation coefficients, as mentioned previously.
(a) Velocity slip (b) Temperature jump
Figure 4.11: Variation of velocity slip with the number of particles and time, and temperature jump values
at 100µs for the 2-D wedge geometry.
4.2.2 Reacting Air Case
As mentioned previously, for the pure nitrogen case, molecular nitrogen dissociation was too small to affect
the surface heat flux values for the M = 7 double wedge case. However, due to the lower dissociation energy
of molecular oxygen, it is expected that this chemical reaction will affect the flowfield properties and shock
structure significantly. Therefore, the O2 dissociations through collisions with nitrogen and oxygen molecules
(i.e. as represented in Eq. 2.5), ”Case 2”, and with the inclusion of the exchange reaction given in Eq. 2.6
to the dissociation reactions denoted as ”Case 1” are modeled in the current study.
Similar to the non-reacting nitrogen case shown in Fig. 4.5(a), the Edney type IV strong shock interactions
can also be seen in both the DSMC simulation and the experiment, as shown in Fig. 4.12(a) and (b),
respectively. For the air case, the separation shock formed on the front wedge is found to be closer to the
hinge location than the nitrogen case which results in a smaller shock-induced separation region. More
specifically, the impingement point is at x= 0.040 m for this case whereas this point is at 0.035 m in nitrogen
case as seen in Fig. 4.12(a) at 100 µs. Also, the distance between the bow shock and shear layer is smaller
in the air case due to chemical reactions, which is consistent with the experiment. It should be noted that
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(a) 2-dimensional reacting air at 100µs (b) Schlieren image from the experiment [82]
Figure 4.12: Shock structure for the reacting air case.
no recombination reactions are taken into consideration in this study.
The complex shock structure results in thermal non-equilibrium consistent with the flow Mach number.
Figure 4.13(a) shows the spatial distribution of the translational temperature at 300µs. As expected, the
translational temperature values are lower than the nitrogen case because the endothermic chemical reactions
remove energy from the flow. The profiles of the temperature are somewhat similar to the nitrogen case
throughout the whole domain; however, the high-temperature region downstream of the bow shock is thinner.
In fact, after 200µs, the temperature profile and values do not change significantly, the growth of the
separation bubble size stops, in contrast to the 2-D nitrogen case in which the temperature values keep
changing until 500µs. Similarly, for the air case, the shock movement towards the tip of the wedge stops
after 200µs the temporal variation of the measured transient shock profile is presented in Fig. 4.13(b). Based
on the experimental results shown in Fig. 4.13 (c), the movement of the triple point towards to the leading
edge in the air case is less than for the nitrogen case. These simulation results show similar trends with
the experiment. The simulated transient shock structure does not show any significant change in the shape
and location of the triple point after 200 µs and the computed time required to reach steady state for the
air case is approximately half of the 2-D nitrogen case. Overall, in contrast to the nitrogen 2-D case, good
agreement is achieved with the 2-D wedge model. This is due to the fact that the endothermic chemical
reactions reduce the size of the separation region which leads to the reduction of three-dimensional effects.
Figure 4.14(a) illustrates the time dependence of the heat flux values. It can be seen that the measured
and computed values are in close agreement at the front part of the wedge; however, discrepancies are
observed at the aft part of the wedge, especially for the peak values. The underprediction of the maxima
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(a) Translational temperatures for the air case 2 at 300µs (b) Computed profile, case 2
(c) Measured profile
Figure 4.13: Temperature and the variation of the transient shock profile in time for the reacting air case.
63
(a) Time evolution of heat flux, Case 2 (b) Comparison of Case 1 and 2 at 140µs
Figure 4.14: Comparison of surface heat flux values for the reacting air case.
may be explained by the lack of the modeling of recombination of the species at the surface. Previous
studies [111, 112, 96] showed that the exothermic recombination reactions enhance the heat flux values.
Overall, the trend of the heat flux is found to be in fair agreement in the air 2-D dimensional case up to
200µs. For a later time; however, the differences in the profiles and values increase, which may be due
to an increase of the separation size. Although the size of the separation region is smaller than that of
the nitrogen case, the three-dimensional effects may still influence the highly sensitive heat flux values.
Additional simulations were performed to investigate the effect of the exchange reaction creating the trace
species (i.e. NO and N) on the heat transfer rates. As can be seen in Fig. 4.14(b), a small difference at the
peak values is observed at the aft part of the wedge in the computed heat flux values so that these values
are relatively insensitive to the existence of the atomic nitrogen and NO.
4.2.3 Effects of Gas Species
To investigate the effects of the internal mode thermal relaxation on the shock structure, an argon gas is
simulated using the same flow conditions given in Table 4.1 and the numerical parameters are presented
in Table 4.3 for the double wedge geometry. The translational temperature after the bow shock of about
16,000 K is much larger compared to the nitrogen and air cases because no energy is absorbed in excitation
of the internal modes or due to chemical reactions. Due to the strong detached shock, most of the region
is subsonic. As a result, the shear layer and the transmitted and separation shocks are not as distinctive
as in the nitrogen and air cases shown in Figs. 4.5(a) and 4.12(a), respectively. Moreover, the size of the
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separation region is also larger in comparison to the nitrogen and air cases. More specifically, as shown in
Fig. 4.15(a), the size of the separation for argon, nitrogen, and air cases at 100µs are about 0.018, 0.0101
and 0.0066 m, respectively. The size of the separation has an impact on the position of the triple point, as
shown in Fig 4.15(b). To understand the effect of the internal modes and chemical reactions on the surface
properties more closely, the heat transfer rates at 100µs are shown in Fig. 4.15(c). Due to the fast movement
of the triple point towards to the leading edge for the argon case, the heat flux values at the front face of
the wedge would be higher in comparison to the nitrogen and air cases. Comparing the heat flux of the
nitrogen and air cases reveals that the surface heating values were significantly reduced by the endothermic
reactions, consistent with the observation of Furumoto et al. [71]. For all three flow cases, the temperature
values decrease at the starting point of the shear layer due to substantial energy dissipation by viscous flows.
Additionally, from these results, it is expected that the effects of three-dimensionality on flowfield properties
may be even stronger in the argon case as compared to nitrogen.
4.3 Three-dimensional Effects for the Nitrogen Case
The lack of agreement between the time evolution of the simulations and the experiment suggests that the
flow may not be two-dimensional in the Z = 0 symmetry plane, although, the previous empirical results of
Ball [113] of flow over a symmetric wedge/flap configuration under similar free stream conditions show that
the span to boundary layer thickness at the hinge should have been sufficient to prevent edge effects from
reaching the centerline. Hence, the goals of the 3-D simulations are to establish whether the flow in the
Z = 0 symmetry plane is affected by three-dimensionality, and to what extent the inclusion of the flow in
the spanwise (Z) direction reduces the shock-shock interaction (pressure relief effect). A three-dimensional
view of the computational domain and the double wedge with the simulated translational temperature
contours superimposed is shown in Fig. 4.16(a). In this figure, as well as subsequent ones, the flow is
computed using the 3-D DSMC numerical parameters listed in Table 4.4 namely the baseline case. As can
clearly be seen in Fig. 4.16(b) the flow is three-dimensional since the translational temperature contours are
strongly non-uniform in the z-direction. Similarly, the top view of the chemiluminescence image shown in
Fig. 4.16(c) indicates that the high-temperature region differs from the wide centerline region to the edge.
In Fig. 4.16(d), the streamlines at the wedge surface are shown. Below the AB line, the velocity field has
almost no Z-component. However, the flow crossing the C and D line shows strong three-dimensionality,
with the streamlines directed towards outer edge of the wedge in Z direction. For a quantitative illustration
of this spanwise effect, two slices have been selected, one at the center and the other at the edge of the
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(a) Velocity slip (b) Transient shock profile
(c) Heat transfer rates
Figure 4.15: Variation of the surface parameters and shock profile for different species at 100µs.
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double wedge. Examination of Figs. 4.17(a) and 4.17(b) shows that translational temperature contours look
considerably different, especially in the region where the oblique and the bow shocks intersect. The center
profile is characterized by a larger high-temperature region and larger separation zone as compared to the
edge region. These results are consistent with the CFD simulations reported earlier by Rudy et al. [26].
The impact of flow three-dimensionality on gas-surface properties is also significant, as seen in Fig. 4.18
where the skin friction and pressure coefficients are presented. The separation and reattachment points
labeled as S and R, respectively, are obtained through the examination of streamlines at the center plane, as
indicated in Fig. 4.16(d). Similar to the translational temperature fields, these parameters are different at
the center and the edge of the wedge. More specifically, as shown in Fig. 4.18(a), the skin friction coefficient
at the edge is higher than that at the center, however, both profiles have a tendency to decrease from the
leading edge of the first wedge towards the hinge. For the center profile, the friction coefficient reaches its
minimum value at the beginning of the separation zone. In contrast to the two-dimensional solution, the 3-D
center solution does not show a sign change over the separation zone which is more likely due to insufficient
cell resolution. Note that the skin friction coefficient for both the 3-D center and 2-D profiles suddenly
increases at the hinge point. It is also observed that there is a large increase starting at the end of the
separation zone in the 3-D center plane and 2D cases. The maximum value occurs at the point where the
boundary layer becomes thin due to strong compression [26]. This point is shifted towards the free stream
direction for the edge slice compared to the centerline because there is no significant separation region at
the edge of the wedge. In Fig. 4.18(b), the pressure coefficient along the four different planes indicated in
Fig. 4.16(b) is shown. As expected, the center values are larger than at the edge due to the stronger shock
at the center. However, the pressure coefficient is found to be essentially the same for the center and two
interior planes. The location of the maximum point for the center and edge values differs because of the
absence of a distinct separation region at the edge which affects the pressure values.
The effect of the three-dimensionality of the flow on its time dependence along the center region is
examined next. Figure 4.19 presents the translational temperature profiles as a function of time at a Y
plane passing through the separation region. As can be seen from Fig. 4.19(a), the temperature profiles only
slightly change in time, especially after 140 µs. In fact, the extent of the shock region is almost the same,
and the temperature variation as a function of time is insignificant in the shock region, in direct contrast to
the two-dimensional case for 100 and 200 µs presented in Fig. 4.9, where both the extent of the shock and
temperature values were observed to change dramatically in time. Figure 4.7(b) shows the time evolution of
the shock structure for the 3-D case and similar to the experiment it can be seen that the flow reaches steady
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(a) 3D view (b) Top view at y = 0.04 m constant plane
(c) Schlieren image (top view) (d) Streamlines on the surface
Figure 4.16: The 3D effects at 140 µs simulated using the 3-D (baseline case) wedge geometry. The backplane
is the Z − 0 symmetry plane.
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(a) At the center (b) At the edge
Figure 4.17: Translational temperatures (K) contours at 140 µs simulated using the 3-D wedge geometry.
(a) Skin friction (b) Surface pressure coefficient
Figure 4.18: Comparison of surface parameters along the center and the edge of the wedge for the 3-D case
at 140 µs. See Fig. 4.16(b) for geometry definitions.
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state after 100 µs. Figure 4.19(b) shows the heat transfer rate obtained from experiment (including error
bars with about 10% deviation from its mean) and the 3-D calculation. The heat flux decreases along the
first wedge from the free stream to the hinge point, as predicted by the laminar boundary-layer theory [114].
The calculated heat flux rates are found to be in reasonably good agreement with the measurements on the
first wedge, however, the solution does not show any indication of the separation along the first wedge. As
mentioned previously, this is likely due to the poorer cell and panel resolutions especially at the location,
x/L = 0.8. Nonetheless, much better agreement with the experiment is achieved at the aft part of the wedge
compared to the 2-D result.
(a) Translational temperatures (K), at the center plane and y =
0.04 (m) constant line
(b) Heat transfer profiles
Figure 4.19: Comparison of temperature (K) at different times along the centerline of the wedge and com-
puted (at different times) and measured heat flux values in the centerline region.
Note that an additional 3-D calculation was conducted with lower cell resolution and fewer number of
particles, denoted as the degraded 3D case in Table 4.4 in order to check how the flowfield and surface
parameters change with the numerical parameters. The results are shown in Fig. 4.20 for a time of 100 µs,
which as mentioned earlier is not the steady state result for the 2-D geometry. As can be seen in Fig. 4.20(a),
the heat flux is very sensitive to the DSMC parameters, and the numerical result for better grid resolution
approaches the experiment for both 2-D and 3-D cases at 100 µs. In contrast, the temperature profiles shown
in Fig. 4.20(b) can be seen to be less sensitive to the refined numerical DSMC parameters, with the change
amounting to a fraction of a percent. More importantly, in the 3-D case, Figs. 4.20(a) and 4.19(b) show that
the simulated heat flux values converge to the experimental values on the time scale of the experiment (in
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(a) Heat flux, 100µs (b) Centerline temperature, 100µs
Figure 4.20: Comparison of 3-D wedge geometry heat fluxes and temperatures along the wedge centerline
for further refined DSMC numerical parameters.
contrast to 800 µs for the 2-D case) and, unlike the 2-D case, the spatial distribution of the heat flux values
from the separation region to the edge of the wedge follows the measurements.
4.4 Comparisons of 2 and 3-D Flow Structures
SWBLI is susceptible to three-dimensional instabilities and is sensitive to the dimensionality of the flow.
Figures 4.5(a) and (b) provide a comparison of the difference in the predicted shock structure along the
wedge centerline for the 2 and 3-D geometries, respectively. It can be seen that the boundary layer for both
geometries becomes wider at the point where the separation shock is formed. Additionally, this point is
closer to the tip of the wedge in the 2-D case which results in a larger separation region compared to the
3-D case. Also, for the 2-D case, the inside area surrounded by the bow shock and transmitted shock and
the shear layer is larger in 2-D compared to the 3-D case.
To understand the difference in the predicted temporal variation of the two and three-dimensional flows,
we compare the translational temperature profiles, streamlines, shock structure profiles and vorticity of these
two models. We found that the degree of thermal nonequilibrium for rotation and vibration did not reveal
any significant difference for the two or three-dimensional model. Early in the time evolution of the flow,
40 µs, the translational temperature spatial distribution was found to be the same for both the two and
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three-dimensional models. Generally, at this time, there is no significant difference between the two cases
since the size of the separation zone is not large and surface streamlines show little variation in the spanwise
direction. The length of the high-temperature region in the 2-D case was found to be slightly larger than
in 3-D due to the fact that the triple point is slightly forward compared to the 3-D case. Figures 4.21 and
4.22 show the later time evolution of the translational temperature contours and the surface streamline,
respectively. These figures show that as time progresses, the separation zone moves towards the tip of the
wedge and becomes larger in the 2-D case. The difference between the 2-D and 3-D flow structures becomes
significant in time. Turning to the experimental shock tracking results again, the time dependence of the 2-D
and 3-D predicted shock profiles is compared. As can be seen in Fig. 4.23, in the 2-D case, the triple point
continues to move and the difference becomes larger. Indeed, the 3-D calculations are in good agreement
with the experimental result. A small deviation of about 1 mm in the experimental tracking data may be
attributed to the uncertainty in the image tracking and the shock blurring that occurs due to the finite
shutter time and pixel resolution.
The well-developed separation zone caused by interactions between shock waves and the boundary layer
results in vortices at the hinge and corner points of the wedge. As shown in Fig 4.5, the separation region
starts with the separation shock on the boundary layer at the forward part of the wedge and continues to
the reattachment point at its aft part. In order to visualize and determine the separation and reattachment
points in the 3-D simulations streamlines adjacent to the boundary layer were used (see Fig. 4.16d). Another
way to characterize the strength of the shock-shock interaction is by examination of the vortex strength which
has a significant effect on the flowfield and the stability of the shock structure. It is well known that the
circulation, Γ, can be obtained from the calculated flow velocities as
Γ =
∮
~V · ~dl. (4.1)
In this work, the velocities, ~V , used in the circulation calculation (i.e. line integration) were taken at
the boundaries shown as white dashed lines in Fig. 4.24(a) that includes the separation zone. As per the
convention, the counter-clockwise direction was taken as positive in the calculation of the Z component of
the vortex. In order to look at the difference in stability of the 2-D and 3-D simulations, the separation
length and the circulation in the domain are presented in Table 4.5 as a function of time for both cases. The
separation length is defined as the difference between the separation and reattachment points as indicated
in Fig. 4.16(d). So defined, the separation length for the 2-D case is seen to increase in size quite rapidly
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(a) 2-dimensional case, 120µs (b) 3-dimensional case at center plane, 120µs
(c) 2-dimensional case, 200µs (d) 3-dimensional case, 200µs
Figure 4.21: Comparison of translational temperature (K) contours as a function of the number of time steps
and dimensionality. In 3-D case, the wedge center plane is presented.
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(a) Temperature, 120 µs (b) Streamlines, 120 µs
(c) Temperature, 200µs (d) Streamlines, 200 µs
Figure 4.22: Temperature taken along y = 0.04 m line and streamlines on the wedge surface comparisons as
a function of time and dimensionality.
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(a) 100 µs (b) 200 µs
Figure 4.23: Comparison of the position of the shock wave between simulations and experiment for the 2
and 3-D geometries.
up to 300 µs and then much more slowly. A similar time behavior is observed for the 2-D circulation values
which increase (decrease in magnitude) quite fast, but, after 400 µs increase only slightly. It should be noted
that the number of vortex cores generated in the clockwise direction increases in time as can be seen in
Fig. 4.24(b). The same analysis was conducted for the 3-D center plane solution. Note that at the beginning
of the simulation prior to ∼ 100 µs, the separation length and circulation values are almost the same for the
two and three-dimensional calculations. However, as time progresses, the separation length for the 3-D case
is almost half the size of the two-dimensional case, and it seems to converge to a constant value of about
0.012 m much faster than in the two-dimensional case. Moreover, the magnitude of the circulation values for
the 3-D wedge is found to be larger than in 2-D at 800 µs due to the decrease of the velocity values at the
boundaries of the specified region caused by the stronger vortices for the 2-dimensional case, as shown by
comparing Figs. 4.24(b) and (c). In fact, the close up of velocity spatial distributions in the hinge region for
the 3-D case (Fig. 4.24(c)) looks very similar to that of the early 2-D case (Fig. 4.24(a)) further explaining
why the circulation values of -58.15 versus -56.7 m2/s given in Table 4.5 are so similar.
4.5 Time Accurate DSMC Simulations
As presented in Table 4.5, the size of the separation region and the circulation values show a time-dependent
behavior for both 2D and 3D geometries. This suggests that the flows may not reach steady state. To
investigate this time-dependency more closely, the previously mentioned sampling size has been changed.
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(a) 2-dimensional case at 100µs (b) 2-dimensional case at 800µs
(c) 3-dimensional case at 100µs
Figure 4.24: The magnitude of the velocity (m/s) values and structure of the vortices generated in the
vicinity of the hinge.
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Table 4.5: The variation of the size of the separation and circulation values in time for 2D and 3D nitrogen
cases.
2-dimensional 3-dimensional (at the center)
Time, µs xS , m xR, m
a
xsep, m Γ, m
2/s Time, µs xS , m xR, m
a
xsep m Γ, m
2/s
100 0.0410 0.0494 0.0084 -58.15 40 0.0407 0.0454 0.0047 -59.3
200 0.0363 0.0514 0.01513 -28.92 60 0.0404 0.0465 0.0061 -58.5
300 0.0310 0.0517 0.0207 -16.81 80 0.0404 0.0513 0.011 -57.6
400 0.0305 0.0521 0.0216 -10.64 100 0.039 0.0511 0.0121 -56.7
500 0.0305 0.0524 0.0219 -7.68 120 0.040 0.0510 0.011 -52.1
600 0.0305 0.0522 0.0217 -5.98 140 0.039 0.0512 0.0122 -46.47
700 0.0305 0.0524 0.0219 -4.97 160 0.0383 0.0511 0.0128 -42.59
800 0.0306 0.0524 0.022 -4.34 200 0.0383 0.0516 0.0133 -35.40
In the previous sections, the macroparameter sampling was conducted in batches so that flow transients in
the DSMC solution could be observed but the time evolution of the solution was found to depend on the
size of the time window. In fact, the batch size should be small enough to capture the unsteadiness and
large enough to reduce the statistical noise of the DSMC method. To investigate the time evolution of the
temperature and the velocity values in the x- and y-directions more closely, numerical probes were placed at
two critical locations, where the separation starts and ends as shown in Fig. 4.25(a) and (b) as locations 4
and 14 and the probed data that was obtained by sampling each timestep (1 ns) is shown in Fig. 4.25(c) and
(d), respectively. Note that the number of particles in the aforementioned locations is found to be around
70,000 which provides sufficient statistics for the sampling in each timestep. As can be seen, the simulation
does not reach steady state in a time interval of 1 ms. The structure of the separation region changes after
0.5 ms where the velocity values become positive again. Additionally, the pressure values (not shown) have
a tendency to increase in time which may result in the relocation of the separation region.
The topology of the separation zone and the magnitude of the velocity values inside the zone provide an
opportunity to identify stabilities in the flow. Reference [115] studied the instability properties of incom-
pressible laminar boundary layer flows over a two-dimensional flat-plate and found that the regime with the
multiple bubbles originating from the merging of separation and reattachment points is structurally unstable
to three-dimensional perturbations. Additionally, if the magnitude of the reversed velocity in the separa-
tion zone is comparable with its value outside the zone, then a stationary three-dimensional global mode
can become linearly unstable and alter the spatial characteristics of the two-dimensional laminar separation
bubble. This instability scenario has been confirmed to exist in a multitude of massively separated flows, see
Ref. [116] for details. As shown in Fig. 4.25(a), the existence of multi-structural vortices and high-velocity
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(a) Spatial distribution of pressure at 0.8 ms, Pa. (b) Comparison of heat transfer profiles between experiment
and 2-D DSMC simulations for different times as a function
of distance along the wedge.
(c) Time evolution of the flowfield parameters at location 4. (d) Time evolution of the flowfield parameters at location 14.
Figure 4.25: Flowfield parameters of the double wedge case for the 2-D nitrogen case. Note that the contour
and line graphs were constructed based on a single time step. Dashed line represents zero velocity line.
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values in the separation region suggests that the shock dominated separated flows can be unsteady, the
stability characteristics of these flows will be investigated thoroughly in the next chapters.
4.6 Concluding Remarks
The hypersonic flows of nitrogen, reacting air, and argon gases over a double wedge were simulated by the
DSMC method. The numerical results were compared with experiments conducted in the HET facility for
a high-enthalpy pure nitrogen and air flows corresponding to a freestream Mach number of approximately
seven. For the nitrogen case, when the flow was assumed to be two-dimensional, the shock structure and
flowfield properties were shown to continue to change in time, in contrast to the experiment, due to a larger
growing separation zone near the hinge. Although the 2-D solution at 100 µs qualitatively agreed with the
experiment in terms of heat transfer rates and Schlieren visualization, the deviation from the experiment
grew as the simulations were continued in time. For the chemically reacting air case, it was observed that
the separation length and the movement of the triple point towards the leading edge is less compared with
the nitrogen case. The measured and computed heat flux values were found to be in good agreement at the
front part of the wedge. The movement of the triple point towards to the leading edge for the argon case is
found to be fastest in comparison to the nitrogen and air cases.
Three-dimensional simulations were performed to investigate the three-dimensionality effect on the flow-
field and on the stability of the shock structure locations for the nitrogen case. It was observed that at
the beginning of the simulation, when the separation zone is not distinct, three-dimensional effects are not
significant. This causes the 2-D and 3-D results to be similar early in time. However, the differences grow
in time due to changes in the separation region. Also, it was seen that the flowfield and surface properties
differ significantly between the edge and center planes, although the flow in the spanwise direction is not
modeled with sufficient accuracy due to the poorer grid resolution in the Z direction to make quantitative
statements. The simulated 3-D heat fluxes, shock structure, and triple point movement were found to be
in fair agreement with the experimental heat flux values, especially in the aft part of the wedge, and the
tracking measurements. The computed circulation values and separation lengths indicate that the values of
vortices and corresponding separation lengths in the 2-D case are larger than those in 3-D, demonstrating
that a fully three-dimensional model is required to correctly include the pressure relief effect on flow stability.
Nonetheless, both the 2D and 3D nitrogen cases do not reach steady state for the duration of the experiment
(i.e. within 240 µs).
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Chapter 5
Investigation of Unsteady,
Hypersonic, Laminar Separated Flows
over a Double Cone Geometry
Shock-dominated hypersonic laminar flows over the double cone shown in Fig. 3.9 are investigated using time
accurate direct simulation Monte Carlo combined with the residuals algorithm for unit Reynolds numbers
gradually increasing from 9.35×104 to 3.74×105 m−1 at Mach numbers varying from about 12 to 16 for
nitrogen and reacting air cases. The main flow features, such as the strong bow-shock, location of the
separation shock, the triple point, and the entire laminar separated region show a time-dependent behavior.
Although the separation shock angle is found to be similar for all LENS-I cases, the effects of Reynolds
number on the structure and extent of the separation region are profound. As the Reynolds number is
increased, larger pressure values in the under-expanded jet region due to strong shock interactions form
more prominent λ-shocklets in the supersonic region between two contact surfaces. Likewise, the surface
parameters, especially on the second cone surface, show a strong dependence on Reynolds number, with
skin friction, pressure and surface heating rates increasing and velocity slip and temperature jump values
decreasing for increasing Re number. A Kelvin-Helmholtz instability arising at the shear layer results in an
unsteady flow for the highest Reynolds number of the LENS-I cases. The chemical reactions for the higher
enthalpies of the LENS-XX cases reduce the size of the separation region significantly and good agreement
was observed between the DSMC predicted surface heating values and pressures and the measurements. The
catalytic reactions increase the surface heating. A good agreement was also observed between the recent
CFD [7] calculations and DSMC. These findings suggest that consideration of experimental measurement
times is important when it comes to determining the steady state surface parameters even for a relatively
simple double cone geometry at moderately large Reynolds numbers.
5.1 Numerical Parameters
Since the target problem is in the continuum regime for most of the domain, the numerical parameters for the
DSMC simulations were carefully checked to ensure that the presented results are independent of numerical
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Table 5.1: DSMC numerical parameters for the axisymmetric simulations for LENS-I casesa
Numerical parametersbfor cases: X Re 2X Re 3X Re 4X Re
Number of simulated particles 10.94× 109 3.63× 109 4.14× 109 2.74× 109
Total number of time-steps 125,000 400,000 880,000 2,000,000
Time step, dt [s] 2.0 × 10−8 8.0× 10−9 6.0× 10−9 5.0× 10−9
Total number of collision cells 4.51 × 108 4.70× 108 5.270 × 108 3.70× 108
FNUMc 2.5× 107 1.5× 108 2.0× 108 4.0× 108
Total computation hoursd(CPU hours) 91,995 115,200 352,000 544,000
aDomain size [m], [X] x [Y] = [-0.05 - 0.2] x [0.0 - 0.25]
bAt the end of the simulation
c Number of molecules in one simulated particle
dERDC Topaz High Performance Computing System using 960 processors with an approximate parallel efficiency of 54 %.
parameters. The DSMC numerical parameters used for the four different Re number cases are summarized
in Table 5.1 in terms of the total number of particles, collision cells and timesteps in the simulation domain.
The selection of DSMC numerical parameters involves a certain amount of trial and error because the
simulations presented in this work are complicated by the large variation in length scales as well as the
unsteadiness of the flow. Table 5.2 presents the values of the numerical parameters achieved during the
simulations at three critical locations, namely at the separation and reattachment points and a point along
the bow shock, using the numerical parameters given in Table 5.1. It can be seen that the cell sizes, dx,
are sufficiently small such that the local mean free path to collision cell size ratio (λ/dx) is larger than 2
throughout the domain and for all Reynolds number cases. It can also be seen that the time steps used for the
different cases (see Table 5.1) allowed the ratio of the mean collision time to the time step (MCT/dt) to be
greater than unity. With respect to the number of particles per collision and background cells, it can be seen
that there is a large difference between the X Re values and the other three cases. Moss et al. [34] simulated
the X Re number case using about 16 million particles whereas in our work it was increased by a factor of
about 700 to ensure that there would be a sufficient number of particles in background cells to accomplish
macro parameter sampling with sufficient statistics. Unlike this work, however, the results of Moss et al.[34]
are presented only at steady state. Furthermore, although the DSMC is a time accurate algorithm, sampling
of the flowfield macroparameters to obtain their steady state values does not usually occur until the flow
formation or transient period is completed. However, in the simulations presented in this work, the sampling
process was modified such that the macroparameters at selected critical locations were sampled during each
timestep in order to accurately capture the time evolution. Therefore, to achieve sufficient statistics much
higher numbers of particles per collision and background cells than is typical were employed generating
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Table 5.2: The DSMC numerical parameters, per time step, at critical locations for four different cases of
LENS-I
Cases X Re 2X Re 3X Re 4X Re
Locations [m] SP RP BS SP RP BS SP RP BS SP RP BS
x 0.079 0.101 0.098 0.071 0.105 0.106 0.064 0.109 0.101 0.057 0.118 0.114
y 0.037 0.055 0.756 0.033 0.062 0.098 0.03 0.068 0.083 0.027 0.081 0.113
Parametersa
λ/dx 20.13 2.27 18.70 6.68 3.31 17.34 3.69 2.54 10.27 2.76 2.26 7.49
MCT/dt 2.7 1.36 5.81 5.12 1.77 11.86 3.85 1.874 38.9 3.35 1.82 9.19
NPICC 96.052 239.4 35.661 6.014 14.43 5.68 6.85 14.45 7.62 5.62 7.94 5.14
NPIBC 152,916 384,176 57,188 38,539 92,609 12,625 52,417 92,740 5,726 33,058 50,910 11,834
aSP=separation point, RP=reattachment point, and BS is at a point along the bow shock. Also, NPICC and
NPIBC = number of particles per collision and background cell, respectively.
∼ 11 billion computational particles in the domain (see Table 5.1). This is certainly a large computational
load for the lowest Re number which would be very difficult to sustain when scaled up to the higher Re
number cases. Since a comparison of the DSMC solutions presented here with 11 billion particles was found
to be essentially the same as an earlier simulation that employed about 2.5 billion particles [117], smaller,
but, correct numbers of computational particles were used in the higher Reynolds number cases, as shown
in Table 5.2. It should be noted that contours plot and surface parameters shown in this paper for a given
time represent an average over the NPIBC values given in Table 5.2 for 500 timesteps samples collected
before and after the indicated time, unless stated otherwise. This sample size is large enough to reduce the
statistical noise and small enough to capture unsteadiness since a sufficiently small timestep is used for all
cases.
5.2 Variation of Flow Structure and Surface Quantities with
Reynolds Number and Chemistry
In Chapter 3, a hypersonic flow over a double-cone geometry was studied for flow conditions of a nitrogen
gas with a freestream vibrational temperature of 1986 K and translational and rotational temperatures
equilibrated to 42.6 K. The elevated vibrational temperature in the freestream is a general outcome of the
reflected shock tunnel facilities since the test gas is compressed and heated by a reflected shock and a
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Table 5.3: Freestream conditions for the double cone cases
Freestream Parameters: LENS-I LENS-XX Run 1 LENS-XX Run 3
Running Gas Non-reacting Nitrogen Reacting Air Reacting Air
Mach number 15.88 12.21 13.23
Temperature, K 42.6 175 521
Vibrational Temp., K 1986 175 521
Static pressure, Pa a 25.17 76.59
Velocity, m/s 2073 3246 6028
Density, g/m3 b 0.5 0.51
Stagnation enthalpy, MJ/kg 2.2 5.44 18.70
Unit Reynolds number, Re/m c 1.28× 105 1.16× 105
a Pressure increases from 2.2 to 8.8 Pa for four different cases.
b Density increases from 0.17 to 0.68 g/m3.
c Unit Reynolds number increases from 9.35× 104 to 3.74× 105 m−1.
rapid expansion through the nozzle results in high vibrational temperature associated with a lower vibration
relaxation rate in comparison to translational and rotational relaxation rates. The stagnation enthalpy of 2.2
MJ/kg is low enough to ensure that the flow is chemically frozen [54] so that no chemical reactions including
N2 dissociation were modeled. In this chapter, we focus on the impact of Reynolds number and stagnation
enthalpies on the flow structure and the required time to achieve steady state by changing the free stream
Re number while keeping the geometry and free stream conditions of M∞ = 15.88, Ttrn = Trot = 42.6 K,
Tvib = 1986, U∞ = 2073 m/s, and a stagnation enthalpy of 2.2 MJ/kg the same for the LENS-I cases. The
static pressure for the X Re case of 2.2 Pa was increased to 8.8 Pa for the 4X Re case giving a change in the
free stream Reynolds number of 9.35 × 104 (X Re) to 3.74 × 105 m−1 (4X Re). Also, in order to evaluate
the real effect gas effects on SWBLIs at higher stagnation enthalpies more closely, recent experiments were
conducted using the same configuration at the LENS-XX expansion tube [15] and the current work focuses
on Run 1 and Run 3. The detailed flow conditions for both facilities are presented in Table 5.3.
5.2.1 Effects of Reynolds Number on SWBLIs
Figure 5.1 shows the variation of the complex Edney Type-IV shock wave flow structure captured through
the computed Schlieren contours of the density gradient. The overall shock structure for different Re number
cases is similar and shows the attached shock originating from the leading edge of the first cone interacting
with the detached shock formed by the second cone. The interaction of these shocks forms the triple point
(T), a shear layer passing through M and a transmitted shock which impinges on the reattachment point (R),
resulting in localized heat and pressure loads. This outer shock structure is further modified by the separation
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Figure 5.1: Variation of the SWBLI with respect to Reynolds numbers for LENS-I, (a) X Re, (b) 2X Re, (c)
3X Re, (d) 4X Re cases, based on computed Schlieren with distinct features of S: Separation point T: Triple
point, R: Reattachment point.
84
Figure 5.2: Spatial distribution of pressure in the vicinity of the separation point for the: (a) X Re case, (b)
3X Re case, (c) 4X Re case.
zone and the boundary and shear layers. As can be seen from the DSMC simulations, the supersonic flow in
the TMR region shown in Fig. 5.1 (c) is compressed by a high-pressure subsonic flow due to the strong bow
and transmitted shocks, resulting in an underexpanded flow confined by two contact surfaces, C1 and C2.
C1 is formed between the subsonic hot stream and the cold supersonic jet, whereas C2 is formed between
the boundary layer and the supersonic cold jet [54]. The underexpanded flow passes between C1 and C2
with a series of the compression and expansion waves in the shape of a λ shock let to direct the jet through
the cone surface.
Consistent with oblique-shock theory, the shock angle for all Re number cases is calculated as about
28.3 deg based on the alignment of the fitted line shown in Fig. 5.2(a) denoted as A-B. According to Taylor-
Maccoll theory for conical flows, which assumes that the length of a cone is infinite [118], the shock angle
was calculated as 27.3◦ based on the first cone angle of 25◦, a specific heat ratio of 1.34 and a freestream
Mach number of 15.88. The one-degree difference can be attributed to viscous effects since the finite length
of the cone does not have an effect on the shock angle. As will be discussed, the existence of the second
cone does not influence the flowfield and surface parameters of the first cone prior to the separation region.
Similarly, the separation shock angle (angle between a line parallel to the x axis and dotted line C-D) is
measured as 45.27, 44.98, 46,40 and 46.41 deg. for X, 2X, 3X and 4X Re cases respectively, suggesting that
under these circumstances, the separation shock angle does not change significantly with Reynolds number
as well. It should be noted that due to the uncertainty in the shock thickness for the lower (X and 2X) Re
cases and the short separation shock extent shown as C-D in Fig. 5.2(b), the lower Re cases may not be a
good candidate for the estimation of the separation shock angle. The interaction between the oblique and
bow shocks decreases the downstream pressure which in turn changes the alignment of the separation shock.
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This is obvious especially for the higher Re cases as can be seen in Fig. 5.2(b-c).
As Fig. 5.1 shows, however, increasing the Re number alters the distinct flow features of the SWBLI
such as the size of the separation region, the thickness of the shock, and the distance between the contact
layers. Specifically, a larger separation region and thinner shocks are formed for the higher Re cases. The
length of the separation region, i.e., the distance between the separation and reattachment points presented
in Table 5.2, is calculated as 0.028, 0.045, 0.059 and 0082 m for the X, 2X, 3X and 4X Re cases, respectively.
The larger distance between C1 and C2 and greater pressure values in the TMR region in the higher Re
number cases makes the λ-shocklets more distinctive. The pressure contours and formation of the separation
shock for the different Reynold-number cases is shown in Fig. 5.2. A large adverse pressure gradient forms
compression waves in the vicinity of the separation region and these waves eventually coalesce and form
the separation shock. The boundary layer thickness determines the extent of these waves and therefore the
extension of the compression waves is small for the highest Re number case due to the thinner boundary
layer. Furthermore, increasing Reynolds number yields a secondary vortex structure in the separation zone,
as can be seen in Fig. 5.1 (c-d). The change in the topology of the separation zone in fact suggests that
as Reynolds number is increased the flow becomes more unstable. Reference [115] studied the instability
properties of incompressible laminar boundary layer flows over a two-dimensional flat-plate and found that
the regime with the multiple bubbles originating from the merging of separation and reattachment points is
structurally unstable to three-dimensional perturbations. This instability scenario has also been confirmed
to exist in a multitude of massively separated flows (see Ref. [116] for details). As will be shown in Sec. 7.4,
the time characterization of the unsteady flow involves the interaction of the strong shock features with the
recirculating region and the interaction of the different flowfield features will vary for different Reynolds
numbers.
5.2.2 Effects of Chemistry on SWBLIs
For the LENS-XX Run 1 case, it was observed that the effects of chemical reactions on SWBLIs are not promi-
nent. Therefore, the size of the separation zone and structure of shocks for the cases shown in Figs. 5.1(b)
and 5.3(a) is found to be similar. However, for a higher stagnation enthalpy case of Run 3, the size of the
separation region shrinks significantly and the λ-shocklets disappear due to the endothermic reactions, as
can be seen in Fig. 5.3(b). Moreover, the standoff distance between the bow shock and the second cone
surface becomes closer in comparison to the lower stagnation enthalpy case of Run 1 shown in Fig. 5.3(a).
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Figure 5.3: Variation of SWBLI with respect to Reynolds numbers for LENS-XX: (a) LENS-XX Run 1 with
Re=1.28 × 105m−1; (b) LENS-XX Run 3 with Re=1.16 × 105m−1. Note that computed Schlieren images
are based on the density gradient.
5.2.3 Variation of Flows Macroparameters with Respect to Reynolds Number
The base flow macroparameters for the 2X Reynolds number case are shown in Fig. 5.4. Consistent with
the relatively fast translational-rotational relaxation rates and the flow Mach number, the translational
temperatures shown in Fig. 5.4(a) and rotational temperatures (not shown) are found to be much closer to
each other whereas the vibrational temperature is frozen in most of the region downstream of the shock except
in the boundary layer and the separation region. It should be noted that the effect of N2 molecular emission
is negligible due to the low translational temperature with a maximum value of about 2100 K. As shown in
Fig. 5.4(b), the vibrational temperatures decrease downstream of the shock region especially in the vicinity
of the boundary layer and separation region due to collisions with the fully thermal accommodated diffusive
cold wall at a constant temperature of 297.2 K. With respect to the other Reynolds number cases, it was
observed that in the highest Re number case, due to a larger separation zone, the vibrational temperatures
were found to be somewhat lower due to the faster translational-rotational relaxation associated with the
higher density.
Earlier simulations of unsteady flows over a double wedge for argon, air, and nitrogen gases showed that
the relative magnitude of the ratio of specific heats plays a critical role in SWBLIs. In particular, the size
of the separation region for an argon flow over a double wedge at Mach 7 was found to be larger by a factor
of 1.8 than that for nitrogen. Similarly, due to endothermic chemical reactions for a reacting air case, the
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Figure 5.4: Spatial distributions of base flows for the 2X Reynolds number case (a) translational temperature,
(b) vibrational temperature, and (c) pressure.
separation region shrinks by a factor of 1.5 in comparison to the non-reacting nitrogen case [119]. For the
double cone study of this work, the local specific heat ratio distribution also shows an increase near the
surface due to the fact that the contribution of the vibrational degree of the freedom decreases as can be
seen in Fig. 5.5(a). The specific heat ratio was calculated from standard kinetic theory as,
γ =
ζt + ζr + ζv + 2
ζt + ζr + ζv
(5.1)
where the translational, ζt, and rotational, ζr, degree of freedoms are 3 and 2 for molecular nitrogen,
respectively and a simple harmonic oscillator model for the vibrational mode is used to calculate the effective
number of vibrational degrees of freedom given as:
ζv =
2θ/Tvib
exp(θ/Tvib)− 1 (5.2)
where the characteristic temperature, θ, is 3371 K for nitrogen.
Pressure fluctuations on the second cone resulting from expansion and compression waves that occur in
between the two sonic lines, C1 and C2 can be observed in Figs. 5.4(c) and 5.5(b). Note that Ref. [24] also
observed similar structures for inviscid shock wave interactions of flows over a double wedge geometry. At the
higher Reynolds number case, Fig. 5.5(b) shows that compared to Fig. 5.4(c) there are fewer repetitions of
the increasing-decreasing pressure patterns. This reduction in the pressure variation pattern occurs because
the triple point moves downstream and the length of the second cone surface is not long enough to observe
the alternating minima and maxima trend in pressure values.
The DSMC method provides the ability to study the kinetic nature of the flow non-equilibrium due
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Figure 5.5: Spatial distributions of flowfield parameters for the highest Re number: (a) specific heat ratio,
(b) pressure
to strong gradients in the shock interaction region through collection of the particle velocity distribution
functions. The four locations across the bow shock that were selected are shown in Fig. 5.6(a) for the lowest
Re number case. In order to reduce the statistical noise in the probability distribution functions, velocity
values for about 3.2 million particles averaged over 23 timesteps at steady state were used at location 6 (near
the separation point). As shown in Fig. 5.6(b), at the onset of the shock, location a, two distinct peaks at
0 and 2073 m/s corresponding to particles that have collided downstream of the very narrow shock region
and those that have come from the free-stream and not undergone any collisions, respectively, can be seen.
This classic bimodal distribution continues further downstream, points b through c, with the population
of particles from the first class continuing to increase and the free stream particles decreasing. Finally, a
hot stream of particles form a Maxwellian distribution further downstream at location d as the velocity
distribution of particles normal to the streamwise direction broadens.
At locations 1 and 6 in the vicinity of the leading edge and separation point, respectively (see Fig. 5.6(a))
the particle distribution functions are compared to Maxwellians based on the local translational temperature
in Fig. 5.7 (a) and (b), respectively at 2.4 ms. At location 1, although some differences are present due to
rarefaction effects, good agreement between the velocity distribution function obtained from DSMC and a
Maxwellian fit is achieved. At locations further downstream this agreement improves. The time variation
of the distribution functions is found to be small, but, the drop in gas temperature as the flow reaches
steady state, can be observed from the DSMC velocity distributions directly. For example, at location 6, at
an earlier time of 0.8 ms, the translational temperature and average velocity obtained from the x-velocity
values were found to be 685 K and 113.3 m/s with standard deviation values of 0.51 and 0.795, respectively.
The Maxwellian shown in Fig. 5.7(b) at 2.4 ms has an average temperature and velocity of 668 K and 91 m/s,
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Figure 5.6: (a) Translational temperature contours and locations for data probing (b) x-velocity distribution
in bow shock for the lowest Re case at 2.4 ms.
respectively, showing that the flow is cooling and the average velocity decreases by about 19%. Moreover,
the theoretical Maxwellian distribution based on the local flowfield values for all Reynolds number cases
agrees well with the distribution based on particles data even where the λ-shocklet structure occurs for the
highest Re number case (see Fig. 5.1(d)). These suggest that the role of viscosity is sufficiently small at these
conditions such that the use of the ES-BGK model, an approximation to the Boltzmann equation based on
the linearization of the collision integral [120], would be correct.
5.2.4 Surface Parameters
Comparison of modeled and measured surface parameters provides an important tool in studying SWBLIs.
Therefore, understanding their variation with Re number and temporal evolution of these quantities provides
clues about the interaction of the shocklayer with the recirculation region. First, Fig. 5.8 shows the Re number
variation of skin friction and heat transfer rates and velocity slip. Consistent with simple, incompressible
flow Blasius boundary layer theory, the skin friction coefficient, Cf , along the first cone surface decreases
with the square root of the Reynolds number, as seen in Fig. 5.8(a). The highest Re case exhibits a larger
separation region and shows stronger fluctuations in the aft part of the cone (0.12 < x < 0.15m). Figure 5.8
(b) shows that the magnitude and peak of the surface heat transfer increases with increasing Re number
because the boundary layer becomes thinner due to stronger compression [26]. The maximum in the heat
flux shifts in the downstream direction as the size of the separation region increases for the higher Re number
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Figure 5.7: x-velocity distribution for the lowest Re case at locations shown in Fig. B.3 (a) at 2.4 ms: (a)
location 1 or leading edge and (b) location 6.
cases. These interactions, however, do not have an effect on the heat flux values along the first cone upstream
of separation, as can be seen in Fig. 5.8(c) where they are compared for a single and double cone. This result
suggests that the accuracy of the calculation along the first cone prior to the separation region can simply
be tested without including the complex shock wave boundary layer interactions that result from the second
cone. The inset of Fig. 5.8(b) also addresses the adequacy of the selected DSMC numerical parameters
because DSMC predictions of surface parameters are highly sensitive to the numerical parameters of number
of particles per collision cell, number of collision cells, and timestep. It can be seen that for the lowest Re
number case, the predicted heat flux is the same for this work and an earlier simulation with four times
larger number of particles and collision cells and a smaller timestep by a factor of two[117] showing that
the DSMC numerical parameters of this work are numerically converged. Moreover, they both compare well
with experiment,[6] especially in the separation region where heat flux values decrease.
After examining the impact of Reynolds number on the surface heating values, the effects of gas-phase and
gas-surface chemical reactions were investigated. Figure 5.9 shows the surface parameters for the reacting
air case of LENS-XX Run 3. The DSMC and CFD solutions are found to be in good agreement with the
experiment especially at the second cone and the separation zone. Note that both the CFD and DSMC
solutions underpredict the data at the first cone surface. The catalytic reactions given in Eqs. 2.11-2.12
increase the surface heating rates significantly at the second cone surface and both methods predict a better
agreement in comparison to the non-catalytic case. In particular, as shown in Fig. 5.9(a), the DSMC method
agrees slightly better than CFD with the measured data. Nonetheless, similar to the non-catalytic case, both
methods agree well for the catalytic case as well. Note that these results show that at high enthalpies the
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(a) Skin friction, green circle symbols correspond to the
DSMC data of Moss et al. [34]
(b) Heat flux, comparison with the experiment [6] and pre-
vious work [117] for the lowest Re case
(c) Comparison of the heat fluxes for the single and dou-
ble cones for 3X Re case at steady state
Figure 5.8: Effects of Reynolds number on surface parameters and comparison with a single cone configura-
tion.
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(a) Heat transfer rates (b) Surface pressures
Figure 5.9: Surface parameters for the LENS-XX Run 3 case, the US3D data was taken from Ref. [7].
fully catalytic surface model gives more a more accurate solution. Similar to the surface heating values,
surface pressures are in very good agreement with the experiment, as shown in Fig. 5.9(b).
Consistent with the decrease of Knudsen number for increasing Reynolds number, the velocity slip shown
in Fig. 5.10 (a) at the leading edge is higher for the lowest Reynolds number. The length of the separation
region and the presence of a secondary vortex can be obtained by identifying the locations where the slip
velocity is zero. This slip velocity profile, although decreasing in magnitude with decreasing Kn number can
still be seen to be relatively large at the leading edge of the first cone which has an effect on the overall flow
structure. According to Go¨kc¸en et al.[121], an approximate, simplified Maxwell velocity slip,VMd , given by,
VMd =
2− σ
σ
λ
∂Vtan
∂n
(5.3)
can be used to calculate the velocity and temperature jump for small Knudsen number flows. In Eq. 5.3, σ
is the momentum accommodation coefficient, assumed to be unity in the current work, λ is the local mean
free path, Vtan is the tangential component of the gas velocity adjacent to the surface, and n is the normal
direction. To test this approximation, the tangential velocity calculated from DSMC and its derivative with
respect to the normal direction at the leading edge (x=0.04 m) is shown in Fig. 5.10(b). As the Reynolds
number increases, the derivative term becomes larger whereas the local mean free path, λ decreases. The
effect of the latter dominates and therefore, the velocity slip decreases with increasing Reynolds number
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Figure 5.10: Effect of Reynolds number on: (a) velocity slip; (b) tangential velocity and its derivative with
respect to the normal at x=0.04m
under the given flow conditions. The percentage differences between the calculated slip values, VMd , and
the DSMC results at x=0.04 m shown in Fig. 5.10 (a) are 17, 9.6, 3.8 for the X, 2X and 4X Re cases,
respectively. This suggests that Eq. 5.3 provides a good approximation for calculating slip for local Knudsen
number smaller than 2.64x10−5.
Similar to velocity slip, jump temperatures are another important feature of the DSMC simulations.
Figure 5.11 shows the temperature jump values obtained from Eqs. 2.8-2.10. Similar to the velocity slip, the
temperature jump is smallest for the highest Reynolds number case. There is a significant temperature jump
decrease in the separation zone for all three modes. It should be noted that the vibrational temperature jump
is about four times larger than the other modes, suggesting that the effect of the vibrational accommodation
coefficient on the surface heat flux could be important due to the large value of the temperature gradient in
the wall normal direction. Reference [54] reported that the agreement between heat flux measurements [35]
and calculations could be improved with a partially accommodating coefficient which is the most common
case for metallic surfaces. Nonetheless, Moss et al. [34] showed that this is not the case for the current work
and the results are already in good agreement in terms of heat flux values when full thermal accommodation
is used. Lastly, as shown in Figs. 5.8-5.11, the agreement between the SMILE code and another DSMC
program called DS2V is good, showing that the simulations presented here were performed in an accurate
manner and that for the X Re case there is consistency across different DSMC computational platforms.
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Figure 5.11: Effects of Reynolds number on temperature jump calculated by taking the difference between
the gas temperature at the surface and the wall temperature with a value of 297.20 K at steady state for X,
2X and 3X Re cases and 7.5 ms for 4X Re case: (a) translational, (b) rotational and (c) vibrational.
5.3 Linear Global Stability Analysis and the Residuals
Algorithm
This section presents a theoretical framework to analyze the temporal behavior and stability characteristics
of shock-dominated separated flows. Then, the framework is applied to the double cone geometry for nitrogen
and chemically reacting air flows with different Reynolds number and leading edge separated flows to obtain
the amplitude functions and damping rates of the global eigenmodes in the subsequent chapters.
The algorithm was originally proposed to relate the time-accurate signal in direct numerical simulations
of incompressible lid-driven cavity flow with the least-damped global eigenmodes of this flow and has since
been used to compute damped global modes in a number of configurations [122, 123]. A brief description, as
applicable to zero-frequency perturbations, follows. Near convergence of the DSMC simulations to a steady
state, the least-damped eigenmode properties, such as the damping rate, frequency and spatial structure of
the amplitude functions, can be recovered by post-processing of the time-accurate signals of all macroscopic
flow quantities computed in the simulations, q = (u, v, Ttrn, Trot, Tvib, P )
T , where the six variables denote
axial and radial velocity components, translational, rotational and vibrational temperatures, and pressure,
respectively. These quantities can be represented by the linear superposition of a steady solution, q¯(x, y, z)
and a small three-dimensional deviation from the steady state, denoted as residual, q˜(x, y, z, t), i.e.,
q(x, y, z, t) = q¯(x, y, z) + ǫq˜(x, y, z, t) (5.4)
where ǫ is assumed to be small. As discussed in Ref. [84], further expanded in Ref. [122] and recently discussed
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in Ref. [123], the convergence of q(x, y, z, t) towards q¯(x, y, z) can be estimated by the time evolution of probes
at selected local points. Based on the fact that the coefficient of the residuals is independent of time (i.e.
eigenmodes decomposition discussed in Ref. [84]), three-dimensional perturbations developing upon a steady
laminar two-dimensional base state can be described by a perturbation of the form:
q˜(x, y, z, t) = qˆ(x, y)ei[βz−ωt] + c.c. (5.5)
where the wavenumber parameter, β, is defined as 2π/Lz, Lz being the spanwise extent of the three-
dimensional domain. The analogous Ansatz for axisymmetric geometries is qˆ(x, y) expi(mφ−ωt), where m =
0, 1, 2... is an integer azimuthal wavenumber parameter. In planar geometries and a temporal analysis
framework [124], the β parameter is taken to be a real number whereas the eigenmodes, qˆ(x, y), and ω
may be complex. In the present analysis, attention is paid to two-dimensional perturbations only, which
correspond to β = 0 (or m = 0 as the case might be). Therefore, Eq. 5.5 can be written in a two-dimensional
context:
q(x, y, t) = q¯(x, y) + ǫ [qˆrcosωrt− qˆisinωrt]eσt (5.6)
Furthermore, perturbations are assumed to be stationary (i.e. ωr=0) , Eq. 5.6 can be written in the form of:
q(x, y, t) = q¯(x, y) + ǫ qˆre
σt (5.7)
where σ=ωi is the damping rate and can be calculated from the logarithmic time-derivative of the DSMC
signal [125] at two times t1 and t2, at which the following 2× 2 system can be written:
q(x, y, t1) = q¯(x, y) + ǫ qˆre
σt1 , (5.8)
q(x, y, t2) = q¯(x, y) + ǫ qˆre
σt2 . (5.9)
This system can be solved to predict the unknown amplitude functions qˆr(x, y) and also the base state
q¯(x, y) toward which the DSMC is converging well before the simulation reaches convergence.
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5.4 Time Characteristics of Flows over a Double Cone
5.4.1 Effects of Reynolds Number on Nitrogen Flows
The flow fields and surface quantities shown in the previous section were presented for flow times corre-
sponding to steady state at the number of time steps given in Table 5.1 for the different Reynolds number
cases. The usual way to determine whether an external DSMC flow over a body has reached steady state is
to estimate the time it would take for a computational particle to traverse the domain and then multiply by
a factor of two or three. As mentioned earlier, we are usually only interested in the steady state solution and
to avoid averaging in the transient flow development do not initiate sampling of macro parameters until the
flow has fully formed or established. In other words, the additional collisions in the time steps beyond the
formation of the flow are to enable sufficient statistics in macro parameter and surface quantities. However,
as Table 5.1 shows, modeling of SWBLIs generally requires much longer flow establishment times than flows
over simple body shapes. Although one could continue the DSMC simulation for a series of time intervals,
comparing the solutions at the end of these time periods to establish that the solution is no longer changing,
this is computationally very expensive and does not provide a rigorous approach for determining steady state
for these types of transient flows. For this reason, linear stability theory has been used to analyze the time
convergence of the DSMC solutions.
The present analysis assumes two-dimensional perturbations with stationary disturbances [117] which
may not strictly be the case for high Re number flows. In particular, the formation of a secondary vortex in
the separation region is susceptible to centrifugal disturbances and can cause Go¨rtler type instabilities in the
vicinity of the reattachment point [126], resulting in three-dimensional flow characteristics. Nonetheless, the
axisymmetric assumption still holds for moderately low Reynolds number flows so that Eq. 5.7 is valid. The
convergence of q(x, y, z, t) towards q¯(x, y, z) can be studied by examination of the time evolution of macro
parameters at numerical probes placed at local points in the flow at known critical locations such as the
separation and reattachment points. Moreover, the average damping rate of the least damped perturbation
was obtained by analyzing the unsteady DSMC macro parameters at those probe locations.
The time evolution of the flow quantities such as velocities, temperatures, and pressure fields of the 3X
Re number case and the corresponding optimal exponential curve fit of each data set at the start of the
separation region is shown in Fig. 5.12(a-c) and the associated insets. An adverse pressure gradient at the
separation point causes the flow to separate which in turn increases the interaction time with the cold wall.
Therefore, all temperatures are found to decrease with time in an exponential manner. In contrast to direct
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numerical simulations (DNS) where the decay rate can be found by taking the derivative of the logarithm of
the signal, the decay rate cannot be directly determined from the stochastic DSMC signal due to statistical
fluctuations. Therefore, the time history of each macroparameter is fit to an exponential curve to obtain the
value of the decay rate, σ, in Eq. 5.7. Consistent with the previous observation [117] where a single decay
rate of -3950 s−1 fits the probed data at different locations for the lowest Re case, the best fit value for the
decay rate, σ, for all macroparameters at the separation point and other locations was found to be -1514 s−1
for the 3X Re number case.
Similarly, the time evolution of the flowfield parameters in the vicinity of the separation point for the
highest (4X) Re number case is shown in Fig. 5.13. The size of the separation region becomes significantly
larger, as presented in Table 5.2, and the separation shock becomes sharper in comparison to the lower Re
number cases. As shown in Fig. 5.13(a), the pressure values are found to increase similar to the previous
case in an exponential manner. It is interesting to note that the y-velocity values increase in time due
to the formation of separation shock in this location. In comparison to the lower Reynolds number case,
the boundary layer becomes thinner which is consistent with the fact that the Knudsen number is smaller
and the effect of the cold wall on the temperature values is not observed. As opposed to the previous
case, Fig. 5.13(b-c) shows that the translational and rotational temperatures increase due to the separation
shock, whereas, the vibrational temperature relaxes with the other modes due to the higher collision rate,
in comparison to the lower Re number cases. The observations present for the 2X Re case also hold and the
decay rate was found to be -2147 s−1. All findings suggest that the magnitude decay rate of the least damped
eigenmode decreases with Reynolds number which in turn increases the required time to reach steady state.
Time traces of pressure and the translational temperature values at three additional locations are shown
in Fig. 5.14. As opposed to the previously shown probe data in Fig. 5.13, low-frequency fluctuations in
both pressure and translational temperatures are observed in the boundary layer, as shown in Fig. 5.14(a).
It should be noted that location A is closer to the geometry than the probe location in Fig. 5.13. The
existence of the lower frequencies in the boundary layer suggests that the flow is not laminar [64]. Although
an exponential increase dominates at the separation point, the frequency of separation shock oscillations,
shown in Fig. 5.14(b), is somewhat similar to that of the bow shock, indicating that the separation and bow
shocks are coupled to each other.
To determine the time characteristics of flowfield parameters with respect to Reynolds number more
closely, the differences between two different time solution of the translational temperatures are shown
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Figure 5.12: Convergence history at the separation point, (x, y)=(0.066,0.0315) (m), showing DSMC-
obtained results and corresponding curve fitting: (a) pressure (Pa) and y-velocity (m/s); (b) translational
temperature (K) and x-velocity (m/s); (c) rotational and vibrational temperature (K) for the 3x Re case.
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Figure 5.13: Convergence history in the vicinity of the separation point at (x,y)=(0.058,0.0294) (m), showing
DSMC-obtained results and corresponding curve fitting (a) pressure (Pa) and y-velocity (m/s); (b) transla-
tional temperature (K) and x-velocity (m/s); (c) rotational and vibrational temperature (K) for the high Re
case.
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Figure 5.14: Time traces of pressure and the translational temperature at (a) location A, (x,y)=(0.055,0.027)
(m); (b) location B, (x,y)=(0.113,0.111) (m); (c) location C, (x,y)=(0.191,0.157). Note that probe locations
are shown in Fig. 5.15 and correspond to the separation point, a point in the bow-shock, and a location in
the shear layer where a KH instability takes place, respectively.
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in Fig. 5.15. The most striking similarities between the fields are that all features are common in the
separation and bow shocks and the contact surface C1 (shown in Fig. 5.1) for all Re cases. This emphasizes
that the magnitude of the amplitude function, qˆ(x, y) is large at these locations. For the lowest Re case,
the temperature in the bow shock increases in time, indicating that the bow shock moves in the upstream
direction. As opposed to this trend, the shock moves in the downstream direction for the higher (3X
and 4X) Re cases based on the sign of the temperature difference as can be seen in Fig. 5.15(b-c). This
difference is more likely due to the relative position of the triple point relative to the cone. Additionally,
the temperature variations in the vicinity of the regions where the λ-shocklets are located, in the location
of the secondary vortex and along C1 (see Fig. 5.1(c) becomes more significant when the Reynolds number
increases. Inspecting Fig. 5.15(d) for the highest Re case, it can be seen that the differences in temperature
along C1 is large compared to the lower Re number cases. For instance when Re is increased, one can observe
an emerging Kelvin-Helmholtz (KH) instability along the edge of the second cone arising at the shear layer.
As shown in Fig 5.14(c), the most dominant frequency of the KH instability is about 20 times larger than
that of the bow shock oscillations. Moreover, it was also observed that the flow does not reach steady state
even though the simulation was run two times further in time in comparison to the 3X Re case. Even though
the flow did not reach steady state, however, the previously shown heat flux values for the 10.5 and 11 ms
times are essentially the same which can be attributed to the large distance between C1 and the cone surface
and the small temperature difference as shown in Fig. 5.15 (d).
The pressure differences in the bow shock shown in Fig. 5.16 exhibit similar characteristics to the tem-
perature field. The existence of expansion and compression waves seen in the alternative circular regions
has a significant effect on the time characteristics of the pressure field, especially for the larger Re number
cases. In particular, the magnitude of the alternating maxima and minima pressure circular regions along
the second cone surface increases with Reynolds number. Similar to the percentage difference temperature
fields shown in Fig. 5.15, the structure of the λ shocklet is prominent in the pressure field.
The double cone is an axisymmetric shape which has an inherently greater pressure-relief effect compared
to the double wedge geometry. We have shown in earlier work, the pressure relief effect is important in
reducing the size of the separation bubble and hence changes the temporal evolution of the double wedge
behavior. Yet these new results for the double cone show for the first time that even for an axisymmetric
flow, there is a Reynolds number sufficiently large that the flow will no longer remain stable. Chapter 6 will
investigate further the origin of this unsteadiness in terms of the identification of modes that evolve at later
times.
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Figure 5.15: Percentage difference of the translational temperatures at two different times, (Ttrn(x, y, t2) −
Ttrn(x, y, t1))/((Ttrn(x, y, t2) + Ttrn(x, y, t1))/2) ∗ 100: (a) for the lowest Re case between , t1=0.8 and
t2=2.52 ms, (b) for the 3X Re case between t1 = 1.59 and t2= 5.31 ms, (c) for the highest Re case be-
tween t1=1.5 and t2=11 ms, and (d) for the highest Re case between t1=10.5 and t2=11 ms. Each sampled
data contains 1000 timesteps samples after the corresponding specified timesteps.
103
Figure 5.16: Percentage difference of the pressure field at two different times, (P (x, y, t2) −
P (x, y, t1))/((P (x, y, t2)+P (x, y, t1))/2)∗100 (a) for the lowest Re case between t1=0.8 and t2=2.52 ms, (b)
for the 3X Re case between t1=1.59 and t2=5.31 ms, (c) for the highest Re case between t1=1.5 and t2=11
ms.
5.4.2 Time Characteristics of Chemically Reacting Flows
Similar to the previous subsection, the residuals algorithm was applied to the reacting air cases of LENS-XX
Run 1 and Run 3 and the probed data of macroparameters can be seen in Figs. 5.17 and 5.18, respectively.
Since Reynolds number for this case is low, the required time to reach steady state is found to be shorter
than the case with a Reynolds number of 2.81× 105m−1. In particular, the decay rates of the least damped
eigenmode were estimated as -5110 and -7184 s−1 for Run 1 and Run 3, respectively.
In terms of the role of free stream enthalpy, Reynolds number, and chemical reactions on the stability of
double cones, it is instructive to compare the spatial distribution of translational temperatures, decay rates,
and size of the separation region of the three cases presented in Table 5.3. For example, comparing the
LENS-I 2X Re case (Re=1.87×105 m−1) with that of Run 1 (Re=1.28×105 m−1), we see that although the
shock structure and size of the separation zone are comparable, as can be seen by comparing Figs. 5.1(b)
with 5.3 (a), the Run 1 case has a higher decay rate. Figure 5.19 (a) and (b) shows a comparison of the
translational temperature fields for these two cases where it can be seen that the difference in free stream
enthalpies of 2.2 versus 5.44 MJ/kg increases the translational temperatures and therefore the gas viscosity.
In particular, the viscosity values downstream of the bow shock for the LENS-XX Run 1 case are found to
approximately 2 times larger than that for the LENS-I 2X Re case, as can be seen in Fig. 5.20. The higher
viscous effects due to higher temperatures result in a higher decay rate for Run 1 (σ = -5110 vs -2119 s−1).
When we compare the required time to reach steady-state for the LENS-XX Run 3 case, we find that it is
the shortest in comparison to the other cases, as presented in Fig. 5.18. In Ref. [15], the establishment time
for the separation point was reported to be about 0.7 ms for the higher Reynolds number case designated
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(a) Pressure and y-Velocity (b) Translational temperature and x-Velocity
Figure 5.17: Convergence history at the separation point for LENS-XX Run 1, Re= 1.28× 105m−1
as Run 5 (see Fig.14(a) of Ref. [15]). Therefore, it is expected that the required time to reach steady state
would be shorter for Run 3 compared to Run 1, consistent with our DSMC calculations, as shown in Fig. 5.18
where the flow reaches steady state about 0.6 ms. However, the distinction between the asymptotic behavior
of Runs 1 and 3 is not due to the free stream Reynolds numbers, which are essentially the same, but because
of the effect of chemical reactions in the latter case. That is, the significantly higher free stream enthalpy for
case 3 results in endothermic dissociation reactions which shrink the separation region, causing a stabilizing
effect on the flow, as can be seen in Figs. 5.19 (b) and (c)).
5.4.3 Time Characteristics of Surface Parameters
Because all ground based experiments have a finite measurement time, understanding the time history
behavior of surface parameters is also important. As seen in Figs. 5.15 and 5.16, the larger magnitudes
of the percentage difference, especially in the separation region and along the second cone surface, plays a
significant role in the time evolution of surface parameters. For those regions where the percentage difference
is close to zero, the flow essentially reaches steady state sooner. However, at the locations in the vicinity of
the separation region and in the bow shock, especially for the highest Re case, the flow needs longer time
to reach steady state. Figure 5.21(a) shows the time variation of the surface pressure distribution for the
low Re case. Since the temperature and pressure percentage differences (Figs. 5.15(a) and 5.16(a)) are small
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(a) Pressure and y-Velocity (b) Translational temperature and x-Velocity
Figure 5.18: Convergence history at the separation point for LENS-XX Run 3, Re= 1.16× 105m−1
for this low Re number case, the two different temporal solutions for surface pressure are essentially the
same and are found to be in good agreement with the experimental data[35, 6] which had a measurement
time of 24 ms. Although the later time solution at 2.5 ms shows an improvement, there is still a small
difference between the prediction of the maxima and points along the aft part of the cone that has never
been resolved by any simulations presented in the literature. For the higher Re case, however, the surface
heat flux distribution, as shown in Fig. 5.21(b), exhibits a strong time-dependent behavior especially in the
vicinity of the separation and aft regions of the cone where the percentage differences were seen to be large.
Based on these results, it can be concluded that at higher Re numbers the duration of the experiment should
be sufficiently long to measure steady state surface parameters especially in the separation region and the
along second surface.
Similar to the non-reacting nitrogen case, the time evolution of the predicted LENS-XX surface param-
eters is shown in Figs. 5.22 and 5.23 for Run 1 and Run 3, respectively. The size of the separation zone
becomes larger in time and the maxima shifts in the downstream direction. The heat flux data agree with the
DSMC predictions especially in the separation region and on the second cone surface, however, discrepancies
are observed on the first cone surface for both cases. It should be noted that the size of the separation zone
becomes larger in time and the agreement with the experimental data improves for simulations at longer
time periods, as can be seen in Fig. 5.22(a). Since the size of the separation zone is strongly dependent
upon the DSMC numerical parameters, a convergence study ensures that the results presented for Run 1 as
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(a) LENS-I Re=187,000 m−1 (b) LENS-XX Run 1
(c) LENS-XX Run 3
Figure 5.19: Spatial distribution of the translational temperatures [K].
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(a) LENS-I Re=187,000 m−1 (b) LENS-XX Run 1
Figure 5.20: Spatial distribution of viscosities calculated based on Sutherland viscosity law.
Figure 5.21: Time variation of surface parameters: (a) pressure coefficient for the lowest Re case; (b) heat
transfer rates for the 4X Re case.
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Figure 5.22: Surface parameters for LENS-XX Run 1: (a) heat transfer rate in time; (b) heat transfer rate
with different numerical parameters and model of chemistry; (c) pressure.
well as Run 3 (not shown) are independent of any numerical parameters, as can be seen in Fig 5.22(b). As
shown, the effect of chemical reactions (oxygen dissociation and the N2+O exchange reaction) is found to be
negligible for the reacting air case with a stagnation enthalpy of 5.44 MJ/kg, (see Table 5.3). The agreement
between the calculated surface pressure and measured data is poor especially along the second cone surface,
as shown in Fig. 5.22(c) although the flow seems to reach steady state.
The time variations of the surface parameters for the LENS-XX higher enthalpy Run 3 are less in
comparison to Run 1. As shown in Fig. 5.23 (a), the size of the separation region becomes larger in time,
however, the variations are smaller in comparison to Run 1, as shown in Fig. 5.22(a), emphasizing that the
effects of the chemical reactions on the time characteristics and the size of the separation zone are important.
In fact, the endothermic reactions extract energy from the flow and therefore, the separation zone shrinks.
For this reason, the surface parameters show a less time-dependent trend. In particular, the agreement
between the measured surface pressures and the DSMC calculation at a later time of 0.8 ms, close to the
duration of the experiment, is good, as can be seen in Fig. 5.23(b).
5.5 Concluding Remarks
Shock dominated separated laminar hypersonic flows over a double cone geometry were investigated by ana-
lyzing unsteady DSMC signals with the residuals algorithm. For the non-reacting cases, as Reynolds number
increases, the distinct features of the separation region on the surface parameters are observed. The required
time to reach steady state also increases with Reynolds number which in turn increases computational cost
of simulations. For the first time, velocity distribution functions obtained at different locations in the flow
showed the classic bi-modal distribution behavior in the bow shock, but, were nearly Maxwellian at loca-
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(a) Heat transfer rates (b) Surface pressures
Figure 5.23: Time variation of surface parameters for LENS-XX Run 3, the US3D data was taken from
Ref. [7] without permission.
tions near the leading edge and separation points. The study of surface parameters such as velocity and
temperature-slip, heat flux, and coefficient of friction showed a number of important results. The heat fluxes
obtained from the DSMC simulations were found to be in good agreement with experiments at the lowest Re
case. The calculated heating rates and skin friction increase with Reynolds number because the boundary
layer becomes thinner. In contrast, the velocity and temperature jump values were found to decrease with
Reynolds number because of the decrease in the mean free path.
The DSMC calculations for the reacting air case showed good agreement with the recently measured
LENS-XX data especially along the second cone surface where complex shock boundary layer interactions
take place. However, distinct discrepancies were observed along the first cone surface which requires fur-
ther research regarding the accuracy of the computations or the experiments. For the LENS-XX smallest
stagnation enthalpy case of Run 1, it was observed that the chemical reactions do not have an effect. The
chemical reactions for Run 3, however, reduce the size of the separation zone significantly, which in turn
reduces the required time to reach steady state. The effects of the surface reactions were investigated for
Run 3 and it was found that the catalytic reactions increase the surface heating about 20 %, resulting in
a better agreement with the measured data. The agreement between the CFD [7] and the current DSMC
work was found to be good.
To characterize the unsteady behavior of the double cone flow and its change with Reynolds number,
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the residuals algorithm was applied to the unsteady DSMC signal to obtain the average damping rate and
amplitude function that corresponds to the least damped eigenmode. It was found that as Reynolds number
increased, the magnitude of the decay rate decreased, which in turn, increases the required simulation time to
reach a steady state for the nitrogen cases. For all Reynolds numbers except the 4X case, the time evolution
of all flow quantities such as velocities, temperatures, and pressures could be fit by a single eigenmode,
however, this becomes less successful at the highest Reynolds number case. Comparing DSMC solutions
at two different times, the temperature field, the separation region, the bow and separation shocks, and
the contact surfaces showed more time dependency in comparison to other regions of the flow. The further
increase in Reynolds number resulted in more prominent λ-shocklet structures and a Kelvin-Helmholtz
instability arising in the shear layer. In fact for the 4X Re nitrogen case, the flow does not reach steady
state, even though, the DSMC simulation was run longer than the typically available 1-2 ms run time of
current facilities [127]. The DSMC signal will next be used to study the evolution of new modes, some
perhaps not decaying, and the critical Reynolds number where transition occurs will be determined.
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Chapter 6
Quantification of the Unsteadiness of
SWBLIs Hypersonic Flows over the
Double Cone
Temporal characteristics of nitrogen flows discussed in Chapter 5 over the double cone are investigated closely
for the first time using a combination of time accurate DSMC calculations, linear global instability analysis
and momentum potential theory (MPT) in order to analyze the nature and degree of unsteadiness. Close to
steady state, linear analysis reveals the spatial structure of the underlying temporally stable global modes.
At all Reynolds numbers examined, the amplitude functions demonstrate the strong coupling between the
separated flow region at the cone junction with the entire shock system, including pressure and temperature
waves generated behind the shock and spatially amplified Kelvin-Helmholtz waves. In addition, as the
Reynolds number is increased, temporally damped harmonic shock oscillations and multiply-reflected λ-
shock patterns emerge in the eigenfunctions. Application of the MPT (valid for both linear and nonlinear
signals) to the highest Reynolds number DSMC results shows that large acoustic and thermal potential
variations exist in the vicinity of the separation shock, the λ-shock patterns, and the shear layers. It is
further shown that the motion of the bow shock system is highly affected by non-uniformities in the acoustic
field. At the highest Reynolds number considered in this work, the unsteadiness is characterized by Strouhal
numbers in the shear layer and bow-shock regions and is found to be in qualitative agreement with earlier
experimental and numerical work. It should be noted that in this chapter, all length scales, velocities, and
times are normalized with respect to the length of the first cone, L = 0.1016 m, a freestream velocity U∞ =
2073 ms−1, and the characteristic time required for the undisturbed flow to travel along the first cone, L/U∞,
respectively. Similarly, a total temperature of 1907 K and a maximum pressure of 1425 Pa of the low-Re
case are used to normalize the temperature and pressure values.
6.1 Predictions of Linear Stability Analysis
Steady laminar flows were obtained in the Reynolds number range examined in this work. Close to con-
vergence to a steady state, curve-fits of the DSMC signal were performed in order to extract the (non-
112
Figure 6.1: Variation of the decay rate of the least damped eigenfunction with Re number. The black square
represents an unsteady flow of M=11.27 for the hollow flare configuration with 45 degrees taken from Ref. [8].
dimensional) damping rates, σ. The result is shown in Fig. 6.1 for the low, moderate, and high-Re number
plus one additional case corresponding to a pressure of 6.6 Pa. As expected, the damping rate of the least
damped global eigenmode is seen to decrease systematically, as the Reynolds number increases. The effect
of the curve-fit parameters on the estimation of σ was monitored and the variation of σ at each Reynolds
number is shown as an error bar in Fig. 6.1. This variation was found to be associated with the choice of
different macroscopic flow variables at different locations in the field and the use of a relatively large number
of DSMC particles in a background cell ensured that the flow was adequately resolved and did not affect the
damping rate estimation, or the applicability of the residuals algorithm. Once the decay rates were estimated
at randomly chosen times during the exponential decay of the DSMC signal, the 2× 2 system (5.8-5.9) was
solved to compute the amplitude functions of the components of the least damped global mode eigenvector,
qˆr(x, y) = (uˆ, vˆ, Tˆtrn, Tˆrot, Tˆvib, Pˆ )
T . The amplitude functions have been computed at all Reynolds numbers
studied and normalized with the corresponding aforementioned scales. Results for the three Reynolds num-
bers are shown in Figs. 6.2 - 6.4. It is emphasized that using values of σ within the error bars shown in
Fig. 6.1 does not alter the spatial structure of the amplitude functions shown.
The most noteworthy feature of the least damped global mode is that, at all Reynolds numbers examined,
the spatial distributions of the amplitude functions of its components closely follow both the strong shock
and the outline of the laminar separation region of the underlying steady laminar base flow. Based on the
comparable magnitude of the amplitude functions and the common damping rate at the separation and bow
shock locations, it can be asserted that the entire primary shock and the laminar separation region at the
cone junction are strongly coupled with each other, emphasizing that any changes in any part of either of
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Figure 6.2: Normalised amplitude functions of least-damped linear global mode at Re=93,500 m−1. (a)
x-velocity field, uˆ; (b) y-velocity field, vˆ; (c) translational temperature, Tˆtrn; (d) rotational temperature,
Tˆrot; (e) vibrational temperature, Tˆvib; (f) pressure, Pˆ .
these will influence the other in a manner similar to that discussed in the earlier work of Ref. [128].
Specific features observed in the low Reynolds number amplitude functions concern the axial component,
uˆ, of the perturbation velocity, which is found to decrease inside the shock as well as in the separation region,
as seen in Fig. 6.2(a). The opposite behavior is observed for the radial component of the velocity perturbation,
vˆ, seen in Fig. 6.2(b). The effect of thermal nonequilibrium on the amplitude functions is also distinctive for
the three temperature perturbation components. The amplitude function of the translational and rotational
temperature perturbations, Tˆtrn and Tˆrot, seen in Figs. 6.2(c) and (d) are found to have an analogous spatial
structure as the velocity perturbations, which may be explained by the high relaxation rate of these two
modes. The sign change of the translational temperature downstream of the bow shock occurs because the
translational energy decreases suddenly due to thermal relaxation with the internal modes. In contrast, the
amplitude function of the vibrational temperature, Tˆvib, seen in Fig. 6.2(e), is practically confined in its
entirety within the separation region. Finally, the spatial distribution of the pressure perturbation, Pˆ , seen
in Fig. 6.2(f), clearly shows the same coupling between the primary shock system and the separation zone,
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Figure 6.3: Normalised amplitude functions of least-damped linear global mode at Re=187,000 m−1. (a) uˆ;
(b) vˆ; (c) Tˆtrn; (d) Tˆrot; (e) , Tˆvib; (f) Pˆ .
as well as streamwise periodic pressure perturbations on the downstream cone surface.
As the Reynolds number is increased, the above described features of the least damped global eigenmode
undergo qualitative changes in different regions of the domain as shown in Figs. 6.3 and 6.4. In Fig. 6.3,
a sign change in the amplitude function and the incipient presence of λ-shocklets may be observed. As
has been shown by Duck et al. [57] the interactions of self-induced acoustic and thermal disturbance waves
with shock waves and the hypersonic boundary layer can cause flow unsteadiness [57]. For the high Re
number case, note that a different grey scale is used to show the increased strength of the perturbations.
Shock oscillations appear on the bow shock, while the amplitude functions uˆ, vˆ, Tˆtrn, Tˆrot and Pˆ also connect
at the triple point shock perturbations with those in the (now substantially larger) separation zone. By
contrast, Tˆvib is again confined within the separation region, although at this Reynolds number this amplitude
function features additional peaks at the downstream cone wall; the latter could be interpreted as boundary
layer perturbations, although the resolution of the boundary layer at this Reynolds number is extremely
challenging.
However, perhaps the most striking common feature of the high-Re amplitude functions are the repeating
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Figure 6.4: Normalised amplitude functions of least-damped linear global mode at Re=374,000 m−1. (a) uˆ;
(b) vˆ; (c) Tˆtrn; (d) Tˆrot; (e) , Tˆvib; (f) Pˆ .
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Figure 6.5: Normalised vorticity in the azimuthal direction for the Re=93,500 m−1 case.
diagonal λ−shocklet structures between the two sonic lines, seen as a base flow feature in Fig. 5.1 and in
the amplitude functions in Fig. 6.4. These structures, further discussed in the next section, are attributed
to the existence of expansion and compression waves and their length extends further along the aft body as
the Reynolds number increases. It should be noted that the striation patterns downstream of the bow shock
for each Re case are found to be consistent with those present in the corresponding z−vorticity field, shown
in Fig. 6.5.
6.2 Momentum Potential Theory [1]
The physical mechanisms that drive unsteadiness in the flow at the highest Reynolds number case have been
analyzed using Momentum Potential Theory (MPT) to identify thermal and acoustic modes in the DSMC
results. In MPT, the momentum density term can be written as:
ρu = B −∇φ (6.1)
where the linear momentum density, ρu, can be decomposed into solenoidal (i.e. ∇ ·B = 0) and irrotational
(∇φ) components based on a Helmholtz decomposition. The solenoidal component, also known as the
hydrodynamic mode, can further be split into its mean (B = ρu) and unsteady portion (B
′
), whereas the
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scalar potential (φ) can be divided into acoustic (φA) and thermal (φT ) parts,
φ = φA + φT . (6.2)
Taking the divergence of both sides of Eq. 6.1 and using mass conservation, Eq. 6.1 can be written as:
∂ρ
∂t
= ∇2φ (6.3)
The constitutive relation for a single species flow can be written in the form of: [1]
ρ = ρ(p, S) (6.4)
where p is the pressure and S is the entropy. Since density is a thermodynamic state variable, its time
dependence can be associated with acoustic and thermal parts [1]. That is,
∂ρ
∂t
=
1
c2
∂p
∂t
+
∂ρ
∂S
∂S
∂t
(6.5)
where the first term on the RHS corresponds to the acoustic field and may be related to the acoustic portion
of the potential as,
1
c2
∂p
∂t
= ∇2φA (6.6)
and c is the speed of sound calculated based on the local temperature and specific heat ratio (γ) and the
second term on the RHS is associated with the thermal part of the scalar potential, as discussed by Doak [1].
In Ref. [125], it was shown that the exponentially decaying mode is the leading perturbation throughout
the domain, coupling in the separation, bow shock, and shear layer regions together through the global mode
amplitude function. Consequently, Eqs. 5.8–5.9 can be substituted into Eq. 6.3 to obtain
∇2φ = ρˆσeσt, ∇2φA = 1
c2
Pˆ σeσt (6.7)
where ρˆ and pˆ are the density and pressure amplitude functions of the least damped eigenmode. Therefore,
the amplitude functions calculated based on the time-accurate DSMC data can be used to determine the
scalar potentials.
In the work of Unnikrishnan and Gaitonde [61], Doak’s momentum potential theory was applied to a
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Large-eddy simulation of a turbulent jet expansion to analyze the contribution of acoustic, hydrodynamic,
and thermal disturbance modes to the perturbation energy. Equation 6.1 was expanded as:
ρu+ (ρu)′ = B +B′ −∇φ−∇φ′ (6.8)
where the bar and primed symbols represent mean and fluctuating (time-dependent) components and the
flow was assumed to be time-stationary, i.e.,
(1/2T )
∫ T
−T
ρ′(x, t)dt = 0. (6.9)
Since the mean solenoidal component, B, is equal to the mean potential density term, ρu, the fluctuating
momentum density term becomes
(ρu)′ = B′ −∇φ′. (6.10)
It should also be noted that Eqs. 6.1 and 6.10 are of the same form except that the overall flowfield (mean
+ fluctuating terms) are replaced with the corresponding fluctuating term. In our case, however, the flow is
not time stationary and Eq. 6.1 must be used.
To solve Eq. 6.7 using the DSMC solution, proper boundary conditions must be defined. A relatively
simpler case with an analytic solution in the cylindrical coordinates is presented in Appendix C for code
validation purposes. Since the momentum density at the domain outer boundaries and the cone surface have
reached steady state, consistent with the application of the residuals algorithm method, it can be assumed
that the irrotational component of the momentum density at the boundaries is zero and a Neumann boundary
condition was used along the r = 0 line since the cone configuration is axisymmetric, as shown in Fig. 6.6.
Similar to the work of Ref. [61], a “sponge zone boundary” was implemented to dampen outer disturbances.
The solution of Poisson’s equation was performed on a Cartesian mesh twice as coarse as the size of the
DSMC sampling cell with a constant spatial resolution of 401 intervals in the axial and radial directions.
Note however, that the DSMC collision cell size, which is smaller than the local mean free path, is about
a factor of 80 smaller than the Poisson solver mesh size. For the highest Re number case where there are
large density gradients in the flowfield, the Poisson mesh resolution was increased by a factor of two to test
the sensitivity of the solution to Eqs. 6.2 and 6.6. The largest percentage difference in the gradients of the
acoustic and thermal fields was found to be ∼ 30% and occurred only at the outer boundaries of the domain.
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Figure 6.6: Domain and boundary conditions for the Poisson solver.
6.3 Analysis of Flow Disturbances with MPT
The amplitude functions of the global modes presented in the previous section clearly show the co-existence
of features known from classic local linear stability theory, such as the generation of harmonic disturbances
behind a shock [60], sign changes in the amplitude function of the global mode along the strong bow-
shock [57], or the spatially amplifying shear layer seen in Figs. 6.2 through 6.4 (a-d) at all Reynolds
numbers examined, in addition to the previously unseen feature of the repeating diagonal structure between
the two sonic lines and the progression of λ-shock patterns beneath the shear layer, shown in Figs. 6.4(a-d)
and (f) at the highest Reynolds number results. All these structures have been found to be integral parts of
the amplitude function of a (single) linearly decaying global mode.
In this section, the flows are further analyzed without invoking the assumption of small-perturbations
but, rather, by applying MPT to the full field q(x, y, t) obtained from the unsteady DSMC simulation.
Figure 6.7 shows the radial and axial components of the acoustic and the axial component of entropy fields
at the lowest Re=93,500 m−1 case of the momentum density term defined in Eq. 6.1. The spatial variation
of the fields is found to be almost uniform but the radial and axial components of the acoustic field show
a sign change downstream of the bow shock. The magnitude of the thermal field is approximately a factor
of five lower in comparison to the acoustic counterparts and shows striation patterns in the shear layer
region and downstream of the bow shock that are consistent with those present in the vorticity field and
the corresponding amplitude functions. It should be noted that at these conditions the contribution of both
acoustic and thermal fields to the momentum density is small (i.e. B >>∇φA +∇φT ).
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(a) Radial derivative of the acoustic field (b) Axial derivative of the acoustic field
(c) Radial derivative of the thermal field (d) Axial derivative of the thermal field
Figure 6.7: Contribution of the normalized irrotational component to the momentum density at t=16.33 for
the Re=93,500 m−1 case. Here and in subsequent figures the blue lines show the shock locations and sonic
line and T denotes the triple point.
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In order to see the effects of Reynolds number on the spatial distribution of the acoustic and thermal
fields, the Reynolds number is increased by a factor two in comparison to the previous case. Figure 6.8
shows the variation of the axial and radial derivative of the scalar potential field. A comparison of Fig. 6.7
with 6.8 reveals that the spatial distribution of the acoustic, as well as the thermal field, are found to be
similar in most locations, see for example, 1.1 < z/L < 1.4, 1.1 < r/L < 1.3. However, in the vicinity of
the separation region and the region between A and B, shown in Fig. 6.8 (a) or (b), the structure is quite
different. In particular, there is a sign change in the acoustic field in this region which is at the same location
where the sign change in the amplitude functions occurs, as can be seen in the bow-shock region of Fig. 6.3
(f). A comparison of Fig. 6.8 (d) with Fig. 6.7 (d) suggests that the extent of the thermal component in the
vicinity of the separation region increases with Re due to shearing forces along the contact surface of the
separation region.
As the Reynolds number is increased further to the high−Re case, the region A-B-C-D where the acoustic
field changes sign grows, as shown in Figs. 6.9(a) and 6.9(b), and large acoustic and thermal potential
variations are seen in the vicinity of the separation shock. Moreover, the extent of the λ-shocklet structure
increases along the second cone surface, and their effect on the acoustic field becomes more prominent.
Alternating signs of the radial and axial components of the acoustic field in both this region and the separation
shock suggests that the striations in the bow shock are an outcome of the acoustic disturbances generated
at these locations. The interactions of the λ-shocklets with the shear layer creates acoustic disturbances
that can propagate in the upstream direction and interact with shock waves. This results in spatial changes
in the shock and sonic line structures similar to those seen in the inviscid solution of Ref. [24] as well as a
reflection of the acoustic waves and generation of the entropy and vorticity waves, as reported in McKenzie
et al. [59] Note that the sign change in the amplitude functions shown in the high−Re results of Fig. 6.4(f)
is consistent with the acoustic part of momentum density changing its sign in the bow shock, as seen
in Fig. 6.9(b). Figure 6.9(c) shows that the thermal component of the scalar potential is non-uniformly
distributed downstream of the bow shock. Most of the variations are in fact found in the vicinity of shear
layer indicated by blue-dashed lines, i.e. in the separation zone and along the supersonic stream on the second
cone surface. When the flow reaches steady state, the acoustic and thermal fields must vanish in order for
Eq. 6.1 to hold. As time progresses and the flow develops, both acoustic and thermal fields, indeed become
more uniform in the vicinity of the separation shock and the A-B-C-D region, as shown in Figs. 6.10(a) and
(b), respectively. This time progression results in a more stable shock structure, however, there are some
fluctuations at the cone shoulder due to a Kelvin-Helmholtz instability in the shear layer that remain.
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(a) Radial derivative of the acoustic field (b) Axial derivative of the acoustic field
(c) Radial derivative of the thermal field (d) Axial derivative of the thermal field
Figure 6.8: Time variation of the axial derivative of the acoustic field at 24.48 for the Re=187,000 m−1 case.
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(a) Radial derivative of the acoustic field (b) Axial derivative of the acoustic field
(c) Radial derivative of the thermal field (d) Axial derivative of the thermal field
Figure 6.9: Spatial distribution of the thermal and acoustic parts of momentum density at t=102 for
Re=374,000 m−1.
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(a) Axial derivative of the acoustic field (b) Axial derivative of the thermal field
Figure 6.10: Spatial distribution of the thermal and acoustic parts of momentum density at t=214.3 for the
Re=374,000 m−1
6.4 Kelvin-Helmholtz Instability in a Hypersonic Shear Layer
The results of both the linear stability analysis and the MPT show that there is considerable unsteadiness
in the shear-layer and bow-shock regions of the flow at the highest Reynolds number. Starting with the
shear layer region shown in Fig. 6.11, an FFT on the DSMC macroscopic parameters was performed. In
particular, Fig. 6.12 shows the time evolution of the axial velocity and translational temperature values and
the corresponding frequencies obtained by an FFT analysis of the probed data at three different locations
shown in Fig. 6.11. The frequency analysis reveals that the most dominant frequencies are observed between
45 and 70 kHz for both the translational temperature and axial velocity components. It should be noted
that similar dominant frequencies are seen in the other flowfield parameters but for the sake of the brevity
not shown.
Despite the discrepancy in flow geometry, these frequencies are in the same range as the values of 22 -
10 kHz, obtained in the experimental work of Martens et al. [129] for a supersonic two-stream, shear-layer
flow. It should be noted that in the latter work the pressure was a factor 80 higher than that in the present
work and the convective Mach number was 0.5. The convective Mach number can be defined as the ratio of
the convective speed of disturbance waves to the acoustic velocity [129], i.e.
Mc =
U1 − U2
a1 + a2
(6.11)
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where U and a are velocity and speed of sound and the subscripts 1 and 2 stand for the high speed and
low speed streams, respectively. It was found in the work of Martens et al. [129] that the most dominant
frequency decreased in the downstream region as the shear layer thickened. In the work considered in
this thesis, the dominant frequencies essentially remain the same in the two downstream conditions, but
the convective Mach number (0.32 - 0.185) and other macroscopic parameters change much more rapidly
between points 1 and 2. As shown in Fig. 6.11, organized, coherent and large structures are observed in the
shear layer, consistent with the experimental Schlieren image of Clemens et al. [130] for a convective Mach
number [131] of 0.28.
Defining the Strouhal number, St = fδwU1 , where δw is the length of the interaction of the local vortical
thickness, U1 is the velocity of the fast stream, and f is the dominant frequency, the Strouhal number range
obtained in our analyses is 0.2 ≤ St ≤ 0.37, based on δw1 = 6 mm, δw2 = 11 mm, a fast stream velocity of
1,589 m s−1 and 1,628 m s−1 and a frequency of 55 kHz for locations A-B and C-D of Fig. 6.11, respectively.
See Table 6.1 for more details. These may be compared with the St numbers obtained by Martens [129]
who obtained a value of 0.46 for a dominant frequency of 23 kHz, δw = 12 mm, U1 = 609 m s
−1 at 17 cm
downstream of the trailing edge. The agreement between our St values and theirs is good given the difference
in the flow conditions and geometries.
Table 6.1: Flowfield parameters in the vicinity of shear layer. Locations are defined in the inset of Fig. 6.11
Locations: A B C D
Axial position [m] 0.160 0.160 0.196 0.196
Radial position [m] 0.142 0.148 0.153 0.164
Density [gr/m3] 2.169 2.205 0.85 0.96
Pressure [Pa] 578 952 163 293
Speed [m/s] 1589 1142 1628 1416
Mach number 2.66 1.51 3.46 2.30
Speed of sound [m/s] 600 762 507 641
Streamline angle [deg] 30 34 10 11
Convective Mach number: A-B=0.32 C-D=0.185
6.5 Bow Shock Wave Oscillations
Previous studies [63, 64, 65] focused on shock/turbulent boundary layer interactions that cause unsteady
shock motions related to both upstream and downstream conditions. The interaction of upstream distur-
bances with shock waves results in the high shock-motion frequencies especially for the cases in which no
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Figure 6.11: Translational temperature difference between 224.5 and 214.3 superimposed probe locations in
the vicinity of shear layers for the Re=374,000 m−1 case. Note that the local vortical thickness is the radial
distance between A-B and C-D.
separation occurs [54]. On the other hand, the shock-motion frequency of separated flows is about two orders
of magnitude lower than the energetic scales of the incoming boundary layer [64]. Wu et al. [65] showed that
the unsteadiness of the separation point is highly correlated with the shock motion based on the results of
a DNS simulation for a Mach 2.9 flow over a 24◦ compression ramp. Characteristic low frequencies between
0.66 and 1.24 kHz were observed based on the peak value of pressure fluctuation near the separation point
shown in Fig. 2 of Ref. [65]. Assuming that the characteristic length is the size of the separation bubble [54]
and the velocity is based on the free-stream value, they obtained a Strouhal number of 0.03 ≤ St ≤ 0.042,
which was found to be in good agreement with the experimental work of Ref. [63] for a Mach 5 flow over the
compression ramp with a deflection angle of 28◦.
In the current work, an FFT analysis was performed on the probed data at different locations in the bow
and separation shocks to characterize the bow shock oscillation of the highest Reynolds (4X Re) number case.
Figure 6.13 shows the time history of various flowfield parameters such as the axial and radial velocities,
the translational and internal temperatures, and pressure values at location 47 shown in Fig. 6.4(a). The
amplitudes are found to be very small, suggesting that the mean of the flow parameters is not changing in
time. This is consistent with the probed data shown in Fig. 6.13 where the mean was found to be almost
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(a) Translational Temperature, at location 2 (b) Axial Velocity, at location 2
(c) Translational Temperature, at location 3 (d) Axial Velocity, at location 3
(e) Translational Temperature, at location 5 (f) Axial Velocity, at location 5
Figure 6.12: Translational and axial velocity fluctuations and corresponding frequencies for the Re=374,000
m−1. Note that the locations are shown in Fig. 6.11.
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constant between 4.25 and 6.75 ms. Oscillations around the mean for all flowfield parameters are distinctive
except for the vibration temperature shown in Fig. 6.13(e). In particular, the vibrational mode is found to
be frozen in the bow shock as can also be seen in Fig. 6.4 (e) due to the large number of collisions required for
thermal relaxation to the translational mode. Therefore, the frequencies obtained through the FFT analysis
of the vibrational temperature are spread over the entire region and essentially produce a signal of statistical
noise. On the other hand, the FFT analysis on the other DSMC macroparameter signals reveals that there
are two dominant frequencies observed in the bow shock motion with the values of about 2 and 5.5 kHz and
corresponding periods of 0.5 and 0.2 ms, respectively. These time periods are comparable with the run time
of many facilities, making it somewhat difficult to observe this oscillating shock feature in some experiments.
Note that the existence of common periods in all macroparameters suggests that not only are the DSMC
time-accurate calculations performed in an accurate manner, but also, the flow quantities are coupled to
each other. It is consistent with the results of the residual algorithm where the residual amplitude decays
with a common time-dependent function, close to steady state.
To investigate the origin of the oscillations more closely, three additional probed data sets of the trans-
lational temperature and axial velocity in the bow shock and the corresponding frequencies are shown in
Fig. 6.14. It should be noted that the white color in Fig. 6.4 represents an exponential decrease of the flow-
field parameters whereas the dark color corresponds to an exponential increase. Consistent with Fig. 6.4(c),
the translational temperature increases exponentially at location 50, as shown in Fig. 6.14 (e). It should be
noted that probe 43 is located two sampling cells (i.e. 5.9×10−4 z/L) upstream of location 44 shown in the
inset of Fig. 6.4 (c) with a blue and red square respectively. At location 43, the translational temperature
decreases due to the downstream movement of the shock. On the other hand, the axial velocity increases in
contrast to location 50 where shock moves in the upstream direction in time with relatively small oscillations.
As can be seen in Fig. 6.14(f), the frequencies of 2 and 5.5 kHz observed at probe 47 also exist in these
locations, however, their amplitude is somewhat lower under the effect of the large amplitude of f=0 kHz
corresponding to the exponential term. Similar analyses were performed for the probe data of 34 and 35
located in the separation region and shear layer respectively, as shown in Fig. 6.15. Due to the enlargement
of the separation zone in time, the axial velocity component at these locations is found to decrease whereas
the translational temperature increases in the separation shock. It is interesting to note that the previously
observed frequencies of 2 and 5.5 kHz in the bow shock are observed at these locations too, showing that
these flow features are coupled together.
The dominant frequency observed in the bow and separation shock motions is about 2 kHz, the size of the
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separation is 81.4 mm, and the freestream velocity is 2,073 m s−1, yielding St = 0.078, which is approximately
a factor of two larger than those reported in Refs. [65, 63]. Despite the different Mach number, due to the
larger deflection angle of the second cone with a value of 55◦ with respect to the horizontal axis, and the
fact that the present work is performed in laminar conditions, the size of the separation region in the present
work is found to be about three times larger than the value of 27 mm in Ref. [65]; this in turn results in a
larger Strouhal number. However, if the arguments presented in Ref. [64] are followed, increasing the Mach
number would result in a lower value of St, such that the value in the present work would be expected to
be less than that reported in Wu et al. [65]. The explanation could lie in that the effect of the size of the
separation region dominates over that of the Mach number, resulting in an about two times larger Strouhal
number in the present work, compared with that reported in Refs. [63, 65].
6.6 Concluding Remarks
Time-accurate DSMC calculations were performed to characterize the unsteadiness of hypersonic flows over
an axisymmetric cone at Ma=16 and a range of different Reynolds numbers. The amplitude functions
calculated based on the damping rates of the least damped eigenmode showed that flow features such as the
separated flow region, the bow- and the λ-shock structures are part of the same single global mode and are
strongly coupled. Momentum potential theory was then used to analyze the nature of the changes in the
bow shock structures and the momentum density was decoupled into thermal and acoustic contributions.
For the lowest Reynolds number case, the spatial distribution of the acoustic and thermal fields downstream
of shock wave was found to be fairly uniform. On the other hand, due to the increase of pressure in the
underexpanded jet region for higher Reynolds number cases, more prominent λ-shocklets appear along the
second cone surface. It was observed that these structures are an outcome of the acoustic disturbances
generated in the vicinity of the separation region and λ-shock patterns. For the highest Reynolds number
case, the thermal component of the momentum density was found to be large in the shear layer but the spatial
distribution of both acoustic and thermal disturbances becomes more uniform especially in the SLBLIs region
at later times. However, the variations at the cone shoulder are attributed to a Kelvin-Helmholtz instability
with the most dominant frequencies changing between 45 and 70 kHz, corresponding Strouhal numbers
varying between 0.2 and 0.37. Large-scale, organized, and coherent KH vortices are observed in the shear
layer since the convective Mach number is less than 0.32. A calculated Strouhal number of 0.08 corresponding
to the bow shock oscillations qualitatively agrees reasonably well with available experimental and numerical
work.
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(a) Translational Temperature (b) Axial Velocity
(c) Rotational Temperature (d) Radial Velocity
(e) Vibrational Temperature (f) Pressure
Figure 6.13: Time history of flowfield parameters (top subfigure) and corresponding frequencies (bottom
subfigure) at location 47 of Fig. 6.4 (in bow shock) for the Re=374,000 m−1.
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(a) Translational Temperature, Point43 (b) Axial Velocity, Point43
(c) Translational Temperature, Point44 (d) Axial Velocity, Point44
(e) Translational Temperature, Point50 (f) Axial Velocity, Point50
Figure 6.14: Translational and axial velocity fluctuations in bow shock and corresponding frequencies for
the Re=374,000 m−1. Note that locations are defined in Fig. 6.4.
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(a) Translational Temperature, Point34 (b) Axial Velocity, Point34
(c) Translational Temperature, Point35 (d) Axial Velocity, Point35
Figure 6.15: Translational and axial velocity fluctuations and corresponding frequencies for the Re=374,000
m−1.
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Chapter 7
Kinetic Modeling of Unsteady
Hypersonic Flows over a Tick
Geometry
Hypersonic separated flows over the so-called ”tick” geometry shown in Fig. 7.1, originally introduced by
Chapman et al. [18], have been studied for the first time using the time-accurate DSMC and global linear
theory. Two experimental cases being studied in the T-ADFA free-piston shock tunnel at UNSW Canberra[4]
were modeled. These two cases span a Knudsen number from transitional to continuum, a Mach number
of about 10, a free stream enthalpy from 10 to 3 MJ/kg, a Reynolds number varying by a factor of four,
and a leading edge geometry varied from sharp to one with a bevel of 0.2 mm. For the first time, the
time dependence of flow macroparameters on leading edge nose radius and Reynolds number are reported
using global linear theory. It was observed that the magnitude of the decay rate decreases with the leading
edge bluntness, which in turn, increases the required time to reach steady state. For the lower density/high
enthalpy case, it was found that surface fluxes were insensitive to chemical reactions, however, species diffu-
sion was found to influence the spatial distribution of species mole fractions and translational temperatures.
High-fidelity DSMC simulations showed that for the high density/low enthalpy case, the size of the separa-
tion region, which has significant effects on the surface parameters, is strongly time-dependent on the leading
edge bluntness and wall temperature even though the Reynolds number was only a factor of 4 larger than
the low density case. The formation of a secondary vortex was seen in about 2 ms for the sharp leading edge
whereas in the rounded leading edge geometry it formed at 0.7 ms. At steady state, the size and structure of
the separation zone, vortex structures, and surface parameters predicted by DSMC were found to be in good
agreement with CFD for the higher density case. Finally, linear stability theory showed that for some leading
edge shapes and flow densities the time to reach steady state was longer than the facility measurement time.
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7.1 Numerical Approach and Flow Conditions and General
Features
In this chapter, particle-based numerical analyses were performed using the DSMC [69] method. The running
gas is air and the corresponding VHS parameters of collision diameters and viscosity indices of each species
at a reference temperature of 1000oK were given in Table 2.1.
Figure 7.1: ’Tick’ geometry and dimensions of bevels. Note that |Ri(x,y)| is the radius of the bevel i whereas
x and y donate the center of the bevels in m.
Table 7.1 presents the two different freestream conditions studied in this work. The lower density case,
A2, has a larger stagnation enthalpy, providing an opportunity to test the influence of chemical reactions
on massively separated flows. The higher density case, condition E, has about a four times larger Reynolds
number compared to A2 case, enabling us to study the time characteristics of massively separated flows. It
should be noted that both these cases have regions of the continuum, transitional and slip regimes which
necessitates the use of a numerical approach applicable in such a wide Knudsen number spectrum. Addi-
tionally, the flow has been accelerated to high freestream velocities through the T-ADFA free-piston shock
tunnel, resulting in a vibrationally frozen flow. Therefore, the freestream vibrational temperature of each
species is different, as presented in Table 7.1. In particular, at the exit of the nozzle in the reflected shock
tunnel, the flow has a high level of thermal nonequilibrium and the NO produced could be potentially used
to measure the PLIF measurements of temperature and velocity field.
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Table 7.1: Free Stream Conditions [4]
Freestream Parameters: A2 E
Mach number 8.98 10.18
Static pressure, kPa 0.344 0.29
Velocity, m/s 4231 2514
Density, kg/m3 0.0021 0.0064
Number density, molec/m3 4.70× 1022 1.35× 1023
Stagnation enthalpy, MJ/kg 9.58 3.34
Unit Reynolds number, 1/m 3.28× 105 1.38× 106
Mean free path, m 3.58× 10−5 9.59× 10−6
Translational temperature, K 530 156
Rotational temperature, K 530 156
Test Name A2 E
Species N2 O2 NO O N2 O2 NO O
Vibrational Temperature, K 3230 1960 717 - 2593 1240 409 -
Mole fractions 0.707 0.103 0.055 0.135 0.757 0.185 0.047 0.0016
Table 7.2: DSMC Numerical Parameters
Numerical Parameters: A2 E
Total number of time-steps 100,000 2,500,000
Time step, s 2.5× 10−9 2.0× 10−9
Number of molecules in one simulated
particle 2.0× 1011 2.5× 1011
Number of simulated particlesa 5.61× 108 1.86× 109
Maximum number of
grid adaption in each background cell 60× 60 60× 60
Total number of collision cellsa 2.86× 107 1.16× 108
Number of background cells 680× 350 680× 350
Total computation hours (CPU hours) b 12,000 214,200
a at steady state
b ERDC Topaz and AFRL Thunder High-Performance Computing Systems
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The general nature of the flow structures for cases A2 and E are shown in Fig. 7.2. The resulting
flowfield for condition A2 shown in Fig. 7.2(a) has a diverse set of physical phenomena such as a Prandtl-
Meyer expansion fan which enhances the thermal nonequilibrium, a leading edge shock emanating from the
leading edge terminating at the triple point, and a shear layer emanating after the expansion and reattaches
on the compression surface. The change in the flowfield parameters such as density for condition A2 drops by
a factor of 64 near point 4 and increases by a factor 5 near location 16 with respect to the freestream value.
The curved profile of the shear layer can be observed for condition A2 due to larger viscous interactions.
Moreover, a small region of further expansion below the leading edge shock is present for condition A2.
Condition E, which has higher density value compared to condition A2, results in a more continuum-like,
sharper shock structure with a larger separation region, as shown in Fig. 7.2(b). The higher Mach number
causes a larger adverse pressure gradient, resulting in a larger separation region and a subsonic recirculation
region, as shown in Fig. 7.2(c).
The sharp gradients in these flow conditions result in a range of Knudsen numbers at different locations.
The local Knudsen defined as [69][16],
Kn local =
(
λ
ρ
√(
∂ρ
∂x
)2
+
(
∂ρ
∂y
)2)
(7.1)
where λ and ρ are the local mean free path and density, respectively is shown for the two conditions and a
geometry with a bevel in Fig. 7.3. It can be seen from Fig. 7.3 (a) that the Knudsen number increases up to
a value of 0.8 in the vicinity of the leading edge which coincides with the region where the density gradients
are the highest and shows that an appropriate numerical approach is needed to accurately simulate a flow
at such high Knudsen numbers. Once the bevel is added to the geometry, the maximum Knudsen number
observed in the flow decreases to a value of about 0.5 in the expansion surface and along the compression
surface. On the other hand, when condition E is used, the Knudsen number decreases significantly and the
flowfield field can be considered to be in continuum except for the leading edge and the shear layer.
To resolve these sharp gradients that result from a sudden expansion of the flow through the leading
edge and shock boundary layer interactions especially at the compression surface, the DSMC numerical
parameters are carefully selected to ensure that the presented results have no dependency on the numerical
parameters. Details of the correct numerical criteria for DSMC simulations were summarized in Ref. [132]
and the numerical parameters in this work were selected accordingly. Table 7.2 presents them for condition
A2 and E for the sharp leading edge geometry. Similar values were used for the bevel geometries.
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(a) Mach contours at Condition A2
(b) Computed Schlieren for Condition E
(c) Mach contours at Condition E
Figure 7.2: Predicted shock structure for the sharp leading edge case at steady state using DSMC simulations
in this work.
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(a) Sharp leading edge at condition A2 (b) Leading edge with bevel of R=0.2 mm at condition A2
(c) Sharp leading edge at condition E
Figure 7.3: Local Knudsen numbers calculated based on DSMC macroparameters using Eq. 7.1.
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Figure 7.4 shows local gas kinetic properties based on the numerical parameters presented in Table 7.2.
The SMILE code uses a two-level fixed size Cartesian grid, namely a coarse grid, or background grid, in
which the sampling of the flowfield parameters take place and a refined grid constructed by subdividing
background cells based on the local density gradient. In the present work, the number of background cells is
680 by 350 in the X and Y directions, respectively. As can be seen in the inset of Fig. 7.4(b), these number
of cells are sufficiently large to resolve macroparameters gradients, especially at the leading edge. Note that
the black rectangle at location A shows the same zoomed region in the inset. On the other hand, the size of
collision cells is adapted based on the local mean free path and the maximum number of cell subdivisions of
60× 60 are allowed for condition E. In particular, the number of subdivisions at locations A, B, and C are
121, 225, and 3600, respectively. Figures 7.4 (a) and (b) show the ratio of the local mean free path to collision
cell size for conditions A2 and E. As shown, the cell size is sufficiently small such that the aforementioned
ratio is larger unity throughout the domain. In particular, for condition E, this criterion is met except for a
small location of C with a value of about 0.8 where the shock interactions result in large density gradients.
Nonetheless, our earlier simulations showed that this does not have an influence on results. It will be shown
in Sec. 7.2 that the surface parameters are essentially the same for a degraded case for condition A2 with a
cell size larger than the case given in Table 7.2. In fact, for the degraded case, the ratio of the local mean
path to the size of collision cell becomes comparable with condition E shown in Fig. 7.4(b). Therefore, the
size of collision cells is small enough to calculate the collision frequency accurately.
Since the number of collision cells required to obtain a resolution on the order of a mean free path is
high, the corresponding number of simulated particles becomes very large especially for condition E where
more than 1.8 billion simulated particles were required. As shown in Figs. 7.4(c) and (d), the total number
of particles per collision cell in the shock region was found to be more than 15. More specifically, the number
of particles per species is about 11, 4 and 1 for N2, O2, and NO for condition E, consistent with the mole
fraction of each species given in Table 7.1. Similar to condition E, the number of particles for each species
especially per collision cell at location B is about 7, 15, 5, and 3 for O, N2, O2, and NO, respectively for
condition A2. Since the effects of chemical reactions are negligible for both cases, as will be discussed in next
section and NO is a trace species, the low number of NO particles has no impact on the overall results. The
number of particles for other species is sufficient since the majorant collision frequency algorithm is used and
gives correct transport properties of each species in the selection of collision pairs in this work [86]. Finally,
time steps of 2.5× 10−9 and 2.0 × 10−9 s were chosen such that the ratio of the mean collision time to the
time step is greater than unity, as can be seen in Figs. 7.4(e) and (f).
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Figure 7.4: Spatial distribution of numerical parameters for the sharp leading edge, a) and b) ratio of the
local mean free path to the length of collision cells, c) and d) the number of particles in collision cells, e) and
f) mean collision time normalized by the corresponding timestep given in Table 7.2 for condition A2 and E,
respectively. Locations of points A, B, and C are the same for both conditions A2 and E.
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7.2 Effects of Bevel Size on Flow Structure
The effects of the leading edge bluntness on the size of the separation and the nonequilibrium are found to
be significant for the lower density case. Figure 7.5 shows the spatial distribution of the structure of the
separation zone and translational temperatures at condition A2. It can clearly be seen that the size of the
separation zone strongly depends on the bevel radius. In particular, the separation zone for the sharp leading
edge case (Fig. 7.5(a)) is confined to a small region in the vicinity of the vertex and the separation point
moves in the upstream direction and the reattachment point shifts towards the downstream direction with
increasing bevel size. Due to the presence of the leading edge shock and the compression region caused by
the second surface, the translational temperatures in the downstream region of the leading edge are increased
(i.e. between location A and B of Fig. 7.5(b)). In particular, when a larger bevel configuration is used, a
localized bow shock occurs and changes the leading edge structure, resulting in an elevated temperature
field in the vicinity of the leading edge, as can be seen in Fig. 7.5(c) and (d) (locations D and E). As shown
in Fig. 7.2(a), the region between the leading edge shock and the shear layer experiences an expansion
region where the temperatures slightly decrease at location C of Fig. 7.5(b). For the higher bevel size, the
temperature values are found to decrease significantly in the expansion region due to interactions with the
cold wall and the increase in the interaction time. The translational and vibrational temperatures for each
species can be seen in Figs. 7.6 and 7.7, respectively. The translational temperature field shows only a slight
difference between each species due to the high relaxation rate of the translation mode. It should be noted
that the translational temperatures of atomic oxygen in the vicinity of the reattachment point were found to
be lower in comparison to the other species. This can be attributed to the fact that due to the smaller atomic
oxygen diameter, few number of collisions take place. Therefore, the high-temperature region (between 5,000
- 6,000 K) does not reach in the upstream direction for atomic oxygen. On the other hand, the vibrational
temperature field shows considerable variations due to the difference in freestream initialization given in
Table 7.1 and the low relaxation rate of the vibrational mode. These results emphasize the nonequilibrium
nature of the flow.
Due to high vibrational temperatures, the vibrational energy may not fully accommodate especially for
cold metallic surfaces during the short interaction time of molecules with the surface [133]. Therefore, to
model a more realistic gas-surface interaction, an incomplete vibrational accommodation of 0.1 is used. In
Fig. 7.8, the vibrational temperature field shows slight variations in the vicinity of the vertex where the flow
residence time is highest. Nonetheless, the overall flow structure is essentially unchanged when Fig. 7.5(a)
and Fig. 7.9(a) are compared. In other words, the effect of the surface vibrational accommodation coefficient
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Figure 7.5: Structure of separation zone superimposed onto the spatial distribution of translation tempera-
tures for a-) sharp at steady state, b-) bevel R=0.015 mm at steady state, c-) bevel R=0.1 mm at 0.95 ms,
d-) bevel R=0.2 mm at 1.25 ms, condition A2. Note that c and d contain 2000 timesteps samples after the
specified time.
Figure 7.6: Translational temperature of species for non-reacting air case with sharp leading edge case at
condition A2 for a-) O, b-) N2, c-) O2, d-) NO.
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Figure 7.7: Vibrational temperature of species for non-reacting air case with the sharp leading edge at
condition A2 for a-) N2, b-) O2, c-) NO.
is found to be negligible on the size of the separation region (and the surface parameters as discussed below),
consistent with the previous work of Ref. [134].
Since the translational temperature was expected to reach a high value of about 5000 K as verified in
Fig. 7.5, the aforementioned chemical reactions were modeled to determine their effect on flowfield and surface
parameters. However, when the non-reacting and reacting simulation results are compared, see Fig. 7.5(a)
and Fig. 7.9(b), for the sharp leading edge configuration, the temperature field is essentially the same in the
separation and reattachment regions. It should be noted that the translational temperatures for the reacting
air case are somewhat lower downstream of the oblique shock emanating from the leading edge because the
endothermic chemical reactions remove energy from the flow.
Finally, for case A2 we consider the effect of tick geometry and non-reacting versus reacting air species
on mole fraction distributions. Figures 7.10 and 7.11 compare mole fractions of each species for sharp
and rounded leading edge configuration for condition A2. As shown in Fig. 7.3, the sharp leading edge
configuration has a region of relatively high Knudsen number. This results in increased mean collision times
making the diffusion process more predominant. The atomic oxygen species, which has the smallest molecular
weight, increases in the expansion region compared to its free stream value, whereas the other species mole
fractions show the opposite trend. As shown in Fig. 7.11, these effects are diminished when the geometry
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(a) αvib =1 (b) αvib =0.1
Figure 7.8: Spatial distribution of vibrational temperature of the flow mixture for the fully and partially
accommodated vibrational energy at condition A2 for the sharp leading edge case.
(a) Incomplete vibrational coefficient (b) With chemical Reactions
Figure 7.9: Translational temperatures and structure of streamlines for the sharp leading edge geometry at
condition A2.
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with a bevel size of R=0.2 mm is used due to a decrease in Knudsen number, as shown in Fig. 7.3. When
chemical reactions are modeled, the dissociation of oxygen molecules results in an increase in the atomic
oxygen mole fraction and the exchange region given in Eq. 2.6 slightly increases the mole fraction of NO while
decreasing the concentration of nitrogen molecules in the expansion region, as can be seen by comparison of
Fig. 7.12(b) with Fig. 7.10(b). It should be noted that because the effect of the molecular oxygen dissociation
reaction dominates over the exchange reaction, the overall mole fraction of atomic oxygen decreases, as can
be seen by comparing Fig. 7.12(a) with Fig. 7.10(a). The chemical production of NO molecules in the A2
flow is sufficiently small such that reduction of the translation energy of the flow due to chemistry is not
appreciable. However, the predicted distribution of NO mole fraction is important for interpreting PLIF
measurements.
Figure 7.10: Mole fractions of species for the non-reacting air case with the sharp leading edge at condition
A2 for: a-) O, b-) N2, c-) O2, d-) NO. Contours range was chosen based on the mole fraction of species in
freetream given in Table 7.1.
In Chapter 5, the size and structure of the separation region were found to be strongly dependent on
Reynolds numbers. In particular, increasing Reynolds number results in a larger separation region and
a secondary vortex in the vicinity of the double-cone junction. Similarly, for the tick geometry, a higher
density case, condition E, provides an opportunity to test the effects of Reynolds number on the size of the
separation region. Figure 7.13 (a) shows that condition E yields a larger separation region in comparison to
the lower density case of A2 due to larger adverse pressures on the compression surface. Therefore, the cold
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Figure 7.11: Mole fractions of species for non-reacting air case at condition A2 with the leading of the bevel
R=0.2 mm, a-) O, b-) N2, c-) O2, d-) NO.
Figure 7.12: Mole fractions of species for the reacting case for the sharp tick model at condition A2, a-) O,
b-) N2, c-) O2, d-) NO.
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temperature region for the higher Reynolds number case of condition E is larger. In contrast to condition A2
shown in Fig. 7.5(a) where only a primary vortex exists in the separation zone, there is a secondary vortex
at the vertex at 1.2 ms for condition E. For the case with a bevel R=0.1 mm, Fig. 7.13(b) shows that the
size of the secondary vortex is larger in comparison to the sharp leading edge case which has a significant
effect on surface parameters and time characteristics of the flow, as will be discussed in the next section.
A comparison of the insets of Figs. 7.13 (a) and (b) reveals that the presence of the bevel with a radius
of 0.1 mm shifts the separation point in the downstream direction. Lastly, since the effect of the chemical
reactions was found to be negligible on the size of the separation region for the higher stagnation enthalpy
of A2, it was not modeled for the lower stagnation enthalpy of condition E. Similarly, a smaller Knudsen
number for condition E results in a lower degree of thermochemical nonequilibrium, and therefore, the effect
of incomplete vibrational accommodation and diffusion would be negligible at condition E.
(a) at 1.2 ms, sharp leading edge geometry (b) 0.725 ms, with the bevel of R=0.1 mm
Figure 7.13: Translational temperatures and streamlines for different geometric configurations at condition
E.
7.3 Sensitivity of Surface Parameters to Geometry and Flow
Models Near Steady State
After examining the effects of the leading bluntness, an incomplete vibrational accommodation coefficient,
and chemical reactions on temperatures and the size and structure of separation zone, surface fluxes and slip
at conditions A2 and E are investigated next. As shown in Fig. 7.14(a), in the region from x=0 to x=0.03
m, as the bevel size increases the surface pressure values also increase since the size of the separation become
larger as shown in Fig. 7.5. On the other hand, there is a slight decrease around at x=0.04 m caused by
the fact that the recompression shock moves in the downstream direction, as can be seen in Fig 7.14(a).
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Moreover, once the surface temperature is increased from 300 to 800K for the bevel size of 0.2 mm, the
pressure profile behaves approximately as if the bevel size is increased leading to a larger separation region.
Moving to the surface heating profile, a similar trend is observed as the bevel size is increased, as shown
in Fig. 7.14(b). In the leading edge region, the heat fluxes increase with bevel size. The heat fluxes increase
after x=0.02 m much more rapidly compared to the pressure profile. It should be noted that increasing the
surface temperature has a similar effect with an effective bevel size increase between x=0.02 and x=0.05 m.
However, when the vibrational accommodation coefficient is changed from full accommodation (αvib =1.0)
to incomplete accommodation (αvib =0.1), the surface pressure and heating profiles remain the same. As
shown in Figs. 7.14(c) and (d), the surface pressure and the heating profiles are also the same regardless of
whether chemical reactions are modeled. Lastly, when the DSMC collision cell resolution and the number
of particles are decreased by a factor of 2 (”degraded”) with the timestep increased by a factor of 1.6, the
surface pressure and heating values remain essentially the same, as can be seen in Figs. 7.14(c) and (d). This
shows that the DSMC numerical parameters presented in Table 7.2 generate converged solutions.
Similarly, the effects of the chemistry modeling and vibrational incomplete accommodation coefficient do
not appear to influence the velocity slip profile, as shown in Fig. 7.15 (a), for condition A2. The velocity
slip reaches considerably high values especially near the leading edge of the sharp tick geometry, associated
with the higher Knudsen number as shown in Fig. 7.3. However, once a bevel of 0.015 mm is introduced,
the velocity slip decreases in magnitude in the vicinity of the leading edge, since the local Knudsen number
decreases with the bevel, as can be seen in Fig. 7.3 (b). As shown in Fig. 7.15 (b), the vibrational temperature
jump significantly increases when the vibrational accommodation coefficient is changed from αvib =1.0 to
αvib = 0.1. However, due to a low relaxation rate between the vibrational and translational modes, the
translational temperature jump is not affected by the change in the vibrational accommodation coefficient.
For case E, the coefficient of skin friction at steady state for the sharp leading edge case is found to
be in a very close agreement with the CFD computations of Khraibut et al. [10] for the most of the sharp
and R = 0.1 mm bevel cases, as shown in Fig. 7.16(a). Some discrepancies are observed at x=0.05 m for
the sharp leading edge geometry where the leading edge shock interacts with the recompression shock. The
maximum percentage difference between the CFD and DSMC data is about 15% which can be attributed to
difficulties related with resolving sharp gradients at this location for both approaches. The maxima for the
blunt leading edge case has a tendency to decrease and to move in downstream. It should be noted that the
DSMC data is at 2.5 ms and the flow does not reach steady state, as will be shown in the next section, yet
they are compared with the steady state CFD solution [9]. The discrepancy at x=0.06 m for the bevel case
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(a) Surface pressure, a at steady state, b sampled between 0.125
and 0.2 ms
(b) Heat flux, a at steady state, b sampled between 0.125 and
0.2 ms
(c) Surface pressure, at steady state (d) Heat flux, at steady state
Figure 7.14: Variation of surface parameters with a) and b) bevel radius, c) and d) for the sharp leading
edge with chemistry and the incomplete vibrational accommodation coefficient at condition A2.
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(a) Velocity slip at steady state (b) Temperature jump at steady state, sharp leading edge
Figure 7.15: Variation of surface parameters with vibrational accommodation coefficient, chemical reactions
and bevel at condition A2
can be attributed to the difference between the time-dependent DSMC solution with the steady state CFD.
However, overall, the DSMC and CFD solutions are in good agreement.
Lastly, Ref. [9] analyzed the effects of velocity slip and temperature jump by performing CFD calculations
with and without a slip model. It is interesting to compare the calculated slip values of CFD with DSMC
since for DSMC, velocity slip and temperature jump are natural outcomes of gas-surface interactions. As
shown in Fig. 7.16(b), the calculated CFD slip values are found to be lower in magnitude as compared to
the corresponding DSMC values especially at the leading edge and reattachment locations. This could be
the reason behind the differences in surface parameters. On the other hand, both methods agree well at
other locations and show a substantial decrease near the vertex due to the existence of the secondary vortex.
Consistent with the decrease of the local Knudsen number for the bevel geometry, as shown in Fig. 7.3, the
leading edge bluntness has a diminishing effect on the slip values especially at the leading edge. As can
be seen in the inset of Fig. 7.16(b), the velocity slip becomes negative near the leading edge due to high
reversed velocities and relatively large Knudsen numbers for the sharp leading edge case. In contrast, for the
rounded leading edge, the slip velocities are almost zero at the separation point due to high viscous effects
associated with a temperature increase after the leading bow shock as shown in Fig. 7.16(c). A comparison
of the structure of streamlines for the sharp and rounded leading edge reveals that the flow immediately
separates after the leading edge whereas it separates further downstream for the rounded leading edge case.
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Similar to the velocity slip, the estimated CFD temperature jump values under predict those of DSMC for
the sharp and rounded leading edge configuration, as shown in Fig. 7.16(d).
7.4 Unsteady Behavior of Expanded Flows over the Tick
Geometry
In Chapters 5 and 6, the unsteady DSMC signal was post-processed to obtain the damping rate of the least
damped global eigenmode, the amplitude function of the corresponding eigenmode, and the steady-state
solution. In Ref. [132], increasing the Reynolds number for hypersonic shock-dominated nitrogen flows over
a double cone results in a decrease in the magnitude of the damping rate, which, in turn, results in an
increase of the required time to reach steady-state. A similar approach is used here to determine the time
characteristics of massively separated flows with different bevel sizes.
Figure 7.17 shows the time variation of pressure for different leading edge configurations in the vicinity of
the vertex for condition A2. Note that only the pressure field is shown since other flowfield macroparameters
such as velocity and temperature fields have a similar time-dependency. It can be seen that the pressure
signal for the different geometric leading edge configurations decays in an exponential manner with different
rates. This implies that the required time to achieve a steady state solution is different for all cases. In
particular, the sharp leading edge case immediately reaches steady state in less than 0.1 ms whereas the
bevel size of R=0.015 mm case requires about 0.2 ms to obtain a time-independent solution. The larger
bevel sizes, however, do not reach a steady state solution even at 1.0 ms which is approximately two times
longer than the duration of the experiments for condition A2.
A similar DSMC signal analysis was performed for the higher Reynolds number case, condition E for the
sharp and rounded bevel of R=0.1mm radius at the leading edge geometries. Figure 7.18 shows the time
variation of the flow field quantities at location 6 near the leading edge separation point where the boundary
layer becomes somewhat thicker for the sharp leading edge and the bevel of R=0.1 mm. Overall, the flow
field parameters keep changing in time and the flow does not reach the steady state even for a time period
about four times the duration of the experiment for the sharp leading edge, as can be seen in Fig. 7.18(a).
The rounded leading edge case shows a similar time-dependent behavior and the flow does not reach steady
state at 2.5 ms, as shown in Fig. 7.18(b). The location where the y-component of the velocity changes its
sign can be used to determine the time when the secondary vortex forms. For the sharp leading edge, the
secondary eddy can be seen at about 2 ms at location 6 whereas in the rounded leading edge case it occurs
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(a) Skin friction (b) Velocity slip
(c) Streamlines superimposed onto translational temperature in
the vicinity of the leading edge.
(d) Temperature jump
Figure 7.16: Comparison of surface parameters calculated with DSMC and CFD [9] at condition E for sharp
and rounded leading edges.
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Figure 7.17: Time variation of pressure in the vicinity of the vertex (location 22, shown in Fig. 7.2) for
different leading edge configurations at condition A2.
earlier at about 0.7 ms. The pressure values show a strong time dependency whereas the other flowfield
parameters seem to be changing slightly especially for the sharp leading edge case after 2.5 ms.
Based on the probed data at location 6, the formation of the secondary vortex, known as a Moffatt eddy,
is captured by the DSMC method at the vertex where the number density is three times lower than the
condition E freestream. Running the case further in time reveals that the small secondary vortex seen in
Fig. 7.13(a) becomes larger and moves towards the leading edge of the ’tick’ geometry in time, as shown
in Fig. 7.19(a). At the location of the secondary vortex, the translational and rotational temperature (not
shown) values decrease compared to the earlier time due to additional collisions with the cold wall and with
larger density values. Similarly, the vibrational temperature (not shown) is found to decrease in time due to
further relaxation of the translational and rotational modes. A comparison of Figs. 7.19(a) and (b) reveals
that for the rounded leading edge geometry the cold region of the secondary vortex is larger. Moreover, the
formation of a tertiary vortex at x=0.025 m can be seen in the inset of Fig 7.19(b) and will have a significant
effect on the time convergence of the rounded leading edge geometry flow.
In contrast, the sharp leading edge solution almost reaches steady state at about 5 ms. The size and
location of the secondary vortex are found to be in very good agreement with recent CFD calculations [10, 9]
at steady state as shown in Fig. 7.20(a). Similarly, as shown in Fig. 7.20(b), the translation temperatures
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(a) Sharp leading edge (b) Bevel R=0.1 mm
Figure 7.18: Time variation of probed data at location 6 in Fig. 7.2(b) in the vicinity of the vertex at
condition E.
are found to be in good agreement, and the small differences at locations A and B can be attributed to the
relatively large Knudsen number regions shown in Fig. 7.3(c). It should be noted that the DSMC solution
captures more spatial variation compared to the CFD solution which is somewhat smeared out in the shear
layer.
(a) at 5.0 ms, the sharp leading edge (b) 2.5 ms, the leading edge with bevel of R=0.1 mm
Figure 7.19: Translational temperatures and superimposed streamlines at later times for the sharp and
rounded with the bevel of R=0.1 mm leading edge geometry for condition E.
Returning to the time characteristics of the unsteady probed data, in order to correlate the exponential
decay rates with the linear stability theory, the residual algorithm [84] was used. Similar to Chapter 5,
perturbations are assumed to be two-dimensional and stationary, and can be represented in the form of
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(a) Streamlines (b) Translational Temperature
Figure 7.20: Comparison of the separation zone structure and the translational temperature of DSMC and
CFD at steady state for condition E with the sharp leading edge. Note that the CFD data was provided by
Amna Khraibut [10] through a private communication. The US3D code [11] with an implicit time integration
scheme was used to obtain the CFD result.
Eq. 5.7. Due to statistical fluctuations of the macroparameters, an exponential curve fitting tool was used
to obtain the decay rate of the least damping rate [132, 135, 117]. The curve fitting results (not shown)
indicate that the estimated dimensional damping rates based on the pressure values inside the separation
zone (locations 6 and 22) are -24,170 and -22,290 s−1 calculated between a starting sampling time t1=0.04
ms and end of the sampling time t2=0.125 ms at condition A2 for the sharp leading edge geometry. The
magnitude of the decay rate decreases with leading edge bluntness which in turn increases the required time
to reach steady state. In particular, the decay rates for the leading edge geometry with the bevel of 0.2
mm for condition A2 are found to be -2124 and -2034 s−1 (t1=0.5 ms, t2=1.0 ms) at locations 6 and 22,
respectively.
Similarly, for condition E at the higher Re numbers and for the sharp leading edge geometry, a single
damping rate of σ=-650 s−1 is calculated based on the DSMC signal between t1=2.5 ms and t2= 5.0 ms
and is approximately constant for different locations in the domain and for different flow field parameters,
q = (u, v, Ttrn, Trot, Tvib, P )
T , as can be seen in Fig. 7.21. Note that only the time variation of pressure,
x-velocity, translational temperature fields at specified locations are shown. The other flowfield parameters
are also found to be in a good agreement with the single damping rate and not shown for the sake of brevity.
It should be noted that at location 14, the differences between the flowfield parameters, especially for the
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x-field velocity and fitted curve, are somewhat larger. This could be attributed to the presence of other
modes in the SWBLI region. Based on the trend seen for condition A2, it is expected that the magnitude of
the decay rate of the least damped eigenmode would decrease further for condition E with a bevel geometry.
Figure 7.21: Time variation of flowfield parameters at specified locations 6, 12, and 14 that are in the
secondary separation zone, in the vicinity of the reattachment point, and the triple point for the sharp ’tick’
geometry for condition E.
After obtaining the corresponding decay rate for conditions A2 and E, the converged steady-state solution
can be estimated through the solution of the 2x2 system at t1 and t2 using Eq. 5.7. The corresponding
amplitude functions for condition A2 are shown in Fig 7.22. For the velocity components, a single structure
is observed starting from the leading edge and traveling along the shear layer. On the other hand, the
translational and rotational fields have a double structure confined to the same region. Due to the coupling
between the separation zone and the recompression shock, the amplitude functions are generally found
to be larger downstream of the reattachment shock. In contrast, for condition E, the presence of the
secondary separation alters the spatial distribution of the amplitude functions considerably, especially inside
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Figure 7.22: Amplitude functions of flowfield parameters for the geometry with the bevel of R=0.2 mm at
condition A2 a-) uˆ(x, y), b-) vˆ(x, y), c-) Tˆtrn(x, y), d-) Tˆrot(x, y), e-) Tˆvib(x, y), f-) pˆ(x, y)
the separation zone. As shown in Fig. 7.23, significantly wide regions at the primary laminar separation zone
labeled as 1, 2, and 4, and in the vicinity of the reattachment point (i.e. location 3) occur. The existence of
local maxima in the perturbation velocity, temperatures and pressure components of the eigenvector in the
laminar separation bubble shows the feature of a centrifugal instability, as commonly seen in a multitude of
flows in which a vortex core is present [124]. This is the first time that this behavior has been identified and
simulated for a hypersonic expansion flow.
Higher amplitude functions, especially in the vicinity of the reattachment point, result in longer time
variations of the surface parameters. As shown in Fig. 7.24 (a), the maxima of the surface heating profiles
moves downstream and increases in time for condition A2 with the bevel of 0.2 mm, due to the movement of
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Figure 7.23: Normalised amplitude functions of flowfield parameters for the sharp geometry at condition E
a-) uˆ(x, y), b-) vˆ(x, y), c-) Tˆtrn(x, y), d-) Tˆrot(x, y), e-) Tˆvib(x, y), f-) pˆ(x, y)
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the triple point in the downstream direction. It should be noted that the time variation between 0.25 and 1.0
ms is discernible in comparison to that between 1.0 and 1.25 ms, showing that the flow still has not reached
steady state. Similarly, for condition E, Fig. 7.24(b) shows that the maxima of the heat flux values shifts in
the downstream direction in time. It was observed that the heat fluxes at 4.6 and 5 ms are essentially the
same, indicating that the magnitude of the residuals becomes small and one can make a comparison between
the steady state CFD and the time accurate DSMC solutions. As shown in Fig. 7.24(c), the surface pressure
coefficient is found to be essentially the same for the DSMC solution at 5.0 ms with CFD whereas DSMC
predicts a slightly higher surface coefficient of pressure. Taking the short duration of the experiment into
account, which is approximately 1.2 ms, our time-accurate DSMC data at 1.2 ms agrees somewhat better
with the experiment. Both calculations, however, show some discrepancy with the experiment especially
for the prediction of the maxima. In particular, the underprediction of the numerical simulations can be
attributed to the instrument limitation of pressure transducers [9].
7.5 Concluding Remarks
Hypersonic leading edge separated flows were investigated by using the time-accurate DSMC method for low
and high density tick-geometry cases. The effect of the leading edge bluntness was found to be significant
on the flowfield and surface parameters for both cases. As the bevel size increases, the size of the separation
region was also found to increase whereas the temperature and velocity slip values decrease due to the
decrease in Knudsen numbers, especially at the leading edge. The effects of the chemistry modeling and
vibrational incomplete accommodation coefficient where found to have little influence on the surface pressure
and heat fluxes for case A2. On the other hand, for the same case, a higher surface temperature resulted in
a larger separation region.
For the first time, the unsteady behavior of leading edge separated flows with different leading edge con-
figurations were studied by applying the residual algorithm in order to obtain the average damping rate and
amplitude function of the least damped eigenmode. The magnitude of the decay rate was found to decrease
with the leading edge bluntness which, in turn, increased the required time to reach steady state for case
A2. For the sharp leading edge and lower density case A2, the flow reaches steady state in less than 0.1 ms
whereas a value of 1.0 ms, comparable with the run time of the experiments, was insufficient to achieve a
steady-state solution for the larger bevel sizes even at these lower densities. The magnitude of the corre-
sponding amplitude functions was found to be larger in the shear layer and downstream of the reattachment
point for both cases. The formation of the secondary vortex resulted in larger amplitude functions in the
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(a) Heat Flux at condition A2, bevel R=0.2 mm (b) Heat Flux at condition E, sharp
(c) Pressure coefficient at condition E, sharp, data: * Ref. [10],
** Ref. [9].
Figure 7.24: Time variation of surface parameters.
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separation zone for the higher density case E, causing larger time variations of the surface parameters. Since
the effects of the wall temperature and leading edge bluntness impact the time characteristics of flow, it is
important to understand how experiments with short measurement times may affect our conclusions regard-
ing leading edge roughness and variable surface temperatures. Nonetheless, the structure of the streamlines
and surface pressure values obtained from the DSMC simulations were found to be in good agreement with
CFD at steady state for the higher density case. However, these flows are dominated by their expansion
behavior and whether this conclusion holds for strong shock compression flows still needs to be studied.
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Chapter 8
Modal Analysis with POD on
Hypersonic Flows over the Double
Wedge
The time characteristics of an Edney Type-IV shock-dominated hypersonic separated flows over a double
wedge geometry for different gas compositions are studied using the time accurate DSMC and WPOD
methods. Near steady state, we find that the POD modes can be correlated with the global modes predicted
by linear stability theory. The WPOD analyses show that the first mode for each flow quantity outlines
the corresponding steady state solution and that higher spatial POD modes are pronounced in the bow
shock, separation and transmitted shocks and shear layers, thereby coupling these regions. The temporal
modes corresponding to each macroscopic flow quantities are observed to have the same decay rates. The
effect of three types of gas compositions – non-reacting molecular nitrogen, non-reacting air consisting of
molecular nitrogen and oxygen, and reacting air with oxygen dissociation and the N2 + O exchange reactions
– on flow stability are considered. Nonequilibrium thermochemical effects are found to change the shock
structures, the size of the separation region and the time required to reach steady state. The decay rate of
the least damped eigenmode for the chemically reacting air case is found to be smaller in comparison to the
non-reacting air case since the translational temperatures downstream of the bow shock are lower due to
endothermic chemical reactions. The simulated heat fluxes and shock standoff distance are found to be in
qualitative agreement with recent experiments.
8.1 Flow Features of SWBLIs Modeled by DSMC
In this chapter, the DSMC method [69] is applied to hypersonic separated flows over a double wedge con-
figuration for reacting species. Figure 8.1 shows the complex SWBLIs and time-dependent flow features
captured by DSMC that will be discussed further in Sec. 8.3 for three chemical systems. To specifically
quantify the unsteadiness in those regions of the flow that theory and previous simulations indicate strongly
effect the global time evolution, we placed “numerical” probes at selected locations. Figure 8.2 shows one
such location, the triple point, where it can be seen that there are dramatic changes in the time dependency
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(a) Nitrogen at 0.1 ms (b) Nitrogen at steady-state
(c) Non-reacting air case at 1.275 ms (d) Reacting air case at 2 ms
Figure 8.1: Transient shock structure for different gas species based on computed Schlieren in this work.
of maroparameters such as temperature, velocities, and pressure for the same free stream conditions but
different chemical compositions. Because these flows are unsteady, however, and since they do not exhibit
the simple exponential decay that we observed in our earlier non-reacting nitrogen flows over a double-cone,
as discussed in the previous chapters, the determination of the locations where numerical probes should be
placed would require a pre-run simulation and a large amount of trial and error. The objective of this work
is to apply a proper orthogonal decomposition (POD) [74] technique to extract time characteristics of DSMC
particle data throughout the entire flowfield.
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(a) Nitrogen (b) Non-reacting air (c) Reacting air
Figure 8.2: Time variation of flowfield parameters in the vicinity of the triple point (see location 1 in Fig. 8.1).
Red arrows indicate the time intervals where the WPOD algorithm will be applied.
8.1.1 Flow Conditions
Hypersonic shock dominated flows with a Mach number of about 7 over a 30/55-deg double-wedge config-
uration with different gas species were modeled to see the time characteristics of flows. Experiments were
conducted in the high expansion tube (HET) facility on the double-wedge by Swantek and Austin [21] and the
impact of thermochemical effects on SWBLI by changing the chemical composition from nitrogen to air and
the stagnation enthalpy of flow were investigated. In this work, the flow conditions were borrowed from the
experiment (i.e. the M7 8 case of Ref. [21]); however, the freestream number density is decreased by a factor
of about 8 in comparison to the experiment since our previous findings revealed that the experimental case
does not reach steady state for both 2-D and 3-D geometric configurations for the runtime of the experiment
(i.e. 0.242 ms), as discussed in Chapter 4. It should be noted that other freestream parameters are kept the
same with the experiment and the freestream conditions used in the current work are presented in Table 8.1.
Therefore, the lower density case, recently modeled for the running gas of nitrogen with a 3-D model by
Sawant et al. [83], is the target problem to reduce the DSMC computational cost using a 2-D model and to
ensure that the flow reaches steady-state for three different cases. For the nitrogen case, elastic and inelastic
internal relaxation reactions were modeled. It should be noted that the stagnation enthalpy of 8 MJ/kg is
relatively low and the dissociation reactions of nitrogen would be negligible and therefore are not modeled in
the current work. On the other hand, owing to the lower bond energy of oxygen molecules in comparison to
that of nitrogen, the dissociation reaction of oxygen given in Eq. 2.5 is modeled with the exchange reactions
O atoms with N2 molecules given in Eq. 2.6 and this configuration is called the reacting air case. In order to
see the effect of the chemical reactions on the flowfield parameters more closely, these chemical reactions were
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deactivated and only molecular elastic and inelastic collisions between molecules were allowed to quantify the
effect of molecular transport and thermochemical nonequilibrium. This configuration is called non-reacting
air case.
Table 8.1: Free Stream Conditions for different cases
Freestream Parametersa:
Mach number 7.14
Temperaturesb, K 710
Static pressure, Pa 98
Velocity, u∞, m/s 3812
Number density, molec/m3 1.0× 1022
Stagnation enthalpy, MJ/kg 8.0
Unit Reynolds number, 1/m 5.22× 104
Mean free path, m 1.64× 10−4
Knudsen number 3.24× 10−3
a The mass fraction of air is 79% N2 and 21% O2 for both reacting and non-reacting cases.
bin thermal equilibrium (Ttrn=Trot=Tvib)
8.2 DSMC Numerical Parameters
Since the strong shock interactions and flow separation result in a wide Knudsen number range, the numerical
parameters of DSMC were correctly selected to model molecular interactions and chemical reactions. As
presented in Table 8.2, more than 1 billion computational particles are used for the 2-D simulations to provide
a sufficient number of particles for background and collision cells. As discussed in detail in Ref. [132], SMILE
uses a two-level Cartesian mesh, particularly the background (coarser) and the collision (finer) grids. In this
work, 800×800 evenly distributed background cells in the x- and y-directions are used to capture large flow
gradients in the flowfield parameters. It should be noted that the sampling of macroparameters takes place
in the background cells which provides enough statistics for the sampling of macroparameters at a single
time step. The refined collision grid is constructed by subdividing background grids and for the current
work, the maximum number of subdivisions in a background cell is 30×30 in the x- and y-directions. As will
discussed next, this number of collision cells are sufficient to calculate the majorant collision frequency [86]
accurately. Since the freestream number density is the same for all the cases, the most challenging case of
the reacting air in terms of DSMC numerical parameters is discussed in detail.
Figure 8.3 shows the spatial distribution of the DSMC numerical parameters for the reacting air case.
As shown in Fig. 8.3(a), the collision cell size is sufficiently small such that the ratio of the local mean free
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Table 8.2: DSMC Numerical Parameters for the simulations.
Numerical Parametersa: Nitrogen Non-reacting Air Reacting Air
Number of simulated particles 1.45× 109 1.288× 109 1.258× 109
Total number of time-stepsb 350,000 420,00 670,000
Total number of collision cells 90.5× 106 41.4× 106 26.65× 106
Total computation hoursc (CPU hours) 59,700 75,600 115,200
aAt the end of the simulation
cERDC Topaz High Performance Computing System with 960 processors
path to the length of collision cells (i.e. λ/∆x) is larger than unity throughout the domain. In particular,
the minimum value of 1.2 in the separation region meets the DSMC criterion for shock dominated flows [34].
Similarly, a timestep of 3×10−9 s was chosen such that the ratio of the mean collision time to the timestep
is greater than the unity throughout the domain, as shown in Fig. 8.3(b). Figure 8.3(c) shows that the
number of particles in collision cells inside the shock region is about 40, providing about four computational
particles per collision cell for the trace species of atomic oxygen, as can be seen in Fig. 8.3(d). This number
of particles is sufficient for the majorant collision algorithm [86] to model the exchange reaction accurately.
A relatively smaller number of particles per collision cell downstream of the shocks for the nitrogen and
non-reacting air cases (not shown) with respective values of 15 and 30 are used since no chemical reactions
were modeled for these cases. Therefore, as presented in Table 8.2, the number of collision cells is the highest
for the nitrogen case based on the fact that the total number of simulated particles are comparable for all
cases. Therefore, the amount of statistical fluctuations in a fixed background cell is also comparable since
the resolution of the background cell is the same for all cases. In particular, the standard deviations of
the x-velocity and translation temperature fields for the background cell located at A (see Fig. 8.3(a)) are
14.62 ms−1 and 18.53 K with mean values of 3810.7 ms−1 713.95 K, respectively. Note that the average
number of particles over time at this location is about 1003. Since the total number of particles is large, the
amount of statistical noise for the translational temperature field is about 2.6% of the mean. Further noise
reduction will be attempted with the WPOD method, as will be discussed in next.
8.3 Temporal Change of Shock Structures and Surface Fluxes
With these conditions, the principal shock-shock interaction features for different gases obtained in the
DSMC simulations are seen in the computed Schlieren image shown in Fig. 8.1. Overall, the figure shows the
oblique shock formed at the first wedge which interacts with the detached bow shock generated by the second
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Figure 8.3: Spatial distribution of numerical parameters for the reacting air case at 2 ms: (a) ratio of local
mean free path to the length of the collision cells, (b) mean collision time normalized by the timestep, (c)
number of particles for all species in collision cell, (d) number of O particles in collision cell.
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wedge. These outer shocks are further modified by a strong separation zone resulting from large adverse
pressure gradients and the associated separation and reattachment shocks resulting in a time-dependent
flowfield with coupled features such as the triple point, shock impingement, boundary layer interactions, and
shear layers. Viscous forces are prominent at the shear layers formed in the vicinity of the separation region
and between the supersonic flow coming through the oblique shock and subsonic flow after the strong bow
shock. The interaction of the oblique and bow shocks creates a transmitted shock which reflects between the
second wedge surface and the shear layer, resulting in a λ-shocklet that shows a time-dependent behavior.
A comparison of Figs. 8.1(a) with (b) reveals that the separation shock moves upstream due to an increase
in the size of the separation zone for the nitrogen case. The λ-shocklet becomes more obscure in time due
to the movement of the triple point. These coupled interactions also depend on gas species. As can be seen
in Figs. 8.1(c) and (d), the triple point is found to be closer to the wedge shoulder for the non-reacting
and reacting air cases. The size of the subsonic region after the bow shock is found to be similar for the
non-reacting and reacting air cases but less in comparison to the nitrogen case which can be attributed to
chemical reactions and molecular interactions between oxygen and nitrogen. As can be seen by comparing
Fig. 8.1(d) with Fig. 8.1(b), the interaction of the transmitted shock with shear layer results in a larger
gradient and pressure values for the reacting air case.
The time evolution of the shock structure has significant impacts on the surface parameters as well. As
can be seen in Fig 8.4(a), the heat fluxes at around x=0.03 m decrease in time due to the increase of the
separation zone for the nitrogen case. The maxima shifts in the downstream direction with a decrease in
its magnitude associated with a weaker shock interaction. A similar trend can be seen in Fig. 8.4(b) for
the reacting air case. Note that there is a sudden decrease at around x=0.049 m at 0.075 ms, as opposed
to the nitrogen case where the heat fluxes almost monotonically increase along the second wedge surface
until the maximum value. This can be attributed to the differences in the size of the separation. More
specifically, for the nitrogen case, a larger separation zone prevents the transmitted shock from interacting
with the boundary layer of the second wedge. Therefore, there is no trace of the transmitted shock on the
heat fluxes for the nitrogen case. A similar trend can be seen by comparing Fig. 4.10 with Fig. 4.14(a) in
the DSMC calculations where the number density is higher by a factor of eight than the current cases while
other freestream parameters and the geometry are the same. Note that as will be discussed in the next
section, although the time characteristics of the nitrogen and reacting air cases are different, a comparison
at 0.1 ms indicates that the maximum heat transfer rate for the reacting air case is somewhat larger than
that for the nitrogen case due to the fact that the interaction of the transmitted shock with the boundary
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layer results in a gradient which in turn increases the maximum value, as shown in Fig. 8.4(c) with the solid
green line. A similar trend was seen in the experiments of Swantek [82], even though the density of both air
and nitrogen experiments were larger by a factor of eight than the current DSMC calculations. Nonetheless,
the measured and calculated heat fluxes are found to be qualitatively similar and scale in magnitude. In
particular, the aforementioned trend at about x=0.05 m exists in the experiment of air as well. Also, the
measured maximum value for the air case is higher than that of the nitrogen case. It should be noted that the
current calculations do not model surface catalytic reactions because there are relatively fewer dissociation
events. However, catalytic reactions can further increase the surface heating rates at higher stagnation
enthalpies, as discussed in Ref. [72].
However, the difference between the maximum of heat fluxes for the nitrogen and non-reacting cases
decreases near convergence, as can be seen in Fig. 8.4(d). In fact, a small difference of 15% can be attributed
to the endothermic dissociation and exchange reactions removing the energy from the flow, which in turn
results in a decrease of the maximum value for the reacting air case. Lastly, a comparison of the slip velocities
for different gas species is shown in Fig. 8.4(e). The DSMC method inherently captures velocity slip with
the Maxwell gas-surface interaction model, as opposed to CFD approaches. Since Knudsen numbers for
these cases are essentially the same, the slip values are also found to be the same for all locations except for
the separation point where the velocity slip becomes zero. In particular, near convergence, the calculation
based on the axial distance difference between the locations where slip values become zero predicts the size
of separation regions for the nitrogen, non-reacting air, and reacting air cases are 0.030, 0.029 and 0.027 m,
respectively. The size of the separation region for the reacting air case is smallest due to the effects of the
aforementioned chemical reactions. In particular, the decrease of the translational temperatures reduces
the adverse pressure gradient. Therefore, the overall size of the separation region is smaller than the other
cases. Similarly, a relatively smaller characteristic temperature of oxygen molecules presented (see Table 2.1)
results in larger vibrational temperatures after the bow shock for the non-reacting air case in comparison
to the nitrogen case. This, in turn, reduces the overall translational temperatures for the non-reacting air
case. Therefore, the size of the separation region is somewhat less in comparison to the nitrogen case.
This is consistent with the continuum steady calculations of Ref. [71] where the effects thermochemical
nonequilibrium of SWBLIs on a flat plate were investigated for an ideal vibrationally excited, but chemically
frozen gas (i.e similar to the non-reacting air case of the current work), and reacting cases.
To analyze the time dependency of SWBLIs more closely, the unsteady DSMC signal at critical locations
was post-processed to obtain the damping rate of the least damped global eigenmode, the amplitude function
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(a) Heat fluxes for nitrogen in time (b) Heat fluxes for reacting air in time
(c) Comparison of heat fluxes for the experi-
ment [82] and the density degraded cases at 0.1
ms
(d) Heat flux comparison for different gases
(e) Velocity slip
Figure 8.4: Variation of surface parameters with different gas species, a at steady state, b at 1.275 ms and c
at 2 ms.
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of the corresponding eigenmode, and the steady-state solution in our previous works [132, 135, 117]. As
mentioned in the Introduction, the DSMC signal at location 1 of Fig. 8.1 in the vicinity of the triple point for
different gas species was monitored using numerical probes as was shown earlier in Fig. 8.2. For the nitrogen
case, although high frequency statistical fluctuations are still present, the flow seems to reach steady state
after 0.7 ms, as can be seen in Fig 8.2(a). For the non-reacting air case, the sinusoidal fluctuations are
observed after 0.7 ms, as can be seen in Fig. 8.2(b) and the flow does not reach steady state, although the
flow conditions and the treatment of the chemical reactions are the same with the nitrogen case. For the
reacting air case, these fluctuations shown in Fig. 8.2(c) become more prominent and the flow requires more
time in order to damp these fluctuations out in comparison to the nitrogen case. It should be noted that
in Chapter 4 the macroparameter sampling was conducted in batches. Therefore, these calculations are not
time accurate. Furthermore, the reacting air and nitrogen cases at eight times larger density were not run
until the flow reaches steady-state to compare the time dependency of these cases more closely. Therefore,
drawing such a general conclusion that the chemically reacting case requires more time to reach steady state
would be erroneous since Reynolds number play an important role on the size of the separation region and
the time characteristics of flows. In order to analyze this time dependency in a more accurate way with
reducing statistical noise, for the first time, the unsteady characteristics of the hypersonic separated flows
will be investigated using the WPOD method.
8.4 Window Proper Orthogonal Decomposition [2]
The POD method, introduced by Lumley [74], has been commonly used to extract dynamically important
features of turbulent flows and can also reduce high-dimensional data to lower dimensional approximate
solutions with the use of optimal sets of basis functions [77]. However, when the size of the data, n, is
too large, the classical POD method produces a n × n intractable eigenvalue problem [77]. To reduce the
computational burden, the method of snapshots [136] is an effective way of analyzing the temporal and
spatial characteristics of the flow field based on different discrete snapshots. In particular, the method of
snapshots reduces the problem to an Npod × Npod eigenvalue problem, where Npod is the number of time
windows or snapshots andNpod≪ n. Although the method of snapshots analyzes a smaller set of eigenvectors
in comparison to the classical POD method, the eigenvalues and eigenvectors of both methods are closely
related (see Ref. [77] for details). In this method, the F term is a stack form of a vector or a scalar field of
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the flow field parameters [77], q(x,y,t), and can be constructed based on discrete time windows. That is,
F (τ,x) =


q11 q
2
1 . . . q
Npod
1
...
...
...
...
q1n q
2
n . . . q
Npod
n

 (8.1)
where q = (u, v, Ttrn, Trot, Tvib, P, u1, v1, ..., u2, v2, ...) and the subscripts 1 and 2 represent the different gas
species (i.e. N, O, N2 , O2, NO) in this work. The covariance matrix, Cij , can be constructed with the inner
product of the F term. Namely,
Cij =
∫
F (τ i,x)F (τ j ,x)dx = FTF ∈ RNpod×Npod (8.2)
where i and j correspond to the different number of snapshots (i.e. i, j= 1, 2, 3 ... Npod). Then, the k
th
temporal mode, ak(τ), can be found by solving the eigenvalue problem of
∫
C(τ, τ ′) ak(τ
′) dτ ′ = λk ak(τ) (8.3)
where λ1 ≥ ... ≥ λNpod ≥ 0. The spatial part of the k th mode, φk(x) can be computed based on the
orthogonality relation. That is,
φk(x) =
∫
ak(τ) F (x, τ) dτ. (8.4)
After decomposing spatial and temporal parts, unsteady data can be constructed as:
m∑
k=1
ak(τ)φk(x) = F (x, τ) (8.5)
where m can be smaller than the number of snapshots, (i.e. m ≤ Npod) and represents the number of
dominant eigenmodes in the flowfield, , i.e.,
Npod∑
j=1
λj ≈
m∑
j=1
λj . (8.6)
A demonstration for decoupling the temporal and spatial parts of a one-dimensional convection-diffusion
equation with an analytic solution is presented in Appendix D to show the implementation of this method-
ology. After decoupling the temporal and spatial parts of any macroscopic flowfield parameters, these POD
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modes can be used to predict future states. These unsteady flow characteristics near convergence will be
investigated closely in the next section.
The application of WPOD to the DSMC method is quite rare. In the work of Kumar et al. [137],
WPOD was used to reduce the statistical noise in a DSMC simulation of a sonic jet expansion flow through
a divergent nozzle for a steady state flow. In DSMC, statistical fluctuations are inherent in the method
because each computational particle represents on the order of 1013 true atoms or molecules. After sufficient
collisions have occurred in a typical DSMC simulation, the flow has reached steady state, but, the particle
data is too noisy to provide meaningful macroparameters such as number density, temperature, velocities,
etc. Therefore, collisions are continued to increase sample size, and since the statistics are assumed to
be random, the magnitude of the fluctuations is inversely proportional to
√
N , where N is the number of
samples. Since the flows that are considered in this work are unsteady, ensemble averaging is performed
using large numbers of particles per sampling cell.
Turning to the double wedge, Fig. 8.5(a) shows the vibrational temperatures of nitrogen molecules,
corresponding to a single time step sampling of a DSMC calculation using the aforementioned numerical
parameters. The vibrational temperature field was selected since the degree of statistical fluctuations is
larger in comparison to other flowfield parameters, especially at the wedge shoulder where a strong thermal
non-equilibrium is observed downstream of the bow shock. The steady state solution, shown in Fig. 8.5(b),
was constructed using only one WPOD eigenmode for one hundred time windows, Npod=100, after the flow
reached steady state. The WPOD analysis used the same spatial resolution of the DSMC background cells,
i.e., the number of rows of the matrix in Eq. 8.1, n, was set equal to 800 × 800 = 640, 000. The use of a
single WPOD eigenmode is justified in Fig. 8.5(c), where it can be seen that the second and third mode
have zero mean. Therefore, these higher modes are not included since their magnitude is on the order of
the statistical noise. To clearly demonstrate the reduction in noise, Fig. 8.5(d) shows a comparison of the
vibrational temperatures extracted along the Tvib=3400 K contour in the strong bow-shock region calculated
using the WPOD approach versus values obtained using the usual DSMC sampling over different numbers of
time steps. It can be seen that the WPOD method using 100 frames (black line) corresponding to Fig. 8.5(b)
reduces the statistical noise to be as low as that of an average performed over 2,000 timesteps of DSMC
data. This shows that even apart from the need to use WPOD to characterize unsteady features in the
DSMC simulations, it is an effective algorithm for reducing statistical fluctuation with at least an order of
magnitude less data.
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(a) DSMC single time step sample (b) WPOD, 100 frames
(c) Temporal part of the WPOD method (d) Line comparison
Figure 8.5: Comparison of the spatial distribution of nitrogen vibrational temperatures using WPOD versus
statistical sampling.
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8.5 Temporal Analysis Using the WPOD Approach
As mentioned earlier, the time evolution in terms of spatial and temporal modes are considered for three
systems, pure nitrogen, non-reacting, and reacting air. The WPOD analysis was performed for 600-time
windows after 0.6 ms of flow evolution for the nitrogen case, whereas it was found that 450 snapshots were
sufficient to analyze the non-reacting air case, near convergence. When chemical reactions are considered in
the reacting air case, a larger number of time frames, 980, were required to capture all of the frequencies
over a time period of 0.54-2.01 ms. The WPOD algorithm was performed for the nitrogen and non-reacting
air cases over time intervals of 0.60-0.96 and 0.60-1.275 ms, respectively. These parameters will be referred
to as the baseline case.
8.5.1 Analysis of Time Evolution of Nitrogen Flows
The macroscopic flow parameters, q = (u, v, Ttrn, Trot, Tvib, P )
T , of the nitrogen flow are transformed to
orthogonal modes in order to study the manner in which the flows come to steady state and to eliminate
statistical fluctuations for trace quantities, as well. Figures 8.6-8.7 and 8.8 show the spatial variation of
three POD modes and the corresponding temporal parts, respectively. It should be noted that only the first
three modes are shown since the magnitude of the spatial parts for higher modes was found to be essentially
zero and the temporal parts of higher modes also have a zero mean with respect to time, corresponding to
statistical fluctuations. Therefore, three orthogonal modes are sufficient to represent the nitrogen flow this
close to steady state, during the time interval of 0.6 - 0.96 ms.
Starting with the first mode, a comparison of Fig. 8.6(b) with Fig. 8.9(a), shows that the spatial part of the
first mode for a flow macroparameter predicts the corresponding steady-state solution since the magnitude
of the first temporal mode is at least an order of magnitude higher in comparison to the second and third
modes, as can be seen in Fig. 8.8. Due to adverse pressure gradients at the second wedge surface, as can be
seen in Fig. 8.6(c), the flow separation reduces both the x- and y-velocity field significantly in the vicinity
of the hinge. Similarly, the strong shock interaction at x=0.055 and y=0.045 results in elevated pressure
values, as can be seen in the first of the pressure fields, as shown in Fig. 8.6. The first POD mode for
the translational and rotational temperatures are found to be similar due to high relaxation rates between
these modes, as can be seen by comparing Fig 8.7 (a) and (b). On the other hand, strong thermochemical
nonequilibrium can be seen in Fig. 8.7(c) where the vibrational mode is excited only at the upper part of
the second wedge.
The magnitude of the second and third modes for all macroparameters is higher in the bow, separation
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and transmitted shocks and the shear layer as can be seen in Figs. 8.6 and 8.7, indicating that most of the
time variation of the flow this close to steady state occurs at these locations. This is consistent with our
previous findings (see Ref. [135] and Chapter 6) where these flow structures were found to be strongly coupled
to each other, emphasizing that any changes at these locations can have an influence on other locations. The
second POD mode of Fig. 8.6 shows that the x-velocity component in the bow shock (i.e. all white region)
decreases in an exponential decaying manner, as can be seen in Figs. 8.8(a) and (b), whereas, the y-velocity
component (strong dark region) shows the opposite trend due to momentum gain in the y-direction. On
the other hand, both the x-and y-velocity components can be seen to decrease along the shear layer (i.e. all
white region) due to viscous effects. As shown in Fig. 8.6(c), at the separation point (S), the pressure values
tend to increase (strong dark region) in the third POD mode due. It should be noted that the dark color in
the velocity fields corresponds to a decrease in the third mode whereas the increase in the pressure values is
due to the fact that the temporal part of the velocity third mode increases exponentially for times greater
than 0.68 ms, in contrast to that for the pressure field, as shown in Fig. 7(c). Since the multiplication of
the temporal and spatial parts determines the overall time characteristics of modes, the third mode of the
pressure field increases after 0.68 ms at the separation point (S). The effect of thermal nonequilibrium can be
seen by comparing the inset of Fig. 8.7 (a) with Fig. 8.7 (b). The sign change downstream of the bow shock
for the second mode of the translational temperatures occurs since the translational energy decreases due
to thermal relaxation with the rotational and vibrational modes. The temporal changes for the vibrational
temperatures mostly occur in the shear layers, as shown in Fig. 8.7(c).
The temporal parts of the POD modes have similar time characteristics for different macroparameters,
as can be seen in Fig. 8.8. Particularly, the first and second modes either increase or decrease exponentially
in time, whereas, the third mode shows both increasing and decreasing trends. An exponential curve fit of
the form,
q(x, y, t) =
m∑
l=1
[
klφl(x, y) +Al e
σlt
]
(8.7)
is used between times t1=0.6 and t2=1.05 ms to obtain the decay rates, σ for different macroparameters.
The fit shows that the exponential decay rates, σ, for the x-velocity and translational temperature fields of
the three POD modes are the same, as presented in Table 8.3. Furthermore, using this fit data, the steady
state solution of each flowfield parameter, q¯, at t → ∞ can be predicted. In other words,
q¯ =
m∑
l=1
φlkl (8.8)
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(a) x-velocity, u
(b) y-velocity, v
(c) Pressure, P
Figure 8.6: Spatial distribution of POD modes for the velocity and pressure fields of nitrogen.
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(a) Translational temperatures, Ttrn
(b) Rotational temperatures, Trot
(c) Vibrational temperatures, Tvib
Figure 8.7: Spatial distribution of POD modes for the temperature fields for the nitrogen case.
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(a) x-velocity (b) y-velocity
(c) Pressure (d) Translational temperature
(e) Rotational temperature (f) Vibrational temperature
Figure 8.8: Temporal parts of the POD modes for non-reacting nitrogen case.
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Table 8.3: Coefficient of the data fitting for the nitrogen case given in Eq. 8.7
Fit# q t1-t2 [ms] k A σ[1/ms] GF
a
1 u 0.60-0.96 3750 1.101e+04 -12.17 0.94
2 u 0.60-0.96 -23.15 9.633e+04 -11.55 0.98
3 u 0.60-0.68 -21.98 1.984e+07 -21.52 0.97
3 u 0.68-0.96 11.58 -1319 -5.88 0.89
1 Ttrn 0.60-0.96 6416 -1.064e+05 -12.17 0.98
2 Ttrn 0.60-0.96 -126 5.261e+05 -11.5 0.98
3 Ttrn 0.60-0.68 111.5 -1.014e+08 -21.52 0.99
3 Ttrn 0.68-0.96 -59.2 6778 -5.88 0.96
a Goodness of Fit calculated based on adjusted R-square of Matlab
where the fit constants of kl are presented in Table 8.3 for the translational and x-velocity fields and m is
the number of POD modes required to represent the nitrogen flow and is equal to three. Using Eq. 8.8, the
y-velocity field at steady state is calculated and presented in Fig. 8.9(a). Based on the time behavior of
the temporal modes shown in Fig. 8.8, it can be estimated that the flow is close to steady state after 1 ms.
Therefore, 5,000 DSMC samples after 1.05 ms were taken to obtain a DSMC steady state solution. The
steady-state translational temperatures are calculated in a similar manner and are shown in Fig. 8.9(b).
(a) y-velocity (b) Translational temperature
Figure 8.9: WPOD predictions of steady state spatial distribution of the y-velocity and translational tem-
perature fields for the nitrogen case.
With an understanding of how the POD modes characterize the time dependence of flow macroparame-
ters, the calculated POD modes can be correlated with global modes since in this work they are calculated
when the flow is close to steady state. That is, the convergence of q(x, y, z, t) towards q¯(x, y, z) can be
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Figure 8.10: Percentage differences between the WPOD and DSMC solutions for the y-velocity field, calcu-
lated as: %=(v(x, y)POD -v(x, y)DSMC)/ u∞×100
estimated by the time evolution of temporal parts of POD modes. It should be noted that Eqs. 8.7 and 5.6
are in the same form when the waves are stationary (ωr = 0). Therefore, the exponential terms presented in
Table 8.3 for the temporal parts of the POD modes can be represented as the decay rates of global modes,
σ. Based on this, the decay rate of the least damped eigenmode, σl=3, can be estimated as -5.88 ms
−1.
The percentage differences between the WPOD and DSMC solution for the nitrogen case were examined
and it was found that there is a maximum percentage difference less than 3% in the bow shock region, as
can be seen in Fig. 8.10. This small discrepancy can be attributed to the fact that the second POD mode
is still somewhat active at 1.05 ms, as shown by the second mode of Fig. 8.6, but, it is also possible that
5,000 timestep samples are insufficient to reduce the DSMC statistical fluctuations to be less than 3% in this
region.
To verify that the previously estimated damping rates are independent of the number of snapshots used
in the baseline case, the number of WPOD snapshots is increased by a factor two and is designated as
”2X Resolution” in Fig. 8.11(a) where a comparison of the two primary temporal modes of the rotational
temperatures is shown. Perfect agreement is achieved between these two cases, demonstrating that the
previously shown temporal parts are independent of the number of snapshots used. Similarly, percentage
differences between these two cases for the first spatial mode of the rotational temperatures is shown in
Fig. 8.11(b) where the maximum difference is found to be less than 2%. Therefore, the number of time
windows is sufficient to capture the spatial variation and time evolution of the nitrogen flow. It should be
noted that the small striations seen in Fig. 8.11(b) as well as in Fig. 8.9(b) can be attributed to the variations
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of the number of particles in the background cells.
(a) Comparison of temporal modes (b) Percentage differences
Figure 8.11: Convergence of the WPOD time windows for the rotational temperatures of nitrogen molecules.
Figure 8.12 shows the spatial and temporal parts of six POD modes for the translational temperatures
of the nitrogen case calculated between 0.45 and 0.861 ms, providing an opportunity to investigate the time
dependency of the POD modes when an earlier time interval is used. A comparison of the first mode of the
translational temperatures of Fig. 8.12(a) with Fig. 8.7 shows that the spatial distribution is found to be
essentially the same since the first mode outlines the steady-state solution. As opposed to the baseline case
where the WPOD method was applied between 0.6 and 0.96 ms, the number of modes required to accurately
represent the flowfield parameters is now equal to six in contrast to the value of three for the baseline case.
Overall, most of the variations are found to be prominent in the bow shock and shear layers. It should also
be noted that the third mode of the baseline case shows a remarkable resemblance to the fifth mode of the
current case since these modes correspond to the least damped eigenmodes of global modes.
8.5.2 Effects of Multiple Species on POD Modes
After examining the time characteristics of nitrogen flow, the spatial and temporal characteristics of non-
reacting air flow over the same geometry is investigated in order to understand the origin of the sinusoidal
fluctuations shown in Fig. 8.2(b). An analysis similar to the nitrogen case was performed with 450 snapshots
between 0.60 and 1.275 ms. It should be noted that since chemical reactions are not active for this case, the
macroparameters of nitrogen and oxygen molecules are sampled independently and the WPOD algorithm
was applied separately for each of the macroparameter of these species.
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(a) Spatial first three modes
(b) Spatial 4th, 5th, and 6th modes
(c) Temporal first three modes (d) Temporal 4th, 5th, and 6th modes
Figure 8.12: POD modes for the translational temperature of nitrogen molecules calculated between 0.45
and 0.861 ms based on 275 snapshots.
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Figure 8.13 shows the POD modes of the translational temperature of nitrogen molecules in this flow
mixture. As opposed to the pure nitrogen case where three orthogonal modes were sufficient to represent the
time evolution of the flow after 0.6 ms, now nine modes are required for this case, although the magnitude
of the last two spatial modes is small. As can be seen by comparing the first mode of Fig. 8.13(a) to
Fig. 8.7(a), the spatial distribution of the translational temperatures is found to be similar and since the
first mode outlines the general features of the steady-state solution it is expected that the spatial distribution
of the translational temperatures at steady state will be similar for the nitrogen and non-reacting air cases.
As before, for higher modes, most of the spatial variations are found to be in the bow, separation, and
transmitted shocks and along the shear layer. In particular, the magnitude of POD modes is found to be
relatively larger at location R where the transmitted shock interacts with the boundary layer of the second
wedge. The aforementioned sign change in the bow shock due to the thermal nonequilibrium is also seen in
the translational temperature third mode (Fig. 8.13). Similar to the third mode of the nitrogen case, the
fourth mode of the non-reacting air case demarcates the separation shock and the shear layer. Consistent
with nitrogen, Fig. 8.14 shows that the magnitude of the second and higher POD modes for the x-velocity
field is higher at the shock interaction locations. Note that the other macroparameters for nitrogen as well
as oxygen show similar characteristics to the pure nitrogen case.
Figure 8.15 shows the corresponding temporal modes for the translational temperatures and the x-velocity
field. In contrast to the nitrogen case where three temporal POD modes damped out in an exponential
manner, there are sinusoidal fluctuations for the non-reacting air case consistent with the numerically probed
DSMC data shown in Fig. 8.2. Figures 8.15(a) and (b) show the time evolution of the most energetic three
modes and the corresponding fitted curves obtained using the form,
a(t) = k +
∑
i=1,2
[(Amicos(ωit)−Anisin(ωit)) eσit] (8.9)
where the coefficients are presented in Table 8.4 for the translational temperature of nitrogen. Table 8.4
shows that Eq. 8.9 well represents the temporal POD mode data for the first four POD modes, although
some discrepancies are observed for the higher modes where the goodness of fit deviates from unity. It should
be noted that the damping rates of σ1 and σ2, and the circular frequencies, ω1 and ω2, of each fit are found
to be essentially the same for nitrogen and oxygen but the coefficients of k, Am1, Am2, An1, and An2 vary
for each flowfield parameter.
As discussed previously, the POD modes can be used to calculate global modes at steady-state or any
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(a) First three modes
(b) 4th, 5th, and 6th modes
(c) 7th, 8th, and 9th modes
Figure 8.13: Spatial parts of the POD modes for the translational temperatures for the non-reacting air case.
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(a) First three modes
(b) 4th, 5th, and 6th modes
Figure 8.14: Spatial parts of POD modes for the x-velocity field for the non-reacting air case.
Table 8.4: Coefficients of curve fitting given in Eq. 8.9 for the translational temperatures of nitrogen for the
non-reacting air case∗.
Fit # k Am1 Am2 An1 An2 ω1 ω2 σ1 σ2 GF
1 5978 78.34 4.647e+05 -666.6 2.634e+05 22 -19.7 -3.891 -18 0.99
2 -66.33 905.5 -8.784e+06 -3640 -7.648e+07 22 21.47 -3.891 -18.5 0.99
3 12.79 23.74 -4.516e+06 -3967 7.651e+07 22 -32 -3.891 -18.85 0.98
4 17.98 3202 4.964e+06 -1625 2.457e+07 22 32 -3.891 -18.00 0.98
5 4.807 81.53 2970 8.106 -1.838e+04 22 58.19 -1.211 -8.044 0.64
6 1.721 -5.804e+07 6.057e+08 3.115e+07 -1.384e+08 27.73 58 -20.82 -23.6 0.8
7 -2.129 84.32 -254.1 -80.5 -275.6 27 44 -1.676 -2.7 0.57
∗The bold and italicized numbers represent the primary and the least damped eigenmodes, respectively
, here and in subsequent tables.
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(a) First three modes (b) 4th and 5th modes
(c) 6th and 7th modes (d) First three modes
(e) 4th and 5th modes
Figure 8.15: Temporal parts of the modes for the non-reacting air case: (a), (b), and (c) the translational
temperature for nitrogen and (d), (e) x-velocity for oxygen molecules.
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time for each flowfield quantity. Since all damping rates given in Table 8.4 are negative, the flow reaches
steady state for the non-reacting air case and the calculated steady-state solution using Eq. 8.8 for the
translational temperatures of nitrogen is shown in Fig. 8.16(a). Since Eqs. 5.6 and 8.9 have the same time
dependence, the POD modes can also be used to obtain global modes corresponding to the two-dimensional
traveling waves. Using Eqs. 8.5, 5.6, and 8.9 we can express the real and imaginary parts of the amplitude
functions as,
qˆr =
m∑
l=1
φl(x, y)Aml, and qˆi =
m∑
l=1
φl(x, y)Anl (8.10)
The real and imaginary parts of the eigenmode that corresponds to the given four POD modes are calculated
using Eq. 8.10 and are shown in Fig. 8.16(b) and (c), respectively. It should be noted that since the primary
four modes have a common damping rate and circular frequency (see Table 8.4), most of dynamical behavior
is determined by these four POD modes. It can be seen that the magnitude of both real and imaginary
parts is higher at the bow, separation, and transmitted shocks and shear layers, consistent with the trend
shown by the POD modes and the interactions of the transmitted shock with the boundary and shear layers
are distinctive in both real and imaginary amplitude functions. Lastly, the least damped eigenmode is
determined based on the highest decay rates (i.e. lowest in magnitude) of the POD modes, using the fifth
fit data in italic given in Table 8.4 and the corresponding amplitude functions are shown in Fig. 8.16(d)
and (e), respectively. Since the contribution of this POD mode to the dynamical behavior of the flow is
small, the magnitude of the amplitude functions is also smaller in comparison to the most dominant global
mode shown in Fig. 8.16(b) and (c). However, for flows at even higher Reynolds numbers, these modes may
contribute to even greater flow unsteadiness.
8.5.3 Effects of Chemical Reactions on POD Modes
Since chemical reactions remove heat from the flow we expect that they will have an important effect on
the way hypersonic, separated flows reach steady state. In this section we examine how the two chemical
reactions expected to be important for this Mach number, Eqs. 2.5 and 2.6, effect the POD and global
modes. Similar to the previous case, the WPOD method was applied to the time-variant DSMC data and
the spatial and temporal modes for each macroparameter were determined for the five chemical species of
N, O, N2, O2, and NO. Figure 8.17 shows the POD modes of the translational temperatures for nitrogen
molecules. Similar to the previous cases, the most dynamic parts close to steady state are found to be in
the bow, separation and transmitted shocks, and the separation region.
A comparison of the translational temperatures for the reacting versus the non-reacting air mixture,
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(a) Steady-state solution (b) Real part of the most dominant mode, qˆr
(c) Imaginary part of the dominant mode, qˆi (d) Real part of the least damped mode, qˆr
(e) Imaginary part of the least damped mode, qˆi
Figure 8.16: Spatial distribution of the translation temperatures at steady state and amplitude functions of
the non-reacting air case. Note that (b) and (c) are normalized with 5,000 K whereas (d) and (e) normalized
with 100 K.
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Fig. 8.17 with 8.13, shows that the spatial distribution of the POD modes is similar in many ways. In
particular, the spatial distribution of the second mode of both cases is similar in the shock regions. Also,
the shear layer in the vicinity of the separation region and the reflected shock can be seen to be active in
the third mode of both cases. However, some differences are observed downstream of the bow shock and
in the shear layer due to endothermic chemical reactions. In particular, as can be seen in the second mode
of Fig. 8.13, the dark grey region downstream of the bow shock (i.e. in the vicinity of location A) is more
localized in comparison to that for the reacting air case and the white region along the shear layer (i.e.
location B) extends further downstream for the non-reacting air case.
The spatial variation of the POD modes for trace species of N and NO, the products of the chemical
reactions, are shown in Fig. 8.18. As expected, the first three modes are active downstream of the bow shock
where the chemical reactions take place since the translational temperatures are high in this region. Although
the statistical noise seen in the second and third modes of Fig. 8.18 somewhat obscures the general features
of the modes, most of the spatial variations for the velocity field of N and the vibrational temperatures of NO
are found to be in the bow shock and shear layer. The statistical fluctuations can be attributed to DSMC
sampling cells having fewer number of particles.
The temporal parts of the POD modes and the corresponding fitted curves are shown in Fig. 8.19.
Similar to the non-reacting air case, the fitted curves for the primary three modes are found to be in
excellent agreement with the fit goodness of close to unity, as presented in Table 8.5. On the other hand,
some discrepancies are observed between the fitted lines and the POD data especially after 1 ms for higher
modes and can be attributed to statistical fluctuations of the DSMC method. Nonetheless, since the main
features of the reacting air are determined by these primary modes, based on the fact that the corresponding
amplitudes are approximately an order of magnitude higher, the effects of these discrepancies for higher
modes on the steady state solution and amplitude functions are negligible.
Similar to the non-reacting air case, the steady state solution for the reacting air case was calculated
using Eq. 8.8 based on the spatial and temporal parts of the POD modes given in Table 8.5. Figure 8.20(a)
shows that the spatial distribution of the translational temperatures for nitrogen molecules at steady state. A
comparison of Fig. 8.20(a) with Fig. 8.16(a) shows that although general features of the flowfield are similar
for both cases, the translation temperatures are reduced for the reacting air case because of the endothermic
dissociation and the exchange reactions. Similar to the non-reacting air case, the amplitude functions were
calculated using Eq. 8.10 and are shown in Figs. 8.20(b) and (c). The magnitude of the amplitude functions
is larger at the separation, bow shocks, and transmitted shocks, consistent with the non-reacting case shown
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(a) Spatial first three modes
(b) Spatial 4th, 5th, and 6th modes
Figure 8.17: POD modes for the translational temperatures of nitrogen for the reacting air case.
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(a) x-velocity for N atoms
(b) Vibrational temperature of NO molecules
Figure 8.18: Spatial POD modes for the trace species of N and NO for the reacting air case.
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(a) First three modes (b) 4th and 5th modes
Figure 8.19: Temporal modes of the translational temperature for nitrogen molecules for the reacting air
case.
in Fig. 8.16(b) and (c). This emphasizes that the sinusoidal fluctuations are dominant at these locations.
The ultraviolet emission spectroscopy and laser-induced-fluorescence of nitric oxide produced in hyper-
sonic, unsteady flows may provide important measurements of flow temperatures and velocities. Further
complicating the use of these flow diagnostics is the fact that generally experimental runtimes are less than
2 ms, which can make a one to one comparison simulations challenging. Figure 8.22 demonstrates the use of
the WPOD method to predict the time-accurate spatial distribution of NO vibrational temperatures close
to steady state and comparison of (a) and (b) shows that the statistical fluctuations are diminished substan-
tially. It was found that the decay rate and circular frequency of temporal POD modes for NO (not shown)
are essentially the same with that of the bulk flow, as expected. Therefore, although there is some remaining
statistical noise even after applying WPOD, it does not influence the definition of the POD modes.
A comparison of Figs. 8.22(b) with 8.5(b) shows that the spatial distribution of the vibrational tempera-
tures of NO is substantially different from that of N2. In particular, the maximum vibrational temperatures
for NO molecules occurs at location A of Fig. 8.22(b) downstream of the bow shock whereas the highest vi-
brational temperatures for nitrogen takes place even further downstream at location B shown in Fig. 8.5(b).
It should be noted that NO is initially produced by the exchange reaction downstream of the bow shock and
the translational and internal energies of nascent NO molecules are distributed based on the equipartition
theorem. Therefore, the NO vibrational temperatures, as well as rotational and translational temperatures,
are similar to the translational temperatures of nitrogen in the bow shock region, as shown in Fig. 8.20(a).
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(a) Translational temperatures at steady-state (b) Real part of the most dominant mode, qˆr
(c) Imaginary part of the dominant mode, qˆi
Figure 8.20: Spatial distribution of the translational temperatures at steady state and amplitude functions
normalized with 1000 K for the reacting air case.
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To investigate the thermal relaxation time more closely, a zero-dimensional DSMC relaxation calculation
was performed using the flow conditions at location A. The Larsen-Borgnakke (LB) model was used to de-
termine the probability of vibrationally energy exchange for each collision based on a vibrational relaxation
probability defined as Pv = 1/Zv where Zv is the vibrational relaxation number (Eq. 2.4) and is a function
of the characteristic temperature, θ, and temperature. Since Pv depends on the colliding species pair, the
corresponding relaxation time to equilibrium will also be different for each species in the flow. Figure 8.22(c)
shows the temporal evolution of the vibrational temperatures of nitrogen, oxygen, and nitric oxide molecules.
Initially, due to the cold freestream temperature and the strong bow shock the vibrational temperatures of
oxygen and nitrogen molecules are low with an approximate value of 2,000 K whereas the vibrational tem-
perature of nitric oxide molecules is 7,000 K and the calculations show that all relax to the local equilibrium
value of about 5,600 K. Since the Zv for nitrogen is the highest, it relaxes to the equilibrium temperature
about five times slower than O2, and 2 times slower than NO. Note that based on a distance of 0.035 m
along the streamline from A to B and the average bulk velocity of 1300 ms−1, the flow takes around 0.027
(dashed green) ms to travel from A to B. As can be seen in Fig. 8.22(c), the vibrational temperatures of
nitrogen molecules at 0.027 ms is about 4000 K, which is consistent with the value at location B of Fig. 8.5,
although the flow is expanding and the chemical reactions are taking place. Also, it can be seen that the
flow needs about 0.08 ms to reach thermal equilibrium. This implies that the flow is in a nonequilibrium
state within the computational domain and would need to travel three times longer distance than 0.035 m
to reach equilibrium which would be beyond the domain.
Lastly, the accuracy of the previously presented POD modes is tested by comparing the DSMC probed
data at location 1 shown in Fig. 8.1 with a solution constructed based on the POD modes using Eq. 8.5. It
should be noted that the DSMC probe data is recorded each timestep whereas the POD time windows are
written every 500 timesteps data for non-reacting and reacting air cases. As shown in Fig. 8.21, the DSMC
data in the vicinity of the triple point are found to be in good agreement with the POD solution, showing
that the presented POD modes in this work were determined accurately and the number of time windows
is sufficient to capture the time-dependent behavior. It should also be noted that the DSMC statistical
fluctuations are reduced significantly.
8.5.4 Effects of Thermochemical Nonequilibrium on Flow Evolution
The effects of thermochemical nonequilibrium are prominent in the temporal parts of the POD modes. As
shown in Table 8.5, the primary modes have a common decay rate of 1.716 ms−1 with a circular frequency
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(a) Non-reacting air case (b) Reacting air case
Figure 8.21: Comparison of translational temperatures at location 1 shown in Fig. 8.1 for the WPOD and
DSMC methods.
Table 8.5: Coefficient of the data fitting given in Eq. 8.9 for the translational temperatures of the reacting
air case.
Fit # k Am1 Am2 An1 An2 ω1 ω2 σ1 σ2 GF
1 5473 50.14 -3.424e+04 69.92 4.221e+04 18.75 22 -1.716 -13.97 0.97
2 -20.19 606.3 1.057e+08 939.4 -8.36e+07 18.88 22 -1.716 -24.98 0.99
3 -0.5651 451.8 -7.572e+07 -134.1 9.136e+07 18.75 22 -1.716 -25.69 0.99
4 14.63 -9172 -4219 1.836e+04 -441.8 -10 32 -7.4 5.54 0.74
5 -0.6585 -1.556e+04 212.1 -2.008e+04 -257 34.14 37.27 -8.945 -3.2 0.33
6 0.7595 240.4 -7.306 -61.62 2.824 -40 22 -2.726 -0.7 0.30
of 18.75 ms−1 for the reacting air case whereas the corresponding decay rate and circular frequency are
3.891 ms−1 and 22 ms−1 for the non-reacting air case in Table 8.4. This shows that the modeling of chemical
reactions decreases the magnitude of the decay rate almost by a factor of two, which in turn results in
an increase in the required time to reach steady state. A similar trend can also be seen in comparing the
nitrogen and non-reacting air cases. The effect of multiple species results in a decrease of the magnitude of
the decay rate. In particular, the decay rate of the least damped eigenmode for the nitrogen case is -5.88
ms−1, as presented in Table 8.3.
This important finding is consistent with the probed data shown in Fig. 8.2 where it can be seen that the
nitrogen case almost reaches steady state after 0.8 ms. For the non-reacting air case, most of the disturbances
are damped out at 1.2 ms whereas a large amount of sinusoidal disturbances are still active at this time for
the reacting air case. Based on the decay rates, the required time to reach steady-state can be estimated. In
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this work, the flows are assumed to reach steady state when the residuals given in Eq. 5.4 reach 0.3% of its
initial value. Therefore, the estimated times for steady-state are 1.0, 1.5, and 3.4 ms for the nitrogen, non-
reacting air, and reacting air cases, respectively. Moreover, the angular frequencies of 18.75 and 22 ms−1 for
reacting and non-reacting air cases correspond to frequencies of about 3 and 3.5 kHz using the relationship
of ω = 2πf . These frequencies are found to be consistent with the dominant frequency of 2 kHz observed
in the bow shock and separation shocks motion of a non-reacting Mach 16 nitrogen flow over a double cone
(see Ref. [135] for details).
(a) DSMC data at 2 ms (b) Steady state calculated using the WPOD method
(c) Time relaxation of vibrational temperature
Figure 8.22: Spatial distribution of the vibrational temperatures of NO (a) single time step (b) at steady
state, (c) temporal evolution of the vibrational temperatures of molecules at location A.
The explanation for why multiple species and chemical reactions alter the flow time characteristics mainly
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lies in that the translational temperatures downstream of the bow shock for the three different cases are
different due to the effects of the internal relaxation rates and the endothermic reactions. As can be seen in
Figs. 8.9(c), 8.16(a), and 8.20(a), the translational temperatures is the highest for the nitrogen case which
increases the size of the separation region compared to the non-reacting and reacting air cases. This in
turn alters the bow shock standoff distance and the location of the triple point (T). The estimated shock
standoff distances are shown for the three cases along with the spatial distribution of dynamic viscosity
based on Sutherland’s formula in Fig. 8.23 using the steady state translational temperature fields shown
in Figs. 8.9(c), 8.16(a), and 8.20(a), for the nitrogen, non-reacting air and reacting air cases. As shown in
Fig. 8.23(a), the nitrogen case has larger the shock standoff distance than the air cases, consistent with the
findings of the experiments [21] at higher densities. The increased region of dark red and orange flooded
contours for high viscosity will have a stabilizing effect on the flow [38], therefore reducing the time to
come to steady state even though the recirculation region is larger. The non-reacting air case, shown in
Fig. 8.23(b), has larger peak viscosity values due to the introduction of oxygen into the flow, having a 20%
larger viscosity value at a reference temperature of 1000 K (see Table 2.1). As Fig. 8.23 shows, the overall
viscosity field decreases from the nitrogen to reacting air case and has a major effect on the time required to
reach steady state for the three cases. This is consistent with the findings of Chapter 5 where the required
time to reach steady for Run 3 is shorter in comparison to Run 1. This is due to the fact that the viscosity
values for Run 1 are smaller since the translational temperatures for this case are lower than Run 3, as can
be seen by comparing Fig. 5.19 (b) with (c).
Finally, the determination of when steady state has been reached has an important numerical savings as
well. Approximately 11,000 and 45,000 CPU hours were saved for the non-reacting and reacting air cases
using the WPOD method and the residuals algorithm, based on the fact non-reacting and reacting air cases
were simulated untill 1.275 and 2.01 ms and the required computation hours are presented in Table 8.2.
8.6 Concluding Remarks
The impact of thermochemical nonequilibrium effects on the time characteristics of hypersonic separated
flows over a double wedge was investigated using high-fidelity, time-accurate DSMC coupled with the WPOD
and residuals algorithm approaches. Edney-type IV flow over a double wedge geometry for pure nitrogen,
a non-reacting nitrogen and oxygen mixture, and reacting air were considered and the WPOD method was
applied to unsteady DSMC data for the first time. In contrast to similar previous work for nitrogen flows
over a double-cone, the presence of multiple chemical species and chemical reactions was observed to generate
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(a) Nitrogen case (b) Non-reacting air case
(c) Reacting air case
Figure 8.23: Comparison of spatial variation of viscosity downstream of the bow shock at steady state.
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sinusoidal fluctuations that asymptotically decay in the vicinity of the triple point. The WPOD method
was applied to the DSMC time snapshots in order to decompose time dependent flowfield parameters into
spatio-temporal modes, to establish steady state solutions, and reduce statistical noise.
The use of WPOD coupled with DSMC allowed us to understand a number of important trends. For
all three cases, it was found that the spatial part of the first mode for each flow macroparameter is a good
predictor of the corresponding steady-state solution since the magnitude of the first temporal mode is at
least an order of magnitude higher compared to higher modes. Higher spatial POD modes, on the other
hand, were observed to be larger in magnitude in the bow, separation and transmitted shocks, and shear
layers showing that these structures are strongly coupled. Because the temporal components of the POD
modes for different flowfield quantities were found to have the same decay rates and circular frequencies,
it was possible to correlate the orthogonal POD modes with global modes since the former were calculated
when the flow was close to convergence. The temporal POD modes for the non-reacting and reacting air
cases were shown to have the form of two-dimensional traveling waves not just in the vicinity of the triple
point, but, throughout the flow, allowing us to obtain the real and imaginary parts of the least damped
eigenmode.
It was observed that the time behavior of the nitrogen and non-reacting and reacting air cases are different
due to a complex interaction between the shock-shock interaction structures and flowfield translational
temperatures for the same free stream conditions. In particular, the DSMC/WPOD analyses showed that
the overall shock structure and the required time to reach steady state are dependent on the presence of
multiple chemical species and chemical reactions. The shock stand off distance decreases from the nitrogen
to the reacting air case, consistent with experiments. The region of the highest translational temperatures
also decreases among the three cases since the modeling of endothermic reactions such as oxygen dissociation
and N2 + O exchange reactions removes energy from the flow. In turn, larger regions of high temperatures
associated with the shock-shock interaction region increases viscosity which has a stabilizing effect on the
flow, reducing the time to reach steady state even though the recirculation region is larger. The combination
of these factors has the net effect of increasing the time required for the chemically reacting air case to reach
steady state compared to pure nitrogen by approximately a factor of two.
Finally, the steady state solutions were predicted with a computational savings of about 45,000 out of
a potential 160,000 CPU hours using the WPOD approach. Statistical fluctuations inherent to the DSMC
method were reduced significantly by the use of the WPOD method enabling us to predict the spatial
distributions of trace species concentrations of NO as well as their vibrational temperatures.
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Chapter 9
Conclusions and Future Work
9.1 Conclusions
In this work, shock dominated hypersonic separated flows were studied using particle approaches to solve
the Boltzmann transport equation. The important findings are given below.
A particle-based ES-BGK approach of the Boltzmann equation simplifying the complicated collision term
with a relaxation form was studied with the aims of testing how well the ES-BGK approach could replicate
the flow physics of SWBLIs and to reduce the computational cost of DSMC method. For the first time, the
details of the scaling method used to reduce the computational cost of the ES-BGK method was extended
to take the vibrational relaxation process into account and the details of the derivations were presented.
This ES-BGK scheme was applied to shock dominated flows. The results of nitrogen flow over a spherical
blunt body at Mach 15.88 revealed that the ES-BGK method predicts the translational, rotational, and
vibrational temperatures accurately. The flow over the double cone geometry showed that the ES-BGK
method reproduces the measured surface pressure and heat fluxes in the CUBRC LENS-I facility. With
respect to the first item of Section 1.4, the computational cost of the ES-BGK method for hypersonic
separated flows was found to be comparable with that of the DSMC method. Therefore, the DSMC method
was used due to its higher accuracy in comparison to the ES-BGK method.
The DSMC method was used to investigate thermochemical and 3D effects on SWBLIs by changing the
chemical composition from air to nitrogen through hypersonic flows over the double wedge geometry. The
results were compared with the experiments conducted in the HET facility for a high enthalpy nitrogen and
air flows at a Mach number of approximately seven. Comparisons of the 2D heat fluxes for the nitrogen
case with the measured data revealed that the 2D solution at 100 µs agrees with the experiment in terms of
heat transfer rates but the deviation from the experiment becomes larger in time. Since the required energy
for dissociation of molecular oxygen is lower than nitrogen molecules, chemical reactions have significant
effects on the flow field parameters for the air case. In particular, the length of the separation zone and
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the movement of the triple point towards the leading edge was found to be less for the reacting air case in
comparison to the nitrogen case. The impact of the pressure relief effect for the nitrogen case were studied
using a 3D model and has a significant effect on the time characteristics of the flow. Referring back to
the second item of Section 1.4, the flows using either 2D or 3D models do not reach steady state for the
duration of the experiment, 240µs. To investigate this time-dependency more closely, time-accurate DSMC
simulations were performed for lower density cases or on axisymmetric geometries in order to minimize the
three-dimensional effects.
Shock dominated separated laminar hypersonic flows over the double cone geometry used in the CUBRC
facility were investigated by analyzing unsteady DSMC signals with the residuals algorithm for nitrogen and
air at higher stagnation enthalpies. Consistent with the findings on the double wedge geometry, the chemical
reactions reduce the required time to reach steady state and the size of the separation zone are reduced. The
effects of the catalytic surface reactions were investigated for the highest enthalpy case and it was observed
that the catalytic reactions increase the surface heating. The calculated heat fluxes were found to be in good
agreement with the experiment and the CFD work of Ref. [7] as well. The residuals algorithm showed that
the magnitude of the average damping rate of the least damped eigenmode reduces with Reynolds number,
which in turn, increases the required time to reach steady state for the nitrogen cases. This suggests that
consideration of experimental measurement times is important when it comes to determining the steady
state surface parameters even for a relatively simple double cone geometry at moderately large Reynolds
numbers for non-reacting cases. Therefore, for the first time, we reported the time evolution of the separated
region and its effect on overall flow structure and surface parameters (i.e. 3rd item of Section 1.4).
Regarding the fourth item of Section 1.4, further analyses on the double cone geometry were conducted
to characterize the unsteady mechanism of hypersonic flows at Mach=16 with different Reynolds numbers.
The amplitude functions showed the coupling between the separated region, the entire shock system, the λ-
shocklets and the shear layers. Due to the increase of pressure in the underexpanded jet region in the vicinity
of the bow and oblique shock, more dominant λ-shocklets were observed for the highest Reynolds number
case. Momentum potential theory was applied to analyze the nature of the changes in the bow shock structure
of the amplitude functions. The spatial distribution of the acoustic and thermal fields downstream of shock
wave was found to be quite uniform for the lowest Re number case whereas increasing Reynolds number
results in significant uniformities both acoustic and thermal component of the momentum density. These
uniformities were correlated with temporally damped harmonic shock oscillations and multiply-reflected λ-
shock patterns emerging in the eigenfunctions for higher Reynolds number cases. At the highest Reynolds
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number, a Kelvin-Helmholtz instability characterized with the most dominant frequencies changing between
45 and 70 kHz was observed. Detailed analyses on the bow shock oscillations revealed that the Strouhal
number is about 0.08 and was found to be in good agreement with previous experimental and numerical
works.
For the first time, the time-accurate DSMC method and global linear theory were applied to the leading
edge separation to investigate the effect of leading edge bluntness, wall temperature, and surface accom-
modation coefficient on the time characteristics of the flowfield parameters and the evolution of the size
and structure of the separation region to model case A2 and the higher density and Reynolds number case
E, studied in in the T-ADFA free-piston shock tunnel. It was found that surface fluxes were insensitive
to chemical reactions, however, species diffusion was found to influence the spatial distribution of species
mole fractions and translational temperatures. The effects of the leading edge bevel size on the temporal
behavior for both low and high density cases were found to be profound. In particular, for the sharp lead-
ing edge and lower density case A2, the flow reaches steady state in less than 0.1 ms whereas a value of
1.0 ms, comparable with the runtime of the experiments, was insufficient to achieve a steady-state solution
for the larger bevel sizes even at these lower densities. For the high density case, the existence of local
maxima in the perturbation velocity, temperatures, and pressure components of the amplitude functions in
the laminar separation zone shows all features of a centrifugal instability. The application of our coupled
DSMC/RA technique to the higher Reynolds number case E also allows us to present a unique comparison
of our velocity-slip, temperature-jump, and heat fluxes, with those obtained from the CFD simulations of
Khraibut et al. [10]. The structure of the streamlines and surface pressure values obtained from the DSMC
simulations were found to be in good agreement with CFD at steady state for the higher density case.
Lastly, the effects of thermochemical nonequilibrium on the time characteristics and flow field parameters
of hypersonic flows over the double wedge model were investigated changing the chemical decomposition from
air to nitrogen, similar to the cases studied in the HET facility. Note that the freestream density is decreased
by a factor eight in comparison to the experiments [82] in order to ensure that the flows reach steady state and
to reduce the computational burden of the simulations presented in Chapter 4. The required time to reach
steady state was found to be less for the nitrogen case in comparison to the reacting air case. This somewhat
contradicts the findings of Chapter 4 where the time variations of flowfield and surface parameters for the
reacting air case are smaller in comparison to the nitrogen case at higher densities although these cases were
not simulated until reaching steady state. A possible explanation could lie in the differences in the size of the
separation region and the effects of chemical reactions at different densities. In particular, at higher densities,
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the effect of chemical reactions has a more profound impact on the size of the separation region which in turn
changes the time characteristics of the flow significantly, as discussed in Chapter 5 closely. Therefore, it could
be concluded that the coupled impact of chemical reactions and Reynolds number on the time characteristics
of SWBLIs is a complex phenomenon. For the first time, the use of WPOD and DSMC approaches revealed
the corresponding steady state solution can be predicted without running computationally demanding cases
and that higher spatial POD modes are pronounced in the bow shock, separation and transmitted shocks and
shear layers, thereby coupling these regions. The real and imaginary parts of the least damped eigenmode
were calculated based on the fact that the temporal POD modes for the non-reacting and reacting air cases
were shown to have the form of two-dimensional traveling waves. Therefore, the temporal characteristics
of DSMC were extracted throughout the entire flowfield using the WPOD method to address item 6 of
Section 1.4. Due to endothermic chemical reactions, the translational temperatures downstream of the bow
shock are lower for the reacting air case which, in turn, increases the required time to reach steady state.
9.2 Future Work
A particle-based ES-BGK method was applied to hypersonic flows and we showed that the results obtained
ES-BGK method were found to be in good agreement with DSMC, showing that the ES-BGK relaxation
term can be sufficient to replace the complicated collision term of the Boltzmann equation. Therefore, in
a manner analogous to the Lattice Boltzmann methodology for incompressible flows [138], the BGK model
equation is a good candidate to perform linear stability analysis for a small disturbance on the basis of the
velocity distribution function. In particular, inserting this velocity distribution function into the Boltzmann
equation and using the appropriate boundary layer equations, and neglecting the nonlinear terms can be
used to determine the physically-interesting growth/decay rates and associated amplitude functions, similar
to the work of Ref. [139].
In this work, chemical reactions are limited to O2 dissociation throughout collisions with nitrogen and
oxygen molecules and the exchange reactions of O atoms with N2 molecules. This chemistry set would not be
sufficient for higher stagnation enthalpy cases and a parametric case study that quantifies the importance of
each chemical reaction based on flow conditions would be very useful. For instance, due to the larger residence
time of the dissociated molecules especially after strong bow shock, recombination reactions might play an
important role on flowfield and surface parameters. Therefore, the impact of recombination reactions needs
to be tested especially for higher density and enthalpy cases. Furthermore, the effects of catalytic reactions
on the surface heat rates of the second cone for the highest stagnation enthalpy reacting air case were found
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to be profound. In the current work, super catalytic boundary conditions impose non-physical catalytic rates
since reaction probability is calculated independent of the surface temperature and material characteristics.
Nonetheless, the fully catalytic surface condition provides an upper limit for the conservative estimate of
surface heating [96]. A theoretical framework of Eley-Rideal and Langmuir-Hinshelwood recombination that
takes into account adsorption/desorption based on a detailed macroscopic model [95] would be useful for a
detailed surface chemistry.
For the first time, a data-driven method was applied to numerical results of hypersonic separated flows
in order to obtain time characteristics of the flows. Since data-driven methods do not require many involved
equations to be solved, these methods can easily be applied to experimental data to retrieve the evolution
especially for short duration of facilities and to remove experimental noise as well. Then, one-to-one com-
parisons with experiments provide an opportunity to test the accuracy of numerical calculations without
ensuring whether experiments do reach steady state or not. As discussed in Chapter 8, the WPOD method
was applied to SWBLIs. As opposed to the WPOD method where frequencies of modes can be mixed,
resulting in a complicated physical interpretation, the dynamic mode decomposition (DMD) method [75]
identifies a growth/decay rate and a characteristic frequency corresponding to each mode [78]. Therefore, it
would be more effective to analyze the damping rate and frequency of global modes using the DMD method.
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Appendix A
DSMC Simulations of the Effects of
Atomic Oxygen on Ion Thruster
Plumes
An application of the previously described DSMC method on ion thruster plumes is presented using an
in-house DSMC code of SUGAR with AMR/Octree grids [3, 140, 141, 83] previously used for the three-
dimensional modeling of ion thruster plumes and SWBLIs. Similarly, in this work, ion thruster plumes
interacting with ambient atomic oxygen are simulated using DSMC/ Particle In Cell (PIC) code. Due to the
disparity among the species concentrations and velocities, particle weighting factors with multiple species
weighting time steps have been used and details are presented in Sec. A.2. To calculate the elastic cross
section for Xe-O collisions, the Variable Hard sphere collision cross section is compared with the higher
fidelity Lennard-Jones model and found to agree well at the relevant collision energies. Since momentum
and charge exchange cross sections for Xe+ and O are not available in the literature, analytic approaches
were used to infer these values. The simulations provide a number of interesting results about the role of
Xe-O and Xe+ collisions, as discussed in Sec. A.4. The effect of incoming freestream atomic oxygen direction
on the ion thruster plume at 185 and 300 km altitudes was studied by changing the plume angle with respect
to the freestream atomic oxygen, corresponding to satellite orientation change in orbit.
A.1 DSMC/PIC Modeling of Thruster Plumes [3]
The PIC technique [142] is employed in order to trace charged particle motions under the effect of the self-
induced electric field. Similar to DSMC described in Sec. 2.1, ions are treated as macroparticles with each
macroparticle representing typically a billion physical particles whereas the electrons are governed by the
Boltzmann relation,
Φ = Φ0 +
kTe
e
ln
(
ne
n0
)
(A.1)
where Φ is the plasma potential, Φ0 is the plasma potential at a reference condition, k is Boltzmann’s
constant, Te is the electron temperature, e is the elemental charge, n0 is the electron number density at
the reference condition, and ne is the electron number density. In the current work, the number density
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of electrons is assumed to be equal to that of the ions (i.e. ne ≈ ni) based on the assumption of quasi-
neutrality, the plasma potential at the reference condition, Φ0, is assumed to be 21 V at the thruster exit,
Te = 1 eV [143], and n0 = 2.3×1015 m−3. After determining the potential field, the electric field can be
calculated as:
#»
E = −∇Φ (A.2)
where
#»
E is the electric field vector and Φ is the plasma potential field. More details regarding the solution
of Eq. A.2 on an unstructured AMR/Octree mesh are available in Ref. [144].
To perform the modeling and simulations presented in this paper we extend our previous development
of the SUGAR DSMC/PIC code that models collisions and electric field effects of the thruster plume. By
employing species-dependent time-steps for ions and neutrals we are able to directly couple the modeling
of charge exchange (CEX) reactions to neutral and ion transport, which can have a significant effect on
both the ion and neutral velocity fields. In terms of computational efficiency, we found through comparisons
with a powerful, but older DSMC two-level Cartesian adaptive approach that for a 3-D argon four thruster
plume, the number of DSMC computational particles and collision cells could be reduced by almost an
order of magnitude and a factor of approximately 50, respectively. Parallelization speed ups for over 1,000
cores of approximately 80 % of ideal have been achieved to date using MPI for communication between the
processors. The SUGAR code uses an Octree unstructured grid system with AMR to efficiently capture
the large gradients in the computational domain that are characteristic of multiscale flows. Since the mesh
refinement criteria for DSMC collisions can be significantly different from that required to model the electric
field generated by space charge, two separate octree meshes are used to model neutral-neutral and neutral-ion
collisions and the electric field. The refinement of these grids occurs independently using the mean free path
for collisions and the Debye length to adaptively reduce the meshes, respectively [3, 144].
To model the ion engine plume, computational particles are released from the thruster exit into the
computational domain. At each time step, computational particles are mapped to the cells. After moving
these computational particles, each one is checked to see if it is still on the same processor, has exited the
computational domain, or has been transferred to another processor. Due to the ions present in the plume,
an electric field is induced and has to be taken into account for the movement of ion species, as was done in
previous work [143, 145].
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A.2 Collision Model and Associated Cross Sections
A.2.1 Momentum and Charge Exchange Collision Dynamics
The interactions among neutral and ion species modeled in this work are:
Xe(p1) + Xe(p2) → Xe(p′1) + Xe(p′2) (A.3)
Xe+(p1) + Xe(p2) → Xe+(p′1) + Xe(p′2) (A.4)
Xe+(p1) + Xe(p2) → Xe(p1) + Xe+(p2) (A.5)
Xe(p1) + O(p2) → Xe(p′1) + O(p′2) (A.6)
Xe+(p1) + O(p2) → Xe+(p′1) + O(p′2) (A.7)
Xe+(p1) + O(p2) → Xe(p1) + O+(p2) (A.8)
where p1 and p2 are the pre-collisional momentum and p
′
1 and p
′
2 are the post-collisional momentum. It
should be noted that due to the low collision rate associated with the low number density and cross-section,
elastic collisions between oxygen atoms are not modeled in the current study. In order to ensure the correct
collision number between atomic oxygen and the other species, a particle weighting algorithm [146] with
a species specified timestep [147] is used and the No Time Counter (NTC) scheme [148] is employed to
calculate the number of possible collisions in each cell per time steps. That is,
Ncoll = Ni ×Nj ×max(Wi,Wj)× (gσT )max × Fnum ×min(∆ti,∆tj)/Vc (A.9)
where Ni and Nj are the number of computational particles, Wi and Wj are the weighting factors and ∆ti
and ∆tj are timesteps for the i
th and jth species, (gσT )max is the maximum product of relative velocity
between the colliding pairs, and Fnum = 10
9 is the value of the number of real particles represented by a
single computational particle. In the current work, Fnum is the same for all species, whereas, species specific
weighting factors are used instead of species dependent Fnum values. It should be noted that to conserve
momentum and energy on an average basis, the post-collisional velocity of a particle is updated with the
probability of Wj/max(Wi,Wj) × max(∆ti,∆tj)/∆tj where i is the species type of the first particle and j
is the species type for the other particle of the collision pair [144].
The simulation of the above mechanisms, Eqs. A.3-A.8, depends on accurate cross-sectional data for
each process. Experimental results in typical resonant ion-atom systems indicate that collision cross-section
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increases substantially with the collision energy [149]. Therefore, an accurate expression is constructed for
each collision process.
A.2.2 Elastic Collision Cross Section for Xe + O
The elastic cross-section is important in modeling the degree of penetration and mixing of atomic oxygen into
the Xe thruster plume. The Variable Hard Sphere (VHS) [148] model is typically used in DSMC simulations,
but, given the importance of the elastic cross-section it was compared against the higher fidelity Lennard-
Jones (LJ) potential model for binary, elastic collisions between Xe and O as described by Eq. A.6. Starting
with the VHS model, the scattering angle, χ, is given by[148]
χVHS = 2cos
−1
(
b
d
)
(A.10)
where the collision diameter, d, is a function of the relative collision energy and the impact parameter b.
The VHS collision cross-section can be calculated using Eq. 2.2. For the Xe-O pair, the viscosity index, ω,
and the reference diameter, dref , are taken as 0.80 and 4.305× 10−10m, respectively, based on averaging of
the corresponding viscosity indexes and diameters of the Xe and O at Tref = 273K.
In the LJ model, the interaction potential is defined as:
U(r) = 4ǫLJ
[(σLJ
r
)12
−
(σLJ
r
)6]
(A.11)
where ǫLJ is the potential well depth and σLJ is the intermolecular distance at which U(r) is equal to zero.
The corresponding ǫLJ and σLJ terms are calculated by the empirical combining method of unlike molecules
with the formulas of σij = 0.5(σi + σj) and ǫij =
√
ǫiǫj . Lennard-Jones potential constants between the
Xe-Xe and O-O pairs are presented in Ref. [150]. Using the empirical combining method, the corresponding
potential depth well and intermolecular distance are calculated as 0.013 eV and 3.49 A˚ for the Xe-O pair,
respectively. The deflection angle can be calculated based on these parameters and can be written in the
form of [151, 152, 153]
χLJ = π − 2[1 + cz − (1 + c)z2]0.5
∫ 1
0
I(u)du (A.12)
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where
I(u) = (1 − [1 + cz − (1 + c)z2)]u2 + czu6 − (1 + c)z2u12)−0.5 (A.13)
c = (2/ǫ∗)[1 + (ǫ∗)0.5] (A.14)
and the reduced energy, ǫ∗ = (mrc
2
r)/(2ǫLJ) , z = (4/cǫ
∗)(σLJ/r0)
6, and u = r0/r in which r0 is the distance
of the closest approach between two particles. Furthermore, the reduced impact parameter is given by the
implicit formula:
b∗ = (4/cǫ∗)1/6
√
[1 + cz − (1 + c)z2]z−1/6 (A.15)
For given values of b∗ and ǫ∗, z can be obtained by solving the Eq. A.15 implicitly with the bisection method
and the corresponding scattering angle is then computed by Eq. A.12 with the Gauss-Chebyshev quadrature
method [153]. The collision cross section for the LJ model can be calculated as a function of the reduced
energy as,
ΣLJ = π(b
∗
maxσLJ)
2 (A.16)
and can be estimated by using the small-angle approximation.[151, 152] That is,
b∗max = max
[(4πχmin
ǫ∗
)1/6
,
(6πχmin
ǫ∗
)1/12]
(A.17)
where a small cutoff angle of χmin = 0.1 is taken to ensure that the cross section, Σ, is finite [152].
With the above relationships, the elastic scattering properties of the VHS and LJ models can be obtained.
Figures A.1 (a) and (b) compare the scattering angle of the aforementioned models at two different energy
values as a function of reduced impact parameter. Note that the reduced impact parameter can be related
to the physical impact parameter, b, calculated in the VHS model as b∗ = b/σLJ. The differences in the
scattering angle between the two models are observable, especially in the 0.013 eV case since the VHS model
does not account for the attractive forces which become prominent at low energy. On the other hand, both
models are found to be in good agreement at higher energy, as can be seen in Fig. A.1(b). It should be noted
that the average relative velocity between xenon and atomic oxygen for the collision conditions considered
in this work is about 8,000 m/s corresponding to the relative energy of 4.68 eV. Therefore, it is expected
that both models give essentially the same scattering angles at higher collision energy. The variation of the
collision cross section with respect to the relative energy for the VHS and LJ models is shown in Fig. A.1(c).
As expected, at the lower energy values, the VHS model over predicts the cross section. However, since good
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agreement is achieved at energies 5 eV and above, the VHS cross section will be used in the simulations
presented in Sec. A.4.
A.2.3 Collision Cross Section for Xe+ + O
The collision cross section for Eq. A.8 has not been measured, but, the approach given in Ref. [13] can be
used to estimate its value. Resonant and near resonant charge transfer occurs when the ionization potentials
of the colliding atoms are similar and the energy difference between the collision pair before and after a
CEX collision, the energy defect, ∆E, is close to zero. In the resonant case, Eq. A.5, the cross-section is
maximum at zero energy and decreases with increasing energy, as can be seen in Fig. A.2 for the CEX curve.
On the other hand, for the non-resonant case given in Eq. A.8, a charge transfer reaction cannot occur at
a collision energy lower than the energy defect. Moreover, the cross-section is smaller than the resonant
reaction cross-section at low collisional energies, such as 100 eV, but has the tendency to increase with
collision energy until the cross-section reaches its maximum value. References [154] and [155] reported that
the collision cross-section can be estimated for energies below the corresponding maximum cross-section by:
σ ∼= 10.8× h
4
π
γ2g4
a20∆E
4
(A.18)
where a0, and EB, are the Bohr radius and the ionization potential of the neutral particle in the CEX
reaction, respectively, and
γ =
√
EB/13.6 eV (A.19)
The possible CEX reactions having different energy defects for Xe+ and O are listed in Eqs. A.20 and A.21.
It should be noted that the reactants and products of Eq. A.8 are assumed to be in the ground states as
given in Eq. A.20. This results in an energy defect equal to 1.47 eV. Since the plasmas in ion thrusters have
characteristically cold ions with a high electron to ion temperature ratio (Te/Ti ≈ 10 [156]), the approximate
ion temperature is around 0.5 eV, based on the fact that the electron temperature varies between 1 and 10
eV in ion thruster plumes. This, in turn, results in a 96% population in the ground electronic state based on
the degeneracies and energy difference of Xe+ between spin-orbit states as presented in Table A.1. Therefore,
the population in excited state Xe+(2P1/2) is neglected in the current work.
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(a) mrg2/2 = 0.013 eV (b) mrg2/2 = 4.68 eV
(c) Cross Section
Figure A.1: Comparison of the VHS and LJ collision models for Xe-O. Parts a) and b) show the variation
in the scattering angle with b∗ for two different values of relative collision energy, mrg
2/2 and c) shows the
variation of cross-section with the collision energy.
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Table A.1: Electronic partition function of reactants and products [5]
Xe+ O Xe O+
State ǫi, cm
−1 gi State ǫi, cm
−1 gi State ǫi, cm
−1 gi State ǫi, cm
−1 gi
2P3/2 0.0 4
3P2 0.0 5
1S0 0.0 1
4S3/2 0.0 4
2P1/2 10537.01 2
3P1 158.27 3 - - -
2D5/2 26810.7 6
- - - 3P0 226.98 1 - - -
2D3/2 26830.5 4
- - - 1D2 15867.8 5 - - -
2P3/2 40466.9 4
- - - 1S0 33792.6 1 - - -
2P1/2 40468.4 2
Xe+(2P3/2) + O(
3P2) → Xe(1S0) + O+(4S3/2),∆E = 1.47eV (A.20)
Xe+(2P1/2) + O(
3P2) → Xe(1S0) + O+(4S3/2),∆E = 0.16eV (A.21)
At higher collision energies, the CEX cross-section decreases with collision energy due to a reduced interaction
time, similar to the resonant case. In particular, the non-resonant cross-section approaches the corresponding
charged species resonant cross-section at high relative velocity values [154].
To understand how well the approach of Lindsay and Stebbings[13] works we first consider the CEX cross-
section of O++Xe (the reverse process of the desired Eq. A.8) which can be compared to the experiment
of Bastian et al [149]. Figure A.3(a) shows that cross-section given by Eq. A.18 with an ionization energy
of Xe of 12.13 eV qualitatively agrees with the experiment [149] for relatively low collision energy values.
The experiment does not quite asymptote to the theory of Rapp and Francis [154], which assumes that
at higher collision energies, the non-resonant CEX cross-section should approach the resonant CEX cross-
section of charged species, i.e., Xe+Xe+, but, in the absence of data or quantum mechanical calculations,
this assumption will continue to be made. That is, the CEX cross-section over the full range of collision
energies can be estimated by using Eq. A.18 when the collision energy is less than the corresponding the
maximum cross-section and the resonant approximation for the higher collision energy values. It should
be noted that the Rapp and Francis theory shown in Fig. A.3(a) assumes that the products of the reverse
reaction of Eq. A.20 are in the ground electronic level (i.e. Xe+(2P3/2), O(
3P2)) which may not be the case
since the products most likely occur in the spin-orbit excited state (i.e. Xe+(2P1/2), O(
3P2)) due to the
lower energy defect of 0.16 eV. Using a lower energy defect in Eq. A.18 would result in orders of magnitudes
larger cross-section, however, the resonant CEX cross-section of charged species limits higher cross-section
of the Rapp and Francis theory. As shown in Fig. A.3(a), the resonant CEX cross section for O+ + O agrees
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well with the experiment [149] at a collision energy of about 35 eV showing that the resonant approximation
with the theory of Rapp and Francis [154] works sufficiently well. Note that since the contribution of the O
atom spin-orbit states to the overall energy defect is small, as presented in Table A.1, it can be neglected.
Figure A.2: Variation of MEX and CEX collision cross-section between Xe-Xe+ with the collision energy [12].
In particular to calculate the CEX cross-section between the Xe+ and O pair, Eq. A.18 with an ionization
potential of atomic oxygen of 13.6 eV is used in the region where the relative speed is less than 49,000 ms−1
whereas for higher relative speed values it is approximated as that of Xe+ and Xe. With this approach,
Fig. A.3(b) shows the CEX cross-section between the Xe+(2P3/2) and O(
3P2) pair as a function of relative
speed. In Refs. [157], [158] and [159], the MEX cross-section is assumed to be equal to the CEX cross-section,
and therefore the same assumption will be used in this work as well, even though Fig. A.2 shows that on a
linear scale there is a difference in their magnitudes.
A.3 DSMC Flow Conditions and Numerical Parameters
Simulations were performed for the lower altitude portion of LEO conditions at 185 km with freestream
atomic oxygen number densities and temperatures of 6× 1015 m−3 and 900 K, respectively, taken from the
MSIS database [5]. It should be noted that other species such as N2, He, and O2 are also present at LEO but
the density of these trace species are approximately an order of magnitude lower than that of atomic oxygen.
Therefore, the only ambient species assumed to be present in this work is atomic oxygen. Simulations were
performed for four cases: no atomic oxygen and with freestream atomic oxygen - plume angles, β, of 0, 180
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(a) O+ + Xe (b) Xe+ + O
Figure A.3: Variation of the CEX cross-section for non-resonant cases. (a) The blue line corresponds to the
curve fit of experiments on O++ O given in Lindsay et al. [13] to estimate the resonant limit. (b) It should
also be noted that for the Xe+ - O pair, 49,000 m/s corresponds to 177 eV.
and 135 deg. Figure A.4 shows the simulation geometry. The ion thruster gaseous Xe and Xe+ species are
injected into the simulation domain at the thruster exit at each time step. The injected Xe+ ions enter
the simulation domain with a speed of 40,000 ms−1 with a divergence angle of 15 deg and the neutral Xe
particles are introduced based on a half Maxwellian distribution with a temperature of 250 K as given in
Table A.2. These parameters are typical of ion thrusters and were considered in our previous work [140].
Freestream oxygen atoms enter the simulation domain boundaries at the three angles given above with a
velocity of 7,700 ms−1 relative to a stationary spacecraft.
Table A.2: Thruster Plume Exit Conditions
Xe Xe+ O at 185 Km O at 300 Km
n (m−3) at thruster exit 4.6×1017 2.3×1015 6×1015 6.314× 1014
U (m/s) at thruster exit 200 40,000 7,700 7,700
Timestep (s), ∆ti 4.88×10−6 2.44×10−8 2.44×10−7 2.44× 10−7
Weighting factor, Wi 1.0 0.002 0.03 0.002
Temperature (K) 250 - 900 982
In terms of DSMC numerical parameters, we used a timestep of ∆tXe = 4.88 × 10−6 and ∆tXe+ =
2.44 × 10−8 and weighting factors of WXe = 1.0 and WXe+ = 0.002 in Eq. A.9, similar to our previous
DSMC simulations without atomic oxygen [140]. With the addition of the atomic oxygen species, values of
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Figure A.4: Schematic of the ion thruster plume under the effect of ambient species; β represents the angle
between the thrust vector and ambient atomic oxygen.
∆tO = 2.44 × 10−7 and WO = 0.03 were selected. These values ensure that each species does not traverse
multiple collision cells in a single time step. The simulations were run for a total of 90,000 timesteps and
were sampled for 60,000 timesteps. The AMR/Octree meshes were allowed to adapt for a total of six times
between timesteps of 5,000 and 30,000 rather than for each timestep. The case in which only Xe and Xe+
are simulated used a total of about 10 million particles whereas the inclusion of atomic oxygen requires 210
million simulated particles to obtain a steady state flowfield that is independent of any numerical parameters.
Additionally, the number of collision and PIC cells at steady state were 75,188 and 227,620, respectively.
Note that the total time required to run these cases is 5 - 17 h using 1024 Intel Xenon processors with a core
speed of 2.3 GHz.
As mentioned earlier, with the wide variation in number densities and velocities among the neutral and
charged xenon and the atomic oxygen, validation of the implementation of the weighting scheme for these
three species is important. For this reason, the temporal variation of the number of particles and collisions
and the conservation of momentum in a selected cell was studied at a computational probe location in
the vicinity of the thruster exit, located at x/D=1.5, y/D=z/D=5. The time evolution of the number of
particles in the probe cell is shown in Fig. A.5(a). It can be seen that the number of charged particles,
xenon neutrals, and atomic oxygen is around 260, 48, and 100, respectively, per time step. These numbers of
particles guarantees that there are sufficient particles in the simulation for the levels of adaptation that take
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place. The solutions discussed in the next section required approximately five levels of refinement closest to
the nozzle. In addition, the figure shows that the number of particles does not change further, demonstrating
that the sampling process takes place under steady state conditions which was selected to start after 30,000
time steps. The number of collisions between each species is shown in Fig. A.5(b). Due to its high number
density and large collision cross-section, the collision frequency is highest between neutral Xe atoms followed
by Xe-Xe+ collisions as can be seen in Fig A.5(c). The drop in the number of collisions between O and Xe+
of approximately 30 compared to Xe and Xe+ is consistent with the atomic oxygen number density and the
previously discussed O and Xe+ collision cross-section. Finally, the change of the z-directional momentum
due to collisions is shown in Fig. A.5(d). As expected, momentum is not conserved for each time step but
is conserved on average showing that the particle weight and species-specific timestep were implemented
correctly using Eq. A.9. It was also found that on average momentum was conserved in the other directions
although the fluctuations around zero for the x-momentum component were found to be somewhat larger
due to a larger relative collision speed in that direction.
A.4 Atomic Oxygen - Ion Thruster Plume Interactions
A.4.1 Plume Flowfield in the Absence of Atomic Oxygen
The structure of ion thruster plumes is caused by a combination of factors related to CEX and the presence
of a self-induced electric field [3]. As shown in Figs. A.6(a) and (b), the density of Xe decays rapidly due
to thermal effects and the velocity field shows a smooth expansion as is typical for expansions to vacuum.
In Figs. A.6 (c) and (d), the density and velocity distributions of Xe+ can be observed to be much more
collimated, compared to Xe, due to its higher momentum along the x-direction. Close inspection of Fig. A.6
(d) shows however that a deceleration region near the thruster exit can be observed. This is due to the fact
the CEX ions are created mainly in the high density xenon region close to the thruster exit because of the
higher collision rate between beam ions and neutrals. Figures A.7(a) and (b) show the spatial distribution
of number density and velocities of the CEX ions, separated from the beam ions. The velocity distribution
of the created CEX ions is different from that of the beam ions and is shifted from velocities of 40,000 to
300 m/s, on average. It can be seen that a significant amount of CEX ion density is observed in the vicinity
of the thruster exit and backflow regions. In fact, the effect of the self-induced electric field on the CEX
ions is more significant than that on the beam ions. Therefore, the CEX number density is larger near
the thruster exit where the electric field vector is directed to the backward direction as shown in Fig. A.8.
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(a) Number of particles (b) Number of collisions
(c) Collision frequency (d) Momentum in z direction
Figure A.5: Variation of the number of particles, collisions, collision frequency and momentum in a specified
collision cell during the DSMC sampling period.
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The presence of these CEX ions in the back flow region is the reason why the streamlines of all ions (sum
of beam and CEX) presented in Fig. A.6(d) are curved toward the backflow region. It is important to
note that the characteristics of plume-spacecraft interactions are predominantly determined by the charge
exchange reactions which are sufficiently slowed in velocity to be sensitive to the electric field and significantly
contribute to the sputtering of spacecraft materials.
A.4.2 Effects of Atomic Oxygen on Plume Structure
First the case where the atomic oxygen is aligned with the ion thruster plume direction is considered.
Figure A.9 shows the spatial distribution of the velocity field of Xe and Xe+ in the x-direction for this case.
Comparison of Fig. A.9(a) with A.6(b) reveals that the curvature of the Xe streamlines is now visible in the
corner backflow regions (x/D = 0, z/D = 2 and x/D = 0, z/D = 8) which is caused by collisions between
Xe and O. For Xe+, the streamlines in Fig. A.9 (b) are essentially the same as in Fig. A.6 (d). This occurs
because the density of Xe+ is relatively low in this region such that the number of collisions between Xe+
and O is insufficient to change the beam ion collimated structure.
Due to satellite orientation change in orbit, different angles can be observed between the thruster and
incoming atomic oxygen. Similar to the β = 0 case shown in Fig. A.9, in the core region (z/D = 5) the
neutral and ion velocities (not shown) are essentially the same, but, more differences can now be observed
in the back flow region. As expected, the backflow of Xe increases in the lower part of the domain for the
β = 180 case. There is a slight asymmetry across the plume due to the atomic oxygen impingement angle
deviation from 180 to 135 deg and a very slight change in the velocity values of ions is captured by the
AMR/Octree grid. In order to quantify the amount of contamination associated with the backflow of species
more closely, the number flux of Xe and Xe+ for the case without ambient atomic oxygen and with atomic
oxygen at a β = 180 deg is shown in Fig. A.10(a) and (b), respectively. The neutral flux is greater in the
back flow region compared to the no atomic oxygen and 0-deg orientation case as well. The penetration
of atomic oxygen into the xenon neutral and ion thruster plume is higher for the 180 deg angle causing
greater backscattering and more CEX formation for the neutrals and ions, respectively. As presented in
Table A.3, the approximately 12% increase in the ion backflux that is observed is significant at 185 km and
the increase in neutral xenon produces additional gas species that can be further ionized to cause additional
contamination.
The AMR/Octree and weighting scheme resolution is sufficient to resolve the effect of the thruster plume
on the ambient atomic oxygen even though the latter species is present in about two orders of magnitude less
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(a) Xe density (b) Xe velocity
(c) Xe+ density (d) Xe+ velocity
Figure A.6: Number density and X component of velocity contours in the X-Z plane for the case with no
ambient atomic oxygen. Note that here and in subsequent figures, the dimensions are normalized by the
thruster diameter (D = 0.1 m).
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(a) Number density (b) Velocity
Figure A.7: Spatial distribution of number density and x-velocity for the CEX ions for the case with no
ambient atomic oxygen.
Figure A.8: Spatial distribution of the potential field, and the corresponding electric field vector in the xz
plane is shown with blue streamlines.
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(a) Xe (b) Xe+
Figure A.9: X-Velocity contours in the X-Z plane superimposed with streamlines under the effect of atomic
oxygen for β = 0 deg.
Table A.3: Variation of Xe and Xe+ fluxes (m−2/s) with altitudes and plume orientation at x/D = 0.25,
y/D = 5, z/D = 0.5
Cases Xe at 185 km Xe+ at 185 km Xe at 300 km Xe+ at 300 km
No O 5.7× 1014 −4.27× 1014 5.62× 1014 −4.30× 1014
β = 0 deg. −2.22× 1015 −4.33× 1014 3.02× 1014 −4.26× 1014
β = 180 deg. −2.84× 1015 −4.78× 1014 −1.84× 1014 −4.32× 1014
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(a) Xe (b) Xe+
Figure A.10: Comparison of the spatial distribution of the number flux in the x-direction at 185km for no
atomic oxygen (top) and β = 180 deg (bottom).
concentration compared to the plume. The deviation from a uniform background is subtle and on the order
of only a few percent in velocity and number density, but, interactions between the thruster plume and an
ambient LEO species can be detected. As shown in Fig. A.11, in the far field of the plume, a nearly uniform
atomic oxygen density (∼ 6×1015 m−3) value for atomic oxygen is observed in Fig. A.11(a). However, in the
vicinity of the thruster exit, the number density of atomic oxygen can be seen to be smoothly increasing due
to the fact that the velocity field is decelerated, as can be seen in Fig. A.11(b). The reason for the deceleration
is due to collisions between the plume species and atomic oxygen and even for such a rarefied condition.
With respect to thruster firing at a non-zero angle relative to the vehicle velocity vector, Figs. A.11(c) and
(d) show that there is greater atomic oxygen penetration into the thruster plume and a larger compression
region of the two counter-flows is generated. Also, compared to zero and 180 deg (not shown), Figs. A.11(c)
and (d) clearly show the asymmetry in the density and velocity fields. There is slightly less deceleration
in the velocity field compared to the 180 degree case near the thruster exit. These figures show that the
simulations were able to capture relatively small changes in the velocity and density fields because of the
combined use of species weighting factors, multi-species time steps, and adaptive mesh refinement.
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(a) Number density for β = 0 deg (b) Velocity magnitude for β = 0 deg
(c) Number density for β = 135 deg (d) Velocity magnitude for β = 135 deg
Figure A.11: Comparison of spatial distributions of atomic oxygen superimposed with streamlines for β = 0
and 135 deg.
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A.4.3 Scaling with Altitude
After analyzing the effect of atomic oxygen on the ion thruster plume at different angles, the effect of
altitude variation was investigated. Figures A.12 (a) and (b) compare the variation of the number flux in the
x-direction on Xe and Xe+ at 185 and 300 km, respectively. Since the ambient atomic oxygen concentration
at 300 km is one order of magnitude lower than that at 185 km, the interaction of the atomic oxygen with
the plume decreases significantly, which results in no backflow of Xe as shown in Fig. A.12(a). Note that at
185 km, Z/D = 1.5 m, the Xe flux changes sign because it is scattered by atomic oxygen in the backward
direction. The ambient O density at 300 km, however, is too low to see this effect. Similarly, there are no
discernible differences in Xe+ fluxes for the different cases at 300 km, as presented in Table A.3. In order to
establish a relationship between altitude and backflow neutral flux density, the percentage change in neutral
xenon flux values at two different locations in the backflow region is shown in Table A.4. It can be seen
that the presence of atomic oxygen causes a large percentage difference in the fluxes at 185 km, whereas, the
change is small at 300 km altitude. It is important to note that the xenon fluxes scale with atomic oxygen
concentration. Due to the lower density of ions, there seems to be no effect of atomic oxygen on the spatial
distribution of the ions, as can be seen in Fig. A.12(b).
Table A.4: Change in Neutral Xe Fluxes for β = 0 deg at x/D = 0.25 and y/D = 5.0
z/D Altitude, km Flux,a (m−2/s) Percentage changeb
2.2 185 1.30× 1015 76
2.2 300 5.15× 1015 7.5
1.5 185 −9.7× 1014 140
1.5 300 1.9× 1015 14
aIn presence of atomic oxygen
bPercentage change is defined as:
(flux without atomic oxygen present - flux with atomic oxygen present)/(flux without atomic oxygen)
A.5 Concluding Remarks
The interaction of the ambient atomic oxygen with the plume species from an ion thruster was investigated
using the combined DSMC/PIC method and the AMR capabilities. The MEX and CEX collisions were
modeled with the DSMC method and the effect of the self-induced electric field was included by the PIC
technique. Due to the orders of magnitude differences in the concentrations and the velocity of Xe, Xe+
and O, the particle weighting scheme with multi-species timesteps was used. The implementation of the
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(a) Xe (b) Xe+
Figure A.12: Variation of the distribution of the number flux in the x-direction with altitudes for β = 0 deg.
weighting scheme for the three species was verified by momentum conservation at a specific probe location.
Due to the lack of measured CEX and MEX collision cross-section data between Xe+ and O particles, the
analytic approach of Rapp and Francis [154] with the resonant approximation was employed. The calculated
cross-section of the reverse CEX process, i.e., Xe(2P3/2) + O
+(3P2), was found to be in good agreement
with the measured data. Therefore, the same approach was applied to the desired direction. The VHS model
for Xe-O elastic collisions for space environment conditions was verified by comparison with the high fidelity
LJ model.
The effect of ambient atomic oxygen with different angles with respect to the thrust vector at two different
altitudes was studied. It was found that the presence of the atomic oxygen modifies the back flux of Xe
especially at 185 km which can be further ionized to cause additional contamination. However, there is no
significant effect seen in the backflow of the Xe+ at 300 km due to the lower density of O. It was also found
that the xenon fluxes scale linearly with the ambient atomic oxygen concentration, which means that the
spatial distribution of fluxes at various altitudes can easily be scaled.
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Appendix B
Additional Validations
B.1 A Validation Study of the Recombination Reactions
To validate the aforementioned methodology, the effects of the surface catalycity on the flow parameters and
surface parameters was tested in this section. The freestream velocity is high enough to create a strong shock
and to dissociate air species. Details are given in Table B.1. Figure B.1 shows the temperature values along
the stagnation line. Due to strong thermal non-equilibrium and a smaller relaxation rate in the vibrational
mode, the vibrational temperature values are found to be less than the other components. Nonetheless, the
effect of surface recombination reactions is found to be negligible as shown in Fig. B.1(a). Strong shock
also results in chemical nonequilibrium and the mass fraction of atomic oxygen and oxygen molecules are
shown in Fig. B.1(b). As expected, fully catalytic wall model reduces the atomic oxygen concentration and
exothermic reactions given in Eqs. 2.5-2.12 increases the heat flux values that will be discussed in next.
Table B.1: Freestream conditions for a reacting air case over a sphere.
Freestream Parameters:
Running gas Aira
Mach number 7.14
Temperature, K 710
Static pressure, Pa 49
Velocity, m/s 3812
Number density, molec/m3 5.0× 1021
Unit Reynolds number, 1/m 2.79× 104
Mean free path, m 3.38× 10−4
a Mass ratio: 79% Nitrogen, 21% Oxygen
Different test cases are simulated in order to investigate roles of energy distribution among the species
and modes. Test case 1 distributes the released energy in thermal and internal modes for all particles in
the sampling cells where reactions take place, whereas the energy for test case 2 is assigned to the only
translational mode, assuming that there is sufficient subsequent number of collisions to assign some energy
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(a) Temperatures (b) Mass fraction
Figure B.1: Variation of flowfield parameters along the stagnation line of the sphere.
to the internal modes. For test case 3, only the thermal component of the velocity field is updated as
described in item 6. As opposed to the previous cases of 1-3 where all species data in the sampling cells is
updated, the total recombination energy is assigned to the translational mode of oxygen molecules in test
case 4. Additionally, to investigate the effect of the N-N recombination on the heat flux values, this reaction
is excluded as will be discussed in the next section.
Figure B.2(a) compares the surface heating using a super catalytic model where all atomic species hitting
the surface recombine and non-catalytic model. As expected, the heat flux values at the leading edge increase
about 17% due to the exothermic recombination reactions. It can be concluded that the effects of energy
distribution to the internal modes are negligible based on the fact that both models give the same heat flux.
Comparison of a test study including nitrogen and oxygen recombinations and only oxygen recombination
reveals that the effect of nitrogen recombination on heat flux is found to be negligible, as shown in Fig. B.2(b).
Therefore, we do not have to take into account of nitrogen recombination for the double wedge case where
the nitrogen dissociation was found to be negligible. Furthermore, Ref. [97] pointed out that the heat energy
should be given in thermal component. Therefore, a test study where only thermal component (case 3) is
updated was conducted and results were compared with the case where both bulk and thermal components
were scaled up (Case 1). The results suggest that there are no discernible differences between the two test
cases. It should be noted that the computational overhead during the average velocity calculation makes case
3 impracticable especially for small Knudsen number cases. Comparison of case 1 and case 4 reveals that
the energy assignment to different species type does not result in any discernible differences in the surface
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(a) Effect of Catalycity (b) Effect of N+N recombination
(c) Energy distribution (d) Case 4
Figure B.2: Variation of heat flux for different energy distribution models described in Sec. 2.1.2.
heating.
In order to examine energy conservation and gas surface interactions more closely, a probe in the vicinity of
the geometry was selected, as can be seen in Fig. B.3(a). It was observed that total energy is conserved for all
aforementioned cases, showing that the algorithms were implemented in an accurate manner. Furthermore,
Fig. B.3(b) shows the y-velocity distribution function. Particles data is collected during steady state before
and after adding catalytic energy to the translational mode. It should be noted that since all velocity values
are scaled with the multiplier, φ given in Eq. 2.14, the velocity distribution function does not change its
shape with energy addition. Also, since the fully diffuse wall with a temperature of 500 K is modeled, the
distribution function is found to be essentially Maxwellian.
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(a) Translation temperature contours and geometry (b) Probability distribution function
Figure B.3: Data probe location and velocity distibution function.
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Appendix C
Poisson Solver
C.1 Poisson Solver
An axisymmetric Poisson solver based on finite difference scheme has been developed. Central scheme with
a second order accuracy ensures that the potential field is calculated accurately. The constructed matrix is
inverted using MATLAB. In order to validate the implementation of the boundary conditions, the electric
potential field between coaxial cylinders as shown in Fig. C.1(a) is solved (see the MATLAB script in the
appendix for details). The left and right boundaries are taken as a Neumann boundary condition with zero
derivatives to model an infinitely long channel, whereas finite potential values are assigned to inner and outer
boundaries. The Poisson’s equation in the cylindrical coordinates are given as:
∂2φ
∂r2
+
1
r
∂φ
∂r
+
1
r2
∂2φ
∂θ2
+
∂2φ
∂z2
= b (C.1)
It should be noted that the Neumann boundary condition with a zero value at r = 0 results in a singularity
for the second term on LHS of Eq. C.1. The L’Hospital rule was applied and Eq. C.1 can be written as:
2
∂2φ
∂r2
+
∂2φ
∂z2
= b (C.2)
along the r = 0 boundary with the assumption of axial symmetry.
With the assumption of infinitely long cylinder and symmetry in the azimuthal direction, Eq. C.1 can be
written in the form of:
1
r
∂
∂r
(r
∂φ
∂r
) = b (C.3)
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(a) Description of the domain and boundary condition of the
test case problem
(b) Comparison of the analytic and numerical solution at arbi-
trary constant z line with different b values
Figure C.1: Boundary conditions for the Poisson solver and comparison with the analytic expression.
According to Ref. [160], Eq. C.3 can be solved analytically and the corresponding solution is:
φ =
br2
4
+ c1 ln r + c2 (C.4)
where the constants of c1 and c2 are:
c1 =
1
ln R2R1
[
(φ2 − φ1)− b
4
(R22 −R21)
]
; c2 = φ1 − br
2
1
4
− lnR1
ln R2R1
[
(φ2 − φ1)− b
4
(R22 −R21)
]
(C.5)
where R1 and R2 are the radii of inner and outer disks with the boundaries of φ1 and φ2, respectively.
The Poisson’s equation is solved with the prescribed boundary conditions shown in Fig. C.1(a). Perfect
agreement between the numerical solver and the analytic solution is achieved with different b values, as
shown in Fig. C.1(b).
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C.2 Poisson Solver Code
%Poisson Solver in Cylindircal Coordinates Using FDM
R1= 1.0; %Inner Radius
R2= 5.0; % Outer Radius
Z = 8.0; % Axial distance
nz=321; % Number of points the z direction
nr=161; % Number of points in the r direction
dl= Z/(nz-1); % Cell length in the z-direction
dr= (R2-R1)/(nr-1); %Cell length in r-direction
nn = nr*nz; % Total number of grids
phi0 = 0;
A = sparse(nn); %Define a sparse matrix
for j=2:nr-1
for i=2:nz-1
u = (j-1)*nz+i;
A(u,u) = -2/(dl*dl)-2/(dr*dr);
A(u,u-1)=1/(dl*dl);
A(u,u+1)=1/(dl*dl);
A(u,u-nz)=1/(dr*dr)-1/(2*(R1+(j-1)*dr)*dr);
A(u,u+nz)=1/(dr*dr)+1/(2*(R1+(j-1)*dr)*dr);
end
end
%Dirichlet boundary on r=R1
for i=1:nz
u=i;
A(u,u) = 1;
end
%Dirichlet boundary on r=R2
for i=1:nz
u=(nr-1)*nz+i;
243
A(u,u) = 1;
end
%Neumann boundary on z=Lz
for j=1:nr
u=(j-1)*nz+nz;
A(u,u-1) = 1/dr;
A(u,u) = -1/dr;
end
%Neumann boundary on z=0
for j=1:nr
u=(j-1)*nz+1;
A(u,u+1) = -1/dr;
A(u,u) = 1/dr;
end
%Define RHS of Poisson’s Eq.
den = zeros(nz,nr);
phi = ones(nz,nr);
den (:,:)=20.0;
b0 = reshape(den, numel(den),1);
x = reshape(phi, numel(phi),1);
%RHS of Eq 1.
b = b0;
b(1:nz) = -5; %fixed potential on r=R1;
b(nn-nz+1:nn) = 15; %fixed potential r=R2;
b(nz:nz:nn) = 0; %Neumann z=L;
b(1:nz:nn) = 0; %Neumann z=0;
% You may solve it using BICGSTAB!!!
%x = bicgstab(A,b);
x=A\b;
x=reshape(x,nz,nr);
phi=x;
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%Output in Tecplot
fileID = fopen(’Poisson1.dat’,’w’);
fprintf(fileID,’%c’, ’TITLE="Conic (axisymmetric)"’);
fprintf(fileID, ’\n’);
fprintf(fileID,’%c’, ’VARIABLES="X","Y","phi",’);
fprintf(fileID, ’\n’);
fprintf(fileID,’%c’, ’ZONE T="DSMC,BG", I=321, J=161 , F=POINT’);
fprintf(fileID, ’\n’);
for j=1:nr
for i=1:nz
fprintf(fileID,’ %9.4f ’, (i-1)*dl, R1+(j-1)*dr, phi(i,j));
fprintf(fileID, ’\n’);
end
end
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Appendix D
Proper Orthogonal Decomposition
D.1 Application of WPOD to Unsteady Flows
In this section, a time-dependent flowfield analysis is conducted to decouple spatial and temporal modes to
predict future states.
D.1.1 Orthogonal Modes of One-dimensional Convection-diffusion Equation
A linear one-dimensional convection-diffusion equation, given in Eq. D.1, is solved with the boundary con-
ditions of u(0, t)=cos(t) and lim
x→∞
u(x, t) = 0.
∂u
∂t
+
∂u
∂x
= ν
∂2u
∂x2
(D.1)
The analytic solution of Eq. D.1 can be presented as:
u(x, t) = e−αxcos(βx − t) (D.2)
where α and β are given as:
α =
1
4ν
[√
2 + 2
√
1 + 16ν2 − 2] (D.3)
β =
1
4ν
[√−2 + 2√1 + 16ν2] (D.4)
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The spatial and temporal parts of Eq. D.2 can be decomposed into two orthogonal modes analytically by
calculating covariance matrix as described in Ref. [161] and the spatial modes can be written in the form of:
φ1(x) =
√
2α
β
e−αx
[
β cos(βx) + (−α+
√
α2 + β2) sin(βx)
]
(D.5)
φ2(x) = −
√
2α
β
e−αx
[
β cos(βx) + (−α−
√
α2 + β2) sin(βx)
]
(D.6)
and the corresponding temporal modes are:
a1(t) =
√
2
4
√
α
√
α2 + β2
[
(α+
√
α2 + β2) cos t+ β sin t
]
(D.7)
a2(t) = −
√
2
4
√
α
√
α2 + β2
[
(−α+
√
α2 + β2) cos t− β sin t] (D.8)
The existence of analytic solutions of eigenmodes provides an opportunity to test the accuracy of im-
plementation of the WPOD method. To reproduce these analytically calculated spatial and temporal parts
given in Eqs D.5-D.6 and D.7- D.8., Npod = 201 snapshots created using Eq. D.2 on 750 evenly distributed
spatial grids are used. A kinematic viscosity of ν = 0.075 is small enough to produce high-frequency oscilla-
tions in the spatial parts. As shown in Fig. D.1, the analytic spatial and temporal parts are found to be in
very good agreement with those obtained by the WPOD method, showing that the procedures described in
Sec. 8.4 are implemented correctly. It should be noted that the amplitude of spatial modes calculated ana-
lytically is larger by a factor of about three than those calculated with WPOD. However, the corresponding
magnitude of temporal parts shown in Fig. D.1 (c) and (d) show an opposite trend. Therefore, the solution
of Eq. D.1 calculated using Eq. 8.5 for both approaches are the same.
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(a) Analytic, spatial parts calculated using Eqs. D.5 and D.6 (b) WPOD, calculated spatial part using Eq. 8.4
(c) Analytic, temporal parts calculated using Eqs. D.7 and D.8 (d) WPOD, calculated temporal parts using Eq. 8.3
Figure D.1: Decomposition of Eq. D.2 into two orthogonal modes.
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