Behavioral risks including investor sentiment play an important role in Asia's stock market behaviors, but they are theoretically and empirically not well understood in traditional conditional means statistics, partly due to the heterogeneity roles. In contrast to the existing studies, this paper examines the heterogeneity roles of investor sentiment proxies (i.e. CSI, BCS, and FKLI) in influencing various aggregate stock market indices in Malaysia. The proposed sentiment proxies in relation to stock returns are statistically analyzed using mean-based (OLS) and quantile regression (QR) methods to uncover the relationships accross full range of stock market returns conditional distributions. In the analysis, we examine the possible multidimensional association of various conditional sentiments (i.e. average, sentiment states, market states, and interaction between sentiment and market states) on size (i.e. big firms vs. small firms) and industry (i.e. defensive vs. speculative) segmented data. The OLS analysis does not provide conclusive significant association of sentiment to returns but the QR analysis reveal emerging patterns of sentiment heterogeneity roles. Specifically, the QR analysis reveal an asymmetric association between sentiment to returns with U-curve pattern from negative magnitude in the lower quantiles and positive magnitude in the upper quantiles. The findings are not only consistent with the current hypothesis that sentiment risk strongly affects the small firms and speculative industry but also the big firms. The sentiment-return associations are statistically significant in extreme lower quantiles and in extreme upper quantiles of return distributions. These patterns are consistent with theoretical postulates of prospect theory and evidence of assymetric overreaction of Asian investors to sentiment. Overall, the findings from this paper provide new insights for theoretical understanding and practical application of sentiment risk in the stock market.
INTRODUCTION
Earlier economic scholars (Keynes, 1936) and investment practitioners (Graham and Dodd, 1940) stated that investor sentiment is an important behavioral risk believed to influence investor decision and it is consequently reflected in asset prices and financial markets behavior. Their ideas are directly quoted below.
In behavioral finance works, investor sentiment is broadly defined as a ratio expressing an opinion (Solt and Statman, 1988) , irrational beliefs (Morck, Shleifer and Vishny, 1990) , erroneous beliefs (Barberies, Shleifer and Vishny, 1998) , and investor opinions (Chang, Faff and Hwang, 2012) on the consensus forecasts (Berbaries, Shleifer and Vishny, 1998) which are not justified by information at hand that influence expectation for future cash flows and investment risk. The investor expectation on future market states could be optimistic or pessimistic (Lee, Shleifer and Thaler, 1991; Baker and Wurgler, 2006) . These expectations accordingly adjust investor risk tolerance (Edelen, Marcus, and Tehranian, 2010) or risk aversion level (Murphy, 2012) and propensity to speculate (Kurov, 2010) that underlies underreaction or overreaction of investors to news (Barberies et al. 1998) . Accordingly, demand and supply for stocks that are partly influenced by these sentiment beliefs will cause the stock prices to deviate from their true fundamental values (De Long, Shleifer, Summers, and Waldmann, 1990) . Taking all these ideas together, sentiment risk could be regarded as the systematic behavioral risk that affects security values and stock market behavior. Despite the practical importance of sentiment risk, sentiment theory is still in its infancy with the following theoretical and empirical gaps. The important theoretical gaps are: firstly, the measurement and quantification of sentiment effects (Baker and Wurgler, 2007) ; secondly, the identification of stocks which are more affected by sentiment risk (Baker and Wurgler, 2007) ; and thirdly, theorization of investor sentiment and stock market relationships (Bughdart, 2011) . From the empirical perspective, evidence of sentiment and returns relationship is inconclusive.
In this paper, we address the above sentiment research gaps with a specific focus on the Malaysian stock market due to the following reasons. Firstly, earlier scholars have indicated that due to cultural forces (i.e. more prone to herding, overreaction, low institutional involvement, and gambling), Asians are more affected by behavioral biases in their decision making (Yates, Lee and Bush, 1997; Kim and Nofsinger, 2008) and that investor sentiment is more pronounced in these countries (Zouaoui, Nouyrigat, and Beer, 2011) . In this context, being culturally collectivist (Statman, 2008) , Malaysians are more to herding behavior (Chui, Titman and Wei, 2010) . Secondly, the Malaysian stock market is highly denominated by retail investors which are believed to be more affected by behavioral biases due to lack of knowledge and skills in stock market investment. Thirdly, exploration of the possible influence of behavioral risks on asset prices and stock market behavior is warranted as existing studies indicated that the Malaysian stock market is also noted to be less sensitive to changes in fundamental factors and more prone to speculative trading effect (Ariff, Mohamad and Nassir, 1998) , and the stock market sometimes portrays an evidence of irrationality and inefficiency (Nassir, 2002) . So far, there are no endorsed proxies for investor sentiment in Malaysia, but consumer sentiment index (CSI), business condition servay (BCS) and stock futures index (FKLI) are seen as highly possible proxies for investor sentiment (see Mat Nor, Ibrahim and Rashid, 2013; Tuyon, Ahmad, Matahir; . Selections of these variables are theoretically and empirically derived as non-economic factors that possibly influence investors' thought and indirectly influence stock prices. This is in line with the idea of Bormann (2013) which states that sentiment proxies can be any kind that can be referred by investors to inform judgment about the future. Specifically, the CSI and BCS represents the opinion of consumers and business owners or entrepreneurs respectively, while the FKLI represents investors' expectation about future prospects of the stock market. Use of this variable as a sentiment proxy is in line with Safa and Maroney (2012) study. In the Malaysian investment environment, these three variables have been widely reported by economists, analysts and journalists and believed to be highly attended by professional and retail investors. However, these works are still at the infancy stage and require further theoretical and empirical scrutiny.
This research extends the works of Tuyon and Ahmad (2014) that provides discussion on the theoretical relations between sentiment and stock market activity and Tuyon et al. (2015) that proposed CSI, BSI and FKLI as possible sentiment proxies. The objectives of this paper are to theoretically and empirically examine the heterogeneity roles of these sentiment proxies on aggregate stock market indice returns in the Malaysian setting. This work involves two stages. Firstly, we theoretically establish the association and causation relationships to justify their economic significance. Secondly, we examine the statistical significance of the association using both mean-based and quantile-based regression analyses to uncover possible multidimensional relationships between them. The findings from this research provide both confirmation and disagreement to the existing sentiment theory. In addition, this study also highlights some emerging patterns of sentiment heterogeneity roles across different conditional perspectives. We believe that this study provides new insights for the theoretical and practical applications of sentiment risk, particularly in the Malaysian context. The remainder of this paper is organized as follows: In the next section 2, we theoretically establish the possible association and causation between sentiment proxies and returns. In the subsequent section 3, data descriptions and econometric methods for analysis are elaborated. This is followed by findings and discussions in section 4. Section 5 provides the syntheses of findings to existing theory, evidences and practical implications. The final section 5 concludes with possible future research ideas.
THEORETICAL FOUNDATIONS
In theorizing association and relationships between sentiment to returns, a priori theory must be used to establish potential association and causal mechanisms between these variables. Accordingly, in what follows, we theoretically establish the possible association and causation of sentiments to returns based on the theoretical framework of asset return generating process as postulated by the discounted cash flow model i.e. of Gordon and Shapiro (1956) .
The role of irrational sentiments in inducing investor expectations through this model is discussed in Tuyon et al. (2015) . In this paper, first, we use the theory of association to establish the association relationships of sentiment to returns. Statistically speaking, association refers to a linkage among variables (in this case, sentiment to returns) through positive or negative association relationships. In a positive association, direct relationships among variables are expected, whereas a negative association indicates inverse relationships between variables. In the Malaysian stock market environment, CSI, BCS, and FKLI are publicly available, commented on by economists, analysts, journalists and investment bloggers, and believed to be attended by both professional and retail investors as a potential valuable information in forecasting the future direction of the stock market. In this regard, in Tuyon and Ahmad (2014) we proposed the cognitive neuroscience based theory of mind (TOM) and cognitive psychology based theory of causation called the ABC model to theorize the association between sentiment and returns. Both these theories can justify the origin, cause and consequence of sentiment on investor thinking and behavior as well as explain their possible influence on the formation of share prices as illustrated in Figure 1 below. For brevity, these sentiment proxies provide opinions that influence the mind of the investor through an affective system and consequently induce investor and market behaviors accordingly.
Figure 1: Conceptual framework for association relationships
The above framework illustrates the causation relation between sentiment and return generations. The state of the sentiment (i.e. optimism/neutral/pessimism) will induce trading behavior which will influence changes in trading volume accordingly. Changes in trading volume will cause changes in stock prices that will in turn create volatility changes and price adjustments, which then determine stock returns. Should sentiment affect the aggregate market returns, changes in sentiment should be positively related to contemporaneous stock market returns and negatively related to future stock market returns (Baker and Wurgler, 2006; 2007) . Based on the above association relationships framework, the mathematical and linear relationship between sentiment and returns can be written in the following equations 1a and 1b respectively. ................(1a) Ri, t = α +βSENT +et........(1b) 
Ri,t = f (SENT)
.
HETEROGENEITY ROLES OF INVESTOR SENTIMENTS
Recent empirical evidence point to the heterogeneity roles of investor sentiment on stock returns. Literally, heterogeneous means non-uniformity, diversity, or variety (Thefreedictionary.com) . Investor sentiment heterogeneity refers to the different effects of sentiment on returns given different conditions as discussed below.
Firstly, the positive-negative asymmetry effect. Sentiment induces both positive and negative feelings on the part of the investor that directly influence their decision. In this regard, positive sentiment induces optimistic choices and negative sentiment induces pessimistic choices (Arkes, Herren and Isen, 1988) . One important psychology-based hypothesis (i.e. negativity bias) is that humans place greater weightage on negative information compared to positive information (Kanouse, 1984) . Three reasons have been offered to support this hypothesis (Siegrist and Cvetkovich, 2001 ). First, negative information is more diagnostic than positive information. Second, due to strong aversion to loss, people place greater weightage on negative information more to avoid losses. Third, negative information is seen as more credible because it is not released to persuade and influence. Positive effect is known in positive psychology literature as the positivity effect (Fredrickson, 2001 ) of which characteristics include confidence, optimism, and self-efficacy (Lyubomirsky and King, 2005) . Theoretically, positive effect is believed to prompt the individual to engage with their environment (Fredrickson, 2001 ) and facilitate happiness that will lead to success (Lyubomirsky and King, 2005) . In behavioral finance research, the validity of stronger negative sentiment impact is documented in Akhtar, Faff and Oliver (2011) , while the validity of positive sentiment hypothesis has also been supported in behavioral finance research (see Huang and Goo, 2008; Teng and Liu, 2013; Kaplanski, Levy, Veld, and Veld-Merkoulova, 2015) . In fact, the positive and negative effects are in line with the prospect theory of Kahneman and Tversky (1979) which theorize that human decisions are based on potential losses and gains and they weigh losses more than gains (Simon, Stefan and Dirk, 2015) which is a widespread and robust phenomenon (Peng, Miao, and Xiao, 2013) .
Secondly, sentiment has a different effect on firm's stock returns. In reference to Baker and Wurgler (2006; 2007) , in a contemporaneous relationship, sentiment risk places more vulnerability on stocks that are speculative and difficult to value and arbitrage (i.e. newer, smaller, more volatile, distressed, extreme growth) compared to safe and easy to arbitrage stocks (i.e. regulated utilities, firm with long earning history, stable dividend). In addition, recent research provide evidence that firms in a different industry are reported to have different influential sentiment effect (Kaplanski and Levy, 2010; Chou, Ho and Ko, 2012; Chen, Chen and Lee, 2013; Dash and Mahakud, 2013) but behavioral explanation for this issue is not justified.
Thirdly, other heterogeneous forces, emerging recent evidence points to the heterogeneity roles of sentiment due to the following forces. Firstly, it may be due to different proxies used for sentiment used. Secondly, it may be due to various issues of heterogeneity including difference in economic conditions, market conditions, sentiment states, investor groups, company size, company salience, and industry groups. As such, in the empirical analysis, the above issues need to be taken into consideration to derive economic and statistical meaning on the role of sentiment. We summarize these evidences in the following Table 1 below. Given the above discussion, understanding sentiment heterogeneity role is important. Here we propose two possible approaches to detect sentiment heterogeneity role. First, by employing segmentation of analysis based on the homogeneous nature of data and conditions as pointed by Elton and Gruber (1970) . The idea is to disaggregate data into meaningful homogeneous groups in order to improve theoretical understanding and empirical forecast. These indicate the appropriateness for describing stock returns based on industry factor, group factor and firm factor and the need to group stocks based on these homogeneous characteristics to improve forecasting (Elton and Gruber, 1971; Martin and Klemkosky, 1976) .
Second, using quantile regression to uncover data behavior along the full spectrum of data distribution. Many have acknowledged that the world is complex and we are leaving in a world of extremes. However, research is still generally based on Gaussian statistics that assume normal distributions with finite means and variance of data characteristics that ignore complexity and extremes. This would potentially lead to inaccuracy and findings would be irrelevant to practitioners in the real world (Andriani and McKelvey, 2007) . In a similar vein, Woodside (2013) called for a paradigm shift from symmetric to asymmetric thinking in data analysis for theory crafting and testing. A potential solution to understand complexity is to see and interpret the world beyond merely the means and explore the heterogeneity of relationships. Statistical methods that can be use to examine the data properties beyond the means is the quantile regression (QR). QR is a type of nonparametric statistics (Li, 2014) which was pioneered by Koenker & Bassett (1978) . QR can be applied to address the problems of nonlinearity and heterogeneity of data properties (Haupt & Petring, 2011) . QR is able to analyse the entire distribution of data without the need to trim the outliers. As such, it has the advantage of providing a more complete relationship in regression analysis since the analyses consider both the means and the heavy-tailed distributions (Li, 2014) . Review of application of QR in various research domains is provided in Yu and Stander (2003) . In modern finance paradigm, financial data behaviors are assumed be constant and well distributed according to Gaussian statistic assumptions. However, there are common characteristics of stock returns data that violated this assumption: autocorrelation, collinearity, fat tails, volatility clustering, gain/loss asymmetry, time variations in risk premium, skewness and excess kurtosis which are collectively known as the stylized statistical properties of asset returns (Cont, 2001 ).
DATA AND METHODS

Data description and segmentation
In this research, three different proxies of investor sentiment are drawn from consumer surveys (CSI), business surveys (BCI), and futures investors opinion (FKLI). Due to the availability and standardization of data, the periods of the series are limited from 1996:01 to 2014:12. Data for CSI and BCS are obtained from MIER, while the rest are obtained from Bloomberg. The original data for CSI and BCS are quarterly data and transformed to monthly frequency for consistency using the interpolation method 1 . As for the equity data, we use 12 aggregate indices data and returns are calculated as
In the analysis, we segmented the indices group based on size and industry. Index size classification is based on the definition used by Baker and Wurgler (2007) . Industry sectors are classified into two groups as being either cyclical or defensive (Dirks, 1958; Becher, Jensen and Mercer, 2008; Held, 2009; Nagy and Ruban, 2011) . Sector characteristics are expected to be different. Specifically, defensive sectors are expected to be less sensitive to macroeconomic and market fluctuations. On the other hand, the cyclical sectors are more sensitive to the macroeconomic and market developments (Becher, et al. 2008; Held, 2009; Nagy and Ruban, 2011) . From the size perspective, firms can be categorised into: (i) speculative firms (BM70, BM Small Cap and BM Fledgling) which are characterized as small-capitalized firms, speculative in nature, with volatile earnings, lower prices, and extreme growth, and (ii) stable firms (BM KLCI, BM100, and BM Emas) which are characterized as large capitalized firms, with higher prices. Industries can be categorised into: (i) cyclical industries (property, finance, and construction) which are more sensitive to the macroeconomic and market developments as well as having higher correlation with the market, and (ii) defensive industries (consumer, plantation, and trade and services) which are expected to be less sensitive to macroeconomic and market fluctuations as well as having lower correlation with the market. We also examine sentiment heterogeneity during the stock market crisis measured using dummy crisis which is equal to one for periods under crisis and zero otherwise. The pre-determined crisis market states are: Asian financial crisis (28/02/97 to 1/09/98), September 11 attack and Technology slump (09/04/01 to 23/04/02), SARS (23/04/02 to 11/03/03), and Subprime crisis (11/01/08 to 17/10/08). The statistical nature of the data for stock market indices confirm the theoretical reasoning for the segmentations. Specifically, big and defensive industry returns consistently recorded a positive mean value consistent with their stability prediction. The small firms and speculative industry groups recorded non-consistent values which confirmed to the unstable nature of the firms and industries in these groups. The small and speculative industries also recorded the highest maximum returns and lowest minimum returns compared to big firms and defensive industries. This is consistent with the theoretical prediction that the former firm groups are highly attractive and affordable to retail investors. There is also a notable difference between sentiment during non-crisis and in crisis market states. In addition, the risk (as measured by standard deviation) is consistent with the theoretical expectations that small firms and speculative industry groups are riskier compared to big firms and defensive industry groups. The significant value of JB statistic indicates that the residual distributions are not normal. This can be complemented with evidence of fat tails as shown by unstandardized skeweness statistics across different sub-groups and positive kurtosis statistics which are higher than the normality benchmark of 3. These are in line with the existing expectation of the nature of stock market data and within the belief of the behavioral finance paradigm.
According to the association and causation framework, the empirical molde of the return generation process can be established as in the following autoregressive model as in equation 2, where, is the log of changes of Bursa Malaysia indexes returns, 0  and 1  are the parameters,
is the lag return as a control variable measuring past price influence on today's stock returns, Sentiments, SENTt = f (CSI, BCS, FKLI) is the log of changes in investor sentiment indicators namely consumers' survey, business survey and stock futures index, and denotes error terms that represents possible determinants of other non-accounted variables on stock indices returns.
The following Figure 2 illustrates the empirical movement patterns of the proposed sentiment proxies (i.e. CSI, BCS, and FKLI) with the Malaysian main stock market index (i.e. KLCI) spanning from 1996:01 to 2014:12. In what follows, the validity of the statistical relationships between sentiment proxies to 12 stock market indices returns are examined using correlation and regression methods. The statistical analyses are complemented with behavioral insights to uncover the heterogeneity roles of sentiments in inducing stock returns between different market states, size and industry characteristics as mentioned in the earlier theoretical section. 
Diagnostic Statistics
The variables order of integration are inspected using the Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests. We inspected variables series at level and difference with without trends and intercepts. We confirm that variables order of integration are with a mixture of I(0) or I(1) and non with I(2). As for unfulfillment of normality, this condition can be ignored if sample is higher than 30 2 and our sample is large enough to rule out this condition. In addition, we also examine the Q-Q plots that confirm the non-normality dispersion of the data. These analyses are not reported here to conserve space but are available upon request.
Correlation and Regression Analysis
Based on the stationary data series, we performed the association analysis by employing the correlation and regression analyses to examine the nature of association relationships between sentiments proxies (Xi) to returns (Yi). In reference to Puth, Neuhauser, and Ruxton (2014), we examine the signs of association by using the Pearson correlation (r) calculated as in equation 4 below. The possible associations are: perfect positive association ( ), imperfect positive association ( ), no association ( ), imperfect negative association ( ), and perfect negative association ( ). We perform the association analysis based on three sub-samples namely overall, crisis, and non-crisis periods to examine the possible heterogeneous association between variables of interest.
(3a)
Where, and (
Since the correlation does not tell us about the magnitude of association, the strengths of associations are further inspected using the ordinary least square (OLS) regression analysis as in equation 5 below, where is the respective indices returns, is a lagged return as a control variable, CSI, BCS, and FKLI are the sentiment proxies, is the error term. The sample period, t = 1, 2,...,T and are unknown population coefficients. The regression analysis comes with the following assumptions: the distribution term has zero mean, the disturbance variance is consistent for all observations (i.e. homoskedastic), the disturbance corresponding to different observations have zero correlation (i.e. no autocorrelation), Xt is non-stochastic, Yt is stationary, the error terms (disturbances) are uncorrelated with explanatory variables, there is no perfect linear relationship between the explanatory variables (i.e. no multicollinearity), and the disturbances are normally distributed. This test is only efficient if the data properties obeyed the time series data assumptions of independently distributed random white noise process drawn from the normal distribution, that is , otherwise it represents inefficient and biased inferences. We perform seven conditional analyses: average sentiment (4a), positive sentiment (4b), negative sentiment (4c), positive sentiment in non-crisis (4d), positive sentiment in crisis (4e), negative sentiment in non-crisis (4f), and negative sentiment in crisis (4g).
Similarly, the quantile regression (QR) models were also performed on the above seven conditions. In reference to Koenker and Bassett (1987) , the basic linear model (5a) and its QR representation, the th conditional quantile of given (5b) is written as follows:
Where is an unknown k x 1 vector of regression parameters associated with the th percentile, is the dependent variable and is a k x 1 vector of independent variables, with the model assumption that the conditional th quantile of the error term is equal to zero i.e.
. In this model, various quantiles can be inspected from 0-1 with = 0.5 known as the median regression. Quantiles below the median point are known as lower quantiles and quantiles above median are called upper quantiles.
RESULTS AND DISCUSSIONS
In the first stage of analysis, we perform the correlation analysis of various sentiment conditional to all stock market indices that are segmented into four groups namely big firms, small firms, defensive industries, and speculative industries. The sentiment conditional analyses are segmented into seven conditions as follows: average sentiments which represent all values of CSI, BCS and FKLI; positive sentiments that are determined using dummy variable; negative sentiments that are determined using dummy variable; positive sentiment in non-crisis market states which is examined by interacting the positive sentiment dummy and non-crisis market states dummy; positive sentiment in crisis market states which is measured by interacting the positive sentiment dummy with crisis market states dummy; negative sentiment in non-crisis market states which is examined by interacting the negative sentiment dummy and non-crisis market states dummy; and negative sentiment in crisis market states which is measured by interacting the negative sentiment dummy with crisis market states dummy. The correlation analyses results are as summarized in the following Table 3 . The three sentiment proxies are also positively correlated to each other, where CSI-BCS correlation is 0.33, CSI-FKLI correlation is 0.15, and BCS-FKLI correlation is 0.29. In the following correlation table, we only report the sentiment conditionals associations to the segmented four groups of stock indices data. The correlation table within sentiment variables is unreported due to space constraints. The correlation analyses show that sentiment risk association to stock returns is universal but the degree of biasness is heterogeneous on the condition of firm size, nature of industry, sentiment states, and market states. The above correlation analysis reveals both confirmation of the existing evidences and also offers new emerging patterns of sentiment risk heterogeneity roles. The correlation analysis can be summarized as follows. Average sentiment is correlated with all segments of indices groups. Positive sentiment is consistently correlated positively with all segments of stock returns group. Negative sentiment is also consistently correlated negatively with all segments of stock returns group. Positive sentiment in non-crisis market states is also consistently positively correlated with returns and provides a higher effect compared to average positive sentiment. In all of the above, sentiment-returns correlations are slightly higher for big firms, small firms and speculative industries. Finally, in negative sentiment during market crisis states, negative sentiment is found to be highly in association with all groups of stock returns more than negative sentiment in normal market states and with notably higher association for big firms.
In the second stage of analysis, we examine the strength of relationship of sentiment variables on stock market indices contemporaneous returns taking into account various sentiment segmentations using both OLS and QR-based methods. The objective for OLS analysis is to see the relationships in average perspectives, while the QR analysis aims to uncover the full spectrum of relationships. As for the QR, we perform analysis on various quantiles from extreme lower to extreme higher (i.e. q.02%, q.10%, q.20%, q.50%, q.80%, q.90%, and q.98%) data distributions. However in the following Table 3 , we report on only the extreme lower quantiles (i.e. q.02 to q10) and extreme upper quantiles (i.e. q.90 to q.98) since results from other quantiles are not consistently significant in all data segments.
In the OLS analyses, no significant consistent predictable pattern of sentiment risk associations with stock returns was noted. On the other hand, the QR analyses reveal interesting emerging patterns of sentiment risk asymmetry and heterogeneity roles. Sentiment risk asymetry means that the sentiment and return relations reveal an asymmetric structure of U-curve pattern with a negative magnitude in extreme lower quantile (i.e. within 10%) to positive magnitude in extreme upper quantiles (within 10%). This evidence can be theoretically corroborated with the prospect theory which postulates that investors make decisions in reference to risk and returns. This theory also provides theoretical underpinnings for the negative linear relationship of sentiment and returns in extreme lower quantiles and positive linear reationship between them in extreme upper quantiles. These findings can be corroborated with evidence of asymmetry of riskreturn relationship in stock market studies where the slope of relationship changes across the quantiles moving from positive to negative based on QR perspectives (see Chan and Lakonishok, 1992; Allen, Powell and Singh, 2011; Chiang and Li, 2012; Allen, Singh and Powell, 2013; Atkins and Ng, 2014) . These evidences have both academic and practical merits. The findings of this study challenge the modern finance assumptions of positive linear relationships between risk and returns, which does not describe reality well and possibly cause wrong risk measurement and management, which in turn may lead to losses and disasters in the stock markets.
In the heterogeneity roles, we observe consistent significant patterns of sentiment-return relationships heterogeneity across four segments of sentiments conditional, i.e. average sentiment, positive sentiment states, negative sentiment states, and negative sentiment states during stock market crisis. First, in average sentiment data perspectives, sentiments are positively significant in affecting the extreme upper quantiles returns for all stock returns segmentations with notable higher degree of biasness for small firms and speculative industries. The fact that small firms are more affected by sentiment risk is in line with existing established evidences (see Baker and Wurgler, 2006; 2007; Lemmon and Portniaguina, 2006; Kaplanski and Levy, 2010) . The idea that sentiment plays a bigger role in influencing speculative industries compared to defensive industries is in line with our theoretical postulates and support is provided by a close comparative study provided by Kaplanski and Levy (2010) that states that a less stable industry is more influenced by sentiment compared to a stable industry. Second, in positive sentiment states, sentiment proxies consistently have significant positive relation to returns only in extreme upper quantiles with a higher degree of biasness for big firms and speculative industries. These findings can be inferred to popular stock hypothesis postulated in Statman et. al. (2008) . Third, in negative sentiment states, negative sentiments negatively induce stock returns only in extreme lower quantiles. To the best of our knowledge, this is a new evidence in sentiment literature. When comparing positive and negative sentiment impacts, the degree of biasness of negative sentiments are higher compared to the positive ones. This is consistent with negativity biases hypothesis highlighted in Akhtar et al. (2011) study. Fourth, in negative sentiment states during stock market crisis condition, two of the sentiment proxies (i.e. CSI and BCS) are consistently significant in negatively affecting the returns of small firms and speculative industries in extreme lower quantiles. In addition, the degree of negative sentiment biases is higher during crisis compared to non-crisis times. This is also, to the best of our knowledge, a new evidence in sentiment literature. This can be corroborated with evidences of the higher negative emotions of retail (Hoffmann, Post, and Pennings, 2013) and professional (Cohn, Fehr and Marechal, 2012) investors during financial crises. In our case, we interpret this as that the impact of negativity bias is stronger given the negative sentiment due to negative opinions coupled with negative emotion due to financial crises. 
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SYNTHESES OF FINDINGS TO EMPIRICAL, THEORY, AND PRACTICE
In this section, we discuss our findings in relation to the existing evidences and theory as well as possible investment practical applications.
Confirmation, contradiction and emerging findings
The impact of sentiment depends on market states. This finding is in conformation with the comparative study conducted by Kurov (2010) that noted that monetary policy shock have a strong impact on investor sentiment in bear market conditions and the study by Gracia (2013) that states that sentiment shock is concentrated during a recession. In addition, the findings are also in line with the study by Chung, Hung and Yeh (2012) which provide evidence of insignificant predictive power of average sentiment during a recession. However, complementary to the existing studies, we offer a different interpretation of this situation. In our case, we interpret this to be that the impact of negativity bias is stronger given the negative sentiment due to negative opinions coupled with negative emotion due to financial crises. This opinion can be corroborated with the following findings. First, negative emotion is associated with pessimism (Johnson and Tversky, 1983) in the presence of threatening situations. Second, financial crisis trigger negative emotions and reduce investor risk taking substantially (Cohn, Fehr and Marechal, 2012) . Third, fear, which is a negative emotion, arises in the presence of potential danger and induced riskaverse behavior (Lee and Andrade, 2015) . These evidences can be inferred to four taxanomies of negativity bias (i.e. negative potency, greater stepness of negative gradients, negativity dominance, and greater negative differentiation) highlighted in Rozin and Royzman (2001) which hypothesizes that even the negative effect is also heterogeneous due to certain situations.
In addition to confirmation on the Western perspective that sentiment risk is higher for small and speculative stocks, this Asian-based research further provides evidence that big firms are also affected by sentiment risk. We linked this finding to the evidence provided by Statman, Fisher and Anginer (2008) which argued that investor attention to admired companies with positive affect characteristics may play a role in influencing demand for a stock. In our case, the big firms indices comprise the top 100 blue chips and medium-size firms. They are popular among investors due to perceived higher potential gains. One interesting insight from this finding is that if these big stocks are dominated by institutional investors, the evidence that sentiment is significantly related to this group of stock returns points to the idea that institutional investors are also subjected to sentiment risk -and not only the retail investors as per current belief.
Behavioral asset-pricing theory and models
In line with other behavioral finance scholars' opinion, we also believe that sentiment is one of the systematic risks in asset pricing modeling which cannot be arbitraged away. In behavioral asset pricing modeling, this research provides the following insights that might be valuable for consideration in future discourse. First, sentiment risk influence on stock returns is not homogeneous across different firm size, different industries, sentiment states, and market conditions. Second, sentiment risk and return relationship is homogeneously positive but negative on the extreme lower quantiles (losses) and positive in the extreme upper quantiles (gains) of data distribution. This is in line with the prospect theory perspective. Thus, in behavioral asset pricing modeling and testing, this issue has to be taken into account as average perspective does not provide significant predictive ability of sentiment risk.
Behavioral portfolio management strategies
In investment practice, understanding sentiment risk is important in portfolio risk management particularly in market timing, portfolio allocation, and portfolio rebalancing strategies. In market timing, our analyses show the following: positive sentiment affects more the winners (extreme upper quantiles) of big firms and speculative industries; negative sentiment affects more the losers (extreme lower quantiles) of big firms and speculative industries; positive sentiment during crisis significantly influences the winners (extreme upper quantiles) of big firms and speculative industries; and negative sentiment during crisis significantly influences the winners (extreme upper quantiles) of big firms and speculative industries. All other conditions are not consistently significant. In portfolio allocation, the above findings imply that a balance allocation between big-speculative and small-defensive stocks would be able to minimise the sentiment risk effect on the portfolio. In portfolio rebalancing, a possible strategy arising from insights drawn in this paper are as follows. During positive sentiments, winner stock prices will drop due to selling pressure motivated by profit taking. For negative sentiment, extreme lower return stocks in the portfolio will be pressured downward further due to panic selling or cut-loss motives. Similar conclusion is drawn for positive and negative sentiments during crisis. Equity portfolio managers could capitalise on this by selling winner stocks before heavy selling pressure occurs. The extreme loser stocks in the portfolio can be sold before others and be purchased back at the bottom for a cheaper cost, while stocks in the middle range of quantiles can be held as they are expected to be less vulnerable to sentiment swings.
CONCLUSIONS
To recap, this research is concerned with modeling local proxies for investor sentiments in the Malaysian stock market environment. The proposed proxies namely CSI, BCS, and FKLI respectively represents consumers, businesses, and investors' perceptions of future conditions for consumption, business, and the stock market. These variables collectively point to the opinions of the likelihood of stock market performance in the near future. Intuitively, should investors pay attention to these indicators and incorporate them in their investment decisions, these variables can be considered as sentiment proxies that serve as consensus opinion of certain groups. These sentiment variables induce investor's feeling of optimism if sentiment indices are high and pessimism if sentiment indices are low.
In this paper, we assess the economic validity of these sentiment proxies using statistical analysis that are complemented with behavioral insights. In statistical analyses, the association relationships between sentiments to returns are examined in both average and full data distribution perspectives. The statistical analysis is supplemented with behavioral perspectives in acknowledging the heterogeneity roles of sentiment in relation to returns given different conditions. This is done in the following ways. First, we supplemented the analyses with segmentations of indices into firm size (i.e. big and small firms) and industry groups (i.e. defensive and speculative). Second, we draw inferences based on different sentiment conditions (i.e. positive and negative) and market conditions (i.e. crisis and non-crisis). The findings provide confirmation to the heterogeneity role of sentiment across different firm sizes and industries. In addition, negative sentiment is also confirmed to be more influential compared to positive sentiment in line with what had been reflected in behavioral finance literature. More importantly, few emerging patterns emerged in the analysis. First, in contradiction to existing beliefs, big firms are also subjected to sentiment risks. Second, when negative sentiment coexists with bad emotion (i.e. in this case during financial crisis), the combined effect to stock returns are stronger compared to negative sentiment given good emotion conditions. Accordingly, this research not only provides extended theoretical inquiry on sentiment theory and modeling but also provides new insights for investment practitioners and policy makers.
We believe that investigation to sentiment heterogeneity roles is still incomplete and more theoretical and empirical work needs to be undertaken to improve our understanding on investor sentiment theory. In this regard, the analysis of this paper can be further extended in the following ways. First, the role of sentiment given the mixture of sentiment states (i.e. mixture of positive and negative opinions) can be further examined. Second, the role of extreme conditions of sentiment proxies changes can be investigated. Third, the sentiment roles in bull and bear market conditions can be studied. Fourth, the role of positive sentiment should be further analysed as it is currently under-researched. Fifth, the validity of the sentiment proxies in relation to individual stocks returns data should be further tested. Sixth, the association of these sentiment proxies in relation to other investment instruments in Malaysia can be examined. Finally, the insights from this study can be replicated to other Asian countries for confirmation and generalization of the new evidences offered in this paper. Notes: The R 2 represents R-squared for OLS and Pseudo R-squared for QR. The asterisk (*), (**), and (***) denotes significant levels of 1%, 5%, and 10% respectively. The t-Statistics are unreported due to space constraint. The R 2 represents R-squared for OLS and Pseudo R-squared for QR. The asterisk (*), (**), and (***) denotes significant levels of 1%, 5%, and 10% respectively. The t-Statistics are unreported due to space constraint.
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