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Abstract
We introduce and analyse two algorithms for exploration-exploitation in discrete and con-
tinuous Markov Decision Processes (MDPs) based on exploration bonuses. SCAL+ is a
variant of SCAL (Fruit et al., 2018b) that performs efficient exploration-exploitation in
any unknown weakly-communicating MDP for which an upper bound c on the span of the
optimal bias function is known. For an MDP with S states, A actions and Γ ≤ S possi-
ble next states, we prove that SCAL+ achieves the same theoretical guarantees as SCAL
(i.e., a high probability regret bound of O˜(c
√
ΓSAT )), with a much smaller computational
complexity. Similarly, C-SCAL+ exploits an exploration bonus to achieve sublinear regret
in any undiscounted MDP with continuous state space. We show that C-SCAL+ achieves
the same regret bound as UCCRL (Ortner and Ryabko, 2012) while being the first imple-
mentable algorithm with regret guarantees in this setting. While optimistic algorithms such
as UCRL, SCAL or UCCRL maintain a high-confidence set of plausible MDPs around the
true unknown MDP, SCAL+ and C-SCAL+ leverage on an exploration bonus to directly
plan on the empirically estimated MDP, thus being more computationally efficient.
1. Introduction
While learning in an unknown environment, a reinforcement learning (RL) agent must trade
off the exploration needed to collect information about the dynamics and reward, and the
exploitation of the experience gathered so far to gain as much reward as possible. The
performance of an online learning agent is usually measured in terms of cumulative regret
which compares the rewards accumulated by the agent with the rewards accumulated by an
optimal agent. A popular strategy to deal with the exploration-exploitation dilemma (i.e.,
minimize regret) is to follow the optimism in the face of uncertainty (OFU) principle.
Optimistic approaches have been widely studied in the context of stochastic multi-armed
bandit (MAB) problems. In this setting, OFU-based algorithms maintain optimistic esti-
mates of the expected reward of each action a (i.e., arm), and play the action with highest
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optimistic estimate (see e.g., Bubeck and Cesa-Bianchi, 2012; Lattimore and Szepesva´ri,
2018). These optimistic estimates are usually obtained by adding a high probability con-
fidence bound b(a) to the empirical average reward r̂(a) i.e., r̂(a) + b(a). The confidence
bound plays the role of an exploration bonus: the higher b(a), the more likely a will be
explored. As an example, based on Hoeffding’s inequality, the Upper-Confidence Bound
(UCB) algorithm uses b(a) = Θ˜
(
rmax/
√
N(a)
)
where N(a) is the total number of times
action a has been played before and all rewards are assumed to lie between 0 and rmax with
probability 1. UCB can be shown to achieve nearly-optimal regret guarantees.
Strehl and Littman (2008) later generalized the idea of enforcing exploration by us-
ing a bonus on the reward to the RL framework. They analysed the infinite-horizon γ-
discounted setting and introduced the Model Based Interval Estimation with Exploration
Bonus (MBIE-EB) algorithm. MBIE-EB plays the optimal policy of the empirically esti-
mated MDP where for each state-action pair (s, a), a bonus b(s, a) is added to the empirical
average reward r̂(s, a) i.e., the immediate reward associated to (s, a) is r̂(s, a) + b(s, a).
Unlike in MAB where the optimal arm is the one with maximal immediate reward, the goal
of RL is to find a policy maximizing the cumulative reward i.e., the Q-function. There-
fore, the bonus needs to account for the uncertainty in both the rewards and transition
probabilities and so b(s, a) = Θ˜
(
rmax
1−γ
√
1
N(s,a)
)
where rmax1−γ is the range of the Q-function.
Strehl and Littman (2008) also derived PAC guarantees on the sample complexity of MBIE-
EB. More recently, count-based methods (e.g., Bellemare et al., 2016; Tang et al., 2017;
Ostrovski et al., 2017; Martin et al., 2017) tried to combine the idea of MBIE-EB with
Deep RL (DRL) techniques to achieve a good exploration-exploitation trade off in high di-
mensional problems. The exploration bonus usually used has a similar form Θ˜
(
β√
N
)
where
β is now an hyper-parameter tuned for the specific task at hand, and the visit count N is
approximated using discretization (e.g., hashing) or density estimation methods.
Exploration bonuses have also been successfully applied to finite-horizon problems (Azar et al.,
2017; Kakade et al., 2018; Jin et al., 2018). In this setting, the planning horizon H is known
to the learning agent and the range of the Q-function is rmaxH. A natural choice for the
bonus is then b(s, a) = Θ˜
(
rmaxH/
√
N(s, a)
)
. UCBVI 1 introduced by Azar et al. (2017)
uses such a bonus and achieves near-optimal regret guarantees O˜
(
H
√
SAT
)
. Extensions
of UCBVI 1 exploiting the variance instead of the range of the Q-function achieve a better
regret bound O˜
(√
HSAT
)
(Azar et al., 2017; Kakade et al., 2018; Jin et al., 2018).
Both the finite horizon setting and infinite horizon discounted setting assume that there
exists an intrinsic horizon (respectively H and 11−γ ) known to the learning agent. Unfortu-
nately, in many common RL problems it is not clear how to define H or 11−γ and it is often
desirable to set them as big as possible (e.g., in episodic problem, the time to the goal is not
known in advance and random in general). As H tends to infinity the regret (of UCBVI 1,
etc.) will become linear while as γ tends to to 1 the sample complexity (of MBIE-EB,
etc.) tends to infinity (not to mention the numerical instabilities that may arise). In this
paper we focus on the much more natural infinite horizon undiscounted setting (Puterman,
1994, Chap. 8) which generalizes the two previous settings to the case where H → +∞
and γ → 1 respectively. Several algorithms implementing the OFU principle in the infinite
horizon undiscounted case have been proposed in the literature (e.g., Jaksch et al., 2010;
Ortner and Ryabko, 2012; Fruit et al., 2017, 2018b; Talebi and Maillard, 2018), but none
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of these approaches exploits the idea of an exploration bonus. Instead, they all construct
an extended MDP1 with continuous action space, which can be interpreted as the concate-
nation of all possible MDPs compatible with some high probability confidence bounds on
the transition model, among which is the true MDP. The policy executed by the algorithm
is the optimal policy of the extended MDP. UCRL (Jaksch et al., 2010) achieves a regret
of order2 O˜
(
rmaxD
√
ΓSAT
)
after T time steps where D, Γ, S and A are respectively the
diameter of the true MDP, the maximum number of reachable next states from any state,
the number of states and the number of actions. (Fruit et al., 2018b) showed an improved
bound for SCAL O˜
(
min {rmaxD, c}
√
ΓSAT
)
when a known upper bound on the optimal
bias span c ≥ sp {h∗} is known to the learning agent. Although such algorithms can be
efficiently implemented in the tabular case, it is difficult to extend them to more scalable
approaches like DRL. In contrast, as already mentioned, the exploration bonus approach is
simpler to adapt to large scale problems and inspired count based methods in DRL.
In this paper we introduce and analyse SCAL+, the first algorithm that relies on an
exploration bonus to efficiently balance exploration and exploitation in the infinite-horizon
undiscounted setting. All the exploration bonuses that were previously introduced in the RL
literature explicitly depend on γ orH which are known to the learning agent. In the infinite-
horizon undiscounted case, there is no predefined parameter informing the agent about the
range of the Q-function. This makes the design of an exploration bonus very challenging.
To overcome this limitation, we make the same assumption as Bartlett and Tewari (2009);
Fruit et al. (2018b) i.e., we assume that the agent knows an upper-bound c on the span (i.e.,
range) of the optimal bias (i.e., value function). The exploration bonus used by SCAL+
is thus b(s, a) = Θ˜
(
max{c, rmax}/
√
N(s, a)
)
. In comparison, state-of-the-art algorithms
in the infinite horizon undiscounted setting like UCRL or SCAL can, to a certain extent,
be interpreted as virtually using an exploration bonus of order Θ˜
(
rmaxD
√
Γ/N(s, a)
)
and
Θ˜
(
max{c, rmax}
√
Γ/N(s, a)
)
respectively. This is bigger by a multiplicative factor
√
Γ. As
a result, to the best of our knowledge, SCAL+ achieves a “tighter” optimism than any other
existing algorithm in the infinite horizon undiscounted setting and is therefore less prone
to over-exploration.
To further illustrate the generality of the exploration bonus approach, we also present C-
SCAL+, an extension of SCAL+ to continuous state space –but finite action space– MDPs.
As in (Ortner and Ryabko, 2012; Lakshmanan et al., 2015), we require the reward and
transition functions to be Ho¨lder continuous with parameters L and α. C-SCAL+ is also the
first implementable algorithm in continuous problem with theoretical guarantees (existing
algorithms with theoretical guarantees such as UCCRL (Ortner and Ryabko, 2012) cannot
be implemented). C-SCAL+ combines the idea of SCAL+ with state aggregation. Compared
to SCAL+, the exploration bonus contains an additional term due to the discretization: for
any aggregated state I, b(I, a) = O˜
(
max{c, rmax}
(
1/
√
N(I, a) + LS−α
))
.
The main result of the paper is summarized in Thm. 1:
Theorem 1 For any MDP with S states, A actions and Γ next states, the regret of SCAL+
is bounded with high probability by O˜
(
max{c, rmax}
√
ΓSAT
)
. For any “smooth” MDP with
1. The extended MDP is sometimes called bounded-parameter MDP
2. The original bound of Jaksch et al. (2010) has
√
S instead of
√
Γ but
√
Γ can be easily achieved by
replacing Hoeffding inequality by empirical Bernstein’s inequality for transition probabilities.
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smoothness parameters L and α, 1-dimensional state space S = [0, 1] and A actions, the
regret of C-SCAL+ is bounded with high probability by O˜
(
max{c, rmax}L
√
AT (α+ 2)/(2α + 2)
)
.
The regret bound of SCAL+ (resp. C-SCAL+) matches the one of SCAL (UCCRL). Sur-
prisingly, the tighter optimism introduced by SCAL+ compared to SCAL and UCRL is not
reflected in the final regret bound with the current statistical analysis (
√
Γ appears in the
bound although despite not being included in the bonus). We isolate and discuss where the
term
√
Γ appears in the proof sketch of Sect. 3.4. While Azar et al. (2017); Kakade et al.
(2018); Jin et al. (2018) managed to remove the
√
Γ term in the finite horizon setting, it
remains an open question whether their result can be extended to the infinite horizon case
(for example, the two definitions of regret do not match and differ by a linear term) or it
is an intrinsic difficulty of the setting. Finally, SCAL+ and C-SCAL+ are very appealing
due to their simplicity and flexibility of implementation since the planning is performed on
the empirical MDP (rather than on a much more complex extended MDP). This change
of paradigm results in a more computationally efficient planning compared to UCRL and
SCAL, as explained in Sec. 3.1.
2. Preliminaries
2.1 Markov Decision Processes
We consider a weakly-communicating3 MDP (Puterman, 1994, Sec. 8.3) M = (S,A, p, r)
with a set of states S and a set of actions A. For sake of clarity, here we consider a finite
MDP M but all the stated concepts extend to the case of continuous state space, (see e.g.,
Ortner and Ryabko, 2012).
Each state-action pair (s, a) is characterized by a reward distribution with mean r(s, a)
and support in [0, rmax] as well as a transition probability distribution p(·|s, a) over next
states. We denote by S = |S| and A = |A| the number of states and action, and by Γ =
maxs∈S,a∈A ‖p(·|s, a)‖0 ≤ S the maximum support of all transition probabilities p(·|s, a).
A stationary Markov randomized policy pi : S → P (A) maps states to distributions over
actions. The set of stationary randomized (resp. deterministic) policies is denoted by ΠSR
(resp. ΠSD). Any policy pi ∈ ΠSR(M) has an associated long-term average reward (or gain)
and a bias function defined as
gpi(s) := lim
T→+∞
EQ
[
1
T
T∑
t=1
r(st, at)
]
, hpi(s) := C- lim
T→+∞
EQ
[
T∑
t=1
(
r(st, at)− gpi(st)
)]
,
where Q := P (·|at ∼ pi(st); s0 = s;M) and the bias hpi(s) measures the expected total dif-
ference between the reward and the stationary reward in Cesaro-limit4 (denoted C- lim).
Accordingly, the difference of bias values hpi(s) − hpi(s′) quantifies the (dis-)advantage of
starting in state s rather than s′ and we denote by sp {hpi} := maxs hpi(s) − mins hpi(s)
the span of the bias function. In weakly communicating MDPs, any optimal policy pi∗ ∈
3. In a weakly-communicating MDP, the set S can be decomposed into two subsets: a communicating
set in which for any pair of states s, s′ there exists a policy that has a non-zero probability to reach s′
starting from s, and a set of states that are transient under all policies.
4. For policies with an aperiodic chain, the standard limit exists.
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arg maxpi g
pi(s) has constant gain, i.e., gpi
∗
(s) = g∗ for all s ∈ S. Moreover, there exists a
policy pi∗ ∈ arg maxpi gpi(s) for which (g∗, h∗) = (gpi∗ , hpi∗) satisfy the optimality equation
h∗ = Lh∗ − g∗e, where e = (1, . . . , 1)⊺. (1)
where L is the optimal Bellman operator: ∀v ∈ RS, s ∈ S,
Lv(s) := max
a∈A
{r(s, a) + p(·|s, a)Tv} (2)
Note that h∗ is finite, i.e., sp {h∗} < +∞. Finally, D := max(s,s′)∈S×S,s 6=s′{τ(s → s′)}
denotes the diameter of M , where τ(s → s′) is the minimal expected number of steps
needed to reach s′ from s in M (under any policy).
2.2 Planning under span constraint
In this section we introduce and analyse the problem of planning under bias span constraint,
i.e., by imposing that sp {hpi} ≤ c, for any policy pi. This problem is at the core of the
proposed algorithms (SCAL+ and C-SCAL+) for exploration-exploitation. Formally, we
define the optimization problem:
g∗c (M) := sup
pi∈Πc(M)
{gpi}, (3)
where M is any MDP (with discrete or continuous state space) s.t. Πc(M) := {pi ∈ ΠSR :
sp {hpi} ≤ c ∧ sp {gpi} = 0} 6= ∅.5 This problem is a slight variation of the bias-span
constrained problem considered by (Bartlett and Tewari, 2009; Ortner and Ryabko, 2012;
Lakshmanan et al., 2015), for which no known-solution is available. On the other hand,
problem 3 has been widely analysed by Fruit et al. (2018b).
Problem 3 can be solved using ScOpt (Fruit et al., 2018b), a version of (relative) value
iteration (Puterman, 1994; Bertsekas, 1995), where the optimal Bellman operator is modified
to return value functions with span bounded by c, and the stopping condition is tailored
to return a constrained-greedy policy with near-optimal gain. Given v ∈ RS and c ≥ 0, we
define the value operator Tc : R
S → RS as
Tcv = ΓcLv =
{
Lv(s) ∀s ∈ S(c, v)
c+mins{Lv(s)} ∀s ∈ S \ S(c, v)
(4)
where S(c, v) = {s ∈ S|Lv(s) ≤ mins{Lv(s)} + c} and Γc is the span constrain projection
operator (see (Fruit et al., 2018b, App. D) for details). In other words, operator Tc applies
a span truncation to the one-step application of L, which guarantees that sp {Tcv} ≤ c.
Given a vector v0 ∈ RS and a reference state s ScOpt implements relative value iteration
where L is replaced by Tc: vn+1 = Tcvn − Tcvn(s)e. We can now state the convergence
guarantees of ScOpt (see Fruit et al., 2018b, Lem. 8 and Thm. 10).
Proposition 2 Let’s assume that I) the optimal Bellman operator L is a γ-span-contraction;
II) all policies are unichain; III) operator Tc is globally feasible at any vector v ∈ RS such
that sp {v} ≤ c i.e., for all s ∈ S, mina∈A{r(s, a)+p(·|s, a)Tv} ≤ mins′{Lv(s′)}+ c. Then:
5. Fruit et al. (2018b, Lem. 2) showed that there may not exist a deterministic optimal policy for problem 3.
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(a) Optimality equation: there exists a solution (g+, h+) ∈ R × RS to the optimality
equation Tch
+ = h+ + g+e. Moreover, any solution (g+, h+) satisfies g+ = g∗c .
(b) Convergence: for any initial vector v0 ∈ RS, ScOpt converges to a solution h+ of the
optimality equation, and limn→+∞ T n+1c v0 − T nc v0 = g+e.
2.3 Learning Problem
Let M∗ be the true unknown MDP. We consider the learning problem where S, A and
rmax are known, while rewards r and transition probabilities p are unknown and need to
be estimated on-line. We evaluate the performance of a learning algorithm A after T time
steps by its cumulative regret : ∆(A, T ) = Tg∗−∑Tt=1 rt(st, at). Finally, we assume that the
algorithm is provided with the knowledge of a constant c > 0 such that sp {h∗} ≤ c. This as-
sumption has been widely used in the literature (see e.g., Ortner, 2008; Ortner and Ryabko,
2012; Fruit et al., 2018b) and, as shown by (Fruit et al., 2018a), it is necessary in order to
achieve a logarithmic regret bound in weakly-communicating MDPs.
3. SCAL+: SCAL with exploration bonus
In this section, we introduce SCAL+, the first online RL algorithm –in the infinite horizon
undiscounted setting– that leverages on an exploration bonus to achieve provable good
regret guarantees. Similarly to SCAL (Fruit et al., 2018b), SCAL+ takes advantage of the
prior knowledge on the optimal bias span sp {h∗} ≤ c through the use of ScOpt. In Sec. 3.1
we present the details of SCAL+ and we give an explicit formula for the exploration bonus.
We then show that all the conditions of Prop. 2 are satisfied for SCAL+, meaning that
ScOpt can be used. Finally, we justify the choice of the bonus by showing that SCAL+ is
gain-optimistic (Sec. 3.3) and we conclude this section with the regret guarantees of SCAL+
(Thm. 6) and a sketch of the regret proof.
3.1 The algorithm
SCAL+ is a variant of SCAL that uses ScOpt to (approximately) solve (3) on MDP M̂+k
at the beginning of each episode k (see Fig. 1).6 Before defining M̂+k we need to introduce
some notations and an intermediate MDP M̂k.
Denote by tk the starting time of episode k, Nk(s, a, s
′) the number of observations
of 3-tuples (s, a, s′) before episode k (k excluded) and Nk(s, a) :=
∑
s′ Nk(s, a, s
′). As in
UCRL, we define the empirical averages rk(s, a) and pk(·|s, a) by:
pk(s
′|s, a) := Nk(s, a, s
′)
Nk(s, a)
and rk(s, a) :=
1
Nk(s, a)
tk−1∑
t=1
rt(st, at)1(st, at = s, a).
6. The algorithm is reported in its general form, which applies to both finite and continuous MDPs.
6
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The exploration bonus is defined by aggregating the uncertainty on the reward and transi-
tion functions:
bk(s, a) := (c+ rmax)
√
7 ln (2SAtk/δ)
max{1, Nk(s, a)}︸ ︷︷ ︸
:=βsak
+
c
Nk(s, a) + 1
,
(5)
where βsak is derived from Hoeffding-Azuma inequality. The application of ScOpt to the
MDP defined by (S,A, pk, rk + bk) will not lead to a solution of problem 3 in general
since none of the three assumptions of Prop. 2 is met. To satisfy the first and second
assumptions, we introduce MDP M̂k := (S,A, p̂k, r̂k) where r̂k(s, a) = rk(s, a) + bk(s, a) for
all (s, a) ∈ S ×A, s ∈ S is an arbitrary reference state and
p̂k(s
′|s, a) = Nk(s, a)pk(s
′|s, a)
Nk(s, a) + 1
+
1(s′ = s)
Nk(s, a) + 1
(6)
is a biased (but asymptotically consistent) estimator of the probability of transition (s, a) 7→
s′. To satisfy the third assumption, we define the augmented MDP M̂+k = (S,A+, p̂+k , r̂+k )
obtained by duplicating every action in M̂k with transition probability unchanged and re-
ward set to 0. Formally, A+ = A × {1, 2} and for the sake of clarity, any pair (a, i) ∈
A × {1, 2} is denoted by ai. We then define p̂+k (s′|s, ai) := p̂k(s′|s, a) and r̂+k (s, ai) :=
r̂k(s, a) · 1(i = 1). In the next section we will verify that M̂+k satisfies all the assumptions
of Prop. 2. Note that the policy pik returned by ScOpt takes action in the augmented set
A+. The projection on A is simply pik(s, a)← pik(s, a1) + pik(s, a2), for all s ∈ S, a ∈ A (we
use the same notation for the two policies). pik is executed until the episode ends i.e., until
the number of visits in at least one state-action pair has doubled (see Fig. 1).
Remark. SCAL+ only requires to plan on an empirical MDP with exploration bonus
rather than an extended MDP (with continuous action space). This removes the burden
of computing the best probability in a confidence interval which has a worst-case com-
putational complexity linear in the number of states S (Jaksch et al., 2010, Sec. 3.1.2).
Therefore, SCAL+ is not only simpler to implement but also less computationally demand-
ing. Furthermore, removing the optimistic step on the transition probabilities allows the
exploration bonus scheme to be easily adapted to any MDP that can be efficiently solved
(e.g., continuous smooth MDPs).
3.2 Requirements for ScOpt
We show that the three assumptions of Prop. 2 required from ScOpt to solve (3) for M̂+k are
satisfied. The arguments are similar to those used by Fruit et al. (2018b, Sec. 6) for SCAL.
We denote by L̂+, L̂ and L the optimal Bellman operators of M̂+k , M̂k andM
∗ respectively.
Similarly, we denote by T̂+c , T̂c and Tc the truncated Bellman operators (Eq. 4) of M̂
+
k , M̂k
and M∗ respectively.
Contraction. The small bias in the definition of p̂k ensures that the “attractive” state
s is reached with non-zero probability from any state-action pair (s, ai) implying that the
ergodic coefficient of M̂+k defined as γk = 1−min s,u∈S,
a,b∈A+
{∑
j∈S min {p̂k(j|s, a), p̂k(j|u, b)}
}
7
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Input: Confidence δ ∈]0, 1[, rmax, S (I for C-SCAL+), A, c ≥ 0 (and L and α for C-SCAL+)
For episodes k = 1, 2, ... do
1. Set tk = t and episode counters νk(s, a) = 0.
2. Compute estimates p̂+k (I(s
′)|I(s), a), r̂+k (I(s), a), bk(I(s), a) (Eq. 5 or 8) and build the MDP
M̂+k (SCAL
+) or M̂ag+k (C-SCAL
+).
3. Compute an rmax/
√
tk-approximate solution of Eq. 3 on M̂
+
k (SCAL
+) or M̂ag+k (C-SCAL
+)
4. Sample action at ∼ pik(·|I(st)).
5. While νk(I(st), at) < max{1, Nk(I(st), at)} do
(a) Execute at, obtain reward rt, and observe next state st+1.
(b) Set νk(st, at) += 1.
(c) Sample action at+1 ∼ pik(·|I(st+1)) and set t += 1.
6. Set Nk+1(s, a) = Nk(s, a) + νk(s, a).
Figure 1: Structure of SCAL+ and C-SCAL+. For SCAL+ by definition we have I(s) = s.
is smaller than 1−mins,a
{
Nk(s,a,s)+1
Nk(s,a)+1
}
< 1 and thus L̂+ (the Bellman operator of M̂+k ) is
γk-contractive (Puterman, 1994, Thm. 6.6.6).
Unichain. By construction, the attractive state s necessarily belongs to all recurrent
classes of all policies implying that M̂+k is unichain (i.e., all policies are unichain).
Global feasibility. Let v ∈ RS such that sp {v} ≤ c and let (s∗, a∗i ) ∈ S × A+ be
such that r̂+k (s
∗, a∗i ) + p̂
+
k (·|s∗, a∗i )Tv = mins∈S
{
maxa∈A+{r̂+k (s, a) + p̂+k (·|s, a)Tv}
}
. For all
(s, a2) ∈ S ×A+ we have:
p̂+k (·|s, a2)Tv − p̂+k (·|s∗, a∗i )Tv ≤ maxs∈S {v(s)} −mins∈S {v(s)} = sp {v} ≤ c
and r̂+k (s, a2) = 0 ≤ r̂+k (s∗, a∗i ). Therefore, for all s ∈ S, min
aj∈A+
{r̂+k (s, aj)+ p̂+k (·|s, aj)Tv} ≤
mins′
{
L̂+v(s′)
}
+ c implying that T̂+c is globally feasible at v.
3.3 Optimistic Exploration Bonus
All algorithms relying on the OFU principle (e.g.,UCRL, Opt-PSRL, SCAL, etc.) have the
property that the optimal gain of the MDP used for planning is an upper bound on the
optimal gain of the true MDP g∗. This is a key step in deriving regret guarantees. If we
want to use the same proof technique for SCAL+, we also have to ensure that the policy
pik is gain-optimistic (up to an εk- accuracy), i.e., ĝ
+
k := g
∗
c
(
M̂+k
)
≥ g∗. The exploration
bonus was tailored to enforce this property. To prove gain-optimism we rely on the following
proposition which is a direct consequence of Fruit et al. (2018b, Lem. 8):
Proposition 3 (Dominance) If there exists (g, h) satisfying T̂+c h ≥ h+ ge then ĝ+k ≥ g.
Proof By induction, using the monotonicity and linearity of T̂+c (Fruit et al., 2018b,
Lemma 16 (a) & (c)), we have that ∀n ∈ N, (T̂+c )n+1h ≥ (T̂+c )nh + ge. By Prop. 2,
limn→+∞
(
T̂+c
)n+1
h− (T̂+c )nh = ĝ+k . Taking the limit when n tends to infinity in the pre-
vious inequality yields: ĝ+k ≥ g.
8
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Recall that the optimal gain and bias of the true MDP (g∗, h∗) satisfy the optimality equa-
tion Lh∗ = h∗+ g∗e (Sec. 2.1). Since in addition sp {h∗} ≤ c (by assumption), we also have
sp {Lh∗} = sp {h∗ + g∗e} = sp {h∗} ≤ c and so Tch∗ = Lh∗. According to Prop. 3, it is suf-
ficient to show that T̂+c h
∗ ≥ h∗+g∗e = Tch∗ to prove optimism. Fruit et al. (2018b, Lemma
15) also showed that the span projection Γc (see Eq. 4) is monotone implying that a suffi-
cient condition for ΓcL̂
+h∗ = T̂+c h∗ ≥ Tch∗ = ΓcL̂h∗ to hold is to have L̂+h∗ ≥ Lh∗. With
our choice of bonus, this inequality holds with high probability (w.h.p) as a consequence of
the following lemma:
Lemma 4 For all T ≥ 1 and k ≥ 1, with probability at least 1− δ
15t6k
, for any (s, a) ∈ S×A
we have: rk(s, a) + bk(s, a) + p̂k(·|s, a)⊺h∗ ≥ r(s, a) + p(·|s, a)⊺h∗.
Proof Hoeffding-Azuma inequality implies that with probability at least 1− δ
15t6k
, for all k ≥
1 and for all pairs (s, a) ∈ S×A, |rk(s, a)− r(s, a)| ≤ rmaxβsak and |(pk(·|s, a)− p(·|s, a))⊺ h∗| ≤
c βsak . Finally, we also need to take into account the small bias introduced by p̂k(·|s, a) com-
pared to pk(·|s, a) which is not bigger than c/(Nk(s, a) + 1) by definition.
Denote by L̂ the optimal Bellman operator of M̂k. A direct implication of Lem. 4 is
that L̂h∗ ≥ Lh∗ w.h.p. Since by definition p̂+k (s′|s, a1) = p̂+k (s′|s, a2) = p̂k(s′|s, a) and
r̂+k (s, a2) ≤ r̂+k (s, a1) it is immediate to see that L̂+h∗ = L̂h∗ implying that L̂+h∗ ≥ Lh∗
w.h.p. As a result, we have the following desired property:
Lemma 5 For all T ≥ 1 and k ≥ 1, with probability at least 1− δ
15t6k
, ĝ+k = g
∗
c (M̂k) ≥ g∗.
Remark. Note that the argument used in this section to prove optimism (Lem. 5) sig-
nificantly differs from the one used by Jaksch et al. (2010, UCRL) and Fruit et al. (2018b,
SCAL). UCRL and SCAL compute a (nearly) optimal policy of an extended MDP that
“contains” the true MDP M∗ (w.h.p.). This immediately implies that the gain of the
extended MDP is bigger than g∗ (analogue property of Lem. 5). The main advantage of
our argument compared to theirs is that it allows for a tighter optimism. To see why,
note that the exploration bonus quantifies by how much L̂+h∗ is bigger than Lh∗ and
approximately scales as bk(s, a) = Θ˜
(
max{rmax, c}/
√
Nk(s, a)
)
. In contrast, UCRL and
SCAL use an optimistic Bellman operator L˜ such that L˜h∗ is bigger than Lh∗ by re-
spectively Θ˜
(
rmaxD
√
Γ/Nk(s, a)
)
(UCRL) and Θ˜
(
max{rmax, c}
√
Γ/Nk(s, a)
)
(SCAL). In
other words, the optimism in SCAL+ is tighter by a multiplicative factor
√
Γ. A natural
next step would be to investigate whether our argument could be extended to UCRL and
SCAL in order to save
√
Γ for the optimism. We keep this open question for future work.
3.4 Regret Analysis of SCAL+
We now give the main result of this section:
Theorem 6 For any weakly communicating MDP M such that sp {h∗M} ≤ c, with proba-
bility at least 1− δ it holds that for any T ≥ 1, the regret of SCAL+ is bounded as
∆(SCAL+, T ) = O
(
max{rmax, c}
(√
ΓSAT ln
(
T
δ
)
+ S2A ln2
(
T
δ
)))
.
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Unlike SCAL, SCAL+ does not have a regret scaling with min{rmaxD, c} implying that
whenever c > D, SCAL+ performs worse than UCRL. SCAL builds an extended MDP that
contains the true MDP and therefore the shortest path in the extended MDP is shorter
than the shortest path in the true MDP implying that sp {v˜k} ≤ rmaxD with v˜k being the
solution returned by extended value iteration (Thm. 4 of Bartlett and Tewari (2009)). Let
vk be the solution returned by ScOpt on M̂
+
k , it is not clear how to bound sp {vk} other
than using the prior knowledge c. This open question seems a lot related to the one of
Sec. 3.3 (i.e., how to have a tighter optimism in UCRL) and we also keep it for future work.
Proof sketch. We now provide a sketch of the main steps of the proof of Thm. 6 (the
full proof is reported in App. 3.4). In order to preserve readability, in the following, all
inequalities should be interpreted up to minor approximations and in high probability. Let
νk(s, a) be the number of visits in (s, a) during episode k and m be the total number of
episodes. By using the optimism proved in Sec. 3.3, we can decompose the regret as:
∆(SCAL+, T ) .
m∑
k=1
∑
s,a
νk(s, a)
(
gk −
∑
a
r(s, a)pik(s, a)
)
(7)
where gk = 1/2(max{T̂+k vk − vk}+min{T̂+k vk − vk}) and (vk, pik) is the solution of ScOpt.
The stopping condition of ScOpt applied to M̂+k is such that (after manipulation): gk ≤∑
a pik(s, a)
(
r̂k(s, a) + p̂k(·|s, a)Tvk
) − vk(s) + εk. By plugging this inequality into (7) we
obtain two terms: rk(s, a)−r(s, a)+bk(s, a) and (p̂k(·|s, a)−es)Tvk. We can further decom-
pose the scalar product as (p̂k(·|s, a)−p(·|s, a))Tvk+(p(·|s, a)−es)Tvk. The second terms is
negligible in the final regret since it is of order O˜(c
√
T + cSA) when summed over S, A and
episodes (Fruit et al., 2018b, Eq. 56). On the other hand, the term (p̂k(·|s, a)−p(·|s, a))Tvk
is the dominant term of the regret and represents the error of using the estimated p̂k
in place of p in a step of value iteration. As shown in Sec. 3.3, we can start bound-
ing the error of using p̂k in place of pk by c/(Nk(s, a) + 1). The remaining term is thus
(pk − p)Tvk. Since vk depends on pk, we cannot apply Hoeffding-Azuma inequality as done
in Sec. 3.3 for the design of bk. Instead we use a worst-case approach and bound separately
‖pk(·|s, a) − p(·|s, a))‖1 .
√
Γβsak and sp {vk} ≤ c which will introduce a
√
Γ factor (by
using Bernstein-Freedman inequality instead of Hoeffding-Azuma inequality). It is worth
pointing out that Γ only appears due to statistical fluctuations that we cannot control, and
not from the optimism (i.e., exploration bonus) that is explicitly encoded in the algorithm.
Concerning the reward, as shown in Sec. 3.3, we have that |r(s, a)− r(s, a)| ≤ rmaxβsak . As
a consequence, we can approximately write that:
∆(SCAL+, T ) .
m∑
k=1
∑
s,a
νk(s, a)pik(s, a)
(
bk(s, a) + (c
√
Γ + rmax)β
sa
k + c/(Nk(s, a) + 1)︸ ︷︷ ︸
:=dk(s,a)
)
The proof follows by noticing that dk(s, a) + bk(s, a) ≤ 2dk(s, a), thus all the remaining
terms can be bounded as in (Fruit et al., 2018b).
Remarks. Given the fact that the optimism in SCAL+ is tighter than in SCAL by a
factor
√
Γ, one might have expected to get a regret bound scaling as c
√
SAT instead of
c
√
SΓAT , thus matching the lower bound of Jaksch et al. (2010) as for the dependency in
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S.7 Unfortunately, such a bound seems difficult to achieve with SCAL+ (and even SCAL)
for the reason explained above.
On the other side, (Azar et al., 2017; Kakade et al., 2018) achieved such an optimal
dependence in finite-horizon problems. The main issue in extending such results is the
different definition of the regret: their regret is defined as the difference between the value
function at episode k and the optimal one. It is not clear how to map their definition
to ours without introducing a linear term in T . Concerning infinite-horizon undiscounted
problems, Agrawal and Jia (2017) claimed to have obtained the optimal dependence in
their optimistic posterior sampling approach. To achieve such goal, they exploited the fact
that |(pk(·|s, a) − p(·|s, a))Tv˜k| . rmaxDβsak . Unfortunately, as explained above, it is not
possible to achieve such tight concentration by using a worst-case argument, as they do.
As a result, optimistic PSRL would have a regret scaling as D
√
SΓAT , while the improved
bound in (Agrawal and Jia, 2017) should be rather considered as a conjecture.8
4. C-SCAL+: SCAL+ for continuous state space
We now consider an MDP with continuous state space S = [0, 1] and discrete action spaceA.
In general, it is impossible to approximate an arbitrary function with only a finite number of
samples. As a result, we introduce the same smoothness assumption as Ortner and Ryabko
(2012) (Ho¨lder continuity):
Assumption 7 There exist L,α > 0 s.t. for any two states s, s′ ∈ S and any action a ∈ A:
|r(s, a)− r(s′, a)| ≤ rmaxL|s− s′|α and ‖p(·|s, a)− p(·|s′, a)‖1 ≤ L|s− s′|α
Similarly to Sec. 3 we start presenting C-SCAL+, the variant of SCAL+ for continuous state
space, and then we provide its theoretical guarantees (see Sec. 4.2).
4.1 The algorithm
In order to apply SCAL+ to a continuous problem, a natural idea is to discretize the state
space as is done by Ortner and Ryabko (2012). We therefore partition S into S intervals
defined as I1 := [0,
1
S ] and Ik = (
k−1
S ,
k
S ] for k = 2, . . . , S. The set of “aggregated” states
is then I := {I1, . . . , IS} (|I| = S). As can be expected, we will see that the number of
intervals S will play a central role in the regret. Note that the terms Nk(s, a, s
′) and Nk(s, a)
defined in Sec. 3 are still well-defined for s and s′ lying in [0, 1] but are 0 except for a finite
number of s and s′ (see Def. 9). For any subset I ⊆ S, the sum∑s∈I us is also well-defined
as long as the collection (us)s∈I contains only a finite number of non-zero elements. We can
therefore define the aggregated counts, rewards and transition probabilities for all I, J ∈ I
as: Nk(I, a) :=
∑
s∈I Nk(s, a),
ragk (I, a) :=
1
Nk(s, a)
tk−1∑
t=1
rt(st, at)1(st ∈ I, at = a), pagk (J |I, a) :=
∑
s′∈J
∑
s∈I Nk(s, a, s
′)∑
s∈I Nk(s, a)
.
7. From an algorithmic perspective we achieve the optimal dependence on S, although this is not reflecting
in the regret bound.
8. The problem has been acknowledged by the authors via personal communication.
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Similarly to the discrete case, we define the exploration bonus of an aggregated state as
bk(I, a) :=(c+ rmax)
(
βIak + LS
−α)+ c
Nk(I, a) + 1
(8)
While βIak is defined as in (5) on the discrete “aggregated” MDP, the main difference with the
discrete bonus (5) is an additional O(cLS−α) term that accounts for the fact that the states
that we aggregate are not completely identical but have parameters that differ by at most
LS−α. We pick an arbitrary reference aggregated state I and define M̂agk = (I,A, p̂agk , r̂agk )
the “aggregated” (discrete) analogue of M̂k defined in Sec. 3, where r̂
ag
k = r
ag
k + bk and
p̂agk (J |I, a) :=
Nk(I, a)p
ag
k (J |I, a)
Nk(I, a) + 1
+
1(J = I)
Nk(I, a) + 1
,
Similarly we “augment” M̂agk into M̂
ag+
k = (I,A+, p̂ag+k , r̂ag+k ) (analogue of M̂+k in Sec. 3)
by duplicating each transition in M̂agk with the transition probability unchanged and the
reward set to 0.
At each episode k, C-SCAL+ uses ScOpt (with the same parameters as in Sec. 3) to solve
optimization problem (3) on M̂ag+k . This is possible because although the state space ofM
∗
is infinite, M̂ag+k has only S < +∞ states. ScOpt returns an optimistic (nearly) optimal
policy pik satisfying the span constraint. This policy is defined in the aggregated discrete
state space but can easily be extended to the continuous case as pik(s, a) = pik(I(s), a) for
any (s, a). Policy pik is executed until the end of the episode (see Alg. 1).
4.2 Regret Analysis of C-SCAL+
This section is devoted to the analysis of C-SCAL+. We start providing the regret bound:
Theorem 8 For any continuous MDP M with state space S ∈ [0, 1] and A actions such
that sp {h∗M} ≤ c, with probability at least 1 − δ it holds that for any T ≥ 1, the regret of
C-SCAL+ is bounded as
∆(C-SCAL+, T ) = O
(
max {rmax, c}
(
S
√
AT ln
(
T
δ
)
+ S2A ln2
(
T
δ
)
+ LS−αT
))
For T ≥ L2/αA and by setting S =
(
αL
√
T
A
)1/(α+ 1)
, the regret is bounded w.h.p. as
∆(C-SCAL+, T ) = O˜
(
max{rmax, c}L1/(α + 1)Aα/(2α+ 2)T (α+ 2)/(2α + 2)
)
Thm. 8 shows that C-SCAL+ achieves the same regret of UCCRL (Ortner and Ryabko,
2012) while being the only implementable algorithm for regret minimization in this setting.
It is worth to mention that it is possible to exploit the recent advances in the literature (see
Fruit et al., 2018b) in order to derive an implementable variant of UCCRL (based on SCAL).
However, this new algorithm will still require to plan on an extended MDP making it
less computation efficient than C-SCAL+, while having the same regret bound. Moreover,
note that the analysis can be extended to the general d-dimensional case. As pointed out
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by (Ortner and Ryabko, 2012), Sd intervals are used for the discretization leading to a regret
bound of O˜(T (2d + α)/(2d + 2α)) when S = T 1/(2d + 2α). Finally, we believe that C-SCAL+ can
be extended to the setting considered by (Lakshmanan et al., 2015) where, in addition to
Ho¨lder conditions, the transition function is assumed to be κ-times smoothly differentiable.
In the case of Lipschitz model, i.e., α = 1, this means that it is possible obtain an asymptotic
regret (as κ→∞) of O˜(T 2/3) while C-SCAL+ is achieving O˜(T 3/4). We leave the derivation
of this variant for future work.
Proof sketch. The continuous case considered in this section can be interpreted as
a generalization of the discrete case, thus presenting more challenges. The main technical
challenge is to be able to compare the solution of problem (3) on M̂ag+k (discrete state space
MDP) with the solution of (3) on M∗ (continuous state space MDP) and thus prove the
optimism. We start introducing an intermediate empirical continuous MDP M̂k that will
be used in the rest of the proof.
Definition 9 (Estimated continuous MDP) Let M̂k = (S,A, p̂k, r̂k) be the continuous
state space MDP s.t. for all (s, a) ∈ S ×A
r̂k(s, a) := rk(s, a) + bk(s, a) = r
ag
k (I(s), a) + bk(I(s), a)
p̂k(s
′|s, a) := Nk(I(s), a)pk(s
′|s, a)
Nk(I(s), a) + 1
+
S · 1(s′ ∈ I(s))
Nk(I(s), a) + 1
.
where I : S → I is the function mapping a state s to the interval containing s and the
term pk(s
′|s, a) is the Radon-Nikodym derivative of the cumulative density function F (s) =∑
s′≤s
∑
x∈I(s) Nk(x,a,s
′)
Nk(I(s),a)
, meaning that for any measurable function f and any measurable set
Z ⊆ [0, 1], ∫Z pk(s′|s, a)f(s′)ds′ =∑s′∈Z ∑x∈I(s)Nk(x,a,s′)∑x∈I(s) Nk(x,a) f(s′).
This MDP is one of the possible instances of continuous MDP that, when aggregated over
the interval set I, matches the discrete MDP M̂agk .9 In particular, by definition, ∀J ∈ I,∫
J pk(s
′|s, a)ds′ = pagk (J |s, a) := pagk (J |I(s), a) and ∀(s, J) ∈ S × I:∫
J
p̂k(s
′|s, a)ds′ =
∫
J
Nk(I(s), a)pk(s
′|s, a)
Nk(I(s), a) + 1
ds′ +
S
∫
J 1(s
′ ∈ I(s))ds′
Nk(I(s), a) + 1
= p̂agk (J |I(s), a)
(9)
We leverage this definition to prove an analogous of Lem. 4 for the continuous case.
Lemma 10 For all T ≥ 1 and k ≥ 1, with probability at least 1− δ
15t6k
, for any (s, a) ∈ S×A
we have: rk(s, a) + bk(I(s), a)︸ ︷︷ ︸
:=r̂k(s,a)
+
∫
S p̂k(s
′|s, a)h∗(s′)ds′ ≥ r(s, a) + ∫S p(s′|s, a)h∗(s′)ds′
Proof The main and crucial difference in the proof is that due to the aggregation of
states, pk and rk do not statistically concentrate around the true values p and r. To
overcome this problem we decompose p̂k − p into the sum of three terms (p̂k − pk) +
(pk − p˜k) + (p˜k − p) with p˜k(s′|s, a) := 1Nk(I(s),a)
∑
x∈I(s)Nk(x, a)p(s
′|x, a). We show that
9. It seems that an intermediate (extended) continuous MDP is also used in the proof of UCCRL but
never formally defined, leaving to the reader the need of interpreting the properties of this MDP. Due to
the lack of rigorous definition, few steps in the regret proof of UCCRL are not completely clear.
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∫
S(p˜k(s
′)− p(s′))h∗(s′)ds′ = O(LS−α) (Asm. 7: smoothness assumption) while ∫S(p̂k(s′)−
pk(s
′))h∗(s′)ds′ = O(1/Nk) (biased estimator). The term
∫
S(pk(s
′) − p˜k(s′))h∗(s′)ds′ can
be bounded using concentration inequalities but requires more work than in the discrete
case. In the discrete case, for a given state-action pair (s, a) ∈ S × A, the difference
(pk(·|s, a) − p˜k(·|s, a))⊺h∗ is usually interpreted as the deviation of a sum of independent
random variables from its expectation (Lattimore and Szepesva´ri, 2018, Section 4.4) and
can be bounded using Hoeffding inequality. Since there is only a finite number of possible
(s, a), it is possible to take a union bound over state-action pairs. In the continuous case,
the difference
∫
S(pk(s
′) − p˜k(s′))h∗(s′)ds′ does not just depend on a single s but on the
(random) set of states belonging to a given interval I ∈ I that have been visited. There is an
uncountable number of possible such sequences of states and so we can not use a union bound
argument. Instead, we rely on a martingale argument and Azuma inequality for the proof.
We decompose r̂k−r as (r̂k− r˜k)+(r˜k−r) with r˜k(s, a) := 1Nk(I(s),a)
∑
x∈I(s)Nk(x, a)r(x, a)
and proceed similarly for the reward. The detailed proof can be found in App. A (Lem. 12).
Note that, as a consequence of Lem. 10, we have that L̂h∗ ≥ Lh∗ w.h.p. where L̂ is
the optimal Bellman operator of the continuous empirical MDP M̂k. This, together with
Prop. 3, is sufficient to prove that the exploration bonus in (8) makes M̂k optimistic w.r.t.
M∗: g∗c (M̂k) ≥ g∗ w.h.p. We cannot directly extend this argument to prove optimism for
M̂ag+k since the aggregated MDPs lie in a different state space. The key property used
in this setting is that the n-times application of L̂ag (optimal Bellman operator of M̂agk )
and L̂ to a constant vector are identical.10 As a consequence, we can prove that M̂ag+k is
optimistic:
Lemma 11 For all T ≥ 1 and k ≥ 1, with probability at least 1− δ
15t6k
, ĝ+k = g
∗
c (M̂
ag+
k ) ≥ g∗.
Proof We start noticing that, starting from a value v0(s) = 0 (∀s), the application of the
Bellman operator of M̂agk and M̂k is such that (L̂
ag)nv0(s) = (L̂)
nv0(s), ∀s ∈ S, n > 0. This
is due to the fact that vn is constant over any interval I (for any n) and (9) holds:
∀n ≥ 0,
∫
s∈S
p̂k(s
′|s, a)vn(s′)ds′ =
∑
J∈I
vn(J)
∫
J
p̂k(s
′|s, a)ds′ =
∑
J∈I
vn(J) p̂
ag
k (J |I(s), a)
Then, ∀n, s, T̂ agc vn(s) = T̂cvn(s) implying g∗c (M̂agk ) = g∗c (M̂k). The optimism of M̂ag+k
follows by the fact that the “augmentation” does not impact the gain: g∗c (M̂
ag+
k ) =
g∗c (M̂
ag
k ) (Fruit et al., 2018b, Lem. 20). The detailed proof can be found in App. A
(Lem. 13).
Remark. The proof of optimism does not seem as straightforward as suggested by Ortner and Ryabko
(2012) (regret proof of UCCRL). They use an informal “inclusion” argument (i.e., M∗ is
included in the discretized extended MDP used for planning) which seems not easy to for-
mally prove since the true and “optimistic” MDPs are of different nature (the true MDP
has a continusous state space unlike the optimistic one which is discretized). Overall, we
10. In the App. A we show that (L̂ag)nv0 = (L̂)
nv0 for any piecewise constant vector over intervals in I.
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believe that an additional contribution of this paper is to provide a more rigorous analysis
of the continuous case compared to the existing literature.
We have now all the key properties to apply the same regret analysis stated for the
discrete case (with several technical arrangements to deal with the continuous case) in
order to prove Thm. 8. The complete proof can be found in App. A.3.
5. Conclusion
In this paper we provide the first analysis of exploration bonus in infinite-horizon undis-
counted problems, a more challenging setting than the finite-horizon (see e.g., Azar et al.,
2017; Kakade et al., 2018; Jin et al., 2018) and discounted (Strehl and Littman, 2008).
Compared to these other settings, we also extended the analysis to the continuous case
and we provided the first implementable and efficient (no need to plan on an extend MDP)
algorithm. We finally showed, through a formal derivation of the exploration bonus, that
the empirical count-based exploration bonuses are in general not sufficient to provide opti-
mism and thus prone to under-exploration. In particular, the knowledge of the span of the
optimal bias function is required in order to properly scale the bonus. Moreover, even in the
finite-horizon case, the mentioned approaches use the knowledge of the horizon to scale the
bonus. The planning horizon is in turn an upper-bound to the span of the optimial value
function, thus they exploit the same prior knowledge required by SCAL+ and C-SCAL+.
We also provide the tightest level of optimism for OFU algorithms by achieving the
optimal dependence in the bonus w.r.t. the state dimensionality (it cannot further reduced
while preserving theoretical guarantees). Unfortunately, this tighter optimism does not im-
ply a tighter bound leaving open the quest for closing the gap between lower and upper
bound in infinite-horizon undiscounted settings. Moreover, it is unclear to us if the ex-
ploration bonus can be extended to settings where no-prior knowledge of the span of the
optimal bias function is available, e.g., in communicating (see UCRL (Jaksch et al., 2010))
or weakly-communicating MDPs (see TUCRL (Fruit et al., 2018a)). We leave this question
for future work. Finally, C-SCAL+ requires to known the smoothness parameters in order
to define the discretization of the state space. We believe that some effort should be spent
in the direction of removing such prior knowledge, making the algorithm more adaptive.
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Structure of the appendix. We first present the proofs for the continuous case
(App. A) and then for the discrete case (App. B) since the latter can be viewed as a special
case of the former. That way, we only need to highlight the main differences in the discrete
case. Because of the continuous nature of the state space and the aggregation of states
in the continuous case, extra care needs to be taken while using concentration inequalities
compared to standard regret proofs in RL (see App. A.1.3 for more details). In App. C
we recall/prove all the necessary results from probability theory that we use in the regret
proofs.
Appendix A. Continuous state MDPs: the analysis of C-SCAL+
In all this section we say that a function v : s ∈ S 7→ R is piecewise constant on I when
∀J ∈ I, ∀s, s′ ∈ J we have v(s) = v(s′) and we denote v(J) the joint value.
A.1 High probability bound using the exploration bonus (proof of Lem. 4)
To begin with, we introduce two variants of the exploration bonus that will be used for the
regret proof:
bk(J, a) := c ·min
{
βJap,k +
1
Nk(J, a) + 1
; 2
}
+min
{
βJar,k; rmax
}
+ (c+ rmax)LS
−α (10)
dk(J, a) := c ·min
{
φJap,k +
1
Nk(J, a) + 1
; 2
}
+min
{
βJar,k; rmax
}
+ (c+ rmax)LS
−α (11)
where βJap,k = β
Ja
k (see Eq. 5 for the definition of β
sa
k ), β
Ja
r,k = rmaxβ
Ja
k and
φJap,k :=
√√√√7S ln(3SAtkδ )
N+k (J, a)
+
14S
N+k (J, a)
ln
(
3SAtk
δ
)
≥ βJap,k (12)
with N+k (J, a) := max{1, Nk(J, a)}. Note that the Eq. 10 is a slightly tighter version of
the exploration bonus considered in Eq. 5. We define for all (s, a) ∈ S × A, rk(s, a) :=
ragk (I(s), a). We state a slightly more general result than Lem. 4:
Lemma 12 Consider the estimated continuous MDP M̂k defined in Def. 9. Let (g
∗, h∗) be
a solution of the optimality equation Lh∗ = h∗ + g∗ such that sp {h∗} ≤ c. For all T ≥ 1
and k ≥ 1, with probability at least 1− δ
15t6k
, for any (s, a) ∈ S ×A and for any function v
piecewise constant on I s.t. sp {v} ≤ c we have:
(a) bk(s, a) ≥
∣∣∣∣rk(s, a)− r(s, a) + ∫S (p̂k(s′|s, a)− p(s′|s, a)) h∗(s′)ds′
∣∣∣∣
(b) dk(s, a) ≥
∣∣∣∣rk(s, a)− r(s, a) + ∫S (p̂k(s′|s, a)− p(s′|s, a)) v(s′)ds′
∣∣∣∣
where bk and dk are defined as in Eq. 10 and Eq. 11, respectively.
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The rest of section A.1 is devoted to proving Lem. 12. To do this, we introduce an
intermediate continuous state-space MDP M˜k := (S,A, r˜k, p˜k) defined for all pairs (s, a) ∈
S ×A by:
r˜k(s, a) :=
1
Nk(I(s), a)
∑
x∈I(s)
Nk(x, a)r(x, a)
p˜k(s
′|s, a) := 1
Nk(I(s), a)
∑
x∈I(s)
Nk(x, a)p(s
′|x, a)
We decompose p̂k − p and rk − r as
p̂k − p = (p̂k − pk) + (pk − p˜k) + (p˜k − p) and rk − r = (rk − r˜k) + (r˜k − r) (13)
and bound separetely all the terms. Similarly, we decompose rk − r as (rk − r˜k) + (r˜k − r).
We also define w∗(s) := h∗(s) − (inf{h∗(s)}+ sup{h∗(s)}) /2 implying that for all s ∈ S,
w∗(s) ∈ [−c/2, c/2].
A.1.1 Bounding the difference between r˜k/p˜k and r/p
To bound the differences r˜k(s
′|s, a)−r(s, a) and ∫ (p˜k(s′|s, a)−p(s′|s, a))w∗(s′)ds′ we simply
use the smoothness assumption on the reward and transition model (see Asm. 7). For all
(s, a) ∈ S ×A (using the triangle inequality):
∣∣r˜k(s, a)− r(s, a)∣∣ ≤ 1
Nk(I(s), a)
∑
x∈I(s)
Nk(x, a)
∣∣r(x, a)− r(s, a)∣∣︸ ︷︷ ︸
≤rmaxLS−α since x,s∈I(s)
≤ rmaxLS−α (14)
For the transition probability we have that for all J ∈ I (using the triangle inequality):
∑
J∈I
∣∣∣∣∫
J
(p˜k(s
′|s, a)− p(s′|s, a))ds′
∣∣∣∣ ≤∑
J∈I
∫
J
|p˜k(s′|s, a)− p(s′|s, a)|ds′
=
1
Nk(I(s), a)
∑
x∈I(s)
Nk(x, a)
∫
S
|p(s′|x, a)− p(s′|s, a)|︸ ︷︷ ︸
≤LS−α since x,s∈I(s)
ds′
≤ LS−α
(15)
and similarly:∣∣∣∣∫S(p˜k(s′|s, a)− p(s′|s, a))w∗(s′)ds′
∣∣∣∣ ≤ c∫S |p˜k(s′|s, a)− p(s′|s, a)|ds′
=
c
Nk(I(s), a)
∑
x∈I(s)
Nk(x, a)
∫
S
|p(s′|x, a)− p(s′|s, a)|︸ ︷︷ ︸
≤LS−α since x,s∈I(s)
ds′
≤ cLS−α
(16)
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A.1.2 Bounding the difference between p̂k and pk
Using the triangle inequality and the fact that
∫
S 1(s
′ ∈ I(s))ds′ = ∫I(s) 1ds′ = ∣∣I(s)∣∣ = 1/S
we have that for any (s, a) ∈ S ×A:∣∣∣∣∫S(p̂k(s′|s, a)− pk(s′|s, a))w∗(s′)ds′
∣∣∣∣ ≤ ∫S ∣∣p̂k(s′|s, a)− pk(s′|s, a)∣∣ · ∣∣w∗(s′)∣∣ ds′
=
∣∣∣∣ Nk(I(s), a)Nk(I(s), a) + 1 − 1
∣∣∣∣ ∫S pk(s′|s, a) |w∗(s′)|︸ ︷︷ ︸
≤c/2
ds′
+ S
∫
S
|w∗(s′)|1(s′ ∈ I(s))
Nk(I(s), a) + 1
ds′
≤ c
Nk(I(s), a) + 1
(17)
and similarly:∑
J∈I
∣∣∣∣∫
J
(p̂k(s
′|s, a)− pk(s′|s, a))ds′
∣∣∣∣ ≤ ∫S ∣∣p̂k(s′|s, a)− pk(s′|s, a)∣∣ ds′ ≤ 1Nk(I(s), a) + 1
(18)
A.1.3 Bounding the difference between r˜k/p˜k and rk/pk
Let’s consider a fixed pair (s, a) ∈ S ×A and a fixed aggregated state J ∈ I. Our goal is to
bound the differences
∫
S
(
p˜k(s
′|s, a)−pk(s′|s, a)
)
w∗(s′)ds′,
∫
J p˜k(s
′|s, a)−pk(s′|s, a)ds′ and
r˜k(s, a)− rk(s, a). Since p˜k and r˜k are somehow the expected values of pk and rk, we would
like to use concentration inequalities. In the case of a finite state space S, Jaksch et al.
(2010, UCRL) and Fruit et al. (2018b, SCAL) use concentration inequalities that apply to
independent random variables (r.v.). We argue that a more careful analysis is needed here
since the states lie in an uncountable set. Indeed, the implicit assumption made about
the RL model for UCRL and SCAL is that for each state-action pair (s, a), the rewards
(respectively next states) are sampled from an infinite stack of independent and identically
distributed (i.i.d.) rewards (respectively next states). More precisely, each time the agent
visits (s, a), it receives a reward from the top of the stack of rewards associated to (s, a) and
moves to the state on the top of the stack of next states associated to (s, a). The two samples
are then withdrawn from their respective stacks (meaning that they cannot be popped
again). For more details about why this is a valid model refer to (Lattimore and Szepesva´ri,
2018, Section 4.4). In the case where S and A are discrete sets (finite or countable), it is
possible to use any concentration inequality for i.i.d. r.v. and then take a union bound over
all “stacks” (s, a) (and over rewards and next states). When S is uncountable however,
the same argument cannot be used (the probability of an uncountable union of events is
not even always defined). Moreover, the terms r˜k and p˜k are obtained using sampled from
different states x ∈ I(s) instead of a single state s. To overcome these technical problems,
we use a variant of Doob’s optional skipping (e.g., Chow and Teicher, 1988, Sec. 5.3, Lem.
4) and concentration inequalities for martingales (Azuma and Freedman inequalities). The
theorem that we use (Thm. 29) is formally proved in App. C.
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For any t ≥ 0, the σ-algebra induced by the past history of state-action pairs and rewards
up to time t is denoted Ft := σ (s1, a1, r1, . . . , st, at) where by convention F0 = σ (∅) and
F∞ := ∪t≥0Ft. Let F denote the filtration (Ft)t≥0. We define the following adapted
sequences and stopping times:
1) Adapted sequences:
We consider the following stochastic processes adapted to F: (w∗(st))t≥0, (1 (st ∈ J))t≥0
and (rt−1(st−1, at−1))t≥0 (with the conventions r−1(s−1, a−1) = r0(s0, a0) = r∞(s∞, a∞) =
0, w∗(s0) = w∗(s∞) = 0 and 1 (s0 ∈ J) = 1 (s∞ ∈ J) = 0). Theses processes are bounded
as |w∗(st)| ≤ 2× ‖w∗‖∞ ≤ c, |1 (st ∈ J) | ≤ 1 and |rt−1(st−1, at−1)| ≤ rmax for all t ≥ 0.
2) Stopping times:
We define τ := (τl)l≥0 s.t. τ0 := 0 and inf{tk > t > τl : st ∈ I(s), at = a}. For all l ≥ 0 and
for all t ≥ 0, τl := {τl = t} ∈ Ft and so τl is a stopping time w.r.t. F (see Def. 18 in App. C).
By definition for any l ≥ 0, τl < τl+1 a.s. (i.e., τ is strictly increasing, see Lem. 26). We
denote Gl := Fτl+1 the σ-algebra at stopping time τl+1 (see Def. 19 in App. C).
All the assumptions of Thm. 29 are satisfied and so by taking a union bound and
using the fact that Nk(I(s), a) ≤ tk a.s., we obtain that with probability at least 1 − 3δ
(simultaneously):∣∣∣∣∣∣
Nk(I(s),a)∑
l=1
(
rτl(sτl , aτl)− E
[
rτl(sτl , aτl)
∣∣Gl−1])
∣∣∣∣∣∣ ≤ rmax
√
Nk(I(s), a) ln
(
2tk
δ
)
∣∣∣∣∣∣
Nk(I(s),a)∑
l=1
(
1 (sτl+1 ∈ J)− E
[
1 (sτl+1 ∈ J)
∣∣Gl−1])
∣∣∣∣∣∣ ≤ 2
√
Vk(J) ln
(
4tk
δ
)
+ 4 ln
(
4tk
δ
)
(19)
and
∣∣∣∣∣∣
Nk(I(s),a)∑
l=1
(
w∗(sτl+1)− E
[
w∗(sτl+1)
∣∣Gl−1])
∣∣∣∣∣∣ ≤ c
√
Nk(I(s), a) ln
(
2tk
δ
)
where Vk(J) :=
∑Nk(I(s),a)
l=1 V
(
1 (sτl+1 ∈ J)
∣∣Gl−1). We now need to relate the above sums
to
∫
S
(
p˜k(s
′|s, a)− pk(s′|s, a)
)
w∗(s′)ds′,
∫
J p˜k(s
′|s, a)− pk(s′|s, a)ds′ and r˜k(s, a)− rk(s, a).
We also need to give an explicit formula for Vk(J). By defintion of τ , we can rewrite rk and
pk as follows:
rk(s, a) =
1
Nk(I(s), a)
Nk(I(s),a)∑
l=1
rτl(sτl , aτl)
∫
J
pk(s
′|s, a)ds′ = 1
Nk(I(s), a)
Nk(I(s),a)∑
l=1
1 (sτl+1 ∈ J)
∫
S
pk(s
′|s, a)w∗(s′)ds′ = 1
Nk(I(s), a)
Nk(I(s),a)∑
l=1
w∗(sτl+1)
It is also easy to verify that the following holds: E
[
w∗(sτl+1)
∣∣Gl−1] = ∫S p(s′|sτl , aτl)w∗(s′)ds′,
E
[
1 (sτl+1 ∈ J)
∣∣Gl−1] = ∫J p(s′|sτl , aτl)ds′ and E[rτl(sτl , aτl)∣∣Gl−1] = r(sτl , aτl) (see Lem. 30
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in App. C for a formal proof). As a result, we can rewrite r˜k and p˜k as follows:
r˜k(s, a) =
1
Nk(I(s), a)
∑
x∈I(s)
Nk(x, a)r(x, a) =
1
Nk(I(s), a)
Nk(I(s),a)∑
l=1
E
[
rτl(sτl , aτl)
∣∣Gl−1]
and
∫
S
p˜k(s
′|s, a)w∗(s′)ds′ = 1
Nk(I(s), a)
∑
x∈I(s)
Nk(x, a)
∫
S
p(s′|x, a)w∗(s′)ds′
=
1
Nk(I(s), a)
Nk(I(s),a)∑
l=1
E
[
w∗(sτl+1)
∣∣Gl−1]
and similarly
∫
J
p˜k(s
′|s, a)ds′ = 1
Nk(I(s), a)
Nk(I(s),a)∑
l=1
E
[
1 (sτl+1 ∈ J)
∣∣Gl−1]
We can also give a more explicit expression for Vk:
V
(
1 (sτl+1 ∈ J)
∣∣Gl−1) := E[1 (sτl+1 ∈ J)2︸ ︷︷ ︸
=1(sτl+1∈J)
∣∣Gl−1]− E[1 (sτl+1 ∈ J) ∣∣Gl−1]2
=
∫
J
p(s′|sτl , aτl)ds′ −
(∫
J
p(s′|sτl , aτl)ds′
)2
implying:
Vk(J) =
Nk(I(s),a)∑
l=1
(
1−
∫
J
p(s′|sτl , aτl)ds′
)
︸ ︷︷ ︸
≤1
∫
J
p(s′|sτl , aτl)ds′︸ ︷︷ ︸
≥0
≤
∑
x∈I(s)
Nk(x, a)
∫
J
p(s′|x, a)ds′
Using Cauchy-Scwartz inequality:∑
J∈I
√
Vk(J) ≤
√
S
∑
J∈I
Vk(J) ≤
√√√√S ∑
x∈I(s)
Nk(x, a)
∑
J∈I
∫
J
p(s′|x, a)ds′ =
√
SNk(I(s), a)
To conclude, we take a union bound over all possible (I(s), a) ∈ I×A and J ∈ I. Note that
we only need to take a union bound over I(s) ∈ I (and not S) because s 7→ p˜k(·|s, a) and
s 7→ r˜k(s, a) are piecewise constant on I (and similarly for pk and rk). With probability at
least 1− δ
15t6k
, for all (s, a) ∈ S ×A and for all J ∈ I:
|rk(s, a)− r˜k(s, a)| ≤ rmax
√√√√ ln( 90S2At7kδ )
Nk(I(s), a)
≤ rmax
√√√√7 ln(2SAtkδ )
Nk(I(s), a)
(20)
∑
J∈I
∣∣∣∣∫
J
pk(s
′|s, a)− p˜k(s′|s, a)ds′
∣∣∣∣ ≤ 2
√√√√7S ln(3SAtkδ )
Nk(I(s), a)
+
28S
Nk(I(s), a)
ln
(
3SAtk
δ
)
(21)∣∣∣∣∫S
(
pk(s
′|s, a)− p˜k(s′|s, a)
)
w∗(s′)ds′
∣∣∣∣ ≤ c
√√√√7 ln(2SAtkδ )
Nk(I(s), a)
(22)
22
Exploration Bonus for Regret Minimization
Since by definition N+k (I(s), a) := max{1, Nk(I(s), a)}, the above inequalities also hold with
Nk(I(s), a) replaced by N
+
k (I(s), a).
A.1.4 Gathering all the terms
We first notice that
∫
S (p̂k(s
′|s, a)− p(s′|s, a)) h∗(s′)ds′ = ∫S (p̂k(s′|s, a)− p(s′|s, a))w∗(s′)ds′
since w∗ and h∗ are equal up to a constant shift and
∫
S p̂k(s
′|s, a)ds′ = ∫S p(s′|s, a)ds′ = 1.
Gathering equations (22), (16) and (17) we have:
∣∣∣∣∫S (p̂k(s′|s, a)− p(s′|s, a))h∗(s′)ds′
∣∣∣∣ ≤ c
√√√√7 ln (2SAtkδ )
N+k (I(s), a)
+ cLS−α +
c
Nk(I(s), a) + 1
Gathering equations (20) and (14) we have:
|rk(s, a)− r(s, a)| ≤ rmax
√√√√7 ln(2SAtkδ )
N+k (I(s), a)
+ rmaxLS
−α
Let v be a piecewise constant function on I s.t. sp {v} ≤ c and define w(s) := v(s) −
(inf{v(s)} + sup{v(s)}) /2. w is also piecewise constant on I and for all J ∈ I, w(J) ∈
[−c/2, c/2]. Gathering equations (21), (15) and (18) we have that :∑
J∈I
∣∣∣∣∫
J
(
p̂k(s
′|s, a)− p(s′|s, a)) v(s′)ds′∣∣∣∣ =∑
J∈I
∣∣∣∣w(J)∫
J
(
p̂k(s
′|s, a)− p(s′|s, a)) ds′∣∣∣∣
≤ c
2
∑
J∈I
∣∣∣∣∫
J
(
p̂k(s
′|s, a)− p(s′|s, a)) ds′∣∣∣∣
≤ c
√√√√7S ln(3SAtkδ )
N+k (I(s), a)
+
14cS
N+k (I(s), a)
ln
(
3SAtk
δ
)
+ cLS−α +
c
Nk(I(s), a) + 1
Properties (a) and (b) of Lem. 14 follow by definition of the exploration bonuses and
application of the triangle inequality.
A.2 Optimism (Proof of Lem. 5)
Let ĝag+k denote the solution of optimisation problem (3) on M̂
ag+
k . In this section we prove
that:
Lemma 13 Consider the MDP M̂ag+k defined in Sec. 4. Then for any k > 0, with proba-
bility at least 1− δ
15t6k
, ĝag+k ≥ g∗.
M̂ag+k only has a finite number of states while the true MDP M
∗ has an uncountable state-
space. Thus, it is difficult to compare directly ĝag+k with g
∗. To overcome this difficulty, we
first compare g∗ with the gain of M̂k and then compare the latter to ĝ
ag+
k .
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1. Optimism of M̂k. Let ĝk denote the solution of optimisation problem (3) on M̂k. To
prove that ĝk ≥ g∗ we can use Prop. 3 which –as explained in the main body of the paper–
only requires to show that L̂h∗ ≥ Lh∗ where L̂ is the optimal Bellman operator of M̂k. By
applying property (a) of Lem. 12, we have that with probability at least 1− δ
15t6k
:
∀s ∈ S, L̂h∗(s) := max
a∈A
{
rk(s, a) + bk(s, a) +
∫
S
p̂k(s
′|s, a)h∗(s′)ds′
}
≥ max
a∈A
{
r(s, a) +
∫
S
p(s′|s, a)h∗(s′)ds′
}
= Lh∗(s)
Therefore, ĝk ≥ g∗ with probability at least 1− δ15t6k .
2. Relationship between M̂k and M̂
ag+
k . We now show that ĝ
ag+
k = ĝk. Consider a
piecewise-constant function v0 on I (e.g., v0 = 0) and a vector u0 ∈ RS satisfying u0(J) =
v0(J) for all J ∈ I. We define the sequences vn+1 := T̂cvn and un+1 := T̂ ag+c un. We show
by induction that un(J) = vn(J) for all n ≥ 0 and for all J ∈ I. By definition it is true for
n = 0 and for all n ≥ 0:∫
s∈S
p̂k(s
′|s, a)vn(s′)ds′ =
∑
J∈I
∫
J
p̂k(s
′|s, a)vn(s′)ds′
=
∑
J∈I
vn(J)
∫
J
p̂k(s
′|s, a)ds′ =
∑
J∈I
un(J) p̂
ag
k (J |I(s), a)
(23)
where the last equality follows from (9) and the induction hypothesis. In addition r̂k(s, a)
is also piecewise-constant on I and r̂k(s, a) = r̂agk (I(s), a) for all s ∈ S. Therefore, we have
that L̂agun(I(s)) = L̂vn(s) for any s ∈ S. Finally, the augmentation is not impacting the
optimal Bellman operator (i.e., for any v, L̂ag+v = L̂agv) so L̂ag+un(I(s)) = L̂vn(s) and
consequently T̂ ag+c un(I(s)) = T̂cvn(s) for any s ∈ S. This shows that vn+1(J) = un+1(J)
for all J ∈ I which concludes the proof by induction.
As shown by Fruit et al. (2018b, Theorem 10), limn→+∞ vn+1(J) − vn(J) = ĝag+k and
limn→+∞ un+1(J)− un(J) = ĝk so that ĝag+k = ĝk ≥ g∗ with probability at least 1− δ15t6k .
A.3 Regret Proof of C-SCAL+ (Proof of Thm. 8)
In this section, we provide a complete proof of the regret bound for C-SCAL+. Defining
∆k =
∑
s∈S νk(s)
(
g∗ −∑a∈Ast r(s, a)pik(s, a)) and using the arguments in (Jaksch et al.,
2010; Fruit et al., 2018b), it holds with probability at least 1− δ
20T 5/4
that: ∆(SCAL+, T ) ≤∑m
k=1∆k + rmax
√
5
2T ln
(
11T
δ
)
. Note that νk(s) is the total number of observation of state
s in episode k and is well-defined for s lying in [0, 1]. Finally, recall that for any subset
I ⊆ S, the sum ∑s∈I us is also well-defined as long as the collection (us)s∈I contains only
a finite number of non-zero elements.
o In this section we will abuse of notation and write p(·|s, a)Tv = ∫S p(s′|s, a)v(s′)ds′
for any probability density function p defined on S = [0, 1].
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A.3.1 Optimism and Bellman Equation
We consider the case where ∆k · 1
(
g∗c (M̂
ag+
k ) ≥ g∗
)
, the complementary case is (cumu-
latively) bounded by rmax
√
T as in (Jaksch et al., 2010; Fruit et al., 2018b). Denote by
gk := 1/2(max{T̂+c vk − vk} + min{T̂+c vk − vk}) where vk is the value function returned
by ScOpt(0, s, γk, εk). Remember that vk ∈ RS is a discrete vectors obtained by applying
ScOpt on M̂ag+k . The stopping condition of ScOpt is such that (see Fruit et al., 2018b)
gk ≥ g∗c (M̂ag+k )− εk︸︷︷︸
=rmax/
√
tk
Lem. 5︷︸︸︷
≥ g∗ − rmax√
tk
implying:
∆k · 1
(
g∗c (M̂
ag+
k ) ≥ g∗
)
≤ rmax
∑
s∈S
νk(s)√
tk
+
∑
s∈S
νk(s)
(
gk −
∑
a∈As
r(s, a)pik(s, a)︸ ︷︷ ︸
:=∆′k(s)
)
Note that we can associated a continuos piecewise-constant function to the discrete vector
vk: uk(s) = vk(I(s)), ∀s ∈ S. A consequence of Lem. 12(b) applied to vector uk is that
−r(s, a) ≤ dk(s, a) − rk(s, a) + (p(·|s, a)− p̂k(·|s, a))T uk. Note that we cannot use the
tighter version (a) since it does not hold for any function uk. Moreover, by definition
rk(s, a) = r
ag
k (I(s), a) = r̂k(s, a)− bk(s, a). Therefore:
∆′k(s) ≤ gk −
∑
a∈As
pik(s, a)
(
r̂k(s, a)︸ ︷︷ ︸
:=r̂agk (I(s),a)
+p̂k(·|s, a)Tuk
)
+
∑
a∈As
pik(s, a)
(
bk(s, a)︸ ︷︷ ︸
:=bk(I(s),a)
+dk(s, a) + p(·|s, a)Tuk
) (24)
A direct consequence of the stopping condition used by ScOpt (see Thm. 18 in (Fruit et al.,
2018b)) is that: ∀J ∈ I,∣∣∣∣gk −∑
a∈A
∑
i∈{1,2}
r̂ag+k (J, ai)pik(J, ai) + vk(J)−
∑
a∈A
∑
i∈{1,2}
pik(J, ai)p̂
ag+
k (·|J, ai)Tvk
∣∣∣∣ ≤ rmax√tk
(25)
Recall that by definition: pik(J, a) = pik(J, a1) + pik(J, a2), r̂
ag+
k (J, ai) ≤ r̂agk (J, a) (since
r̂ag+k (J, a1) = r̂
ag
k (J, a) and r̂
ag+
k (J, a2) = 0) and p̂
ag
k (·|J, a) = p̂ag+k (·|J, ai). We can thus
write:∑
a∈A
r̂agk (J, a)pik(J, a) =
∑
a∈A
∑
i∈{1,2}
r̂agk (J, a)pik(J, ai) ≥
∑
a∈A
∑
i∈{1,2}
r̂ag+k (J, ai)pik(J, ai)
and
∑
a∈A
pik(s, a)p̂
ag
k (·|J, a) =
∑
a∈A
∑
i∈{1,2}
pik(J, ai)p̂
ag+
k (·|J, ai)
(26)
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Plugging this last two equations into (25) and using Eq. 23 (i.e., p̂k(·|s, a)Tuk = p̂agk (·|s, a)Tvk),
the fact uk(s) = vk(I(s)), r̂k(s, a) = r̂
ag
k (I(s), a), and pik(s, a) = pik(I(s), a), we obtain:
∀s ∈ S, gk −
∑
a∈A
pik(s, a)
(
r̂k(s, a) + p̂k(·|s, a)Tuk
)
≤ −uk(s) + rmax√
tk
(27)
Combining (27) with (24) we have:
∆′k(s) ≤
∑
a∈As
pik(s, a)
(
dk(s, a) + bk(s, a)︸ ︷︷ ︸
≤dk(s,a)
+p(·|s, a)Tuk
)
− uk(s) + rmax√
tk
Note that dk(s, a) ≥ bk(s, a) for any (s, a) ∈ S×A since the term φIap,k (see Eq. 12) contains a√
S dependence that is not present in βIap,k. Since the dominant term is given by dk(s, a), we
will consider the following loser upper-bound dk(s, a)+ bk(s, a) ≤ 2dk(s, a) in the remaining
of the proof. We can now state that
∆k ≤
∑
s
νk(s)
(∑
a
(
pik(s, a)p(·|s, a)Twk
)
− wk(s)
)
︸ ︷︷ ︸
ξk
+ 2
∑
s,a
νk(s)pik(s, a)dk(s, a) + 2rmax
∑
s∈S
νk(s)√
tk
(28)
where wk = uk − (infs{uk(s)} + sups{uk(s)})/2 is obtained by “recentering” uk around 0
so that ‖wk‖∞ = sp {wk} /2 ≤ c/2 (see Fruit et al., 2018b, App. F4). Then, similarly to
what is done in (Jaksch et al., 2010, Sec. 4.3.2) and (Fruit et al., 2018b, App. F.7, pg. 32),
we have
ξk =
tk+1−1∑
t=tk
∑
a
∫
p(s′|st, at)pik(st, at)wk(s′)ds′ −wk(st+1)︸ ︷︷ ︸
:=Xt
+
tk+1−1∑
t=tk
wk(st+1)− wk(st)
=
tk+1−1∑
t=tk
Xt + wk(stk+1)− wk(stk)︸ ︷︷ ︸
≤sp{wk}≤c
Given the filtration Ft = σ (s1, a1, r1, . . . , st+1), Xt is an MDS since |Xt| ≤ c and E[Xt|Ft−1] =
0 since pikt is Ft−1-measurable. By using Azuma inequality we have that with probability
at least 1− δ
20T 5/4
m∑
k=1
ξk ≤ c
√
5
2
T ln
(
11T
δ
)
+mc (29)
with m ≤ SA log2
(
8T
SA
)
when T ≥ SA (see App. C.2 in (Jaksch et al., 2010)).
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A.3.2 Bounding the exploration bonus
Using the same argument in App. F.6 in (Fruit et al., 2018b) and by noticing that dk(s, a) ≤
2c+ rmax ≤ 2max{c, rmax}, we obtain with probability at least 1− δ20T 5/4 :
m∑
k=1
∑
s,a
νk(s)pik(s, a)dk(s, a) ≤
m∑
k=1
∑
s,a
νk(s, a)dk(s, a) + 2max{c, rmax}
√
5
2
T ln
(
11T
δ
)
(30)
We now gather inequalities (30), (29) and a result in (Fruit et al., 2018b, App. F.7, pg.
33) into inequality (28) summed over all the episodes k which yields (after taking a union
bound) that with probability at least 1− 2δ
20T 5/4
≥ 1− 3δ
20T 5/4
(for T ≥ SA):
m∑
k=1
∆k 1{g∗c (M̂k) ≥ g∗} ≤ 3max{c, rmax}
√
5
2
T ln
(
11T
δ
)
+ cSA log2
(
8T
SA
)
+ 2rmax
(√
2 + 1
)√
SAT + 2
m∑
k=1
∑
s,a
νk(s, a)dk(s, a)
(31)
Let φsap,k as defined in Eq. 12, then
m∑
k=1
∑
s,a
νk(s, a)dk(s, a) ≤
m∑
k=1
∑
s,a
νk(s, a)β
sa
r,k︸ ︷︷ ︸
see p. 33 (Fruit et al., 2018b)
+c
m∑
k=1
∑
s,a
νk(s, a)φ
sa
p,k︸ ︷︷ ︸
see p. 33 (Fruit et al., 2018b)
+ 2c
m∑
k=1
∑
s,a
νk(s, a)
Nk(s, a) + 1
+ (c+ rmax)︸ ︷︷ ︸
≤2max{c,rmax}
LS−αT
(32)
We recall that
m∑
k=1
∑
s,a
νk(s, a)β
sa
r,k = O˜(rmax
√
SAT ) and
m∑
k=1
∑
s,a
νk(s, a)φ
sa
p,k = O˜(cS
√
AT + cS2A).
Similarly to what done in (Fruit et al., 2018b, Eq. 58-60), we can write
m∑
k=1
∑
s,a
νk(s, a)
Nk(s, a) + 1
≤ 2
∑
s,a
T∑
t=1
1{(st,at)=(s,a)}
Nk(st, at) + 1
= 2
∑
s,a
NT+1(s,a)∑
j=1
1
j + 1
≤ 2SA ln(T ) (33)
A.3.3 Completing the proof
Summing up all the contributions and taking a union bound over all possible values of T
and use the fact that
∑+∞
T=2
δ
4T 5/4
< δ, we write that there exists a numerical constant χ
such that at least with probability 1− δ our algorithm C-SCAL+ has a regret bounded by
∆(C-SCAL+, T ) ≤χ
(
max {rmax, c}
(
S
√
AT ln
(
T
δ
)
+ S2A ln2
(
T
δ
)
+ LS−αT
))
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We now set S =
(
αL
√
T
A
)1/(α+ 1)
so that
∆(C-SCAL+, T ) = O˜
(
max{rmax, c}
(
max
{
α
1/(α+ 1), α−α/(1 + α)
}
︸ ︷︷ ︸
≤2, ∀α≥0
×
× L1/(α+ 1)Aα/(2α+ 2)T (α+ 2)/(2α + 2) + α2/(1 + α)︸ ︷︷ ︸
≤2, ∀α>0
L
2/(1 + α)A
α/(1 + α)T
1/(1 + α)
))
Finally, when T ≥ L2/αA, the regret of C-SCAL+ is bounded with probability at least 1− δ
by
∆(C-SCAL+, T ) = O˜
(
max{rmax, c}L1/(α + 1)Aα/(2α+ 2)T (α+ 2)/(2α + 2)
)
.
Appendix B. Finite MDPs: the analysis of SCAL+
In this section we analyse SCAL+ by leveraging the results provided for the continuous
state case. We start presenting the derivation of the bonus bk and an analogous of Lem. 12
which implies SCAL+ is optimistic at each episode k. Finally, we provide the proof of the
regret bound stated in Thm. 8.
B.1 High probability bound using the exploration bonus (proof of Lem. 4)
To begin with, we introduce two variants of the exploration bonus that will be used for the
regret proof:
bk(s, a) := c ·min
{
βsap,k +
1
Nk(s, a) + 1
; 2
}
+min
{
βsar,k; rmax
}
dk(s, a) := c ·min
{
φsap,k +
1
Nk(s, a) + 1
; 2
}
+min
{
βsar,k; rmax
} (34)
where βsap,k = β
sa
k (see Eq. 5), β
sa
r,k = rmaxβ
sa
k and
φsap,k :=
√√√√7(Γ− 1) ln ( 3SAtkδ )
max{1, Nk(s, a)} +
14S
max{1, Nk(s, a)} ln
(
3SAtk
δ
)
Notice that compared to the bonus bk, dk explicitly depends on the number of states (linearly
in S) and next states (sublinearly in Γ). As a consequence, dk(s, a) ≥ bk(s, a) for any
(s, a) ∈ S × A. In the continuous case we might consider the number of next states in the
(true) aggregated MDP. However, this quantity is not very informative so we have decided
(for sake of clarity) to upper-bound it by the number of intervals.
Lemma 14 Let (g∗, h∗) be a solution of the optimality equation Lh∗ = h∗ + g∗ such that
sp {h∗} ≤ c. For all T ≥ 1 and k ≥ 1, with probability at least 1− δ
15t6k
, for any (s, a) ∈ S×A
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and for any v ∈ RS s.t. sp {v} ≤ c we have:
(a) bk(s, a) ≥
∣∣∣rk(s, a)− r(s, a) + (p̂k(·|s, a)− p(·|s, a))T h∗∣∣∣
(b) dk(s, a) ≥
∣∣∣rk(s, a)− r(s, a) + (p̂k(·|s, a) − p(·|s, a))T v∣∣∣
where bk and dk are defined as in Eq. 34.
Proof We consider the discrete case as a special sub-case of the continuous one considered
in Lem. 12. As explained in Sec. A.1.3, for the discrete case we can even use an independence
argument based on “stack of samples” idea as done for bandits (Lattimore and Szepesva´ri,
2018, Sec. 4.4). However, for sake of clarity we use the same MDS argument exploited in
the continuous case. The main difference is that in the discrete case we do not need state
aggregation and thus we replace every interval with a singleton function, i.e., I(s) = s, ∀s ∈
S. Define w := h∗ − (min{h∗} + max{h∗})/2 such that w ∈ [−c/2, c/2]. We decompose
p̂k − p into (p̂k − pk) + (pk − p). As done in Eq. 17 (Sec. A.1.2), we can write that∣∣(p̂k(·|s, a)− pk(·|s, a))Tw∣∣ ≤ ∣∣∣∣ Nk(s, a)Nk(s, a) + 1 − 1
∣∣∣∣ ‖pk(·|s, a)‖1︸ ︷︷ ︸
=1
‖w‖∞︸ ︷︷ ︸
≤c/2
+
|w(s)|
Nk(s, a) + 1
≤ c
2
(
1− Nk(s, a)
Nk(s, a) + 1
+
1
Nk(s, a) + 1
)
=
c
Nk(s, a) + 1
(35)
In order to bound the term depending on (pk − p) we use the same MDS argument as in
Sec. A.1.3. You can consider p equivalent to p˜ defined in the continuous case since:
r˜k(s, a) =
1
Nk(I(s)︸︷︷︸
:=s
, a)
∑
x∈I(s)︸︷︷︸
:=s
Nk(x, a)r(x, a) = r(s, a).
Similarly, we can prove that p˜k(s
′|s, a) = p(s′|s, a). Then, we consider the same adapted
sequences, stopping times and predictable processes except from the fact that intervals are
replaced by singletons (i.e., discrete states). As a consequence, (an analogous of) Lem. 30
holds. By following the same steps in Sec. A.1.3, we can prove that with probability at least
1− δ, for all (s, a) ∈ S ×A
|rk(s, a)− rk(s, a)| ≤ rmax
√√√√7 ln(2SAtkδ )
N+k (s, a)
:= βsar,k
∣∣∣(pk(·|s, a) − p(·|s, a))Th∗∣∣∣ ≤ c
√√√√7 ln (2SAtkδ )
N+k (s, a)
:= cβsap,k
where we recall the N+k (s, a) := max{1, Nk(s, a)}. We now consider the concentration
of (p̂k − p)Tv for which we need to use Freedman’s inequality (see Thm. 29). Simi-
larly to what done before, let z = v − (min{v} + max{v})/2 such that (p̂k − p)Tv =
(p̂k − p)Tz. We start noticing that, Eq. 19 holds for the discrete case where we replace
29
Qian, Fruit, Pirotta and Lazaric
the adapted sequence 1 (sτl+1 ∈ I) by 1 (sτl+1 = s′) and the conditional variance Vk(J) by
Vk(s
′) =
∑Nk(s,a)
l=1 1 (τl < tk)V
(
1 (sτl+1 = s
′)
∣∣Gl−1). Furthermore, V (1 (sτl+1 = s′)∣∣Gl−1) =
(1− p(s′|s, a))p(s′|s, a) and
Vk(s
′) =
Nk(s,a)∑
l=1
(1− p(s′|sτl , aτl))p(s′|sτl , aτl) ≤ Nk(s, a)(1 − p(s′|s, a))p(s′|s, a)
As done in (Fruit et al., 2018b, App. F.7) we use Cauchy-Schwartz inequality to write that∑
s′∈S
√
p(s′|s, a)(1 − p(s′|s, a)) =
∑
s′∈S: p(s′|s,a)>0
√
p(s′|s, a)(1− p(s′|s, a)) ≤ √Γ− 1
where we recall that Γ := maxs,a ‖p(·|s, a)‖0 is the maximum support of p. Then, for any
(s, a) ∈ S ×A and for any vector z ∈ [−c/2, c/2], we have that∣∣∣(pk(·|s, a)− p(·|s, a))Tz∣∣∣ ≤ ‖z‖∞ ∑
s′∈S
|pk(s′|s, a)− p(s′|s, a)|
≤ c
2N+k (s, a)
∑
s′∈S
(
2
√
Vk(s′) ln
(
4tk
δ
)
+ 4 ln
(
4tk
δ
))
≤ c

√√√√7(Γ− 1) ln (3SAtkδ )
N+k (s, a)
+
14S
N+k (s, a)
ln
(
3SAtk
δ
) := c φsap,k
We can also write with probability 1 that:∣∣(p̂k(·|s, a) − p(·|s, a))Tw∣∣ ≤ p̂k(·|s, a)Tw + p(·|s, a)Tw ≤ 2c
So we can take the minimum between the two upper-bounds. We also know that the dif-
ference in reward is bound by rmax.
In order to prove optimism we start noticing that the bonus bk(s, a) (see Lem. 14) implies
that L̂kh
∗ ≥ Lh∗. As a consequence, we can use Prop. 3 to show that g+k ≥ g∗.
B.2 Regret Proof of SCAL+
The regret proof follows the same steps of the one for C-SCAL+. The main difference resides
in the fact that there is no need of state aggregation, thus simplifying the proof.
By using the optimism of M̂+k , the stopping condition of ScOpt and the relationships
between M̂+k and M̂k (see Eq. 26), we can prove Eq. 28 for the discrete case. Note that
the analysis of the cumulative contribution of the term dk(s, a) and bk(s, a) will lead to the
following terms O˜(c
√
ΓSAT ) and O˜(c
√
SAT ), respectively. Since the dominant term is the
one associated to dk, even in this case we upper-bound bk by dk.
From this point, we follow the same steps as in Sec. A.3. The only difference resides in
Eq. 31 where the term (c+ rmax)LS
−αT disappears since it depends on aggregation and/or
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smoothness. Finally, the regret bound in Thm. 6 follows by noticing that the order of the
term
∑m
k=1
∑
s,a νk(s, a)φ
sa
p,k is O˜(
√
ΓSAT + S2A).
As a consequence, there exists a numerical constant χ such that at least with probability
1− δ our algorithm SCAL+ has a regret bounded by
∆(SCAL+, T ) ≤χ
(
max {rmax, c}
(√
ΓSAT ln
(
T
δ
)
+ S2A ln2
(
T
δ
)))
Appendix C. Results of probability theory
C.1 Reminder
We start by recalling some well-known properties of filtrations, stopping times and martin-
gales (Klenke and Loe`ve, 2013, Chapter 2). For simplicity, we use “a.s.” to denote “almost
surely” (i.e., with probability 1). In this section, we consider a probability space (Ω,F ,P).
We call filtration any increasing (for the inclusion) sequence of sub-σ-algebras of F i.e.,
(Fn)n∈N where ∀n ∈ N, Fn ⊆ Fn+1 ⊆ F . We denote by F∞ := ∪n∈NFn. For any
sub-σ-algebra G ⊆ F , we say that a real-valued random variable (r.v.) X : Ω → Rd is
G-measurable if for all borel sets B ∈ B (Rd), X−1(B) ∈ G. We say that X is G-integrable
if it is G-measurable and E[|X|] < +∞ (componentwise). We call stochastic process any
sequence of r.v. (Xn)n∈N. We say that the stochastic process (Xn)n∈N is adapted to the fil-
tration (Fn)n∈N if for all n ∈ N, Xn is Fn-measurable. In this case, the sequence (Xn,Fn)n∈N
is called an adapted sequence. If in addition, Xn is integrable for all n ∈ N then we say that
(Xn,Fn)n∈N is an integrable adapted sequence. We say that a stochastic process (Xn)n∈N
is almost surely:
1. increasing (resp. strictly increasing) if for all n ≥ N , P (Xn ≤ Xn+1) = 1 (resp.
P (Xn < Xn+1) = 1),
2. bounded if there exists a universal constantK such that for all n ∈ N, P (Xn < K) = 1,
Definition 15 (Conditional expectation) Let X be an F-integrable r.v. with values in
Rd. Let G ⊆ F be a sub-σ-algebra of F . The conditional expectation of X given G (denoted
E
[
X
∣∣G]) is the (a.s. unique) r.v. that is G-integrable and satisfies:
∀A ∈ G, E[1 (A) · E[X∣∣G]] = E[1 (A) ·X]
Proposition 16 (Law of total expextations) Let X be an F-integrable r.v. with values
in Rd. For any sub-σ-algebra G ⊆ F , E
[
E
[
X
∣∣G]] = E[X].
Proposition 17 Let X be an F-integrable real-valued r.v. and G ⊆ F a sub-σ-algebra. For
any G-integrable real-valued r.v. Y s.t. Y X is also integrable we have E[Y X∣∣G] = Y E[X∣∣G].
Definition 18 (Stopping time) A random variable τ : Ω→ N∪{+∞} is called stopping
time w.r.t. a filtration (Fn)n∈N if for all n ∈ N, {τ = n} ∈ Fn.
Definition 19 (σ-algebra at stopping time) Let τ be a stopping time. An event prior
to τ is any event A ∈ F∞ s.t. A∩ {τ = n} ∈ Fn for all n ∈ N. The set of events prior to τ
is a σ-algebra denoted Fτ and called σ-algebra at time τ :
Fτ := {A ∈ F∞ : ∀n ∈ N, A ∩ {τ = n} ∈ Fn}
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Proposition 20 Let τ1 and τ2 be two stopping times w.r.t. the same filtration (Fn)n∈N s.t.
τ1 ≤ τ2 a.s. Then Fτ1 ⊆ Fτ2 .
Definition 21 (Stopped Process) Let (Xn,Fn)n∈N be an adapted sequence with values
in Rd. If τ is a stopping time w.r.t. the filtration (Fn)n∈N, then the process stopped at
time τ (denoted by Xτ ) is the r.v. defined as:
∀ω ∈ Ω, Xτ (ω) :=
∑
n∈N
Xn(ω) · 1 (τ(ω) = n) (i.e., X∞(ω) = 0 by convention)
Proposition 22 Xτ –the process stopped at time τ– is Fτ -measurable.
Definition 23 (Martingale difference sequence) An adapted sequence (Xn,Fn)n∈N is
a martingale difference sequence (MDS for short) if for all n ∈ N, Xn is Fn-integrable and
E
[
Xn+1|Fn
]
= 0 a.s.
Proposition 24 (Azuma’s inequality) Let (Xn,Fn)n∈N be an MDS such that |Xn| ≤ a
a.s. for all n ∈ N. Then for all δ ∈]0, 1[,
P
(
∀n ≥ 1,
∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≤ a
√
n ln
(
2n
δ
))
≥ 1− δ
Proof Azuma’s inequality states that:
P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≤ a
√
n
2
ln
(
2
δ
))
≥ 1− δ
We can then choose δ ← δ
2n2
and take a union bound over all possible values of n ≥ 1. The
result follows by noting that
∑
n≥1
δ
2n2
< δ.
Proposition 25 (Freedman’s inequality) Let (Xn,Fn)n∈N be an MDS such that |Xn| ≤
a a.s. for all n ∈ N. Then for all δ ∈]0, 1[,
P
∀n ≥ 1, ∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≤ 2
√√√√( n∑
i=1
V
(
Xi
∣∣Fi−1)
)
· ln
(
4n
δ
)
+ 4a ln
(
4n
δ
) ≥ 1− δ
Proof Freedman (1975) showed that when a = 1:
P
(
∀n ≥ 1,
n∑
i=1
Xi ≥ ε,
n∑
i=1
V
(
Xi
∣∣Fi−1) ≤ k) ≤ exp( −ε2
2k + 2ε/3
)
Since (−Xn,Fn)n∈N is also an MDS, the above inequality holds also in absolute value (with
a factor 2 appearing in front of the exponential term after taking a union bound). In
order to reverse the inequality (i.e., replace ε by δ), we can use the same technique as
Cesa-Bianchi and Gentile (2005, Section 2). Finally, to account for the case where a 6= 1
we can simply apply the result to (Xn/a,Fn)n∈N.
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C.2 A useful concentration with optional skipping
In this section we prove a very simple theorem inspired by Doob’s optional skipping (e.g.,
Chow and Teicher, 1988, Sec. 5.3, Lem. 4). We start with useful definitions and lemmas.
Lemma 26 Let τ1 and τ2 be two stopping times w.r.t. the same filtration (Fn)n∈N. We say
that τ1 < τ2 a.s. if P ({τ1 < τ2} ∪ {τ1 = τ2 = +∞}) = 1. If τ1 < τ2 a.s. then Fτ1+1 ⊆ Fτ2 .
Proof If τ1 < τ2 then τ1 + 1 ≤ τ2 since τ1 is an integer-valued r.v. If τ1 = τ2 = +∞
then τ1 + 1 = +∞ and so τ1 + 1 = τ2. In conclusion, τ1 + 1 ≤ τ2 a.s. and so by Prop. 20,
Fτ1+1 ⊆ Fτ2 .
Definition 27 We say that a sequence of stopping times (τm)m∈N w.r.t. (Fn)n∈N is strictly
increasing if τm < τm+1 a.s. for all m ≥ 0.
Lemma 28 Let (Xn,Fn)n∈N be a bounded adapted sequence and let (τm)m∈N be a strictly
increasing sequence of stopping times w.r.t. (Fn)n∈N. For all m ∈ N, define Ym := Xτm+1−
E
[
Xτm+1
∣∣Fτm] and Gm := Fτm+1 . Then, (Ym,Gm)m∈N is an MDS.
Proof By assumption, for any m ∈ N, τm < τm+1 a.s. and Prop. 20 implies that Fτm ⊆
Fτm+1 . As a consequence, (Gm)m∈N = (Fτm+1)m∈N is a filtration. By Prop. 22 we know
that Xτm+1 is Fτm+1-measurable and Lem. 26 implies that Fτm+1 ⊆ Fτm+1 = Gm so Xτm+1
is Gm-measurable. Finally, E
[
Xτm+1
∣∣Fτm] is Fτm-measurable by definition (see Def. 15).
Therefore, Ym is Gm-measurable.
Since by assumption Xn is a.s. bounded (P (Xn < K) = 1 for all n ≥ 0), we can write
a.s. (see Def. 21)∣∣Xτm+1∣∣ =
∣∣∣∣∣
+∞∑
n=0
1 (τm + 1 = n) ·Xn
∣∣∣∣∣ ≤
+∞∑
n=0
1 (τm + 1 = n)·|Xn| ≤ K
+∞∑
n=0
1 (τm + 1 = n) = K
Thus, Xτm+1 is a.s. bounded hence integrable implying that E
[
Xτm+1
∣∣Fτm] is well-defined
(see Def. 15). Therefore, Ym is a.s. bounded and so integrable.
Finally, we can apply Prop. 17 and we obtain:
E
[
Ym+1
∣∣Gm] = E[Xτm+1 − E[Xτm+1∣∣Fτm]∣∣∣Fτm] = E[Xτm+1∣∣Fτm]− E[Xτm+1∣∣Fτm] = 0
which concludes the proof.
Theorem 29 Let (Xn,Fn)n∈N be an adapted sequence a.s. bounded by a1 and let (τm)m∈N
be a strictly increasing sequence of stopping times w.r.t. (Fn)n∈N. If (Ym,Gm)m∈N is defined
as in Lem. 28 then the following concentration inequalities hold:
P
(
∀m ≥ 1,
∣∣∣∣∣
m∑
i=1
Ym
∣∣∣∣∣ ≤ a1
√
m ln
(
2m
δ
))
≥ 1− δ
P
∀m ≥ 1, ∣∣∣∣∣
m∑
i=1
Ym
∣∣∣∣∣ ≤ 2
√√√√( m∑
i=1
V
(
Yi
∣∣Gi−1)) · ln(4m
δ
)
+ 4a1 ln
(
4m
δ
) ≥ 1− δ
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In particular for any F-measurable integer-valued r.v. N : Ω → N the above inequalities
hold true with m replaced by N e.g.,
P
(∣∣∣∣∣
N∑
i=1
Ym
∣∣∣∣∣ ≤ a1
√
N ln
(
2N
δ
))
≥ 1− δ . . .
Proof The concentration inequalities follow from Lem. 28 and Azuma’s and Freedman’s
inequalities. If the results hold for all n ∈ N and N takes values in N, then the result holds
for N too which concludes the proof.
C.3 In the regret proof
For any t ≥ 0, the σ-algebra induced by the past history of state-action pairs and rewards
up to time t is denoted Ft := σ (s1, a1, r1, . . . , st, at) where by convention F0 = σ (∅) and
F∞ := ∪t≥0Ft. Trivially, for all t ≥ 0, Ft ⊆ Ft+1 and the filtration (Ft)t≥0 is denoted by F.
We recall that the sequence (tk)k≥1 (starting times of episodes k ≥ 1) is formally defined
by t1 := 1 and for all k ≥ 1,
tk+1 := 1 + inf
{
T ≥ t > tk :
t−1∑
u=tk
1(su ∈ I(s), au = a) ≥
tk−1∑
u=0
1(su ∈ I(s), au = a)
}
.
where by convention inf{∅} := T . It is immediate to see that for all t ≥ 0, {tk = t} ∈
Ft−1 ⊆ Ft and so tk is a stopping time w.r.t. filtration F (see Def. 18).
The following lemma is used in App. A.1.3:
Lemma 30 For all l ≥ 1, we have:
1. E
[
w∗(sτl+1)
∣∣Gl−1] = ∫S p(s′|sτl , aτl)w∗(s′)ds′,
2. E
[
1 (sτl+1 ∈ J)
∣∣Gl−1] = ∫J p(s′|sτl , aτl)ds′,
3. and E
[
rτl(sτl , aτl)
∣∣Gl−1] = r(sτl , aτl).
Proof To prove this result, we rely on the definition of conditional expectation (see Def. 15).
1) By Prop. 22, (sτl , aτl) is Gl−1-measurable (Gl−1 = Fτl) and so
∫
S p(s
′|sτl , aτl)w∗(s′)ds′ is
Gl−1-measurable too. Moreover,
∣∣∫S p(s′|sτl , aτl)w∗(s′)ds′∣∣ ≤ c/2 a.s. so ∫S p(s′|sτl , aτl)w∗(s′)ds′
is also integrable (and therefore Gl−1-integrable).
2) We recall that for any stochastic process (Xt)t≥0, we use the convention that X∞ = 0 a.s.
implying that Xτl =
∑+∞
t=0 Xt1 (τl = t) (see Def. 21). Usinng the law of total expectations
(see Prop. 16) we have that ∀A ∈ Gl−1,
E
[
1(A)× w∗(sτl+1)
]
=
+∞∑
t=0
E
[
1(A ∩ {τl = t})× w∗(sτl+1)
]
=
+∞∑
t=0
E
[
E
[
1(A ∩ {τl = t}︸ ︷︷ ︸
∈Ft
)× w∗(sτl+1︸ ︷︷ ︸
=st+1
)
∣∣∣Ft]]
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In the first equality, the fact that we can move the sum outside the expectation is a direct
consequence of the dominated convergence theorem (for series) since
+∞∑
t=0
E
[
1(A ∩ {τl = t})×
∣∣w∗(sτl+1)∣∣] ≤ c/2 +∞∑
t=0
E
[
1(A ∩ {τl = t})
]
= c/2
+∞∑
t=0
P (A ∩ {τl = t}) = c/2 ·P(A) < +∞
Under event {τl = t} we have that sτl+1 = st+1 a.s. Moreover, A ∩ {τl = t} ∈ Ft since
τl is a stopping time (see Def. 19) so by Prop. 17 we can move it outside the conditional
expectation and we get:
E
[
1(A)× w∗(sτl+1)
]
=
+∞∑
t=0
E
[
1(A ∩ {τl = t})× E
[
w∗(st+1)
∣∣∣Ft]︸ ︷︷ ︸
=
∫
S
p(s′|st,at)w∗(s′)ds′
]
= E
[
1(A)×
+∞∑
t=0
1(τl = t)
∫
S
p(s′|st, at)w∗(s′)ds′︸ ︷︷ ︸
=
∫
S
p(s′|sτl ,aτl )w∗(s′)ds′ (see Def. 21)
]
= E
[
1(A)×
∫
S
p(s′|sτl , aτl)w∗(s′)ds′
]
This proves the first inequality (see Def. 15). The second and third equality can be proved
using the same technique.
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