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Résumé—L’expérience acquise avec de nombreuses applica-
tions réussies permet de revisiter la commande sans modèle.
On remplace la dérivation numérique de signaux bruités
par une identification paramétrique en temps réel, beau-
coup plus simple. On explique la curieuse universalité des
PID usuels et pourquoi un modèle ultra-local d’ordre 1 suf-
fit presque toujours. On montre que, même avec un modèle
restreint, l’usage d’un correcteur PI intelligent reste avanta-
geux. Deux exemples, un pendule inversé et un échangeur de
vapeur, semblent confirmer l’avantage de la commande sans-
modèle par rapport à d’autres approches, comme la com-
mande par régimes glissants et l’utilisation de techniques de
dimension infinie, qu’il s’agisse de retards ou d’équations aux
dérivées partielles. Plusieurs simulations numériques illus-
trent notre propos.
Abstract— The experience gained with numerous success-
ful applications permits to revisit some points of model-free
control. The numerical differentiation of noisy signals may
be replaced by a real time parameter identification which is
much simpler. The strange ubiquity of classic PIDs is explai-
ned as well as the almost universal utilization of ultra-local
models of order 1. We show that even with a partially known
model the utilization of an intelligent PI controller remains
profitable. Two examples, an inverted pendulum and a heat
exchanger, seem to confirm the superiority of model-free
control with respect to sliding modes control and techniques
stemming from infinite-dimensional systems, such as delays
or partial differential equations. Our paper is illustrated by
several computer simulations.
Mots-clés— Commande sans modèle, PI intelligent, PID,
identification, pendule inversé, échangeur de chaleur, ré-
gimes glissants, retards, équations aux dérivées partielles.
Keywords— Model-free control, intelligent PI, PID, identi-
fication, inverted pendulum, heat exchanger, sliding modes,
delays, partial differential equations.
I. Introduction
« Rien de plus utile qu’une bonne théorie 1 », voilà qui
résume les ambitions de la commande sans modèle, due
à deux des auteurs ([17], [18]). Cette vision, radicalement
nouvelle de l’automatique 2, combine, rappelons-le, les deux
avantages suivants :
1. Inanité, comme son nom l’indique, d’une modélisation
mathématique précise, qu’elle soit basée sur des lois phy-
siques ou des procédures d’identification, comme l’exige
trop souvent la théorie du contrôle « moderne ». Frotte-
ments, hystérésis, effets thermiques, vieillissement, disper-
sion des caractéristiques due à la fabrication en série, . . . ,
sont, on ne le sait que trop, rebelles à toute description
simple et fiable par équations différentielles.
2. Facilité du réglage du correcteur correspondant, dit PI
intelligent, ou iPI. D’où une rupture nette avec les PID clas-
siques dont le réglage, malaisé et pénible (voir, par exemple,
[5], [38]), relève trop souvent de « recettes de cuisine ».
De nombreuses applications (voir [1], [3], [9], [26], [27], [32],
[33], [37], [47], [48], [49], [50]) ont déjà été réussies. Cet
article tire parti de l’expérience acquise pour améliorer la
présentation.
Voici les modifications essentielles :
1. On remplace, comme en [20], la dérivation de signaux
bruités ([21], [35]) par l’identification paramétrique li-
néaire, développée en [24], [25], conceptuellement plus
1. Traduite de l’anglais : « nothing is as practical as a good
theory », cette phrase est due au psychologue Kurt Lewin. Les au-
teurs remercient chaleureusement Roger Tauleigne (ECS, ENSEA,
Cergy-Pontoise) de la leur avoir suggérée comme titre.
2. Voir, cependant, [8], [28].
simple, qui a suscité par ailleurs quelques applications ([2],
[6], [39], [46]).
2. On explique
– pourquoi un modèle ultra-local d’ordre 1 suffit presque
toujous en pratique ;
– l’étrange ubiquité des PID classiques, malgré leurs ré-
glages fastidieux (voir [4]).
3. On montre, suivant [20] et contrairement à [17], [18],
qu’avec un modèle restreint, c’est-à-dire partiellement
connu, on peut conserver un correcteur iPI.
Après des rappels au § II, on traite ces questions aux §
III, IV, V et VI. Les illustrations numériques du § VII,
c’est-à-dire un pendule inversé et un échangeur de chaleur,
mettent en évidence la probable supériorité de notre ap-
proche par rapport aux modes glissants (voir, aussi, [20],
[41]) et questionne l’utilité de techniques issues de la di-
mension infinie, comme les retards (voir, aussi, [17], [18])
et les équations aux dérivées partielles (voir, aussi, [33] et
[1]). La conclusion du § VIII questionne le futur de la re-
cherche universitaire en automatique et, plus généralement,
la place prépondérante de la modélisation mathématique en
sciences appliquées.
II. Rappels sur le sans-modèle
A. Le modèle ultra-local
On se restreint, pour simplifier les notations, à un sys-
tème monovariable, d’entrée u et de sortie y. Dans l’igno-
rance d’un modèle mathématique global, on introduit le
modèle « phénoménologique », dit ultra-local, valable sur
un court laps de temps,
y(ν) = F + αu (1)
où
– l’ordre de dérivation ν, en général 1, choisi par l’opé-
rateur, est étranger à l’ordre de dérivation maximum
de y, inconnu, dans le système ;
– le paramètre constant α, fixé par l’opérateur afin que
les valeurs numériques de αu et y(ν) aient même ordre
de grandeur, n’a pas a priori de valeur précise ;
– F , qui contient toutes les informations « structu-
relles », dépend de toutes les autres variables du sys-
tème, y compris des perturbations, et de leurs dérivées.
L’estimation en temps réel de la valeur numérique de F ,
traitée au § III-A, permet de réactualiser (1) à chaque ins-
tant.
B. Correcteurs PI intelligents
On obtient le comportement désiré avec, si ν = 1 en (1),
le correcteur proportionnel-intégral intelligent, ou iPI,
u = −
F − y˙⋆ +KP e+KI
∫
e
α
(2)
où
– y⋆ est la trajectoire de référence de la sortie,
– e = y − y⋆ est l’erreur de poursuite,
– KP , KI sont les gains usuels.
KI = 0 conduit au correcteur proportionnel intelligent, ou
iP,
u = −
F − y˙∗ +KP e
α
(3)
Remarque 1: Si ν = 1 en (1), on se ramène avec (2) ou
(3) à la stabilisation d’un intégrateur pur. D’où le réglage
facile des gains.
III. Mise en œuvre
A. Estimation de F
Réécrivons (2) sous la forme
F = −αu+ y˙⋆ −KP e−KI
∫
e (4)
On atténue les bruits entachant les mesures en intégrant 3
les deux membres de (4) sur un court laps de temps δ. Il
vient :
Fapprox =
1
δ
∫ T
T−δ
(
−αu+ y˙⋆ −KP e−KI
∫
e
)
dτ
où Fapprox est une approximation, constante par morceaux,
de F . Cet estimateur s’implante facilement sous la forme
d’un filtre linéaire discret.
Remarque 2: Il y a quelques situations où il peut être
intéressant d’estimer α en (1). Voir, à ce sujet, [36], [41].
B. Trajectoire de référence pour la sortie
On suppose le système d’entrée u et de sortie y à dé-
phasage minimal 4. On peut alors choisir une trajectoire de
référence pour y satisfaisant les nécessités du système.
IV. Pourquoi l’ordre 1 suffit-il ?
Prendre ν = 1 en (1) suffit jusqu’à présent dans toutes
les applications 5. Pourquoi cette heureuse propriété qui
simplifie passablement l’implantation numérique du sans-
modèle ? On l’explique par les frottements. Il leur corres-
pond la présence de la dérivée première y˙ dans l’équation,
inconnue, du système, qui évite l’apparition d’une boucle
algébrique avec ν = 1. Illustrons cette thèse avec le système
linéaire du second ordre, à coefficients constants,
x¨+ cx˙+ 4x = u (5)
où cx˙ représente des frottements. Les figures 1, 2 four-
nissent des simulations satisfaisantes avec un régulateur
iPI ; le choix des valeurs des paramètres est c = 3, α = 1,
KP = 16, KI = 25. Une dégradation considérable des per-
formances, comme on le voit sur la figure 3, se produit avec
un oscillateur harmonique, c’est-à-dire avec c = 0 en (5).
3. Les bruits, considérés comme des fluctuations rapides, sont at-
ténués par des filtres passe-bas, dont l’intégrale est un exemple simple.
Voir [16] pour une explication mathématique.
4. L’ignorance des équations gouvernant le système interdit toute
vérification mathématique de la nature du déphasage. L’appréciation
de cette nature repose donc sur une bonne connaissance expérimentale
du comportement. Voir [42] pour une première approche du déphasage
non minimal dans le cadre du sans-modèle.
5. Sauf en [9], où ν = 0.
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Fig. 1
Système du 2e ordre avec frottement et régulateur iPI.
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Entrée de commande
Fig. 2
Commande du régulateur iPI.
V. Efficacité des PI classiques
A. Discrétisation
Associons au correcteur PI classique
u(t) = kpe(t) + ki
∫
e(τ)dτ (6)
sa forme « vitesse » :
u˙(t) = kpe˙(t) + kie(t)
Une discrétisation élémentaire fournit :
u(t)− u(t− h)
h
= kp
(
e(t)− e(t− h)
h
)
+ kie(t) (7)
où h > 0 est « petit ».
Si ν = 1 en (1), remplaçons F par y˙(t)− αu(t− h) pour
les besoins de l’implantation numérique. Alors, (3) devient
u(t) = u(t− h)−
e(t)− e(t− h)
hα
+
KP
α
e(t) (8)
(7) et (8) deviennent identiques si, et seulement si,
kp = −
1
αh
, ki =
KP
αh
(9)
Remarque 3: Cette équivalence entre PI et iP n’est plus
valable en temps continu, comme on le voit si h→ 0.
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Fig. 3
Oscillateur harmonique avec régulateur iPI.
B. Explication
Les calculs précédents, qui s’étendent aisément aux PID
(voir [4]), expliquent pourquoi, grâce à nos régulateurs in-
telligents, les correcteurs PI et PID classiques, échantillon-
nés, donnent des résultats satisfaisants pour des systèmes
complexes si leur réglage est approprié. Le bénéfice, consi-
dérable, de nos iPI est, comme déjà dit, un réglage simple.
Remarque 4: Voir [4] pour plus de détails. Rappelons
que cette compréhension, nouvelle semble-t-il, des PID a
été dégagée lors de l’implantation du sans-modèle à un vé-
hicule électrique [3].
VI. Modèle restreint
Soit le système masse-ressort :
my¨ = −k1y − k3y
3 + F(y˙)− dy˙ + u (10)
où
– seule la masse m = 0.5 est connue ;
– k1 = 3, k3 = 10, d = 5 sont supposés mal connus, et
on utilise les estimées : kˆ1 = 2, kˆ3 = 7, dˆ = 2.5 ;
– un frottement discontinue
F(y˙) =
{
−0.3− 0.4(y˙ + 0.25)2 − dy˙ si y˙ > 0
0.3 + 0.4(y˙ + 0.25)2 − dy˙ si y˙ < 0
Son expression mathématique, indispensable pour la
simulation, est inconnue du correcteur.
On utilise la platitude ([22], [23], [34], [44]) du modèle li-
néaire restreint
my¨ = −kˆ1y − kˆ3y
3
− dˆy˙ + u (11)
pour déterminer une commande nominale en boucle ou-
verte :
u⋆ = my¨⋆ + kˆ1y
⋆ + kˆ3(y
⋆)3 + dˆy˙⋆
Les simulations des figures 4 et 5 correspondent à u⋆. Po-
sons u = u⋆ + ∆u et introduisons un iPI par rapport à
∆u pour stabiliser e = y− y⋆ autour de 0. On aboutit aux
excellentes simulations des figures 6 et 7, obtenues avec du
bruit.
Remarque 5: Le modèle restreint (11) sert uniquement,
comme on vient de le voir, à calculer aisément une tra-
jectoire de référence en boucle ouverte, tâche aisé s’il est
plat.
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Fig. 4
Commande nominale du ressort.
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Fig. 5
Sortie avec commande nominale.
VII. Autres illustrations numériques
A. Régimes glissants
La figure 8 représente un véhicule militaire autonome,
emprunté à [29]. Son intérêt est dû au non respect de la
«matching condition », bien connue des tenants de la com-
mande par régimes glissants (voir, par exemple, [11], [12],
[14], [29], [40]), ce qui entraîne une mise en place pénible
de cette commande en [29], alors que le sans-modèle s’ap-
plique sans difficulté aucune. Avec une dynamique linéaire
du type
x˙ = Ax+Bu+B1ω (12)
où ω est une perturbation pouvant dépendre du temps,
rappelons que cette condition correspond à B1 = βB, où β
est une constante.
L’angle θb doit prendre une valeur donnée avec une com-
mande u agissant sur θm et une perturbation issue θl. Les
raideurs et les coefficients d’amortissement des ressorts-
amortisseurs en les articulations 1 et 2, donnés par la
matrice A, sont assez élevées. Les équations dynamiques
sont de la forme (12) : x = [θb, θ˙m, θmb, θ˙b, θbl, θ˙l]
T , ω(t) =
[0, θ˙p, ω1m, ω1l, Fmb× sign(θ˙m− θ˙p), Fmb× sign(θ˙b− θ˙p)]
T ,
où
– θ˙m : vitesse angulaire du moteur,
– θ˙b : vitesse angulaire du bras intermédiaire,
– θp : angle de tangage du véhicule pris comme pertur-
bation,
– θmb =
1
N
(θm − θp) + θp − θb,
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Fig. 6
Commande iPI du ressort dans le cas bruité.
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Fig. 7
La sortie du ressort dans le cas bruité et commande iPI.
Fig. 8
Véhicule militaire autonome.
– N : rapport de réduction du moto-réducteur,
– θ˙l : vitesse angulaire du troisième bras θl,
– ω1m : frottement au niveau du moteur,
– ω1l : frottement au niveau du troisième bras θl,
– τam : couple appliqué au moteur,
– τal : couple appliqué à la charge,
– fd : frottement,
– ω1m(t) = fdsign(τam − Jmθ¨p),
– ω1l(t) = fdsign(τal − Jlθ¨p),
– Jm, Jl : inerties.
On garde les valeurs numériques de [29] pour A, B, B1, C :
A =


0 0 0 1 0 0
0 −338.14 −2.55× 107 50942 0 0
0 0.0066 0 −1 0 0
0 0.66 5× 104 −110.1 −15× 103 10
0 0 0 1 0 −1
0 0 0 7.69 11538 −7.69


B =


0
4523.1
0
0
0
0


B1 =


0 0 0 0 0 0
0 −50604 −769 0 5.1 0
1 0 0 0 0 0
0 99 0 −0.01 0 0.01
0 0 0 0 0 0
0 0 0 0 0 0


C =
[
1 0 0 0 0 0
]
Avec θ˙b = F + u en guise de (1), un correcteur iPI, où
KP = 160, KI = 6400, fournit de bons résultats, d’après
les figures 9 et 10. Notre commande, fort simple, est robuste
par rapport aux bruits de mesure, non considérés en [29].
Elle ne nécessite pas, contrairement à [29],
– la résolution d’inégalités matricielles,
– la mesure de θ˙m, θmb et θ˙b.
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Fig. 9
Angle θb.
B. Dimension infinie
B.1 Retards
Continuons l’exemple du § VII-A. Ajoutons, comme [29],
un retard sur l’état, dû aux frottements. Alors, (12) de-
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Fig. 10
Commande.
vient :
x˙(t) = Ax(t) +Adx(t− τ) +Bu(t) +B1ω(t) (13)
où
– le retard τ varie entre 0 et 9 ms (l’amplitude est
moindre en [29], où il varie entre 0 et 3 ms),
– la matrice Ad, tirée de [29], est
Ad =


0 0 0 0 0 0
0 −10 20 0 0 0
0 0.007 0 0.1 0 0
0 0 20 −2 1 0
0 0 0 0.1 0 0.1
0 0 0 2 1 0


La même commande qu’au § VII-A fournit les résultats
tout à fait satisfaisants des figures 11 et 12. Elle est, ici
aussi, bien plus simple que celle proposée en [29].
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Référence
Fig. 11
Angle θb.
Remarque 6: Les termes retardés en (13) se retrouvent
en F dans (1). Ils sont pris en compte sans autre forme
de procès par notre stratégie de commande. Nul besoin
donc d’identifier ces retards, tâche délicate, surtout s’ils
sont variables.
Remarque 7: Rappelons (voir, par exemple, [5], [38]) que
le réglage des PID traditionnels repose souvent sur une
approximation du système à commander par un système
à retard. Ici aussi, ces retards sont inutiles, comme il est
démontré en [17], [18], avec nos correcteurs intelligents
0 5 10 15−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
 
 
Avec bruit
Sans bruit
Fig. 12
Commande.
B.2 Systèmes à paramètres distribués
Fig. 13
Échangeur de chaleur.
B.2.a Un échangeur de chaleur. Pour l’échangeur de cha-
leur de la figure 13, nos simulations numériques utilisent
une discrétisation spatiale des équations aux dérivées par-
tielles
M1c1
∂T
∂t
= m1c1
∂T
∂x
−AU(T − S)
M2c2
∂S
∂t
= m2c2
∂S
∂x
−AU(T − S),
où
– 0 ≤ x ≤ L ;
– T (x, t) est la température du fluide 1, et T (0, t) la com-
mande ;
– S(x, t) est la température du fluide 2, et S(L, t) la
sortie ;
– U est la conduction.
Les valeurs numériques des paramètres sont empruntées à
un échangeur réel [7].
B.2.b iPI et PID. (1) devient :
S˙(L, t) = F + 18T (0, t) (14)
On impose à S(L, t) une trajectoire de référence douce al-
lant de 270◦ à 600◦ Kelvin, en utilisant une fonction poly-
nomiale du temps de degré 6. On évite ainsi l’excitation des
modes rapides. Quelques tâtonnements ont suffi pour arri-
ver à la valeur 18 en (14). Les gains de l’iPI, déduit de (14),
sont KP = 10, KI = 17.36. La méthode de Ziegler-Nichols,
bien connue et assez lourde, fournit les trois gains du PID
classique, construit pour les besoins de la comparaison :
T (0, t) = y˙⋆ + 1.8 e+
∫
e+ 0.75 e˙
où y⋆ est la trajectoire de référence et e = y − y⋆. Les
deux commandes fournissent de bons résultats comme le
montrent les figures 14, 15, 16 et 17. Notons, néanmoins, la
plus grande sensibilité au bruit du PID, due à la nécessité
de calculer une dérivée.
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Fig. 14
S(L, t) avec iPI.
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Fig. 15
Commande iPI.
Certains phénomènes complexes sont inévitables :
– les vitesses et les propriétés physico-chimiques des
fluides sont variables ;
– le vieillissement s’accompagne de rouilles et de dépôts
qui peuvent modifier la conduction U et rétrécir les
tuyaux.
Toute commande de qualité se doit de les maîtriser. Sup-
posons, donc, les tuyaux partiellement bouchés, avec des
baisses de 30% du débit et de 50% de la conduction. Sans
nouveau calibrage des correcteurs précédents,
– les figures 18 et 19 montrent les performances inchan-
gées de l’iPI ;
– celles du PID se dégradent notablement d’après les
figures 20 et 21.
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Fig. 16
S(L, t) avec PID.
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Fig. 17
Commande PID.
B.2.c Autres commandes. Il y a une littérature impor-
tante sur la commande des échangeurs de chaleur, qui obéit
à des points de vue très variés : voir 6, par exemple, [7],
[10], [13], [15], [30], [43], [45], [51], [53]. Les équations aux
dérivées partielles, qui s’imposent dans toute modélisation
un tant soit peu fine, y sont évidemment présentes, mais
ne semblent pas avoir produit une régulation exploitable.
Apparaissent aussi la commande prédictive, la commande
robuste, la linéarisation par bouclage, la logique floue, . . ..
Notre correcteur iPI, simple à mettre en œuvre et aux
bonnes performances, semble plus prometteur.
Remarque 8: On trouve en [31] une intéressante appli-
cation du sans-modèle au thermique, qui souffre d’oscilla-
tions, dues, à notre avis, à une dérivation numérique im-
propre. On y remédie par les méthodes du § III-A, par
exemple.
VIII. Conclusion
Des publications ultérieures développeront les considéra-
tions ci-dessous. Elles ont pour ambition de provoquer une
discussion « épistémologique », aussi ouverte que possible,
en mathématiques appliquées.
A. Automatique
Quel sens gardent les thèmes traditionnels de la recherche
en automatique si les thèses de la commande sans-modèle
6. La liste ci-dessous n’a aucune prétention d’exhaustivité.
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Fig. 18
S(L, t) avec iPI.
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Fig. 19
Commande iPI.
sont « vraies 7 » ? Que l’on songe par exemple, d’un point
de vue strictement académique, à
– la plupart des questions structurelles en linéaire et en
non-linéaire de dimension finie, puisqu’il n’y a plus de
modèles ;
– l’identification paramétrique, car sans modèles point
de paramètres ! ;
– la commande robuste et la commande stochastique,
puisque l’iPI prend en compte les termes inconnus et
les perturbations ;
– la commande optimale, déterministe ou stochastique :
le caractère toujours arbitraire et artificiel du choix du
critère 8 est accentué par la méconnaissance du mo-
dèle.
Aujourd’hui, l’exploration des limites du sans-modèle
semble une voie à privilégier, en particulier par rapport
à la dimension infinie, c’est-à-dire par rapport aux retards
et aux équations aux dérivées partielles. Les succès obte-
nus, notamment avec des systèmes où la modélisation par
équations aux dérivées partielles est primordiale, comme en
[33], avec les installations hydroélectriques, et en [1], avec la
régulation du trafic autoroutier, rendent cette investigation
urgente.
7. On entend par « vérité » la confirmation des succès pratiques.
8. En ingénierie, contrairement à la physique « pure », où les lois
fondamentales dérivent de principes variationnels, les critères utilisés
pour l’optimisation sont « bricolés ».
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S(L, t) avec PID.
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Commande PID.
B. Modélisation mathématique
Une large part de la recherche universitaire appliquée
souligne, par-delà l’automatique, la nécessité de l’écriture
de modèles mathématiques fiables, dont les équations dif-
férentielles, ou aux différences, sont l’armature. C’est trop
souvent un leurre ! Y renoncer
– n’implique pas l’abandon des mathématiques ;
– signifie, comme indiqué ici, et en [19] pour la finance
quantitative, la poursuite de concepts et, donc, d’outils
théoriques nouveaux.
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