Abstract-Due to the increasing demand of wireless services, mobile technology has rapidly progressed towards the fourth generation (4G) networking paradigm. This generation will be heterogeneous in nature and it can be achieved through the integration of different Radio Access Technologies (RATs) over a common platform. Common Radio Resource Management (CRRM) was proposed to manage radio resource utilization in heterogeneous wireless networks and to provide required Quality of Service (QoS) for allocated calls. RAT selection algorithms are an integral part of the CRRM algorithms. Their role is to decide, when a new or Vertical Handover (VHO) call is requested, which of the available RATs is most suitable to fit the need of the incoming call and when to admit them. This paper extends our earlier work on the proposed intelligent hybrid mobility optimization RAT selection approach which allocates users in high mobility to the most suitable RAT and proposes an analytical presentation of the proposed approach in a multidimensional Markov chain model. A comparison for the performance of centralized load-balancing, distributed and the proposed intelligent mobility optimization algorithms is presented in terms of new calls blocking probability, VHO calls dropping probability, users' satisfactions probability, average networks load and average system throughput. Simulation and analytical results show that the proposed algorithm performs better than the centralized loadbalancing and distributed algorithms.
INTRODUCTION
Next Generation Wireless Networks (NGWN) are predicted to be heterogeneous in nature and to provide high speed network connections for a variety of services such as Voice over IP (VoIP), web browsing, File Transfer Protocol (FTP), video streaming, online gaming, real time video and push-to-talk [1] and will interconnect different Radio Access Technology (RATs) such as: UMTS Terrestrial Radio Access Network (UTRAN), Long Term Evolution (LTE) and Wireless Local Area Network (WLAN) through a common platform [2] [3] [4] . To integrate various wireless network standards under a common platform, a number of key research issues needs to be addressed. One such issue is on how to allocate each user to the most suitable RAT. An efficient solution to this question can lead to maximization of radio resources utilization, better performance for service providers and provision and guarantee the required Quality of Service (QoS) with low cost to users. Currently, Radio Resource Management (RRM) including admission control, congestion control, power control, packet scheduling, horizontal handover (HO), initial RAT selection algorithm and vertical HO (VHO) algorithms are implemented efficiently for the specific RAT it was developed for. However, they are not suitable for heterogeneous wireless networking scenarios where various types of RATs exist. Common Radio Resource Management (CRRM) was proposed to manage radio resource utilization in heterogeneous wireless networks [5] .
A number of different CRRM algorithms have been proposed in the literature for heterogeneous wireless networks. CRRM algorithms can be categorized into centralized such as load-balancing algorithm and policy based algorithm or distributed algorithms such as service based algorithm [6, 7] .
Centralized RAT selection algorithms have the benefit of considering more criteria during the decision making process. However, centralized algorithms do not guarantee required QoS for all admitted calls. In addition, they reduce network capacity as a result of the introduced signaling overheads or delay resulted by the communication between the network entities.
On the other hand, distributed algorithms have the benefit of considering users' preferences. A number of different distributed algorithms are proposed in [8] [9] [10] . These algorithms allow User Terminal (UT) to select the most efficient RAT that maximizes its satisfaction which is based on its preference such as best QoS or cheapest cost. However, distributed algorithms do not take into account the network benefits and policies. This may lead to inefficient radio resource utilization and it may create network bottlenecks.
All the proposed algorithms have limitations and do not provide a complete solution for the RAT selection problem. Therefore there is a need for a hybrid RAT selection algorithm (distributed with network assistance) which will provide the UTs some information that assists them during their decision making process to select the most efficient RAT that maximizes their satisfactions and at the same time improve the efficient radio resource utilization. The IEEE P1900 Standards Committee proposes an IEEE P1900.4 Protocol [11] that is able to provide the required support to the hybrid approach.
In this paper, we extend our earlier work on the proposed intelligent hybrid RAT selection approach for mobility optimization [12, 13] which uses the IEEE P1900.4 Protocol to enable communication between the UTs and the different wireless networks and propose an analytical presentation of this approach in a multidimensional Markov chain model. The proposed approach aims to improve the RRM in heterogeneous wireless networks. This improvement will lead to enhanced QoS for end user, increase users' satisfactions and improve the efficiently of radio resource utilization.
The remainder of the paper is organized as follows. Section II presents the proposed intelligent mobility optimization algorithm. In Section III, the cost function model for the proposed approach is presented. The proposed mobility optimization algorithm is simulated and compared with the centralized load-balancing and distributed algorithms in Section IV. The three algorithms are simulated in a scenario which UTRAN, LTE and WLAN are overlapped in the same geographical area and they are evaluated in terms of new call blocking probability, VHO calls dropping probability and users' satisfactions probability. In Section V, the proposed algorithm is analytically presented in a multi-dimensional Markov chain model and compared with the distributed algorithm in terms of blocking probability, average networks load and average system throughput. Analytical results are validated in this section by comparing them with simulation results. Finally, this paper is concluded in Section VI.
II. PROPOSED MOBILITY OPTIMIZATION RAT SELECTION APPROACH
Centralized RAT selection algorithms do not guarantee the required QoS for the admitted calls and reduce the network capacity. Distributed RAT selection algorithms do not consider network preferences and policies. In this section, we presents the intelligent hybrid RAT selection approach for mobility optimization which uses the IEEE P1900.4 Protocol [11] to enable communication between the UTs and the different wireless networks. Different users can be in different velocity types such as low, medium or high mobility. The proposed intelligent mobility optimization algorithm aims to reduce unnecessary handover. Therefore, low mobility UTs can be allocated to a RAT that has small coverage area such as WLAN; however, high mobility UTs can be allocated to a RAT that has higher coverage area such as WWAN technologies. In addition, RATs policies which include supported services types and load threshold policies need to be considered.
The proposed intelligent hybrid RAT selection approach for mobility optimization will consider the previous factors for each new or VHO call and allocate each call to an optimal RAT depending on the UT requirements and the current RATs status. The flow chart of the proposed intelligent hybrid RAT selection approach for mobility optimization is presented in Fig. 1 . When a new or VHO call is requested, UT will first evaluate the Received Signal Strength (RSS) measurements and makes a list of available RATs that have a strong RSS to accommodate the requested call. Then, the UT will collect information on each RAT using the IEEE P1900.4 Protocol. These information will cover network coverage costs of each RAT and RAT policy attributes such as supported services type and load threshold. A cost will be given for each attribute for each RAT. Other costs will be given for the user attributes, such as: requested service type, user mobility status (low, medium or high). After that, a cost function for each RAT is calculated. Then, a comparison between these costs is made. The RAT with the lowest cost will be allocated for 
III. A COST FUNCTION MODEL
This section presents the cost function for the allocation of radio resources in the proposed intelligent mobility optimization RAT selection approach for the requested user calls in heterogeneous wireless networks. Calls will be allocated to the RAT that has the lowest cost of allocation. If the selected RAT is unable to serve a call, another RAT will be selected. If none of the RATs are able to serve the call, it will be blocked / dropped. The cost of allocation is calculated by the following equation:
where C N is the cost of network. C U is the cost of user. The cost of network is calculated as follows:
where P j is the parameter related to allocation of resources in the network, such as: network coverage cost (P NC ), supported service type cost (P SST ) and load threshold cost (P LTH ).
W j is the factor weight for each network parameter cost.
By adding the above parameters and weight factors, Equation (2) will be:
The cost of user is calculated as follows:
where P i is the parameter related to the usage of resources depending on user status, such as: requested service type cost (P RST ) and cost of mobility (P M ).
W i is the factor weight for each user parameter cost. By adding the above parameters and weight factors, Equation (4) will be:
IV. SIMULATION ENVIRONMENT AND RESULTS
In this section, the proposed intelligent mobility optimization algorithm is simulated in a multi-access network scenario. The system model and the simulation results are presented in the following subsections.
A. System Model
The comparison for the performance of centralized load-balancing, distributed and the proposed intelligent mobility optimization algorithms is simulated in a scenario which is assumed that UTRAN, LTE and WLAN are overlapped in the same geographical area. The area which has coverage for the three RATs is named: hotspot area. The network topology is shown in Fig. 2 . In UTRAN, the transmission scheme is based on WCDMA. Voice calls are accepted with a data rate of 12.2 kbps. Video calls with low resolution are accepted with a data rate of 48 kbps. Video calls with high resolution are accepted with a data rate of 384 kbps. Data calls are accepted with a minimum data rate of 64 kbps and it can achieve a maximum data rate of 384 kbps. It is assumed that the load threshold factor is 0.8, WCDMA chip rate is 3.84 Mcps, the orthogonality factor is 0.5 and the other cell to own cell interference ratio factor is 0.65. A list of other parameters and assumptions for the UTRAN network are shown in Table I [16] .
The load factors for uplink and downlink in UTRAN are calculated as follows [16] :
where N is the number of users per cell,  j is the activity factor of user j at physical layer, E b / N o is the signal energy per bit divided by noise spectral density, W is the JOURNAL OF NETWORKS, VOL. 9, NO. 3, MARCH 2014 637 chip rate, j R is the data rate of user j and i is the other cell to own cell interference ratio seen by the base station receiver. The load factor for the downlink is:
where j  is the orthogonality of channel of user j and j i is the ratio of other cell to own cell base station received by user j . In LTE, the transmission scheme is based on Orthogonal Frequency Division Multiple Access (OFDMA) for downlink and Single Carrier Frequency Division Multiple Access (SC-FDMA) for uplink. The allocated bandwidth is divided into a number of physical Resource Blocks (RBs) in term of frequency, each one has 180 KHz. Each RB is divided into 84 Resource Elements (12 subcarriers in terms of frequency × 7 symbols in terms of time), each one has a 15 KHz bandwidth. The load factor for connected user j is calculated as follows:
where RB j is the required number of resource blocks to transmit in one Transmission Time Interval (TTI) for user j . R j is the average ratio of retransmission for user j .
 j is the activity factor of user j .
fr j is the average TTI where a new packet is transmitted from user j . In WLAN, the transmission scheme is also based on OFDMA. Load of WLAN is calculated by the following equation:
where N is the number users served in WLAN, j R is the data rate of user j ,  j is the activity factor of user j , W C is the available WLAN capacity.
B. Simulation Performance Results
The proposed intelligent mobility optimization algorithm is compared with the centralized loadbalancing, and the distributed algorithms in terms of new call blocking probability, VHO call dropping probability and users' satisfactions probability.
The centralized load-balancing algorithm aims to distribute traffic load between all available RATs in a heterogeneous wireless network. Balancing load between all available RATs in a heterogeneous wireless network offers an efficient utilization of the radio resources [17] [18] [19] . In the centralized load-balancing algorithm, calls are allocated to the RAT that has the minimum load which is based on the decision made by the core network or the base station.
In the distributed algorithm, the RAT selection decision is made by the UT, where the users with high mobility select the RATs that have the highest geographical coverage without considering any of the network factors such as network capacity and supported service type for the selected RAT.
The proposed intelligent mobility optimization algorithm aims to increase users' satisfactions by allocating users with high mobility to a RAT that has high coverage area and at the same time, it aims to improve the efficiently of radio resource utilization by minimizing unnecessary handover. More details on this algorithm are available in Section II. Fig. 3 shows the blocking probability for the three CRRM algorithms. This figure shows that the proposed algorithm outperforms the centralized load-balancing and distributed algorithms in term of blocking probability. The proposed algorithm performs better than the centralized load-balancing algorithm because the loadbalancing algorithm leads to high levels of unnecessary VHO which reduces the overall network capacity. In addition, the network capacity is reduced in centralized load-balancing algorithm as a result of the signaling load and delays introduced by the communication between the network entities during the RAT decision process.
Distributed algorithm shows the lowest levels of performance when compared to the other two strategies. This is because the distributed algorithm does not consider any of the network factors such as load threshold. Fig. 4 shows the dropping probability for the three CRRM algorithms. It can be seen that the proposed algorithm performs better than the centralized loadbalancing algorithm as a result of the reduced network capacity introduced by the high unnecessary VHO and the increased signaling load produced during the communication between the network entities in the RAT decision process. The proposed algorithm outperforms also the distributed algorithm which is the worst one in term of dropping probability. 5 illustrates the users' satisfactions probability for the three CRRM algorithms. Simulation results show that the proposed algorithm and the distributed algorithm perform better than the centralized load-balancing algorithm. This is because, both proposed and distributed algorithms consider users' preferences which increase their satisfactions. Distributed and proposed algorithms have similar performance when traffic level is low. However, when the traffic becomes high, the proposed algorithm outperforms the distributed algorithm in term of users' satisfactions probability. This is because that the distributed algorithm does not consider any of the network factors such as load threshold. Figure 5 . Users' satisfactions probability Fig. 6 shows the average satisfaction increasing percentages for the proposed algorithm compared with the centralized load-balancing and the distributed algorithms. Average satisfaction increasing percentages are calculated by subtracting the users' satisfactions probability of the load-balancing and distributed algorithms from the users' satisfactions probability of the proposed algorithm. This figure shows that the users' satisfactions have been increased around 33% against the load-balancing algorithm when traffic load is low and around 27% when traffic load is high. It also shows that the users' satisfactions percentages for the proposed algorithm are similar to the distributed algorithm when traffic load is low; however, users' satisfactions have been increased around 9% when traffic load is high. 
V. MULTI-DIMENSIONAL MARKOV CHAIN MODEL
In this section, a multi-dimensional Markov chain model for the proposed intelligent mobility optimization CRRM approach is presented. Markov model has been used by [20] [21] [22] [23] [24] to analytically model RAT selection algorithms. A heterogeneous wireless network which assumes that UTRAN, LTE and WLAN are overlapped in the same geographical area is considered for the Markovian model. It is assumed that LTE has higher coverage than UTRAN. It is also assumed that users arrive and can move inside or outside the hotspot area. Two different service types are considered: real time (RT: voice calls) and non real time (NRT: data calls) services where P v is the probability of users being voice call and P d is the probability of users being data call. P user_in and P user_out are the probability of users being inside and outside the hotspot area respectively; therefore: The proposed intelligent hybrid mobility optimization algorithm is compared with the distributed mobility optimization algorithm in the heterogeneous wireless network. These algorithms are analytically shown in the following subsections.
A. Intelligent Hybrid Mobility Optimization Algorithm
The proposed intelligent hybrid mobility optimization algorithm aims to allocate users with high mobility to the RAT that has higher coverage area with assistance from the network. This will minimize unnecessary VHO. Initial RAT and VHO RAT selection of the proposed intelligent mobility optimization algorithm in the assumed system model is presented in Fig. 7 and Fig. 8 .
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According to this algorithm, the new and VHO call arrival rates are calculated. In order to determine whether if new or VHO call will be allocated to UTRAN, LTE or WLAN in the proposed mobility optimization algorithm, the following indicator functions have been defined:
The new voice call and data call arrival rate in UTRAN for the proposed mobility optimization algorithm is calculated by the following equations: 
Using Equation (10), the new voice call and data call arrival rate in UTRAN will be:
The new voice call and data call arrival rate in LTE for the proposed mobility optimization algorithm is calculated by the following equations: 
Using Equation (10), the new voice call and data call arrival rate in LTE will be:
The new voice call and data call arrival rate in WLAN for the proposed mobility optimization algorithm is calculated by the following equations:
, , , , ,
The VHO arrival rate for voice calls and data calls from WLAN to UTRAN for the proposed mobility optimization algorithm is calculated by the following equations:
The VHO arrival rate for voice calls and data calls from WLAN to LTE for the proposed mobility optimization algorithm is calculated by the following equations: As the proposed mobility optimization algorithm aims to minimize unnecessary VHO, therefore the VHO arrival rate for voice and data calls from UTRAN to WLAN, from LTE to WLAN, from LTE to UTRAN and from UTRAN to LTE are equal to zero as follows: 
B. Distributed Mobility Optimization Algorithm
The distributed mobility optimization algorithm allocates users with high mobility to the RAT that has higher coverage area without considering any of the network preferences and policies. If the selected RAT is unable to allocate the requested new / VHO call, it will be blocked / dropped. Initial RAT and VHO RAT selection of the distributed mobility optimization algorithm in the assumed system model is presented in Fig. 9 and Fig. 10 . According to this algorithm, the new and VHO call arrival rates are calculated. In order to determine whether if new or VHO call will be allocated to UTRAN, LTE or WLAN in the distributed mobility optimization algorithm, the following indicator function has been defined:
The new voice call arrival rate in LTE for the distributed mobility optimization algorithm is calculated by the following equation:
The new data call arrival rate in LTE for the distributed mobility optimization algorithm is calculated by the following equation:
As the distributed mobility optimization algorithm allocates users with high mobility to LTE only, therefore the new voice and data call arrival rates in UTRAN and WLAN for the distributed mobility optimization algorithm are equal to zero as follows: 
The VHO arrival rate for voice calls and data calls from WLAN to LTE for the distributed mobility optimization algorithm is calculated by the following equations: As 0 m  and 0 n  , this is because the distributed mobility optimization algorithm allocates users with high mobility to LTE only, therefore:
The VHO arrival rate for voice calls and data calls from UTRAN to LTE for the distributed mobility optimization algorithm is calculated by the following equations:
As 0 i  and 0 j  , this is because the distributed mobility optimization algorithm allocates users with high mobility to LTE only, therefore:
As the distributed mobility optimization algorithm allocates users with high mobility to LTE only, therefore the VHO arrival rate for voice and data calls from WLAN to UTRAN, from UTRAN to WLAN, from LTE to WLAN and from LTE to UTRAN are equal to zero as follows: 
C. Analytical Performance Results
The intelligent hybrid mobility optimization algorithm is compared with the distributed mobility optimization algorithm in terms of blocking probabilities, average network load and average system throughput. The blocking probabilities for the proposed intelligent hybrid mobility optimization algorithm and the distributed mobility optimization algorithm are presented in Fig. 11 . This figure shows that the proposed intelligent mobility optimization algorithm outperforms the distributed algorithm in term of blocking probabilities. This is because the distributed mobility optimization algorithm allocates users with high mobility to the RAT that has higher coverage area without considering any of the network factors and policies such as load threshold. Fig. 12 and Fig. 13 show the average network load and the average system throughput in each RAT for the proposed and distributed mobility optimization algorithms. It can be seen that the proposed intelligent mobility optimization algorithm distributes the traffic load among all available RATs. However, calls traffics are allocated to LTE more than to UTRAN and WLAN in the distributed algorithm. This is because the distributed mobility optimization algorithm allocates users with high mobility to LTE only. As a result, the proposed mobility optimization algorithm performs better than the distributed algorithm in term of average system throughput.
D. Validation of Analytical Performance Results
In order to validate the results obtained for the proposed mobility optimization algorithm in the multidimensional Markov model, a simulation model is developed again using the same system model and same assumptions implemented in the Markovian model. The simulation and analytical results are compared in terms blocking probabilities, average network load and average system throughput. Fig. 14, Fig. 15 and Fig. 16 compares the blocking probabilities, average network load and average system throughput results obtained via the simulation with the results obtained via the Markovian model for the proposed intelligent mobility optimization algorithm. It can be seen clearly that both simulation and analytical results are matching. Therefore, the results obtained for the proposed intelligent mobility optimization algorithm are valid. 
VI. CONCLUSIONS
An intelligent RAT selection approach is necessary for more efficient utilization of radio resources in heterogeneous wireless networks and to increase users' satisfactions and guarantee the required QoS for allocated calls. This paper presents the proposed mobility optimization RAT selection approach and proposes an analytical presentation of this approach in a multidimensional Markov chain model. The proposed algorithm has been compared with the centralized loadbalancing and distributed algorithms in terms of new calls blocking probability, VHO calls dropping probability, users' satisfactions probability, average networks load and average system throughput. Simulation and analytical results show that the proposed algorithm is more efficient than centralized and distributed algorithms.
