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Take a look at the world around us. There has been tremendous change in the way of 
living. With the world around us getting smart, Internet of Things is gaining ground in 
our life. Applications like smart home and eHealth are so user friendly that any person 
with zero programming background is able to use it. But for the developer, due to the 
ubiquitous nature and distributed architecture of IoT which includes devices, applications 
and humans, it presents a complex structure. Also, the incorporation of thousands of 
heterogeneous things with different configurations into a single network creates the risk 
of threat against security and privacy. These challenges make the significance of a 
middleware important. Middleware is a software layer that provides the platform for 
various devices with different protocols to communicate with ease and provides all the 
functions intended for a particular task. Hosting these tasks as microservices simplifies 
the job of an application developer. In this thesis work, we introduce a claims-aware 
middleware to address one of the major challenges in IoT which is security. A proof of 
concept has been developed by implementing a prototype of our framework. The 
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This chapter gives a brief introduction about the topics that are present in our research 
work. An overview of Internet of Things and its security challenges are also introduced. 
A short detailing about our motivation to select this research area along with the research 
statement has been presented. The main contributions of our thesis have been pointed out 
in this chapter. 
 
1.1. Internet of Things 
 
Most of the devices in our daily life perform some sort of operations or services. It was 
found out to be so productive if those devices such as mobile phones, televisions or even 
a sensor could communicate with each other. Such a system where objects (things) could 
be recognized uniquely and obtain intelligence by analysis of an event and reacting 
accordingly to produce a smart reaction, could be called Internet of Things. Each such 
object may access information from other entities and may contribute a small part of 
service within the whole system. The strong pillars of IoT are cloud computing and the 
transition of Internet towards IPv6 with almost unlimited addressing capacity [1]. 
 
IERC (European Research Cluster on the Internet of Things) along with ITU-T 
(International Telecommunication Union) Study Group 13 has been working together on 
standards for future generation networks. They formulated a definition [2] for Internet of 




information on border perspective of IoT applications and services. But the definition 
given by IERC [1] is more simple and it states that IoT is “A dynamic global network 
infrastructure with self-configuring capabilities based on standard and interoperable 
communication protocols where physical and virtual “things” have identities, physical 
attributes, and virtual personalities and use intelligent interfaces, and are seamlessly 
integrated into the information network.”. 
 
Healthcare, automotive, smart grid and home automation are just few applications 
which use IoT. With the help of wireless sensor networks (WSN), control and monitoring 
of dumb nodes are made much more efficient [3]. Unlike the machine-to-machine (M2M) 
communication, IoT includes man in the loop, either to control the things or to react with 
the result produced from the things. There are various areas like transportation, logistics, 
field service and so on, in which coupling of information and things may create highly 
efficient services [1]. The things not only obtain information from the surrounding but 
also interact with each other to either produce a command or to control a situation [4]. 
The applications that use the idea of IoT range from entertainment programs to security 
applications. With the increased dependency of people on the Internet, keeping every 
single data secure is also important. 
 
One of the major challenges in Internet of Things is security. The attacks against 
security and privacy are considered challenging because things are low power objects 
with low memory capacity. Thus complex cryptographic algorithms may not be 




vulnerable to attacks. In an application like wireless sensor networks for healthcare, 
security and privacy threats could affect the person in a very bad manner-if the data is 
leaked as it is very sensitive and any information regarding the patient can be used by the 
adversary which put patient’s life at risk. Another scenario could be home automation in 
which the energy is managed efficiently with the help of monitoring sensors. The data 
collected from those devices could be used by an attacker to retrieve the information 
whether the home is empty and utilize it for compromising the security system. Thus, 




Protection of data has always been a problem that existed in communication between two 
parties. So in a network of things where millions of nodes will be communicating, 
securing the data is a nontrivial task. Also, the heterogeneous nature of the different 
devices, sensors or applications that have to communicate with each other to produce 
meaningful result or reaction according to an event, also demands for a mechanism to 
support interoperability between different protocols.  
 
In the past few years, the demand of IoT applications has been increased and the 
world is becoming smart. An interesting yet serious question that has to be answered is 
that whether the IoT services are secure. The catastrophe that may happen if the personal 
data of the user falls into a wrong hand would be irrevocable. Thus the basic problem is 
to provide secure IoT services without causing any degradation in the performance of the 





1.3. Research Statement  
 
To achieve a secure middleware for Internet of Things, first of all, we need to study the 
existing frameworks for IoT and learn the basic functionalities of the middleware. Also, it 
is important for us to learn the drawbacks of the existing solutions so that we can come 
up with a better framework that is secure by design. There is a need to analyze the 
security attacks in IoT so as to come up with a secure and reliable architecture to enable 
the services to interact with each other in a more secure manner. The heterogeneity in 
things is another problem and interoperability between these devices or applications 
should be made smooth enough to achieve good performance. So our solution is to come 
up with a framework for Internet of Things that is secure and sound. Implementing the 
IoT services as Microservices is another task to achieve. The security achieved in our 
framework is then evaluated to verify its performance and see that our goal has been 
achieved. 
 
1.4. Thesis Contributions 
 
In this thesis, we introduce a framework for securing services in Internet of Things. The 
security issues associated with the Internet of Things and the existing solutions are 
presented along with an overview of our solution. In this research work, we built a 
prototype implementation of our solution as a proof of concept and the challenges that we 
came across in our work are also presented in detail. The system is evaluated to find out 
the overhead of using claims and the results obtained are presented along with the 
performance level.  
 




 A secure IoT middleware: A framework for IoT is proposed in this thesis and 
a sound solution to the security threat associated with the Internet of Things is 
established based on the Claims- identity [6]. 
 Prototype implementation: The prototype of the claims-aware framework is 
implemented using Windows Communication Foundation (WCF) [7]. It 
provides security tokens that are used to provide the claims identity to the 
network. Thus the IoT devices are authenticated by the services before actually 
performing the services. 
 Implementation of IoT services as Microservices: In this system of large 
number of connected components, decentralization is very important to ensure 
reliable services. Such a way of programming architecture is Microservices 
architecture that totally eliminates the need of centralized management of 
system. In short, these are independent services that communicate using REST 
(Representational State Transfer) APIs.  
 Cloud-based evaluation of the prototype: To test the feasibility of the 
framework, we have evaluated the prototype implementation in the cloud. 
 
1.5. Thesis Outline 
 
The rest of the thesis is structured as follows. Chapter 2 provides an overview of the 
related works about the existing middleware for IoT and its challenges. In Chapter 3, 
detailed description about our proposed solution is given which explains the claims-aware 




in which the comparisons of tools are done. Evaluation results of the framework are 
presented in Chapter 5 together with the obtained results. A brief explanation on the case 
study of smart home is given in Chapter 6. Chapter 7 concludes the thesis with an 
























Background and Related Work 
 
 
This chapter presents an overview of the related topics and relevant works done in this 
research area which include, middleware for Internet of Things, challenges related to IoT, 
security threats and existing solutions and microservices. The background work helps in 




Middleware is a software layer that sits between the operating system and the 
applications, to simplify the integration of heterogeneous applications. The different 
types of middleware are [4]: 
 Message oriented middleware: This type of middleware enables the disparate 
processes to communicate using message passing. This is a simple and easy way 
of achieving less complicated distributed applications. 
 Object oriented middleware: Unlike the message passing in the above type, this 
middleware infrastructure supports the communication between applications in 
the form of objects and follows an object oriented architecture. 
 Remote Procedure Call (RPC) middleware: As the name indicates, it calls the 
remote procedures between systems for interaction. 
 Database middleware: There are different types of software or drivers that let us 
connect to various databases. This kind of middleware provides connectivity and 




 Transaction middleware: This is mainly for web-application servers dealing with 
the transactional procedures. 
 Portals: The enterprise portal servers are regarded as middleware because it 
serves as a piece of software that enables the integration between the front-end 
user interface and the back-end server. 
 Embedded middleware: It stands as a medium of integration between the real-time 
OS and the user application of the embedded systems or it can be integrated along 
with the operating system. 
 Enterprise service bus [8]: It is a software architecture model used to achieve 
communication between services that follow Service Oriented Architecture 
(SOA). 
 
2.1.1. Middleware for Internet of Things 
 
IoT middleware is a software layer that holds all the heterogeneous devices, applications 
and users together. Middleware provides the platform for various devices with different 
protocols to communicate with ease and provides all the functions intended for a 
particular task. There are various services that have to be provided by IoT middleware. 
The simplified diagram of general IoT middleware is shown in Figure 2.1 and a detailed 
version is presented in [9]. These are the basic services that have to be delivered by the 





Figure 2.1: Architecture of IoT middleware (adapted from [9]) 
 
The major functional components of IoT are: 
 Interoperability: Interoperations are performed by API gateways. The main 
functional operation done by API Gateway is protocol translation. There are 
mainly three kinds of interoperations like, network, semantics and syntactic [9]. 
Embedded control gateways provide intelligence along with interoperability. 
Transferring the tasks to gateways from nodes will reduce the complexity and 
cost of end nodes [10]. It converts the different protocols into a common one and 
enables the exchange of information among different networks. Things could be 




ZigBee, Wi-Fi etc. For example, in home automation system, things could be 
smart TV, light sensors, temperature sensors, security cameras, smart phone and 
so on. The user could either control it from smart phone or the sensors detect 
context and perform the services. Thus it is the role of middleware to perform the 
protocol translation in to a single protocol for further processing.  
 
Multiple devices can be connected to a single gateway depending upon the 
load of the network and capacity of the Gateway device. Thus there could be more 
than one Gateway for large network with large number of nodes. The two of the 
most commonly used protocols in Internet of Things are REST and MQTT 
(Message Queuing Telemetry Transport). While Web Sockets encapsulate the 
identity between the client and the server, REST comes as a powerful way of 
providing Unique Resource Identifier (URI) for each resource. REST style 
consists of any HTTP methods along with a particular resource for manipulating 
that resource. For example, a GET request at /resource will provide the data stored 
in the resource. Message Queuing Telemetry Transport (MQTT) is a lightweight 
binary protocol [11] which is power efficient. It works on the principle of 
publish/subscribe (pub/sub) in which each client publishes the updates or 
subscribe for updates from others regarding a particular topic with a central 
broker. The subscribers connect using a CONNECT message and the publishers 
needs to acknowledge it. The clients can either use PUBLISH or SUBSCRIBE 
message as per the situation. It differs from REST as MQTT is a stateless protocol 




 Device Abstraction: IoT middleware should enable any device to communicate 
to the neighboring devices without any hindrance. Not only should they be 
discovered automatically, but also they should be registered to the network with 
no trouble. The other devices should be notified about the new device being 
added. It is not always essential that each device should communicate to every 
other device. Access control may be exercised to restrict the invalid interference 
of applications. Thus we can maintain a systematic order or hierarchy of 
communication within the network. 
 
 Big Data Control: The fact that the network consists of not just one but many 
(hundreds or thousands or even trillions) devices points to need of managing 
enormous volume of data being produced every second. Various challenges that 
have to be addressed by the middleware in this component are: querying, 
processing and modelling [9]. Thus it is essential to control the huge amount of 
data being produced, exchanged between devices or application and being stored. 
 
 Context Detection: This functional component collects the data being generated 
by the IoT devices and analyzes the data to derive a meaningful situation from it. 
It is the responsibility of the middleware to make a decision based on the context 
detection and analysis and produce the result. Data mining techniques may be 





The high level architecture is shown in Figure 2.2. In an embedded system, the 
middleware either sits on the device drivers or on top of the operating system. In general, 
the middleware acts as an abstraction layer that mediates different application software 
that intend to provide scalability, security, flexibility and intercommunication between 
applications [24].  
 
Figure 2.2: High level architecture of IoT 
 
2.2 Related Work 
 
Various kinds of middleware with different frameworks have been developed so far and 
noticeable work has been done in the field of Internet of Things. An overall view of the 
significance of middleware in IoT is given in [9] and an analysis of existing IoT- 
middleware is made. The authors point out the various reasons for the need for a 




the ability to provide APIs. The various functional components and basic services that 
have to be offered by an IoT middleware are detailed in brief. Proper context detection 
and data management are considered as an open issue in IoT.  
 
Some of the existing middleware include HYDRA [13] which was the project to 
develop middleware for networked embedded systems. It is based on Service Oriented 
Architecture in which devices are loosely coupled for scalability and supports all the 
functionalities mentioned in [9]. It follows the semantics way of designing the structure 
and the security is taken care of in the application layer.  
 
The authors of [14] have achieved the feature of self-management of devices for 
interoperability in the middleware named UBIWARE with the help of Semantic 
technologies and Agents are used to manage the complex system. Every agent in this 
system is self-aware and self-manageable entity which allows extension at operation 
time.  
Though [14] does not include any security features, the authors of [15] have come 
up with a secure framework for embedded peer-to-peer network which provides security 
at group level using challenge-answer protocol and at device level using cryptographic 
symmetric encryption techniques. The authors of [15] enabled the IoT paradigm to the e-
health with the help of VIRTUS middleware. Rather than taking the normal approach of 
SOA, the authors employed publish-subscribe paradigm using dynamic XMPP accounts. 




(Transport Layer Security) [15]. Secure event- driven communications are obtained with 
the help of the cryptographical functions mentioned above. 
 
The authors of [16] have done a great job in analyzing the research areas 
associated with IoT and they strongly believed that IoT will change the face of the world 
in the coming future. Various challenges include Big Data management, Openness of the 
system and thus the Security and Privacy threats associated with it, Robustness and the 
role of Humans in the loop.  
 
While a detailed description of each case is explained by the authors of [16], the 
authors of [17] classified the challenges into IoT specific and generic. They mainly focus 
on Interoperability and People Centric Design which also takes into account the Security 
threats. The authors have provided a brief summary of how M2M solutions have 
migrated to open IoT solutions.  
 
The authors of [18] examined the effect of associating IoT with the social 
networks to improve the human-to-device [18] interactions. They also did some research 
to find out the challenges in Social driven IoT (SIoT). Two of such challenges were social 
aware services and location aware services in IoT. The scalability factor associated with 
the IoT is explained well by the author of paper [19] in which IoT is depicted as a tree-





There are various commercial platforms available today in the market that are 
built for Internet of Things. One of those industrial platforms is Blackberry IoT Platform 
[20] which is a flexible cloud based framework allowing users to connect devices and 
applications. The design principles were documented in a systematic manner. Another 
good platform is the Amrita [21] middleware for IoT in which the key feature is the 
secured REST APIs to create user dashboards. It supports protocols such as ZigBee, Wifi, 
Bluetooth, UPnP, IPv6 and 6loWPAN. Another remarkable platform is MuleSoft [22] 
with the support of Anypoint Platform [22]. It provides a complete integration platform 
for connecting any kind of applications, data source and APIs with the edge devices at 
user end. API designing and management is the main highlight of this platform. 
 
The existing solutions mostly present frameworks to support the semantics of the 
IoT middleware and only a few have considered the security of the middleware for 
Internet of Things. One of the architectures that support security incorporate SASL 
abstraction layer to achieve authentication and channel encryption [15].  There are also 
solutions put forward to have the security features to be added in the application layer 
[13]. Also, many of them achieve security by opting secure communication protocol like 
SSL/TLS [15]. The fundamental problem that we are trying to solve is to prevent the 
intrusion of a third party into the network and gain access to the IoT services along with 
ensuring the privacy of data. As a solution, we introduce a Claims-aware middleware for 
securing IoT services in which trust between servers are protected using Claims. Thus it 
identifies the server trying to access the IoT services by verifying the Claims. Also, the 




Subscribe [15] model in their framework and in our solution we followed a new 
architecture of modelling services, that is, Microservices architecture. 
 
2.3 Summary  
 
This chapter presented an overview of different types of Middleware, especially, 
Middleware for Internet of Things and discussed about the components present in it. A 
detailed study on the related works is also presented along with its limitations. In next 

























In this chapter, we present our proposed framework and discuss about the main 
components present in our middleware. This chapter provides a brief overview about the 
middleware for Internet of Things and also a detailed description about our proposed 
framework. The functional components present in our framework are explained briefly. 
The key components of thesis such as Claims-identity as well as Microservices 




Middleware is now a part of every embedded device. It bridges the gap between the low-
level entities and the high level applications. The things constituting the IoT differ in their 
nature and working environments. All the devices operate upon different set of sensors 
and produce a wide variety of outputs. It is the middleware layer that stands as a platform 
for all the disparate devices to communicate in the most reliable manner. 
 
IoT middleware is the glue that holds together the operating system, the hardware 
devices, the software application as well as the back-end databases.  In fact, it could be 
said that the whole software part which is in between the edge-level entities and the user 
level application forms the middleware. A fully functional system of middleware should 
have a runtime environment [23] and supports multiple applications and handles various 




3.2. Middleware Architecture 
 
The IoT framework is not just between machines but it includes humans too. The roles of 
humans in the loop either could be to control the system or to get monitored by the 
system so as to take necessary control measures. This part of human interaction makes 
IoT different than M2M (Machine-to-Machine) communication. 
Figure 3.1: Proposed middleware architecture for securing IoT services 
 
In general, IoT middleware is a service that lies between the applications and the 
platforms [25]. The middleware is usually a general purpose service that in other words 




middleware sits on top of the operating system. The claims-aware IoT middleware has 
four main services. The security service is the module responsible for the authentication 
of the servers. The other three IoT services such as device management, data 
management and event management services are implemented as microservices. The call 
to the IoT services are allowed based on the authenticity of the server generating the 
request. Thus every call to the IoT services goes through the security service which 
actually checks the claims associated with the intermediary server. 
 
3.3. Middleware Components 
 
The functional services offered by our solution are: 
 Device Management: This service layer includes two main categories namely, 
Device Discovery and Registration processes. Self- discovery of services is one of 
the main highlights of IoT middleware. Self-management is an essential feature 
that has to be present in a fully functional middleware. Self-configuration can be 
maintained by modelling the framework as generic without having to be specific 
for a particular home or region [26] in which relationships between objects are 
defined using properties and follows hierarchy. Device registration would add the 
devices to the network and provides all the details of the devices present in the 
network. This service handles the CURD (create, update, read, delete) function of 
all the devices within the network. This layer provides the details of all the 






 Data Management: The enormous volume of real time data that is being 
produced from the devices that might be used in different ways in different 
applications calls for an efficient way of managing this Big Data. Cloud is an 
intelligent choice for storing the huge volume of data. It has changed the 
landscape of storage, communication infrastructure, computing and other services. 
The choice of database is crucial and should be done in such a way so as to 
provide the maximum efficiency and utility with minimum speed of querying. 
Also, to eliminate the huge chunk of raw data being processed and stored every 
moment, a standard approach would be to pre-process the data and store only 
those which are necessary. API gateways could be useful in such intelligent 
decision making techniques. 
 
 Event Management: This service layer performs the context detection and 
analyzes during the occurrence of an event. The situation of an entity has to be 
processed in which the entity can be devices, applications or even users. The 
fundamental blocks associated with this service are Context Detection and 
Context Processing [9]. It is the function of the IoT system to respond to a 
particular situation with best possible intelligent solution to that event. This task is 
achieved by collecting data from the sensors or devices and performing analyzes 
techniques to produce meaningful information out of the event which results in 
sensible response. The context model may need to detect the context, process the 
context and break it down in to meaningful data [27]. Such information has to be 





 Security Service: One of the fundamental problems that has always been present 
in the internet is security attacks [16]. Security and privacy of the things and data 
ensures confidentiality, availability and reliability of the whole system. Security 
can be achieved in two ways; a) securing topology management by proper 
authentication and authorization of devices and user; b) securing the 
communication within and out of the network, by the implementing secure 
transfer protocols there by ensuring the protection of sensitive data [9]. In 
situations in which an adversary is trying to take control of the device or tries to 
manipulate the data, the system must come up with a quick response for Self-
healing in the real time environment. Such responses have to be transmitted 
securely to the appropriate nodes and the measures may include encryption, 
authentication and authorization which could be computationally complex in 
nature.  
 
Though the cloud enables resource pooling and cost-effective 
management, outsourcing the data or product to a third party can cause security 
and privacy issues. The fact that there is a virtual entity representing the actual 
real world entities in IoT such as services, user, devices etc., also add to the threat 
to the security of the IoT network [28].The security in our framework ensures that 
no service or user without proper authentication and authorization can be added in 
the network. Once the things are properly identified and registered, every request 
for a particular service must produce the claims assigned to it and only valid 




services. Thus no adversary can spoof in to the network and play with the IoT 
services or impersonate a valid user. This level of protection is possible with the 
help of claims for identifying each and every entity in the IoT network. 
 
3.4. Claims-Aware Identity for Securing IoT Services 
 
A claim is a statement which basically tells what the object is or is not. The trust between 
the disparate entities in IoT can be established by enabling the trusted exchange of 
arbitrary claims with random values [6]. The claims contain the identity about the entities 
which could be either user or device or application that are being connected together. The 
main advantage of claims aware objects is that it simplifies the authentication where 
multiple signing processes are avoided.  
 
 In our framework, we use the SAML [29] tokens as claims. Security Assertion 
Markup Language (SAML) is an XML based, open standard data format for exchanging 
authentication and authorization data between entities. It contains mainly three 
components [30]: 
 Assertion: This component reveals the identity of the entity and holds the 
important information about the user. It is based on these assertions that the 
system decides what the entity is authorized to do. 
 Protocol: It defines how the assertions are being passed. The different protocols 
supported by SAML are Hypertext Transfer Protocol (HTTP), Simple Mail 
Transfer Protocol (SMTP), and File Transfer Protocol (FTP) etc. 
 Binding: It defines how the SAML (request-response) message exchanges are 




      The main components [31] in the claims middleware in our architecture are as 
follows: 
 SAML Token Provider: This component implements a custom SAML token 
provider which actually creates and returns a custom claim as per the SAML 
assertion given. A sample claim is provided in Appendix A.6. 
 SAML Token Manager: This component returns the token provider if the client 
token requirements matches the SAML token. 
 SAML Token Validator: This component checks and validates the claims 
provided by the intermediary server. 
A sequence diagram of the interactions between an intermediary server and our 















3: Send input token and identity
4: Return output token (claims)










A complete scenario of how claims are issued by the middleware is demonstrated in 
Figure 3.3. The main steps involved can be pointed out as: 
1- Client communicates with the web server 
2- Web server then requests for the claims to the middleware 
3- The web server is then authenticated by the middleware 
4- Once authenticated, it can pass the message to the things 
 
 
Figure 3.3: Claims issuing scenario 
 
Our framework authenticates the web servers to prevent any clients from directly 
using the middleware to access the device end. The security token provider issues the 
appropriate credentials to the web server so that they can transmit the message securely. 
 
The most prevailing problem associated with the security token service is the single 
point of failure. In order to make the system more efficient, the system could have 




all mutual trust is established between them. Thus a complete decentralized system 
improves the Quality of Service (QoS) of the entire system.  
 
     The QoS for each object can be achieved with minimal possible overhead even if 
the needs of each object would be different, for example, one entity may need 
confidentiality and the other may not really need secrecy as the data is public. So our 
approach enables the entity to register their security policies with the issuer at the time of 
registration and it can also reveal the behavior of the object, i.e., what type of objects can 
use its data, from which type of devices can it accept the data, under what conditions. A 
more concrete discussion on these security policies is presented in the implementation 
chapter. 
 
3.5. Microservices Architecture 
 
Microservices Architecture has been a buzzword around recent years in the world of 
software architecture. The main intention of such an approach is to eliminate the need of 
a centralized management of applications. Microservices architectural style [32] is a 
method of developing a software application as a suite of small independent services 
running in its own process. These services can be deployed independently and they 
communicate with others using HTTP resource API like lightweight mechanism [32].  
 
The advantages of this approach rather than traditional monolithic means of 
development in which the whole application runs in a single process are [33, 34]: 
 Easier to develop and understand as each microservice is comparatively small. 




 Easier to debug errors and faults are more isolated within each service  
  
 
Figure 3.4: Microservices architecture based IoT services 
 
Each service offered by IoT middleware is implemented as microservices as 
shown in Figure 3.4, which is fully independent of each other. Decentralization [32] is the 
main feature associated with such architecture and decentralized governance divides the 
burden of managing applications and services into multiple streams. The decentralization 
of data management too demands the need of persistent database storage. This was one of 
the reasons why the enterprises used monolithic approach with single database for a 
particular application. In microservices oriented approach, we could either use 
completely different database systems or different instances of a single database system 
[32]. Maintaining consistency between the data storages is the key task of decentralized 






In this chapter, we presented the proposed solution to address one of the main challenges 
in the area of Internet of Things, Security. A detailed description of each components 
present in the middleware is given. We also discussed claims and how they are issued and 
used in our system. The merits of implementing the architecture as microservices are also 
discussed in this chapter.  
 
The implementation details of our prototype are explained in the following 
chapter. The work is explained in the order of our different implementation phases. We 





















In this chapter we discuss the implementation details of our prototype for securing the 
IoT services. The implementation of IoT services as microservices has been explained 
along with a brief discussion on the tools and the database used. The details of the 
implementation of the security service based on claims authentication are also presented 
in this chapter. 
 
4.1. Implementation of Microservices 
 
Implementing the IoT services as Microservices really helped us especially in the phases 
of updating of code or error debugging and it outweighed the extra efforts in the initial 
setup of different independent projects.  Our initial research on tools led us to use Java as 
the programing language. Microservices are single responsibility services which can be 
easily understood as it does only one thing in each service [35].  
 
There were a number of tools in Java supporting microservices architecture. 
Spring Boot from Spring Tool Suite and RestExpress [36, 37] are open source resources 
for building microservices based REST APIs. Both are very powerful frameworks for 
Java and provide stand-alone REST APIs. Though both provides Maven archetype, 
Spring Boot allows us to choose the parts of the framework that are only needed rather 
than adding the whole run time dependencies. Additionally, Spring Boot comes with an 




programmer from configuring the server explicitly. From all the above mentioned facts, 
we chose Spring Boot as the framework for Microservices based RESTful APIs. The 
decomposition of monolithic components into individual unit of independent components 
is done efficiently by Spring Boot. Thus testing of the services is made much easier by 
streaming the documentation in to small deployable components. In other words, each of 
these services holds a single responsibility and to test a particular service, we only need 
to check that service module rather than going through the entire project which has all the 
services in it. Another feature of Spring Boot that highly supports the microservices is 
incorporation of all the necessary resources to build it into a readily runnable deployable. 
It enables the use of Maven and Gradle for dependency management. But one thing to 
point out is that in the POM file of each project we have to add the same dependencies 
for each of the services and they are assigned with different port number to run locally in 
the machine. 
 
4.2. Database Selection 
 
SQL databases [38] are very persistent and consistent as compared to NoSQL databases. 
SQL databases are Relational Databases (RDMS) which is table based storage while 
NoSQL databases are mainly distributed ones without any particular schema which are 
based on documents, key-value pairs, etc. The best choice for the distributed nature of our 
heterogeneous system is NoSQL databases.   
 
There are several NoSQL databases available in which MongoDB and CouchDB 
[39] are the most popular and easy to use data storages. The time taken to query is much 




concerned with consistency of data while availability is mostly favored by CouchDB. The 
former follows Strict Consistency while the latter supports Eventual Consistency. In IoT 
applications, the consistency is a non-trivial need that has to be met and for our 
middleware, MongoDB will place the updates better as compared to CouchDB for 
constantly changing real time data and so we use it for our implementation. MongoDB is 
document based database which is highly scalable and highly available. It supports JSON 
(JavaScript Object Notation) document format and also has lots of features that are 
available in traditional RDMS [41]. The high speed access to mass data using MongoDB 
makes it highly preferred NoSQL database for many applications [42]. The scaling is 
achieved by adding more machines or servers.  
 
4.3. Implementation of Claims Identity 
 
The implementation of claims-based identity resolution is very well supported in .NET 
compared to Java with the help of windows identity foundation or ADFS. Microsoft 
provides claims-aware applications [6] in which the claims associated with a security 
token is validated before allowing access to various web applications. In our framework, 
the request to a particular service is allowed or denied as per the validity of the claim 
provided by the server.  
 
The username and password once verified, the client communicates with the web 
server. Once the client is authenticated on the web server, the server requests the 
middleware to provide it with claims. The token provider after examining the target 
infrastructure, issues the appropriate claims to the server. The web server then uses the 




server is authorized to communicate with other servers in the system. The access control 
policies limit the interference of a service as per the defined rules. Thus the claims-aware 
authentication and authorization ensure that the whole system is secure because a third 
party service or an invalid user will have to authorize to the server first before accessing 
the middleware. The communication channel is secured using TLS/SSL thus making the 
system more safe and sound. 
 
4.3.1. SAML Token Provider 
 
In our prototype we used the SAML Token provider supported by Windows 
Communication Foundation (WCF). In Security Assertion Markup Language (SAML), 
Claims for authorization and authentication is in XML format. The basic entities 
identified by SAML consist of a) user or principal entity, b) the Identity Provider (IdP) 
and, c) the service provider (SP) [43]. Briefly, how the scenario works is that, the 
principal requests for a service from the service provider and it then requests the Claims 
or assertion of that principal from the identity provider. If the Claims are valid, then the 
service provider responds to the user entity request as per the access control decision 
specified within the Claims.  
 
 In our framework, the claims middleware implements a custom SAML token 
provider and it merges the two components such as identity provider and the service 





The WCF SAML tokens have cryptographic operations performed on them so that the 
identity of the issuer and the integrity of the client entity are verified at the server level. 
The procedures can be briefly explained as the following steps [31]: 
1. Client requests the SAML claims from the Security Token Service (STS) using a 
valid username and password (Windows credentials). 
2. The token provider then issues the claim and encrypts the certificate with a proof 
key. 
3. A copy of the poof key is received by the Client and the token along with the 
message encrypted using the proof key is sent to the service provider.  
4. The server can validate the issuer using the signature on the SAML tokens and the 
principal entity as message is signed using the same key. 
 
In our framework, we used custom token provider to create our own token and then 
transformed it to a WCF supported client format. The above mentioned procedures are 
implemented using our custom token provider which include configuration of client using 
the provider, passing the claims over to the client as well as the WCF client framework 
and finally the authentication of server using its X.509 certificate [44]. In our service 
configuration, we have two endpoints for communication. Each endpoint lets the client 
present the claims and authenticate using symmetric and asymmetric proof keys. An 
endpoint is what the service exposes and is the portal for the process or service to 
communicate to outside. The WCF endpoint is composed of an Address that specifies the 




message to the server using this endpoint including protocol (HTTP), message security 
(SSL) and the data format. 
 
4.3.2 SAML SOAP Message 
In SAML security token [45], the assertions that defines the identity and access rights are 
signed using an X.509 certificate. This signature acts as an evelop signature that binds the 
assertions to the issuing SAML authority. In our implementation the X.509 certificate 
used for this purpose is named “localhost”. This certificate is used to verify the signature 
and then decides if the assertions are from a trusted SAML authority. Next, the entire 
SOAP message is signed using the private key and the signature has a KeyInfo element. 
This element tells the receiver of this message to decrypt it using the public key mentined 
in the assertion. This certificate used in our implementation is named “Alice”. This 
signature binds the body of the message to its subject (entity sending the token). Thus the 
integrity of the message and the sender’s authenticity is verified. 
 
 
 The WCF security policies [46] can be used to secure a web service. The 
WSHttpBinding are used in our implementation to secure the services. The behaviors also 
provide information about the service. Theses are defined in the Web. Config file of the 
service (Appendix A.1). A sample SAML token used in our implementation as claims, is 
shown in Appendix A.6. 
 
To sum up, we have the Claims middleware that lies between the IoT services and 
the intermediary server and the calls from the client are passed to the microservices only 




4.4. Implementation of Device Management 
 
The framework was completed by adding a device to the network. Because of the fact 
that every device will be assigned with an IP address over the internet, we tried to get the 
IP address of the smart device using the router so as to assign it a static one for 
communication. After hours of trial, we came to know that it does not use TCP 
(Transmission Control Protocol) but UPnP (Universal Plug and Play) networking 
protocol. It enables the networked devices to discover each other and communicate over 
the network [47]. But the device was not being detected in the network. The popular 
solution was to Turn on Network Discovery in the Network and Sharing option in the 
control panel as in Figure 4.2. 
 
 
Figure 4.2: Screenshot of network discovery setup 
 
But even after that, there was no such device visible and took some time to find 
the solution. The smart device named WeMo was visible under the View network 





Figure 4.3 shows all the computers and the devices that are visible and our smart 
device WeMo is detected under other devices option in that window. 
 
Figure 4.3: Screenshot of device being detected in our system 
 
Finally the device was visible and the IP address and the port number are obtained 
from its webpage as shown in Figure 4.4. Thus using this IP address and the port number, 
which is basically the end points for the smart device, we could now communicate to the 
device programmatically. 
 
Figure 4.4: Screenshot of device webpage 
 
4.5. Interoperability between Platforms 
 
The fact that the IoT middleware should be independent of the platform used, we wanted 
to do the interoperability between at least two programming platforms. So, the security 




in Java. To ensure that security is maintained in Java services, we used the idea of one 
time password (OTP). It serves as a token of security to the services which are finally 
verified at the server. The background research works on this topic showed us a method 
to do the object passing; Remote Procedure Calls (RPC) between .NET and Java using 
TCP [19]. This suits our case where our client application is in Java and our service 
application is in .NET. Another method that was much more efficient and simple was to 
use the REST communication in which data is passed in the form of JSON objects. The 






This chapter presents the implementation details of our prototype and the order in which 
we have done our implementation explaining each step. It includes the initial trial with 
Raspberry Pi and then implementing the Microservices. A detailed description of how we 
achieved the implementation of Claims-aware middleware is also presented. In the next 
chapter, we will see the performance evaluation done on our system along with the results 










Evaluation and Results 
 
In this chapter, we evaluate our system based on certain criteria that will be discussed in 
one of the following sections and present the produced result of the performance of our 
framework. The experimental setup for each evaluation scenario is explained along with 




As we have explained in Chapter 4, implementation of the prototype, we currently have 
the provision to complete the prototype using a smart device. The case study using one 
smart device is presented in Chapter 6. The performance of our framework cannot be 
evaluated with just one device. In real world applications, there would be many devices 
connected to the network and thus we need to do the evaluation with more devices and 
services. We decided to simulate multiple devices that use our IoT services and thus 
validate the Claims on every service call. 
 
The current setup of our framework makes sure that the IoT device authenticates 
to the local network using the wireless authentication standards. Once the device is 
registered to the network, we can manually register the device to our middleware. It also 
requires authentication to take place between the intermediary server and the middleware 





5.2. Simulation Scenario 
 
To simulate multiple smart devices, we created multiple IoT endpoints. The endpoints are 
the URLs that we would connect to communicate with the smart device via the device’s 
API. We can track the calls being made to these endpoints, which represent smart 
devices, to track the performance of our framework. This basically shows the number of 
calls that are sent to the endpoints. The fact that each smart device in the IoT network has 
an IP address makes it easier to track the API calls made within a specific period. 
Therefore in our framework, we enable the clients to make calls using the web client, we 
need to track the time taken for each call that is made within a specified period from the 
web client end. This gives the time based performance evaluation of our framework. 
 
5.3. Evaluation Criteria 
 
The criteria upon which the framework would be tested are as follows: 
 Time based performance evaluation of IoT Services with and without Claims 
The IoT services should provide good performance to large number of users. Thus 
we measure the time taken to deliver the services by simulating sets of different 
number of devices. First we will do the evaluation of the services without adding 
the security factor, that is, the claims and we will note the time taken to finish the 
tasks. Next, we will find out the overhead of our claims-based security model by 
measuring the time taken to process the service requests after enabling the claims. 
 
 Performance evaluation of the Security Model  
To evaluate our security model of the middleware, we will make calls to the 




without claims should be denied of the IoT services. The calls that are made from 
the claims enabled client should have access to the IoT services. 
 
5.4. Experimental Methodology 
 
The applications of Internet of Things can vary from simple smart home to smart grid. 
The number of devices and services in each domain may be different in each scenario. 
Thus it is necessary to test the prototype in scenario which only requires LAN and the 
other scenario in which they are accessed or controlled remotely over the internet. In our 
evaluation method, we have two sets of scenarios in which the claims middleware is 
tested: 1) LAN network in which everything is running in local machine; 2) Cloud 
network in which the client and the intermediary server are deployed. We tested the 
performance of our framework in both cases and found out the overhead of using the 
claims. 
 
To log the time taken to perform the entire task, we created two log files to track the 
time taken to perform end to end service. We have basically two stages of calls which are 
as follows: 
 Web service – The service that comes in the client part where the call from the 
web client is forwarded to the middleware for authentication. The time taken to 
make calls right from the web end side until it reached the middleware part is 
present in this log file.  
 
 Claims service – This is the part of the framework where the authentication using 




which is then used to find out the time taken in the middleware part to place the 
calls to the IoT services. This would give us the actual overhead of using claims 
for authenticating the intermediary web servers. 
 
5.5. Experimental Setup 
 
In this section, we present the details of experimental setup used to do the performance 
evaluation of our framework by simulating multiple smart devices. Each components of 
this experiment is explained in brief. 
5.5.1. IoT Device Simulation 
 
This was the first step to setup since it is the main part of the process. To simulate the 
different endpoints of the IoT smart devices, we built a microservice that can generate 
different URLs to simulate the device API URL. Thus we can generate thousands of 
independent endpoints that can be accessed by the client. 
 
5.5.2. Device Registration 
 
The different IoT URLs that simulated IoT devices is then registered in the database as in 
the similar manner of manually registering the devices. The device is registered to the 
network with the help of the device management IoT service. The device details are 











5.5.3. Claims-Aware IoT Middleware 
 
The middleware performs the functional services that are present in the framework. It 
will validate the caller (server) and if verified to be authenticated, routes the requests. If it 
is validated to be unauthenticated, then it is denied of the services and the requests are not 
processed. 
 
5.5.4. Client Website 
 
In the client side, we automated the code to make calls to each registered IoT endpoint. 
For example, if we have simulated 500 device endpoints using URL simulation and are 
registered to the particular client, we will make the calls to all the endpoints. The code is 
modified to make calls to different device endpoints.  
 
5.5.5. Tracking Metrics 
 
In order to come up with results, we needed to log each data at each node so that we can 
track all the activity so as to summarize the data and present the findings of our 
experiment. The two different log files used in our setup are web service and the claims 
service log files. The total time taken by a request to be processed by the middleware is 
calculated from these two log files. 
 
5.5.6. JMeter Tool  
 
Apache JMeter is a Java application [48] that is mainly designed to measure the 
performance of a system and load test the application. It is efficient software to generate 




request. Thus we have used it to generate multiple calls for different sets of requests to 
our framework. 
 
5.6. Evaluation in LAN 
 
In this section, we present the evaluation done on our local system based on the criteria 
mentioned in Section 5.3. In this setup, we have every service and the clients being 
presented in the local area network (LAN). We also explain the experimental setup done 
for each criterion and also present the architectural diagrams. The results obtained from 
each evaluation are presented after the brief description of architecture. 
 
5.6.1 Performance Evaluation of IoT Services in LAN 
 
To measure the overhead of using the claims in the IoT framework we did the time based 
performance evaluation of our system. The overhead can be found out by measuring the 
time taken to deliver the calls or requests to the IoT services with and without the claims. 
The time difference is calculated and that time period gives the overhead of using claims 
identity. The feasibility of our claims-aware prototype is tested with a different number of 
requests.  
 
5.6.1.1. Performance without Claims 
 
In this experimental setup, we invoked the IoT services without the claims, that is, 
without enabling any security feature in it. The calls to the IoT services are made for each 




time taken by each server to process the requests. Essentially, the total time to process the 
requests right from the client side till it is forwarded to the IoT services is measured. 
 
5.6.1.2. Architecture of LAN Setup without Claims 
 
The structure of the framework remains the same as in Figure 3.1 except that the security 
feature of claims is not activated and we have simulated devices rather than a real smart 
device. We varied the number of calls being made to the device end and measured the 
time taken to place the call from the web client to the device end. The total time taken to 
perform the action is calculated by adding the time delays in the two log files as 
mentioned in the methodology.  
 
5.6.1.3. Experiment Results in LAN without Claims 
 
We tested the performance of requests generated using the event management web client 
in LAN without claims. We used the JMeter to make different sets of calls to the event 
management service which are directed to the device endpoints. To generate 1 request, 
the number of threads (users) was set to one. To generate 10 calls we used five 
users/threads generating two requests in sequence. Similarly, for 50, 100, 500 and 1000 
requests we have 25, 50, 250 and 500 users generating 2 requests respectively. Each 
request was directed to different device endpoints. For instance, for the request set of 100, 
we had 100 microservices simulation 100 device endpoints. 
 
We tested the performance of the middleware for six different sets of user 




then we took the average value to best suit the more accurate value. The results obtained 
are presented in Table 5.1 for the request sets of 1, 10, 50, 100, 500 and 1000. The 
minimum and the maximum value obtained in the ten iterations are also presented. 
Table 5.1 Performance result without claims in LAN 
Without Claims in LAN 
No. of 
Requests 











0.01 0.33 0.01 
10 0.33 
0.24 0.48 0.01 
50 0.22 
0.13 0.31 0.003 
100 0.19 
0.16 0.20 0.0003 
500 0.20 
0.16 0.22 0.0006 
1000 0.17 
0.15 0.19 0.0002 
 
 
A request in our setup is a roundtrip command to control the device. For instance, 
the request goes to the device end when generated from the client end, then the response 
is returned to the client. In Table 5.1, the average time per request means the time taken 
to process one request and it is found out by calculating the mean time of the total set. 
The average value is obtained by calculating the mean of each iteration. Each test case is 
tested for 10 times and the minimum and the maximum value obtained in that iteration is 
also given in the table. 
 
In the test case of 1 request, the lowest value obtained in that iteration is 0.01 
second whereas, the highest value is 0.33. In this setup, all the IoT services and the client 
were on the local machine. There server may get busy processing any pending tasks and 




different for some of the iterations out of 10 iterations. The local machine performance 
and the tasks running on the system could also affect the processing time of each 
iterations. 
 
The variance, which is the measurement of the spread between the data in a 
particular request set is also presented in Table 5.1. The variance is comparatively large 
for the small number of request such as 1 and 10. This implies that the data obtained in 
cases with small variance does not vary much in range for the 10 iterations. 
 
There is a sudden increase in the average time to process a request in the test 
cases of 10, 50, 100, 500 and 1000 requests compared to the case of 1 request. The 
response time can be delayed as the number of requests increase. Also, the performance 
of the system in which the services are running, will also affect the performance. In 
essence, the fluctuation in the processing time is because of the increased load to be 
processed by the server. 
 
5.6.1.4 Performance with Claims 
In this experimental setup, we did the performance evaluation of the framework by 
activating the security feature of claims-based authentication in our middleware setup in 
LAN. This setup produces the results that reveal the overhead of adding claims identity. 
It was expected that there will be overhead due to the time taken for the cryptography 
computations like encryption, decryption etc. The certificates that are used to provide 




client makes a call from the client side which is forwarded to the middleware and verifies 
the authenticity of the intermediary server by validating the claims. If the server is 
verified to be trusted by presenting the SAML tokens to the security service, the calls are 
routed to the device end to process the request. 
 
5.6.1.5. Architecture of LAN Setup with Claims 
 
The components of the architecture are almost same as that of the proposed framework 
except that instead of actual devices, we have simulated devices. The end point URLs 
represent different device APIs that are called in the program from the client side. The 
procedure to find the total delays is the same as that of without claims. The difference in 
the setup is the presence of the Claims middleware which authenticates the web server 
that the clients use to call the IoT services. 
 
5.6.1.6. Experimental Results in LAN with Claims 
 
The performance for the claims middleware was conducted with the same set of requests 
as in the setup for without claims using the event management service. We did the test for 
1, 10, 50, 100, 500 and 1000 requests and used JMeter to change the number of requests. 









Table 5.2 Performance results with claims in LAN 











1 0.26 0.02 1.45 0.33 
10 0.43 0.37 0.50 0.002 
50 0.39 0.30 0.54 0.010 
100 0.37 0.28 0.49 0.006 
500 0.31 0.22 0.38 0.0002 
1000 0.36 0.28 0.72 0.03 
 
 Each of the test case is repeated 10 times and the mean of the 10 values are taken 
as the average time per request for that particular test case. The minimum and the 
maximum value obtained in that iterations are also presented in Table 5.2. These 
measurements show the worst case and the best cases in each data sets. The spread of 
each data from the mean value (average) is represented by variance. 
 
The average time taken per request is calculated and presented in Table 5.2 for the 
same test cases of 1, 10, 50, 100, 500 and 1000 requests. Evidently, there is an increase in 
the processing time for all the test cases of 10, 50, 100, 500 and 1000 requests. The 
increase in the time consumed is because of the increase in the load to be processed by 
the server due to the increased number of requests. Network latency limits the maximum 






5.6.2 Comparison Results in LAN 
 
The time taken to process the different sets of requests without the claims and with the 
claims will give us the actual overhead of adding the security factor of claims in the 
system. The comparison is represented in the form of graph in Figure 5.1. The minimum 
and the maximum value obtained in the 10 iterations of each request set is also presented 
in the performance graph. 
Figure 5.1: Graph showing the performance in LAN 
 
From the above graph, the overhead of using claims to achieve secure 
communication from the client end to the device end is only few milli seconds. The time 
taken to process a number of 1000 requests is only 368 seconds which gives the average 
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There is an increase in the processing time of request set of 10 as compared to the 
rest of the values. The IIS hosted WCF service uses managed I/O threads and as the time 
to execute a request increase as the load increases, it spans for new threads using Thread 
Pool. That is why the processing time for large set of requests are less since the calls are 
executed in parallel by the WCF framework. Thus the overall processing of the requests 
is done parallel by the WCF service. 
 
Though the calls are made sequentially by the client, it cannot be confirmed that 
the average time per request will always be the correct time taken to process a single 
request. For example, in the test case of 1000 requests with claims, the total average time 
taken to process 1000 requests is 360 seconds which is 6 minutes. The assumption that if 
1000 requests take 360 seconds, time per request will be the average value, 0.36 may not 
be the exact case in different situation.  
 Worst case scenario: The worst case scenario could be the case in which the first 
request is processed after processing all other requests. In that case, the time per 
request would be the total time taken for the entire set of requests. For example, in 
the test of 1000 requests, the worst case would be the situation in which the first 
request is processed after the rest of 999 request. In that case, the worst case 
average time per request is 360 seconds (6 minutes). 
 Best case scenario: The best case scenario would be the case that in which the first 
request has been processed first and the rest of the requests, as per the order they 




360 seconds, then a single request would take the average time of 0.36 seconds to 
be processed. 
 
 The processing time is a bit higher for all the sets except in which number of 
request is one. The processing time for requests is higher for all the request set except for 
the test case of 1 request. The performance of the server can be affected as the load 
increases and also if the system is processing some other tasks, the response time can be 
delayed too. The longer response time for 10 requests is because the WCF service use 
asynchronous thread pooling as the concurrent calls to the service is increased. Thus for a 
large set of requests like 50, 100, 500 and 1000, the execution time is less. 
 
5.7. Evaluation in the Cloud 
 
The Cloud provides an environment to share the resources that are provided by the 
service providers. The main features of the cloud are resource sharing, scalability, pay per 
use, faster access. They include infrastructures, software, storage locations, applications 
etc. The services provided by the cloud can be of three types mainly [49]: 
 
 Infrastructure resource: It includes the services such as storage, computing 
power, and machine provisioning. For example, Amazon EC2 and Windows 
Azure provides web service interface to configure capacity online. Microsoft 
Skydrive is used for online storage and provides free storage services to users. In 





 Software resources: It includes middleware and development resources. The 
middleware resources consist of cloud centric operating systems, application 
servers and databases, whereas the development resources include design 
platforms, development, testing and deployment tools. 
 
  Application resources: Information industry is moving application data to the 
Internet. For example: Google uses Cloud computing platform for web 
applications needed for communication and collaboration. 
 
 Business processes: It is business driven application supporting reuse, 
composition and provisioning.  
 
In a cloud computing environment, there are multi-domains in which each domain 
can have different security, privacy and requirements to run various mechanisms, 
interfaces and semantics [50]. Most start-up companies, small, medium and large 
enterprises are now interested in the cloud computing. Therefore these users should be 
highly interested in the cloud computing security. It is important to identify the current 
risks that exist within the cloud computing to formulate solutions. Some specific threats 
to security includes: Flops in Provider security, attacks by other customers, convenience 
and consistency issues and legal and regulatory issues. These days the trust between the 







5.7.1. Performance Evaluation of IoT Services in the Cloud  
 
In this experimental setup, we evaluated the performance of our framework by deploying 
the client and the intermediary server in to the cloud. This case holds the scenario in 
which the user or the person accessing the service is not the local network, but 
somewhere out in the internet. In a nutshell, we have the middleware and the IoT services 
in the LAN and the client and the intermediary web server deployed in the cloud. 
 
5.7.1.1. Performance without Claims in the Cloud 
 
The procedure of evaluation remains the same in which requests are sent using JMeter to 
the client hosted in the cloud and the log files give the time taken to process the requests. 
The claims verification part is disabled in this setup and the calls are directed straight 
towards the IoT services without going through the security process. 
 
5.7.1.2. Architecture of the Cloud Setup without Claims 
 
The architecture mainly consists of two parts, the LAN and the Cloud. We have the web 
client and the web server in the cloud and the IoT middleware and the services in the 
LAN. 
 
One of the challenges that we faced in this setup is to expose the localhost to the 
internet. Our research leads to setting up secure tunnels to the localhost for exposing a 
local server which is behind the firewall. The tool that helped us achieve this connection 





5.7.1.3. Evaluation Results without Claims in the Cloud  
 
The cloud computing platform that we chose was Windows Azure [53] and it provides a 
wide range of resources that are very helpful. The Java client was deployed using the 
Eclipse plugin for Azure and it was a straightforward and simple procedure. One of the 
biggest challenges in deploying the intermediary web server was to setup the certificates 
in the windows virtual machine which will act as the claims of the server. In our setup we 
had the intermediary server as IIS (Internet Information Services) hosted service in the 
local network setup and we deployed that service from the visual studio .NET framework 
into the cloud. 
 
 We tested the performance on the same set of requests which are 1, 10, 50, 100, 
500 and 1000 requests using JMeter. The request was to communicate to the device end 
using the event management service. The request sets of 10, 50, 100, 500 and 1000 are 
generated by using 5, 25, 50, 250 and 500 users/threads with 2 requests respectively. In 
this setup, we disabled the claims and directed the request straight to the IoT Services 
without checking the authenticity of the server that is accessing the services. The average 
time to process one request for each set of requests is presented in the Table 5.3. The time 
taken by the request is the round trip time to reach the device end and get the response 









Table 5.3: Performance results without claims in the cloud 
Without Claims in the Cloud 
No. of 
Requests 








1 0.36 0.18 0.39 0.02 
10 0.42 0.83 1.43 0.015 
50 0.31 0.72 1.28 0.003 
100 0.25 0.61 1.38 0.0005 
500 0.20 0.59 1.26 0.003 
1000 0.25 0.4 1.17 0.018 
 
The minimum and the maximum value of the average time obtained in the 10 
iterations of each request set is presented in Table 5.3. These values show the largest 
(Maximum value) and the lowest (Minimum value) time taken to process the requests. 
The measure by which the data are distributed in each set is represented by the variance. 
It gives the spread of the values in that set. The difference in the processing time could be 
due to the changes in the network performance. If other users access the Internet to 
perform other tasks, the network may become slower which can may increase the 
execution time.  
 
As seen in the Table 5.3, there is a slight increase in the average time per request 
in the test case for 1 request as compared to the test of 10 requests due the latency of the 
network. Evidently, the average time consumed per request is decreased for the rest of the 




concurrent requests. Thus the execution time per request is feasible for large number of 
requests. 
 
The requests are made by the client sequentially. But the requests are 
asynchronously processed by the WCF framework. Thus the overall execution is in 
parallel threads. Thus the system makes sure that if the number of requests are increased, 
the performance of the system is improved with the help of thread pooling. 
 
5.7.1.4. Performance with Claims in the Cloud  
 
In this experimental setup, we make the calls to the IoT services from the client which is 
hosted in the cloud. The client then communicates to the web server which is deployed in 
the cloud. The call is then directed to the claims middleware which is running in the local 
machine. So in short, this setup represents the case if the IoT services are accessed over 
the internet from outside the local network. 
 
5.7.1.5. Architecture of the Cloud Setup with Claims 
 
The architecture of this setup consists of the same two main parts as that explained in the 
previous setup using the Cloud. In this evaluation setup we have the claims enabled in the 
LAN which actually checks whether the server using the IoT services is actually 
authenticated. Thus the client request is passed to the web server and then it is forwarded 
to the Claims middleware. If it is verified to be a valid request, then the call to the IoT 





5.7.1.6. Evaluation Results with Claims in the Cloud  
 
By calculating the total time taken from the two timestamps in the two log files we 
obtained the time to transfer the call from the client ends to the IoT service end. The 
JMeter is configured for each set of requests like 1, 10, 50, 100, 500 and 1000 requests. 
The experimental results are presented in Table 5.4. 
 
Table 5.4: Performance results with claims in the cloud 











1 0.90 0.81 1.61 0.04 
10 1.98 1.23 2.34 0.003 
50 1.35 0.69 1.93 0.001 
100 1.66 0.94 1.81 0.0003 
500 1.36 0.73 1.52 0.0006 
1000 1.76 0.99 1.89 0.003 
 
Evidently, the increase in the processing time per request is visible here as we go 
from test case of 1 to 10 requests. Also, there is a decrease in the latency for 50 requests 
when compared to 10 requests. This is because the service uses thread pooling in the 
large set of concurrent calls. Thus the overall execution time is less in case of 50, 100, 








5.7.2. Comparison Results in the Cloud 
 
The overhead of using our claims enabled middleware is found out by comparing the 
time taken to deliver the requests in the setup with and without claims. The obtained 
results are presented in the form of graph as shown in Figure 5.2. 
 
Figure 5.2: Graph showing the performance in the cloud 
 
 The average time per request in the Figure 5.6 is obtained using the assumption 
that the first request is executed first and the rest of the requests are being executed in the 
order as the calls are made. But this may not be the case every time. 
 Worst case scenario: the worst case scenario would be in which the first request is 
getting processed at the last. For example, in the test case of 1000 requests, the 
total average time to process 1000 requests with claims is 1760 seconds (28 
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request is executed after the rest of 999 requests. Thus in such a scenario, the 
worst case time per request would be 1760 seconds. 
 Best case scenario: The best case scenario would be the situation as per our 
assumption. For example, the test case of 1000 requests take 1760 seconds to 
finish the whole set of requests. If the requests are processed in the same order as 
they are made, then the first request will be processed first and the last request 
would be process last. Thus the best case average time per request, for the test 
case of 1000 requests would be 0.17 seconds. 
 
The increase in the response time as the load increases can be due to many factors 
such as the network latency, the performance of the server, the condition of the network, 
etc. the overall execution of the requests are in parallel and the requests are asynchrously 
processed by the service. 
 
5.8. Comparison of LAN vs Cloud 
 
After obtaining the set of results in both LAN and the Cloud, we compared the 
performance of our Claims enabled middleware in local area network and using the 
Cloud services. The scenario in which the calls are made over the internet is found to 
have more overhead than the LAN. This overhead is expected as the requests are made 
remotely over the internet rather than using local network in which the IoT middleware 






Figure 5.3: Graph showing the performance of claims in LAN vs the cloud 
 
 The increase in the average time to process a single request is slightly large for the 
request sets of 10 and above. It is because the network is loaded with multiple calls and 
the server is busy processing the queue of requests. The performance of our system in 
both LAN and in the cloud is tested to be feasible in processing large number of requests.   
 
5.9. Performance Evaluation of Claims Security Model 
 
The framework is tested to see if the intended function of the claims middleware is 
performed for the requests or calls being made. Since the middleware service is hosted as 





































passed and view every details of the security features of that message.  
 
   Figure 5.4: Security features of using claims 
The screen shots of the Microsoft Service Trace Viewer are shown in Figure 5.4 
shows one of the commands being processed by the Claims service. This screen was 
obtained when we ran the command with Claims enabled. It shows the encryption 
algorithm used for the message, the cipher text and the endpoint URL. 
 
 In the message presented in Figure 5.4, the encryption technique used is AES 256-
CBC. AES stands for Advanced Encryption Standards and CBC stands for Cipher Block 
Chaining. It is a mode of operation of encryption and the cipher text after the encryption 




We also tested the framework without enabling the claims. As shown in Figure 
5.5, there were no cryptographical operations being done on the command being passed. 
The screenshot of the WCF trace viewer for no claims is shown in Figure 5.5. 
 
In Figure 5.5, the message is just passed without any encryption by the 
middleware. The encryption technique or the cipher text would have been visible of it 
was encrypted. Thus it is evident that the security model using claims is delivering the 
intended security function if enabled. If the system could not find the intended claims in 
the intermediary web server, it does not call the IoT services. 
 
 






The evaluation of our framework is made and the overhead of using the claims are 
obtained in two scenarios, one in which everything is running locally and the other where 
the calls are made remotely over the internet. Our framework produced satisfactory 
results as expected and thus it reveals the efficiency of our system. 
 
We also implemented a case study and its evaluation using a smart device, which 
is presented in the next chapter. The implementation details and the performance results 




















Case Study: Smart Home Automation  
 
In this chapter we will talk about the case study in which we applied the prototype into a 
home automation system. A detailed description of how a third party device is integrated 
into the prototype is also presented in this chapter. The architecture of the case study 
using an IoT smart switch and the sequence in which the communication flows among 




Internet of Things has various applications such as eHealth smart system, smart grid, 
smart city, smart home and so on. The reason behind choosing home automation system 
as case system is that it is cost effective and can be even applied to normal users. Security 
is one of the biggest factors not only to the corporate societies but also to everyday 
society. The proof is the increasing consumption of smart security cameras and 
appliances. People want to go out without worrying about the safety of their houses. 
There were days when people lived in the fear of someone breaking into their houses 
stealing documents and personal identity. It is because home is the place to look at if we 
want to know about a person. But with the enhancement of technologies, this fear has 
been eliminated by smart devices and applications. Securing the private data is also 
important because the knowledge of the location of a user could be used to decide that no 




can put the person’s life at risk. Thus securing the services or the applications being used 
is also important.  
 
In our system, the servers that are trying to access the IoT services are verified by the 
claims-aware middleware before granting the permission. Therefore, in this case study, 
the server that tries to access the IoT services to control the smart device is verified by the 
claims-aware middleware. Once the claims produced by the intermediary server is 
validated by the security service, the request is forwarded to the device end. 
The advantages of using our system in home automation are: 
1) It restricts the access of home automation services to invalid servers as they will 
be denied of the service if they could not produce valid claims. 
2) User can add more devices into the network using our system that will be 
registered into our system. 
3) Our system also shows the list of devices that are present in the network and gives 
the user the authority to add, update, search and remove a device. 
4) User can control the device from anywhere if they have access to internet. 
5) It logs all the activities of a particular device into the database and could be used 
by the client to see the activities or to determine the energy consumption by the 
device. 
 
6.2. Physical Components of Home Automation 
 
To do the case study of home automation system, we used one smart device and 
performed the IoT services presented in the functional components of IoT middleware as 





6.2.1. Belkin WeMo Switch 
 
Belkin WeMo is a family of many smart appliances that could be controlled using the 
mobile network [54]. It is very cost effective and lets the users to control the device 
connected to the switch anywhere over Wi-Fi, 3G or 4G networks. WeMo has an 
application that is supported in Android as well as in Apple operating systems and this 
app is used to normally control the device. 
 
 
Figure 6.1: Belkin WeMo smart switch 
 
It also works with IFTT which stands for “if this then that” [55]. IFTT is a simple web-
oriented service which is used to create ‘recipes’ that connect several other web 
applications. What it basically does is that, it creates conditional statements that trigger 










The simplest device in case of home automation is a lamp that has the functions to be 
turned on/off. The lamp is made smart by connecting it with the WeMo smart switch that 
can be set to turn on/off as per the need of the user 
 
6.2.3. D-LINK Wireless Router 
 
The smart switch is connected using the wireless router named D-LINK (dlink) DIR-505 
router [56]. It is very handy and multipurpose router too. The key features of this router 
are as follows: 
 It is a portable plug-in router 
 It also acts as a repeater 
 It can be used as a Wi-Fi hotspot 
 It functions as a USB with the help of SharePort Mobile App and can access our 
files wirelessly from tablets or phones. 
 It also has a provision to function as Mobile charger. 
The specifications of the lamp and the D-LINK device can be found in [56, 57]. 
 
6.3. Home Automation Architecture 
 
The architecture of our case study scenario is presented in this section. The structure of 
architecture is formed out of the implementation flow of the system. The communication 
and the configuration details of each component will be explained in the following part of 
the section. Figure 6.2 shows the architecture of the home automation setup using WeMo 
smart switch. The case study is conducted in local area network and each of the services 






Figure 6.2: Architecture for the home automation 
 
The main components of the architecture as shown in Figure 6.2 are: 
 Client: It represents the valid user who accesses his network devices. Our 
framework provides a user friendly interface to the client and the services are 
made simple to the client so that a person even without any programming 
background will be able to use it. The user is asked to authenticate themselves by 
providing valid claims such as Username and Password. Once the user is 
authenticated, the web client passes the requests from the user to the intermediary 






 IoT Middleware: IoT middleware consists of four functional components such as 
security service, device management service, data management service and event 
management service. The security service (claims-aware middleware) stands as a 
gateway between the intermediary server and the IoT services. The key feature 
that distinguishes our solution is the claims-identity based security service. The 
rest of the services are also secured using one time password (OTP). Each time 
when the user logs in, independent OTP is created and used for the session. Each 
of these microservices, as shown in Figure 6.3, is an independent service. 
 





When a command is passed to control the lamp using event management service, 
the system checks for valid claims from the server that produce the request. If it is 
verified to be correct, the access is granted and in the other case, we assume that 
an invalid third- party is trying to access the services to gain access to the user’s 
IoT device. In such a case, the request is invalid and the security service deny the 
access and throws an exception. In our system, we have used two certificates 
which are stored in our local machine and are used to encrypt and sign the claims 
as explained in the implementation chapter. 
 
 Router, Switch and Lamp: The smart switch (WeMo) uses UPnP network 
protocol and the communication was achieved using a wireless router. In order to 
do the initial setup of the WeMo switch, we had to download the WeMo app and 
connect to WeMo Wi-Fi network. Since we wanted to create our own interface 
rather than using the app, the network connection is changed to the D-LINK 
network in the WeMo app.  
 
To integrate the smart WeMo smart switch into our prototype, we used an 
API [58] that could be used to control the switch and incorporated that API into 
our framework. To make the communication possible, the local machine was also 
connected to the D-LINK router and the WeMo device was visible under the 
connected devices. Thus we were able to control the lamp connected to the smart 




integrated into our framework which also indicates the scalability of our 
middleware. 
 
6.4. The Process Flow  
 
The sequence in which the communication flows in the smart home setup is illustrated in 
Figure 6.4. The request generated from the web client by the user is directed to the web 
server. The server passes the request along with its claims to the claims middleware. The 
middleware verify the validity of the server and forwards the requests to the different IoT 
services such as device management, event management and data management. 
 
















 Management] 2: WeMo details 3: Request+Claims




6: Turn on WeMo 7: Request+Claims






 Data 13: Request+Claims
14: Request to get the WeMo activity
15: Returns the WeMo activity
Figure 6.4: UML sequence diagram of communication process in smart home 
 
 At first, the user registers the WeMo smart device in the network using the IP 
address contained in the WeMo details using the device management service. Once the 
device is added, it can be controlled using event management service to turn the lamp on / 




management service and the activities of the device can be obtained using this IoT 
service. 
 
6.5. Performance Evaluation  
 
This section presents the evaluation done on the case study of home automation system 
using our framework. After setting up the components as shown in the architecture, we 
tried to access the end device using the web client.  
 
As a user, an account was created and logged into the user account. Once the 
client is authenticated, he/she has the access to our IoT services specially designed for 
this case, Home Automation. For other applications, all components except the event 
management will be the same. Since the situation occurring at each event is different, to 
provide a proof of concept, we worked only on the scenario of an event in home 
automation. The results of such an event may not work for another kind of situation like 
eHealth system.  
 
As a client, after getting access to the services, we evaluated the performance of each 
of the IoT services and see if the services are being delivered correctly. When a request is 
passed from the client via an intermediary web server, the claims-middleware checks for 
the claims that are presented by the intermediary web server. If the claims are verified to 
be valid, the call to the end device is sanctioned. In case the claims are invalid or if it 
does not have any claims, the system throws an exception and are not allowed to make 






 Device Management: This service lets the user register a device to his network. 
Using the user interface, we clicked on the link to add a new device. There we had 
the options to enter the details of a particular device. In our case, the device name 
was WeMo smart lamp. The IP address of the smart switch was assigned 
dynamically by the network initially. So we had to configure the IP address of the 
WeMo switch in the web page of the router and assigned a static address, and we 
entered the device ID, IP address and location of the device. There were 
provisions to view all the devices in the network, search for a device using the ID, 
update and remove the device using the same ID. 
 
 Data Management: This service deals with the data output from the device. In 
our case, we retrieve the status data of the device and stored it in the database in 
case of future analysis by the user. Also it presents the current status of the device 
to the end user. 
 
 Event Management: Using this service, we could control the device remotely 
using the interface provided. As it is a lamp, we can either turn that on or off only 
after validating the claims. 
 
So we tried all the functional components of the IoT and tested if they are delivering 




to the network, status of each event has been logged to see its activities and the lamp can 
be controlled (turn on/ turn off) remotely. 
 
The performance of our system in this case study is evaluated on the basis of time 
taken by the middleware to process the requests with and without Claims. To find out the 
average overhead of claims, we used the event management service to generate the 
requests to control the lamp connected to the WeMo switch. The evaluation results 
obtained are presented in Figure 6.5. 
Figure 6.5: Graph showing the performance of case study 
 
The multiple requests are generated using the JMeter tool. There are three sets of 
requests such as 1, 10 and 100. The average overhead of using claims to validate the 
server in the test case of one request to turn on the WeMo switch was 0.06 seconds. The 
test case of 100 requests consists of 5 turn on requests and 5 turn off requests being 
processed alternatively. The test case of 100 requests consists of 50 turn on and 50 turn 







































The average overhead of using claims in the real world scenario of smart home 
using the WeMo switch is 1.47 seconds. The time taken to process the 100 requests are 
less compared to 10 requests. This is because of the fact that the Thread Pool will span 
new threads in order to serve the incoming requests in case of an increased load. That 





In this chapter, we discussed the implementation details about setting up a home 
automation system which is used in our case study. The way in which the communication 
is achieved from the user end to the device end is explained in brief. Also, the evaluation 
setup and the results obtained in our case study are presented. We will conclude our 

















Conclusions and Future Work 
 
In this thesis, we introduced a middleware for Internet of Things services. The need of 
such a software layer and the basic functions of an IoT middleware are presented. One of 
the major challenges associated with IoT, security, is analyzed in detail and Claims-
aware approach for securing IoT services is introduced. Implementing these services as 
microservices makes the system more scalable and distributed in nature. A brief 
discussion about the existing IoT middleware and the challenges faced by each 
framework has been presented. All those related works were very helpful in 





The contributions of this thesis are: 
 A claims-aware framework for IoT services has been introduced to add security to 
the IoT services. Claims-based identity provides the valid claims for each service 
in the network and maintains the secrecy of the network efficiently.  
 The IoT services are implemented as Microservices architecture. Rather than 
following the monolithic approach in which every services comes under one 
server, implementing IoT services as Microservices eliminated the threat of single 




the best practice for error debugging. This approach enables new services to be 
added to the network without affecting the existing services. 
 A prototype of the proposed solution has been developed as the proof of concept. 
 The prototype is used to evaluate the performance of our framework and obtained 
satisfactory results that support the feasibility of our prototype. The evaluation is 
done in LAN as well as in the Cloud. 
 A home automation system is implemented and used as the case study for our 
prototype of IoT middleware. 
 
7.2. Future work 
 
The research area in the field of IoT middleware is very vast. It is not that easy to have 
answered all the challenges answered in this thesis. Some of the remaining research 
topics are: 
 Security is just one of the major challenges among many other threats like Big 
Data, openness, etc., and a complete system will be formed only when all the 
challenges are answered. Since it is not possible within the scope, we would like 
to go through other challenges in the future. 
 Based on the background works done, we believed that the implementation of IoT 
services as Microservices is an efficient method that totally supports 
decentralization and independency. But we have not made any evaluation of 





 Since our main focus is on security, we implemented the IoT services that are 
essential to support our framework rather than adding all the services. In our 
prototype, we have not done the functional component interoperability which does 
the protocol conversion. Interoperability itself is a wide area that could be studied 
and researched on. 
 The fact that Raspberry Pi (RPi) does not support the Windows Communication 
Foundation made us shift the gateway into the local machine. In the future, we 
could host the gateway in the RPi itself by finding some other ways to do the 
Claims by researching on it. 
 Data Mining is a vast area that should be given special care in case of a large 





















Selected snippets of the source code that are relavant to the implementation and 
evaluation of the prototype are presented in this section. 
A.1 Intermediary Server Web.config 
 
The web bindings that configures the SAML tokens are presented in here. The bindings 
for the two endpoints for the symmetric and the assymetric call is shown along with the 















2       <wsFederationHttpBinding> 
3         <binding name="Symmetric" closeTimeout="00:2:00"  
4   openTimeout="00:2:00" 
5           receiveTimeout="00:2:00" sendTimeout="00:2:00"  
6   maxReceivedMessageSize="2147483647"> 
7           <security mode="Message"> 
8             <message issuedTokenType= 
9    "http://docs.oasis-open.org/wss/ 
10   oasis-wss-saml-token-profile-1.1#SAMLV1.1" 
11              negotiateServiceCredential="false" /> 
12          </security> 
13        </binding> 
14        <binding name="Assymetric" closeTimeout="00:2:00"  
15  openTimeout="00:2:00" 
16          receiveTimeout="00:2:00" sendTimeout="00:2:00"  
17  maxReceivedMessageSize="2147483647"> 
18          <security> 
19            <message issuedKeyType="AsymmetricKey"  
20   issuedTokenType="http://docs.oasis-open.org/wss/ 
21   oasis-wss-saml-token-profile-1.1#SAMLV1.1" 
22              negotiateServiceCredential="false" /> 
23          </security> 
24        </binding> 
25      </wsFederationHttpBinding> 






The client endpoint of Intermediary server points towards the Claims middleware 
running in the local machine using the localhost URL. The encoded value of the 


























3         binding="wsFederationHttpBinding" bindingConfiguration="Symmetric" 
4         contract="DeviceControllerClient.IIoTService" name="Symmetric"> 
5         <identity> 














7         </identity> 
8       </endpoint> 




10        binding="wsFederationHttpBinding" bindingConfiguration="Assymetric" 
11        contract="DeviceControllerClient.IIoTService" name="Assymetric"> 
12        <identity> 














14        </identity> 
15      </endpoint> 






The endpoint URL is different from the one in LAN when the Claims middleware is 
accessed from the Cloud over the internet. The tool named ngrok [47] produce a 
secure tunnel into the localhost and provided a public URL to access our local 













1     <!--client> 





3         binding="wsFederationHttpBinding" bindingConfiguration="Symmetric" 
4         contract="DeviceControllerClient.IIoTService" name="Symmetric"> 
5         <identity> 














7         </identity> 
8       </endpoint> 
 





10        binding="wsFederationHttpBinding" bindingConfiguration="Assymetric" 
11        contract="DeviceControllerClient.IIoTService" name="Assymetric"> 
12        <identity> 














14        </identity> 
15      </endpoint> 






 A.2. Service Contract of Intermediary Server 
The services are basically the operations that has to be performed and the contract 
determines how the operation is performed. Usually in service contract there can be 
muliple operations with different sets of arguments. The contract that is shown here 
represents the WebGet attribute that can be used to get the information from the 






A.3 Intermediary Server calling Claims middleware [32] 
 
The code snippet shows the function used to call the Claims middleware and pass on 
the arguments which contains the data to communicate to the smart device. It also 





1 namespace Event 
2 { 
3     [ServiceContract] 
4     public interface IIotRestMethods 
5     { 
6         [OperationContract] 
7        // [WebGet(UriTemplate = 
"/Invoke?deviceID={deviceID}&action={action}&userID={userID}&otp={otp}")] 
8         [WebInvoke(UriTemplate = "/Invoke", Method = "POST", ResponseFormat = 
WebMessageFormat.Json 
9             , RequestFormat = WebMessageFormat.Json)]  
10        bool ControlDevice(IoTParamsparam); 




1 void CreateSAMLAndCallModule(string action, string ID, string token, string IoTIP) 
2         { 
3             bool success = false; 
4             DeviceControllerClient.IoTServiceClient client = null; 
5             try 
6             {           
7                 // Create a client with given client endpoint configuration 
8                 client =new DeviceControllerClient.IoTServiceClient("Assymetric"); 
9                 client.ClientCredentials.SupportInteractive = false; 
10               // client.ChannelFactory.Credentials.UseIdentityConfiguration=true;       
11                // Create new credentials class 



















1                 // Set the client certificate. This is the cert that will be 
used to sign the SAML token in the symmetric proof key case0c c1 11 4c c7 24 04 
8c 56 65 1f 80 f6 9c 8d 9d e8 61 b4 ed 




3                 // Set the service certificate. This is the cert that will be 
used to encrypt the proof key in the symmetric proof key case 




5                 // Create some claims to put in the SAML assertion 
6                 IList<Claim> claims = new List<Claim>(); 
7                 var s = samlCC.ClientCertificate.Certificate.Subject; 
8                 
claims.Add(Claim.CreateNameClaim(samlCC.ClientCertificate.Certificate.Subject)); 
9                 ClaimSetclaimset = new DefaultClaimSet(claims); 
10                samlCC.Claims = claimset; 
11                // set new credentials 
12                
client.ChannelFactory.Endpoint.Behaviors.Remove(typeof(ClientCredentials)); 
13                client.ChannelFactory.Endpoint.Behaviors.Add(samlCC); 
14                if (action.Equals("on")) 
15                { 
16                   
17                    varuserAuth = client.TurnOn(ID, token, IoTIP); //Claims 
logs here 
18                    if (userAuth) //If call to claims service validated then 
proceed to turn on device 
19                    { 
20                        _logger.Info("Wemo device: {0} turned ON.", ID); 
//WebServer logs here 
21                    } 
22                    else 
23                    { 
24                        _logger.Info("Error validating user for device: {0}", 
ID); 
25                    } 
26                } 
27                if (action.Equals("off")) 
28                { 
29                    varuserAuth = client.TurnOff(ID, token, IoTIP); 
30 
31                    if (userAuth) 
32                    { 
33                        _logger.Info("Wemo device: {0} turned OFF.", ID);  
34                    } 
35                    else 
36                    { 
37                        _logger.Info("Error validating user for device: {0}", 
ID); 
38                    } 
39                } 
40            }  





A.4. Claims Middleware Web.config 
 
The web.config file of our Claims middleware shows the service behaviors and their 
corresponding endpoints. The two service behavior configurations set to do the 
evaluation with and without claims can also be seen. They are 















2       <!--NO CLAIMS: ENABLED BELOW, once uncommented,  
3    comment the other section out, then Publish to IIS--> 
4        
5       <service behaviorConfiguration="NoSecurityServiceBehavior"  
6    name="SamlTokenIISService.IoTService"> 
7         <endpoint address="mex" binding="mexHttpBinding" name="Metadata" 
8           contract="IMetadataExchange" /> 
9         <endpoint address="calc/symm" binding="basicHttpBinding" 
10          bindingConfiguration="NewBinding0" name="Symmetric"  
11    contract="SamlTokenIISService.IIoTService" /> 
12        <endpoint address="calc/asymm" binding="basicHttpBinding" 
13          bindingConfiguration="NewBinding0" name="Assymetric"  
14    contract="SamlTokenIISService.IIoTService" /> 
15      </service> 
 
 
16       
17      <!--CLAIMS: ENABLED BELOW, once uncommented, comment  
18   the other section out, then Publish to IIS--> 
19 
20      <service behaviorConfiguration="CalculatorServiceBehavior"  
21   name="SamlTokenIISService.IoTService"> 
22        <endpoint address="mex" binding="mexHttpBinding" name="Metadata" 
23          contract="IMetadataExchange" /> 
24        <endpoint address="calc/symm" binding="wsFederationHttpBinding" 
25          bindingConfiguration="Binding1" name="Symmetric.OLD"  
26    contract="SamlTokenIISService.IIoTService" /> 
27        <endpoint address="calc/asymm" binding="wsFederationHttpBinding" 
28          bindingConfiguration="Binding2" name="Assymetric.OLD"  
29    contract="SamlTokenIISService.IIoTService" /> 























2       <basicHttpBinding> 
3  
4         <binding name="NewBinding0" closeTimeout="00:2:00" openTimeout="00:2:00" 
receiveTimeout="00:2:00" sendTimeout="00:2:00" maxReceivedMessageSize="2147483647" 
/> 
5         <binding name="BasicServiceBinding" /> 
6       </basicHttpBinding> 
7       <wsFederationHttpBinding> 
8         <binding name="Binding1" closeTimeout="00:2:00" openTimeout="00:2:00" 
receiveTimeout="00:2:00" sendTimeout="00:2:00" 
maxReceivedMessageSize="2147483647"> 
9           <security mode="Message"> 
10            <message issuedKeyType="SymmetricKey" 
issuedTokenType="http://docs.oasis-open.org/wss/oasis-wss-saml-token-profile-
1.1#SAMLV1.1" 
11              negotiateServiceCredential="false" /> 
12          </security> 
13        </binding> 
14 
15        <binding name="Binding2"  closeTimeout="00:2:00" openTimeout="00:2:00" 
receiveTimeout="00:2:00" sendTimeout="00:2:00" 
maxReceivedMessageSize="2147483647"> 
16          <security mode="Message"> 
17            <message issuedKeyType="AsymmetricKey" 
issuedTokenType="http://docs.oasis-open.org/wss/oasis-wss-saml-token-profile-
1.1#SAMLV1.1" 
18              negotiateServiceCredential="false" /> 
19          </security> 
20        </binding> 




25      <serviceBehaviors> 
26        <behavior name="NoSecurityServiceBehavior"> 
27          <dataContractSerializermaxItemsInObjectGraph="6553500"/> 
28          <serviceMetadatahttpGetEnabled="true"/> 
29          <serviceDebugincludeExceptionDetailInFaults="true"/> 


























1 <behavior name="CalculatorServiceBehavior"> 
2           <dataContractSerializermaxItemsInObjectGraph="6553500"/> 
3           <serviceMetadatahttpGetEnabled="true"/> 
4           <serviceDebugincludeExceptionDetailInFaults="true"/> 
5           <!-- 
6           The serviceCredentials behavior allows one to define a  
7     service certificate. 
8           A service certificate is used by a client to 
9     authenticate the service and provide message protection. 
10          This configuration references the "localhost"  
11    certificate installed during the setup instructions. 
12          --> 
13 
14          <serviceCredentials> 
15         
16            <!-- Set allowUntrustedRsaIssuers to true to allow  
17   self-signed, asymmetric key based SAML tokens --> 
18             
19            <issuedTokenAuthenticationcertificateValidationMode="PeerTrust"  
20   audienceUriMode="Never" allowUntrustedRsaIssuers="true"> 
21              <allowedAudienceUris> 
22                <add allowedAudienceUri="IoTService.svc"/> 
23              </allowedAudienceUris> 
24              <!-- Add Alice to the list of certs trusted to issue SAML tokens 
--> 
25 
26              <knownCertificates> 
27                <add storeLocation="LocalMachine" storeName="TrustedPeople"  
28    x509FindType="FindBySubjectName" findValue="Alice"/> 
29 
30              </knownCertificates> 
31            </issuedTokenAuthentication> 
32            <serviceCertificatestoreLocation="LocalMachine" storeName="My"  
33   x509FindType="FindByThumbprint"  
34   findValue="a43c88efc1616d5591f8ec65b4bf94aa0d38842a"/> 








A.5. Calling the IIS Web Server from the Java  
 
To have the interoperability between Java and the .NET servers, we directed the call 
from the Tomcat server to the IIS server. the communication is achieved using JSON 











A.6. Accessing MongoDB 
1  
2 public class NetworkService { 
3     public static void CallIotService(String action, int simulation){ 
4         //http://localhost:55037/IoTRestService/ 
5   {DEVICEID}/{ACTION}/{USERID}/{OTP} 
6                 try{ 
7             String actionUpdate="on"; 
8             for(inti=1;i<=simulation;i++){ 
9               HttpClient client = HttpClients.createDefault();  
10             HttpPost post = new HttpPost("http://iotintservice. 
11    cloudapp.net/IoTEvent/IoTRestService/Invoke"); 
12             //HttpPost post = new HttpPost("http://localhost/ 
13    Event/IoTRestService/Invoke"); 
14               
15              String deviceID="1"; 
16              String userID="1";  
17              String otp="01234567-89ab-cdef-0123-456789abcdef"; 
18              String iotIP="127.0.0.1:8080"; 
19              StringBuildersb = new StringBuilder(); 
20              sb.append("{\"deviceID\":\"").append(iotIP).append("\",") 
21              .append("\"userID\":\"").append(userID).append("\"}") 
22              .append("\"action\":\"").append(actionUpdate).append("\"}") 
23              .append("\"IoTIP\":\"").append(iotIP).append("\"}") 
24              .append("\"otp\":\"").append(otp).append("\"}"); 
25              
26              
27              StringEntity input = new StringEntity(sb.toString()); 
28              input.setContentType("application/json"); 
29              post.setHeader("Content-Type", "application/json"); 
30              post.setHeader("Accept", "application/json"); 
31              post.setEntity(input); 
32              HttpResponse response = client.execute(post); 
33              BufferedReaderrd = new BufferedReader(new InputStreamReader 
34     (response.getEntity().getContent())); 
35              String line = ""; 
36              while ((line = rd.readLine()) != null) { 
37               System.out.println(line); 
38              }          
39                  if(actionUpdate=="on") 
40                  { 
41                      actionUpdate="off"; 
42                  }else{ 
43                      actionUpdate="on"; 
44                  } 
45            } 
4         } 







The following code snippet shows a part of Device Management IoT service in which 














1 public void AddDevice(Device device) 
2  { 
3   try 
4   {   
5  MongoDatabasedb = null; 
6   MongoClientmongoClient = new MongoClient("localhost", 27017); 
7  db = mongoClient.getDatabase("deviceiot"); 
8  MongoCollection<Document>coll = db.getCollection("mydevices"); 
9   
10  //Code to simulate the multiple calls :UNCOMMENT THIS SECTION FOR 
SIMULATION 
11  /* for(int port=8080; port<8090;port++){ 
12    String simulateDevice="127.0.0.1:"+port; 
13  coll.insertOne(new Document().append("name", device.getName()). 
14 append("id", port). 
15                   //append("type", device.getType()). 
16  
17 append("ip",simulateDevice ). 
18  
19                   //append("status", device.getStatus())); 
20 append("location", "HOME")); 
21 System.out.println("Wemo Simulated endpoint created IP-"+ simulateDevice 
+"/ConnectWemo"); 
22                    } */ 
23  
24  
25  //Code to add a device   :UNCOMMENT THIS SECTION FOR ACTUAL APPLICATION 
  
26  coll.insertOne(new Document().append("name", device.getName()).                 
27  append("id", device.getId()). 
28               append("ip", device.getIp()).                 
29              append("location", device.getLocation())); 
30   
31  System.out.println("new added device-"+ device.getName()  + 
device.getId() +device.getIp() +device.getLocation()); 
32  
33  
34       
35        mongoClient.close(); 
36  } 
37  catch(Exception e) 
38  { 
39   e.printStackTrace(); 





A.6. Sample Claim in XML Format 
The SAML token are in XML formats, used for authentication and authorization 
purposes. It consists of a SOAP message body which is encrypted and signed to secure 
the integrity of the sender. The token also has assertions, protocols and bindings to define 
its security features. The whole message is contained in an outer envelop which has to be 


























































































<saml:Assertion MajorVersion="1" MinorVersion="1" AssertionID="_3c69ff08-3284-44e0-aa2d-





















































































































































































B1. Sample Log files 
 
The log files that contains the timestamp of each iterations performed in the evaluation 
phase is given below. The log files shows the timestamp values of the action for 10 
requets when we used the WeMo device for case study in LAN. 
Claims Middleware Log for 10 requests: 
2016-02-24 08:56:04.5473|INFO|Device ON: User authenticated to 
contact Wemo device 192.168.100.101:49153 
2016-02-24 08:56:05.3067|INFO|Device OFF: SUCCESS. User 
authenticated for Wemo device 192.168.100.101:49153 
2016-02-24 08:56:06.1409|INFO|Device ON: User authenticated to 
contact Wemo device 192.168.100.101:49153 
2016-02-24 08:56:06.9276|INFO|Device OFF: SUCCESS. User 
authenticated for Wemo device 192.168.100.101:49153 
2016-02-24 08:56:07.7432|INFO|Device ON: User authenticated to 
contact Wemo device 192.168.100.101:49153 
2016-02-24 08:56:08.5525|INFO|Device OFF: SUCCESS. User 
authenticated for Wemo device 192.168.100.101:49153 
2016-02-24 08:56:09.3916|INFO|Device ON: User authenticated to 
contact Wemo device 192.168.100.101:49153 
2016-02-24 08:56:10.1547|INFO|Device OFF: SUCCESS. User 
authenticated for Wemo device 192.168.100.101:49153 
2016-02-24 08:56:11.0039|INFO|Device ON: User authenticated to 
contact Wemo device 192.168.100.101:49153 
2016-02-24 08:56:11.8147|INFO|Device OFF: SUCCESS. User 
authenticated for Wemo device 192.168.100.101:49153 
 
 
Intermediary Web Service Log for 10 requests: 
2016-02-24 09:55:59.7721|INFO|Wemo device: 192.168.100.101:49153 
turned ON. 
2016-02-24 09:56:00.5405|INFO|Wemo device: 192.168.100.101:49153 
turned OFF. 
2016-02-24 09:56:01.3781|INFO|Wemo device: 192.168.100.101:49153 
turned ON. 





2016-02-24 09:56:02.9740|INFO|Wemo device: 192.168.100.101:49153 
turned ON. 
2016-02-24 09:56:03.8083|INFO|Wemo device: 192.168.100.101:49153 
turned OFF. 
2016-02-24 09:56:04.6199|INFO|Wemo device: 192.168.100.101:49153 
turned ON. 
2016-02-24 09:56:05.3835|INFO|Wemo device: 192.168.100.101:49153 
turned OFF. 
2016-02-24 09:56:06.2382|INFO|Wemo device: 192.168.100.101:49153 
turned ON. 




B.2. Calculation of Performance Time 
 
The calculation details of the time taken  for both the intermediary server and the Claims 
middleware is given below.  
 
Figure B.1:  Excel sheet containing the calculation details 
The total time for each service is calculated by substracting the start time from the 
end time. The total time to process the whole requests is calculated by adding each 




B.3. JMeter generating Requests 
 
The requests are made to the client using the JMeter tool. It has the provison to 
change the number of users and the requests per user. This tool helped us make 
multiple calls to the server. 
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