Abstract. Hamiltonian Monte Carlo (HMC) has recently received considerable attention in the literature due to its ability to overcome the slow exploration of the parameter space inherent in random walk proposals. In tandem, data subsampling has been extensively used to overcome the computational bottlenecks in posterior sampling algorithms that require evaluating the likelihood over the whole data set, or its gradient. However, while data subsampling has been successful in traditional MCMC algorithms such as Metropolis-Hastings, it has been demonstrated to be unsuccessful in the context of HMC, both in terms of poor sampling efficiency and in producing highly biased inferences. We propose an efficient HMC-within-Gibbs algorithm that utilizes data subsampling to speed up computations and simulates from a slightly perturbed target, which is within O(m −2 ) of the true target, where m is the size of the subsample. We also show how to modify the method to obtain exact inference on any function of the parameters. Contrary to previous unsuccessful approaches, we perform subsampling in a way that conserves energy but for a modified Hamiltonian.
Introduction
Bayesian inference relies on the computation of the posterior distribution of the parameter vector θ ∈ Θ ⊂ R d given the data y, π(θ) = p Θ (θ)p(y|θ)/p(y), where p Θ (θ) and p(y|θ) denote the prior and likelihood, respectively, and p(y) is a normalization constant. The functional form of the posterior distribution often does not correspond to a known distribution and hence obtaining independent samples is difficult, especially when the dimension of θ is moderate to large. Markov Chain Monte Carlo (MCMC) is a generic sampling algorithm which produces (correlated) samples from π(θ) by quantifying the so called typical set (Cover and Thomas, 2012) , which consists of regions with high probability mass (density multiplied by volume) such that high-dimensional integrals can be estimated based on the iterates, circumventing the curse of dimensionality (Betancourt, 2017 ).
Metropolis-Hastings (MH) (Metropolis et al., 1953; Hastings, 1970) is arguably the most popular MCMC algorithm. Its most common implementation uses a random walk proposal, in which a new sample is proposed based on the current state of the Markov chain. While this proposal is easy to implement, it explores the typical set very slowly in high-dimensional problems, resulting in an MCMC chain that moves slowly with highly correlated draws which gives imprecise estimators of integrals over the posterior distribution (Betancourt, 2017) .
Hamiltonian Monte Carlo (HMC) (Duane et al., 1987) can produce distant proposals while maintaining a high acceptance probability (Neal, 2011; Betancourt, 2017) . HMC augments the target variables by corresponding fictitious momentum variables and carries out the sampling on an extended target distribution which is proportional to the exponential of a Hamiltonian function that describes the total energy of the system, which is the sum of the potential energy (= − log π(θ)) and kinetic energy (minus log-density of the fictitious variables). Hamiltonian dynamics, specified by Hamilton's equations, describes how the Hamiltonian, i.e. the total energy, evolves through time. One particularly interesting feature of the Hamiltonian is that it conserves energy as "time" evolves, a property that is approximately maintained even when the dynamics is approximated in discrete time. Hence, a MH proposal (on the extended space) that is obtained by simulating the dynamics has approximately the same value of the extended target density as that of the current draw, resulting in a high acceptance probability, even when the proposed draw is far from the current draw. This, and the characteristic that the trajectory is confined within the typical set, avoids the inherently slow exploration of the parameter space evident in random walk proposals. However, HMC comes with the extra computational burden of computing the gradient of the log-posterior in each step when simulating the dynamics, and typically a large number of steps is performed. This burden is magnified in the presence of large data sets, which are increasingly available to practitioners.
Our article speeds up computation by using subsets of the data to estimate both the dynamics and the subsequent MH correction performed when deciding to accept a proposal.
More precisely, we propose a HMC-within-Gibbs that alternates sampling (i) small subsets of data and (ii) target variables, where the latter update is performed by HMC with a dynamics estimated using the subset from (i), and the corresponding MH correction uses the estimate of the likelihood based on the same subset. The acceptance decision in (i) and the choice of likelihood estimator gives us a marginal target distribution for θ which is within O(m −2 ) of π(θ), where m is the subsample size. Moreover, we present an alternative unbiased approach which allows us to compute expectations of any function of the parameters without bias.
The paper is organized as follows. Section 2 reviews previous research, with a special emphasis on previous literature that discusses the incompatibility of data subsampling and Hamiltonian Monte Carlo. Section 3 presents our methodology and argues that it circumvents this apparent incompatibility. Finally, Section 4 demonstrates the usefulness of the method by estimating a high-dimensional non-linear spline model in a firm bankruptcy application and documents a dramatic improvement over the standard HMC algorithm without subsampling.
Previous research
There has recently been a surge of interest in developing posterior simulation algorithms that scale both with respect to the number of observations n and the number of parameters d. Contrary to posterior optimization algorithms, in which only the posterior mode needs to be located, simulation methods require further iterations as typically a reasonably large number of posterior samples N is necessary for reliable inference. While it may be argued that posterior optimization is better suited for big data in terms of computational effort, it is undoubtedly preferable to have an estimate of the entire posterior distribution of the parameters when quantifying uncertainty -a central task in Bayesian inference. Although there exist optimization methods that aim to approximate the entire posterior distribution, e.g. Variational Bayes (Blei et al., 2017) or the Laplace approximation (Bernardo and Smith, 2001 , Chapter 5), in practice it is nearly impossible to know how they perform without comparing the results to a posterior simulation method. It is thus important to develop simulation methods that:
(i) remain computationally feasible when n is large
(ii) explore the posterior distribution efficiently when d is large, in order to avoid a prohibitively large number of posterior samples N .
Two distinct approaches exist to resolve (i). The first is to utilize parallel computing, by dividing the n data observations into different parts, perform independent posterior simulation (each based on a single part of the data) and subsequently merge the draws to represent the full data posterior (based on all n data points). See, for example, Scott et al. (2013) ; Neiswanger et al. (2014) ; Wang and Dunson (2014) ; Minsker et al. (2014) ; . The second approach, which is the focus in our article, is to work instead with a subsample of m observations to estimate the full data posterior (Maclaurin and Adams, 2014; Korattikara et al., 2014; Bardenet et al., 2014 Bardenet et al., , 2015 Quiroz et al., 2017c,a,b) or the gradient thereof (Welling and Teh, 2011; Chen et al., 2014; Ma et al., 2015; Baker et al., 2017) .
The simulation algorithm then uses the estimated quantities in place of the true quantities to reduce the computational effort. The rest of this section reviews samplers which utilize gradient information about π(θ).
The primary problem confronted in (ii) is not the size of n, but rather how to generate proposals which maintain a high acceptance probability and are also distant enough to avoid a highly persistent Markov chain for θ. A useful approach is to simulate a discretized Langevin diffusion (Roberts and Rosenthal, 1998; or, more generally,
Hamilton's equations (Duane et al., 1987) and use the simulated draw as a proposal in the MH algorithm, so as to correct for the bias introduced by the discretization (Neal, 2011) .
HMC provides a solution to (ii) (Neal, 2011; Betancourt, 2017) , but when combined with (i), the algorithm becomes computationally infeasible since simulating the Hamiltonian dynamics requires a large number of costly gradient evaluations for every proposed θ. One might try to estimate the dynamics, simulating it using a fixed subsample of the data through each discretized trajectory step when estimating the gradient of the potential energy unbiasedly and skip the MH correction (to avoid the full data evaluation). Betancourt (2015) demonstrates that this simple strategy produces highly biased trajectories, where the bias depends upon the quality of the gradient estimator. Moreover, Betancourt (2015) shows that renewing the subsample in each step of the trajectory (hoping that the bias averages out) still performs poorly; see also the so called naive stochastic gradient HMC in Chen et al. (2014) . Betancourt (2015) illustrates that adding a MH correction step based on the full data (which would remove all bias) deteriorates the high acceptance probability of HMC rapidly as d increases, and concludes that there is a fundamental incompatibility of HMC and data subsampling. As a remedy to the poor performance by the naive stochastic gradient HMC, Chen et al. (2014) propose adding a friction term to the dynamics to correct for the bias, but this sacrifices the coherent exploration of the Hamiltonian flow (Betancourt, 2015) .
A different approach, but related in the sense that it uses an estimated gradient, is Stochastic Gradient Langevin Dynamics (Welling and Teh, 2011, SGLD) . SGLD combines Stochastic Gradient Optimization (Robbins and Monro, 1951, SGO) and Langevin dynamics (Roberts and Rosenthal, 1998) , by allowing the initial iterates to resemble a SGO and gradually traverse to Langevin Dynamics so as to not collapse to the mode. SGLD avoids a costly MH correction as the discretization error of the Langevin dynamics is decreased as a function of the iterates. However, the drawback of SGLD is that the consistency rate of estimators based on its output is N −1/3 (Teh et al., 2016) as opposed to N −1/2 for MCMC (Roberts and Rosenthal, 2004) , and in particular HMC. Moreover, it was demonstrated by Bardenet et al. (2015) to give a poor approximation of the full posterior distribution (although getting the mode right) on a toy example with d = 2 and highly redundant data, i.e. superfluous amounts of data in relation to the complexity of the model. Recently, Dubey et al. (2016) improve SGLD using control variates, see also Baker et al. (2017) who, in addition, use control variates in the algorithm proposed in Chen et al. (2014) .
The next section presents our implementation of subsampling HMC and discusses why our approach avoids the pitfalls described in Betancourt (2015) .
Methodology
Our objective is to obtain samples from π(θ) given a dataset with a very large number of observations n and a possibly large number of variables d, with d < n. Although n is large, we stress that the data are not redundant in our application in Section 4.
Background. Quiroz et al. (2017c) devise a pseudo-marginal MCMC (Andrieu and
Roberts, 2009) scheme targeting the augmented posterior
where m (θ) is an unbiased log-likelihood estimator with variance σ 2 (θ) estimated by σ 2 m (θ), and u ∈ U ⊂ {1, . . . , n} m , with density p U (u), is the set of indices for the subsampled data points, see Section 3.3. Note that all estimated quantities also depend on n and d, which are suppressed to avoid notational clutter. The exponent term in (3.1) is an estimate of the likelihood and is by construction unbiased if m (θ) ∼ N ( (θ), σ 2 (θ)) and the correction term replaced with the true σ 2 (θ); otherwise the estimator is biased. However, with our choice of control variate in (3.6), Theorem 1 in Quiroz et al. (2017c) gives the upper bound of the fractional error for the perturbed target π m (θ) = u π(θ, u)du, Quiroz et al. (2017c) show that m = m(n) is sublinear in n and allow for d to grow with n in their analysis, see also Section 3.6. However, they did not consider datasets with large d because of the well known limitation of random walk proposals in high dimensions. The main contribution of our article is to extend their approach to high-dimensional d, with the help of Hamiltonian Monte Carlo.
3.2. Outline of the idea. We introduce the fictitious continuous momentum vector p ∈ R d of same dimension as θ, which we henceforth assume to be continuous. Furthermore, augmenting the target in (3.1), we obtain
where M is a symmetric, positive-definite matrix. In (3.3) we have assumed, without loss of generality for our subsampling approach, that the Hamiltonian H is separable. We propose to sample (3.3) using Gibbs sampling (Geman and Geman, 1984) , alternating sampling
(1) u|θ, p, y -Metropolis-Hastings update (Section 3.4)
(2) θ, p |u, y -Hamiltonian Monte Carlo given the set of u from Step 1 (Section 3.5).
Note that a Metropolis-Hastings step within Gibbs (MH-within-Gibbs) is valid (Johnson et al., 2013) , and so is a Hamiltonian step (Neal, 2011) . Therefore this scheme has (3.3) as its invariant distribution. Integrating out the momentum variables yields π (m) (θ, u) in (3.1) and, further integrating out u, gives π (m) (θ) with the error rate given in (3.2).
The next subsections show how to obtain accurate estimates and perform the Gibbs updates efficiently. In particular, we explain why our approach does not fundamentally compromise the Hamiltonian flow.
3.3. Efficient estimators. Quiroz et al. (2017c) propose sampling m observations with replacement and estimate an additive log-likelihood
by the unbiased difference estimator
then we obtain an efficient estimator by taking ω k = 1/n for all k. Hence, the sampling probabilities are not required to be computed prior to sampling, which can be prohibitively expensive. With these ω k we can estimate σ
and e u denotes the mean of the e u i in the sample u = (u 1 , . . . , u m ). We follow Bardenet et al. (2015) and let q k (θ) be a Taylor approximation around a central value θ of (θ),
After processing the full data once before the MCMC to compute simple summary statistics, n k=1 q k (θ) can be computed in O(1) (Bardenet et al., 2015) . It is straightforward to modify (3.4) to instead provide an unbiased estimator of the gradient of the log-likelihood.
where
are obtained at the cost of computing over the full dataset once before the MCMC since θ is fixed. It is also straightforward to compute ∇ θ σ 2 m (θ) using (3.5) with this choice of control variate.
3.4. Gibbs update of the data subset. Given θ (j−1) , p (j−1) and u (j−1) , at iteration j we propose u ∼ p U (u) and set u (j) = u with probability
where the notation emphasizes that the estimators are based on different data subsets. If
Since u is proposed independently of u (j−1) , the log of the ratio in (3.8) can be highly variable, possibly getting the sampler stuck when the numerator is significantly overestimated.
Inducing a high correlation between the estimators at the current and proposed draws, either through correlating u (Deligiannidis et al., 2016) or by block updates of u (Tran et al., 2016) , reduces the variance of the log of the ratio dramatically. We implement the block update of u for data subsampling in Quiroz et al. (2017c) with G blocks, which gives a correlation of roughly 1 − 1/G between the m at the current and proposed draws (Tran et al., 2016) .
Setting G = 100 helps the chain to mix well.
3.5. Gibbs update of the parameters. Given u (j) , we can utilize Hamilton's equations
to propose θ and p. Note that, since u (j) is fixed through time t, this trajectory follows the Hamiltonian flow for H viewed as a function of θ and p for a given data subset (indicated by u (j) ). We obtain the proposal as in standard HMC, using a Leapfrog integrator with integrating time L, but with H in place of H. Specifically, at iteration j, given the data subset u (j) , if the Leapfrog integrator starts at (θ (j−1) , p 0 ) with p 0 ∼ K( p) and ends at
In practice, it is unnecessary to store the sampled momentum.
Using the terminology in Betancourt (2015) , we can think of the dynamics in (3.9) generating a trajectory following a modified level set, as opposed to the exact level set obtained using a dynamics without subsampling the data (H with potential energy U(θ) = − log π(θ)). We discretize the Hamiltonian with a symplectic integrator which, given a sensible step length , introduces an error of O( 2 ) (Neal, 2011) relative to the modified level set and hence the discretization error is very small. However, note that the modified level set might be very far from the exact level set and hence also the discretized trajectory no matter how small is. Betancourt (2015) shows that adding a MH correction based on the exact Hamiltonian H (with the potential U(θ) = − log π(θ), attempting to make the algorithm have π(θ) as invariant distribution) results in a very low acceptance probability. This is intuitive, since the trajectory was generated using a different Hamiltonian H (with potential energy U(θ)) and hence energy conservation with respect to the exact Hamiltonian is impossible. Instead, our approach uses the Hamiltonian which actually generated the trajectory in the MH correction and hence, albeit not having π(θ) as its invariant, does not compromise the main mechanism behind the high efficiency of HMC: the energy conservation, even for distant proposals. This observation is also clear from the fact that, given that we use the same u throughout a single update of θ and p, we perform a standard HMC update with an estimated Hamiltonian based on u which uses an exact gradient of the estimated log-posterior (with the same u). Because of this feature, we name our algorithm Hamiltonian Monte Carlo with Energy Conserving
Subsampling (HMC-ECS).
Section 3.2 shows the asymptotics of the fractional error of the invariant distribution of our algorithm relative to that obtained by the HMC without data subsampling, i.e. π(θ).
Section 3.6 studies this further. Algorithm 1 shows one iteration of our proposed HMC-ECS algorithm based on the Leapfrog integrator.
3.6. Asymptotic properties. Quiroz et al. (2017c) show that by using the control variates in Section 3.3, the variance of the log-likelihood estimator is
Algorithm 1: One iteration of HMC-ECS.
Input: Current position u (j−1) , θ (j−1) , stepsize and integrating time L Propose u ∼ p U (u) Set u (j) ← u with probability
To obtain a variance which is bounded in n we can take, for example, d = O(n 1/2 ) and
Note that the asymptotic analysis allows for increased model complexity through increasing d, while we are able to still target σ 2 (θ) = O(1) using a subsample size which is sublinear in m.
If the value of σ 2 (θ) is large, then it is important to perform block updates of u as discussed in Section 3.4 to ensure that the Gibbs step u|θ, p, y does not get stuck. However, Quiroz et al. (2017c) argue that increasing σ 2 (θ) increases the perturbation error. They devised an approach to compute the perturbation error given a value of θ. Nevertheless, an unacceptably large σ 2 (θ) may occur when the dimension of the parameter is very large, and the algorithm may then produce estimates with non-negligible bias. This can be avoided by an alternative approach which we now discuss.
3.7. Exact Hamiltonian-within-Gibbs. Quiroz et al. (2017a) propose using the Poisson estimator (Wagner, 1987) to estimate the likelihood unbiasedly in a subsampling MCMC.
We now briefly describe the approach of Quiroz et al. (2017a) . Generate G ∼ Poisson (µ) and let u (h) ∼ p U (u) with m b observations for each h = 1, . . . , G. The Poisson estimator of the likelihood is
where a is a constant, µ = E[G] (if G is zero the product is defined to be 1) and m b is defined in (3.4).
Defining the augmented density targeted by HMC-ECS using this estimator yields (3.14)
Remarkably,
and thus HMC-ECS with (3.13) simulates from the desired target given that (3.14) is a proper density, which holds only if Pr L m (θ) ≥ 0 = 1. This requires that a in (3.13) is a lower bound of (h) m b (Jacob and Thiery, 2015) which results in a prohibitively costly estimator (Quiroz et al., 2017a) .
Instead, we follow Quiroz et al. (2017a) who use the approach of Lyne et al. (2015) for exact inference of an expectation of an arbitrary function ψ(θ) with respect to π(θ). This is achieved by considering the target
and s(θ, u) = sign L m (θ) . For any function ψ,
Hence, we can use our scheme to simulate from (3.14), record the sign s (j) of the estimate at the jth iteration, and estimate the expectation by
.
Lyne et al. (2015) ratios, all scaled with respect to total assets, are earnings (x 1 ), leverage (x 2 ), cash (x 3 ) and tangible assets (x 4 ). The dataset also contains the log of firm age in years (x 5 ) and the log of deflated total sales (x 6 ) to control for age and size effects. Finally the macroeconomic variables yearly GDP-growth rate (x 7 ) and the interest rate (x 8 ) are included.
Nonlinear bankruptcy models for this dataset have been analyzed in Quiroz and Villani (2013) and Giordani et al. (2014) . We follow the approach of Giordani et al. (2014) who model the log odds of the firm failure probability as a non-linear function of the covariates using an additive spline model. They estimate the parameters using a frequentist Generalized Additive Model (GAM) approach (Hastie and Tibshirani, 1990) . Our article uses a Bayesian approach and simulates from the 89 dimensional posterior distribution (an intercept and 10 knots + linear term for each covariate) given the n = 4, 748, 089 firm-year observations. This is clearly a nontrivial problem and requires an efficient MCMC scheme.
We consider the logistic regression
where, for simplicity, the shrinkage factor is λ = 0.1 and I is the identity matrix. We estimate the model using HMC-ECS and compare its performance against the standard (non-subsampling) HMC.
Tuning HMC and HMC-ECS. It is well known that Hamiltonian MC is difficult to
tune and hence so is HMC-ECS. Section 3.5 argues that HMC-ECS (based on the subset u)
is a Hamiltonian Monte Carlo update and can thus be tuned using the same methods.
To select the step-size in the Leapfrog integrator, we utilize the dual averaging approach of Hoffman and Gelman (2014) which requires a predetermined trajectory length L. This is found by preliminary runs of HMC with a small (to ensure a small discretization error) and a large L (to move far), with the aim to find a trajectory length which gives a reasonable sampling efficiency. We found that L ≈ 2 is sensible for our problem. The dual averaging algorithm uses this trajectory length and adaptively changes throughout a training period of 1, 000 iterations in order to achieve a desired level of acceptance rate δ. We follow Hoffman and Gelman (2014) and set δ = 0.8. The choice of the positive-definite matrix M is crucial for the performance of HMC (and therefore also HMC-ECS): an M that closely resembles the covariance of the posterior facilitates sampling, especially when θ is highly correlated in the posterior (Neal, 2011; Betancourt, 2017) . In logistic regression, we can approximate
, which is the Hessian of the log posterior evaluated at some θ . The closer θ is to the posterior mode, the better the approximation. We update θ , and then M , every the tuning discussed here might be suboptimal for HMC-ECS. For example, the choice of kinetic energy is based on Σ of the full data posterior, which would favor the performance of HMC. However, both algorithms have equal state-of-the-art performance with respect to the sampling efficiency.
For the settings specific to HMC-ECS, we let G = 100 and m = 10, 000 so that each block of u contains 100 random variables u i . With N = 1, 000 iterations this means that every block is updated (on average) 10 times. Tran et al. (2016) show that in large samples the dependence between θ and u in the posterior is weak and hence in practice one obtains good mixing even if u moves slowly.
We acknowledge that the tuning of , M and L in this particular problem, which results in basically iid sampling in Section 4.3, is a consequence of an ideal situation with the logistic model. For example, Σ can be computed analytically which is useful for both selecting M and (see above). This is a situation which is unlikely in a more complex model. However, we stress that this is not something which puts HMC-ECS in a more favorable position than HMC. Our article is the first to demonstrate a serious example of subsampling MCMC and, by using optimal implementations of both HMC and HMC-ECS, we focus on comparing their core performance, rather than worrying about tuning issues. That being said, we hope to further develop HMC-ECS in future research; see Section 5.
4.3. Results. Figure 1 illustrates the accuracy of HMC-ECS compared to full data HMC, where both algorithms run for 1,000 iterations. The figure shows the kernel density estimates of the marginal posterior densities for the earnings-ratio (x 1 with effect β 1 ) and the corresponding coefficients of the non-linear parts. We have verified similar accuracy for the other coefficients (not shown here). 
and ρ l is the l-lag autocorrelation of the chain. We estimate ESS and IF using the CODA package in R (Plummer et al., 2006) . Both algorithms are as efficient as i.i.d. sampling according to these measures. The table also shows that HMC-ECS can maintain an acceptance rate close to that of HMC even in this high dimensional example. . The data is divided into 100 equally sized groups based on the earnings-ratio. For each group, the empirical estimate of the bankruptcy probability is the fraction of bankrupt firms. These empirical estimates are represented as blue dots, where the corresponding x-value (earningsratio) has been set to the mean within the group. The model estimates for each of the 100 groups are obtained by, for each posterior sample θ, averaging Pr(y k = 1|y) for all observations k in a group, and subsequently computing the posterior mean (solid line) and 90% credible interval (quantiles 5-95, shaded region).
We conclude that significant gains, with RCT ranging from 180-300, are obtained for the HMC-ECS compared to using HMC on the full dataset.
Finally, Table 2 uses the fractional error formula derived in Quiroz et al. (2017c) to show that error(θ) < 8.501×10 −14 in (3.2) is very small, and hence that our approximate approach is very accurate. We acknowledge that the small perturbation error obtained in this example is due to HMC-ECS using a good reference θ , which results in accurate control variates.
However, we stress that when σ 2 (θ) is prohibitively large we can instead use the Poisson estimator as described in Section 3.7 to avoid noticeable biases. Table 2 . Perturbation error of the invariant distribution of HMC-ECS. The table shows the min, max and mean of the absolute value of (3.2) over 100 iterations of HMC-ECS. The fractional error has been computed using the approach in Quiroz et al. (2017c) 5.
HMC HMC-ECS

Conclusions and Future Research
We propose a method to speed up Bayesian inference while maintaining high sampling efficiency in high-dimensional parameter spaces by combining data subsampling and Hamiltonian Monte Carlo. Although our asymptotic results allow for the dimension of θ to increase with the size of the dataset n, eventually the variance of the log-likelihood estimator σ 2 (θ)
will become so large that the error in the posterior simulation will be undesirably large with the unbiased log-likelihood estimator. In this scenario, we can instead use the Poisson estimator that is unbiased for the likelihood which, although having a larger σ 2 (θ), is exact in the sense that the iterates of HMC-ECS can be used to consistently estimate the expectation of any function of the parameters. Of course, at some limit of the dimension, σ 2 (θ) will be so large that the first step of our algorithm gets stuck, and the algorithm stops mixing over u. Therefore HMC-ECS does not scale as well as HMC, but in exchange is considerably faster when applicable. However, keeping in mind that Bardenet et al. (2015) and Quiroz et al. (2017c) demonstrate that most subsampling approaches cannot even beat the standard (non-subsampling) MH on toy examples with d = 2 and highly redundant data, we believe that our method is a good step forward in scaling up MCMC for huge datasets.
Similarly to HMC, HMC-ECS is difficult to tune. Self-tuning algorithms such as the No-U-Turn sampler (Hoffman and Gelman, 2014) have been proposed for HMC and it would be interesting to see if our ideas can be applied there. It will also be interesting to consider Riemann Manifold HMC (Girolami and Calderhead, 2011) , which has been demonstrated to be very effective when a high-dimensional posterior exhibits strong correlations. Scaling up such an algorithm will open up the possibility of estimating highly complex models with huge datasets. Finally, until very recently, one of the limitations of HMC was its inability to cope with discrete parameters. Nishimura et al. (2017) 
