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ON LIFTINGS OF PROJECTIVE INDECOMPOSABLE
G(1)-MODULES
PAUL SOBAJE
Abstract. Let G be a simple simply connected algebraic group over an al-
gebraically closed field k of characteristic p, with Frobenius kernel G(1). It
is known that when p ≥ 2h − 2, where h is the Coxeter number of G, the
projective indecomposable G(1)-modules (PIMs) lift to G, and this has been
conjectured to hold in all characteristics. In this paper, we explore the lifting
problem via extensions of algebraic groups, following the work of Parshall and
Scott who in turn build upon ideas due to Donkin. We prove various results
which augment this approach, and as an application demonstrate that the
PIMs lift to G(1)H, for particular closed subgroups H ≤ G which contain a
maximal torus of G.
1. Introduction
Let G be a simple simply connected algebraic group over an algebraically closed
field k of characteristic p, with Frobenius kernel G(1). A conjecture by Humphreys
and Verma, at this point more than 40 years old, states that the projective inde-
composable G(1)-modules (PIMs) should lift to G. Donkin later added to this by
conjecturing that each PIM should come via restriction of a certain indecomposable
tilting module for G. These conjectures are known to be true if p ≥ 2h− 2, where
h is the Coxeter number of G, but remain open for general p (see Section 2.2).
Parshall and Scott advanced this theory in recent years, proving a stable version
of the Humphreys-Verma conjecture [13]. That is, for a given projective indecom-
posable G(1)-module Q, they show that there is an integer n ≥ 1 such that Q
⊕n
has a G-structure. Moreover, they detail in [14] how the lifting problem can be
transformed into a problem about algebraic group extensions of G by a connected
unipotent group UA, building on constructions due to Donkin [5].
In this paper, we seek to better understand the lifting problem from the group
extension point of view. In Section 2 we recall various results pertaining to group
extensions and cohomology, in many instances presenting them in a manner tailored
to our specific needs. We then prove several results in Sections 3 and 4 which
augment the group extension approach to the lifting problem.
It is well known in all characteristics that the PIMs lift to G(1)T , where T is a
maximal torus of G. In Section 5, we show that the results in Sections 3 and 4 can
be used to improve upon this. First, we show that the PIMs lift to the subgroup
scheme G(1)NW ′ where NW ′ is a subgroup of the normalizer groupNG(T ) for which
the finite group NW ′/T has order relatively prime to p. In particular, if p does not
divide the order of the Weyl group of G, then the PIMs lift to G(1)NG(T ) (over
which they are still injective modules). Second, we show that if G = SLn and
p ≥ n − 2 then the PIMs can be lifted to G(1)L-modules when L is a rank 1 Levi
subgroup of G.
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These applications fall far short of the ultimate goal of lifting the PIMs to G,
but it should be noted that progress of any kind on this problem has proven quite
elusive over the last few decades. Moreover, we believe that the methods considered
are of theoretical interest in their own right.
We also note that the lifting conjecture is often formulated more generally for
an arbitrary Frobenius kernel G(r) of G, where r ≥ 1. However, as observed by
Jantzen in [8, II.11.16 Remark (2)], if the PIMs for G(1) lift to G, then the PIMs
for G(r) lift as well.
In addition to the aforementioned works by Parshall and Scott [14] and Donkin
[5], our results and methods most heavily depend upon the papers by McNinch
([10] and [11]) and Stewart [15] on cohomology and group extensions, and the
computations of Bendel, Nakano, and Pillen [3] on second cohomology groups.
1.1. Acknowledgments. We wish to thank Eric Friedlander, Dan Nakano, George
McNinch, and Jens Jantzen for helpful discussions and correspondences.
2. Preliminaries/Recollections
2.1. Notation. Throughout G will be a simple simply connected algebraic group
over k. We fix a maximal torus T ≤ G, and let NG(T ) be the normalizer of T in G.
The Weyl group W denotes the finite group NG(T )/T , while Φ is the root system
of G with respect to T . For each α ∈ Φ we fix a root homomorphism ϕα : Ga → G,
the image of which we denote by Uα. We fix a Borel subgroup B ≤ G so that the
positive roots Φ+ are those α for which Uα ≤ B. This also determines our choice
of simple roots Π ⊆ Φ. For each I ⊆ Π, we let LI denote the associated standard
Levi subgroup.
We let X(T ) be the character group of T , X(T )+ the set of dominant weights,
and X1(T ) the set of p-restricted weights. Let ρ = 1/2(
∑
α∈Φ+ α). The action of
W on T induces an action on X(T ), and for each w ∈ W and λ ∈ X(T ) we will
denote this action by wλ or w(λ). The dot action is w · λ = w(λ + ρ) − ρ. The
element w0 ∈W is the unique one with the property that w0(Φ
+) = −Φ+.
We will be working within the category of affine group schemes over k. If H is
such a group scheme, then it is a functor which for each commutative k-algebra R
returns the group H(R). The coordinate algebra of H is denoted k[H ]. When we
refer to H as an algebraic group, this implies that k[H ] is reduced (nilpotent-free).
In such cases, we might write h ∈ H as shorthand for h ∈ H(k).
If H is an algebraic group, we denote its Lie algebra by h. It is a restricted
Lie algebra with restricted enveloping algebra u(h). We let H(r) denote the r-th
Frobenius kernel of H . There is an equivalence between representations for H(1)
and u(h), and Homk(k[H(1)], k) ∼= u(h) [8, I.9.6(4)].
As each G(r) is a normal in G, for any closed subgroup scheme H ≤ G we can
form the subgroup scheme G(r)H ≤ G [8, I.6.2]. In particular we will consider this
for H an algebraic subgroup, and will G(r)H an infinitesimal thickening of H .
We set our notation for important classes of modules, the notation exactly fol-
lowing that given in [8]. For every λ ∈ X(T )+ there is a unique simple G-module
with highest weight λ which we denote by L(λ). For every λ ∈ X(T ) there is a
unique simple G(1)T -module L̂1(λ) with highest weight λ, this module remains sim-
ple upon restriction to G(1) over which we denote it as L1(λ). The simple modules
for G and G(1)T are indexed by the sets with X(T )+ and X(T ) respectively, while
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the simple G(1)-modules are in bijection with X1(T ), which is itself in bijection
with X(T )/pX(T ) ∼= X(T(1)) via the natural map from X(T ) to X(T(1)). Every
λ ∈ X(T ) can be uniquely written as λ = λ0+pµ, where λ0 ∈ X1(T ) and µ ∈ X(T ).
If we let pµ also denote the one-dimensional G(1)T -module on which G(1) acts triv-
ially and T acts via pµ, we have a G(1)T -isomorphism L̂1(λ) ∼= L̂1(λ0)⊗ pµ.
For each λ ∈ X1(T ), we let Q1(λ) denote the projective indecomposable G(1)-
module with unique simple quotient L1(λ). The socle of Q1(λ) is simple, and is
also isomorphic to L1(λ). Let Q̂1(λ) be the G(1)T -projective cover of L̂1(λ). Then
it is also the injective hull of L̂1(λ), and Q̂1(λ) ∼= Q1(λ) over G(1). If µ is a weight
of Q̂1(λ), then it is known that λ− 2(p− 1)ρ ≤ µ ≤ 2(p− 1)ρ+ w0λ.
In general, for any µ ∈ X(T ) we write Q̂1(λ+ pµ) for the G(1)T -projective cover
of L̂1(λ+ pµ). We have Q̂1(λ + pµ) ∼= Q̂1(λ) ⊗ pµ.
For each λ ∈ X(T )+, T (λ) will denote the indecomposable tilting module of
highest weight λ.
2.2. The Conjectures of Humphreys-Verma and Donkin. It was first con-
jectured by Humphreys and Verma in [7] that there should be a G-structure for
each G(1)-module Q1(λ), at which point the conjectured statement had already
been shown to be true for SL2 by Jeyakumar [9]. We have recalled above that
Q1(λ) can always be lifted (non-uniquely) to G(1)T . If it can further be lifted to
G, then every G-module structure must have a simple socle which is isomorphic to
L(λ). Therefore, there is only one G(1)T -lift of Q1(λ) which could possibly have
a G-structure, namely Q̂1(λ). So the conjecture can equivalently be stated to say
that the G(1)T -module Q̂1(λ) lifts to G.
Donkin furthered this conjecture by proving in [5] that there exists some G-
module M whose formal character is the same as that of Q̂1(λ) (a necessary condi-
tion for the conjecture to hold). He later conjectured that one G-module structure
for Q̂1(λ) is that of the indecomposable tilting module T (2(p− 1)ρ + w0(λ)). We
note that neither the Humphreys-Verma conjecture, nor this refinement, say any-
thing about the uniqueness of such a G-structure, although uniqueness is known to
hold in the cases in which both conjectures have been shown to be true.
When p ≥ 2h − 2, then Donkin’s conjecture holds, and this is the unique G-
structure on Q̂1(λ). This result is due to Jantzen [8, II.11.11], who improved an
earlier result by Ballard [2] which established lifting when p ≥ 3h − 3. It is also
known that in all characteristics the Humphreys-Verma conjecture holds for SL3,
though it is unclear if there are multiple non-isomorphic structures (see end of [8,
II.11.16]).
Parshall and Scott proved in [13] that there is always some integer n ≥ 1 for
which Q1(λ)
⊕n lifts to G.
2.3. From Lifting Representations to Group Extensions. Parshall and Scott
in [14] show how the lifting problem can be converted into a problem about exten-
sions of algebraic groups, building on constructions due to Donkin. In fact, the
authors develop this theory for a more general class of modules than we consider
here.
Let λ ∈ X1(T ), and fix a decomposition of T (2(p−1)ρ+w0λ) into indecomposable
G(1)-submodules. It is known that Q1(λ) occurs exactly once as a summand of this
decomposition and that its G(1)-socle is a G-submodule of T (2(p− 1)ρ+ w0λ) (as
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follows from [8, II.11.9(3)] and a result due to Pillen [6, Theorem 2.5]). In [5],
Donkin defined a variety morphism
σ : G→ GL(Q1(λ)), σ(g).v = prQ1(λ)(g.v),
where prQ1(λ) is the projection of T (2(p− 1) +w0λ) onto Q1(λ) given by the fixed
G(1)-decomposition.
Let A = EndG(1)(Q1(λ)). Since Q1(λ) is indecomposable over G(1), A is iso-
morphic as an algebra to k ⊕ JA, where k is the center of Endk(Q1(λ)) and JA
consists of nilpotent matrices. In particular, each X ∈ JA annihilates the socle
of Q1(λ). Let UA = 1 + JA. This is a closed unipotent subgroup of GL(Q1(λ)).
Donkin showed that UA and σ(G) generate a closed subgroup G
∗ ≤ GL(Q1(λ))
which extends the representation of G(1). Additionally, UA is normal in G
∗, and
the composite of morphisms
G
σ
−→ G∗ → G∗/UA
is an epimorphism of algebraic groups (note that σ is only a variety morphism in
general).
Parshall and Scott augmented this approach by creating a somewhat more nat-
ural group which is actually an extension of G (as opposed to G∗ which is an
extension of a group isogenous to G). Specifically, σ defines morphisms
γ : G×G→ UA, κ : G× UA → UA
satisfying various properties which allow for the construction of a group G⋄ which
is an extension of G by UA (see [14, 2.2]). In the language of the next subsection,
there is a strictly exact sequence
1→ UA → G
⋄ π−→ G→ 1
so that G⋄ ∼= G×UA as a variety. We note that if UA is abelian, then because it is
also G-equivariantly isomorphic to its Lie algebra, the morphism γ would represent
an element in the rational cohomology group H2(G,UA), in which case one would
construct G⋄ in the standard way (see the following subsection). However, Parshall
and Scott require a more involved approach due to the fact that UA is not necessarily
abelian.
They define a representation σ⋄ : G⋄ → GL(Q1(λ)) given by σ
⋄(g, u).v =
σ(g)u.v. There is a morphism of affine group schemes
jG(1) : G(1) → G
⋄
so that π◦jG(1) is the identity morphism on G(1). The subgroup scheme jG(1)(G(1))
is normal in G⋄, with UA acting trivially on it, and there is a group scheme isomor-
phism
G⋄(1)
∼= jG(1)(G(1))× UA,(1).
The morphism σ⋄ ◦ jG(1) gives the original representation of G(1) on Q1(λ), and
σ⋄(G⋄) = G∗.
Theorem 2.1. The G(1)-structure on Q1(λ) lifts to G if and only if there is a
morphism of algebraic groups j : G → G⋄ extending the morphism jG(1) . If there
are two such morphisms, j1 and j2, then they define the same G-module (up to
isomorphism) if and only if there is some h ∈ G⋄ such that j1(g) = hj2(g)h
−1 for
all g ∈ G.
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Proof. Corollary 3.7 and Remark 3.8 in [14]. 
Parshall and Scott observe in [14, Theorem 3.6] that the group G⋄ is independent
of the choice of the variety morphism σ. In particular, we may choose the decom-
position of T (2(p−1)ρ+w0λ) in the definition of σ to be a G(1)T -decomposition, so
that a single summand is isomorphic to Q̂1(λ). In this case, for all t ∈ T, v ∈ Q1(λ),
and w ∈ T (2(p− 1)ρ+ w0λ) we have
t.v = σ(t).v, prQ1(λ)(t.w) = t.(prQ1(λ)(w)),
hence for all g ∈ G, t ∈ T , and v ∈ Q1(λ),
σ(gt).v = prQ1(λ)(gt.v) = prQ1(λ)(g.(t.v)) = σ(g)σ(t).v,
and
σ(tg).v = prQ1(λ)(tg.v) = t.(prQ1(λ)(g..v)) = σ(t)σ(g).v.
We see that σ(tgt−1) = σ(t)σ(g)σ(t)−1 . We may therefore assume that there is an
algebraic section G→ G⋄ which is a group homomorphism on T , and for which the
image is stable under conjugation by T .
Let K ≤ T be the kernel of the homomorphism σ |T : T → GL(Q1(λ)). We then
see:
Lemma 2.2. The kernel of the map
σ⋄ : G⋄ → G∗
is K × {1}.
Proof. By definition, σ⋄(g, u) = σ(g)u, hence if (g, u) ∈ ker(σ⋄), then σ(g) = u−1.
Since σ(g) = 1 for all g ∈ K, we see that K × {1} ⊆ ker(σ⋄). On the other
hand, if (g, u) ∈ ker(σ⋄), then σ(g) ∈ UA, so that g maps to 1 in the composite
homomorphism
G
σ
−→ G∗ → G∗/UA.
SinceG is a simple algebraic group, the kernel of this morphism is a central subgroup
contained in T . But σ |T is an algebraic group homomorphism, so that σ(g) is a
semisimple element in G∗, hence we must have σ(g) = 1 = u, so that K × {1} =
ker(σ⋄). 
2.4. Extensions of Algebraic Groups and Cohomology. Let G be a linear
algebraic group, and U a connected unipotent group. Suppose we have an exact
sequence of algebraic groups
1→ U
i
−→ H
π
−→ G → 1
such that π induces an isomorphism of algebraic groups H/U ∼= G. This is referred
to as being a strictly exact sequence. Since k is algebraically closed and U is
connected unipotent, there always exists an algebraic section j : G → H such that
π ◦ j is the identity morphism on G (see [10, 2.2]). Based on Theorem 2.1, we need
to know when we may choose an algebraic section which is a morphism of algebraic
groups. If such a morphism exists then we say the extension is split.
Suppose first that U is a vector group (isomorphic to G×na for some n). The
following is detailed in [10, Section 4.4]. The conjugation action of H on U factors
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through G, so that G acts via group automorphisms on U . The section j gives rise
to a variety morphism
βj : G × G → U , βj(g1, g2) = j(g2)
−1j(g1)
−1j(g1g2).
If the action of G on U is k-linear (so that U is G-equivariantly isomorphic to a
rational G-module V ), then βj is a 2-cocycle in the Hochschild complex for the G-
module U ∼= V . The cohomology class [βj ] ∈ H
2(G,U) is independent of the choice
of the section j, and we obtain a bijection between equivalence classes of strictly
exact extensions of G by U for which the action of G on U is k-linear and the group
H2(G,U). The extension is split if and only if [βj ] = 0.
If the extension is split, then there is a complement to U in H , so that H ∼= U⋊G.
An implication of [10, 4.5.2] is that there is a single H-conjugacy class of such
complements if H1(G,U) = 0.
These results can be applied to extensions of G by U when the latter is not
a vector group which is G-equivariantly isomorphic to a rational G-module if one
can find an algebraic group filtration of U with quotients which meet this criteria.
Independently, McNinch [11, Theorem B] and Stewart [15, Theorem 3.3.5] have
shown that this is always possible given the assumptions in our paper.
We will now recall this result for the strictly exact extension
1→ UA → G
⋄ π−→ G→ 1
defined above. Here we can formulate a slightly stronger statement thanks to the
G⋄-equivariant isomorphism between UA = 1 + JA and Lie(UA) = JA.
Proposition 2.3. For any algebraic subgroup H ≤ G, there is a UA-central series
UA = U1 ≥ U2 ≥ · · · ≥ Un = 1 of connected closed subgroups, with each Ui nor-
mal in π−1(H), such that that Ui/Ui+1 is a vector group which is H-equivariantly
isomorphic to a simple rational H-module Vi.
Proof. The argument here is essentially the same as that used in the first half of
the proof of [15, 3.3.5]. The map
JA → UA, X 7→ 1 +X
is a G⋄-equivariant isomorphism of varieties. Since G⋄ acts on A = EndG(1)(Q1(λ))
by algebra automorphisms and JA is the radical of A, the powers of JA are stable
under the action of G⋄. Let Ui = 1 + (JA)
i. This is a closed connected subgroup
of UA which is normal in G
⋄. Moreover, we have that Ui ≤ Z(UA/Ui+1), since if
X ∈ (JA)
i and Y ∈ JA, then
(1 +X)(1 + Y ) = (1 + Y )(1 +X)
modulo Ui+1. We immediately see then that UA acts trivially on each quotient
Ui/Ui+1 so that the isomorphism above induces G-equivariant variety isomorphisms
(JA)
i/(JA)
i+1 → Ui/Ui+1.
As the G-module on the left can be given a filtration by simple modules, it is clear
that we can further refine the filtration {Ui} so that Ui/Ui+1 is a G-equivariantly
isomorphic to a simple G-module.
Using these arguments for the subgroup π−1(H) ≤ G⋄ acting on UA then proves
the full statement. 
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The following propositions were established by McNinch using inductive argu-
ments for arbitrary connected reductive groups, and appropriate group extensions.
We recall them here only in our particular setting.
First, let H ≤ G and Ui, Vi be as in the previous proposition.
Proposition 2.4. [10, 5.1,5.2] If H2(H,Vi) = 0 for all i, then there is a morphism
of algebraic groups jH : H → G
⋄ such that π ◦ jH is the identity morphism on H.
If H1(H,Vi) = 0 for all i, then jH(H) is unique up to conjugation in G
⋄.
Now choose Ui relative to G. Using the isomorphism of cohomology groups
H2(G, Vi) ∼= H
2(B, Vi), which is induced by the restriction of the Hochschild com-
plex [10, Proposition 4.2], we have:
Proposition 2.5. [10, 5.4] There is an algebraic group homomorphism jG : G →
G⋄ splitting π if and only if there is an algebraic group homomorphism jB : B →
π−1(B) splitting the resulting extension of B by UA.
2.5. Second cohomology of B. We require the following computations for B-
cohomology given by Bendel, Nakano, and Pillen [3], and also obtained by Andersen
and Rian [1] when p > h. As we will often apply these results to Borel subgroups
of Levi subgroups of G, we note that these formulas hold for arbitrary reductive
groups for which the assumptions on the prime hold.
Theorem 2.6. [3, Theorem 5.8] Let B be the Borel subgroup of a connected reduc-
tive group, and assume that p > 3. Then
H2(B, λ) =

k if λ = −piw · 0 for i ≥ 0, ℓ(w) = 2
k if λ = piα, α ∈ Π
k if λ = piα− pjβ, α, β ∈ Π
0 otherwise
Remark 2.7. We note that our signs differ from those in the cited papers due to
our choice of B corresponding to the positive roots rather than the negative ones.
3. Further Results
We continue to work with the algebraic group extension
1→ UA → G
⋄ π−→ G→ 1
from Section 2.3 associated to Q1(λ) for some fixed λ ∈ X1(T ).
We first look at when an algebraic group morphism from a closed subgroup
H ≤ G to G⋄ leads to a lifting of Q1(λ) to G(1)H . In formulating this, we find
it convenient to make use of the equivalence between first Frobenius kernels and
restricted Lie algebras, noting that the section jG(1) : G(1) → G
⋄ can also be viewed
as a splitting on the level of Lie algebras, so that
g⋄ ∼= djG(1)(g)⊕ Lie(UA).
We now have the following:
Proposition 3.1. Let H be an algebraic subgroup of G. If there is a morphism of
algebraic groups jH : H → G
⋄ such that π ◦ jH is the identity morphism on H, and
djH(h) ⊆ djG(1)(g), then Q1(λ) lifts to G(1)H.
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Proof. The subgroup scheme G(1)H ≤ G is isomorphic to the quotient of the ex-
ternal semi-direct product G(1) ⋊H by G(1) ∩H [8, I.6.2]. The conjugation action
of G⋄ on jG(1)(G(1)) factors via π since UA acts trivally, therefore jH(H) acts on
jG(1)(G(1)) as H acts on G(1). We then get a morphism
G(1) ⋊H
jG(1)×jH
−−−−−−→ G⋄.
Since dπ ◦ djH is the identity on h and dπ ◦ djG(1) is the identity on g, if djH(h) ⊆
djG(1)(g) we must have that djH = djG(1) on h. From this it follows that jH = jG(1)
on H(1) = G(1) ∩ H . So the kernel of the morphism jG(1) × jH is G(1) ∩ H , hence
it gives a morphism from G(1)H to G
⋄ extending jG(1) . Composing with σ
⋄ then
gives the representation of G(1)H on Q1(λ). 
Recall that the morphism σ : G→ G∗ in Section 2.3 can be chosen so that σ |T
is a group homomorphism. In order to prove that several important subgroups of
G satisfy the assumptions above, and for other uses, we find it necessary to analyze
the T -weights of Lie(UA) = JA.
Proposition 3.2. Let µ be a weight of the T -module EndG(1)(Q̂1(λ)). Then:
(1) µ ∈ pX(T ) ∩ ZΦ.
(2) −w(µ) ≤ 2(p− 1)ρ for all w ∈ W .
Proof. Since T(1) acts trivially, we see that µ ∈ pX(T ), so we may write µ = pµ
′
for some µ′ ∈ X(T ). From the proof of [8, Lemma II.9.4] we have that
EndG(1)(Q̂1(λ))pµ′ = HomG(1)T (Q̂1(λ+ pµ
′), Q̂1(λ)).
It follows that pµ′ is a weight only if L̂1(λ + pµ
′) is a G(1)T -composition factor
of Q̂1(λ). Therefore λ + pµ
′ ≥ λ − 2(p − 1)ρ, the lowest weight of Q̂1(λ). So
−µ ≤ 2(p− 1)ρ, and µ ∈ ZΦ.
Let w ∈W , and g ∈ NG(T ) with g 7→ w. For a G(1)T -module M , let
gM be the
twist by g. We have that
HomG(1)T (Q̂1(λ+ pµ
′), Q̂1(λ)) ∼= HomG(1)T (
gQ̂1(λ+ pµ
′),g Q̂1(λ))
∼= HomG(1)T (Q̂1(λ+ w(pµ
′)), Q̂1(λ))
by [8, Lemma II.11.7(b)] and the isomorphism Q̂1(λ + pµ
′) ∼= Q̂1(λ) ⊗ pµ
′. Thus
w(µ) is also a weight, and the inequality −w(µ) ≤ 2(p− 1)ρ follows as above. 
Proposition 3.3. Let p > 2 and H ≤ G be a subgroup generated by T and a
collection of root subgroups of G. Then any homomorphism jH : H → G
⋄ for
which π ◦ jH is the identity on H must satisfy djH(h) ⊆ djG(1)(g).
Proof. Since p > 2, we have that α /∈ pX(T ) for all α ∈ Φ. Since djH(Lie(Uα))
is a jH(T )-weight space of weight α, it must be contained in djG(1)(g) since the
weights of Lie(UA) are all in pX(T ). Also, the only homomorphism of restricted
Lie algebras from t to Lie(UA) is the trivial homomorphism, hence we also get that
djH(t) ⊆ djG(1)(g). Since h is generated by these root subalgebras and t, this proves
the statement. 
ON LIFTINGS OF PROJECTIVE INDECOMPOSABLE G(1)-MODULES 9
4. Group Extensions of B
In this section we study extensions of B, with an emphasis on extensions by Ga.
However, we first observe that Proposition 2.5 can be strenghtened by replacing B
with U , as follows from the next result.
Proposition 4.1. Let G be a connected linear algebraic group, and consider a
strictly exact sequence of algebraic groups
1→ V → H
π
−→ G → 1
such that V is a vector group which is a rational G-module under the conjugation
action of H on V . Let G1 ≤ G be a connected closed subgroup for which the re-
sulting chain map on Hochschild complexes induces an injective map H2(G, V ) →
H2(G1, V ). Then the sequence is split if and only if the resulting sequence for G1 is
split.
In particular, this holds if G is solvable and G1 = Ru(G).
Proof. The first statement is proved by following part of the argument used in the
proof of [10, 5.4.1]. Let j : G → H be an algebraic section to π, and the 2-cocycle
βj : G × G → V be as in Section 2.4. Restricting βj to G1 × G1, we have that
[βj |G1×G1 ] = 0 if and only if the sequence
1→ V → π−1(G1)
π
−→ G1 → 1
is split. But we are assuming that [βj |G1×G1 ] = 0 implies [βj ] = 0, so the result
follows.
If G is solvable, then there are isomorphisms
Hn(G, V )
∼
−→ Hn(Ru(G), V )
G/Ru(G)
which come via the natural restriction maps on cohomology
Hn(G, V )→ Hn(Ru(G), V )
as shown in Proposition XI.10.2 and Lemma XI.9.1 of [12]. But these restriction
maps are induced by the chain map between the respective Hochschild complexes,
as given in equation (9.4) of [12, XI.9]. 
Theorem 4.2. Let p > 2. If Q1(λ) lifts to G(1)U , then it lifts to G.
Proof. Suppose there is a lift to G(1)U , and let
φ : G(1)U → GL(Q1(λ))
be the morphism defining the representation. After conjugating if necessary, we
may assume that on G(1), φ = σ
⋄ ◦ jG(1) . For each u ∈ U , we have that φ(u) and
σ(u) act in the same way on φ(G(1)), which implies that
φ(u)σ(u)−1 ∈ EndG(1)(Q1(λ))
×.
But the group on the right is the product of UA and the group of invertible scalar
matrices, so we then have
φ(u) ∈ Z(GL(Q1(λ)) ·G
∗
which by the unipotence of φ(u) implies that φ(u) ∈ G∗, so that φ : U → G∗. In
view of Lemma 2.2, the homomorphism σ⋄ must define an isomorphism between the
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unipotent radical of (σ⋄)−1(φ(U)) and φ(U), so that we in fact get a homomorphism
from U to G⋄ which splits the sequence
1→ UA → π
−1(U)
π
−→ U → 1.
By the Proposition 2.5, together with the previous proposition, this implies that
there is an algebraic group section G→ G⋄ to π. By Propositions 3.3 and 3.1, this
section, composed with σ⋄, extends the G(1)-structure on Q1(λ). 
Let B⋄ = π−1(B). By Proposition 2.3, we can choose a filtration {Ui} of UA
consisting of normal subgroups in B⋄ for which the quotients Ui/Ui+1 are connected
1-dimensional unipotent groups (necessarily isomorphic to Ga). The action of B
on these quotients is by some character λ : B → Gm, which must satisfy the
conditions in Proposition 3.2. The following technical lemma will be needed later.
Let πi denote the surjective morphism
πi : B
⋄ → B⋄/Ui.
Lemma 4.3. Let p > 2, and let H ≤ B be a subgroup generated by T and root
subgroups. Suppose there exists an algebraic group homomorphism f : H → B⋄/Ui
such that the composite homomorphism to B (after further modding out by (UA/Ui))
is the identity on H. Then
Lie(π−1i (f(H)))
∼= Lie(Ui)⊕ djG(1)(h)
and this decomposition is stable under the adjoint action of π−1i (f(H)).
Proof. We have that
Lie(B⋄/Ui) = dπi(Lie(UA))⊕ dπi(djG(1)(b))
∼= Lie(UA)/Lie(Ui)⊕ djG(1)(b).
By the argument in Proposition 3.3 it follows that
df(h) = dπi(djG(1)(h)).
Thus
Lie(π−1i (f(H))) = Lie(Ui)⊕ djG(1)(h)
= Lie(π−1i (f(H))) ∩ Lie(UA)⊕ Lie(π
−1
i (f(H))) ∩ djG(1)(g).
The stability under the adjoint action then follows from the stability of Lie(UA)
and djG(1)(g) under the adjoint action of G
⋄.

We now point out the usefulness of this lemma. Suppose thatH is generated by T
and Uα for some α ∈ Π, and suppose that there is a homomorphism f : H → B
⋄/Ui
as in the lemma. We then obtain a strictly exact sequence
1→ Ui/Ui+1 → π
−1
i (f(H))/Ui+1 → H → 1
The unipotent radical of π−1(f(H))/Ui+1 is then 2-dimensional (being an extension
of Uα by Ui/Ui+1 ∼= Ga). The classification of connected unipotent groups of
dimension 2 is known, and the previous lemma tells us in this case that
Lie(Ru(π
−1(f(H))/Ui+1)) ∼= Lie(Ga)⊕ Lie(Ga)
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and that the adjoint action of Ru(π
−1(f(H))/Ui+1) is trivial (as it stabilizes both
factors). This then further limits the possible group structures for
Ru(π
−1(f(H))/Ui+1).
5. Specific Applications to Lifting Problem
We conclude by showing how the work in the preceding sections can be used to
obtained liftings of the PIMs to infinitesimal thickenings of particular subgroups of
G. Before stating our first result, we recall an important general lemma which is
stated and proved in the proof of [8, Proposition II.11.16].
Lemma 5.1. Let G be an affine group scheme over k, and N a normal subgroup
scheme. Let V1 be a G-module which is injective over N , and V2 an injective G/N -
module. Then V1 ⊗ V2 is an injective G-module.
Theorem 5.2. Let W ′ ≤ W be such that p ∤ |W ′|, and let NW ′ ≤ NG(T ) be
the inverse image of W ′ under the surjection NG(T ) → W . Then Q̂1(λ) lifts to
G(1)NW ′ , and there is a unique such lift whose socle is isomorphic to the restriction
of L(λ) to G(1)NW ′ . In particular, if p ∤ |W |, Q̂1(λ) lifts to a G(1)NG(T )-module.
Proof. Take a filtration UA = U1 ≥ · · · ≥ Un relative to G as in Proposition 2.3.
Now NW ′/T ∼= W
′, and since p ∤ |W ′|, k is an injective W ′-module. The previous
lemma then implies that every NW ′ -module is injective. Thus H
j(NW ′ , Ui/Ui+1) =
0 for all j > 0. It follows from Proposition 2.4 that there is a homomorphism
jNW ′ : NW ′ → G
⋄ such that π ◦ jNW ′ is the identity on NW ′ , and that the image
of jNW ′ is unique up to conjugation in G
⋄. The connected component of NW ′
is T , hence its Lie algebra is just t. We must have that djNW ′ (t) → Lie(UA) is
the zero map, so that djNW ′ (t) ⊆ djG(1)(g). By Proposition 3.1, this implies that
there is a lifting to G(1)NW ′ , and that this lift must be unique among those that
factor through G∗. But we note that any lifting of Q̂1(λ) to G(1)NW ′ for which
the G(1)NW ′-socle is isomorphic to the restriction of L(λ) must be such that the
image of NW ′ is in G
∗ ≤ GL(Q1(λ)) (by comparing the action on the socle, as in
the argument used in the Section 2 of [5]). 
Remark 5.3. In fact, a stronger statement is true. When the conditions in the
proposition hold, Lemma 5.1 implies that the lift of Q̂1(λ) is injective overG(1)NW ′ ,
meaning we can choose a decomposition of T (2(p − 1)ρ + w0λ) as in Section 2.3
so that Q1(λ) is a G(1)NW ′ -summand, and hence can choose σ to be a group
homomorphism when restricted to NW ′ .
We conclude by showing that if p ≥ h− 2 and G = SLn, then Q̂1(λ) extends to
a G(1)LI -module when I = {α} for a single simple root.
Theorem 5.4. Let p > 3, and suppose that there is some α ∈ Π such that cα is
not a weight of Lie(UA) for all c ≥ p
2. Then Q̂1(λ) lifts to a G(1)Lα-module.
Proof. By Propositions 3.3 and 3.1, we want to find an algebraic group homomor-
phism jLα : Lα → G
⋄ such that π ◦ jLα is the identity on Lα. By Proposition 2.5,
it suffices to find such a homomorphism for B ∩ Lα = TUα. Take a B-filtration
{Ui} of UA as in Proposition 2.3. Inductively, our problem reduces to repeatedly
splitting extensions of the form
1→ Ui/Ui+1 → H → TUα → 1
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where Ui/Ui+1 ∼= Ga, and the T -weight of the conjugation action on this group is
a weight of Lie(UA). By Proposition 4.1, this sequence splits if the sequence
1→ Ui/Ui+1 → Ru(H)→ Uα → 1
splits, which is equivalent to saying that Ru(H) ∼= Ga ×Ga.
Applying Lemma 4.3 (and the discussion following it) we have that
Lie(Ru(H)) ∼= Lie(Ga)⊕ Lie(Ga),
and that the adjoint action ofRu(H) on Lie(Ru(H)) is trivial. Let λ be the T -weight
of Ui/Ui+1. By Theorem 2.6, the extension of TUα by Ui/Ui+1 is automatically
split unless λ is either of the form piα, with i > 0, or else of the form pi(1 + pj)α,
with i ≥ 0 and j > 0. But we are assuming that cα is not a weight of Lie(UA) when
c ≥ p2, further limiting our cases to λ = pα or λ = (p+1)α. Since 〈(p+1)α, α∨〉 =
2(p + 1), which is not divisible by p when p 6= 2, we find that (p + 1)α /∈ pX(T ),
which by Proposition 3.2 leaves us to only check that the extension splits when
λ = pα.
We claim that the non-split extension corresponding to this weight occurs when
Ru(H) is isomorphic to the Witt group W2. Indeed, the extension is determined
by a 2-cocycle
β : Uα × Uα → Ui/Ui+1,
which is a morphism Ga × Ga → Ga, and as such is given by a polynomial in
two variables. The cohomology class representatives of H2(Ga,Ga) are given in [4,
Remark 2.1.6], where these polynomials have a k-basis consisting of the polynomials:(
p−1∑
ℓ=1
(p− 1)!
ℓ!(p− ℓ)!
xℓyp−ℓ
)pi
, i ≥ 0,
and (
xyp
j
)pi
, j > 0, i ≥ 0.
We have that the isomorphism
H2(Uα, Ui/Ui+1)
T ∼= H2(TUα, Ui/Ui+1)
is induced by the chain map between Hochschild complexes (see the proof of Propo-
sition 4.1). It follows from [8, I.6.7] (after identifying the groups in the Hochschild
complex with morphisms from U×nα to Ui/Ui+1) that the T -action on the 2-cocycle
β is given by
(t.β)(u1, u2) = t.(β(t
−1u1t, t
−1u2t))
It follows that if λ = pα, then the non-split extension of Uα by Ui/Ui+1 whose
2-cocycle is fixed by T is a scalar multiple of the polynomial
p−1∑
ℓ=1
(p− 1)!
ℓ!(p− ℓ)!
xℓyp−ℓ
thus is isomorphic to W2. But Lie(W2) 6∼= Lie(Ga) ⊕ Lie(Ga), hence Ru(H) 6∼=
W2, showing that Ru(H) ∼= Ga × Ga, which by the reductions above proves the
theorem. 
Theorem 5.5. If G = SLn and p ≥ h − 2, then Q1(λ) lifts to G(1)Lα for every
simple root α.
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Proof. Let T be the subgroup of diagonal matrices, B the subgroup of upper-
triangular matrices, and α1 the first simple root in the standard ordering. It is easy
to check that
2(p− 1)ρ = (p− 1)
∑
α∈Φ+
= (p− 1)(h− 1)α1 +
n−1∑
i=2
ciαi.
If p ≥ h− 1, then
p2 ≥ p(h− 1) > (p− 1)(h− 1).
But also, if p = h− 2, we have
p2 = (h− 2)2 > (h− 3)(h− 1) = (p− 1)(h− 1).
Therefore we see that p2α1 6≤ 2(p − 1)ρ, hence cannot be a weight of Lie(UA) by
Proposition 3.2. Since every root is in theW -orbit of α1, and the weights of Lie(UA)
are stable under W , we see that the same holds for every other root. Applying the
previous theorem then completes the proof. 
Remark 5.6. Note that if G = SLn and p > h, then Theorems 5.2 and 5.5 show
that Q1(λ) can be lifted both to G(1)NG(T ) and to G(1)Lα1 , and moreover these
lifts can be made to be compatible, in the sense that both give lifts to G(1)(NG(T )∩
Lα1), and we can conjugate the images of these lifts in GL(Q1(λ)) to agree on this
subgroup (by the uniqueness part of Theorem 5.2). As Uα1 and NG(T ) generate
G, this is more evidence suggesting that Q1(λ) can be lifted to G, at least when
p > h.
References
[1] H. Andersen, T. Rian, B-Cohomology, J. Pure and Appl. Alg. 209 (2007), 537-549.
[2] J. Ballard, Injective modules for restricted enveloping algebras, Math. Z. 163 (1978), 57-63.
[3] C. Bendel, D. K. Nakano, C. Pillen, Second cohomology groups for Frobenius kernels and
related structures, Adv. Math. 209 (2007), 162-197.
[4] A. Di Bartolo, G. Falcone, P. Plaumann, K. Stramback, Algebraic groups and Lie groups
with few factors, Lecture Notes in Mathematics, vol. 1944, Springer, 2008.
[5] S. Donkin, A note on the characters of the projective modules for the infinitesimal subgroups
of a semisimple group, Math. Scand. 51 (1982), 142-150.
[6] S. Donkin, On tilting modules for algebraic groups, Math. Z. 212 (1993), 39-60.
[7] J.E. Humphreys, D.-n. Verma, Projective modules for finite Chevalley groups, Bull. A.M.S
79 (1973), 467-468.
[8] J.C. Jantzen, Representations of Algebraic Groups, 2nd ed. Mathematical Surveys and Mono-
graphs, 107, American Mathematical Society 2003.
[9] V. Jeyakumar, Principal indecomposable representations for SL(2, p), J. Algebra 30 (1974),
444-458.
[10] G. McNinch, Levi decompositions of a linear algebraic group, Transformation Groups (Mo-
rozov centennial issue) 15 (2010), 937-964.
[11] G. McNinch, Linearity for actions on vector groups, J. Algebra 397 (2014), 666-688.
[12] S. Mac Lane, Homology, Grundlehren der mathematischen Wissenschaften vol. 114, Springer
1963.
[13] B. Parshall, L. Scott, Bounding Ext for modules for algebraic groups, finite groups and
quantum groups, Adv. Math. 226 (2011), 2065-2088.
[14] B. Parshall, L. Scott, Variations on a theme of Cline and Donkin, Algebras and Represen-
tation Theory (2013), Volume 16, Issue 3, 793-817.
[15] D. Stewart, On unipotent algebraic G-groups and 1-cohomology, Trans. Amer. Math. Soc.
365 (2013), no. 12, 6343-6365.
