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We consider the linear partial differential operator of order n with constant 
coefficients 
in the m + 1 variables (t, x) = (t, xi ,..., x,). E(a/&, a/ax) is defined to be 
hyperbolic with respect to t, in the sense of Girding [2], if 
(a) the characteristic polynomial has the form 
E(T, if) = uOP + c U,T”“(&;)” *** (ty,)“m (1) 
Ial<? 
Q<?Z 
with u0 # 0, and where c1 = (0~~ ,..., CC,), 1 01 1 = CY,, + ... + or, and 
(b) the real part of the roots Ai( j = I,..., n, of the polynomial in 7, 
E(7, if) = 0, are uniformly bounded from above, for all real 4, i.e. 
Re h,(iQ < M. (2) 
In the first part of this paper, we derive& a priori inequalities for hyperbolic 
operators. In [Ill, L, estimates were derived for operators that were denoted as 
“properly hyperbolic”. The inequalities in this paper apply to operators 
that are hyperbolic in the sense of Girding, which include the properly 
hyperbolic operators in [l I]. 
To obtain the L, inequalities, we use the auxiliary operators corresponding 
to successive 7 derivatives of the polynomials 
( 1 -g ” -qT, a ” = l,..., 11. 
* This paper was supported by the National Science Foundation Research Grant 
GP-8601. 
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Leray [7] and Garding [3] developed L, energy inequalities for strictly 
hyperbolic operators, i.e., operators with simple characteristics, by utilizing 
the auxiliary operator corresponding to (a/&)&(~, it), where E,, denotes the 
principal part of E. Our consideration of the 7 derivatives of E, rather than 
rOf En , leads to a direct inclusion of the lower order terms in the L, estimates. 
The form of the lower order terms, in case of multiple characteristics, is 
restricted by the Girding hyperbolicity criterion. For two independent 
variables, A. Lax [5] developed an equivalent hyperbolicity criterion, 
extendable to variable coefficients, which gives explicitly the permissible 
form of the lower order terms for the case of multiple characteristics. 
For operators with (nonstrict) hyperbolic principal part but arbitrary lower 
order terms, L, energy inequalities in general are not valid. The Cauchy 
problem for such operators is, however, solvable in certain Gevrey classes of 
C” functions. For operators with constant coefficients, we refer to Hijrmander 
[4] Theorem 5.7.3, for variable coefficients and constant multiplicity of the 
characteristics, see Ohya [9], and for systems of operators, Leray-Ohya [8]. 
In the second part of this paper we apply the L, inequalities for hyperbolic 
operators to a system b(a/at, a/ax) of k operators, operating on vector 
functions U(t, X) = (~r(t, X) ,..., u,(t, x)). The system is of the Kowalevsky 
type in t, i.e., a system in which the highest derivative in t for each component 
ui is equal to the highest derivative in t and X. The i-th component of blJ 
is of the form 
The system (3) is assumed to be hyperbolic in the sense of Girding-Petrowsky 
[2, lo]. This means that the polynomial in T 
is hyperbolic, namely, the real parts of the roots X,(i.$) of det &(T, it) = 0 
are uniformly bounded from above for all real 5, i.e., (2) is satisfied. 
Let V10 denote the strip: 0 < t < t, , --o[) < xj < co. We consider the 
Cauchy problem for the system of equations 
bU=F, 
where F EL, in the strip Vto , with homogeneous data 
r = o,..., fz$ - 1. 
(5) 
(6) 
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The Cauchy problem will be shown to be well-posed in certain normed 
solution spaces which are determined by the classical adjoint of the matrix 
operator &. The solution of the system is not necessarily an L, solution, 
unless F is sufficiently smooth. The reason is that the L, estimates for hyper- 
bolic operators with multiple characteristics do not include estimates for all 
lower order deerivatives, but rather specific linear combinations of the lower 
order derivatives, depending on the multiplicity of the characteristics. 
1. L, INEQUALITIES 
Throughout the paper, C will denote an unspecified constant depending 
only on the order n of the operator, the number k of components of the given 
system, the number m + 1 of variables, the coefficients of the operator and 
the width to of the strip VtO . We need an algebraic lemma. 
LEMMA 1. If the polynomial E(T, it) is hypmbolic, then the derivative with 
respect o T, E(~)(T, if) zz ( ~/&)E(T, if), is also hyperboZic. 
Proof. E(T, it) = ao(T - h,(it)) ... (T - h,(i[)), where Re A,($) < M for 
all real 5. Now, 
E’~‘(T, it) = E(T, it) i (T - &(it))-l. 
j=l 
For Re 7 > M, E(T, if) # 0, and also 
Re c (T - xi)-’ = 1 [Re(? - A,)] 1 7 - Aj [-2 > 0. 
Hence E(l)(T, it) # 0 and E(l)(T, it) h as only roots with real part <AZ. This 
completes the proof. 
The function w(t, x) will be called smooth if it belongs to C” in the strip 
VcO and has bounded support in the x-variables, i.e., vanishes for sufficiently 
large ] x 1 = (x1” + ... + x,2)1/2. We denote by V, the strip: 0 < t < T(<t,,), 
---CO < Xj < co and by S, the surface t = T, --CO < xj < 00. 
LEMMA 2. If E(a/at, a/ax) is hyp er o ic b 1 and w a smooth function satisfying 
the homogeneous data on t = 0 
( 1 g T w(0, x) = 0 r = O,..., n - 1, (7) 
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then 
/ (dx 3 dx, -e- dx,J (8) 
ST 
1 E(l)w j2dx < Cj-j- 1 Ew 12dxdt 
“T 
Proof. Let d(t, 6) denote the Fourier transform of w(t, x) with respect to 
the x-variables. ei, satisfies the homogeneous data 
( 1 
g r qo, S) = 0, r=O ,..., n - 1. (9) 
We denote ,!? E E(a/at, if) and E(l)= E(l)(a/at, is). pr is the strip: 0 < t < T, 
- 0~) < & < 03 and $- is the surface: t = T, ---co < Ej < co. Then 
and 
where 
Jw = a0 lfl jg” (+ - WE)) = a0 il R , 
Since Re A,(it) < M, it follows that 
From (11) we now have that 
1; 1 Pjfi 12 < c [I .?a 12 + c 1 Pjti 121. 
Integrating (13) over VT it follows, together with (9), that 
(13) 
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From a well-known classical lemma we have, therefore, that 
(14) 
From (11) and (14) it follows that 
j-* 1 @W I2 d5‘ < C jj- / &.Z I2 df dt. (15) 
sT 
CT 
,!?%Z and ,J% are the Fourier Transforms of E%u and Ew, respectively. 
Applying Parseval’s identity to both sides of (15) we get inequality (8). This 
completes the proof of Lemma 2. 
We define E(“‘(T, if) = (a/&r)yE(~, if), Y = O,..., n. In particular, therefore, 
E(O’(T, i.$ = E(T, it). Corresponding to E(“)(T, it), we have the differential 
operators Et”’ = lP’(a/at, a/ax). F rom Lemma 1, it follows that if E is 
hyperbolic, then all the operators EC”‘, v = O,..., n, are also hyperbolic. Hence 
Lemma 2 applied to Ecu) results in 
LEMMA 3. If E is hyperbolic and w smooth, satisfying the homogeneous data 
(7) on t = 0 then for v = O,..., n - 1 
s 1 E(“+l’w I2 dx < C ss 1 E(“‘w I2 dx dt 
ST 
‘T 
(16) 
From Lemma 3, summing with respect to v, follows 
THEOREM 1 (Energy Inequality). If E is hyperbolic and w is smooth, 
satisfying on t = 0 the homogeneous data (7), then 
I,, [I w I2 + 5’ 1 E(“‘w 12] dx < C j-j- I Ew I2 dx dt. 
V=l 
vT 
(17) 
We use the following notation for the derivatives of order/?= (j30,f11 ,...,&), 
DE EC (a/at)ya/aXp ... (a/ax,p and for the x-derivatives of order 
F = (Bl 1--*, &), DB,’ = (a/ax,)el ... (a/ax,)‘% 
If w is smooth satisfying the homogeneous data (7) then the same holds for 
all x-derivatives DB,‘w of any order /3’. Hence we have the following 
COROLLARY 1. 
SST [I D$w 1’ + $I I E(‘)D,B’w Ia] dx < C-j-j- I ED$w l’dxdt. (18) 
vT 
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The operator EfV) has the form &‘(a/at)+V + terms involving lower order 
t-derivatives, with &’ # 0. Hence (18) can be used successively to derive 
inequalities for derivatives, involving also t-derivatives of order <n. 
COROLLARY 2. If /?a < n, then 
j,, 1 DBw I2 dx < C j j c 1 ED$w I2 dx dt. 
v, I+l<lBI 
(19) 
From the energy inequality of Theorem 1 follows, in a well-established 
way, that the Cauchy problem in L, space is well-posed. This can be derived, 
as in [ 111, by using the Friedrichs mollifiers [ 11, together with the uniqueness 
of the adjoint problem. We do not reproduce the proofs. We denote by (1 11 the 
standard L, norm in V, o . Inequality (17) implies the following 
THEOREM 2 (Cauchy Problem). If E is hyperbolic and f l L, in VtO , then 
there exists a unique strong solution u of Eu = f, satisfying the homogeneous 
data (7) in the strong sense, and u depends continuously, in the L, norm, on f, i.e., 
there exists a sequence wcS) of smooth functions, satisfying the homogeneous data 
(7) such that 
I/ wts) - u 11 + I/ EwcS) -f II -+ 0. (20) 
From inequalities (18) and (19) it follows further that if f possesses all 
strong (square integrable) x-derivatives of order <r, r < n, then the strong 
solution u of Theorem 2, possesses all x and t-derivatives up to order r. 
For differentiability of the solution with respect to t to order greater than n, 
we differentiate the equations Eu = f and EDB,‘u = DB,‘f successively with 
respect to t. This results then in 
THEOREM 3 (Strong Differentiability). If f p assesses all strong derivatives 
Def, with / fi 1 < r, rS, < max(O, n - r), then the strong solution u of the 
Cauchy problem of Theorem 2 possesses all strong derivatives Dru with I y / < r. 
2. HYPERBOLIC SYSTEMS 
We now consider the Cauchy problem for the system (5), bU = F, with 
the homogeneous data (6). b(a/at, a/a x is a hyperbolic, Kowalevsky type, ) 
K X R matrix operator 
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Let ~8~ denote the k x k matrix operator whose elements are the cofactors of 
the transpose of the matrix 8. Hence, 
&& = &SC = 93, (22) 
where 9 = diag(D,..., D) and 
D = det&‘(&,&). (23) 
D is a hyperbolic operator of order N = n, + ... + nK . gC is a hyperbolic 
Kowalevsky type matrix operator. The highest l-derivative of wi in J$W 
is of the order Ni = N - ni . 
We introduce function spaces which will include the solution spaces for the 
given system. The solution spaces will be a variation of the spaces with norms 
of negative order, introduced by Lax [6]. L, will now denote the space of 
square integrable vector functions in the strip VtO . The inner product and 
norm are defined by 
Ho will denote the space of smooth vector functions Y = (rI ,..., J+J with 
components satisfying the homogeneous conditions on S, 0 
r = O,..., Ni - 1. 
We introduce in Ho the inner product 
(Y, ? y,> = VI? yz> +(e*yl, ~cc*Yz>, (26) 
where c?~* denotes the adjoint of gC . The corresponding norm is 
{Y)" = (Y, Y). (27) 
.%O is the Hilbert space obtained by completion of Ho under the norm (27). 
For W ELM and YE Xs, we consider the inner product (Y, W). Since 
[(Y, W)i < 11 Y 11 1 WI1 < (Y}II WI], it follows that for fixed W, (Y, W) is a 
bounded linear functional in .%?O. Hence there exists a unique 2 E .%C such 
that 
(Y, w> = w, -0. W-0 
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We now define the negative norm of WE L, by 
PI,-, = w- (29) 
To justify this designation of a norm for functions in L, we have to show that 
{W}Q = 0 implies W = 0. Now, from (W}(-, = 0 it follows that (Y, y) = 0 
for all YE so and hence, in particular, for all YE NO. Since HO is dense in 
L, , it follows that I/ W 11 = 0 and hence W = 0. 3t-j will denote the spp.ce 
obtained by completion of the L, space under the norm (29). The relationship 
(28) continues to define the inner product of functions WE Xy-, and 
YE X0. From this follows the generalized Schwarz inequality 
KY WI G wP7,-, . 
Since {Z} = Supl(Y, Z)]/(Y), YE X0, it follows that 
(30) 
WI,-, = SUP KY Wl/~Y~. 
From (31) it follows that if WE L, , then 
(31) 
w?-, < II WII. (32) 
The inner product for W, and W, in X7-r is defined by <WI , Wz)(-) = 
(Z, , Z,), where Z, and Z, are the elements in so in the relationship (28) 
corresponding to W, and W, , respectively. This completes the construction 
of q-, as a Hilbert space. 
. . 
From the defimtron of A?:-, it follows that this space is isometrically 
isomorphic to a closed subspace, say .X0, of z”. Next we show, even though 
this will not be needed for our purposes, that the subspace X0 exhausts all 
of 20. 
THEOREM 4. X0 = GPO. 
Proof. Let Y, E X0 be orthogonal to X0. Since X0 is a closed subspace of 
.X0, we have to show that (Yr} = 0. Now, (Yr , Z) = 0 for all Z E so and, 
therefore, (Y, , W) = 0 for all WE &?y-, , and, in particular, for all smooth W. 
Yr is in z” and, therefore, also in L, . The smooth functions are dense in L, 
and, therefore, II Yr 11 = 0. It remains to show that II Q,*Yr 11 = 0. Let U be 
smooth and satisfy the homogeneous data on t = 0 
Then ( Y1, b,U) = (gC*Y1 , U) = 0. Since the smooth functions satisfying 
the homogeneous data (33) are dense in L, , it follows that (I &‘,*Y, /I = 0. 
This completes the proof. 
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The bounded linear functionals over SO are of the form p(Y) = (Y, Yr) 
and the bounded linear functionals over Zy-, are of the form q(W) = 
(IV, IVr)c-, . Hence we have the following 
COROLLARY 1. All bounded linear functionals over Z” are uniquely 
represented by p(Y) = (Y, W,), where WI E S7-j ; also all bounded linear 
functionals over X:-j are uniquely represented by q(W) = ( YI , W), where 
Yl E 20. 
Furthermore, from (28) we have 
COROLLARY 2. If YE So, then 
w> = sup NY, W)l/VV,-, 9 w E xy-, (34) 
which is the reciprocal relationship to (31). 
The main property of the space q-, that we shall use is the following 
THEOREM 5. Let US) be a sequence of smooth functions satisfying on t = 0 
the homogeneous data (33). If Vs) is a Cauchy sequence inL, , with lim U(*) = U, 
then &‘cU(8) forms a Cauchy sequence in ST-, , and the lim in q-, , denoted by 
6, U, satisjes 
vm-) d II Ull. (35) 
Proof. If Y EXO, then 
KY, ~P))I = I(a,*Y, U’“‘)I < II &c*yIl II W) II < {Y> II US) II. 
From (3 1) it follows that 
{b,U’S’}(-) < II U’S’ /I. 
Hence &GU(fi) forms a Cauchy sequence in A$, . Letting s -+ w, it follows 
that {G?~UU)(--) < /I U 11, which completes the proof. 
We now turn to the Cauchy problem for the system bW = F, FE L, , 
with homogeneous data on t = 0, 
( 1 
--g r Wi(O, x) = 0 r = o,..., n, - 1. (36) 
DEFINITION. The vector function W is said to be a strong Xy-_,-solution 
of the system bW = F, satisfying the homogeneous data (36) in the strong 
sense, if WE STY-, , and if there exists a sequence of smooth functions W(@ 
satisfying the data (36), such that 
{W’S’ - W}(-) + 11 bW’“’ -F 11 --f 0, as s-+ 00. (37) 
505/9/343 
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THEOREM 6. If the operator d is hyperbolic, then for given F EL, there 
exists a unique strong X:-,-solution of the system bW = F, satisfying the 
homogeneous data (36) in the strong sense. The solution W depends continuously, 
in the e-, norm, on the functionF, speci$cally, 
F>c-, < ‘W/I. (38) 
Proof. Consider the diagonal operator 9 = diag(D,..., Dj, where D is 
the hyperbolic operator (23). F rom Theorem 2 it follows that there exists a 
sequence of smooth functions Us), satisfying on t = 0 the homogeneous 
data 
( ) g r uyo, x) = 0 r = O,..., N - 1, (3% 
and a function U EL, such that 
I/ 9U’“’ - F I/ + /I U@) - U 11 + 0. w 
We now define Wts) = 8~lYS) and W = E,U. Then WE #‘ye, and the 
components of WCs) satisfy on t = 0 the homogeneous data (36). From (35) it 
follows that {WCS) - W}(-, ,( II U (s) - U 11. Since QW(“) = &U(“), it follows 
from (40) that II c?W(@ - F jl + { Wfs) - IV)(-) + 0. This establishes the 
existence of the strong Xy-‘_, solution. Applying (17) to each component of 
U@), it follows that /I UtS) I/ < Cl/ 9lY”) 11. Hence 
{W(“)}(&) = {~JP’}(-) < I/ cl“+’ /I < Cl/ BU’“’ I/ = Cl1 dW’“) 11. 
Letting s -+ co, it follows that { W}(-, < Cl/F 11, which implies the continuous 
dependence of W on F. To show the uniqueness of the solution we now 
assume that W is a strong #y-‘_,-solution of bW = 0 with strong data (36). 
Let Y be any smooth function satisfying on t = to the data 
( 1 & rYi(to , 4 = 0 r = O,..., N+Ni-1. 
Let B* denote the adjoint of 9. Then 
(9a*Y, W) = (rT?c*Y, dW) = 0. (41) 
The components of the diagonal operator 9* are hyperbolic with respect to 
-t. Applying Theorems 2 and 3 to the components of 9* and the surface 
t = to, it follows that the functions B*Y are dense in X0. From (41) it 
follows that { W}(-, = 0, which implies the uniqueness of the solution. 
The smoothness of the solution W of Theorem 6 depends on the smoothness 
of the given function F. We discuss two relevant cases. We assume first that F 
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possesses all strong x-derivatives DB,‘F, 1 /2’ 1 < T, where I < min(n, ,..., nk). 
Since the approximating sequence U w of Theorem 6, satisfies the data (39), 
we have from (18) and (35) that 
Letting s + co, it follows that 
This implies that in this case the solution W possesses all derivatives DBW of 
order 1 /I 1 < r in &‘y-, . For the second case, we assume that F possesses all 
square integrable derivatives D*F of order I /3 I < Y /I,, < r - N, with 
r >, N. In this case we bypass the solution space .%-_, . The function U 
of Theorem 6 now possesses all square integrable derivatives DyU of order 
I y I G r* If ~Imax denotes the highest order derivative occurring in the 
operator gC , then it follows that the solution W(=gcU) possesses all square 
integrable derivatives DOW of order 1 c / < Y - NmaX . 
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