Abstract. Mean field type models describing the limiting behavior of stochastic differential games as the number of players tends to +∞, have been recently introduced by J-M. Lasry and P-L. Lions. Under suitable assumptions, they lead to a system of two coupled partial differential equations, a forward Bellman equation and a backward Fokker-Planck equations. Finite difference schemes for the approximation of such systems have been proposed in previous works. Here, we prove the convergence of these schemes towards a weak solution of the system of partial differential equations.
1. Introduction. Mean field type models describing the asymptotic behavior of stochastic differential games (Nash equilibria) as the number of players tends to +∞ have recently been introduced by J-M. Lasry and P-L. Lions [22, 23, 24] , and termed mean field games by the same authors. Related ideas have been developed independently in the engineering literature by Huang-Caines-Malhamé, see for example [20] . For brevity, the acronym MFG will sometimes be used for mean field games. Examples of MFG models with applications in economics and social sciences are proposed in [19, 2] . The simplest MFG model lead to systems of evolutive partial differential equations involving two unknown scalar functions: the density of the agents in a given state x ∈ R d , namely m = m(t, x) and the value function u = u(t, x). The present work is devoted to finite difference schemes for the systems of partial differential equations. Although the methods and the theoretical results obtained below can be easily generalized, the present work focuses on the two-dimensional case for the following reasons: 1) the one dimensional case is easier and allows too special arguments; 2) in dimension two, the description of the discrete methods discussed below remain fairly simple. Besides, several important applications of the mean field games theory are two-dimensional, in particular those related to crowd dynamics.
In the state-periodic setting, typical MFG model comprises the following system of partial differential equations in (0, T ) × T 2 ∂u ∂t (t, x) − ν∆u(t, x) + H(x, ∇u(t, x)) = F (m(t, x)), (1.1) ∂m ∂t (t, x) + ν∆m(t, x) + div m(t, x) ∂H ∂p (x, ∇u(t, x)) = 0, (1.2) with the initial and terminal conditions u(0, x) = u 0 (x), m(T, x) = m T (x), in T 2 , (
given a cost function u 0 and a probability density m T . Here, we denote by T 2 = [0, 1] 2 the 2−dimensional unit torus, and by ∆, ∇ and Depending on the data and on F and H, different notions of solutions can be relevant for (1.1)-(1.3): indeed, if the right hand side of (1.1) is replaced by Φ[m(t, ·)](x) where Φ is a nonlocal smoothing operator, mapping probability measures on T 2 to C 1 functions, if H depends smoothly on x and if the data u 0 and m T are smooth, then classical solutions can be found, see [23, 24] . The same is true if e.g. H is Lipschitz continuous w.r.t. its second argument p and F in (1.1) is a continuous function. The situation is different in the case when H has a strictly superlinear growth with respect to p and F is a continuous function: in this case, one has to look for weak solutions, see [24] and the recent article [28] which is devoted to weak solutions to Fokker-Planck equations and to the system (1.1)-(1.2). Since the (semi-)analytic solutions of the MFG system do not exist in general, any attempt to apply MFG models and to get qualitative/quantitative information from them must rely on numerical simulations and scientific computing. Therefore, the research has also been active on numerical methods for approximating (1.1)-(1.3): a numerical method based on the reformulation of the model as an optimal control problem for the Fokker-Planck equation with an application in economics was proposed in [21] . Discrete time, finite state space mean field games were discussed in [15] . We also refer to [17, 18] for a specific constructive approach when the Hamiltonian is quadratic. Finally, semi-Lagrangian approximations have been studied in [11, 10] . The finite difference method described and studied below has first been proposed and discussed in [5, 3] . It will be reviewed in § 2. The numerical scheme basically relies on monotone approximations of the Hamiltonian and on a suitable weak formulation of the Fokker-Planck equation. It has several important features:
• existence and uniqueness for the discretized problems can be obtained by similar arguments as those used in the continuous case,
• they are robust when ν → 0 (the deterministic limit of the models),
• bounds on the solutions, which are uniform in the grid step, can be proved under reasonable assumptions on the data. A first result on the convergence to classical solutions was given in [5] . The issue of convergence was studied with more details in [4, 1] : in these works, the starting point/assumption was the existence of a classical solution of (1.1)-(1.3). The proof of convergence mainly consisted in plugging the classical solution into the system of equations arising from the finite difference method, and use the consistency and stability properties of the scheme in order to get estimates and pass to the limit. In the present work, the goal is different: we wish to prove that as the grid steps tend to zero, the solution of the discretized MFG system converges to a weak solution of (1.1)-(1.3), without assuming the existence of the latter; so this work will supply as a by-product a new strategy for proving the existence of weak solutions. One key step will be to obtain a priori estimates on the solutions to the discrete systems, and these will mainly come from the fact that the structure of the MFG system is preserved by the chosen finite difference method. This step will be achieved in § 4. Note that § 4.3 is concerned with a priori estimates for the discrete version of the Fokker-Planck equation (1.2). These estimates may have their own interest, independently from MFG models, and may be put in relation with recent works of Gallouët et al [14] in the context of finite volume methods. Once these estimates are obtained, the most important difficulty will be to pass to the limit in the discrete Bellman equation. The strategy to that purpose is to first prove some L 1 compactness of the sequence of state-gradients of the discrete solutions, then to adapt some techniques proposed by Boccardo, Murat and Puel, see [8] , for studying weak solutions of (1.1). This will done in § 5.1 and 6. Here also, we think that the passage to the limit in the discrete Bellman equation may have an interest for itself.
Finite difference schemes.
In the present paragraph, we discuss the finite difference method originally proposed in [5] . Let N T be a positive integer and ∆t = T /N T , t n = n∆t, n = 0, . . . , N T . Let T 2 h be a uniform grid on the torus with mesh step h, (assuming that 1/h is an integer N h ), and x ij denote a generic point in T 2 h . The values of u and m at (x i,j , t n ) are respectively approximated by u n i,j and m n i,j . Let u n (resp. m n ) be the vector containing the values u n i,j (resp. m n i,j ), for 0 ≤ i, j < N h indexed in the lexicographic order. Hereafter, such vectors will be termed grid functions on T 2 h or simply grid functions. For all grid functions z, all i and j, we agree that
Elementary finite difference operators. Let us introduce the elementary finite difference operators
and define D h u as the grid function with values in R 2 :
Let [∇ h u] i,j be the collection of the four possible one sided finite differences at x i,j :
We will also need the standard five point discrete Laplace operator
For a set v = (v n ) n=0,...,NT , where v n is grid functions on T 2 h , it will be convenient to define the family of grid functions:
Numerical Hamiltonian. In order to approximate the term H(x, ∇u) in (1.1), we consider a numerical Hamiltonian g :
. Hereafter we will often assume that the following conditions hold:
(g 1 ) monotonicity: g is nonincreasing with respect to q 1 and q 3 and nondecreasing with respect to q 2 and q 4 .
Standard examples of numerical Hamiltonians fulfilling these requirements are provided by Lax-Friedrichs or upwind schemes, see [5] . For Hamiltonians of the form
where, for a real number r, r + = max(r, 0) and r − = max(−r, 0) and where G :
Discrete Bellman equation. The discrete version of the Bellman equation is obtained by applying a semi-implicit Euler scheme to (1.1),
for all points in T 2 h and all n, 0 ≤ n < N T , where all the discrete operators have been introduced above. Given (m n ) n=0,...,NT −1 , (2.7) and the initial condition u
In order to approximate equation (1.2), it is convenient to consider its weak formulation which involves in particular the term
By periodicity,
holds for any test function w. The right hand side in the identity above will be approximated by
where the transport operator T is defined as follows:
The discrete version of equation (1.2) is chosen as follows:
for all n = 0, . . . , N T − 1. This scheme is implicit w.r.t. to m and explicit w.r.t. u because the considered Fokker-Planck equation is backward. Given u this is a system of linear equations for m. We introduce the compact and convex set
which can be viewed as the set of the discrete probability measures. It is easy to see that if m n satisfies (2.9) for 0 ≤ n < N T and if
This property implies that the structure of (1.1)-(1.2) is preserved in the discrete version (2.7)-(2.9). In particular, it implies the uniqueness result stated in Theorem 2.2 below.
Summary. The fully discrete scheme for system (1.1),(1.2),(1.3) is therefore the following: for all 0 ≤ i, j < N h and 0
with the initial and terminal conditions
The following theorem was proved in [5] (using essentially Brouwer's fixed point theorem and estimates on the solutions of the discrete Bellman equation):
is a probability density, i.e. m T ≥ 0 and T 2 m T (x)dx = 1; then (2.11)-(2.12) has a solution such that m n ∈ K h , ∀n. Since (2.11)-(2.12) has exactly the same structure as the continuous problem (1.1)-(1.3), uniqueness has been obtained in [5] with the same arguments as in [23] :
Theorem 2.2. Assume that (g 1 )-(g 4 ) hold and that F is nondecreasing then (2.11)-(2.12) has a unique solution.
Remark 2. Efficient algorithms for solving system (2.11)-(2.12) require special efforts, essentially because of the forward-backward structure already discussed above. We refer to [5] for the description of possible algorithms and numerical results.
3. Running assumptions and statement of the main result. We now summarize the assumptions that will be made in the whole work.
• u 0 is a continuous function on 
Take for example g as in (2.5) (2.6). It is clear that
We can now state the main result of this article, which establishes the convergence of the solutions of the finite difference scheme towards a weak solution of the continuous mean field games system.
be a solution of the discrete system (2.11)-(2.12) and u h,∆t , m h,∆t be the piecewise constant functions which take the values u n+1 i,j and m
There exists a subsequence of h and ∆t (not relabeled) and functionsũ,m, which belong to
3 ), such that u h,∆t →ũ and m h,∆t →m in L β (Q) for all β ∈ [1, 2), and (ũ,m) is a weak solution to the system (1.1)-(1.3) in the following sense:
Remark 3. We recall that, if F is nondecreasing and p → H(x, p) is strictly convex at infinity, it is proved in [28] that weak solutions are unique whenever H satisfies the structure conditions
for some r ∈ (1, 2] and some positive constant α, β, γ.
Therefore, in this case the convergence established in the above theorem holds for the whole sequence, and not only for a subsequence.
A priori estimates.
4.1. Norms and semi-norms. It is useful to define the following norms and semi-norms:
where D
, and define the discrete L 2 scalar product:
We recall the discrete Sobolev inequality: for any s < ∞, there exists a constant C such that for any grid function v,
.
4.2. First estimates. Hereafter, the constants appearing in the a priori estimates, for example c, C, are independent of h and ∆t. In this paragraph, we state the first a priori estimates stemming from the structure of the system. Although we have already given the set of running assumptions, we think that it may be useful to specify which assumptions are really required by each particular result.
Lemma 4.1. Under Assumptions (g 1 ) and (g 3 ), if F is bounded from below by a constant F , u 0 is continuous on T 2 , then for all i, j, n,
where u = min x∈T 2 u 0 (x). Lemma 4.2. Under Assumptions (g 1 ), (g 3 ) and (g 5 ), if F is bounded from below by F , u 0 is continuous on T 2 and m T is bounded from above bym T , then there exists a constant C such that
Subtract (4.9) from (2.7) and multiply the resulting equation by m n i,j −m T . Similarly, multiply (2.9) by u n+1 i,j −ũ n+1 i,j . Adding the two resulting identities and summing with respect to n, one gets:
1. Since m NT −m T is nonpositive with a bounded mass, and since u n is bounded from below, see (4.5), the term (m
in the right hand side of (4.10) is bounded from above by a constant independent of h and ∆t.
It is straightforward to see that (m
Since F is continuous, there exists a constant c such that 
In particular, if m does not vanish, then for ψ(z) = ln(z),
Proof. By the definition of T , we can split the sum S = i,j T i,j (v, m)ψ(m i,j ) as follows:
where
It is enough to focus on S 1 since the same arguments can be used for the other sums. Since g is nonincreasing w.r.t. q 1 ,
Since ψ is nondecreasing, if m i+1,j > m i,j , the factor (ψ(m i+1,j ) − ψ(m i,j )) + can be rewritten
Since ψ is nondecreasing and concave, m i+1,j > m i,j implies that
which implies that
Lemma 4.4. Assume (g 1 ) and (g 3 ). Let ψ be a non decreasing and concave function defined on R + . For any positive grid functions (m
If m k ∈ K h for all k ∈ {0, . . . , N T } and does not vanish, then
(4.14)
Proof. Since ψ is non decreasing,
. Then (4.13) follows from the last two points. Let us turn to (4.14): for any ǫ > 0,
and (4.13) with ψ(z) = ln(z + ǫ) yields
where the last estimate comes from the fact that the grid functions m k all belong to K h . Hence,
and (4.14) is obtained by letting ǫ tend to 0.
Lemma 4.5. If m NT ∈ K h and (g 1 ) (g 3 ) hold, then there exists a constant C such that, for any number η, 0 < η < ν, a solution (m n i,j ) of (2.9) satisfies 
From (4.12) and (4.14), we deduce that
and sincem
Since the same kind of estimate holds for
, we obtain that 
. But m
) . From the discrete Sobolev inequalities, we deduce that
) , which yields thatm satisfies (4.16) by summing for all k and using (4.15).
Step 2. We obtain that m satisfies (4.15) and (4.16) by letting ǫ tend to 0. Corollary 4.6. With the same assumptions as in Lemma 4.5, for any α ∈ [1, 4/3), there exists a constant c such that
Proof. Take α ∈ [1, 4/3). We start by observing that
Let us estimate
,j by some quantity depending on
a Hölder inequality yields that
Standard calculus yields that
Note that 1 ≤ 
,
(4.20)
Note that
The desired estimate on ∆t
follows from (4.20)- (4.21) and from the estimate on D h m α L α (Q h,∆t ) . Collecting the above results together with Lemma 4.2, we obtain the following conclusion:
Theorem 4.7. If F is continuous and bounded from below by a constant F , if (g 1 ), (g 3 ), (g 5 ) hold, if u 0 is continuous, then there exists a constant C such that a solution (u, m) of (2.11)-(2.12) satisfies (4.6)-(4.8), and for all α ∈ (1, 4/3),
5. L 1 -compactness results. In this section we prove the L 1 -compactness of D h u whenever the discrete heat equation has bounded L 1 data. More precisely, we assume that u = (u n ) n=0,...,NT satisfies
for all 0 ≤ i, j < N h and all n, 0 ≤ n < N T , where the data f = (f n i,j ) and the initial conditions u 0 = (u 0 i,j ) are supposed to satisfy
for some c independent of h and ∆t. In what follows, we reconstruct functions on Q from the grid functions u, and we prove the convergence of these functions as h and ∆t tend to 0, at least for subsequences. Lemma 5.1 below is concerned with piecewise constant functions built using u. It is similar to results that can be found in Gallouët et al, see e.g. [13, 12, 14] in the context of finite volume methods. Lemma 5.2 deals with approximations of the gradient with respect to x. It seems new to the best of our knowledge and may have an independent interest. Lemma 5.1. Let u h,∆t be the piecewise constant function which takes the value u n+1 i,j in (t n , t n+1 ) × (ih − h/2, ih + h/2) × (jh − h/2, jh + h/2). There exists a subsequence of h and ∆t (not relabeled) and a functionũ such that u h,∆t →ũ in in
3 ), and there exist a bounded Radon measureμ in Q and a bounded Radon measureμ 0 in T 2 such thatũ is the unique solution of
Proof. Using the L 1 bounds on the data, we may show with the same argument as in § 4.3 that
for any β ∈ [1, 2) and α ∈ [1, 3 ). From this estimate and (5.1), we deduce that ∆t
) is uniformly bounded. Recall that u h,∆t is the piecewise constant function which takes the value u
. We can apply the discrete Aubin-Simon lemma in [14] (Theorem 3.1): up to the extraction of a subsequence, u h,∆t converges to a functionũ in L 1 (Q), and in fact in
3 ). Let f h,∆t be the piecewise constant function on which takes the values f n i,j in (t n , t n+1 ) × (ih − h/2, ih + h/2) × (jh − h/2, jh + h/2). Up to the extraction of a subsequence, f h∆t converges in the weak- * topology to some bounded Radon measureμ on Q. Call u 0 h the piecewise constant function on T 2 which takes the values u 0 i,j in (ih − h/2, ih + h/2) × (jh − h/2, jh + h/2). We may assume that u 0 h converges to a bounded measureμ 0 on T 2 . In particular, testing (5.1) with smooth functions and passing to the limit, this implies thatũ satisfies
for every ϕ ∈ C 2 (Q) such that ϕ(T ) = 0. Notice thatũ is the unique solution of the above weak formulation.
We now define an approximation of Dũ from the grid function u. For a real number z, let floor(z) be the largest integer that does not exceed z, ceil(z) be the smallest integer that is not less than z. Let Du h,∆t be the piecewise constant function from Q to R 2 which takes the value
More explicitly, Du h,∆t takes the value
Lemma 5.2. Up to the extraction of a subsequence, the functions Du h,∆t converge a.e. to Dũ in Q, and in L α (Q) for any α ∈ [1, 4 3 ). Proof. Sinceũ is the unique weak solution of (5.3), for every sequence of smooth functionsμ δ and smooth initial dataμ 0 δ converging toμ and toμ 0 respectively, in the weak- * sense of measures, (which, for instance, can be constructed by convolution), the smooth solutionsŨ δ satisfying
3 ), see e.g. [7] . We now consider the finite difference approximation
δ (x i,j ) and µ n δ,i,j =μ δ (t n , x i,j ). Let σ be a positive real number: let T σ be the piecewise linear function defined on R by T σ (z) = max(−σ, min(z, σ)). Let the grid function e on Q h,∆t be given by e
For any s : 0 < s < 1 we have
The first term can be estimated as follows
Similarly we estimate the term with D + 2 using the set J n i , and overall we deduce that
for some constant c only depending on s. We estimate the first term from the discrete equation
which implies, using that (
Therefore, we deduce from (5.5)
Taking the minimum of the right hand side w.r.t. σ, and using the L 1 bounds for µ δ , µ 0δ and the data in (5.2), we see that
for some c and θ depending on s but not on h or δ. Recalling the definition of e, and the estimate on the discrete gradient, we have proved that
Hence,
where u h,∆t has been defined in Lemma 5.1 and U δ,h,∆t is the piecewise constant function that takes the value U n+1 δ,i,j in (t n , t n+1 )×(ih−h/2, ih+h/2)×(jh−h/2, jh+ h/2). Let us also define DU δ,h,∆t from the grid function U δ in a similar way as Du h,∆t : it takes the values
Therefore, we see that
where we have used (5.6) to obtain the third line. At fixed δ, sinceŨ δ is a smooth solution of the heat equation, the discrete approximation U δ,h,∆t converges toŨ δ in L 2 (Q) and DU δ,h,∆t converges to DŨ δ in L 2 (Q; R 2 ). Using also Lemma 5.1, we get that lim sup h,∆t→0
We conclude using the strong convergence ofŨ δ toũ in
3 ) (see e.g. [7] , as δ → 0. So
→ 0 which in particular implies that Du h,∆t converges to Dũ a.e. in Q and then, by
3 ). Remark 4. As a consequence of Lemma 5.2, for any ξ ∈ R 2 , there exists a subsequence of h and ∆t (not relabeled) such that the maps (t, x) → Du h,∆t (t, x+hξ) also converge to Dũ a.e. and in L α (Q) for any α ∈ [1, 4 3 ). Remark 5. Alternative strategies can be used to construct a function defined on Q from the grid function u. For example, we can define w h,∆t as the continuous and piecewise trilinear function onQ which takes the values u max(1,n) i,j at (t n , x i,j ) and which is trilinear in the rectangles of the time-space grid Q h,∆t . The advantage of taking w h,∆t instead of u h,∆t is that the former has weakly integrable partial derivatives with respect to the spatial variable. Therefore, we can use directly Dw h,∆t instead of having to define an independent approximation of Dũ such as Du h,∆t . It is then possible to prove the following lemma, which may replace both Lemmas 5.1 and 5.2:
Lemma 5.3. There exists a subsequence of h and ∆t (not relabeled) and a functionũ such that 2) . In particular, w h,∆t →ũ and Dw h,∆t → Dũ in L 1 (Q) and almost everywhere in Q.
Proof. The strategy of proof is similar except that we may directly use the continuous version of the compactness lemma of Aubin-Simon, see [29] , for the function w h,∆t .
6. From the discrete to the continuous system. 6.1. A priori estimates and compactness. Let u h,∆t and Du h,∆t be the piecewise constant functions defined in Lemmas 5.1 and 5.2 respectively: up to the extraction of a subsequence, we can assume that u h,∆t →ũ in L β (Q) for all , 2) and that Du h,∆t a.e. to Dũ in Q and in L α (Q) for any α ∈ [1, 3 ). Let m h,∆t be the piecewise constant function which takes the value m n i,j in (t n , t n+1 )× (ih − h/2, ih + h/2) × (jh − h/2, jh + h/2), and Dm h,∆t be the piecewise constant function from Q to R 2 which takes the value 6.2. Stability of the discrete Bellman equation. We now pass to the limit in the discrete Bellman equation.
The main difficulty is to handle the nonlinear term g(
); here we wish to use the a.e. convergence of the gradients obtained in § 5. We adapt the method used for continuous problems in [8] . Note that ∇ h u n+1 i,j is the value taken by the piecewise constant function with values in R
at (t, x) such that |x 1 − ih| < h/2, |x 2 − jh| < h/2, t n ≤ t < t n+1 . From the continuity of g, the consistency assumption and Remark 4,
a.e. in Q,
where g h,∆t is the piecewise constant function which take the value g(x i,j , ∇ h u n+1 i,j ) for (t, x) such that |x 1 − ih| < h/2, |x 2 − jh| < h/2, t n ≤ t < t n+1 .
Let now ϕ be a smooth function on T 2 such that ϕ ≥ 0, with ϕ(T ) = 0. We multiply the discrete Bellman equation by ϕ(t n+1 , x i,j ) and sum for all i, j and n = 0, . . . , N T − 1. Since, by convexity, g(x, q) ≥ g(x, 0) + g q (x, 0) · q the regularity of g w.r.t. x and the L 1 -compactness of Du h,∆t allow us to apply Fatou's lemma obtaining
Passing to the limit in the other terms of the equation, we deduce that
We now wish to obtain the reverse inequality, which is the difficult part. We start by noticing that, since the monotonicity assumption implies
from (3.1) and (3.2) and the fact that g(x, 0) is bounded, we know there exists λ > 0 such that
We multiply the discrete Bellman equation by e −λu n+1 i,j ϕ(t n+1 , x i,j ) and sum for all i, j and n = 0, . . . , N T − 1. We obtain
Since u is uniformly bounded below, the last term converges by dominated convergence, so
By convexity of s → e −λs and since φ(T, ·) = 0, we have
and so, again by dominated convergence, 
which is equal to
We proceed similarly for the part with D 2 . Therefore,
The first two terms in the right-hand side converge to ν for every smooth ϕ ≥ 0. In order to conclude, we need now to get rid of the exponential in the above inequality (6.6). To this purpose, we first observe that
This can be easily proved obtaining an a priori estimate on e −λu h,∆t . Indeed, whenever u is a grid function which solves (5.1) for some data satisfying (5.2), we have where C only depends on the L 1 -norm of the data. This is the desired a priori estimate; from which, using Fatou's lemma, we deduce
On account of the fact that u is bounded below, we can take for example ψ(r) = 1 − e −µr to deduce that e −µũ ∈ L 2 (0, T ; H 1 (T 2 )) for any µ > 0. Thanks to (6.7), inequality (6.6) holds true not only for smooth functions ϕ but also for ϕ ∈ H 1 (Q) ∩ L ∞ , through a standard density argument. Moreover, there is no loss of generality in assuming that u 0 ∈ H 1 (T 2 ), so we extendũ for negative t as identically equal to u 0 . Then, we choose ϕ(x, t) = ξ(t) 1 h Moreover, 1 h t t−h e λT k (ũ)(x,s) ds converges to e λT k (u) in L 2 (0, T ; H 1 (T 2 )) and weak− * in L ∞ (Q), so we can pass to the limit as h → 0 in the remaining terms of (6.6). Finally, we obtain 6.3. Stability of the discrete Fokker-Planck equation. We now pass to the limit in the discrete Fokker-Planck equation.
By (4.6), the L 1 -compactness of m h,∆t and of Du h,∆t , we deduce the strong convergence in L 1 (Q) for the piecewise constant function which takes the value m n i,j ∇ q g(x i,j , [∇ h u n+1 ] i,j ) for (t, x) such that |x 1 − ih| < h/2, |x 2 − jh| < h/2, t n ≤ t < t n+1 . Moreover, by the consistency assumption we have, Therefore, we can pass to the limit in the weak formulation and deduce that m is a weak solution of the Fokker-Planck equation. We notice that the regularity m[H p (·, Dũ)Dũ − H(·, Dũ)] ∈ L 1 (Q) follows from inequality (4.10), by using Fatou's lemma. Moreover, we also find that m|H p (·, Dũ)| 2 ∈ L 1 (Q). The regularityũ,m ∈ C 0 ([0, T ]; L 1 (T 2 )) follows from properties of weak solutions, see [28] . Finally, this concludes the proof of Theorem 3.1.
