We derive necessary and sufficient conditions for guaranteeing the nonsingularity of a block two-by-two matrix by making use of the singular value decompositions and the Moore-Penrose pseudoinverses of the matrix blocks. These conditions are complete, and much weaker and simpler than those given by Decker and Keller (J. Math. Anal. Appl. 75(1980) [417][418][419][420][421][422][423][424][425][426][427][428][429][430], and may be more easily examined than those given by Bai (J. Comput. Appl. Math., 237(2013)295-306) from the computational viewpoint. We also derive general formulas for the rank of the block two-by-two matrix by utilizing either the unitarily compressed or the orthogonally projected sub-matrices.
Introduction
We discuss conditions that guarantee the nonsingularity of block two-by-two matrices of the form
and derive general formulas for the rank of the matrix M , where A ∈ C m×m , B ∈ C m×n , C ∈ C n×m and D ∈ C n×n are complex matrices. It is obvious that, under suitable partitioning, any matrix can be cast in the form (1.1).
Matrices of block two-by-two structures include as special cases the standard and the generalized saddle-point matrices [3, 4, 31, 9] and the skew-Hamiltonian matrices [23, 27] . They frequently arise from stability and bifurcation theory of ordinary differential equations [16, 17, 19, 11] , order-reduction and sinc discretization of the third-order linear ordinary differential equations [26, 7] , domain decomposition methods of partial differential equations [10, 28, 29, 4] , finite-element discretization and first-order linearization of the two-phase flow problems based on Cahn-Hilliard equation [14, 2, 13] , finite-element discretizations of PDE-constrained optimization problems [21, 25, 6] , real equivalent formulations of complex linear systems [1, 6] , linear and H ∞ control problems [20, 23, 24, 34, 27] , matrix completions [15, 22, 32, 33] , and so on.
One of the fundamental and important problems is how to examine the nonsingularity or, in general, how to determine the rank of the matrix M . When A is positive semidefinite, D is Hermitian positive semidefinite, and C = −B * have full rank, i.e., the matrix M is of the generalized saddle-point form, from [12, Note that the converses of the above conditions do not hold in general. so they are only either sufficient or necessary. Here the matrix A is said to be positive definite (or semidefinite) if its Hermitian part H(A) = 1 2 (A + A * ) is Hermitian positive definite (or semidefinite), with (·) * and null(·) denoting the conjugate transpose and the null space of the corresponding matrix, respectively; see [8] . In addition, when D = 0 and m ≥ n, [12, Theorem 3.3] showed that if M is nonsingular, then rank(B) = n and rank A C = n.
Note that these conditions are only necessary but sufficient.
In general, there is little result about the nonsingularity of the block two-by-two matrix M . To our knowledge, in [16] Decker and Keller proved the following result about the nonsingularity of the matrix M ; see also [17] . Theorem 1.1. [16] For the block two-by-two matrix M defined in (1.1), the following statements hold true: Here range(·) denotes the range space of the corresponding matrix and dim(·) the dimension of the corresponding linear space.
Evidently, these conditions do not treat all cases as the case that A is singular with dim(null(A)) < n is excluded. Recently, in [5] Bai established the necessary and sufficient conditions for guaranteeing the nonsingularity of the matrix M , which is precisely restated in the following theorem. In addition, for the rank of the matrix M , by utilizing the singular value decompositions and the Moore-Penrose pseudoinverses of its sub-matrices Demmel derived a range in [18] and Wei gave an expression in [30] , respectively.
In this paper, we derive necessary and sufficient conditions for guaranteeing the nonsingularity of the block two-by-two matrix M by making use of either the singular value decompositions or the Moore-Penrose pseudoinverses of its sub-matrices. These conditions are complete, and much weaker and simpler than those given in [16, 17] , and may be more easily examined than those given in Bai [5] from the computational viewpoint. We also derive general formulas for the rank of the block two-by-two matrix by utilizing either the unitarily compressed or the orthogonally projected sub-matrices, which further generalize and improve those shown in [18, 30] .
At the end of this section, we introduce and restate some necessary notations and definitions. For a block matrix, if one of its sub-blocks is null, then the rows and columns in which they appear in that sub-block can be deleted. We use (·) * to denote the conjugate transpose of either a vector or a matrix, null(·), range(·), (·) † and rank(·) to represent the null space, the range space, the Moore-Penrose pseudoinverse and the rank of the corresponding matrix, respectively, and dim(·) to indicate the dimension of the corresponding linear space.
Conditions Based on Singular Value Decompositions
In this section, by distinguishing the (1, 1) block A ∈ C m×m of the block two-by-two matrix M ∈ C (m+n)×(m+n) defined in (1.1) in three cases: (i) A = 0, (ii) A = 0 and is singular, and (iii) A is nonsingular, we establish necessary and sufficient conditions for guaranteeing the nonsingularity of M in terms of the singular value decompositions with respect to its submatrices.
Without loss of generality, throughout this section we assume that m ≤ n in the definition of the block two-by-two matrix M ∈ C (m+n)×(m+n) defined in (1.1) as, otherwise, we can turn to consider the equal-rank matrix
We first discuss the case that A = 0.
Theorem 2.1. Assume that the (1, 1) block A ∈ C m×m of the block two-by-two matrix M ∈ C (m+n)×(m+n) defined in (1.1) is zero. Then M is nonsingular if and only if B is of full row-rank, C is of full column-rank, and D 22 is either nonsingular or null, where
1)
and U , V and U , V are unitary matrices such that
with B 21 , C 12 ∈ C m×m being nonsingular matrix blocks, and
Proof. We first demonstrate the necessity. If the matrix M is nonsingular, then both matrices B and C must be of full ranks. Otherwise, if either B or C is rank-deficient, there must exist a nonzero vector x ∈ C m or a nonzero vector x ∈ C m such that x * B = 0 or C x = 0, correspondingly. Let
Then we have z = 0 and z = 0. However, either z * M = 0 or M z = 0 holds true according to B being rank-deficient in row or C being rank-deficient in column, respectively. Therefore, M is singular, which contradicts to the nonsingularity assumption on the matrix M .
And if D 22 is not null (i.e., n > m) and is singular, then there must exist a nonzero vector y ∈ C n−m such that D 22 y = 0.
Pre-and post-multiplying M by the unitary matrices
and denoting the resulting matrix as M , we know that M , being of the same rank as M , is given by
Note that B 21 and C 12 are nonsingular matrix blocks. Thereby, by pre-and post-multiplying M further by the nonsingular matrices
and denoting the resulting matrix as M , we know that M , being of the same rank as both M and M , is given by
Then we know that z = 0 and M z = 0. Therefore, M is singular, which contradicts to the nonsingularity assumption on the matrix M , too. Now, we demonstrate the sufficiency. If B is of full row-rank, C is of full column-rank, and D 22 is either null (i.e., m = n) or nonsingular, then the matrices M , M and M defined above have the same rank, i.e., rank(M ) = rank( M ) = rank(M ). Because
we easily see that the matrix M is nonsingular. Here we have used the fact that D 22 is null if and only if m = n.
2 We emphasize that when m = n, the matrix block D 22 is null. In this case, we have U * D V = D 11 . It straightforwardly follows that the matrix M is nonsingular if and only if both matrices B and C are of full rank. In addition, the unitary matrices U , V and U , V can be obtained by the singular value decompositions of the matrices B and C, respectively. Now we turn to discuss the case that A = 0 and is singular. Theorem 2.2. Assume the (1, 1) block A ∈ C m×m of the block two-by-two matrix M ∈ C (m+n)×(m+n) defined in (1.1) be nonzero and singular, and let U, V ∈ C m×m be two unitary matrices such that
with A 11 ∈ C r×r being nonsingular. Define
. Then M is nonsingular if and only if B 2 is of full row-rank, C 2 is of full column-rank, and
11 B 12 is nonsingular, where
and
with B 21 , C 12 ∈ C (m−r)×(m−r) being nonsingular, and
Proof. We first demonstrate the necessity. From (2.3) and (2.4) we have
Hence, M is nonsingular if and only if W is nonsingular.
We claim that if M is nonsingular, then both matrices B 2 and C 2 must be of full ranks. Otherwise, if either B 2 or C 2 is rank-deficient, there must exist a nonzero vector x ∈ C m−r and a nonzero vector x ∈ C m−r such that x * B 2 = 0 and C 2 x = 0, correspondingly. Let
Then we know that z = 0 and z = 0. However, either z * W = 0 or W z = 0 holds true according to B 2 being rank-deficient in row or C 2 being rank-deficient in column, respectively. It follows that W and, hence, M is singular, which contradicts to the nonsingularity assumption on the matrix M . and denoting the resulting matrix as W , we know that W , being of the same rank as W and M , is given by
Furthermore, by pre-and post-multiplying W by the nonsingular matrices    
and denoting the resulting matrix as W , we know that W , being of the same rank as M , W and W , is given by
In addition, as B 21 and C 12 are nonsingular, by pre-and post-multiplying W by the nonsingular matrices    
and denoting the resulting matrix as W , we know that W , being of the same rank as M , W , W and W , is given by
Then we know that z = 0 and W z = 0. This shows that W and, hence, M is singular, which contradicts to the nonsingularity assumption on the matrix M , too. Now, we demonstrate the sufficiency. If B 2 is of full row-rank, C 2 is of full column-rank, and = m + n, the matrix M is nonsingular.
2 We remark that the unitary matrices U , V , U , V and U , V can be obtained by the singular value decompositions of the matrices A, B 2 and C 2 , respectively.
At last, we discuss the case that A is nonsingular. Proof. Because A is nonsingular, we have
Therefore, M is nonsingular if and only if D − CA −1 B is nonsingular. 2 We remark that the conclusion of Theorem 2.3 is not new and can be dated back at least to [16] ; see also [17, 3, 4, 5] .
Conditions Based on Moore-Penrose Pseudoinverses
In this section, we establish necessary and sufficient conditions for guaranteeing the nonsingularity of the block two-by-two matrix M ∈ C (m+n)×(m+n) defined in (1.1) in terms of the orthogonal projections with respect to its sub-matrices. Analogous to Section 2, without loss of generality we assume m ≤ n throughout this section, too. and
Proof. We demonstrate this conclusion according to three cases with respect to the (1, 1) block A of the matrix M : (i) A = 0, (ii)A = 0 and is singular, and (iii) A is nonsingular. 
Partition the unitary matrices U and V as
with U 1 , V 1 ∈ C n×m and U 2 , V 2 ∈ C n×(n−m) . Then it follows from (3.1) and A = 0 that
By straightforward operations we have
Hence, it holds that     
The identities (3.3) and (3.4), together with (3.1), immediately lead to an explicit expression of the matrix G as follows:
Now the expressions of P , Q and G defined in (3.2) and (3.5) straightforwardly give the equalities rank(P ) = rank(B 21 ), rank(Q) = rank(C 12 ) and rank(G) = rank(D 22 ).
These equalities, together with the facts that 
where
Partition the unitary matrices U , U and V , V as
with U 1 , V 1 ∈ C m×r , U 2 , V 2 ∈ C m×(m−r) , U 1 , V 1 ∈ C n×(m−r) and U 2 , V 2 ∈ C n×(n+r−m) . Then it follows from (3.6) that
The identities (3.8) and (3.9), together with (3.6), immediately lead to an explicit expression of the matrix G as follows:
Now the expressions of P , Q and G defined in At last, we consider the case that A is nonsingular. For this case, from Theorem 2.3 we know that M is nonsingular if and only if D − CA −1 B is nonsingular. As now A † = A −1 , by straightforward operations we have
Hence, it holds that rank(A) = m, rank(P ) = 0, rank(Q) = 0 and rank(G) = rank(D − CA −1 B) = n, which shows the validity of the conclusion. 2
General Formulas for Matrix Ranks
In this section, we establish general formulas for the rank of the block two-by-two matrix M ∈ C (m+n)×(m+n) defined in (1.1) in terms of the singular value decompositions and the orthogonal projections with respect to its sub-matrices.
Theorem 4.1. For the block two-by-two matrix M ∈ C (m+n)×(m+n) defined in (1.1), let U, V ∈ C m×m be two unitary matrices such that
with A 11 being either null or a nonsingular r × r matrix block, and define
with B 1 being either null or a r × n matrix block, C 1 being either null or an n × r matrix block, correspondingly, and B 2 ∈ C (m−r)×n and C 2 ∈ C n×(m−r) . In addition, let U ∈ C (m−r)×(m−r) , V ∈ C n×n and U ∈ C n×n , V ∈ C (m−r)×(m−r) be unitary matrices such that
with B 21 ∈ C s 1 ×s 1 , C 12 ∈ C s 2 ×s 2 being either null (i.e., s 1 = 0, s 2 = 0) or nonsingular, and define
with B 11 ∈ C r×s 1 , B 12 ∈ C r×(n−s 1 ) , C 11 ∈ C s 2 ×r , C 21 ∈ C (n−s 2 )×r , and Proof. From (4.1) and (4.2) we have
and using (4.3) and (4.4), after direct operations we obtain
Then we see that the matrices M and W have the same rank.
When A 11 is null, according to (4.6) we know that M has the same rank as the matrix 
which can be reduced to , and denoting the resulting matrix as W , we know that W , having the same rank as M and W , is given by
Evidently, if either B 21 or C 12 is null, the matrix M has the same rank as the matrices  
Hence, the rank formula where
Proof. We adopt the same matrix decompositions (4.1)-(4.4) as in Theorem 4.1, and denote by
Then it follows from (4.5) that to prove (4.7) we only need to demonstrate the identities rank(A) = rank(A 11 ), rank(P ) = rank(B 21 ), rank(Q) = rank(C 12 ) (4. 
Whether B 21 or C 12 is null or not, in accordance with (4.3) we can obtain rank(P ) = rank(B 2 ) = rank(B 21 ) and rank(Q) = rank(C 2 ) = rank(C 12 ), which give the last two identities in (4.8). So we only need to verify the validity of the identity (4.9), which, in this case, is reduced to
In fact, if both B 21 and C 12 are null, then B 2 = 0, C 2 = 0 and
If B 21 is null and C 12 is nonsingular, then B 2 = 0,
which leads to rank(G) = rank (D 22 ).
If C 12 is null and B 21 is nonsingular, then C 2 = 0,
and, analogously,
which results in rank(G) = rank(D 22 ).
And if both B 21 and C 12 are nonsingular, then
By direct operations we have
which gives rank(G) = rank(D 22 ).
If A 11 is nonsingular, from (4.10) we can get
In accordance with (4.2) and (4.3) we obtain
and 12) which give the last two identities in (4.8). So we only need to verify the validity of the identity (4.9).
As a matter of fact, if both B 21 and C 12 are nonsingular, it follows from (4.11) and (4.12) that
Thereby, by making use of (4.1) and (4.4) we obtain 
is nonsingular and C 12 is null, then C 2 = 0 and U * C 1 = C 21 . Hence,
and, similarly to (4.11), it holds that
As now I − P † P = V 2 V * 2 , analogously to (4.13) we straightforwardly have As now I − QQ † = U 2 U * 2 , analogously to (4.13) we immediately have 
Concluding Remarks
In the most general fashion, we have established necessary and sufficiency conditions for the nonsingularity of the block two-by-two matrix. The basic tool used in our approach is the singular value decomposition of matrix, which is computationally feasible and numerically stable. The new results obtained in this paper include the existing ones such as those given in [12] as special cases, and could be equivalent to those presented in [5] . We have also derived formulas for the rank of the block two-by-two matrix in terms of either the unitary compressions (via the singular value decompositions) or the orthogonal projections (via the Moore-Penrose pseudoinverses) of the involved sub-matrices, which generalize the rank formula and, in particular, result in the alternative nonsingularity conditions given in [30] . However, sharply estimating the condition number and the eigenvalue bounds for a block two-by-two matrix under reasonably weak restrictions are still open problems, which are theoretically important and practically useful; see [3, 4, 7] .
