The progressive censoring scheme has received considerable amount of attention in the last fifteen years. During the last few years joint progressive censoring scheme has gained some popularity. Recently, the authors Mondal and Kundu ("A new two sample Type-II progressive censoring scheme", arXiv:1609.05805) introduced a balanced two sample Type-II progressive censoring scheme and provided the exact inference when the two populations are exponentially distributed. In this article we consider the case when the two populations follow Weibull distributions with the common shape parameter and different scale parameters. We obtain the maximum likelihood estimators of the unknown parameters. It is observed that the maximum likelihood estimators cannot be obtained in explicit forms, hence, we propose approximate maximum likelihood estimators, which can be obtained in explicit forms. We construct the asymptotic and bootstrap confidence intervals of the population parameters. Further we derive an exact joint confidence region of the unknown parameters. We propose an objective function based on the expected volume of this confidence set and using that we obtain the optimum progressive censoring scheme. Extensive simulations have been performed to see the performances of the proposed method, and one real data set has been analyzed for illustrative purposes.
Introduction
In any life testing experiment censoring in inevitable. Different censoring schemes have been introduced in the literature to optimize time, cost and efficiency. Among different censoring schemes, Type-I and Type-II are the two most popular censoring schemes. But none of these censoring schemes allows removal of units during life testing experiment. Progressive censoring scheme incorporates this flexibility in a life testing experiment. Progressive Type-II censoring scheme allows removal of experimental units during the experiment as well as ensures a certain number of failure to be observed during the experiment to make it efficient. Extensive work had been done on the different aspects of the progressive censoring since the introduction of the book by Balakrishnan and Aggarwala [2] . A comprehensive collection of different work related to progressive censoring scheme can be found in a recent book by Balakrishnan and Cramer [3] .
But all these development are mainly based on a single population. Recently two sample joint censoring schemes are becoming popular for a life testing experiment mainly to optimize time and cost. In a Type-II joint censoring scheme two samples are put on a life testing experiment simultaneously and the experiment is continued until a certain number of failures are observed.
Balakrishnan and Rasouli [7] first considered the likelihood inference for two exponential populations under joint a Type-II censoring scheme. Ashour and Eraki [1] extended the results for multiple populations and when the lifetime of different populations follow Weibull distributions.
Recently, Rasouli and Balakrishnan [20] introduced a joint progressive Type-II censoring (JPC) scheme and provided the exact likelihood inference for two exponential populations under this censoring scheme. Parsi and Ganjali [16] extended the results of Rasouli and Balakrishnan [20] for two Weibull populations. Doostparast and Ahmadi et al. [12] provided the Bayesian inference of the unknown parameters based on the data obtained from a JPC scheme under LINEX loss function. Balakrishnan and Su et al. [8] extended the JPC model to general K populations and studied exact likelihood inference of the unknown parameters for exponential distributions.
Mondal and Kundu [13] recently introduced a balanced joint progressive Type-II censoring (BJPC) scheme and it is observed that it has certain advantages over the JPC scheme originally introduced by Rasouli and Balakrishnan [20] . The scheme proposed by Mondal and Kundu [13] has a close connection with the self relocating design proposed by Srivastava [21] . Mondal and Kundu [13] provided the exact likelihood inference for the two exponential populations under a BJPC scheme. The main aim of this paper is to study likelihood inference of two Weibull populations under this new scheme. We provide the maximum likelihood estimators (MLEs) of the unknown parameters, and it is observed that the MLEs of the unknown parameters cannot be obtained in explicit form. Due to this reason we propose to use approximate maximum likelihood estimators (AMLEs) of the unknown parameters, which can be obtained in explicit forms. We propose to use the asymptotic distribution of the MLEs and bootstrap method to construct confidence intervals (CI) of the unknown parameters. We have also provided an exact joint confidence region of the parameter set. Further, we propose an objective function based on the expected volume of this confidence set and this has been used to find the optimum censoring scheme (OCS). Extensive simulations have been performed to see the effectiveness of the different methods, and one real data set has been analyzed for illustrative purposes.
Rest of the paper is organized as follows. In Section 2 we briefly describe the model and provide necessary assumptions. The MLEs and AMLEs are derived in Section 3. In Section 4 we provide the joint confidence region of the unknown parameters. Next we propose the objective function in Section 5. In Section 6 we provide the simulation results and the analysis of a real data set.
Finally we conclude the paper in Section 7.
Model Description and Model Assumption
The balanced joint Type-II progressive censoring scheme proposed by Mondal and Kundu [13] can be briefly described as follows. Suppose there are two lines of similar products and it is important to study the relative merits of these two products. A sample of size m is drawn from one product line (say A) and another sample of size m is drawn from the other product line (say B). Let k be the total number of failures to be observed from the life testing experiment and R 1 ,. . . ,R k−1 are pre-specified non-negative integers satisfying
Under the BJPC scheme, two sets of samples from these two products are simultaneously put on a test. Suppose the first failure is coming from the product line A and the first failure time is denoted by W 1 , then at W 1 , A random variable X is said to follow Weibull distribution with the shape parameter α > 0 and the scale parameter λ > 0 if it has the following probability density function (PDF)
and it will be denoted by WE(α, λ). We assume the lifetimes of m units of product line A, say 3 Point Estimations
Maximum Likelihood Estimators (MLEs)
The likelihood function of the unknown parameters (α, λ 1 , λ 2 ) based on the observed data (W, Z), is given by
where
The log-likelihood function without the normalizing constant is given by
Hence, the normal equations can be obtained by taking partial derivatives of the log-likelihood function (3) and equating them to zero as given below
For a given α, when k 1 > 0 and k 2 > 0 the MLEs of λ 1 and λ 2 can be obtained from (4) and (5) as follows:
When α is also unknown, it is possible to obtain the MLE of α from (6) by substituting λ 1 and λ 2 with λ 1 (α) and λ 2 (α), respectively. Alternatively, the MLE of α can be obtained by maximizing the profile log-likelihood function of α, l(α, λ 1 (α), λ 2 (α)) = P (α) (say), where
We need the following result for further development.
Lemma 1: The function P (α) as defined in (7) attains a unique maximum at some α * ∈ (0, ∞)
where α * is the unique solution of
Proof: See in the Appendix.
Once the unique MLE of α, say α M LE , is obtained as a solution of (8), then the MLEs of λ 1 and λ 2 also can be obtained uniquely as
Approximate Maximum Likelihood Estimators
Since the MLEs cannot be obtained in explicit forms, we propose to use approximate MLEs (AMLEs) of the unknown parameters which can be obtained in explicit forms. They are obtained by expanding the normal equations using Taylor series expansion of first order. It can be easily seen that for i = 1, 2, . . . , k, the distribution of (λ 1 + λ 2 )W i α is independent of the parameters α, λ 1 , λ 2 (see Lemma 2 in Section 4). Let us define the following random variables:
Therefore, if θ = ln (λ 1 + λ 2 ), then U i = αV i + θ, and the distribution of U i is free from α, λ 1 , λ 2 ,
Now from (4) and (5) using u i and v i as defined above, we obtain
and from (6) we have
Using Taylor series expansion of order 1 of e u i , we obtain the AMLEs of the unknown parameters as follows. The AMLE of α, say α AM LE , is the positive root of
and the AMLEs of λ 1 , λ 2 are given by
respectively. Here,
and for ξ i = E(U i ),
Exact Confidence Set
In this section we provide a methodology to construct an exact 100(1 − γ)% confidence set of α, λ 1 and λ 2 . We need the following results for further development.
. . , G k are independent exponential random variables and
G j for i = 1, 2, . . . , k, where W i 's are same as defined before, and ' Let us use the following transformation:
. . .
From Lemma 2, it is evident that S 1 , S 2 , . . . , S k are independent identically distributed (i.i.d.)
exponential random variables with mean one. Let us define
Observe that U and V are independent, U ∼ χ
. Using Basu's theorem it follows that T 1 and T 2 are independently distributed. Note that
From (12) it is clear that T 1 is a function α, and from now on we denote it by T 1 (α). We have the following result.
Lemma 3: Let 0 < w 1 < w 2 < . . . < w k , and
is a strictly increasing function in α and lim α→0 t 1 (α) = 0, lim α→∞ t 1 (α) = ∞. Hence, the equation t 1 (α) = t has a unique solution for α > 0 and for all t > 0.
Proof: See Lemma 1 in Wu and Shuo-Jye [23] .
We introduce the following notations. Let ϕ(·) = t 
(ii) For a given α, a 100(1 − γ)% confidence set of (λ 1 , λ 2 ) is given by
Proof:
increasing function of α and ϕ(t) is the unique solution of t 1 (α) = t we also have
, using (13), we obtain
Hence,
Note that C(γ; α) is a trapezoid enclosed by four straight lines
here γ 1 and γ 2 are such that 1 − γ = (1 − γ 1 )(1 − γ 2 ).
Optimum Censoring Scheme
Finding an optimum censoring scheme is an important problem in any life testing experiment. In this section we propose a new objective function and based on which we provide an algorithm to find the optimum censoring scheme.
In a progressive censoring scheme for fixed sample size (m) and for fixed effective sample size (k), the efficiency of the estimators depends on the censoring scheme {R 1 , . . . , R k−1 }. In practical situation out of all possible set of censoring schemes it is important to find out the optimal censoring scheme (OCS) i.e. the censoring scheme which provides maximum information about the unknown parameters. In this case, for fixed m and k, the possible set of censoring schemes consists of R i 's, [3] and the references cited therein. In this paper we propose a new objective function based on the volume of the exact confidence set of the unknown parameters, which is more reasonable than the asymptotic variance covariance matrix.
In this case first we will show that it is possible to determine the volume of the exact joint confidence set of α, λ 1 and λ 2 . From the Theorem 4.1 the area Area(C(γ 2 ; α) of the trapezoid
The volume V (D(γ)) of the confidence region D(γ) as in Corollary 4.2, becomes
Based on (14), we propose the objective function as E data (V (D(γ))). Therefore, for fixed m and k
The following algorithm can be used to compute E data (V (D(γ) )), for fixed m, k and R 1 , . . . , R k−1 .
Algorithm:
• Step1: Given m, k and R 1 , . . . , R k−1 generate the data (W, Z) under BJPC from two Weibull populations, W E(α, λ 1 ) and W E(α, λ 2 ) .
• Step2: Compute V (D(γ)) based on the data, this can be done by various numerical method like trapezoidal rule.
• Step3: Repeat Step 1 to 2 say B times, and take their average which approximates
6 Simulation Study And Data Analysis
Simulation Study
In this section we compare the performance of the MLEs and AMLEs based on an extensive Tables 7 to 9 for different parameter values and for different censoring schemes.
We have also provided a scatter plot of ETOT vs. E(V (D(γ))) for different censoring schemes in Figure 4 . It is evident that as the ETOT increases, E(V (D(γ))) decreases as expected. Table 2 : m = 25, n = 25, α = 1, λ 1 = 0. 
Data Analysis
In this section we perform the analysis of a real data set to illustrate how the propose methods can be used in practice. We have used the following data set originally obtained from Proschan [19] and here the data indicate the failure times (in hour) of air-conditioning system of two airplanes.
The data are provided below. From the above data sets we have generated two different jointly progressively censored samples with the censoring schemes Scheme 1: k = 20 and R = (14, 0 (8) ) and Scheme 2: k = 10, R = (2 (7) , 0 (2) ). The generated data sets are provided below. Tables 10 and 11 . In Figure 4 we have provided the profile log-likelihood function P (α) of the shape parameter α and it is clear that P (α) attains a unique maximum. To get an idea about the joint confidence region of α, λ 1 , λ 2 , we have provided the confidence set of (λ 1 , λ 2 )
for different values of α in Figure 5 . In this case the estimates and the associated confidence intervals are reported in Tables 12 and   13 . The profile log-likelihood function P (α) has been provided in Figure 6 and it indicates that it attains a unique maximum. The confidence set of (λ 1 , λ 2 ) for different values of α is provided in Figure 7 . Figure 6 : profile-loglikelihood function of shape parameter α for scheme-2 intervals and it is observed that the asymptotic confidence intervals perform quite well even for small sample sizes. We further construct an exact joint confidence set of the unknown parameters and based on the expected volume of the joint confidence set we have proposed an objective function and it has been used to obtain optimum censoring scheme. Note that all the developments in this paper are mainly based on the classical approach. It will be important to develop the necessary Bayesian inference. It may be mentioned that in this paper we have considered the sample sizes to be equal from both the populations, although most of the results can be extended even when they are not equal. proof of Lemma 2: The proof can be obtained similarly as the proof of Lemma 2 of Mondal and Kundu [13] using m = n.
