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SOME IDENTITIES ASSOCIATED WITH MOCK THETA FUNCTIONS ω(q)
AND ν(q)
GEORGE E. ANDREWS AND AE JA YEE
Abstract. Recently, Andrews, Dixit and Yee defined two partition functions pω(n) and pν(n)
that are related with Ramanujan’s mock theta functions ω(q) and ν(q), respectively. In this
paper, we present two variable generalizations of their results. As an application, we reprove
their results on pω(n) and pν(n) that are analogous to Euler’s pentagonal number theorem.
Keywords: Partitions, Mock theta functions ω(q) and ν(q), Euler’s pentagonal number theorem.
1. Introduction
In [10, p. 62], Watson defined the third order mock theta functions ω(q) and ν(q) as
ω(q) :=
∞∑
n=0
q2n
2+2n
(q; q2)2n+1
, ν(q) :=
∞∑
n=0
qn
2+n
(−q; q2)n+1
,
which were rediscovered in Ramanujan’s lost notebook [6], [9, p. 15, p. 31].
Throughout the paper, we adopt the following q-series notation:
(a; q)0 := 1,
(a; q)n := (1− a)(1 − aq) · · · (1− aq
n−1) for n ≥ 1,
(a; q)∞ := lim
n→∞
(a; q)n, |q| < 1.
The functions ω(q) and ν(q) along with other classical mock theta functions are well studied by
basic hypergeometric series. Andrews [1] introduced the following two variable generalizations:
ω(z; q) :=
∞∑
n=0
znq2n
2+2n
(q; q2)n+1(zq; q2)n+1
, ν(z; q) :=
∞∑
n=0
qn
2+n
(−zq; q2)n+1
. (1)
Note that ω(1; q) = ω(q) and ν(1, q) = ν(q). In a subsequent paper [2], Andrews showed that
ω(z; q) =
∞∑
n=0
znqn
(q; q2)n+1
, ν(z; q) =
∞∑
n=0
(q/z; q2)n(−zq)
n. (2)
These ω(z; q) and ν(z; q) are generalized further by Choi [8].
Recently [7], Andrews Dixit, and Yee introduced two partition functions pω(n) and pν(n),
where pω(n) counts the number of partitions of n in which all odd parts are less than twice the
smallest part, and pν(n) counts the number of partitions of n with the same constraints as pω(n)
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plus all parts being distinct. Surprisingly, it was shown that these functions are very closely
related with ω(q) and ν(q). Namely,
∞∑
n=1
pω(n) = q ω(q),
∞∑
n=0
pν(n) = ν(−q), (3)
By the definitions of pω(n) and pν(n), (3) can be stated as follows:
∞∑
n=1
qn
(qn; q)n+1(q2n+2; q2)∞
=
∞∑
n=0
q2n
2+2n+1
(q; q2)n+1
, (4)
∞∑
n=0
qn(−qn+1; q)n(−q
2n+2; q2)∞ =
∞∑
n=0
qn
2+n
(q; q2)n+1
. (5)
The main purpose of this paper is to provide two variable generalizations of (4) and (5), which
are given in the following theorem.
Theorem 1. We have
∞∑
n=1
qn
(zqn; q)n+1(zq2n+2; q2)∞
=
∞∑
n=0
znq2n
2+2n+1
(q; q2)n+1(zq; q2)n+1
, (6)
∞∑
n=0
qn(−zqn+1; q)n(−zq
2n+2; q2)∞ =
∞∑
n=0
znqn
2+n
(q; q2)n+1
. (7)
It is immediate that (6) and (7) yield (4) and (5), respectively, when z = 1. We also note
that by (1), (2), and (6), we have
∞∑
n=1
qn
(zqn; q)n+1(zq2n+2; q2)∞
=
∞∑
n=1
zn−1qn
(q; q2)n
. (8)
Meanwhile, the sum on the right hand side of (7) with q replaced by −q does not match
ν(z; q) in (1). Thus, Theorem 1 suggests a different two variable generalization of ν(q). Let
ν1(z; q) :=
∞∑
n=0
znqn
2+n
(−q; q2)n+1
.
Then, ν1(z; q) also has a representation that is reminiscent to that of ν(z; q) in (2).
Theorem 2. We have
ν1(z; q) =
∞∑
n=0
(zq; q2)n(−q)
n. (9)
In [7], analogues of Euler’s pentagonal number theorem for pω(n) and pν(n) were given as
follows:
∞∑
n=1
qn
(−qn; q)n+1(−q2n+2; q2)∞
=
∞∑
j=0
(−1)jq6j
2+4j+1(1 + q4j+2), (10)
∞∑
n=0
qn(qn+1; q)n(q
2n+2; q2)∞ =
∞∑
j=0
(−1)jq3j
2+2j(1 + q2j+1). (11)
These analogues will be reproved using Theorem 1 with some identities from Ramanujan’s lost
notebook [5].
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The proof of (3) given in [7] uses a complex four-parameter q-series identity [4, p. 141, Theo-
rem 1], whereas surprisingly, the bulk of the proof of Theorem 1 relies on two finite summations
(see Lemmas 6 and 7), namely
n∑
j=0
qj(q; q)n+j
(q2; q)j
= (q2; q2)n
and
n∑
j=0
q2j(q; q)n+j
(q2; q2)j
= (q; q2)n+1 + q
n+1(q2; q2)n.
These results, while seemingly quite simple, are surprising for a couple of reasons. First, the
sums do not terminate naturally, and second, we were unable to find these results in the q-series
literature.
The rest of this paper is organized as follows. In Section 2, Theorem 2 will be proved. In
Section 3, we provide necessary lemmas for the proof of Theorem 1, and then we will prove
Theorem 1 in Section 4. Finally, (10) and (11) will be proved in Section 5. We conclude our
paper with some remarks in Section 6.
2. Two variable generalizations ω(z, q) and ν1(z, q)
We first prove a theorem on ω(z, q).
Theorem 3. We have
ω(z; q) =
∞∑
n=0
qn
(zq; q2)n+1
. (12)
Proof. By (2), it will be sufficient to show that
∞∑
n=0
znqn
(q; q2)n+1
=
∞∑
n=0
qn
(zq; q2)n+1
..
Recall the q-binomial coefficient
[
n
m
]
q
defined by [3, p. 35]
[
n
m
]
q
:=
{
(q;q)n
(q;q)m(q;q)n−m
, 0 ≤ m ≤ n,
0, otherwise.
Using the q-binomial theorem [3, p. 36, Equation (3.3.7)],
∞∑
n=0
znqn
(q; q2)n+1
=
∞∑
n=0
znqn
∞∑
m=0
qm
[
n+m
m
]
q2
=
∞∑
m=0
qm
∞∑
n=0
znqn
[
n+m
m
]
q2
=
∞∑
m=0
qm
(zq; q2)m+1
.

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We now prove Theorem 2.
Proof of Theorem 2. Again, we use the q-binomial theorem [3, p. 36, Equation (3.3.7)] to see
∞∑
n=0
znqn
2+n
(−q; q2)n+1
=
∞∑
n=0
znqn
2+n
∞∑
m=0
(−q)m
[
n+m
m
]
q2
=
∞∑
N=0
(−q)N
N∑
n=0
(−1)nznqn
2
[
N
n
]
q2
=
∞∑
N=0
(−q)N (zq; q2)N ,
where for the last equality, the q-binomial theorem [3, p. 36, Equation (3.3.6)] is used. 
Remarks. 1. In the Rogers-Fine identity [5, Chap.9, p. 223], send q → q2, then α = 0, β = q3,
and multiply both sides by q/(1− q). The result is the first identity on ω(z; q) in (2).
2. In [3, p. 29, Ex. 6], set x = zq and y = −q. Then the result is Theorem 2. Alternatively,
in the second Heine’s transformation:
2φ1
(
a, b
c
; q, t
)
=
(c/b)∞(bt)∞
(c)∞(t)∞
2φ1
(
abt/c, b
bt
; q, c/b
)
,
replace q by q2, set c = −q3, b = q2, a = −q2z/t and let t → 0. Then multiply both sides by
1/(1 + q). Here,
2φ1
(
a, b
c
; q, t
)
:=
∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
tn.
3. Lemmas
For any n, i ≥ 0, let
Sn(i) :=
n∑
j=0
qij(q; q)n+j
(q2; q2)j
.
We need some functional equations for Sn(i).
Lemma 4. We have
Sn(i) = Sn−1(i)− q
nSn−1(i+ 1) + q
in(q; q2)n.
Proof.
Sn(i)− Sn−1(i) =
n−1∑
j=0
qij(q; q)n−1+j(1− q
n+j − 1)
(q2; q2)j
+
qin(q; q)2n
(q2; q2)n
= −qnSn−1(i+ 1) + q
in(q; q2)n.

Lemma 5. We have
Sn(i+ 2) = Sn(i) − q
iSn+1(i) + q
i(n+1)(1 + qi)(q; q2)n+1.
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Proof.
Sn(i+ 2) =
n∑
j=0
qij
(
1− (1− q2j)
)
(q; q)n+j
(q2; q2)j
= Sn(i)−
n∑
j=1
qij(q; q)n+j
(q2; q2)j−1
= Sn(i)−
n−1∑
j=0
qi(j+1)(q; q)n+1+j
(q2; q2)j
= Sn(i)− q
iSn+1(i) +
qi(n+1)(q; q)2n+1
(q2; q2)n
+
qi(n+2)(q; q)2n+2
(q2; q2)n+1
= Sn(i)− q
iSn+1(i) + q
i(n+1)(1 + qi)(q; q2)n+1.

Using the previous lemmas, we evaluate Sn(i) for i = 1, 2.
Lemma 6. We have
Sn(1) = (q
2; q2)n.
Proof. By Lemma 4,
Sn(1) = Sn−1(1) − q
nSn−1(2) + q
n(q; q2)n, (13)
Sn−1(2) = Sn−2(2) − q
n−1Sn−2(3) + q
2n−2(q; q2)n−1, (14)
and by Lemma 5 with i = 1 and n replaced by n− 2,
Sn−2(3) = Sn−2(1)− qSn−1(1) + q
n−1(1 + q)(q; q2)n−1. (15)
Now by (13),
Sn−1(2) = q
−n
(
− Sn(1) + Sn−1(1) + q
n(q; q2)n
)
. (16)
We now obtain a recurrence for Sn(1) by substituting from (15) and (16) into (14). Hence
q−n
(
− Sn(1) + Sn−1(1) + q
n(q; q2)n
)
= q−n+1
(
− Sn−1(1) + Sn−2(1) + q
n−1(q; q2)n−1
)
− qn−1
(
Sn−2(1) − qSn−1(1) + q
n−1(1 + q)(q; q2)n−1
)
+ q2n−2(q; q2)n−1. (17)
We now simplify (17) to obtain
Sn(1) = (1 + q − q
2n)Sn−1(1) − q(1− q
2n−2)Sn−2(1).
However, we see that
(1 + q − q2n)(q2; q2)n−1 − q(1− q
2n−2)(q2; q2)n−2
= (q2; q2)n + q(q
2; q2)n−1 − q(q
2; q2)n−1
= (q2; q2)n.
Thus both Sn(1) and (q
2; q2)n satisfy the same recurrence and
S0(1) = 1 = (q
2; q2)0,
S1(1) = 1− q
2 = (q2; q2)1.
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Therefore, by mathematical induction,
Sn(1) = (q
2; q2)n.
for every n. 
Lemma 7. We have
Sn(2) = (q; q
2)n+1 + q
n+1(q2; q2)n.
Proof. By Lemma 4, with i = 1, n replaced by n+ 1,
Sn(2) = q
−n−1
(
Sn(1)− Sn+1(1) + q
n+1(q; q2)n+1
)
= q−n−1
(
(q2; q2)n − (q
2; q2)n+1
)
+ (q; q2)n+1 (by Lemma 6)
= q−n−1(q2; q2)n(1− 1 + q
2n+2) + (q; q2)n+1
= qn+1(q2; q2)n + (q; q
2)n+1.

4. Proof of Theorem 1
4.1. Proof of (6). We will prove the equivalent identity (8). First, we expand the two products
in the denominator on the left hand side of (8) into power series in z and then we compare
coefficients of zN . Hence (8) is equivalent to proving
∞∑
n=1
N∑
s=0
qn(1+N+s)+2s
[
n+N − s
n
]
1
(q2; q2)s
=
qN+1
(q; q2)N+1
,
and summing the n series by the q-binomial theorem [3, p. 36, Equation (3.3.7)], we find that
(8) is equivalent to the assertion that
N∑
s=0
q2s
(q2; q2)s
(
1
(q1+N+s; q)N−s+1
− 1
)
=
qN+1
(q; q2)N+1
. (18)
Now mathematical induction reveals immediately that
N∑
s=0
q2s
(q2; q2)s
=
1
(q2; q2)N
.
Hence rewriting (18) using this fact, we see that (8) is equivalent to
N∑
s=0
q2s
(q2; q2)s(q1+N+s; q)N−s+1
=
1
(q2; q2)N
+
qN+1
(q; q2)N+1
. (19)
Now multiply both sides by (q; q)2N+1, and we obtain
N∑
s=0
q2s(q; q)N+s
(q2; q2)s
= (q; q2)N+1 + q
N+1(q2; q2)N . (20)
Since (20) is merely Lemma 7, we see that (8), consequently (6), is proved.
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4.2. Proof of (7). As in the proof of (6), we expand the two products on the left hand side of
(7) and then compare the coefficients of zN . Thus (7) is equivalent to
∞∑
n=0
N∑
s=0
qn+(
N−s+1
2 )+n(N−s)+s
2+s+2ns
[
n
N − s
]
1
(q2; q2)s
=
qN
2+N
(q; q2)N+1
,
which is equivalent to
∞∑
n=0
N∑
s=0
q(
N−s+1
2 )+(n−N+s)(N+s+1)
[
n
n−N + s
]
1
(q2; q2)s
=
1
(q; q2)N+1
. (21)
We now sum the series on n by the q-binomial theorem [3, p. 36, Equation (3.3.7)]. Hence
(21) is equivalent to
N∑
s=0
q(
N−s+1
2 )
(q2; q2)s(qN+s+1; q)N−s+1
=
1
(q; q2)N+1
. (22)
We now multiply (22) by (q; q)2N+1 to obtain
N∑
s=0
q(
N−s+1
2 )(q; q)N+s
(q2; q2)s
= (q2; q2)N . (23)
Now in (23) replace q by 1/q and multiply by qN
2+N . The resulting equivalent identity is
N∑
s=0
qs(q; q)N+s
(q2; q2)s
= (q2; q2)N . (24)
But (24) is merely a restatement of Lemma 6. Hence (7) is proved.
5. Analogues of Euler’s pentagonal number theorem for pω(n) and pν(n)
In this section, we will reprove (10) and (11). We first prove (10). Setting z = −1 in (6) and
(12), we obtain
∞∑
n=1
qn
(−qn; q)n+1(−q2n+2; q2)∞
=
∞∑
n=0
qn+1
(−q; q2)n+1
. (25)
Recall Entry 9.5.3 in Chapter 9, Lost Notebook Part 1 [5]:
∞∑
n=0
qn
(−q; q2)n+1
=
∞∑
j=0
(−1)jq6j
2+4j(1 + q4j+2). (26)
Thus, (10) follows from (25) and (26).
Similarly, for (11), set z = −1 in (7) and (9) to get
∞∑
n=0
qn(qn+1; q)n(q
2n+2; q2)∞ =
∞∑
n=0
(q; q2)nq
n.
We then use Entry 9.5.2 in Chapter 9, Lost Notebook Part 1 [5]:
∞∑
n=0
(q; q2)nq
n =
∞∑
j=0
(−1)jq3
2+2j(1 + q2j+1).
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6. Concluding Remarks
The results in Theorem 1 cry out for a bijective proof. In each case, the insertion of z into the
sums refines the partitions being generated according to the number of parts in each partition.
While it is not difficult at all to bijectively prove the identity of the simple series in each of (2)
and (9), we have been completely unable to obtain bijectively the portion where the number of
odds is restricted by the smallest parts.
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