This paper develops and illustrates a new maximum-likelihood based method for the identification of Hammerstein-Wiener model structures. A central aspect is that a very general situation is considered wherein multivariable data, non-invertible Hammerstein and Wiener nonlinearities, and coloured stochastic disturbances both before and after the Wiener nonlinearity are all catered for. The method developed here addresses the blind Wiener estimation problem as a special case.
Introduction
A useful and general class of nonlinear dynamical models are so-called block-oriented models that consist of configurations of linear dynamic blocks and nonlinear memoryless blocks. The simplest examples in this class are cascaded systems with the nonlinear block either preceding (Hammerstein model ) or following (Wiener model ) the linear block. The Hammerstein model was apparently first discussed in [30] , while the Wiener model has its roots in Wiener's interest in nonlinear system using Volterra expansions [41, 35] .
The model where a nonlinear block both precedes and follows a linear dynamic system is called a HammersteinWiener model. This is illustrated diagrammatically in Figure 1 . More recently, generalisations based on feedback variants have been studied, such as the work [37, 21] . The literature on how to estimate the HammersteinWiener model (and the Hammerstein or Wiener only special cases) is extensive indeed, as evidenced by the selection [18, 33, 4, 40, 42, 23, 7] and their bibliographies. In relation to this, it is important to emphasise that the work here is distinguished from these and other previous contributions in the following ways.
First, the models here are fully multivariable in that all signals passing between all linear and nonlinear blocks in Figure 1 may not only be multivariable, but may be of di↵ering dimensions.
Second, the memoryless nonlinear blocks f H and f W illustrated in Figure 1 may be of very general form. For example, they need not be invertible as is often required in pre-existing literature.
Finally, the models considered here allow for a stochastic disturbance before the final Wiener nonlinearity f W . This is illustrated as the signal ⌫ t in Figure 1 . This point is significant, since in the absence of ⌫ t , the model is essentially an output-error one for which standard estimation methods are well established. However, the pres-ence of ⌫ t significantly complicates the estimation problem due to the di culty of computing the influence of f W on it.
Furthermore, in this paper ⌫ t may be a linearly correlated (coloured) process, as may the stochastic disturbance µ t shown if Figure 1 . Importantly, by allowing ⌫ t to be coloured it may capture noise entering "internally" to the linear component L, which can be necessary for accurate modeling [28] .
It was established in [19] that ignoring ⌫ t when it is present so that a simple output error solution can be employed typically gives a biased estimate, and it was then shown how a maximum likelihood method in case ⌫ t is white can be used to obtain unbiased estimates.
That treatment was extended in [43] for the scalar signal case to a practical maximum likelihood method for ⌫ t of general color.
This paper also adopts a maximum likelihood approach, and employs two main tools. The problem of computing the e↵ect of the Wiener nonlinearity on the noise ⌫ t will be addressed by using particle filtering and smoothing techniques. This allows the formulation of the appropriate likelihood, and in order to compute as estimate a local maximizer, the second main tool is adopted. Namely, the expectation maximisation (EM) algorithm.
Finally, it is important to note that the exogenous input u t may be absent in the model shown in Figure 1 so that since ⌫ t may be coloured, the techniques developed here provide a solution to the blind Wiener estimation problem, which has also attracted significant interest [3, 1, 39, 45] .
Problem Formulation and Model Structure
This paper addresses the problem of using N -point data measurements of input U N , {u 1 , . . . , u N } and output Y N , {y 1 , . . . , y N } to estimate a coe cient vector ✓ that parametrizes a block nonlinear structure modeling these observations.
The particular model structure considered is illustrated in Figure 1 , and may be expressed as
Here, f H (·, ↵) and f W (·, ) are memoryless nonlinearities that are respectively parametrized by vectors ↵ 2 R n↵ and 2 R n , while L(·, #) is a linear time-invariant system parametrized by # 2 R n # . The terms µ t and ⌫ t are zero mean stationary stochastic processes modeling measurement and modeling errors.
This represents a Hammerstein-Wiener model structure. It is particularly general in that it allows for a correlated noise term ⌫ t preceding the Wiener nonlinearity f W (·, ). Furthermore, all signals may be multivariable with
and the dimensions of µ t , ⌫ t being conformal to those of y t and z t .
The linear dynamics L(·, #) are modeled by the state space structure
with # 2 R n # denoting a vector containing the nonconstrained elements of the system matrices A, B, C, D.
Likewise, the correlation structure of the stationary processes ⌫ t and µ t are also modeled via a state space structure
where
In what follows, these noise models are "fully" parametrized in that no elements in the matrices A ⇠ , C ⌫ and C µ specifying them are constrained. The matrices Q and R are also "fully" parametrized, but assumed to be symmetric and positive definite. We denote by 2 R n a vector containing them. Finally, the Hammerstein f H (·, ↵) and Wiener f W (·, ) memoryless nonlinearities may be quite general. They need not be invertible, but it is required that the deriva-
with respect to their parameter vectors ↵ and exist. This is satisfied by many common examples, such as deadzone, saturation, polynomial and piecewise linear descriptions.
The combined linear, nonlinear, and noise descriptions comprising the model structure (1)-(3) are therefore parametrized by the vector
Maximum Likelihood Estimation
This paper examines the formation of an estimate b ✓ of ✓ via the maximum likelihood (ML) approach
Here p ✓ (Y N ) denotes the joint density of the measurements Y N and via subscript makes explicit that according to the model (1)-(3) it will depend upon ✓, and likewise for L ✓ (Y N ).
Via Bayes' rule, the log-likelihood can be expressed as
This provides a means for evaluating the criterion
If all stochastic components appeared additively after the Wiener nonlinearity f W , then the prediction density could be straightforwardly obtained via a Kalman filter. However, our model structure is more general in that it allows for the noise term ⌫ t preceding the Wiener nonlinearity, with the penalty that evaluating p ✓ (y t | Y t 1 ) is then a serious challenge.
Recently developed sequential importance sampling or "particle filter" methods [16, 12] o↵er a potential solution for computing (approximately) the required prediction density. Unfortunately, the resulting approximations of p ✓ (y t | Y t 1 ) are not di↵erentiable (or even necessarily continuous) with respect to ✓. Therefore, computing the maximizer b ✓ is complicated, since standard gradient-based search techniques cannot be used.
To address this di culty, the work here employs the expectation-maximisation (EM) algorithm [10] , [29] to compute the maximiser b ✓, since this technique avoids the need to compute L ✓ (Y N ) or its derivatives. Sequential importance sampling methods are still employed, but critically this is by way of using particle smoothers as opposed to particle filters.
The reader is referred to the comprehensive monograph on the topic [29] , and the previous works [17, 44, 36] for an introduction and explanation of the EM algorithm. Central to the approach is the employment of so-called "incomplete data" X and a given fixed value ✓ = ✓ k to decompose the log-likelihood using Bayes' rule as
The choice of the incomplete data X is a key design variable in the implementation of the EM-algorithm, and will be discussed in detail presently.
The resulting function Q(✓, ✓ k ) acts as a local (about
by computing and seeking maximizers of Q(✓, ✓ k ) as follows:
(4) If not converged, update k := k + 1 and return to step 2.
The evaluation of Q(✓, ✓ k ) can be thought of as a smoothing step since it involves computing an expectation conditional on the whole observations sequence Y N . In what follows, this smoothing will be approximately computed using a particle smoothing approach.
Crucially, this depends on the point ✓ k around which L ✓ (Y N ) is being approximated, which is fixed. The dependency of Q(✓, ✓ k ) on ✓ then arises via di↵erentiable functional forms of the smoothed quantities, and this facilitates the maximisation of Q(✓, ✓ k ) via gradient based search.
Convergence of the Maximum-Likelihood Estimate
The main topic of this paper is to suggest an algorithm that finds the ✓ ML N that maximizes (11) for each N . That will involve a number of steps like EM (15)- (16) and particle filters to be defined below (32)- (34) . As a result we cannot guarantee that we find ✓ ML N . This is basically the same situation as when (11) can be explicitly maximized by gradient methods and we cannot guarantee that we do not end up in a local maximum. Nevertheless it is if of interest to establish what are the properties of the sought estimate ✓ ML N as a function of N .
The maximum-likelihood (ML) framework employed here has historically been much favoured due its general statistical e ciency; i.e. consistency with variability approaching the Cramér-Rao bound as the amount of available measurements N increases [27, 9] .
However, these attractive theoretical properties do not apply generically, as evidenced by counter-example [31] . A rigorous analysis of the stochastic convergence of the ML estimate proposed here requires establishing detailed moment bounds on various signals and their derivatives together with checking detailed technical conditions on model structure parametrization. See, for example, the work [5] where the consistency of Hammerstein-Wiener model estimates derived from a least-squares criterion is studied by application of the stochastic convergence framework developed in [32] .
Nevertheless, the convergence properties of a very general class of estimation methods, including the ML one proposed here, have been established in works such as [24, 20] . For example, the essential conditions required to apply the results of [24] are first, that the true system is exponentially stable [24, condition (S3)].
Second, that the log-likelihood criterion (11) can be expressed as
where h(·) and`(t, ✓, ·) are functions satisfying mild growth conditions [24, conditions (C1-C3)] and the "prediction error" ✏ t (✓) is defined as
for some predictor b y t|t 1 (✓) based on the model structure (1)-(3).
Third, that the predictor b y t|t 1 (✓) have an exponentially decaying dependence on past data [24, condition (M1)] for all parameter values ✓ 2 ⇥ with the latter being some compact set. The results of [24] then establish the convergence
with probability one where
Furthermore, if there exists a set of parameter values ⇥ whose members are "true" in that sense that ✏ t (✓ ), ✓ 2 ⇥ becomes an innovations process satisfying
Let us comment on how to establish the conditions that guarantee this result.
Stability of the System (S3): We assume that the true system is given by (1)- (7) for a ✓ 0 that gives stable eigenvalues of A and A ⇠ . Then we can define the output y 0 s (t) that would be obtained by the true system if v t and e t are zero prior to time s. Clearly this would di↵er from the actual output y(t) by an exponentially decaying (in t s) amount. If the fourth order moments of v and e exist, and f W is such that also the fourth order moment of the output exists, condition S3 of [24] is satisfied.
Smoothness of the criterion function (C1-C3):
It is well known (e.g. Lemma 5.1 with discussion in [26] ) how the ML criterion in terms of joint probabilities can be rewritten in the general form (17) by repeated application of Bayes' rule: (23) where`(t, ✓, ✏ t (✓)) is the log of the conditional pdf of the innovations (given past data). We can thus take h(x) = x/N and this`(·, ·, ·) in (2.23)-(2.24) in [24] so that conditions C1-C3 reduce to smoothness conditions on the log of the conditional density of the innovations. Now, we do not have any closed form expression for this pdf, since the innovations are formed from e and v and also the Wiener non-linearity. That is why we will use particle methods to handle the posterior densities, which is the main motivation for this paper. But we only need to establish condition C1, that requires the log of the innovations pdf to be di↵erentiable wrt ✓ and show limited growth as a function of ✏ t . These should be rather weak restrictions.
Smoothness and stability of the predictor function (M1):
M1 requires that the predictors are di↵erentiable wrt ✓ and that the influence of observations y(s) in the remote past on the current predictionŷ(t|✓) is exponentially decaying. Since we have no closed form expression for the predictors in this non-linear setting, it is di cult to establish this formally. But the smoothness assumptions on nonlinearity models (8) and the linearly parameterized state space model make it reasonable that this is inherited by the predictors. Likewise, the only dependence of the past in the models follows from the exponentially stable linear model (5)-(6), so it is reasonable that the predictors must depend on past observations to an exponentially decreasing degree.
The function Q(✓, ✓ k ) is completely determined by the choice of the incomplete data X. In general, a sensible choice for X is a set of measurements that, while not available, would greatly simplify the estimation problem.
In previous work [36, 44, 17] , the utility of choosing X as the time history of the full state vector of the underlying dynamics has been established. However, in this paper, the particulars of the Hammerstein Wiener structure lead to a di↵erent choice.
This involves noting that since the input u t is assumed observed, if the noise ⌫ t = C ⌫ ⇠ t were known, then for a given fixed ✓ k , the input z t = L(w t , #) + ⌫ t to the Wiener nonlinearity f W would also be known. Furthermore, if the state ⇠ t where known, then this would allow the likelihood L ✓ (Y N ) to be simply computed by noting that the density of y t in this case is simply the density (7) of e t evaluated at
With this as motivation, this paper examines the incomplete data choice of
This leads to the formulation of Q(✓, ✓ k ) according to the following Lemma.
Lemma 4.1 Assume that p ✓ (⇠ 1 ) does not depend on ✓, but instead it is a fixed and known distribution. Then neglecting any additive constants, the choice (26) for the incomplete data implies
,
⌃ ,
PROOF. By Bayes' rule, the Markov property of the noise model (6) and the definition (13)
Again using the formulation (6), the Gaussian assumptions, and neglecting additive constants (and this in-
Using the identity that Tr{x T y} = Tr{yx T } for arbitrary vectors x and y then completes the proof. ⌅
To address the di culty of computing the conditional expectations (28)- (31) that are required to evaluate Q(✓, ✓ k ) this paper will employ sequential importance resampling (SIR) methods, which are more colloquially known as "particle" techniques.
Underpinning these approaches, is the central idea of generating a user chosen number M of random realisations (particles)
Generating random realisations from the smoothing density requires a preceding step of generating realisations ⇣ i t for i = 1, · · · , M from the filtering density p(⇠ t | Y t ). The following algorithm for achieving this has now become a benchmark, although there are many variants on it [15, 2, 34 ].
The development of particle smoothing methods is much less mature. However, the recent work [13] has derived a new approach that is both computationally e cient, and has the great advantage of generating realisations from the complete joint smoothing density
This is particularly important for the work here since via (29) , approximations based on realisations drawn from the joint density p(⇠ t+1 , ⇠ t | Y N ) are required. In previous work where realisations only from the marginal 
3: For each j = 1, . . . , M draw a new particle ⇣ j t with replacement (resample) according to,
4: Predict the particles by drawing M i.i.d. samples according tõ
5: If t < N increment t 7 ! t + 1 and return to step 2, otherwise terminate. The smoothing method developed in [13] address a very general class of problems and initial particle filtering methods for which a central consideration is a desired target density p(⇠ t+1 | ⇠ t ) which in this paper, according to the model (6) has the Gaussian form
(37) This form, and the fact that the particle filter defined in Algorithm 2 resamples at every time step allows some important simplification of the general smoother developed in [13] so that it can be expressed in the following concrete form of Algorithm 3. This paper proposes using the realisations ⇠ 
return to step 4; (43) and therefore approximate Q(✓,
This approximation b Q(✓, ✓ k ) is based on the standard rationale underpinning particle filtering and smoothing methods wherein by the law of large numbers (LLN), sample averages of the random realisations (38) - (41) converge, with increasing number of particles M to the ensemble expectations (28)- (31), and therefore approx-imate convergence can be expected to hold in the finite M cases (38)- (41) .
To formally establish that the LLN applies in this particular case is a formidable technical challenge, since the particle realisations are not independent. For certain classes of particle filtering methods, some results are available establishing stochastic convergence for general functions of the particle realisations [22, 14] . Unfortunately, there are at present no such theoretical studies available for the recently developed particle smoothing method employed here. In absence of this, section 6 following provides an empirical study to establish evidence for convergence and the utility of the LLN-based approximations (38)-(41).
The second "M-step" of the EM algorithm involves maximization of Q(✓, ✓ k ) over ✓. In this paper, this will be approximated by the maximization of b Q(✓, ✓ k ), which may be decomposed into two separately parametrized components
and
where the vec {·} operator creates a vector from a matrix by stacking its columns on top of one another.
Maximising b Q(✓, ✓ k ) therefore involves minimizing these two components. Achieving this for I 1 (A ⇠ ) is straightforward.
as a function of A ⇠ is uniquely minimized by the choice
PROOF. The term inside the trace operator in (46) may be expressed as
Therefore, I 1 depends as a function of A ⇠ only on the first term in (50) which is non-negative, but may be set to zero by the choice (49). ⌅ Likewise, minimizing I 1 (A ⇠ , Q) with respect to Q and I 2 (R, ⌘) with respect to R is also straightforward.
Lemma 5.2 The value
is a stationary point of I 1 ( b b ⌃ 1 , Q) with respect to Q, and the value
is a stationary point of I 2 (R, ⌘) with respect to R.
PROOF. Beginning with I 2 (R, ⌘), via well known results of matrix calculus [6] 
which is clearly zero for the choice (52). Furthermore, via (50), I 1 (A ⇠ , Q) evaluated at the minimizer (49) is given as
(54) Establishing that Q given by (51) is a stationary point of this expression then proceeds via the argument (53) just used in relation to I 2 (R, ⌘). ⌅ Unfortunately, it is not possible to derive closed form expressions for the stationary point of I 2 (R, ⌘) with respect to the remaining parameter vector ⌘. As a solution, this paper suggests computing a minimizer with respect to ⌘ via a standard gradient based search update of the form
Here the vector ⇢ is given by the Gauss-Newton search direction [11] defined as
where the j'th element of the (negative) gradient vector g is given by
Based on this choice for ⇢, it can be shown that there exists a > 0 so that I 2 (R, ⌘ + g(⌘)) > I 2 (R, ⌘), which we achieve using a backstepping line search in this paper.
To be more precise, the combination of the results of Lemmas 5.1 and 5.2 together with a gradient based search relative to ⌘ results in the following proposed Algorithm 4 for maximising b Q(✓, ✓ k ).
Algorithm 4 M-step
Given the current parameter values ✓ k and a positive scalar ✏, perform the following: 1: Update the elements of ✓ a↵ected by A ⇠ , Q and R via (49),(51),(52); 2: Initialise ⌘ from the appropriate elements of ✓ k . 3: while kg(⌘)k < ✏ do 4:
;
5:
Set = 1;
6:
Update /2;
end while
9:
Set ⌘ ⌘ + ⇢; 10: end while 11: Set the appropriate elements of ✓ to the terminal values of ⌘. 12: Compute R via (52), using the new estimates just obtained and update the appropriate elements in ✓.
The utility and e cacy of this combined EM/particle smoothing approach will now be illustrated via empirical study.
Simulation Examples

Blind Estimation of Wiener Model with 4'th Order Linear Part and Non-invertible Nonlinearity
In this first example we consider a Wiener system in the form of Figure 1 where the Hammerstein nonlinearity f H and the linear dynamic block L are not present. This results in a blind Wiener estimation problem where only the output measurements are available for estimating the parameters of the state-space colouring filter (6) , and the Wiener nonlinearity f W . To that end, the process noise µ t was generated by a passing Gaussian white noise v t through a 4'th order transfer function 
The true nonlinearity f Wtrue is given by a saturation function according to
In terms of the estimation model structure, the nonlinearity was modeled as a piecewise linear function with a number n pw of transitions between linear sub-components. It is parametrized by a vector 2 R 2(npw+1) that specifies a linear base together with n pw "hinge" functions h j (·, ) [8] :
For the purposes of estimation, N = 5000 samples of the output were simulated via
with the state noise source v t ⇠ N (0, 0.1). The measurement noise was distributed according to e t ⇠ N (0, 0.001).
The number of hinges used in the nonlinear block was chosen as n pw = 2. Further, the parameter vector was initialised as
which approximates a straight line.
The parameters of the noise filter state-space matrices (A ⇠ , C ⌫ , Q) were initialised by using a subspace method [38] based on the measurements {y 1 , · · · , y N }.
Using the above combination of initial parameter values, the EM method was employed to provide ML estimates based on M = 200 particles and using 100 iterations. The results of 100 Monte Carlo runs are shown in Figures 2-3 . For each run, di↵erent noise realisations were used according to the distributions specified above. 
MIMO Hammerstein-Wiener System
As a further example, a multiple-input/multiple-output Hammerstein-Wiener system is now considered. The system has two inputs, two outputs and the linear dynamic block L(·, #) is a 4'th order system described by (5) , where the state-space matrices (A, B, C, D) conform with the transfer function 
where f H,1 is a saturation function, f H,2 is a deadzone function and u t (i) is used to denote the i'th input signal. More specifically,
with the true values for ↵ given by
The true Wiener nonlinearity f W is given in a similar manner by
where f W,1 is a deadzone function, f W,2 is a saturation function and z t (i) is used to denote the i'th element of the vector signal z t 2 R 2 . More specifically,
with the true values for given by
Finally, the process noise signal µ t was coloured according to (6c) with state-space matrices given by
In terms of the estimation model structure, we used a 4'th order state-space model for the linear dynamic system and the nonlinearities were modeled by the 4'th order piecewise linear structure described in (64a)-(64c). The coloured noise was modeled using a 2'nd order statespace structure.
For the purposes of estimation, N = 2000 samples of the inputs and outputs were simulated using (67). The output measurements were corrupted by Gaussian noise
The goal is to estimate the parameter vector ✓ based on input and output measurements. In this case, three di↵erent algorithms were employed:
(1) A prediction error method that assumes output noise only, called the OE method. This is the approach used in the industry standard software toolbox [25] ; (2) A maximum-likelihood method developed in [19] that employs numerical integration techniques and assumes that the noise ⌫ t is Gaussian and independent. This will be called the ML-NI approach; (3) The method developed in this paper, called the ML-EM approach.
It should be mentioned that the first two algorithms do not cater for estimating either of the noise filter dynamics. It is interesting nonetheless to observe their performance based on the wrong assumptions that each make about the process noise, i.e. it doesn't exist in the first case, and it is assumed white in the second.
The first two algorithms were initialised with the true parameter values in order to reduce the likelihood of capture in local minima. The EM approach was initialised at ✓/5 in order to demonstrate that the method performs well even when starting from poor initial estimates.
For ML-EM method, M = 100 particles were used. Again the algorithm was terminated after just 100 iterations. The results of 80 Monte Carlo runs for all algorithms are shown in Figures 4-10 . For each run, di↵erent noise realisations were used according to the distributions specified above.
These figures demonstrate the utility of the proposed algorithm in that the estimates appear to be informative, even though the initial estimates are clearly far from accurate. Note in particular that both the OE and ML-NI methods appear to produce biased estimates, while the ML-EM approach appears to be unbiased and accurate. 
Conclusion
This paper has considered the problem of identifying parameter values for Hammerstein-Wiener systems where both coloured process noise and white measurement noise are considered. It also straightforwardly captures the blind identification problem for Wiener systems as an interesting special case. The static nonlinearities associated with the Hammerstein-Wiener system are allowed to be quite general and do not need to be invertible. This identification problem was specified using a maximum likelihood formulation, which depends on an underlying prediction density. The key technical di culty in solving this problem is that the prediction density cannot be straightforwardly characterized. The impact is that the likelihood function cannot be straightforwardly evaluated, let alone maximised.
To address this, the paper employs the expectation maximisation (EM) algorithm, which does not need to evaluate the likelihood nor directly maximise it. The results of this new approach were profiled on two examples that establish the utility of the new methods developed here. 
