In this paper we consider the problem of computing an ''optimal'' popular matching. We assume that our input instance G = (A ∪ P , E 1∪ · · ·∪ E r ) admits a popular matching and here we are asked to return not any popular matching but an optimal popular matching, where the definition of optimality is given as a part of the problem statement; for instance, optimality could be fairness in which case we are required to return a fair popular matching. We show an O(n 2 + m) algorithm for this problem, assuming that the preference lists are strict, where m is the number of edges in G and n is the number of applicants.
Introduction
In this paper we consider the problem of computing an optimal popular matching in a bipartite graph G = (A ∪ P , E ) with one-sided preference lists. Optimality is described succinctly as a part of the problem statement, for instance, rankmaximality, fairness, or minimum cost of matched edges can be considered as optimality. The algorithm that we present, in fact, works for several notions of optimality. We consider the problem of computing a popular matching M in G such that no popular matching is more optimal than M. We first describe below the popular matching problem.
The popular matching problem is to determine if a given instance admits a popular matching, and to find such a matching, if one exists. The popular matching problem was considered by Abraham et al. in [1] and a linear time algorithm (for the case of strictly ordered preference lists) was given to determine if G admits a popular matching and to compute a maximumcardinality popular matching.
Problem definition
In this paper we assume that the input instance G admits a popular matching and here we are not content in returning any popular matching or any maximum-cardinality popular matching. Our goal is to compute an optimal popular matching, where the definition of optimality is given succinctly as a part of the problem definition. For instance, the problem description could state fairness as optimality, which means that, among all popular matchings in G, we have to return that popular matching which is the most fair.
The fair matching problem in a bipartite graph G = (A ∪ P , E 1∪ E 2 · · ·∪ E r ) asks for a matching M that satisfies the properties below: (i) M is a maximum-cardinality matching in G, and (ii) among all maximum-cardinality matchings in G, M matches the least number of applicants to their rank r posts, subject to this constraint, matches the least number of applicants to their rank r − 1 posts, subject to this constraint, matches the least number of applicants to their rank r − 2 posts, and so on. Currently, there are no purely combinatorial algorithms known for computing a fair matching and the best algorithm for the fair matching problem reduces this to the minimum weight maximum-cardinality matching problem by assigning weight n k−1 to a rank k edge for each 1 ≤ k ≤ r.
For convenience, as was done in [1] , we will add a dummy post a at the end of a's preference list, for each applicant a, and assign the edge (a, a ) rank r + 1. Thus henceforth, the edge set E = E 1∪ · · ·∪ E r+1 and any unmatched applicant a will be assumed to be matched to a . So all matchings are always applicant-complete from now. A fair popular matching can now be defined as follows.
Definition 1.
A popular matching M in G that matches the least number of applicants to their rank r + 1 posts, subject to this constraint, matches the least number of applicants to their rank r posts, subject to this constraint, matches the least number of applicants to their rank r − 1 posts, and so on, is a fair popular matching.
Other notions of optimality include rank-maximality 2 [4] , or min-cost of matched edges (each edge here has a cost associated with it). Analogous to a fair popular matching, we can define a rank-maximal popular matching or a min-cost popular matching.
Our optimality criteria: Recall that we assumed the optimality criterion O is specified as a part of the problem. For any
and M 2 are as optimal as each other). We need the following properties.
(a) ≤ O is complete, that is, for any pair of matchings
Note that optimality criteria like rank-maximality, fairness, min-cost of matched edges satisfy these properties. In fact, any natural optimality criterion that one defines in practice would satisfy the above properties.
Related results
The notion of popular matchings was originally introduced by Gardenfors [2] in the context of the stable marriage problem with two-sided preference lists. In the case of two-sided preference lists where the two sides of the bipartite graph are considered men and women, a stable matching is considered the ideal answer to what is a desirable matching. However there is a wide spectrum of stable matchings ranging from men-optimal stable matchings to women-optimal stable matchings. Irving, Leather, and Gusfield [5] considered the problem of computing a stable matching that is optimal under some more equitable criterion of optimality. In fact, much work has been done in the two-sided preference list setting on finding stable matchings that satisfy additional criteria (see [3] for an overview). In the same vein, assuming that the input instance G admits a popular matching, here we ask for an optimal popular matching where optimality is defined as a part of the problem statement.
The problem of computing a fair popular matching/rank-maximal popular matching/min-cost popular matching can be solved by assigning suitable costs to the edges of an appropriate bipartite graph
and computing a min-cost or max-cost perfect matching in H. Here we present a simple combinatorial algorithm that runs in O(n 2 + m) time for the problem of computing an ''optimal'' popular matching in a bipartite graph where m is the number of edges and n is the number of applicants. We assume that given two matchings M 1 and M 2 , we can determine if
this is a reasonable assumption which is indeed true for fairness, rank-maximality, or min-cost.
Very recently, McDermid and Irving [7] also considered the optimal popular matchings problem in G = (A ∪ P , E ) with strict preference lists. They showed an O(m + n log n) algorithm for computing fair popular matchings and rank-maximal popular matchings and an O(m + n) algorithm for min-cost popular matchings. Their main tool was a graph called the switching graph, used by Mahdian [6] to investigate the probability of the existence of popular matchings in random graphs. Though our algorithm is slower, our algorithm is extremely simple. Our algorithm is iterative: in the ith iteration, it adds the ith applicant a i to the current graph on applicants a 1 , . . . , a i−1 and augments the current matching on a 1 , . . . , a i−1 to a most optimal matching that matches all of a 1 , . . . , a i and all their top choice posts. We show that this yields the desired matching at the end of n iterations. It is indeed interesting that a method as simple as this works. The problem of computing an optimal popular matching is not only of theoretical interest but also of practical importance and our algorithm is useful for such applications because it can be implemented very easily.
Preliminaries
In this section we review the algorithmic characterisation for computing a popular matching from [1] . Since our problem is restricted to the case where preference lists do not have ties, we will present the characterisation from [1] of popular matchings for strictly ordered preference lists. The following lemma from [1] characterises a popular matching.
Lemma 1. A matching M is popular if and only if
(1) every f -post is matched in M,
Let G (A ∪ P, E ) denote the graph in which each applicant a has exactly two edges, (a, f (a)) and (a, s(a)) incident to it.
From Lemma 1, it is immediate that the input instance G admits a popular matching if and only if the graph G defined above admits an A-perfect matching. Using this characterisation, a linear time algorithm was presented in [1] to determine if G admits a popular matching and compute one, if it exists.
Our algorithm
In this section we describe our algorithm to compute an optimal popular matching in G with respect to the optimality criterion specified as a part of the input. Any optimal popular matching, by the virtue of being popular, needs to satisfy the properties specified in Lemma 1. So we can operate on a reduced graph G = (A ∪ P , E ) where E consists of edges (a, f (a)) and (a, s(a)) for each a ∈ A. Hence from now on we can assume that every applicant in G has degree at most 2.
Let n be the number of applicants in G and a 1 , . . . , a n be an arbitrary ordering of the applicants. We denote by H k , for 1 ≤ k ≤ n, the graph on vertex set {a 1 , . . . , a k } ∪ {f (a 1 ), . . . , f (a k ), s(a 1 ), . . . , s(a k )} and edges {(a j , f (a j )), (a j , s(a j ))}, for 1 ≤ j ≤ k. We present a simple iterative strategy for computing an optimal popular matching in G. For each 1 ≤ k ≤ n, we will compute a matching M k that satisfies the following 2 properties: (1) M k is a matching of size k in H k that matches all the posts f (a 1 ), . . . , f (a k ); (2) among all matchings that satisfy (1), M k is an optimal matching.
We compute matching M k satisfying the above mentioned properties iteratively. Say we have already computed the desired matching M k−1 in the graph H k−1 . We add to the graph H k−1 the applicant a k , the posts f (a k ), s(a k ) if they do not exist and the edges (a k , f (a k )) and (a k , s(a k )) to form the graph H k . We will show that M k can be computed by augmenting M k−1 appropriately. Since the matching M k has to be popular, M k has to match each of the applicants a 1 , . . . , a k : due to the fact that we augment M k−1 in H k , each of a 1 , . . . , a k−1 remains matched (to either its f -post or s-post). Also since M k needs to match a k , either (a k , f (a k )) or (a k , s(a k )) has to belong to M k . Our algorithm tries both the options: (1) it tries to find augmenting paths p k and q k with respect to M k−1 in H k in order to match a k to f (a k ) and to s(a k ), respectively. We will show that at least one of p k , q k has to exist. Our algorithm is presented as Algorithm 3.1.
Theorem 1. The matching M n returned by our algorithm is a popular matching that is maximal w.r.t. O.
Algorithm 3.1 Our algorithm to compute an optimal popular matching -Set any order among the applicants so that the applicants can be labelled a 1 , a 2 , . . . , a n .
-Let H 1 be the graph on vertex set {a 1 } ∪ {f (a 1 ), s(a 1 )} and edge set { (a 1 , f (a 1 )), (a 1 , s(a 1 )) 
else if both p i and q i exist then
Note that it is easy to see that the matching M n returned by our algorithm is popular. First, for each i, M i is a maximumcardinality matching in H i . Thus M n is a maximum-cardinality matching in H n ; we know that H n = (A ∪ P , E ) admits an A-perfect matching since the input instance admits a popular matching. Thus M n is an A-perfect matching. Also, by construction, we never let an f -post remain unmatched. Thus, M n is an A-perfect matching in G that matches all f -posts.
Thus M n is a popular matching in the input instance.
We now need to show that among all popular matchings, M n is an optimal matching. We will prove this by induction:
we will show that for each i, M i is a matching of size i in H i that matches all posts f (a 1 ), . . . , f (a i ) and amongst all such matchings, M i is a most optimal one. Then it is immediate that M n is an optimal popular matching. Note that we can compare 2 matchings M, M of H i with respect to the optimality criterion O by extending each of M, M to {a 1 , . . . , a n } by matching {a i+1 , . . . , a n } to their last resort posts (of rank r + 1). Thus we can use the relative order w.r.t.
O on matchings in the input instance to compare two matchings in H i .
We will now show that for all 1 ≤ i ≤ n, M i is optimal in H i subject to the constraint that M i has to match all of a 1 , . . . , a i and f (a 1 ), . . . , f (a i ). The base case i = 1 is trivial. By induction hypothesis, we assume that M k−1 is optimal in H k−1 subject to the constraint that it has to match all of a 1 , . . . , a k−1 and f (a 1 ), . . . , f (a k−1 ). Using this hypothesis, we will show that M k is optimal in H k subject to the constraint that it has to match all of a 1 , . . . , a k and f (a 1 ), . . . , f (a k ).
We consider two cases:
We will now consider the first case, that is, f (a k ) is not present in H k−1 , and show the following lemma. We first claim that since q k does not exist, any matching that matches all of a 1 , . . . , a k in H k has to match a k to f (a k ).
Suppose not and let L be a matching in H k that matches all of a 1 , . . . , a k−1 and also matches a k to s(a k ). Then consider that component of L ⊕ M k−1 which contains a k . Since a k is unmatched by M k−1 , this component is a path (call it q) that begins with the edge (a k , s(a k )). The existence of q contradicts our assumption that there was no augmenting path with respect to M k−1 in H k that begins with the edge (a k , s(a k )).
The above claim implies that the matching N k has to match a k to f (a k ). Thus both M k and N k agree on the edge (a k , f (a k )). Let a be the applicant that was matched by M k−1 to f (a k ) = f (a ). Since f (a k ) is matched to a k by N k , the applicant a has to be matched to its s-post by N k . Thus M k and N k also agree on the edge (a , s(a )). In fact, every edge in p k that is present in M k has to be present in N k . Thus N k and M k contain the same subset of edges of p k . Call these edges e 1 , . . . , e t (refer to Fig. 1) .
. . , e t } since e 1 , . . . , e t are present in both N k and M k (refer to Fig. 1) . By adding the edges e 1 , e 2 , . . . , e t−1 (see Fig. 1 
The case when q k exists and p k does not exist is absolutely similar to the above lemma. The only case that we are left with is the case when both p k and q k exist. In this case our algorithm computes both M k−1 ⊕ p k and M k−1 ⊕ q k and chooses the more optimal of these two matchings to be M k . We now have to show that M k is what we desire. Proof. It is obvious that M k matches all of a 1 , . . . , a k and f (a 1 ), . . . , f (a k ). Suppose M k is not an optimal such matching, let N k be such a matching that is more optimal than M k . The matching N k has to match a k to either f (a k ) or to s(a k ). We will show the following: 
