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ABSTRACT
Component-based systems with the ability to alter their
configuration at runtime are becoming increasingly attrac-
tive to large organisations. However, for such systems to
be trustworthy, the system user must be able to be confi-
dent that any dynamic reconfiguration takes place in a pre-
dictable manner. We present the foundations for a reconfig-
uration policy language (RPL), to govern reconfigurations of
component-based systems, based on a teleo-reactive (T-R)
language. We will provide a structural operational semantic
definition for the T-R language and describe how we aim to
use this framework to create the policy language.
1. INTRODUCTION
Many organisations may benefit from the use of open com-
ponent based systems, where components may enter and
leave the system’s environment. The ability to alter the
configuration of such systems has the potential for provid-
ing a more reliable and trustworthy system over that with a
static architecture. By being able to react to changes in the
environment and of the constituent system components, we
see the possibility of the system to be resilient [2, 7].
An architectural model of the system allows the repre-
sentation of system reconfigurations, whereby components
and component relationships may be altered at runtime. A
system designer should be able to predict properties of the
configuration changes, and analyse the resilience afforded to
the system. Consider the example shown in Figure 1. At
time T1 system S contains a set of components C , such that
C = {c1, c2, c3, c4} which are connected in a configuration
Conf , where Conf = {{c1, c2}, {c1, c3}, {c1, c4}, {c3, c4}},
and provides some service to its environment. At design
time, the system designer may specify some (non-functional)
system requirements which the system must adhere to, for
example availability, or mean-time-to-failure (MTTF). Now
suppose at time T2 the availability of component c2 drops,
causing the overall availability of the system S to drop below
the level required.
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In this situation, we may wish to alter the component
configuration of the system using some reconfiguration strat-
egy. This strategy may be some simple switching of com-
ponents, introducing or adjusting a fault-tolerance mecha-
nism such as N-version-programming through the use of a
voter and diverse components. In this example, we see at
time T3 the set of components has changed to C
′ where
C ′ = {c1, c3, c4, c5, c6, voter} and the configuration altered
to Conf ′ where Conf ′ = {{voter , c5}, {voter , c6}, {voter , c1},
{c1, c3}, {c1, c4}, {c3, c4}}.
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Figure 1: Reconfiguration example
With such a reconfigurable component-based system, the
changes taking place need to be predictable at design time.
Reconfiguration policies are needed, therefore, which are
represented in a concise and structured manner. A for-
mal policy language is required for the system designer to
reason over the policies, allowing the designer to predict
whether the chosen reconfiguration strategies are employed
as intended.
In this paper, we present work being carried out to address
this problem with RPL - a reconfiguration policy language.
Motivation and Objectives
The contribution of this work will be a policy language which
will help designers of predictably resilient reconfigurable sys-
tems to govern the component reconfigurations which may
take place. We have a number of required criteria that the
policy language must provide. Firstly, the policy language
should be flexible enough to allow a system designer to rep-
resent any desired reconfiguration strategies. We also need
to be able to reason formally about the effects of the poli-
cies on the system, ensuring policies operate as they are
intended. We also wish to be able to describe resilience and
verify resilience properties of the policies created in RPL.
We shall provide an architectural model which may be
dynamically reconfigured, and means to govern the recon-
figurations; system designers shall be able to construct re-
configuration actions to change the model structure. We
aim to take a formal approach; we shall adopt a semantic
framework for the definition of RPL that supports formal
reasoning about the system changes under control of recon-
figuration policies.
Structure of the Paper
In Section 2 we explain our approach, detailing the proposed
framework and methodology. We then give results to date
in Section 3, discussion of the related work in Section 4 and,
finally, in Section 5 detailing future work.
2. APPROACH
2.1 Proposed Framework
In our work, we deal with component-based system archi-
tectures. In order to support reconfiguration, we augment
these with a reconfiguration manager as shown in Figure 2.
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Figure 2: System Framework
The reconfigurable system consists of a number of compo-
nents which are linked via connectors. The configuration of
these components and connectors is seen as the state of the
system. The system provides some service to the environ-
ment. A component registry stores details of components
accessible, though not currently in use, by the system.
The components are viewed as instances of component
types, and each has associated metadata [1] - detailing non-
functional properties such as availability and MTTF. This
metadata may be gathered by some metadata gathering agent,
either from data published by the component itself, or by
some trusted third party.
The reconfiguration manager contains two component man-
agers: an architecture reconfiguration manager which has
the role of performing the system reconfigurations, and a reg-
istry manager contains details of the components currently
stored in the registry. Finally, the framework contains a
policy executor which shall execute policies defined in RPL,
which is described in more detail in Section 3.
2.2 Structural Operational Semantics
We have chosen to use a structural operational seman-
tics (SOS) approach [21]. Using SOS enables us to reason
directly in the semantics of the policies created; a separate
logic is not defined because the semantics is given directly in
the terms of inference rules [11]. We shall take our base logic,
and extend it with the language definition of RPL. This
allows us to refer to objects (syntactic and semantic) and
inference rules (semantic rules) of the language in proofs.
As our main focus is in the semantics of the language,
we use an abstract syntax representation to abstract away
from concrete parsing structures. The syntactic structures
are defined in a notation based on VDM [8]. The semantic
definitions are given using rules in the style employed by
Plotkin [21]. We provide a simple semantic definition to
motivate the reader.
Example - Conditional If Statement
In the syntax of a straightforward If statement, we have
some test expression, a then statement and an else state-
ment.
If :: test : Expression
then : Statement
else : Statement
In the semantics of the construct, we have two cases -
when the test evaluates to true or false. We provide two
different rules, with differing hypotheses covering the two
cases.
In the first definition, If-T, the hypotheses state that we
can evaluate the test under some state, σ, to be True, and
the then statement results in a new state σ′. In these con-
ditions, we can say that with the given If statement and
state, σ, we achieve a new state σ′.
If-T
(test , σ)
e→ True;
(then, σ)
s→ σ′;
(mk -If (test , then, else), σ)
s→ σ′
The second rule is similar to the first, however the hy-
pothesis states that the test must evaluate to False, and
the else statement results in a new state, σ′.
If-F
(test , σ)
e→ False;
(else, σ)
s→ σ′;
(mk -If (test , then, else), σ)
s→ σ′
3. CURRENT STATUS
3.1 Reconfiguration Policies
3.1.1 Reconfigurable Architectural Model
We use a simple architectural model to represent the cur-
rent configuration of components in the reconfigurable sys-
tem shown in Figure 2. Our model captures the compo-
nents currently in the system, and relationships in the form
of pairs of components. Component properties are repre-
sented using relevant metadata, which is beyond the scope
of this paper. As we are primarily concerned with the con-
figuration of the components, we omit low-level details such
as protocols, ports, etc. that often feature in architecture
description languages.
Our model supports operations for component addition,
component removal, and relationship alterations. We do
not include an operation for component creation as this is
assumed to be handled by an external registry manager.
3.1.2 Action Policies
We use an obligation policy [23] approach to dictate the
action(s) that should be taken on some condition occur-
ring. Obligation policies are represented by a collection of
condition-action pairs. When a condition in the system be-
comes true, the relevant action in the policy is fired. This
condition may be some deviation of system properties from
the required levels of service. The response given may re-
sult in the reconfiguration of the system - possibly using
some dependability mechanism such as triple modular re-
dundancy or diverse components. The conditions are re-
evaluated when the system or environment state changes.
Stating resilience properties using condition-action pairs in
this form may prove to be a difficult task - the notion of
returning to some optimal state is not easily represented.
With a policy composed of such condition-action pairs,
we face the possibility of more than one condition being
simultaneously active. This raises the possibility of nonde-
terminism in the choice of which response to fire. There
are some potential solutions to this problem, such as the
use of explicit priorities or priority bands, though they also
have issues. Explicit, unique priorities, though simple for
small-scale policies, become unwieldy and unrealistic for the
large-scale systems that would benefit from reconfigurable
component-based systems. Priority bands will again allevi-
ate some of the problems associated with small scale policies,
though the problem remains when multiple conditions at the
same band may be triggered. It may also be difficult to at-
tach priorities between different conditions, as the priority
may differ in different contexts.
A method is needed to ensure the execution of policies
occurs in exactly the way the system designer intends, and
enables the designer to provide a resilient system. One area
of study that may allow this is Teleo-Reactive programs.
3.2 Teleo-Reactive Programs
The Teleo-Reactive (T-R) program concept, developed by
Nilsson [19, 20], is designed to control (robotic) agents to-
wards a goal using actions defined prior to runtime. A T-R
program contains an ordered collection of condition-action
pairs: < c1 → a1, ..., ci → ai , ..., cm → am >.
Each condition ci is a Boolean expression on the agent’s
environment and each action, ai , is some action with the aim
to direct the agent towards its goal. In the T-R sequence
above, the condition c1 is the goal condition and a1 taken
to be the nil action - this translates to “when the goal has
been reached, do nothing”. Each subsequent condition ci
is a regression of the goal, and the corresponding action ai
is an action such that it aims to meet a condition strictly
higher in the sequence.
Nilsson states that if a T-R program is complete (where
c1∨...∨ci∨...∨cm is a tautology) and respects the regression
property (each condition ci is a regression of some higher
condition through an action ai) then the agent implementing
the program will always achieve its goal. The environment,
however, may affect the system state in such a way that is
detrimental to the system. Therefore it may be assumed
that the actions undertaken may not achieve the desired
conditions. The presence of continuous feedback allows the
agent to ensure that the correct action is executed. As long
as the environment does not consistently undermine the T-
R program, then we may assume that the agent will meet
its goal.
In a T-R program, each action may be discrete, durative,
or another T-R program. Discrete actions are those that
have a definite end point, and durative actions are those
that continually run until the corresponding condition is no
longer active. Allowing another T-R program to be called
raises the possibility of a hierarchical structure of T-R pro-
grams, and indeed recursion.
Application in Policies
The notion of a goal condition and regressive conditions
lends itself to the resilience paradigm, in that it may al-
low the system functionality to degrade to these regressive,
sub-optimal states and we provide actions with the aim to
achieve the optimal goal state. The ability to describe re-
silience in such a way is a key motivation for the use of the
T-R approach.
Using the T-R program framework, we propose the mon-
itoring of the metadata of the system and using this data
to compute the conditions of the T-R program. The ac-
tions may be some discrete reconfiguration action such as
employing a fault tolerant mechanism as suggested earlier.
Alternatively the response could be a durative, looping ac-
tion, for example, adding diverse components to a system
with a voter component.
3.3 Teleo-Reactive Language Definition
The T-R program framework has no formal syntax or se-
mantic definition, although an informal description of se-
mantics has been provided [19, 20]. Motivated by our desire
to reason formally about resilience properties, we aim to
provide a formal definition of a T-R language.
We begin, therefore, by developing formal semantics for
a general T-R language, simplified from Nilsson’s original
definition, with the aim of introducing the proposed concepts
in stages. This definition is not domain- (or application-)
specific and as such uses simple, general condition logic and
we do not specify a particular group of actions. The end goal
is to augment this language definition with reconfiguration
concepts in order to develop a useful semantics for RPL.
We shall now present some key syntactic definitions from
the language, and provide the semantic rules for those con-
structs provided. This work is currently ongoing and not in
its final state.
3.3.1 Syntax
We present an abstract syntax for a simplified teleo-reactive
language. Below are the key structural components of the
language. Due to space restrictions, we do not intend to
provide a full language definition.
TRSpecification
We define a teleo-reactive specification as having a number
of global variables, each with a scalar type, a TRSequence,
and also a mapping of identifiers to Actions.
TRSpecification :: vars : Id
m−→ ScalarType
trseq : TRSequence
acts : Id
m−→ Action
TRSequence
The T-R sequence is intended to represent the ordered list
of condition-action pairs; and so the TRSequence construct
consists of rules - a sequence of TRRule.
TRSequence :: rules : TRRule∗
TRRule
A TRRule is a condition-action pair, where there is an ex-
pression, cond , and some response, resp.
TRRule :: cond : Expression
resp : Response
Response
In a TRRule, we define a Response to be either an action
identifier, or a TRSequence.
Response = Id | TRSequence
3.3.2 Semantics
Due to space limits, we present only the dynamic seman-
tics key to the description of the core control of the T-R
program paradigm. Semantics of Actions and Expressions
are not provided. We do not give the static semantics; pred-
icates to restrict programs those which are valid, again due
to space constraints.
TRSpecification
On the initial execution of a TRSpecification, the variables
are initialised to some starting value and the trSequence
evaluated. The semantic relation for TRSpecification is:
trsp→ : (TRSpecification)× Σ.
Where Σ is the program state: a mapping from identifiers
to ScalarInfo objects which allows us to represent monitored
‘world’ and internal variables as well as the scalar value.
TRSpec
σ = {id 7→ mk -ScalarInfo(vars(i).scope, 0) |
id ∈ dom vars · vars(id).type = Nat} ∨
{id 7→ mk -ScalarInfo(vars(i).scope,True) |
id ∈ dom vars · vars(id).type = Bool};
trprog = mk -TRProg(trseq , acts);
(trseq , σ)
trs→ a;
(a, trprog , σ)
c→ σ′
(mk -TRSpecification(vars, trseq , acts))
trsp→ σ′
TRSequence
The TRSequence is executed in one of two ways. The first
deals with the sequence with some true conditions, the sec-
ond, with no true condition. The TRSequence semantic re-
lation is
trs→: (TRSequence × Σ)× Id .
TRSeq1 determines the rule with the first true condition
and evaluates the action to take with the given response.
TRSeq1
trseq ′ = [trseq(i) | i ∈ inds trseq ·
(trseq(i).cond , σ)
e→ True];
trseq ′ 6= [];
rule = hd trseq ′;
mk -TRRule(cond , resp) = rule;
(resp, σ)
r→ a
(trseq , σ)
trs→ a
If there are no true conditions, then we have some error
state.
TRSeq2
trseq ′ = [trseq(i) | i ∈ inds trseq ·
(trseq(i).cond , σ)
e→ True];
trseq ′ = [];
(trseq , σ)
trs→ Error
Response
As stated earlier, the response of a rule may be one of two
types, thus the semantic definition of a response is handled
differently depending upon the response type, with the se-
mantic relation:
r→: (Response × Σ)× Id .
With an action response, the action identifier is returned.
ActResponse
a ∈ Id
(a, σ)
r→ a
A rule may have the response of another TRSequence, as
such, we simply state that this sequence is evaluated and
the resultant action identifier passed on.
TRResponse
(trseq , σ)
trs→ a
(trseq , σ)
r→ a
Action Control
Given an action identifier, the correct action is evaluated.
As these actions are durative, they may be interrupted after
each iteration of the action. A number of different rules are
given, from the relation:
c→: (Id × TRProg × Σ)× Σ.
ActCont1 executes the an iteration of the action, and
checks if the monitored ‘world’ variables have changed. In
this rule the world has not changed and so the action con-
tinues to be executed.
ActCont1
act = trprog .acts(a);
(act , σ)
a→ σ′;
∀i ∈ dom σ · σ(i).scope = World
∧σ(i).value = σ′(i).value;
(a, trprog , σ′) c→ σ′′
(a, trprog , σ)
c→ σ′′
ActCont2 shows the situation where the world has changed.
Under these circumstances, the TRSequence is re-evaluated
to ensure that the correct action is being executed.
ActCont2
act = trprog .acts(a);
(act , σ)
a→ σ′;
∃i ∈ dom σ · σ(i).scope = World
∧σ(i).value 6= σ′(i).value;
(trprog .seq , σ′) trs→ a ′;
(a ′, trprog , σ′) c→ σ′′
(a, trprog , σ)
c→ σ′′
The final rule, ActCont3, shows that when the goal condi-
tion has been met, the Nil action has no effect on the state
and so is returned.
ActCont3
act = trprog .acts(a);
act = Nil
(a, trprog , σ)
c→ σ,
3.3.3 Challenges
In order to complete the semantic definition for the lan-
guage, we have a number of challenges to overcome. One of
the key concepts of a T-R program is the ability to interrupt
a durative action currently in progress, which is shown in the
ActCont rules. Along with this, we have the possibility of
external, environmental, events affecting the system state.
We are currently considering the use of exits as discussed
in [4] to handle system changes. An exit semantic object
could be used to encode any ‘abnormal’ behaviour such as
completing actions (or atomic sections of actions) or when
an external event occurs. A tixe function will then handle
exit object, taking the appropriate action depending on the
exit value.
In a TRSequence we fire the response of the first True
condition. If there are no such conditions, we encounter a
situation where the designer has not provided any action to
deal with the current state conditions - this is presented in
the rule TRSeq2. We have yet to decide on the best way to
deal with this exceptional behaviour.
3.4 Properties
We break the properties into two categories: Teleo-Reactive
properties and Policy properties. T-R properties are those
which we wish to hold over the T-R framework discussed
and presented in this paper. Policy properties are those
high-level properties we which we wish to reason over when
dealing with policies defined in RPL. We may find that these
properties may not be proven in the language definition
given (those addressing temporal properties, for example),
this limitation is discussed below.
A case study, centred around a satellite navigation device
(SatNav), is being developed to help us define useful prop-
erties. The SatNav device provides a number of services
to the user such as traffic, weather and roadworks informa-
tion. These services may be provided by a number of service
providers, over a number of different communication media
and with varying non-functional properties. Service provi-
sion will change over time as the user will be moving.
3.5 Possible Limitations
The proposed language definition does appear to have
some limitations, which we shall briefly address here.
We do not include any notion of time in the semantic
definition of the T-R language, nor in the reconfiguration
of components. This means that the language definition
given here is unsuitable for reasoning about any timing con-
straints or properties. In related research, Hayes [10] has
given a time-interval semantics for teleo-reactive systems
and Bhattacharyya and Fitzgerald[3] addresses hard real-
time dynamic reconfiguration using extensions to CCS.
4. RELATED WORK
4.1 Architectural Description Languages
There are many architectural description languages (ADLs)
as discussed in [18, 16], some of which support dynamic re-
configuration. Darwin [15] is concerned with the representa-
tion and analysis of structure and communication flow in a
distributed component-based system. It is a declarative lan-
guage and provides two methods for dynamic change of the
system structure: Lazy Instantiation and Dynamic Instan-
tiation [13]. Lazy instantiation allows pre-planned changes
to the system structure, whereas dynamic instantiation al-
lows for arbitrary change. Darwin however has no notion
of component removal or binding deletion. C2 [17] sup-
ports reconfiguration through component addition and dele-
tion, connector addition and deletion, as well as welding and
unwelding operations to attach and detach components to
connectors. However, C2 is optimised for hierarchical sys-
tems, such as graphical user interfaces, and uses strictly non-
symmetrical communications, where connections are point
to point in one direction, and broadcast in the other. This
makes it unsuitable for representing the more general soft-
ware architectures we currently have in mind.
None of the ADLs surveyed so far meet our requirements
for describing a general software architecture, providing a
complete set of reconfiguration operations and allowing the
representation of non-functional properties needed when rea-
soning about resilience properties.
4.2 Reconfigurable Systems
Rainbow [9] is a framework which provides an architec-
tural model, means to reason over constraint violation and
runtime adaptation. The architectural model captures com-
ponent/connector relationships and properties of the com-
ponents and connectors. The model has explicit constraints
on the architecture - which determine valid system config-
urations. Rainbow also provides adaptation operations and
adaptation strategies which allow for reconfigurations to be
designed at runtime. Strategies are executed on the viola-
tion of an invariant which represents system requirements.
The framework does not support the reasoning over adapta-
tion operations, and thus does not support reasoning about
resilience properties.
Di Marzo Serugendo et. al [22], identify and discuss re-
quirements for building trustworthy reconfigurable systems
and propose a suitable framework. They propose the need
for component metadata, reasoning and adaptation services,
and reconfiguration policies. This framework ties in with
that shown in Section 2, with RPL being a possible solution
to the proposed need for reconfiguration policies.
4.3 Policy Languages
The Ponder [6] policy language aims to allow a policy de-
signer to represent both obligation policies and security ac-
cess control policies. Obligation policies are event triggered
and specify the actions subjects (human or automated man-
ager components [5]) must perform on objects in a target
domain.
PDL (Policy Description Language) [14], another obligation-
type policy language, uses an event-condition-action policy
structure; when an event occurs and if the condition is true,
then the action is executed. PDL has a defined semantics,
though does not support reasoning of policy properties.
The approach we take differs from the above languages,
as RPL shall allow us to both represent and reason over the
resilience properties of policies.
We see a number of possibilities to further the work pre-
sented here. Kephart and Walsh [12] propose three types of
policy which may be useful for autonomic computing. Our
work fits in between action and goal policies - further work
to make the language a true goal policy language could be
one potential extension.
5. FUTURE WORK
We have presented a language definition for a teleo-reactive
program framework, and also detailed the architectural mo-
del of the reconfigurable system. The next stage in this work
is to extend the language definition for the T-R program to
reason over the metadata gained from a reconfigurable sys-
tem and provide responses in the form of reconfiguration
actions, as is described in Section 3.1.
By defining the operational semantics of RPL, we formally
detail the meaning of the execution of the policies created.
As the semantics of the policies may be seen as the effect the
policies have on the system state, we wish to be able to prove
some properties of the policies. We therefore intend initially
to specify the properties we may wish the policies to respect.
We aim to obtain properties using the concrete scenario,
as mentioned in Section 3.4, as well as searching literature
in the dynamic reconfiguration domain and catalogue those
properties. Representing these properties is the next goal -
they shall need to be defined in a formal notation. Once we
have the complete semantic definitions and formally defined
properties, we aim to produce handwritten formal proofs,
proving these key properties.
We shall aim to evaluate the success of RPL by the expres-
siveness of the language and the ability to describe and rea-
son about resilience properties of the policies created. The
exact criteria shall ultimately depend upon the properties
to which to the policies should adhere.
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