Abstract. Let M be a compact invariant set contained in a boundary hyperplane of the positive orthant of R n for a discrete or continuous time dynamical system defined on the positive orthant. Using elementary arguments, we show that M is uniformly weakly repelling in directions normal to the boundary in which M resides provided all normal Lyapunov exponents are positive. This result is useful in establishing uniform persistence of the dynamics.
Introduction
Dynamical systems models in population biology are typically defined on the nonnegative cone in Euclidean space. In order to establish persistence of some or all components (species) in the model, it is often necessary to show that a compact invariant set on the boundary of the cone is an isolated invariant set and that it is repelling, at least in some directions normal to M . See [4, 5, 15, 19, 20, 7] for recent work in the theory of persistence, sometimes called permanence. In this paper, building on the work of [4, 15] and [13, 14] , we show that Lyapunov exponents can be used to establish the requisite repelling properties for both discrete and continuous time systems. This is well known when M is a fixed point or periodic orbit but not so when the dynamics on M is more complicated. We use only elementary arguments rather than appealing to the multiplicative ergodic theorem [1, 2, 4, 15] . This extends our earlier work in [11, 12, 13] which covered only the discrete case.
The use of Lyapunov exponents in the study of biological models was pioneered by Metz [9] , Metz et. al. [8] , who proposed that the dominant Lyapunov exponent gives the best measure of invasion fitness, and by Rand et. al. [10] who used it to characterize the invasion "speed" of a rare species. See also the more recent review by Ferriere and Gatto [3] which deals with computational aspects. Roughly, a positive dominant Lyapunov exponent corresponding to a potential invading species in the environment set by a resident species attractor implies that the invader can successfully invade. Our results will give a mathematically rigorous interpretation of this for the nonlinear dynamics. Ashwin et al. [2] use "normal" Lyapunov exponents and invariant measures to answer the following question: if f : M → M is a smooth map on a smooth finite dimensional manifold, N is a lower dimensional submanifold for which f (N ) ⊆ N , and A ⊆ N is an attractor for f |N , is A an attractor for f , or it is an unstable saddle?
Main Results
Due to our need to use both subscripts and occasionally superscripts for sequences, we adopt the notation x = (
We consider the discrete dynamical system
and the continuous dynamical system
on the nonnegative cone Z + . It is assumed that (1) and (2) generate a semi-dynamical system on Z + . In case of (1), F :
and sufficient regularity properties such that solutions of (2) exist and are unique.
We assume that m = p + q, p, q ≥ 1 and that Z + is decomposed as follows
Compatible with this decomposition, assume that F (z) = (f (z), g(z)). Define
We assume: X and Z + \ X are positively invariant sets.
Positive invariance of X for both (1) and (2) 
If F satisfies additional smoothness hypotheses, then it would follow from positive invariance of X that (1) and (2) can be expressed as
and, respectively as
where the matrix function z → A(z) is continuous and satisfies:
in case of (4), and
in case of (5) . Rather than assume the required smoothness of F , we simply assume hereafter that (6) holds for (4) and that (7) holds for (5). Let T + denote either Z + or R + . When we write t ∈ T + , that means we consider both discrete and continuous cases. To make the notation more general, let also z t , y t etc. denote z(t), y(t) etc., when t ∈ R + .
Let (φ(t)) t∈T + be the dynamical system generated by (4) (for t ∈ Z + ) or by (5) (for t ∈ R + ), respectively. Let O + (z) := {φ(t, z) : t ∈ T + }, which we will refer to as the positive orbit through z. Let I denote the identity matrix.
Let P (n, z) and P (t, z) denote the fundamental matrix solutions for
and for
They satisfy:
for discrete time and
for continuous time. In either case, it follows from (6), (7) that
Let M ⊆ X be compact and positively invariant set. We envision that in typical applications, M will be an invariant set in the interior of the face X of the cone Z + . In this paper, we will focus on the behavior of solutions near
Following Arnold [1] , P (n, z) (or P (t, z)) is a matrix co-cycle generated by (8) (or by (9)). It is trivial to check that P has the following (co-cycle) property:
Hereafter, when we take t ∈ Z + , we refer to (4), and when we take t ∈ R + , we refer to (5).
Following [1, 2, 6] , for any z ∈ M and η ∈ R q we define the normal Lyapunov exponent λ(z, η) as
As noted in [1] ,
We only consider the case that η ∈ R q + because in that case z + (0, η) ∈ Z + and (0, η) represents a normal vector to M at z. The co-cycle property (13) can be used to show that
Definition 1. We call the compact positively invariant set M a uniformly weak normally repelling set if there exists ε > 0 such that
Equivalently, in view of (3), there exists a neighborhood
We stress that M may be an attractor relative to the dynamics restricted to the positively invariant set X but we are concerned with the behavior of solutions near M in the positively invariant set Z + \ X. In [13] , we used the terminology "M a uniformly weak repeller" for the definition above; we believe the current terminology gives a more accurate description. The adjective "uniform" reflects that is independent of z; "weak" reflects that limit superior, rather than limit inferior, appears in the definition; "normal" indicates that we are only interested in the behavior of solutions in Z + \ X.
First, we give a lemma adapted from [13, 14] that gives an alternative formulation for the "positivity" of Lyapunov exponents. Let
If, in addition, K is positively invariant, then (16) is equivalent to
Proof.
Since W is compact, there exists a finite set {w 
from (19) we have that
we can define α := a y /|a y |. Note that α ∈ U . We will show that
by inductively constructing the sequence (ν p ) p . Thus, there exists i ∈ {1, ..., k} such that (a, α) ∈ B δ i (w i ). Then, from (20) we have |P (ν 1 , a)α| > c, where
denotes the vector formed with the last q components of φ(t, z). So
Thus,α ∈ U . There exists j ∈ {1, ..., k} such that (φ(ν p , a),α) ∈ B δ j (w j ). Then again, from (20) we have
This means, using (13) , that |P (ν p+1 , a)α| > c p+1 , where we define ν p+1 = ν p + τ j . Note that, by construction, ν p → ∞ as p → ∞. Hence (21) holds. Then, we have that
Now (17) can be proved identically as for (21), using that L ⊂ X is positively invariant and that P (t, z) ≥ 0, ∀ z ∈ X, ∀ t ∈ T + . Now assume that K is also positively invariant. The implication (18) ⇒ (16) is trivial. For the converse, using (17) and the fact that
This completes our proof.
In the next result we establish sufficient conditions for M to be a uniformly weak normally repelling set. Let
where ω(z) represents the omega limit set of z.
Theorem 1. Let M ⊂ X be a nonempty compact and positively invariant. M is a uniformly weak normally repelling set if
If
and
Proof. First we show that (23) implies that M is a uniformly weak normally repelling set. For this, we argue by contradiction: suppose M is not a uniformly weak normally repelling set. So, there exists a sequence (z
Hence there exists a sequence (τ m ) m ⊂ T + such that, for each m ≥ 1, we have
Let
Using the positive invariance of Z + \ X, we have that
From the semiflow property of φ and from (26) we get
Using (23), we obtain from Lemma 1 (applied with K = M ) that there exists V a bounded neighborhood of M in Z + , having the property that any positively invariant set contained in V is a subset of X. Then there exists m ∈ N such that B m :
is positively invariant and, according to (28), it is contained in B m . Also (see (27)) L \ X = ∅. But this is a contradiction, according to Lemma 1. Hence, M is a uniformly weak repeller. Now we prove the final assertion. Let (a, α) ∈ M × U . Using 2) and the fact that ω(a) ⊂ X is compact and invariant, we can again apply Lemma 1, now with K = ω(a). So let V a be a neighborhood of ω(a) and c > 1 as in the above mentioned lemma. Since φ(t, a) → ω(a) as t → ∞, there exists
Then L is a positively invariant set contained in V a . Letα = P (N a , a)α/|P (N a , a) α|. Note thatα is well defined, due to (24), and thatα ∈ U . So, from (17) , there exists a sequence ν p → ∞ such that |P (ν p , φ(τ a , a) )α| > c p , ∀ p ≥ 1. Thus, using (13) we get
We can find a p large enough such that to have c p |P (τ a , a)α| > 1. So, we proved that
which is equivalent to (23), by Lemma 1. This completes our proof.
Note that (24) is automatically satisfied in the continuous case. In the discrete case, it is equivalent to
As it will be seen below, when the matrix A(z) satisfies stronger positivity conditions, then the Lyapunov exponents are independent of the unit vector η. Let ||A|| = sup{|Aξ| : |ξ| = 1} denote the norm of an n × n matrix. For matrices A, B, we write A ≤ B if a ij ≤ b ij , ∀i, j; inequality A 0 means all entries of A are positive.
In the continuous case, assume that
In particular, if (29), respectively (30), holds for each z ∈ M , then (31) holds for every
Proof. First we give the proof for the discrete case (t ∈ N). Let P (n) :
. First, we want to apply Theorem 3.4. in [16] for the sequence of matrices B 0 , ..., B s , . ...
Thus, hypotheses of [16 
for some c ij independent of l. Denote byP (n) i the i th column ofP (n). Then (32) implies that
Let e i ∈ U be the unit vector whose i th component equals one, and the other components are zero. Then, using (33), we get, for any i ∈ {1, ..., q}, that
(34) On the other hand,
Thus, from (34) and (35) we have that
But, for any i, j ∈ {1, ..., q} we have that
Thus, let
Let η ∈ U . There exist
p i e i . Then, using (37), we obtain
On the other hand, we have
where we used the following two properties of Lyapunov exponents (see [1] page 114):
From (38) and (39) we obtain λ(z, η) = c. It is clear that
Now, we want to show the opposite inequality. Because all norms on a finite dimensional normed linear space are equivalent, there exist constants a, b > 0 such that a||B|| 1 ≤ ||B|| ≤ b||B|| 1 for all matrices B, where
for some sequence (
Now, (40) and (42) imply λ(z, η) = lim sup n→∞ 1 n ln ||P (n)||. Since η ∈ U was arbitrarily chosen, the proof for the discrete case is complete. Now let us consider the continuous case (t ∈ R + ). Again, considering z ∈ X fixed, we can denote P (t, z), in short, by P (t). Denote by [·] : R → Z the greatest integer function. The same argument used to prove (36) leads to
Let n :
. Now the same proof as for the discrete case, applied with N = 1 (hence k n = n, p n = 0 andP (n) = P (n)), carries over and leads to lim sup Indeed, the left side is clearly less than or equal to the right hand side and the opposite inequality is obtained as in (34). This completes our proof.
Theorem 1 shows that M is a uniformly weak normally repelling set provided λ(z, η) > 0 for all z ∈ M and all η ∈ U . Furthermore, under a mild hypothesis, it suffices to show λ(z, η) > 0 for z ∈ Ω(M ) = ∪ z∈M ω(z) and η ∈ U . Proposition 1 gives conditions for λ(z, η) to be independent of η ∈ U for all z ∈ M . In this case, using (15), we see that λ(z) = λ(φ(s, z)), s ≥ 0 is constant on forward orbits. We assume hereafter that λ(z) = λ(z, η) depends only on z ∈ M . As a consequence, if the hypotheses of Theorem 1 hold, and if Ω(M ) consists of a finite number of periodic orbits O i , i = 1, 2, . . . , p, then it suffices to show that λ(z i ) > 0 for some choice z i ∈ O i , i = 1, 2, . . . , p. In this case, only finitely many exponents must be computed. See [3, 13, 14] where λ(z i ) is related to the spectral radii of a certain Floquet matrix.
According to the multiplicative ergodic theorem [1, 6] , if M is invariant and there exists an ergodic F -invariant Borel probability measure µ on M , then λ(z) is a constant on M , almost surely. Unfortunately, for our results almost sure positivity of the Lyapunov exponent does not suffice.
