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Abstract
The standard-Heath–Jarrow–Morton (HJM) framework is well-known for its application to
pricing and hedging interest rate derivatives. This study implemented the extended HJM
framework introduced by Eberlein and Raible (1999), in which a Brownian motion (BM) is
replaced by a wide class of processes with jumps. In particular, the HJM driven by the gener-
alised hyperbolic processes was studied. This approach was motivated by empirical evidence
proving that models driven by a Brownian motion have several shortcomings, such as inabil-
ity to incorporate jumps and leptokurticity into the price dynamics. Non-homogeneous Lévy
processes and the change of measure techniques necessary for simplification and derivation of
pricing formulae were also investigated. For robustness in numerical valuation, several trans-
form methods were investigated and compared in terms of speed and accuracy. The models
were calibrated to liquid South African data (ATM) interest rate caps using two methods of
optimisation, namely the simulated annealing and secant-Levenberg–Marquardt methods.
Two numerical valuation approaches had been implemented in this study, the COS method and
the fractional fast Fourier transform (FrFT), and were compared to the existing methods in the
context. Our numerical results showed that these two methods are quite efficient and very
competitive. We chose the COS method for calibration due to its rapidly speed and we have
suggested a suitable approach for truncating the integration range to address the problems it
has with short-maturity options. Our calibration results provided a nearly perfect fit, such that
it was difficult to decide which model has a better fit to the current market state. Finally, all
the implementations were done in MATLAB and the codes included in appendices.
ii
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Opsomming
Die standaard-Heath–Jarrow–Morton-raamwerk (kortom die HJM-raamwerk) is daar-
voor bekend dat dit op die prysbepaling en verskansing van afgeleide finansiële in-
strumente vir rentekoerse toegepas kan word. Hierdie studie het die uitgebreide
HJM-raamwerk geïmplementeer wat deur Eberlein en Raible (1999) bekendgestel
is en waarin ’n Brown-beweging deur ’n breë klas prosesse met spronge vervang
word. In die besonder is die HJM wat deur veralgemeende hiperboliese prosesse
gedryf word ondersoek. Hierdie benadering is gemotiveer deur empiriese bewyse
dat modelle wat deur ’n Brown-beweging gedryf word verskeie tekortkominge het,
soos die onvermoë om spronge en leptokurtose in prysdinamika te inkorporeer.
Nie-homogene Lévy-prosesse en die maatveranderingstegnieke wat vir die vereen-
voudiging en afleiding van prysbepalingsformules nodig is, is ook ondersoek. Vir
robuustheid in numeriese waardasie is verskeie transformmetodes ondersoek en
ten opsigte van spoed en akkuraatheid vergelyk. Die modelle is vir likiede Suid-
Afrikaanse data vir boperke van rentekoerse sonder intrinsieke waarde gekalibreer
deur twee optimiseringsmetodes te gebruik, naamlik die gesimuleerde uitgloeime-
tode en die sekans-Levenberg–Marquardt-metode.
Twee benaderings tot numeriese waardasie is in hierdie studie gebruik, naamlik
die kosinus-metode en die fraksionele vinnige Fourier-transform, en met bestaande
metodes in die konteks vergelyk. Die numeriese resultate het getoon dat hierdie
twee metodes redelik doeltreffend en uiters mededingend is. Ons het op grond van
die motiveringspoed van die kosinus-metode daardie metode vir kalibrering gekies
en ’n geskikte benadering tot die trunkering van die integrasiereeks voorgestel ten
einde die probleem ten opsigte van opsies met kort uitkeringstermyne op te los. Die
kalibreringsresultate het ’n byna perfekte passing gelewer, sodat dit moeilik was
om te besluit watter model die huidige marksituasie die beste pas. Ten slotte is alle
implementerings in MATLAB gedoen en die kodes in bylaes ingesluit.
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The interest rate derivatives market has expanded widely in the last few years due to advances
in technology. Currently, the over-the-counter (OTC) market is dominated by interest rate
products. In 2013, the Bank for International Settlements (BIS) showed that, out of US$20 158
billions derivative contracts over US$15 683 billion’s worth of interest rate derivatives were out-
standing in the global derivative market. This corresponds to 77, 8% of outstanding derivative
contracts. As Table 1.1 below indicates, a large number of interest rate contracts are outstand-
ing in the global OTC market. This demands an appropriate, sophisticated model for interest
rates, more especially for the management of risk that results from the use of interest rate
models.
Table 1.1: Amount of outstanding derivatives globally
Derivatives Notional (in billions) In % of total
Foreign exchange contracts 2 613 13
Equity-linked contracts 707 3, 5
Interest rate contracts 15 683 77, 8
Commodity contracts 394 2
Credit derivatives 732 3, 6
Other derivatives 29 0, 14
Source: BIS (2013)
The OTC interest rate derivatives consist primarily of forward rate agreements, interest rate
swaps, caps and floors. Pricing of bond options is a significant problem in Financial Mathemat-
1
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CHAPTER 1. INTRODUCTION 2
ics research since caplets and floorlets can be expressed as options on zero-coupon bonds while
swaptions can be expressed as options on coupon bearing bonds. The classical Heath–Jarrow–
Morton (HJM) framework for no-arbitrage pricing is driven by a Brownian motion. However,
nowadays this model may be inadequate due to its incapability to capture newly observed mar-
ket features. Market interest rates also present some features which are not consistent with a
Brownian motion. Strictly speaking, a Brownian motion which is based on a normal distribu-
tion fails to fit the observed return distribution of zero-coupon bonds (see Eberlein and Prause;
Eberlein and Raible, 1999; Raible, 2000). It is likely that applying an inappropriate process
as a driving influence for a model may result in mispricing and model misspecification. While
mispricing happens if the market prices are different from the predicted model price, model
misspecification occurs if one chooses to model derivatives and hedge with an inappropriate
model.
Models for interest rate derivatives have a long and rich history. A good model for interest
rates should have the following general features:
(a) robustness;
(b) accurate valuation of market instruments;
(c) ease of calibration to the market data.
1.2 Background study
Traditionally, the term structure of interest rates was modelled using short rate models. Short
rate models were classified into two groups, namely equilibrium models and no-arbitrage mod-
els. One of the earliest interest rate models used in the fixed income market is a type of
Ornstein–Ulhenbeck process for short rates that was pioneered by Vasicˇek (1977) and is driven
by a Brownian motion as a source of randomness. It has short rate dynamics given by
drt = a(b− rt)dt+ σdWt, a, b, σ ∈ R+, (1.2.1)
where a is the speed parameter of mean reversion to b, b is the long run average of the short
rate and σ is a diffusion coefficient.
This process rt is a mean reversion process because if rt < b then rt increases whereas if
rt > b, rt decreases, thereby pulling back to the mean level. Although this model is analytically
tractable, one of its main concerns is that interest rates can become negative with positive
probability, which is not a desirable feature for any interest rate model. Some modifications to
Equation 1.2.1 have been implemented. These include the idea of Cox et al. (1985) to include
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a square root term in the diffusion coefficient of the Vasicˇek short rate process to make sure
that rates do not become negative, i.e.
drt = a(b− rt)dt+ σ√rtdWt, (1.2.2)
provided that the Feller condition
2ab > σ2
holds.
The long run rate b in Equations 1.2.1 and 1.2.2 can be made to be time dependent. This
makes it possible for the short rate process to fit the current term structure at any time t.
Consequently, for time dependent mean reversion level b, the resulting process for Equations
1.2.1 and 1.2.2 are called the Hull–White extended Vasicˇek (for γ = 0 in Equation 1.2.3) and
the extended Cox–Ingersoll and Ross (CIR) (for γ = 1
2
in Equation 1.2.3) respectively. Hence
we have
drt = a(bt − rt)dt+ σrγt dWt. (1.2.3)
Unfortunately, despite the fact that the above short rate models fit the initial term structure
well, the literature shows that in general the market prices of interest rate derivatives are
inconsistent with short rate models. This is mainly because there is no guarantee that these
short rate models will continue to provide sensible prices and volatilities as they evolve. In
other words, short rate models cannot properly capture the sophisticated movements of interest
rate curves. Ultimately, this makes it difficult to price and hedge interest rate products whose
values depend on the shape of the yield curve. This created a necessity for an alternative model
for the entire yield curve. Heath et al. (1992) postulated a flexible framework for describing
the change in the whole yield curve in terms of instantaneous forward rates (see also Section
2.2), given by
df(t, T ) = α(t, T, ω)dt+ σ(t, T, ω)dWt, t < T, (1.2.4)
where Wt is a d-dimensional Brownian motion, the drift α(t, T, ω) and volatility σ(t, T, ω) which
may depend on sample paths ω.
This is the well-known Heath–Jarrow–Morton (HJM) framework in which Brownian motion
is the source of uncertainties. Its application is quite popular in both academia and industry
as it incorporates many of the short rate models discussed above. As mentioned above, a
model driven by a Brownian motion is incapable of capturing some stylised features from the
fixed income market. These features include the inabilities to reproduce the volatility smiles
observed in the market, excess kurtosis and fatter tail distributions and jumps in interest rates.
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Several modifications to the HJM framework have been made to construct a model which
incorporates as many of these stylised features as possible. The first implementation was a
model that can incorporate jumps given by the factor model,
drt = a(b− rt)dt+ σdWt + JtdNt, (1.2.5)
where Nt is a Poisson process and Jt is a random jump size at time t, (see Das, 1998). Sim-
ilar extensions were carried out by Shirakawa (1991) and Björk (1995), who added a jump
component to the dynamics of zero-coupon bonds. However, this also increased computational
complexity as there is no a uniform way of specifying Jt, such that we are still within the HJM
framework.
The origin of inclusion of jumps in the HJM model is the work of Björk et al. (1997) and was
later extended by Eberlein and Raible (1999), who replaced the Brownian motion (Wt) in the
explicit bond price formula by a Lévy process Lt. Since forward rates can be obtained from the
bond prices, and short rates from the forward rates, under a Lévy process Lt with non-negative
increments, the short rate rt in Equation 1.2.3 is non-negative and given by
drt = a(bt − rt)dt+ σdLt. (1.2.6)
One of the most interesting facts about this approach is that it is mathematically tractable.
It is also proven that under certain conditions this approach satisfies no-arbitrage conditions.
The main advantage of using Lévy processes to model the term structure of interest rates is
that it gives more realistic picture of price movements on the level of the micro-structure, (see
Eberlein and Raible, 1999, p. 1). In the fixed income market, Lévy processes generalised
Brownian motion and as a result generalised the HJM framework.
1.3 Problem statement
Term structure of interest rates is an extremely important element of Finance. It is the infor-
mation contained in the forward rates, short rates and yield curve observed from the market;
a measure of how different rates with different maturities are related. It is one of the most im-
portant indicators for pricing contingent claims, determining the cost of capital and managing
financial risk.
Most of this work is inspired by the research works of Eberlein and Raible (1999), Raible
(2000) and Kluge (2005) and investigation into HJM models driven by a generalised hyperbolic
(GH) motion and by a Brownian motion. These investigations include:
(a) model calibration to the market data;
(b) pricing methods;
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(c) hedging analysis.
Unlike stock markets, where modelling of financial securities is restricted to a finite number of
traded assets, the market of bonds consists of the whole term structure of interest rates, which
(theoretically) is an infinite dimensional object, i.e. a continuum of financial securities. For this
reason, bond markets demand rigorous mathematics due to the stochastic dependence struc-
ture between these securities. As a result, extensive research in this field has been developed.
As for the stock market, empirical studies showed that Brownian motion fails to describe the
evolution of zero-coupon bonds.
The purpose of this study is firstly to present the theories of the Lévy term structure of interest
rates pioneered by Eberlein and Raible (1999) and general extension study by (Eberlein et al.,
2005; Kluge, 2005). Secondly, we investigate the robustness of numerical valuation methods,
including the application of the cosine and fractional FFT methods, and compare these with
algorithms developed by Raible (2000). Once the better pricing method is identified, we cal-
ibrate the model to South African (ATM) interest rate caps/floors and swaptions. Finally, we
give a statement on hedging in Lévy bond market.
The most difficult question in term structure modelling is which models are good enough. The
answer to this question varies depending on the particular purpose and application for that
model. In general, if a model is to be used for pricing derivative products then calibration and
hedging play a major role. Calibration is the method of estimating model unobserved parame-
ters by making sure that the “distance” between the model prices and market observed prices
is as small as possible. Hedging, on the other hand, is a method to minimise the probability of
loss from a particular contingent claim by trading the underlying hedging instruments. It is an
important practice in modern trading and risk management. Model risk is defined as the risk
that arises from applying an inadequate model, i.e. a risk that arises when a “wrong” model
is used to price and hedge a derivative. Applying the “correct” model in both pricing and risk
management is a desirable and fundamental concept. But how do we determine the correct
model? Does it involve calibration alone? We are aware that different methods of calibration
may result in different sets of parameters. Wrong calibration is one of the main reasons for
model risk. What are the criteria for deciding upon the best model? What about hedging? Our
desire is to have a model that we can easily calibrate to fit the market quoted data and to easily
set up an appropriate hedging method.
1.4 Literature review
The theory of HJM driven by a Brownian motion is well studied and implemented in both
academia and practice. The assumptions that interest rates follow a pure diffusion process are
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doubted nowadays due to observations of jumps or spikes in the bond market. It is shown
that the empirical distribution of interest rates exhibits excess kurtosis, skewness and higher
moments which are inconsistent with a normal distribution, (see Eberlein, 2001; Eberlein and
Raible, 1999; Raible, 2000, for empirical motivation). To be able to capture all observed
features in interest rates, Shirakawa (1991) conducted a study who included a pure jump com-
ponent in the forward rate dynamics to allow for the occurrence of jumps. His main ideas were
to consider a model driven by a standard Brownian motion and to add a Poisson process with
constant jump intensity. This process is known as the jump-augmented HJM model. It was
also shown that a model with constant jump intensities is not realistic enough. Further modi-
fication of the jump-augmented HJM was done by Jarrow and Madan (1995), who considered
all jump intensities to be path-dependent. Björk et al. (1997) extended the HJM model by
consider forward rate dynamics driven by a Brownian motion and random measures (general
semi-martingale) with finite compensator.
This study focuses on a more general class of HJM models which have general Lévy process
as driving processes (henceforth called Lévy HJM). Lévy processes are very general stochastic
processes with stationary independent increments that can incorporate jumps, fatter tail and
high peak distribution. The theory on Lévy HJM was introduced by Eberlein and Raible (1999)
and Raible (2000) as a general extension of the HJM jump-diffusion model of Björk et al.
(1997). The key idea of Lévy HJM is to replace the Brownian motion in the HJM models with
a general Lévy process under some conditions. As mentioned by Eberlein and Raible (1999)
however, we do not replace the Brownian motion in the stochastic differential equation of
bond dynamics, but in the explicit bond price formula. The reason for this is that replacing
a Brownian motion by a Lévy process in the differential equation will lead to a Doléans-Dade
exponential solution (see Theorem 3.7.2), which tends to produce negative prices for Lévy
processes with negative jumps greater than one.
Lévy HJM models have become an important subject in Mathematical Finance literature. Eber-
lein et al. (2005) and Kluge (2005) extended the Lévy HJM framework by applying a more
general class of driving processes known as non-homogeneous or time-inhomogeneous Lévy
processes. These are processes with independent increments and absolutely continuous char-
acteristics (PIIAC). Kluge (2005) suggested rather than considering a general Lévy process,
using a stochastic integral of a deterministic function with respect to a non-homogeneous Lévy
process, known as the driving process. In other words, the use of non-homogeneous Lévy
process is due the fact that the change of measure is vital for simplicity and for derivation of
pricing formulae. The reason for this is because driving processes of non-homogeneous Lévy
process are invariant under the change of measure; the change of measure is not structure
preserving for homogeneous Lévy processes, (see Eberlein et al., 2005).
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Furthermore, Kluge (2005) calibrated models to the market implied volatilities for ATM caps
and swaptions, and considered two Lévy-driven models, one driven by a homogeneous and
the other by a non-homogeneous Lévy process. His findings were that a model driven by a
non-homogeneous Lévy process provides a better fit to implied volatility.
Although models driven by Lévy processes are well studied and tractable, they often lack
closed-form solution to option valuations. This creates a trade-off between numerical and
analytical option value evaluations.
One of the crucial fundamental problems in Financial Mathematics is the explicit computation
of derivative prices. There is a greater computational complexity for option valuations. Effi-
cient numerical methods are required to compute derivative prices accurately and efficiently
for model calibration to liquid market data for interest rates caps/floors and swaptions. Usu-
ally an ideal tool for numerical computation in finance is the Monte Carlo method, which is
capable of derivative valuation of any kind. This numerical method has drawback its lack of
computational speed.
Raible (2000) developed algorithms for any general contingent claims valuation based on bi-
lateral Laplace transforms. He considered the convolution of an arbitrary pay-off function and
density function and found the bilateral Laplace transform of the product, which can then be
computed using the fast Fourier transform (see Carr and Madan, 1999). Since then, numer-
ous papers have tried to present alternative methods to improve the computational complexity.
Examples of these are a direct modification of Raible’s ideas by Eberlein and Kluge (2006),
who derived pricing formulae for caps, floors and swaptions using ideas of a convolution rep-
resentation; Kuan and Webber (2001), who proposed the use of random trinomial lattice; and
some Fourier based methods for option valuation under the Lévy HJM framework, discussed
in Eberlein et al. (2010). In this study we apply the following methods of pricing:
(a) Monte Carlo method (see Glasserman, 2003).
(b) Fourier-based methods (see Eberlein et al., 2010).
(c) FFT method (see Raible, 2000).
(d) FrFT method (see Chourdakis, 2004).
(e) COS method (see Fang and Oosterlee, 2008).
A financial model which is used for pricing cannot be separated from hedging. The knowledge
of pricing a derivative contract must be accompanied by the knowledge of preventing the as-
sociated risk. Generally, Lévy HJM presents an exponential Lévy market which is incomplete.
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Eberlein et al. (2005) showed that in the one-dimensional case, the Lévy HJM framework is
complete, hence perfect hedging is possible. The original study of Björk et al. (1997) showed
that in models with processes that exhibit jumps, interest rates cannot be perfectly hedged us-
ing zero-coupon bonds. This means there are some risk factors that affect the price for deriva-
tive product but do not affect the underlying variable. This is termed unspanned stochastic
volatility (USV). This implicitly means, except for a one-dimensional case, generally, Lévy HJM
will introduce unspanned stochastic volatility, which makes hedging nearly impossible.
Moreover, although it is quite popular that in one-dimensional Lévy HJM framework there is
a unique risk-neutral measure, little is known about hedging interest rate products within this
framework. To the best of our knowledge, only one paper (see Vandaele, 2010, Chapter 8)
discussed hedging in this market.
1.5 Thesis structure
The rest of this study is structured as follows: Chapter 2 introduces the fixed income deriva-
tives, trading methodologies, the notion of no-arbitrage, risk-neutral valuation principles and
the financial instruments that will be required in the subsequent chapters. Also in Chapter 2,
we introduce interest rate derivatives. We show that a cap/floor is a portfolio of options on
zero-coupon bonds while a swaption is an option on a portfolio of coupon bonds. We derive
pricing formulae for these interest rate derivatives.
Chapter 3 outlines the properties that define Lévy processes and discusses the generalised
hyperbolic processes. It introduces an example of a non-homogeneous Lévy process as repre-
sented by a stochastic integral of a deterministic function with respect to a homogeneous Lévy
process. Some basic theorems and results in Itô calculus theory (such as exponential semi-
martingale and the Girsanov Theorem for Lévy processes) will be introduced, as these play a
crucial part in the change of pricing measure.
Chapter 4 discusses the Lévy HJM framework. It begins with the introduction to the classical
theory of HJM models and the general extension known as the driving process. This includes
the description of the driving process and volatility structure. We shall show that discounted
bond prices process are martingales and present an equivalent HJM drift condition for Lévy
HJM models. The change of numéraire techniques are introduced and we show how to com-
pute the risk-neutral expectation without need of change of numéraire using the Monte Carlo
method.
In Chapter 5, various numerical valuation methods based on Fourier methods are implemented
and compared in terms of speed and accuracy . In this chapter we apply two methods to
the literature Lévy term structure modeling, namely the COS method and fractional Fourier
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transform. Our unique approach is that we have derived our pricing formula from a well-
known Parseval’s Theorem in probability theory.
Chapter 6 presents model calibration using two methods of optimisation, namely the secant-
Levenberg–Marquardt method and the Simulated Annealing method. It begins with the exten-
sion of derivation of the pricing formulae for interest rates derivatives introduced in Chapter
2.
Chapter 7 discusses the lack of hedging literature in Lévy HJM and limitations.
Chapter 8 gives an overview, concluding remarks, and direction for future research. Finally, in
Appendices, we present some theory and MATLAB codes.
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Introduction to fixed income derivatives
Fixed income market are types of markets whereby market participants trade contracts in which
cash-flows are prescribed in future time. The fundamental problem is to know how to value
these contracts and prevent the associated risks.
This chapter introduces the basic concepts of stochastic modelling in the theory of interest
rates, no-arbitrage options valuation and the interest rate derivatives. We shall begin by re-
minding the reader on some essential definitions, a discussion on the trading strategies used in
the fixed income market of interest rates, the notion of numéraire and risk-neutral valuation
principle.
For basic theory on interest rate models, we refer the reader to the works of Musiela and
Rutkowski (2004), James and Webber (2000), Bingham and Kiesel (2004), Brigo and Mercurio
(2006) and Björk (2009).
2.1 Definitions
Modelling any financial asset requires risk-neutral pricing, whereby the price of a security is
obtained by taking the expectation of its discounted pay-off under a risk-neutral measure. The
central concept in risk-neutral valuation is the absence of arbitrage opportunities. Recall that
an arbitrage opportunity is a self-financing strategy with an initial value of zero, which almost
surely produces a non-negative final value and has a strictly positive probability of positive
final value.
Throughout this study, we let T ∈ R be a fixed maximum finite time horizon for all market
activities and (Ω,F ,F,P) represent a filtered probability space defining the framework that
gives the characterization of uncertainty in the economy. Here Ω represents the state or sample
space, F is the σ-algebra of all events, P is the real-world probability measure and F = (Ft)t∈[0,T]
is the filtration, assumed to satisfy the usual conditions over the interval [0,T].
10
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, ∀t ∈ [0,T], (2.1.1)
where rt is the short rate.
In our set-up, there are infinitely many zero-coupon bonds traded in the market, and hence
the below definition for an equivalent martingale measure (EMM) applies to a continuum of
financial securities (unlike in the case of equity, where it only applies to a finite collection of
stocks).
Definition 2.1.1 A probability measureQ on (Ω,F) is an equivalent martingale measure (EMM)
if Q ∼ P and discounted bond price process Zt is martingale, i.e.
Zt =






∣∣∣∣Ft] , ∀0 ≤ t ≤ T ≤ T.









BTP (0, T )
, Q− a.s.,
is called the forward martingale measure for the settlement date T .







B0P (T, T )
BTP (0, T )
∣∣∣∣Ft] = B0P (t, T )BtP (0, T ) .
Definition 2.1.3 A security market is arbitrage-free if there are no arbitrage opportunities.
Definition 2.1.4 A contingent claim X is a financial instrument which at maturity T pays an
amount with pay-off function Φ(XT ), where XT is an FT -measurable random variable which is
bounded below.
Definition 2.1.5 (European put option) Let ST be the price of a financial instrument at matu-
rity time T . A put option is a contingent claim with a strike K whose pay-off at maturity date T
is given by
Φput(ST ) = max{K − ST , 0}. (2.1.2)
The pay-off for a call option on ST is given by
Φcall(ST ) = max{ST −K, 0}. (2.1.3)
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Definition 2.1.6 The arbitrage price process of any contingent claim X is given by the risk-






A major problem encountered with risk-neutral valuation is that the risk-neutral measure is
not unique in most cases which causes prices to differ. For this reason, we ought to work in a
complete market.
Definition 2.1.7 An arbitrage-free market is complete if and only if there exists a unique equiv-
alent martingale measure under which discounted asset prices are martingales.
The above definition is rephrased from a well-known fundamental theorem of asset pricing.
2.2 Financial instruments
In this section we introduce the no-arbitrage trading strategies to derive formulae for basic
financial products.
Definition 2.2.1 Fix a maturity T < T. A zero-coupon bond with maturity T ( T -bond) is a
financial instrument paying 1 unit of currency to the holder at time T . Its value at time t ≤ T is
denoted by P (t, T ). The process
t 7→ P (t, T ) t ≤ T
is adapted to the filtration F with P (T, T ) = 1.
We assume that there are zero-coupon bonds for all maturities T ∈ [0,T]. Since the main task
is to find the arbitrage-free prices of interest rate derivatives, such as bond options, caps/floors
and swaptions, we firstly look at the following no-arbitrage trading strategy. Let t < T < U be
a fixed time interval.
Table 2.1: No-arbitrage arguments
Strategy Quantity at time t T U
short 1 T − bond pay 1.00 −
long P (t,T )P (t,U) U − bonds − receive P (t,T )P (t,U)
Net income 0.00 −1.00 P (t,T )P (t,U)
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• At time t, sell a bond maturing at time T , and use the cash to buy P (t,T )
P (t,U)
bonds maturing
at time U . The net investment is zero.
• At time T , pay 1 unit to redeem T -bond.
• At time U , collect P (t,T )
P (t,U)
× 1 units from U -bond.
• This implies 1 unit deposited at time T leads to a payment of P (t,T )
P (t,U)
at time U .
Definition 2.2.2 The interest rate that can be locked in today (at time t) for a future period
[T, U ] is known as the forward rate and it is denoted by R(t, T, U).
According to the above definition, forward rates are contracted rates at time t which become
available at time T and end at time U .
From the trading arguments in Table 2.1, it looks as if a deposit of 1 unit is made at time T and
earns interest R for the period [T, U ], i.e. to avoid arbitrage opportunities
1.eR(U−T ) =
P (t, T )
P (t, U)
=⇒ R(t, T, U) = − logP (t, U)− logP (t, T )
U − T .
Definition 2.2.3 The forward rate that can be locked in at time t for an infinitesimal interval
[T, T + dT ], given by
f(t, T ) = lim
∆t→0
R(t, T, T + ∆T ) = − ∂
∂T
logP (t, T )
is called the instantaneous forward rate.
The forward rate R(t, T, U) is assumed here to be continuously compounded. The simply
compounded versions of forward rates are called the forward LIBOR rates (London Interbank
Offered Rate) and are denoted by L(t, T, U). For time t ≤ T ≤ U , the forward LIBOR rate is
defined by









We define a function T 7→ f(t, T ) for fixed t to be the forward rate curve at time t. Since initial
forward rates are directly observed from the market, one can recover bonds from the forward
rate curve using the relation
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The short rate process, defined by rt = r(t) = f(t, t), is the instantaneous short rate at time t.
The forward bond price process at time t for a bond to be bought at time T and maturing at
time U is an amount B(t, T, U) contracted for at time t, to be paid at time T , for a bond with
maturity time U . It is given by no-arbitrage arguments
B(t, T, U) = P (t, U)
P (t, T )
, for 0 < t < T < U < T. (2.2.3)
2.3 Interest rate derivatives
The objective of this subsection is to define interest rate derivatives and their cash-flows. These
include interest rate caps/floors and swaptions which form a basic and useful tool in managing
the risk of any financial institution. As we have already seen in Chapter 1, the main traded and
outstanding fixed income instruments in the global financial market include bonds and swaps.
Essentially, caps/floors and swaptions are options on these instruments.
Interest rate caps/floors have a simple relation with zero-coupon bonds, while swaptions are
associated with coupon paying bonds. In other words, caps/floors and swaptions can be mod-
elled depending on a single underlying variable. Ultimately, this makes the valuation methods
relatively easy due to the availability of pricing formulae for bonds in various interest rate
models which are obtained via no-arbitrage principles. We follow the works of Musiela and
Rutkowski (2004) and Brigo and Mercurio (2006).
2.3.1 Options on forward rates
Definition 2.3.1 A caplet is a call option on LIBOR rate with strike rate κ and maturity time U .
Its pay-off is given by
ΦCaplet(L(t, T, U)) = max{L(t, T, U)− κ, 0}. (2.3.1)
Similarly, a floorlet is a put option on a LIBOR rate. Its pay-off is given by
ΦFloorlet(L(t, T, U)) = max{κ− L(t, T, U), 0}. (2.3.2)
A forward start cap/floor is a strip of small options called caplets/floorlets. A caplet con-
tracted on time period [Ti−1, Ti], δi = Ti − Ti−1 settled in arrears pays the holder an amount
of δi(L(Ti−1, Ti−1, Ti) − κ)+ at time Ti, where L is the simple forward LIBOR rate determined
at time Ti−1 and given by Equation 2.2.1. Similarly, a floorlet pays the holder an amount of
δi(κ− L(Ti−1, Ti−1, Ti))+.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. INTRODUCTION TO FIXED INCOME DERIVATIVES 15
A cap/floor protects the holder of the contract against rising(falling) LIBOR rates because it
makes sure that interest is to be paid if the floating rate Lt exceeds(remain below) a cap/floor
rate κ for all t < T.
A floorlet can be statically replicated using a caplet and a Forward Rate agreement, and for
this reason, it is usually suffices to focus on caplet pricing, i.e. a floor can be obtained from
cap-floor parity relation:
cap(t)− floor(t) = FRA.
Suppose T = {T0 < T1 < · · · < Tn} is a sequence of payment dates, frequently called the tenor

















T2 = T1 + δ · · ·
?
Settlement (reset)






We grouped these into two sets of dates, namely reset dates (T0, T1, · · · , Tn−1) and payment
dates (T1, T2, · · · , Tn). The arbitrage-free value of a caplet on [Ti−1, Ti] is given by
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In the last equality we have used the change of measure in Equation 2.1.2.
Therefore to value an ith caplet simply evaluate 1 + δiκ put options with strike price 11+δiκ
and maturity time Ti−1 on a zero-coupon bond maturing at time Ti. Similarly, a ith-floorlet is
equivalent to 1 + δiκ call options with maturity Ti−1 and strike price 11+δiκ on a zero-coupon
bond maturing at time Ti.
2.3.2 Options on interest rate swap
Definition 2.3.2 A swap is a sequence of n interest rates which consist of starting and ending
dates 0 ≤ T1 < T2 < · · · < Tn+1 ≤ T, δi = Ti − Ti−1 for all 1 ≤ i ≤ n. At the exchange date,
the payer gets the interest rate payment δi(L(Ti−1, Ti−1, Ti) − κ) at time Ti and the receiver gets
δi(K − L(Ti−1, Ti−1, Ti)) at time Ti.
Interest rate swap is a contract intended for exchanging interest rates. One side of cash-flows
pays a fixed amount (known as a fixed leg) while the other side pays a floating LIBOR rate
(known as a floating leg), which is determined in advance. One side is called a payer swap
if it pays a fixed and receives a floating amount; the other side is called a receiver swap if it
receives a fixed amount and pays a floating amount.
A swap contract is specified by the reset dates, payment dates and fixed rate of the contract.
The fixed payment of δiκ is settled at payment dates. The floating payment of δiL(Ti−1, Ti−1, Ti)
is also settled at payment dates but is determined at the previous reset date.
Consider the interval [Ti−1, Ti]. Then at time Ti, the floating leg pays
δiL(Ti−1, Ti−1, Ti)
and the contract is worth









= 1− P (Ti−1, Ti).
For t < Ti−1, this is worth 1− P (t, Ti).
Hence, the time t-value of all floating rate payments is
n∑
i=1
P (t, Ti−1)− P (t, Ti) = P (t, Tn)− P (t, T0)
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The value of a payer swap therefore is equivalent to a portfolio short position a coupon bond
with coupon rate κ and long position a floating rate. Hence, its time t-value is
n∑
i=1
P (t, Ti−1)− P (t, Ti)−
n∑
i=1




= P (t, T0)−
(






The terms in the bracket can be seen as a coupon bond with coupon rate κ. The forward swap
rate is defined to be
St =
P (t, T0)− P (t, Tn)∑n
i=1 P (t, Ti)δi
. (2.3.5)
The swap rate is that rate κ = ST0 such that a swap starting at T0 has an initial value of zero,
i.e.
ST0 = 0 =
P (T0, T0)− P (T0, Tn)∑n
i=1 P (T0, Ti)δiκ
=
1− P (T0, Tn)∑n
i=1 P (T0, Ti)δi
.
⇐⇒ 1 = P (t, Tn) +
n∑
i=1
P (t, Ti)δiST0 .
This means that a swap rate can be defined as a coupon rate for a coupon bond traded at par
(called the ”par yield”).
Definition 2.3.3 Swaptions are options on interest forward starting swaps between time T0 and
Tn. A swaption gives the holder the right but not obligation to enter into a particular swap contract
(see Definition 2.3.2).
The holder of a payer(receiver) swaption with strike rate κ and maturity T has the right to
enter at time T a forward payer(receiver) swap which is settled in arrears. The maturity of the
swaption usually coincides with the starting date for the interest rate swap, i.e. T = T0.
We focus on payer swaptions because receiver swaptions can be found from payer-receiver
swaptions parity:
VPS(t)− VRS(t) = swap,
where VPS(t) and VRS(t) stand for the value of payer and receiver swaptions at time t respec-
tively with the same strike rate and tenor structure.
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where ci = κδi for i = 1, 2, · · · , n−1 and cn = 1+κδn. Zt is sometimes referred to as an annuity
factor.
Denote the time t-value of the forward payer swap contract with fixed interest rate κ in Equa-
tion 2.3.4 by






























Hence, a payer swaption can be seen as a put option with strike price K = 1 and maturity
T ≤ T0 on the coupon paying bond (see also Musiela and Rutkowski, 2004, Chaper 13).
Hence the value of the payer swaption under the forward martingale measure QT is given by
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Chapter 3
Lévy processes
Most financial models are based on the assumption that asset returns follow a normal distribu-
tion. However, recent study on financial modeling provides empirical motivation that using a
normal distribution to model the logarithmic returns of the underlying variable does not ade-
quately capture some features observed in the option market. In option markets, asset prices
present jumps and spikes which are not consistent with a model based on a normal distri-
bution. In essence, a normal distribution cannot explain well the exhibited features such as
the skew or smile of the implied asset return distribution of the underlying variable. Hence a
model driven by a Brownian motion alone is not sufficient in modeling financial derivatives as
it does not account for these non-phenomenon features and does not allow for discontinuities
and jumps in the derivative price process either. To overcome this problem, the model driven
by a Brownian motion is often generalised by applying processes that allow it to accurately fit
the return distribution of the asset price process.
One common generalisation of Brownian motion is the use of Lévy processes, i.e., processes
that have stationary, independent increments. These are a more general class of processes that
are able to incorporate jumps into their dynamics. It is the jump features in Lévy processes that
make these models valuable tools for financial modeling. This is because the jump component
in Lévy processes is responsible for describing skew and smile for options with short time to
maturity. In addition, applying Lévy processes to term structure models does not only improve
the fit of the empirical distribution but also provide a better description of the interest rates
movement (see Eberlein and Raible, 1999, p. 1).
This chapter introduces the mathematics behind Lévy processes. We follow closely Cont and
Tankov (2004), Schoutens (2003), Eberlein (2001) and Sato (2001). Our aim is to define this
class of stochastic processes and summarise the results applied in the main part of this study.
We shall focus on the generalised hyperbolic model and few of its subclasses in one dimension.
19
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3.1 Definitions
Let T be a fixed time horizon. Denote a complete stochastic basis by (Ω,F ,F,P). Here F =
(Ft)t∈T is a filtration satisfying the usual conditions.
Definition 3.1.1 A function f : Ω 7→ R is called a càdlàg if the limits f(t−) = lim∆t→0 f(t−∆t)
and f(t+) = lim∆t→0 f(t+ ∆t) exists and f(t) = f(t+).
From the above definition, a processX = (Xt)t≥0 such thatX0 = 0 is said to be a càdlàg process
if it is continuous on the right with limits on the left (RCLL).
Definition 3.1.2 A real-valued stochastic process X = (Xt)t≥0 on (Ω,F ,F,P) is called a Lévy
process if the following conditions are satisfied (Sato, 2001):
(a) X has independent increments, i.e. for any t ≥ s, Xt −Xs ⊥ Fs.
(b) X is time homogeneous (increments are stationary), i.e. the distribution of Xt+h−Xh : t ≥ 0
does not depend on h.
(c) X is stochastically continuous. This means for every  > 0, P (|Xt+h −Xh| > )→ 0 as t→
0.
(d) The sample path Xt(ω) is right continuous with limit from the left, i.e. càdlàg almost surely.
(e) X0 = 0 (almost surely).
The third condition means that sample paths are not necessary continuous and the probability
of seeing jumps at any given time t is zero, i.e. discontinuities occur randomly. The fourth
condition is useful in the analysis of processes with independent and stationary increments
whereas the last condition is for normalisation purposes.
A stochastic process is called a Lévy process in law if it satisfies conditions (a), (b), (c) and (e).
It is called an additive process if conditions (a), (c), (d) and (e) hold, i.e. relaxing condition (b).
Furthermore, it is called an additive process in law if conditions (a), (b) and (e) hold.
Every Lévy process in law has a càdlàg modification, i.e. a càdlàg process Yt is such that
Xt = Yt almost surely for every t. As a result, we restrict our discussion to Lévy processes that
are càdlàg processes.
One of the simplest Lévy processes is the linear drift (-a deterministic process).
Definition 3.1.3 (Brownian motion) A stochastic process Wt defined on a probability space
(Ω,F ,P) is a P-Brownian motion if
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(a) W0 = 0 almost surely
(b) Wt has stationary increments
(c) Wt has independent increments
(d) for 0 < s < t, Wt+s −Wt ∼ N(0, s)
We should stress that an arithmetic Brownian motion as introduced in Definition 3.1.3 is the
only Lévy process with continuous sample paths. In essence, Lévy processes generalise Brow-
nian motion by relaxing the condition of continuous paths. This means that in this case incre-
ments need not be normally distributed.
Definition 3.1.4 (Convolution) Let µ1 and µ2 be the probability distributions on Rd. The con-
volution of µ1 and µ2 is denoted by µ1 ∗ µ2 and it is a distribution defined by
µ(B) = µ1 ∗ µ2(B) =
∫ ∫
Rd
IB(x+ y)µ1(dx)µ2(dy), B ∈ B(Rd).
We denote the n-fold convolution of µ by µn∗.
A measure on R induced by a random variable X is denoted by
µX(A) = P(X ∈ A),
where A is a Borel subset of R.
Definition 3.1.5 (Characteristic function) The characteristic function of a probability mea-




ei<u,x>µ(dx), for all u ∈ Rd, (3.1.1)
where i =
√−1 is a complex number and < · > denotes the inner product.









The law or a distribution of a random variable X is denoted by PX(x) = P(X ≤ x).
Proposition 3.1.6 A distribution µ on Rd is said to be infinitely divisible if for every natural
number n ≥ 1 there exists a n-fold convolution of µn (Sato, 2001).
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The above proposition says that the law of a random variable X is infinitely divisible, if for all









A random variable is said to be infinitely divisible if and only if its distribution µ is infinitely
divisible.
We provide a simple example to show that the normal distribution is infinitely divisible.







































Theorem 3.1.8 If Xt is an additive process in law, then for every t ≥ 0, Xt is infinitely divisible.
Conversely, if ρ is an infinitely divisible distribution on Rd, then there exists uniquely in law, a
Lévy process in law Xt such that PX = ρ.
Lévy processes are general stochastic processes which are fully described by their characteristic
function. The following Theorem gives a general form for the characteristic function for any
Lévy process. It assert that if we can describe the characteristic function of a process then we
have sufficient information to define the process.
Theorem 3.1.9 (Lévy–Khintchine representation) If ρ is infinitely divisible, then
χ(u) = eψ(u) u ∈ Rd, (3.1.2)
where the characteristic exponent is given by
ψ(u) = i < a, u > −1
2




ei<u,x> − 1− i < u, x > I{|x|≤1}(x)
)
ν(dx),
where a ∈ Rd, b is a positive-definite d× d matrix and ν is a measure on Rd − {0} satisfying




min{|x|2, 1}) ν(dx) <∞.
Equation (3.1.2) is uniquely defined by the characteristic triplet (a, b, ν). Conversely, for any value
of a, b and ν satisfying above conditions which are required for a process to exhibit finite quadratic
variation for a jump process to be semi-martingale, there exists an infinitely divisible distribution
ρ having a representation in Equation 3.1.2.
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Proof. (see Sato, 2001, Theorem 1.3).
If Xt is a Lévy process, then each Xt is infinitely divisible. To see this, take any t > 0. For any










the sum of independent identical distributed (i.i.d) random variables.
Now using the stationary and independence of the increments, we can conclude that Xt is




















Definition 3.1.10 (Lévy measure) The Lévy measure ν on Rd must satisfy the following condi-
tions:
ν({0}) = 0 and
∫
Rd
min{1, |x|2} ν(dx) <∞.
The Lévy measure counts the expected number of jumps of a certain height in a particular time
interval of length 1. In other words, let A ∈ B(R) be a Borel set in R, the expected number of
jumps of a particular size A in the time interval [0, 1] is given by:
ν(A) = E [#{t ∈ [0, 1] : ∆Xt 6= 0,∆Xt ∈ A}] .
Definition 3.1.11 A random variable Nt is Poisson distributed if the probability for counting k
jumps in the interval [0, t] is equal to
P(Nt = k) = e−λt
(λt)k
k!
, t > 0
with parameter λt = E[Nt].
Definition 3.1.12 Let (τi)i>1 be a sequence of independent exponential random variables with
parameter λ, and Tn =
∑n





is a Poisson process with intensity λ.
A Poisson process is a pure jump process such that the probability of more than one jump
occurring in any sub-interval tends to zero. This process is too limited to develop realistic price
models because its jumps are of constant size. It is sometimes required to have a process with
random jump sizes. We can achieve this by giving some generalisation to a Poisson process by
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letting Nt =
∑Nt
i=1 1. Moreover, the process obtained by subtracting λt from a Poisson process
is known as compensated Poisson process and it is denoted by
N˜t = Nt − λt.
The following definition applies:
Definition 3.1.13 (Compound Poisson process) Let Nt be a Poisson process and Yi indepen-




Yi, t ∈ (0,∞)
is called a compound Poisson process.
Although jumps in a compound process above happen at the same times as for the Poisson
Nt, the Y ′i s are with non-unity jump size. This process is very important as they can approxi-
mate any Lévy process, i.e., Every infinitely divisible distribution is the limit of a sequence of
compound Poisson distributions.
Define a set
E = {(x, y) : x ∈ R+, y ∈ R}.
Consider (x, t) ∈ E, i.e. jump of size x at time t. A product measure µ on E is responsible for
measuring the jump-size distribution. The measure µX for a compounded Poisson distribution
is referred to as Poisson random measure.
Let C ⊆ R be a Borel set. Define a measure νX that counts the expected number of jumps in C
with jump size
νX(C) =
E[µX(·; [0, t], C)]
t
.







where the compensated compound Poisson random measure is given by
µ˜X(ω, [0, t], C) = µX(ω, [0, t], C)− tνX(C).
Theorem 3.1.14 (Lévy–Itô decomposition) Any Lévy process Xt can be represented in the fol-
lowing form,





x ν(ds, dx), (3.1.3)
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where a and b ≥ 0 are real numbers and ν is a Lévy measure satisfying the usual conditions.
(Wt)t≥0 is a Brownian motion that is independent of ν. The third term is a compound Poisson
process.
The Lévy–Itô decomposition says that a Lévy process has three parts:
(a) a deterministic part (drift) controlled by the drift parameter a.
(b) a Brownian motion part (diffusion) with parameter b.
(c) a pure jump with Lévy measure ν(u) that measures the intensity of jumps.
3.2 Path structure
The Lévy measure characterizes the path of the Lévy process in terms of activities and variation
as follows:
Lemma 3.2.1 (Activity) Let Xt be a Lévy process with Lévy triplet (a, b, ν) in one-dimension.
(i) If ν(R) <∞ then almost all the paths of Xt have a finite number of jumps on every compact
interval. We say the Lévy process has finite activity.
(ii) If ν(R) = ∞ then almost all the paths of Xt have an infinite number of jumps on every
compact interval. We say the Lévy process has infinite activity.
Lemma 3.2.2 (Variation) Let Xt be a Lévy process with Lévy triplet (a, b, ν).
(i) If b = 0 and
∫
|x|<1 |x| ν(dx) < ∞ then the paths of Xt has finite variation almost every-
where.
(ii) If b 6= 0 or ∫|x|<1 |x| ν(dx) = ∞ then the paths of Xt has infinite variation almost every-
where.
The interested reader is referred to (Cont and Tankov, 2004, Chapter 3).
3.3 Generalised hyperbolic distribution
In this section we briefly discuss an example of Lévy process that we shall employ in later
chapters for financial modeling.
Generalized hyperbolic (GH) distributions were first introduced by Barndorff–Nielsen(1977)
with regard to modeling of grain size distribution of wind-blown sand. It was first applied
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to financial modeling by Eberlein (2001) and Eberlein and Prause. The application of GH
distribution became popular because of its ability to account for stylised features in financial
return data for the underlying variable.
These distributions have five parameters. The one-dimensional Lebesgue density functions for
generalised hyperbolic distributions are given by:
ρGH(x;λ, α, β, δ, µ) = a(λ, α, β, δ)
(





δ2 + (x− µ)2
)
exp (β(x− µ)) ,
(3.3.1)
where α, β determine the shape of the distribution, δ is a scale factor, µ is responsible for the
location, λ defines the tail fatness or classifies the distribution (see Section 6.4.1), and the
constant factor a is defined by











which is responsible for making the area under the curve equal to one and the function Ku is
















dy, for z ∈ R.
The domains of variation of the parameters are given in Table 3.1:
Table 3.1: GH parameter description
Θ Characteristics Domain
λ Characterises the distribution λ ∈ R
α Controls the behaviour of the tails α ∈ R+
β Responsible for the skewness 0 ≤ |β| < α
δ Scaling parameter (volatility) δ ∈ R+
µ Responsible for the location µ ∈ R
Source: Eberlein and Prause
These distributions are called generalised hyperbolic because their log-densities are hyperbolic
whereas the log-density for a Gaussian distribution is a parabolic function.
These distributions have tails heavier than those for Gaussian distribution and have finite vari-
ance which can be approximated as follows:
ρGH(x;λ, α, β, δ, µ) ∼ |x|λ−1 exp ((∓α + β)x) as x→ ±∞. (3.3.2)
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The generalised hyperbolic distributions are proven to be closed under affine translation and
parametrization, (see Eberlein, 2001). The former means if X ∼ GH(λ, α, β, δ, µ), then X˜ =





, ζ = δ
√
α2 − β2.
Generalized hyperbolic distribution is a class of distributions extensively used in finance mod-
elling and is rich in structure. Two well-known subclasses are the normal inverse Gaussian
(NIG) for λ = −1
2
and hyperbolic distribution (HYP) for λ = 1 by Barndorff-Nielsen (1998)
and Eberlein and Keller (1995) respectively.
The normal inverse Gaussian (NIG) is the only special case for the GH which is closed under
convolution, i.e. the sum of two independent normal inverse Gaussian distributed random
variables is a normal inverse Gaussian distributed. It is because of this property that NIGs are
widely used to price derivatives.
Following Eberlein (2001) closely, the generalised hyperbolic distribution can be represented
as a mixture of a normal distribution with generalised inverse Gaussian (GIG). The probability
density for GIG is given by















GIGs are infinitely divisible. This is a necessary and sufficient condition for constructing a
process. GIG distribution generates many subclass distributions. Two popular subclasses are
inverse Gaussian distribution (IG) ( λ = −1
2
) and Gamma (δ = 0).
As mentioned above, the density of GH can be expressed as a mixture of normal distribution
with mean x and variance y ( ρN(x, y)) and GIG, as follows:
ρGH(x;λ, α, β, δ, µ) =
∫ ∞
0
ρN(x;µ+ βu, u)ρGIG(u;λ, δ,
√
α2 − β2) du, (3.3.4)
which is infinitely divisible since GIG is.






























dy, for λ < 0,
(3.3.5)
where Jλ and Kλ are modified Bessel functions of the first and second kind respectively. The










k!Γ(λ+ k + 1)
. (3.3.6)
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Using Theorem 3.1.2, the GH characteristic function is of the following form (see Eberlein and
Prause):
χGH(u) = e




eiux − 1− iux) νGH dx. (3.3.7)









α2 − (β + iu)2
Kλ(δ
√
α2 − β2) , u ∈ R, (3.3.8)
which is a real-valued analytic function and can be extended to a holomorphic function along-
side the strip
S := {z : β − Im(z) < |α|}.
This is necessary for calculating the characteristic function in an extended manner, for instance
for finding the moment generating function.
The moment generating function is obtained from the characteristic as follows:
MGH(u) = χGH(−iu) = eµu
(
α2 − β2




α2 − (β + u)2
Kλ(δ
√
α2 − β2) , |β + u| < α.
This means that GH posses a moment of finite arbitrary order, which is necessary for derivative
pricing. Hence we can find analytical expression for moments of any order. The formulas for























where ζ = δ
√
α2 − β2.
The GH distributions are proven to be infinitely divisible. Hence, we can construct a GH process
X, whose increments are of length 1. The Lévy process Xt generated by GH distribution is a
pure jump process with Lévy triplet (E[Xt], 0, νGH(dx)) (see Eberlein, 2001). Furthermore, the
GH process has paths of infinite activity.
3.4 Construction of a Lévy process
A common approach to constructing a Lévy process is to consider an arithmetic Brownian
motion Wt and then change the flow of time from t to τ(t) for some stochastic process τ . This
method is called time-changing standard Brownian motion or Brownian motion subordination.
If τ is chosen to be a Lévy process then Wτ(t) is a Lévy process.
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Definition 3.4.1 (Subordinator) A stochastic process τ : Ω→ R is called a subordinator if it is
an increasing process:
if t1 ≤ t2 =⇒ τ(t1) ≤ τ(t2) a.s.
Theorem 3.4.2 A Lévy process X is a subordinator if and only if
ν(−∞, 0) = 0,
∫
R+
min{1, x} ν(dx) <∞, b = 0 and a = a−
∫
|x|≤1
x ν(dx) ≥ 0.
The GH process Xt is constructed using the subordinator for a drifted Brownian motion as
follows:
Xt = µt+ βτ(t) +Wτ(t), (3.4.1)
where τ(t) is GIG distributed with parameters λ, δ and
√
α2 − β2.
The following theorem is vital for subordination.
Theorem 3.4.3 (Cont and Tankov, 2004, Theorem 4.2) Let Yt and τ be independent Lévy pro-
cesses with Lévy characteristic exponents ϕ(u) and υ(u) defined by triplets (aY , bY , νY ) and (aτ , bτ , ντ ).
If τ is a subordinator then the process Xt(ω) = Yτt(ω)(ω) is a Lévy process and





τ (ds), B ∈ B(R),
φX(u) = exp (υ(−iϕ(u))) , u ∈ R.
The Lévy triplet (aX , bX , νX) for a process Xt is as follows:







νX = bτνY (B) +
∫ ∞
0
µsY (B)ντ (ds), B ∈ B(R− {0}).
Algorithm simulation of GH process(λ, α, β, δ, µ)
1. for i← 1 to n
2. do ∆ti = ti − ti−1
3. a←(δ∆ti)2 and b←α2 − β2
4. simulate Ii ∼ GIG(λ, a, b)1
5. simulate Wi ∼ N(0, 1)
6. Compute ∆Xi ← µ∆ti + βIi +
√
IiWi





1GIG is a MATLAB coded program found in randraw.m.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. LÉVY PROCESSES 30
















(a) Simulation of NIG process, λ = −0.5, α =
15.1, β = −0.26, δ = 0.09, µ = 0.















(b) Simulation of GH process, λ = −0.02, α =
15.1, β = −0.26, δ = 0.09, µ = 0.
One can also construct a GH process by compound Poisson approximation (see Raible, 2000,
Section 2.6.3).
3.5 Stochastic calculus
Definition 3.5.1 An adapted stochastic process X = (Xt)t≥0 is a semi-martingale if it admits the
decomposition
X = X0 +M + A,
where X0 is finite and Ft- measurable, M is a local martingale that starts at zero, A is a càdlàg
process with paths of finite variation and A0 = 0. Furthermore, X is called a special semi-
martingale if A is a predictable process.
Any special semi-martingale X has the following form








where Xc denotes the continuous part of X and the last term is the discontinuous part of X. µ
is the random measure of the magnitude of jumps of X and ν is a stochastic compensator of µ.
Every Lévy process is a semi-martingale. Hence, it can be shown that a Lévy process X with








x(µ− ν)(ds, dx). (3.5.1)
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∆Xs = Xs − Xs− denotes the jump at time s. From the representation in Equation 3.5.1, if
a = 0 (no drift term) then Xt is a martingale whereas if b = 0 then Xt is a purely discontinuous
process.
Lemma 3.5.2 (Itô’s Lemma) Let X = (Xt)t≥0 be a real-valued semi-martingale and f a C2
function on R. The function f(X) is a semi-martingale and is given as follows:
f(Xt) = f(X0) +
∫ t
0































































ex − 1− xI|x|≤1
)
ν(dt, dx) (3.5.3)









, u ∈ R is a martingale.
Proof. We must show that
E [Mt|Fs] = Ms ∀0 ≤ s < t.





∣∣∣∣Fs] = e−tϕ(u)E [euXt∣∣Fs] = e−tϕ(u)euXsE [eu(Xt−Xs)∣∣Fs] = e−tϕ(u)euXsE [eu(Xt−Xs)]
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Theorem 3.5.4 (Girsanov transformation) Let Xt be a Lévy process with the representation
in Equation 3.5.1. Assume P and Q are equivalent probability measures, there is a deterministic




|x(H(s, x)− 1)| ν(dx)ds <∞,
∫ t
0
(b · δ2s) ds <∞.


























(H(s, x)− 1− log(H(s, x)))µ(ds, dx).
]
If E[γ] = 1, then γ defines a probability measure Q such that P ∼ Q.
Furthermore, the Q-Brownian motion is given by












x(µ− νˆ)(ds, dx), (3.5.5)
where










x(H(s, x)− 1) ν(ds, dx).
From the above theorem, we can deduce the Girsanov Theorem of Brownian motion whereby
we set ν(dx) = 0 and δs = S(s, T ) as follows:
Theorem 3.5.5 (Girsanov Theorem for Brownian motion) Let Wt be a P-Brownian motion.












then there is a martingale Q such that














, ∀t ∈ [0, T ]
(c) WQt = Wt −
∫ t
0
λs ds is a Q-Brownian motion
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3.6 Non-homogeneous Lévy processes
The Lévy processes discussed above are known as time-homogeneous Lévy processes. If we ex-
clude the assumption of stationality of the increments we get non-homogeneous Lévy processes
or time-inhomogeneous Lévy processes. Non-homogeneous Lévy processes are more general
than homogeneous Lévy processes because of the flexibility of time-inhomogeneity they offer
in pricing models Kluge (2005).
Definition 3.6.1 (Non-homogeneous Lévy process) An adapted and càdlàg stochastic process
X = (Xt)t≥0 in Rd is called a non-homogeneous Lévy process if the following conditions hold:
(a) X has increments independent of the past, i.e. ∀ 0 ≤ s < t, Xt −Xs ⊥ Fs.









i < as, u > −1
2





















then a non-homogeneous Lévy process is a semi-martingale often called a process with in-
dependent increments and absolutely continuous characteristics (PIIAC) (see Kluge, 2005,
Lemma 1.4).
Example 3.6.2 (Non-homogeneous Lévy process) Let L = (Lt)t≥0 be a homogeneous Lévy





is a non-homogeneous Lévy process (see Cont and Tankov, 2004, Example 14.4).
Processes such as in Equation 3.6.2 above are very important in financial modelling as they try
to explain the time t portfolio value containing f(s) risky assets and whose price follows an
exponential Lévy process Lt. Thus, we are interested in describing this process for derivatives
pricing purposes. Our first insight in describing the process is to find its explicit characteristic
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E [exp (iuf(tk)[L(tk+1)− L(tk)])]




E [exp (i(uf(tk))L(∆tk))] =
n−1∏
k=0




















where ψ(u) = logE[eiuL1 ].
The second main step is to simulate the process Xt that involves stochastic integrals. Let ti be
a regular partition of the interval [0, t]. Then the quadratic covariance of two semi-martingales
f and Lt is given by
[f, L]t = lim
N∑
i=1



















Recall that paths of a Lévy process Ls− and Ls are almost surely the same. Now since f is
assumed to be continuous, [f, L]t = 0 from the definition. Therefore, we have
∫ t
0









The integral in Equation 3.6.4 can be performed fairly easily using Riemann sums. An alterna-
tive approach to simulating a process Xt is to realise that Xt is a Lévy process with different
Lévy triplets which can by simulated in the usual way of simulating a Lévy process, i.e. approx-
imating it with a compound Poisson process or Lévy–Itô decomposition.
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Lemma 3.6.4 A non-homogeneous Lévy process is an additive process in law.
Proof. Suppose X is a non-homogeneous Lévy process. Since X has independent increments,



































P (|Xt −Xs| > ) = 0, for all  > 0.
Hence, Xt is stochastically continuous and the characteristic function for X0 is identically 1 and
X0 = 0.
3.7 Exponential Lévy process
Throughout this section, by a Lévy process we mean a process as defined in Equation 3.6.2.
Definition 3.7.1 (Exponential Lévy process) Let X be a Lévy process with Lévy characteristics
(at, bt, νt(d(x))) and satisfying ∫
|y|≥1
eyνt(dy) <∞.
The process Yt = exp(Xt) is an exponential Lévy process.
From the above definition, the Lévy–Itô decomposition of Yt is Yt = Mt + At, where






















(ez − 1− zI|z|≥1) νt(dz)
]
ds.
The stochastic differential for an exponential Lévy process as in Definition 3.7.1 is
dYt = Ys− dLs, (3.7.1)
where L is a Lévy process.
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Theorem 3.7.2 (Doléans-Dade exponential) LetX be a Lévy process with Lévy triplet (at, bt, νt(dx)).
There exists a unique càdlàg process Yt such that dYt = Ys− dLs and Y0 = 1. The process Yt is
called the Doléans-Dade exponential and has the following representation:








[−1,1] |x| νt(dx) <∞, then








Proof. See (Cont and Tankov, 2004, Proposition 8.21).
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Presentation of Lévy HJM models
In the last chapter we introduced Lévy processes and some basic results. Recall that Lévy pro-
cesses are stochastic processes which offer excellent modeling features while also preserving
analytical tractability. Lévy processes are processes with independent and stationary incre-
ments which turned out to be too restrictive for financial modeling. With stationary increments,
it is proven that Lévy processes result in rigid scaling properties for the marginal distribution
of the asset return which is not empirically observed in the time series, according to (Cont
and Tankov, 2004, Chapter 14). Moreover, the shape of the caps/floor volatility surface is very
complicated along the maturity axis to be reproduced by a model driven by a homogeneous
Lévy process. This is mainly because models driven by a homogeneous Lévy process do not
account for time inhomogeneity and are not structure preserving under change of measure.
Consequently, a need arose to generalise the homogeneous Lévy model by considering non-
homogeneous Lévy processes which are invariant under the change of measure and therefore
simplify the computational complexity. These are processes with independent but not sta-
tionary increments. They are the generalised version of Lévy processes which provide more
flexibility in the models. In other words, the use of non-homogeneous Lévy processes allows
us to describe the dynamics of interest rates much better. As a result, they are crucial for the
accurate calibration of interest rate models across different strikes and maturities.
Non-homogeneous Lévy processes, are sometimes referred to as time-inhomogeneous Lévy
processes, are additive processes in law (see Lemma 3.6.4). Chapter 14 of the book of Cont
and Tankov (2004) examine these processes in depth.
This chapter presents a general introduction the HJM framework as well as an extension in
which a Brownian motion is replaced by a general non-homogeneous Lévy process. This
framework is often referred to as an extended HJM framework or a Lévy HJM framework.
In other words, we consider a HJM framework where the driver is a stochastic integral of
a deterministic function with respect to a non-homogeneous Lévy process, which again form
37
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a Lévy process (non-homogeneous). The main reason of applying a non-homogeneous Lévy
process in a stochastic integral is that a driving process remains a non-homogeneous process
after the change of measure and the model is analytically tractable, allowing for derivation of
closed-form formulae.
To this end, we discuss the change of numéraire which form a strong basis for this study.
This study is based on the works of Björk et al. (1997), Eberlein and Raible (1999), Raible
(2000), Eberlein et al. (2005) and a generalised study by Kluge (2005).
4.1 HJM methodology
The HJM approach is to consider the entire forward rate curve instead of the short rate as
the fundamental quantity in the modelling of interest rates. Since we can deduce zero-coupon
bond prices directly from the forward rate curve by Equation 2.2.2, we need to ensure the
model does not give any opportunities for arbitrages. The HJM framework was a major break-
through in modelling term structure, as it provides a necessary and sufficient condition for
no-arbitrage in a model where the source of uncertainty is a Brownian motion. As a gener-
alisation of the classical HJM model, Eberlein and Raible (1999) carried out an extension to
a model where the sources of uncertainties are processes with jumps. Eberlein et al. (2005)
and Filipovic´ and Tappe (2008) gave conditions for no-arbitrage in HJM models driven by Lévy
processes.
Since our main objective is to study a generalisation of the HJM framework, we begin with a
short review of the underlying theory of the HJM framework.
Definition 4.1.1 (Heath et al. (1992)) For any fixed maturity T ≤ T, the dynamics of the
instantaneous forward rate f(t, T ) are given by an Itô process in differential form
df(t, T ) = α(t, T ) dt+ σ(t, T ) dWt, (4.1.1)
where Wt is assumed to be a d-dimensional P-Brownian motion. Furthermore, it is assumed that
(a) the processes α(t, T ) and σ(t, T ) are predictable processes which can both depend on the his-
tory of the Brownian motion and forward rates themselves up to time t, and are integrable,
i.e ∫ T
0
|α(s, T )| ds+
∫ T
0
|σ(s, T )|2 ds <∞ P− a.s.





|α(t, u)| dt du





α(t, u) dWt| du
]
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(d) the initial forward rate curve f(0, T ) is deterministic and
∫ T
0
|f(0, u)| du <∞.
The first and last assumptions in the above theorem ensure that the forward rates f(t, T ) are
well-behaved and defined by their stochastic differential equation while the second and third
assumptions are necessary for Fubini’s theorem, which asserts that the stochastic differential of
the integral of f(t, T ) with respect to T is the same as the integral of the stochastic differentials
of f(t, T ).
Consequently, the dynamics of the forward rates in Equation 4.1.1 can be expressed as
f(t, T ) = f(0, T ) +
∫ t
0
α(s, T ) ds+
∫ t
0
σ(s, T ) dWs ∀t ∈ [0, T ], (4.1.2)
where f(0, T ) are the initial forward rates (-known at the present time) taken from the market
instantaneous forward curve T 7→ f(0, T ).
To obtain the bond dynamics, substitute Equation 4.1.2 into the relation in Equation 2.2.2.




















































σ(s, u) dWs du
)
=


















Based on our assumptions, the function α(·, T ) and σ(·, T ) are continuous on the region R =
[t, T ]× [0, t] see (Björk, 2009, Chapter 22). This enables us to apply stochastic Fubini theorem
































Let α∗(t, T ) =
∫ T
t
α(t, u) du and σ∗(t, T ) =
∫ T
t








= rt dt− α∗(t, T ) dt− σ∗(t, T ) dWt.
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Apply the Itô formula to the relation in Equation 2.2.2.









































= P (t, T ) [rt dt− α∗(t, T ) dt− σ∗(t, T ) dWt] + 1
2
P (t, T )|σ∗(t, T )|2 dt
= P (t, T )
[




dt− σ∗(t, T )P (t, T ) dWt.
(4.1.4)
Therefore the bond dynamics are given by
dP (t, T ) = P (t, T ) [A(t, T ) dt+ S(t, T ) dWt] , (4.1.5)
where A(t, T ) = rt − α∗(t, T ) + 12 |σ∗(t, T )|2, S(t, T ) = −σ∗(t, T ) are the drift and volatility
for the bond prices respectively. Furthermore, if the forward volatility function σ(t, T ) is a
deterministic function, this case is known as Gaussian HJM.
The dynamics in Equations 4.1.1, 4.1.2 and 4.1.5 do not guarantee the absences of arbitrage.
Heath et al. (1992) proved that in order to make sure that there is a martingale measure, and
therefore no arbitrage, the drift α(t, T ) function must be chosen in a special form. That is to
say that the drift term α(t, T ) cannot be chosen arbitrarily.
Let Z(t, T ) = P (t,T )
Bt
be the discounted bond prices. We use Itô’s formula to find the dynamics
of discounted bond processes:
dZ(t, T ) =
1
Bt






(P (t, T ) [A(t, T ) dt+ S(t, T ) dWt])− 1
Bt
P (t, T )rt dt
= Z(t, T ) ([A(t, T )− rt] dt+ S(t, T ) dWt)
= Z(t, T )
[(








Now under a risk-neutral measure Q we need a new Brownian motion, which can be obtained
via Girsanov’s theorem for Brownian motion in Theorem 3.5.5. If we define a d-dimensional




























, ∀t ∈ [0, T ],
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then




or in differential form
dWQt = dWt − λtdt
is a Q-Brownian motion.
Hence, under Q, the discounted bond dynamics become
dZ(t, T ) = Z(t, T )
([
−α∗(t, T ) + 1
2
|σ∗(t, T )|2 + S(t, T )λt
]
dt+ S(t, T ) dWQt
)
.
We choose λt in such a way that the drift term vanishes, i.e.,
−α∗(t, T ) + 1
2
|σ∗(t, T )|2 + S(t, T )λt = 0.
The process λt is often called market price of risk. It is the compensation paid per unit of
volatility, or (risk taken).
Differentiation of the last equation with respect to T yields
α(t, T ) = σ(t, T )σ∗(t, T )− σ(t, T )λt = σ(t, T ) (σ∗(t, T )− λt) .
Hence, under the risk-neutral measure Q we have the following relation of the forward drift
term and the volatility:
α(t, T ) = σ(t, T ) (σ∗(t, T )− λ) , ∀t ∈ [0, T ]. (4.1.7)
Since under Q the drift term of Equation 4.1.5 becomes A(t, T ) + λtS(t, T ), which is equal to
A(t, T ) + S(t, T )λt = rt
=0︷ ︸︸ ︷
−α∗(t, T ) + 1
2
|σ∗(t, T )|2 + S(t, T )λt = rt,
hence the zero-coupon bond dynamics under an equivalent martingale measure Q are given
by
dP (t, T ) = P (t, T )
[





where rt = f(t, t) is the instantaneous short rate at time t,







Hence, we have the HJM drift condition.
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Theorem 4.1.2 (HJM drift condition) There exists an equivalent martingale measure if and
only if the drift term of the forward rate is of the form
α(t, T ) = σ(t, T )
(∫ T
t
σ(t, u) du− λt
)
∀T ∈ [0,T].
The HJM drift condition restricts the drift of the forward rates to prevent arbitrage oppor-
tunities in the market. Furthermore, modelling under a risk-neutral measure Q implies the
particular choice of λt = 0 in Theorem 4.1.2.
In any term structure model satisfying the HJM drift condition in Theorem 4.1.2 the forward
rate and the zero-coupon bond dynamics must evolve according to the following:
df(t, T ) = α(t, T ) dt+ σ(t, T ) dWQt and dP (t, T ) = rt dt+ S(t, T ) dW
Q
t .
Hence the model is fully specified by the volatility structure {σ(t, T )}T≥t and by the initial
forward rates f(0, T ) observed from the market.
The short rate process can be rewritten as follows:










Notice that under the risk-neutral measure Q the short rate process and forward rate dynamics
both depend on the volatility function σ(·, T ). Thus, in a short rate model we only specify a
single volatility σ to solve for the forward rate volatility σ(t, T ). In HJM models, we begin by
specifying the entire forward volatility surface.
In the the following, we summarise the condition for completeness of HJM framework.
Condition 4.1.3 (Market completeness) (a) There is an adapted process λt such that
α(t, T ) = σ(t, T )
(∫ T
t
σ(t, u) du− λt
)
, for all t ≤ T.
(b) The process A(t, T ) =
∫ T
t

























σ(t, u) du− λs||2 ds
)]
<∞.
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4.2 Markovianity in the HJM framework
Although the HJM framework provides an excellent framework for modeling term structure, it
produces models in which short rates are path-dependent. Another drawback is that most HJM
models are non-Markovian. For instance, the short rate implied from the forward rate in Equa-
tion 4.1.9 contains a variable t inside the stochastic integral as upper limit and also inside the
integrand function, making the term structure evolution reliant on the path taken. Ultimately,
zero-coupon bonds may be path-dependent, which may make it inefficient for computation as
this means that Monte Carlo simulation techniques must be used to value options under these
models. However, since forward rate dynamics are governed by the volatility structure, we can
impose conditions on the volatility function which ensure that the short rate process implied
from the HJM models are Markovian see (Carverhill, 1994; Ritchken and Sankarasubramanian,
1995).
Definition 4.2.1 (Markov property) A stochastic process X satisfies the Markov property with
respect to the risk-neutral measure Q if for all s ≤ t ≤ T and for any bounded and measurable
function (Borel) f : R 7→ R,
EQ [f(Xt)|Fs] = EQ [f(Xt)|Xs] .
We often say that a process Xt is Markovian if it satisfies the Markov property above.
For a model driven by a Brownian motion or a Gaussian process, the short rate process is
Markovian if and only if the volatility structure has a form of factorisation (see Carverhill
(1994)), while a general form for volatility that guarantees the Markovian property of short
rate process was stated and proven by Ritchken and Sankarasubramanian (1995). For a general
Lévy process the same result was proved in the original paper of Eberlein and Raible (1999),
where some conditions on the characteristic function associated with the Lévy process were
imposed.
To summarise this, Theorem 4.2.2 will help us choose a volatility function σ(t, T ) that will
ensure that the short rate inferred from forward rates is Markovian. The first version of this
result was stated and proved in Ritchken and Sankarasubramanian (1995).
Theorem 4.2.2 If the forward rate volatility structure is of the form
σ(t, T ) = σ1(t) · σ2(T ) for all t ≤ T ≤ T,
where σ1 and σ2 are strictly positive, deterministic functions of time and continuously differentiable
functions, then the short rate process r is a Markov process.
Proof. (See Ritchken and Sankarasubramanian, 1995, p.4).
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The converse of the above theorem is also true (see Eberlein and Raible, 1999, p.41) for a
more generalised proof.
In this study, we consider the Vasicˇek volatility structure form given by
σ(t, T ) = σˆe−a(T−t) ∀a, σˆ ∈ R and ∀t ≤ T ≤ T, (4.2.1)
where a and σˆ represent the volatility and the mean-reversion parameter respectively of the
Vasicˇek model.
To see that the conditions of Theorem 4.2.2 are satisfied, choose σ1 : [0,T] 7→ R and σ2 :
[0,T] 7→ (0,∞) defined by
σ1(t) = σˆe
at and σ2(T ) = e−aT .
The resulting forward rates dynamics are given by







1− e−a(T−u)) du+ σˆ ∫ t
0
e−a(T−u) dWQu
and the short rate process (4.1.9) becomes






























e−at − e−au) du+ σˆe−at ∫ t
0
eas dWQs




1− e−at)2 + σˆe−at ∫ t
0
eas dWQs .
= µ(t) + σˆe−at
∫ t
0
eas dWQs . (4.2.2)
4.3 The driving process
Throughout this section, we assume that L = (Lt)t≥0 is a one-dimensional non-homogeneous
Lévy process adapted on a filtered probability space (Ω,F ,F,P), with Lévy triplet (at, bt, νt) (see
also Cont and Tankov, 2004, Theorem 14.1). Since every Lévy process is a semi-martingale, its













x(µL − νL) (ds, dx), (4.3.1)
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where (Wt)t≥0 is a d-dimensional standard Brownian motion, µL is the random measure of
jumps of L and νL is the compensator of µL defined by
νL(ds, dx) = νt(dx)ds,
( see Section 3.1).
The HJM model driven by a one-dimensional stochastic process Lt for t ≤ T with independent
increments and absolutely continuous characteristics (PIIC) was first studied by Kluge (2005),
who gave an empirical motivation for using these types of processes by showing that a model
driven by non-homogeneous Lévy processes can reproduce the volatility surface.
Replacing a Brownian motion in Equation 4.1.1, the dynamics of the forward rate driven by Lt
is given by
df(t, T ) = αLévy(t, T )dt− σ(t, T )dLt ∀(0 ≤ t ≤ T ≤ T), (4.3.2)
where αLévy(t, T ) and σ(t, T ) are deterministic functions whose paths are continuously differ-
entiable with respect to T and the initial forward rates f(0, T ) are deterministic, bounded and
measurable functions in T . Recall that αBM(t, T ) is a special case of αLévy(t, T ). The minus sign
in Equation 4.3.2, is put there for ease of calculation.
For every t the law of Lt is governed by the characteristic function
E[eiuLt ] = e
∫ t
0 ψs(iu) ds for every t ∈ [0,T], (4.3.3)
where ψ represents the characteristics exponent for Lt as given by the Lévy–Khintchine Theo-
rem 3.1.9 with Lévy triplet (at, bt, νt).
The following assumptions are enforced to guarantee integrability.
Condition 4.3.1 (Integrability)














The above conditions imply that Lt is a special semi-martingale, (see Kluge, 2005, Lemma 1.7)
with canonical decomposition of the form Equation 4.3.1.
Since zero-coupon bonds are contained in the forward rates structure, the zero-coupon bond
price process under Lévy settings is given as follows:
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which can also be expressed as





A(s, T ) ds+
∫ t
0
S(s, T ) dWs
)
, (4.3.4)
where Bt is the bank account in Equation 2.1.1 and S(s, T ) =
∫ T
s∧T σ(t, u) du, A(s, T ) =∫ T
s∧T α(t, u) du, where s ∧ T = min{s, T}.
Theorem 4.3.2 Suppose f : R 7→ C is a left continuous function with limits from the right such















The characteristic function for any Lévy process is given by Lévy–Khintchine Theorem 3.1.9,
which is also given in 6.4.1. Recall that a process Yt =
∫ t
0
f(s) dLs is a process with independent
increments, i.e. a non-homogeneous process see (Eberlein and Raible, 1999, Lemma 3.1).
Replace a Brownian motion in Equation 4.3.4 by a Lévy process to get





A(s, T ) ds+
∫ t
0
S(s, T ) dLs
)
. (4.3.5)
Equation 4.3.5 has an equivalent form ( see also Section A.1).











S(s, T ) dLs
)] . (4.3.6)
The discounted bond prices are
Z(t, T ) =
P (t, T )
Bt





A(s, T ) ds+
∫ t
0
S(s, T ) dLs
)
. (4.3.7)
Define a process Y (t, T ) = − ∫ t
0
A(s, T ) ds +
∫ t
0
S(s, T ) dLs. The process Y (t, T ) is a semi-
martingale and it admits the Lévy-Itô decomposition:
Y (t, T ) = −
∫ t
0
A(s, T ) ds+
∫ t
0










S(s, T )x(µL − νL) (dt, dx).
(4.3.8)
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Now Z(t, T ) = P (0, T ) exp(Y (t, T )). Using Itô’s Lemma 3.5.2 and Equation 3.5.3;
dZ(t, T )
Z(t−, T ) =
(
−A(s, T ) + S(t, T )at + 1
2
bt ||S(t, T )||2
)







eS(t,T )x − 1) (µ− ν) (dt, dx) + ∫
R/{0}
(
eS(t,T )x − 1− S(t, T )x) ν(dt, dx)
=
(
−A(s, T ) + S(t, T )at + 1
2




eS(t,T )x − 1− S(t, T )x) νt(dx)) dt






eS(t,T )x − 1) (µ− ν) (dt, dx).
(4.3.9)
To avoid arbitrage opportunities, we ought to model discounted prices that form martingale.
To make discounted prices above martingale, we must eliminate the drift term. That is to say
−A(s, T ) + S(t, T )at + 1
2




eS(t,T )x − 1− S(t, T )x) νt(dx) = 0
A(t, T ) = S(t, T )at +
1
2




eS(t,T )x − 1− S(t, T )x) νt(dx) = ψt(S(t, T )).
This leads us to the Lévy equivalent HJM drift condition.
Theorem 4.3.3 (Drift condition) Under a risk-neutral measure Q, the Lévy market model is
arbitrage-free if we choose the drift term of the forward rates to be
αLévy(t, T ) = σ(t, T )ψ2 (S(t, T ))
and
A(t, T ) = ψt(S(t, T )), ∀T ∈ [0, T ],
where ψt is the characteristic exponent associated with a Lévy process Lt defined by its Lévy triplet
(at, bt, νt), i.e., for all |u| ≤ (1 + )M ,





(eux − 1− ux) νt(dx), (4.3.10)
where bt = bt +
∫
R xI{|x|>1} νt(dx).
Notice that the truncation function I{|x|≤1}(x) does not appear in Equation 4.3.10, because of
the conditions for integrability.
We have shown that discounted bond prices are martingale. In fact, Eberlein et al. (2005)
showed that this risk-neutral martingale measure is unique.
The forward dynamics in Equation 4.3.2 merely depends on the volatility. We consider the
deterministic volatility structures.
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Condition 4.3.4 (Deterministic volatility) We assume that the volatility structure σ is deter-
ministic and bounded on ∆ = {(t, T ) : 0 ≤ t, T ≤ T}. That is to say,
0 ≤ S(t, T ) ≤M,
where M satisfies the integrability conditions in 4.3.1 above. Furthermore, it is assumed that
S(t, T ) is twice continuously differentiable function in both variables.
Let S(t, T ) be f in Theorem 4.3.2, i.e
S(t, T ) = f(t), for fixed T ∈ [0,T].












S(s, T )as +
1
2






















This means that the expectation in the denominator of Equation 4.3.6 is well defined. By
substitution one gets





ψt (S(s, T )) ds+
∫ t
0
S(s, T ) dLs
)
. (4.3.12)
The discounted bond prices in Equation 4.3.7 can be rewritten as











S(s, T ) dLs
)] . (4.3.13)
See Apendix A for a detailed illustration how we arrive at Equation 4.3.13.






S(s, T ) dLs.
Then Yt is a non-homogeneous process and its Lévy–Itô decomposition (following from Equation













S(s, T )xµ˜s(ds, dx),
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where as and bs ≥ 0 are real numbers, µs is a Poisson random measure and µ˜t = µt − νt is
a compensated measure, and νt is a Lévy measure satisfying the usual condition. (Wt)t≥0 is a
Brownian motion that is independent of µt. The third term is a compound Poisson process and the
last term is a pure jump process with an infinite number of jumps.
4.4 Model assumptions
The Lévy instantaneous forward rate
f(t, T ) = f(0, T ) + αLévy(t, T )dt− σ(t, T )dLt ∀0 ≤ t ≤ T ≤ T,
with initial values f(0, T ) which is assumed to be deterministic, measurable, and bounded. The
following conditions by Eberlein and Kluge (2006) are imposed on αLévy and σ.
Condition 4.4.1 (C1) (ω, s, T ) 7→ αLévy(ω, s, T ) and (ω, s, T ) 7→ σ(ω, s, T ) are measurable with
respect to P⊗ B([0,T]).
(C2) For s > T , the following holds:




(|αLévy(ω, s, T )|+ ||σ(ω, s, T )||) <∞, ∀ ω.
We have shown that bond price dynamics have the form shown in Equation 4.3.5,





ψs (S(s, T )) ds+
∫ t
0
S(s, T ) dLs
)
.
To express it in an exponential form, let t = T and substitute in the bond prices formula above,
to get
























The zero-coupon bond prices dynamics under Lévy process are given by
P (t, T ) =





ψt (S(s, t))− ψs (S(s, T )) ds+
∫ t
0
S(s, T )− S(s, t) dLs
)
.(4.4.2)
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We can split Equation 4.4.2 into a deterministic part and a stochastic part as follows:
P (t, T ) = D(t, T ) exp (Xt) , D(t, T ) =











S(s, T )− S(s, t) dLs. (4.4.3)
Since L is a Lévy process generated by an infinitely divisible distribution and the volatility
structure σ is assumed to be deterministic for all maturities, it turns out that the process Xt has
independent increments although not necessary stationary (non-homogeneous). As mentioned
by Kluge (2005), the process Xt is the underlying stochastic process to be investigated.
4.5 Volatility structure
Several assumptions are made before the implementation of Lévy HJM models. These assump-
tions include the nature of the volatility structure, which must be deterministic , bounded and
twice differentiable with respect to both variables (refer to Condition 4.3.4). Based on The-
orem 4.2.2, the choice of the volatility structure also has a significance, since it determines
whether the short rate inferred from bond dynamics is Markovian, (see Carverhill, 1994) and
Ritchken and Sankarasubramanian (1995). For Lévy HJM models, Eberlein and Raible (1999)
proved that short rates derived from bond prices are Markov processes if the structure has the
form for Vasicˇek or Ho-Lee volatility. We consider the volatility structure:
Condition 4.5.1 For every T ∈ [0,T], we assume that σ(·, T ) is non-zero and has a factorisation
σ(t, T ) = σ1(t)σ2(T ), for all (0 ≤ t ≤ T ),
where σ1 : [0,T] 7→ (0,+∞) and σ2 : [0,T] 7→ (0,+∞) are continuously differentiable functions.
We take the volatility structure of the form for Vasicˇek, i.e.
σ(t, T ) = σˆe−a(T−t),
which means that the bond volatility is




1− e−a(T−t)) , σˆ > 0, a 6= 0.
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(a) Forward rate volatility





















Figure 4.1: Vasicˇek volatility, σˆ = 0.015 and varying a.
Bond volatilities tend to zero as the bond approaches the time of maturity because of the effect
of pull-to-par.
4.6 Options on zero-coupon bonds
In the previous section we derived a formula for zero-coupon bonds where the driver is a
general Lévy process and is expressed in a general exponential Lévy form. It was also shown
that bond prices, when deflated by the bank account, form a martingale, which is a crucial
concept in option valuation theory. The task now is to compute values of options on zero-
coupon bonds.
Suppose we want to value a put option with a strike price K and maturity time T on a zero-
coupon bond maturing at a later time U ≥ T . For a call option, this can be done in a similar
way. The risk-neutral valuation principle in Definition 2.1.6 says that if Φ(P (T, U)) represents







If Φ represents a zero-coupon bond maturing at time T , then the time t value is
Vt = BtEQ
[
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The time t value of a put option (Φ(P (T, U)) = max{K − P (T, U), 0}) on a zero-coupon bond
is given as












(K − P (T, U))+
∣∣∣∣Ft] = KEQ [ 1BT I{P (T,U)<K}






















∣∣∣∣Ft]− EQ [ 1BU I{P (T,U)<K}
∣∣∣∣Ft]
(4.6.2)
In computational terms, to compute these expectations, firstly one needs to know the joint
density distribution function of the final bank account BT , BU and zero-coupon bond prices
P (T, U) because they may be correlated, i.e. we must know the dependence between BT ,
BU and P (T, U). Although the joint density function has been found by Eberlein and Raible
(1999), it is quite intensive in terms of computation as it takes time and is very cumbersome.
At first glance, the ideal tool for computing the expectations in Equation 4.6.1 is the Monte
Carlo simulation.
4.7 The Monte Carlo method
This section illustrates how to solve the expectations in Equation 4.6.1 using the Monte Carlo
method. Monte Carlo is a powerful numerical method that is widely used as a benchmark
method in computational finance. Its main advantage is that it is straightforward and extremely
easy to implement. We consider an example of a put option on a zero-coupon bond in a general
Lévy HJM framework.
Recall that the time t value of a put option on a zero-coupon bond under the equivalent mar-
tingale measure Q is given by




max{0, K − P (T, U)}
∣∣∣∣Ft] .
Define a process















S(s, T ) dLs.
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ψs (S(s, T )) ds+
∫ T
0
S(s, T ) dLs
)
= P (0, T )Z(t, T, T )















= P (0, U)Z(t, T, U).
Hence, the time t value of a put option on a zero-coupon bond can be rewritten as
Vput(t, T, U,K) = BtEQ [max{0, KP (t, T )Z(t, T, T )− P (T, U)Z(t, T, U)}] .
At time t = 0, we can now use Monte Carlo techniques by simulating random variables ZT and
ZU as follows:
Algorithm Monte Carlo simulation(P (0, U), P (0, T ), U, T,M)
1. for i← 1 to N
2. t←t0, · · · , tN = T
3. do ∆t = T
N
4. ti+1 ←ti + ∆t
5. Generate a process L and ∆Li ←Li − Li−1
6. Zi(0, T, s)←exp
(∑N
i=1








max{0, KP (0, T )Zi(0, T, T )− P (T, U)Zi(0, T, U)}.
Furthermore, the expectation in Equation 4.8.4 can be solved provided the joint density func-








is known. Eberlein and Raible (1999) showed that the joint distribution of these random vari-
ables possesses a Lebesgue density and found the analytical expression for the corresponding
characteristic function based on Theorem 4.3.2:
EQ[exp(iuYT + ivYU)] = exp
(∫ T
0
ψs(uS(s, U) + vS(s, T )) ds
)
, (4.7.1)
in which the density for both XU and XT can be recovered using two-dimensional FFT.
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4.8 Change of numéraire
In this section we explore the methodology of changing the numéraire as a way of simplifying
the computations of the expectation in Equation 4.6.1.
Recall that a numéraire is any positively priced asset that does not pay dividends. For every
numéraire there is an associated probability measure. Since zero-coupon bonds are assets,
we will consider changing the numéraire from bank account Bt to a zero-coupon bond whose
maturity coincides with the maturity time T of the option. The associated measure is called
T -forward martingale measure, denoted by QT , i.e. an equivalent martingale measure defined
with respect to the bond forward prices. The reader interested in the changes of numéraire is
referred to Geman et al. (1995).
Definition 4.8.1 (T -forward measure) Keep the maturity time T fixed. The T forward mea-
sure QT is defined by
QT (A) =
1
P (0, T )
∫
A
Z(ω) dQ(ω) for all A ∈ F ,












ψs (S(s, T )) ds+
∫ T
0
S(s, T ) dLs
)
and when conditioned on Ft,
Zt = EQ
[
P (t, T )B0
BTP (0, T )





ψs (S(s, T )) ds+
∫ t
0
S(s, T ) dLs
)
.
The Radon–Nikodym derivative above can be interpreted in two trades:
(a) Denominator P (0, T ): looks as if at time t = 0 we bought a T -bond which cost us P (0, T )
and pays 1 at time t = T .
(b) Numerator P (t,T )
Bt
: Reflects that at time t we purchased a zero-coupon bond maturing at
time T , costing us P (t, T ), and still paying 1 at time t = T . This means that the time t = 0
the value is P (t,T )
Bt
.
Both the numerator and denominator end up paying 1 at maturity time t = T , so to avoid
arbitrages opportunities we must have an expectation of 1. To make sure that the chosen
Radon–Nikodym derivative is correct, one can show that it is a martingale by showing that











ψs (S(s, T )) ds
)
based on Theorem 4.3.2 and both ψs(u) and S(t, T ) are deterministic
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functions for all maturities. Therefore we have







ψs (S(s, T )) ds+
∫ T
0






























The Radon–Nikodym derivative is correct as long as the volatility structure σ is finite and de-
terministic. Ultimately, this means Zt is an exponential martingale. Consequently, the forward
measure QT is well-defined.
Under QT , it follows from the Girsanov theorem for Lévy process (see Theorem 3.5.4) that the



































bsS(s, T ) ds.











deterministic functions of time and hence Lt has deterministic Lévy triplets which are abso-
lutely continuous. Lt retains its non-homogeneity properties. This is one of the important
fundamental properties that motivates the use of non-homogeneous Lévy processes. For in-
stance, if one chooses to apply a homogeneous Lévy process to a driving process then after the
change of measure, then the driving process is no longer a homogeneous Lévy process. Let the
pay-off function be defined by
Φ : R 7→ [0,∞) defined by Φ(P (T, U)) = max{K − P (t, U), 0}. (4.8.3)
Equation 4.6.1 becomes
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Divide both sides by P (t, T ), we get
Vput (t, T, U,K)
P (t, T )
=
Bt





∣∣∣∣Ft] = EQT [Φ(P (T, U))|Ft] .
This gives a simplified version of the value of a put option on a zero-coupon bond, in which we
are only required to compute the expectation of f(T ) instead of Φ(P (T,U))
BT
.
Vput (t, T, U,K) = P (t, T )EQT [Φ(P (T, U))|Ft] (4.8.4)
4.9 The Gaussian HJM
In this section we outline pricing of derivatives on zero-coupon bonds in the case where the
driving process is a Brownian motion, i.e. Lt = Wt. Since we are working with deterministic
volatility, this case is often referred to as the Gaussian HJM. This case is worth discussing due to
the availability of analytical option price formulae. The main problem is evaluating the pricing
problem in Equation 4.8.4.
Under the forward probability measure QT , the forward zero-coupon bond prices in Equation
2.2.3 seen at time t = 0 for future settlements is calculated as follows:
B(0, T, U) = EQT [P (T, U)|F ] = EQ
[
P (T, U)
BTP (0, T )








P (0, T )
.
Definition 4.9.1 (Forward bond price) We call B(t, T, U) the forward bond price at time t for
future settlement time T of a zero-coupon bond with maturity time U > T . It is defined by
B(t, T, U) := P (t, U)
P (t, T )
. (4.9.1)
The log moment generating function of a Brownian motion is given by




The bond price process driven by a Brownian motion is therefore given by
P (t, T ) =





ψs (S(s, t))− ψs (S(s, T )) ds+
∫ t
0
S(s, T )− S(s, t) dWs
)
=








||S(s, t)||2 − ||S(s, T )| |2 ds+
∫ t
0
S(s, T )− S(s, t) dWQs
)
.
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To derive the formula for B(t, T, U), we just have to know its volatility, which is the difference
between volatility of P (t, U) and P (t, T ). Therefore, the forward bond price is given by






||S(s, U)| |2 − ||S(s, T )| |2 ds+
∫ t
0




Rewrite Equation 4.9.3 as follows:















(S(s, U)− S(s, T ))2 ds+
∫ t
0
S(s, U)− S(s, T ) dWQs
)
.
In stochastic differential form




S(t, T ) [S(s, U)− S(t, T )] dt+ S(t, U)− S(t, T ) dWQt
]
. (4.9.5)
Now we change the Brownian motion WQt to a T -forward associated Brownian motion.This is








S(s, T ) ds,
and the QT dynamics of the forward bond prices in differential form becomes
dB(t, T, U) = B(0, T, U) [S(t, U)− S(t, T )] dWQTt . (4.9.6)
This means that under the forward martingale measure QT the forward bond prices are mar-
tingales.






(dBt)2 = [S(t, U)− S(t, T )] dWQTt −
1
2
||S(t, U)− S(t, T )||2 dt,
where we have used (dWt)
2 = dt. This implies that the function Yt = logB(t, T, U) follows a
Brownian motion with drift.
The solution is given by
Yt = Y0 − 1
2
||S(t, U)− S(t, T )||2 dt+ [S(t, U)− S(t, T )] dWQTt .






||S(s, U)− S(s, T )||2 ds+
∫ t
0








||S(t, U)− S(t, T )||2T,
∫ T
0
||S(s, U)− S(s, T )||2 dt
)
.
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In this a case zero-coupon bond prices are log-normally distributed.
We now solving the pricing problem under QT :
Vput (T, U,K) = P (0, T )EQT
[
(K − P (T, U))+∣∣F0] = P (0, T )EQT [(K − B(T, T, U))+∣∣F0] .
Consider the following important fact that will help in solving this expectation (see Musiela
and Rutkowski, 2004, Chapter 11).
Theorem 4.9.2 Assume that Yt is log-normally distributed under P, i.e. Yt ∼ N(µ, v2). For any
positive constant K, we have
P(Y ≥ K) = N(−d−) and EP
[


















We apply Theorem 4.9.2 as follows:




||S(s, U)− S(s, T )||2 dt.
Since the forward bond prices are martingales and their instantaneous volatilities are deter-
ministic, we have the following formulae
Vput(0) = P (0, T ) (KN(−d2)− EQT [Y ]N(−d1))
= KP (0, T )N(−d−)− P (0, U)N(−d+)
(4.9.7)
and
Vcall(0) = P (0, T ) (EQT [Y ]N(d+)−KN(d−))
= P (0, U)N(d+)−KP (0, T )N(d−)
(4.9.8)
where N(x) is the probability distribution function of a standard normal random variate.
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Valuation methods in the Lévy HJM
framework
In this chapter, we discuss transform methods that play an increasingly important role in Math-
ematics of Finance. To this end, we compare different pricing methods in terms of speed and
accuracy.
Recall from Equation 4.4.3 that a process P (t, T ) = D(t, T ) exp (Xt) is an exponential semi-




S(s, U)− S(s, T ) dLs
where S(t, T ) is the volatility function at time t with maturity time T . We consider a pay-off
function
Φ(x) = (K − ex)+. (5.0.1)
Let T and T −1 be a transform method and its inverse respectively. By using an appropriate
transform method, option valuation involves the following transformation steps ( when the





T−→ T (EQ [Φ(X)]) T





where PX represents the law of a random variable X.
The commonly used transform functions T are:
(a) Laplace transform
(b) Fourier transform
We begin with a review of the Fourier method of pricing.
59
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5.1 General Fourier transform
This chapter introduces Fourier methods to solve the option pricing problem. The use of Fourier
methods allows for rapid evaluation of complicated option pricing formulae. These methods
are applicable as long as the characteristic function of the logarithm of the underlying variable
exists. They also involve the Fourier transform of the pay-off function.
The use of Fourier methods has been motivated by Carr and Madan (1999), Raible (2000)
and Eberlein et al. (2010). We take a unique approach to the derivation of option pricing
formulae; we use Parseval’s Theorem to derive option pricing formulae, following the ideas of
Lewis (2001). The main advantage of using Parseval’s Theorem is that we can compute the
expectation in Equation 5.0.2 without needing to find the distribution of a random variable X.
5.2 Definitions
This subsection provides the essential definitions and results related to Fourier transform.





and L1bc(R), a space of all bounded and continuous functions in L1(R).
Definition 5.2.1 (Fourier transform) The Fourier transform of a suitably integrable function
f : R 7→ C (if f ∈ L1) denoted by fˆ(x) is defined by
fˆ(u) = F [f ](u) =
∫
R
eiuxf(x) dx , u ∈ C, (5.2.1)
and the inverse Fourier transform of a function g : R 7→ R is defined by






√−1 is the imaginary unit.
The integrals in Equations 5.2.1 and 5.2.2 will converge if f, g ∈ L1.
Some basic results:
(a) If PX(x) is the distribution of X, then the characteristic function χ(u) of f is defined as








(b) For a real-valued function f , we have the following:
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exp(iux)f(x) = cos(ux)f(x) + i sin(ux)f(x),
and





This follows from the fact that the integral of an odd function is 0.
Parseval’s Theorem, well-known in probability theory, will be used to derive the value of a put
option or call option on a zero-coupon bond, is stated here without proof.
Theorem 5.2.2 (Parseval’s Theorem) Let PX be a distribution of a random variable X. Sup-
pose g is a real-valued function such that
(a) g ∈ L1










are finite for some  > 0.











Now let ξ = − logD(t, T ). The analysis begins with the logarithmic return on the zero-coupon
bond market, which is equivalent to the process XT = log
P (t,T )
D(t,T )
. The random variable XT has
a probability measure Q.






= χXT (−iu) ∀u ∈ C.
The pay-off function is given by
max{K−P (T, U), 0} = max{K−D(T, U) exp(XT ), 0} = max{K−exp(XT−ξ), 0} = Φ(XT−ξ).
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Kluge (2005) proposed that to evaluate
Vput(0, T, U,K) = P (0, T )EQT [Φ(XT − ξ)|F0]
it is required that the distribution of XT with respect to the forward martingale measure QT
possesses a density function, i.e. it is absolutely continuous with respect to Lebesgue measure
on the real line. Conditions to ensure the existence of the density function in our context are
given by (Raible, 2000, Proposition 4.4).
An alternative approach is to find the characteristic function of XT under the T -forward mea-
sure QT then we can recover the Lebesgue density function from the characteristic function
using the following inversion theorem.












< (e−iuxχXT (u)) du.
Proof. (See Carr and Madan, 1999).
Recovering the distribution function is expressed in terms of the integral. Taking derivatives






e−iuxχXT (u) du. (5.3.1)
The T -forward measure characteristic function of the underlying process XT is calculated fol-
lowing Lemma 3.6.3:



















































ψs (iuS(s, U) + (1− iu)S(s, T )) ds−
∫ T
0
ψs (S(s, T )) ds
)
.
We have the following theorem.
Theorem 5.3.2 Let S : [0, T ] 7→ R be a smooth and bounded function, and Lt be a Lévy process.
The characteristic function of a processXT =
∫ T
0
S(s, U)−S(s, T ) dLs under a forward martingale
measure QT is given by
χXT (u) = exp
(∫ T
0
ψs (iuS(s, U) + (1− iu)S(s, T ))− ψs (S(s, T )) ds
)
. (5.3.2)
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An easiest approach is the application of Parseval’s Theorem 5.2.2. At first glance, notice that
a pay-off function in Equation 5.0.1 is generally not integrable (not in L1). This makes it
difficult to apply Parseval’s Theorem. To avoid this, we dampen the pay-off function by some
exponential factor. This is closely related to the concept of Fourier transformation.
A Fourier transform has great advantages over ordinal function transform techniques because
we are able to find the image of functions which are unbounded as well. Following Carr and
Madan (1999) and Raible (2000), for any R ∈ R such that MXT (R) < ∞, we can multiply
the pay-off function in Equation (5.0.1) by a dampening factor e−Rx to obtain a new pay-off
function g, (-known as the dampened pay-off), defined by
g(x) = e−RxΦ(x). (5.3.3)
As mentioned before, the pay-off function in Equation 5.0.1 is not integrable. The idea behind
dampening the pay-off is guaranteeing integrability. For instance, when recovering a density
function from the characteristic function we get a factor of 1
u
as seen in Theorem 5.3.1. This
makes it difficult to apply numerical integration because of the singularity at zero which even-
tually affects the implementation the fast Fourier transform techniques (see Carr and Madan
(1999)).







e(iu−R)xΦ(x) dx , u ∈ C.
Suppose we want to find the transform of Φ. If we attempt using the ordinal transform method,
it blows up to infinity. We apply the Fourier transform method as follows:




eiux(K − ex)+ dx =
∫
R


























∀<(u) ∈ (−∞, 0).
(5.3.4)
The limit above only exists under the condition that <(u) ∈ (−∞, 0), which means that the
Fourier transform is behaving well within that domain.
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(iu−R)(1 + iu−R) , for R ∈ (∞, 0).
(5.3.5)
Hence we can write gˆ(u) as
gˆ(u) = Φˆ(u+ iR). (5.3.6)
A Fourier transform of a dampened density (P = eRxP) is given by
Pˆ (u) = Pˆ(u− iR).
In order to derive the value of the option with any arbitrary pay-off function Φ, the following
conditions are imposed on the dampened function g (see Eberlein et al., 2010, Theorem 3.2):
Condition 5.3.3 Suppose there exists R 6= 0 such that the following holds:
(C1) The dampened pay-off function g(x) = e−RxΦ(x) is bounded and continuous in L1bc(R), i.e.∫
R |g(x)| dx <∞.
(C2) E[eRXT ] <∞.
(C3) The Fourier transform of the dampened pay-off function gˆ belongs to L1(R).
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It is well-known that the Fourier transform of a probability density function is the characteristic
function, i.e. PˆX(u− iR) = χXT (u− iR).
Putting these pieces together, we have
Vput(0, T, U,K) =





e−iuξgˆ(−u)χXT (u− iR) du
=







(−iu−R)(1− iu−R)χXT (u− iR) du
Since gˆ(u) = Φˆ(u+ iR) based on Equation 5.3.6 it follows that
gˆ(−u) = Φˆ(iR− u). (5.3.10)
We summarise these in the following theorem, in which the option price is represented as a
convolution of functions Φˆ and χXT .
Theorem 5.3.4 Suppose the bond price follows a process P (t, T ) = DeXT . Let ξ = − logD. For
any pay-off function Φ(x) satisfying the conditions 5.3.3. Then the arbitrage price for a put option
is given by
Vput(0, T, U,K) =





e−iuξΦˆ(iR− u)χXT (u− iR) du, (5.3.11)
where R ∈ (−∞, 0).
For a call option with a pay-off function Φ(x) = (ex−K)+, x = XT − ξ, has the same transform
function Φˆ as for a put option discussed above; therefore we can apply Theorem 5.3.4 for all
R ∈ (1,∞). This theorem was first stated by Raible (2000), followed by Eberlein and Kluge
(2006), who derived the result from the convolution representations that make use of the
stochastic Fubini theorem. In this context we derived the result using the well-known theorem
of Parseval.
An arsenal of numerical methods exists to compute the option value in Equation 5.3.11. Eber-
lein and Kluge (2006) derived explicit formulae for valuation based on Fourier transform meth-
ods which were further discussed by Eberlein et al. (2010) while Kuan and Webber (2001) pro-
posed the use of a random trinomial lattice tree. The origin of all these numerical algorithms
originated from (Raible, 2000, Section 3.3).
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5.4 Option pricing using direct integration
The integral in Theorem 5.3.4, Equation 5.3.11 can be calculated using direct integration. In
this section we show how this is done.







which is a real number since the Fourier transform of h(u) is odd and even in its imaginary and
real part respectively. Since we are computing option prices, it makes sense to treat I(ξ) as an







Let ub to be an upper bound for integration. Then Equation 5.4.2 can be implemented using
Simpson’s quadrature rule. Let N be the number of equidistant intervals such that du = du
N
denotes the distance between integration points and uj = (j − 1)du ∀j = 1, 2, · · ·N + 1 is the

























where ωj = du3 (3 + (−1)j − δj−(N+1)) and
δi =
1, for j=00, otherwise.
5.5 The role of a dampening parameter R
We have seen that a pay-off function Φ(x) is generally integrable. Hence we introduced the
notion of dampening it to allow convergence. The choice of a dampening parameter R is very
important as it affects the accuracy of the option value. A large R will cause the values of
the characteristic function to approach zero which will eventually make it difficult to integrate
accurately. On the other hand, if the value of R is close to zero, then we have the problem of
singularity. One main task is to write algorithms for finding the optimal value for R. This is,
however, is outside the scope of this study, but we shall demonstrate how sensitive the results
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are due to the arbitrary choice of R. In other words, we examine how the choice of R affects
the option value by plotting the integrand in Equation 5.4.2 and observing how fast the (tail
of the) integrand e−iuξh(u) converges to zero.













(a) R = −15












(b) R = −7.5












(c) R = −2.5












(d) R = −1.5
Figure 5.1: The effect of the choice of dampened parameterR for a model driven by a Brownian
motion with parameters σ = 1.5 and a = 0.5.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. VALUATION METHODS IN THE LÉVY HJM FRAMEWORK 68
















(a) R = −15
















(b) R = −7.5












(c) R = −2.5













(d) R = −1.5
Figure 5.2: The effect of the choice of dampened parameter R for a model driven by a gener-
alised hyperbolic motion with parameters σ = 1.5, a = 0.5, λ = 0.5, α = 2, β = 0, δ = 0.1 and
µ = 0.
The above figures display the sensitivity of the integrand for the choice of R for a put option
with strike K = 0.9, and maturity T = 1 on a zero-coupon bond maturing at time T = 2. As
shown in both Figure 5.1 and 5.2, the greater the magnitude of R, the greater the oscillation of
the integrand. In Figure 5.2, a high R makes the integrand decay exponentially, which results
in poor approximation of the integral. Most stable values occur close to 0. The same analysis
can be done for a call option, and one can verify that the most stable value of R is close to 1.
5.6 The Laplace method
This section reviews the numerical valuation based on the bilateral Laplace transform method
introduced by Raible (2000).
The ideas of Raible (2000) are summarised below:
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Raible’s ideas:
Vput(t) = P (t, T )EQT [(K − P (T, U))+] = P (t, T )
∫
Ω
(K − P (T, U))+ dP








Now if QT is absolutely continuous with respect to the measure with density ρ, define
Φ (x) = max{K − e−x, 0}, and ξ = − logD(t, T ), then
V = P (t, T )
∫
R
Φ(ξ − x)ρ(x) dx = (Φ ∗ ρ)(ξ),
which is a convolution at point ξ. The Laplace transform of this convolution yields
LV(u) = P (t, T )
∫
R







= P (t, T )LΦLρ.
Lρ can be expressed in terms of the characteristic function, whereas LΦ can be calculated
manually.
To find the option price, simply invert LV. The final output can then be solved with the aid
of the fast Fourier transform method.
5.7 Fast Fourier transform method
The integral in Equation 5.3.11 can be seen as an inverse Fourier transform of the function
H(x) = Φˆ(iβ − u)χXT (u − iβ). Hence one can apply fast Fourier transformation (FFT). FFT
allows rapid calculation of the inverse Fourier transforms with vectors of many strikes very
easily and efficiently.
The numerical procedure for FFT is outlined in Appendix A. To allow for ease of calculation,
model parameters in the pay-off function can be reduced. This is done as follows:
We rewrite the pay-off function of a zero-coupon bond as a function of its deterministic part
D, i.e. we let
Vput(0) = P (0, T )EQT
[
(K −DeXT )+∣∣F0]
= P (0, T )EQT
[
(K − e−ξeXT )+∣∣F0]
= Vput(0, T, U,K).
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Since K = elogK > 0, we proceed as follows
Vput(0, T, U,K) = P (0, T )EQT
[
(K − e−ξeXT )+∣∣F0]
= P (0, T )EQT
[
(elogK − e−ξeXT )+∣∣F0]
= P (0, T )EQT
[
elogK(1− e−ξ−logKeXT )+∣∣F0]
= KP (0, T )EQT
[
(1− e−(ξ+logK)eXT )+∣∣F0]
= KP (0, T )Vput(0, T, U, 1).





Now our pricing problem has reduced to
Vput(0, T, U,K) =







(−iu−R)(1− iu−R)χXT (u− iR) du. (5.7.1)
The following algorithm is a modified version of Raible (2000). For notation refer to Appendix
A.
Algorithm Application of FFT to bond pricing:
1. Choose R ∈ R such that χXT (iR) <∞ and Φˆ(R) <∞.
2. if R ∈ (−∞, 0),
3. then (∗ Put option will be evaluated ∗),
4. else if R ∈ (1,∞),
5. then (∗ Call option will be evaluated ∗),
6. Choose step size ∆u and N = 2m, m ∈ R+,
7. Compute the sequence (yn)
N−1
n=1 defined by
yn = exp(−in∆uγ)Φˆ(iR− n∆u)χXT (n∆u− iR)ηn,





, i.e. zk = FFT(yn)
9. Compute D defined by
D =
P (0, U)









so that ∀k = −N
2
, · · · , N
2
, γ = N∆x
2
, xk = −γ + k∆x = logD.
11. Compute logKk = k∆x− xk = logD − xk,
12. For K = 1, the put option value is given by
Vput (0, T, U, 1) =
P (0, T ) exp(−Rxk)
pi
<{zk} , where xk = −γ + k∆x.
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13. For arbitrary K, the put option value is given by
Vput (0, T, U,Kk) = KkVput (xk + logKk, 1) =
P (0, T ) exp(−βxk)
pi
<{zk} , where xk = logD−logKk.
14. Interpolate prices using cubic splines.
5.8 Fractional fast Fourier transform






where α is the fractional parameter. It was introduced to finance by Chourdakis (2004).
The FFT is a special case of the FrFT, i.e. α = 1
N










We can therefore calculate
∑N−1
j=0 e
−i∆x∆ukjhj without the restriction of ∆x∆u = 2piN , which
hampers the flexibility of the FFT method. This is because very small values of ∆u may result
in coarse output grids.
An N -point FrFT can be implemented by invoking two 2N -points FFT and one inverse 2N -
points FFT steps and the selection of ∆u and ∆x is independent of each other.
Suppose we want to implement the FrFT procedures to compute ~h = (hj)
N−1
j=0 . We then define






























D−1k (Dk(z1)Dk(z2)) , (5.8.3)
where  denotes component-wise multiplication.
Given the characteristic function of the underlying process Xt, choose ∆u and ∆x indepen-
dently and set α = ∆u∆x
2pi
. The algorithm implements FrFT.
Algorithm Application of the FrFT method to bond pricing
1. Require parameter α, N , vector ~x and ~u.
2. Choose ∆u and ∆x of your choice.
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3. Compute z1 and z2.
4. Let fz1 = FFT(z1) and fz2 = FFT(z2).
5. Let fz = fz1  fz2.
6. Let ifz = iFFT(fz).







The option price is obtained using the same approach as for the algorithm for application of
FFT to bond pricing.
5.9 The COS method
Since we are interested in calibrating interest rate models to option prices, we seek an option
pricing method which is sufficiently fast. We apply the Fourier cosine method (henceforth
called the COS method) to bond option pricing. This method was introduced to finance by
Fang and Oosterlee (2008) as an alternative method to the FFT and extended by Deng and
Chong (2011) for options on stocks with many strikes. To our knowledge, the COS method has
not yet been applied to bond option pricing in academic literature.
Back to our pricing problem for a European put option with maturity time T and strike price
K on zero-coupon bond P (·, U) maturing at time U ≥ T . We have seen from Equation 4.4.3
that bond prices can be reformulated in exponential Lévy form, i.e.






We use the idea of Fang and Oosterlee (2008) to solve our problem. Let us assume Φ to be an





The theory of pricing European options with the cosine method originated from the fact that
the density of log prices decays rapidly to zero as log prices tend to ±∞.
Recall that a Fourier series expansion of a function Φ(x) : [−pi, pi] 7→ R is the cosine series.
Under some regularity conditions the function Φ : [0, pi] 7→ R is also a cosine series.














f(y) cos(n y) dy.
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The Fourier series expansion for an even-density function ρ(x) on an arbitrary finite interval




b− a , x = y + a.













∀x ∈ [a, b], (5.9.2)












ρ(x) dx, n = 0, 1, 2, · · · (5.9.3)
Suppose that φ = ρˆ. It remains to express An of cosine expansion in terms of φ. We begin by




exp(iux)ρ(x) dx+  ≈ φ(u), (5.9.4)
where  is the truncation error. We assume a and b are well chosen such that  → 0. Recalling















, n = 0, 1, 2, · · · (5.9.5)
For n = 0, 1, · · · , N − 1, we get an approximation for the density function





























∀x ∈ [a, b], where ρ1 is known provided φ is known.
Suppose we would like to evaluate a put option, i.e., with a pay-off function Φ(P (T, U), K) =
(K −DeXT )+. Then our pricing problem becomes
Vput(0, T, U,K) = KP (0, T )
∫ ∞
0














































dx ∀[c, d] ⊂ [a, b].
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The analytical formulae for cosine series coefficients Υn and Ψn are given by direct integration















) |dc , for n 6= 0








)− sin (npi d−a
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for n 6= 0
















































The COS method does not need the use of a dampening parameter, which causes sensitivity
to the option value and hence causes errors. However, the error within this method is due to
the truncation of the integration range. To make sure that the truncation error is as small as
possible, Fang and Oosterlee (2008) proposed that the range of the integration [a, b] is chosen













, L = 10; (5.9.8)





. It is also an
open problem to find the optimal truncation. Moreover, Fang and Oosterlee (2008) illustrated
that the COS method has a problem with short times to maturity. Furthermore, the approxima-
tion in Equation 5.9.8 is only accurate for T ∈ [0.1, 10]. Due to the complexity of our models, it
is difficult to determine the cumulants, to circumvent this we propose the use of





which is a reliable choice for the size of the integration range. Our results proved to be stable
for any maturity.
Algorithm Application of the cosine method to bond pricing








ψs (S(s, T ))− ψs (S(s, U)) ds
)
.
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3. x←log DT
K
4. for n = 0, 1, · · · , N − 1,
5. calculate Ψn(x),Υn(x), An(x).
6. Compute option value











This section is devoted to the implementation of the FFT, the FrFT and the cosine method
discussed above. We consider a call and put option on a zero-coupon bond and compare the
pricing accuracy and speed between these methods. For a Gaussian case, we use the reference
values from Equation 4.9.7, and for a model driven by a GH process we use the reference value
from direct integration.
We have used a computer with the following specifications:
Computer specifications / features
Processor number Catche Clock speed Memory type Graphics
Intel{®} Core{™} i7-5600U 4 MB 2.60 GHz DDR3L–1333/1600 HD Graphics
We discuss Lévy HJM models driven by two processes, namely
(a) Brownian motion
(b) Generalised hyperbolic motion
Recall from Equation 5.3.2 that the characteristic function is given by
χXT (u) = exp
(∫ T
0
ψt (iuS(s, U) + (1− iu)S(s, T ))− ψt (S(s, T )) ds
)
.
Table 5.1: Log-moment generating function for the drivers.
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where Vˆput(0) is the reference value. The dampening factor R = 1.25 for a call option and
−1.25 for a put option.
5.10.1 HJM driven by a Brownian motion
Table 5.2: Pricing parameters
Symbol Meaning
T = 1 Option maturity
U = 2 Bond maturity
σ = 0.015, a = 0.5 Model parameters
K = [0.9, 091, · · · , 1] Strike prices
f(0, t) = 0.05 ∀t Initial term structure
Source (Eberlein and Raible, 1999, p. 50)
Table 5.3: Option values for a HJM driven by a Brownian motion
Pricing result for a HJM models driven by a Brownian motion
COS method FFT method FrFT method
K Call option Put option Call Option Put option Call option Put option
0.9 0.0487 2.43× 10−12 0.0487 2.71× 10−10 4.8731× 10−2 2.4350× 10−12
0.91 0.0392 1.90× 10−9 0.0392 2.39× 10−9 3.9219× 10−2 1.9073× 10−9
0.92 0.0297 2.89× 10−7 0.0297 4.09× 10−7 2.9707× 10−2 3.8897× 10−7
0.93 0.0202 2.25× 10−5 0.0202 2.22× 10−5 2.0217× 10−2 2.2507× 10−5
0.94 0.0111 4.14× 10−4 0.0111 4.11× 10−4 1.1095× 10−2 4.1355× 10−4
0.95 0.0040 0.0028 0.0040 0.0028 4.0024× 10−3 2.8330× 10−3
0.96 7.41× 10−4 0.0091 7.39× 10−4 0.0091 7.4116× 10−4 9.0840× 10−3
0.97 5.83× 10−5 0.0179 5.63× 10−5 0.0179 5.8267× 10−5 1.7913× 10−2
0.98 1.75× 10−6 0.0274 1.68× 10−6 0.0274 1.7515× 10−6 2.7369× 10−2
0.99 1.92× 10−8 0.0369 2.36× 10−8 0.0369 1.9253× 10−8 3.6880× 10−2
1 7.64× 10−11 0.0464 −4.18× 10−10 0.0464 7.6369× 10−11 4.6392× 10−2
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The plots in Figure 5.3 show errors in the methods compared to the analytical formulae in
Equation 4.9.7.

















(a) Cosine errors, a call option in Gaussian HJM

















(b) FrFT errors, a call option in Gaussian HJM

















(c) FFT errors, a call option in Gaussian HJM
Figure 5.3: Errors in Black–Scholes type formulae compared to various methods.
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Table 5.4: Speed and convergence comparison between pricing methods. Reference value is
obtained from Black–Scholes type formulae.
Method comparizon results for HJM model driven by a Brownian motion
COS method FFT method FrFT method
N Time (s) RMSE () Time (s) RMSE () Time (s) RMSE ()
26 0.021265 0.0016579 0.025380 1.1579 0.017793 0.010411
27 0.020218 3.5537× 10−4 0.025877 0.012537 0.017681 0.0050766
28 0.027500 2.2919× 10−5 0.030358 0.0026377 0.019144 0.0012684
29 0.030232 2.0474× 10−8 0.029281 0.0014432 0.018945 2.2478× 10−4
210 0.033602 3.7292× 10−16 0.027080 6.3006× 10−4 0.019067 7.3121× 10−6
211 0.056831 5.4960× 10−16 0.030337 1.4275× 10−4 0.020761 8.5397× 10−8
212 0.069397 5.4960× 10−16 0.031103 4.8306× 10−5 0.024034 2.6999× 10−8
213 0.13982 5.4960× 10−16 0.036597 1.3385× 10−5 0.028628 8.2221× 10−9
214 0.26505 5.4960× 10−16 0.048641 2.7484× 10−5 0.040899 2.2780× 10−9
5.10.2 HJM driven by generalised hyperbolic motion
The characteristic function of a random variable XT has the same form as the one in Equation
5.3.2, where the driving process is the GH.
Table 5.5: Pricing parameters for a model driven by a GH
Symbol Meaning
T = 1 Option maturity
U = 2 Bond maturity
σ = 1.5, a = 0.5, α = 40
λ = 0.5, β = −8, δ = 0.1, µ = 0 Model parameters
K = [0.9, 091, · · · , 1] Strike prices
f(0, t) = 0.05 ∀t Initial term structure
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. VALUATION METHODS IN THE LÉVY HJM FRAMEWORK 79
Table 5.6: Option values for HJM driven by GH
Pricing result for a HJM models driven by a GH
COS method FFT method FrFT method
K Call option Put option Call option Put option Call option Put option
0.9 0.0529659 0.0042350 0.0529669 0.0042373 0.0529659 0.0042363
0.91 0.0450734 0.0058548 0.0450744 0.0058402 0.0450734 0.0058393
0.92 0.0376865 0.0079801 0.0376871 0.0079385 0.0376865 0.0079379
0.93 0.0309035 0.0107094 0.0309040 0.0106350 0.0309035 0.0106345
0.94 0.0248146 0.0141328 0.0248154 0.0140308 0.0248146 0.0140300
0.95 0.0194890 0.0183195 0.0194904 0.0182133 0.0194890 0.0182118
0.96 0.0149631 0.0233060 0.0149652 0.0232414 0.0149631 0.0232392
0.97 0.0112329 0.0290880 0.0112348 0.0291291 0.0112329 0.0291270
0.98 0.0082531 0.0356205 0.0082535 0.0358329 0.0082531 0.0358325
0.99 0.0059444 0.0428241 0.0059458 0.0432519 0.0059444 0.0432505
1 0.0042063 0.0505983 0.0042072 0.0512225 0.0042063 0.0512217













Figure 5.4: Cosine errors, a put option in GH HJM
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Figure 5.5: FFT errors, a put option in GH HJM
Table 5.7: Speed and convergence comparison between pricing methods. Reference values are
obtain from numerical integration.
Method comparizon results for HJM model driven by a GH
COS method FFT method FrFT method
N Time (s) RMSE () Time (s) RMSE () Time (s) RMSE ()
25 0.017290 0.0010542 0.027998 5164.5 0.020435 0.0085234
26 0.02043 4.7257× 10−5 0.028514 0.35000 0.020661 0.0026055
27 0.025649 1.3772× 10−7 0.028966 0.0087749 0.021491 2.9958× 10−4
28 0.036815 2.5651× 10−12 0.030390 0.0044304 0.022416 2.3686× 10−4
29 0.057766 0 0.032821 0.0013786 0.024632 2.4343× 10−4
210 0.10069 0 0.037260 4.4507× 10−4 0.029232 2.4336× 10−4
211 0.18256 0 0.046154 2.7972× 10−4 0.038336 2.4333× 10−4
212 0.34663 0 0.063296 2.4851× 10−4 0.055305 2.4333× 10−4
213 0.70226 0 0.095846 2.4463× 10−4 0.088365 2.4332× 10−4
5.11 Analysis of results
In this section, we discuss briefly the methods introduced in this chapter. We limit our discus-
sion to FFT, FrFT and the COS method. All methods have a number of significant advantages,
including the ability to value option under any model where the characteristic function is
known. In addition their speed is motivational.
All methods can be implemented by setting the discrete summation grids to beN = 2n, to speed
up calculations. The approximation of FFT and FrFT depends on the discrete summation grid
with ∆u: the smaller the grid the better. However, in FFT, only two of the three parameters ∆u,
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∆x and N can be arbitrarily chosen; the third must satisfy ∆x = 2pi
∆uN
, the strike grid. Usually
∆u and N are chosen to make the integration accurately enough, hence making the strike grid
inversely proportional to the upper integration bound. This means the finer the grid ∆u, the
coarser the strike grid ∆x, creating a trade-off between accuracy and the number of strikes. If
the strike grid is wider, FFT generates strikes that are out of the region of interest.
A alternative improvement of FFT is the fractional fast Fourier transform (FrFT). It frees the
integration grid choice from the strike grid, which makes the method more efficient. N -point
FrFT procedures require a similar number of operations as a 4N -point FFT procedure.
The COS method on the other hand requires O(n) multiplications, which is computationally
faster then the O(n log n) of the FFT. As a result, it can be viewed as an significant improvement
of the FFT method. The only error in this method occurs when truncating the infinite range
to the finite range. The COS prices are sensitive to the choice of the interval [a, b]. Hence, the
COS method requires a proper estimate of [a, b].
Implementing Fourier-based numerical methods requires choosing of a dampening factor R,
which critically affects the pricing accuracy. We have examined and found out that for most
stable values for R ∈ (−∞, 0) are the ones near 0 for a put option. This is true for Fourier
methods. However, FFT and FrFT requires a bigger choice of R. Raible (2000) suggested that
the optimal choice for R in the FFT method is R = 25.
Pricing methods such as the FFT, FrFT and COS methods are introduced for easy valuation
of options on zero-coupon bonds. All these methods are implemented in MATLAB. Because
the characteristic function involves the integral, we found that the six point Gauss–Legendre
provides sufficiently accurate results.
When comparing numerical results of the comparison between the FFT, FrFT and COS methods
both methods, produces the same results which implies that the models are well developed.
The COS method converges fast, then FrFT and FFT. FrFT seems to be faster than the COS
method in most cases. All three methods show that at-the-money options error forms a global
minimum.
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Calibration
In the last two chapters, we discussed the Lévy HJM models and several numerical valuation
methods. In chapter 5, we have implemented different methods for numerical evaluation
assuming that model parameters are given. In general this pricing models depends on variables
that are not directly observable. To make use of a model or to prove the validation of the model,
the preliminary step is to determine unobservable variables. This is normally done either by
backing them out, i.e. calibrating them, from liquid market data of derivatives or by estimating
them.
The goal of this chapter is to present model calibration. This is a process of deriving unobserved
model parameters by matching the model prices with the quoted market prices. It involves
continuous adjustments of the model parameters until the model prices are compatible with
the quoted market prices.
Strictly speaking, to be able to use any financial model, one has to specify the model parame-
ters by means of calibration. The main aim of calibration is to obtain (back-out) unobserved
model parameters that describe the current state of the market. Calibration of the term struc-
ture model to represent the current state is one of a model’s most important features. Model
calibration is a crucial step in option pricing theory.
In Chapter 4, we assumed that the model parameters were known when we valued options
on zero-coupon bonds. However, in order to make the model relevant to real-world applica-
tion, we must carry out model calibration to obtain optimal parameters that best describes the
current market state.
We are confronted with liquid quoted prices for caps/floors and swaptions from the South
African fixed income market for a specific day and we would like to calibrate the Lévy HJM
model as discussed in the previous chapters. The calibration is performed on European cap-
s/floors and swaptions (payer) with maturities from 3 months up to 10 years.
We shall begin with the derivation of interest rate pricing formulae in Section 6.1. In section
82
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6.2, we present the data acquired from local South African bank. Section 6.3 presents the
calibration methods and results.
6.1 Pricing formulae for interest rate derivatives
6.1.1 Interest rate caps/floors
Recall from Equation 2.3.3, that κ˜ = 1
1+δiκ
denotes a modified strike price. Adopting the usual
notation, the pay-off function for a caplet is given by Φ(P (Ti−1, Ti)) = 1κ˜ max{κ˜−P (Ti−1, Ti), 0},
and χXTi−1 is the risk-neutral characteristic function in Equation 5.3.2 of a bond price driving
process Xt (non-homogeneous Lévy process) under the Ti−1-forward measure. Based on The-
orem 5.3.4, we have the following:













e−iuξiΦˆ(iR− u)χXTi−1 (u− iR) du, ∀R ∈ (−∞, 0),
(6.1.1)
and













e−iuξiΦˆ(iR− u)χXTi−1 (u− iR) du, ∀R ∈ (1,+∞),
(6.1.2)
where ξi = − logD(Ti−1, Ti), D(Ti−1, Ti) = P (0,Ti)P (0,Ti−1) exp
(∫ Ti−1
0
ψi(S(t, Ti−1))− ψi(S(t, Ti)) dt
)
and Φˆ denotes the Fourier transform of a pay-off function.
Based on the definition for a cap and a floor (see Section 2.3), it follows that
Vcap(t, Tj, κ) =
j∑
i=1





Consider the volatility structure with restriction given in Condition 4.5.1 and Condition 4.3.4.
Notice that one can write
S(t, Ti)− S(t, T ) = σ1(t)
∫ Ti
T
σ2(u) du, for i = 1, 2, · · · , n (6.1.3)
and it follows that
S(t, Tn)− S(t, T ) =
∫ Tn
T
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Divide (6.1.3) by (6.1.4),






(S(t, Tn)− S(t, T )) . (6.1.5)


















σ2(u) du︸ ︷︷ ︸
R(T,Ti)
XTn︷ ︸︸ ︷∫ T
0
S(t, Tn)− S(t, T ) dLs .
Note: The volatility form restriction in Condition 4.5.1 is necessary for the decomposition of a
random variable XTi such that
XTi = R(T, Ti)XTn .
Recalling Equation 4.4.3, a zero-coupon bond can be expressed in the form of
P (t, Ti) = D(t, Ti) exp (R(t, Ti)XTn) .
We assume that the distribution of XTn possesses a density function under the forward mar-
tingale measure QT . This enables us to calculate the option price via transform methods, (see
Raible, 2000, Proposition 4.4). Another approach is to verify Conditions 5.3.3.
Rewrite Equation 2.3.6 as










Define a function f(s, t, x) = D(s, t)eR(s,t)x. Realise that due to the volatility factorisation in
Condition 4.5.1, f(T, Ti, x) is an increasing function of x for all i = 1, 2 · · ·n, sinceD(T, Ti), R(T, Ti) >
0, therefore the Jamshidian (1989) decomposition (see Appendix A.4) is valid:





(Ki − f(T, Ti, XTn))+
∣∣Ft] , (6.1.7)
where Ki = f(T, Ti, K) for unique K that solves the equation
n∑
i=1
cif(T, Ti, K) = 1. (6.1.8)
According to Jamshidian (1989), we have the following:
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Theorem 6.1.1 The price of a payer swaption is given by
VPS(0) = P (0, T )
n∑
i=1
ciViput(0, T, Ti, Ki), (6.1.9)
where Viput(0, T, Ti, Ki) is a put option value with maturity T , strike price Ki on a zero-coupon
bond maturing at time Ti given by





e−iuξΦˆ(iR− u)χXTn (u− iR) du, ∀R ∈ (−∞, 0), (6.1.10)
ξ = − logD(T, U).
The result follows from Theorem 5.3.4 (also see the appendix A.5).
Eberlein and Kluge (2006) used a different approach. We review their approach briefly.










where D˜(T, Ti) = ciD(T, Ti) and R(T, Ti) =
∫ Ti









The assumption made for the volatility structure guarantees that the map x 7→ g(T, Ti, x) is an
increasing function of x for all i = 1, 2, · · · , n. There exist a unique K such that g(s, t,K) = 0.
The following theorem by (Eberlein and Kluge, 2006, Theorem 16) finds the value of a payer
swaption:
Theorem 6.1.2 Suppose the distribution of XTn with respect to QT possesses a density function.
Choose an R < 0 such that χXTn (iR) < ∞ and let K be the unique zero of the strictly increasing
and continuous function
























R(T, Ti) + u
])
denotes the bilateral Laplace transform of a function v : R 7→ R defined by v(x) = (−g(s, t,−x))+.
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6.2 Data
The dataset consists of ATM caps/floors and swaptions volatility market data from 8 September
2013. More specifically, the data consists of the South African 3 month JIBOR rate, with
maturities ranging from three-months to 30 years.1
Table 6.1: JIBOR swaption implied volatilities on 8 September 2013
Swaption ATM Vols
Exp/Tenor1yr 2yr 3yr 4yr 5yr 6yr 7yr 8yr 9yr 10yr 50yr
0 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
1 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19 0.19
3 0.2050.2150.2050.1975 0.19 0.1875 0.185 0.183 0.182 0.18 0.18
6 0.2050.22 0.22 0.22 0.22 0.2175 0.215 0.213 0.212 0.21 0.21
9 0.21 0.22 0.22 0.22 0.22 0.2175 0.215 0.213 0.212 0.21 0.21
12 0.23 0.24 0.23 0.225 0.22 0.2175 0.215 0.213 0.212 0.21 0.21
24 0.24 0.2350.23 0.2275 0.225 0.221250.21750.215 0.21250.21 0.21
36 0.24 0.23 0.23 0.2275 0.225 0.221250.21750.215 0.21250.21 0.21
48 0.2350.2250.2250.223750.22250.218750.215 0.21250.210 0.2080.208
60 0.23 0.22 0.22 0.22 0.22 0.216250.21250.21 0.20750.2050.205
72 0.2280.22 0.2180.2175 0.217 0.214 0.211 0.209 0.207 0.2050.205
84 0.2260.22 0.2160.215 0.214 0.211750.20950.208 0.20650.2050.205
96 0.2240.22 0.2140.2125 0.211 0.2095 0.208 0.207 0.206 0.2050.205
108 0.2220.22 0.2120.21 0.208 0.207250.20650.206 0.20550.2050.205
120 0.22 0.22 0.21 0.2075 0.205 0.205 0.205 0.205 0.205 0.2050.205
1These data were provided by Phetha Ndlangamandla from the South African Rand Merchant Bank.
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Table 6.2: Money-market instruments
Instrument object IndicatorFixed rate (%)






























Fixed Rate: References an Excel error. FALSE Err:512
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Table 6.3: Euro caplet implied volatilities on 8 September 2013
Caps/floor ATM Vols
Tenor Current Tenor Current Tenor Current Tenor Current Tenor Current
0 0.165 24 0.312 48 0.236 72 0.250 96 0.245
3 0.165 27 0.312 51 0.236 75 0.250 99 0.245
6 0.204 30 0.312 54 0.236 78 0.250 102 0.245
9 0.228 33 0.312 57 0.236 81 0.250 105 0.245
12 0.25 36 0.254 60 0.250 84 0.245 108 0.245
15 0.26 39 0.254 63 0.250 87 0.245 111 0.245
18 0.275 42 0.254 66 0.250 90 0.245 114 0.245
21 0.304 45 0.254 69 0.250 93 0.245 117 0.245
Table 6.3, 6.1 and 6.2 presents the quoted caps and swaptions volatilities, and money market
instruments respectively. Note that prices are not measured in nominal values, but rather in
implied Black volatilities, as is the market convention. To obtain market prices, we need to
calculate them from Black volatilities using Black’s formula:










, d2 = d1 − σcaplet
√
Ti,
d1 and d2 depend on Ti and Ti+1 where








is the forward LIBOR rate, and τ is the tenor and σcaplet is the market caplet volatility obtained
from stripping caps/floors volatilities. Cap prices are obtained by
VMcap(0, Ti, κ) =
i∑
k=1
VMcaplet(0, Tk, Tk+1, κ).
To compute payer swaption prices, we used the following Black formula:













, d2 = d1 − σswaption
√
T0, (6.2.3)
where S0n is a forward start swap rate on a forward swap starting at time T = 0 and maturing
at time Tn.
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(a) Zero-curve stripped from market JIBOR rates on
8 September 2013.






















(b) Term structure of discount factors stripped from
























(c) SA rand swaption volatility surface
Figure 6.1: Interest rate quoted data on 8 September 2013
Figures 6.1a, 6.1b and 6.1c show the yield curve, the discount bond and swaption volatility
surface. Data for Figure 6.1a and 6.1b have been obtained by bootstrapping the quoted par
interest rates (FRA and IRS) data in Table 6.2. There is a hump peaking at roughly three to
four year maturity while the volatility stays constant for greater maturities, such as five to ten
years.
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6.3 Calibration methods
The calibration procedure minimise the differences between model prices and market quoted
prices. Finally, the objective is to obtain the best parameters such that these differences is
minimised. The calibration problem is summarised below:
Problem 6.3.1 (Calibration) Let Θ ⊂ R be a set of unobserved model parameters and H : Θ 7→

















n ∈ Z denotes the number quoted option prices under consideration, MPi is the market price.
The calibration problem above finds a vector Θ of model parameters in a such a way that the
model price best fits the available quoted market prices. Hence, the problem can be interpreted
as an optimisation problem, see (Kienitz and Wetterau, 2012, Chapter 9).
This study considers two methods of optimisation for the calibration problem above, namely
simulated Annealing and secant-Levenberg–Marquardt method. The former is a stochastic
optimisation method while the latter is based on non-linear optimisation with derivatives.
6.3.1 Simulated Annealing
This method is a global optimisation method that has attracted significant attention because it
is suitable for optimisation problems on a large scale, especially ones where a desired global
extreme is hidden among many, poorer, local extrema. It was introduced in the field of ther-
modynamics to control the dynamics of freezing and crystallising liquids (see Kirkpatrick et al.
(1983)).
6.3.2 Secant-Levenberg–Marquardt
This method is an improved version of the Levenberg–Marquardt method for identifying a
solution for a non-linear least squares curve fitting problem. It is an iterative technique that
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finds the minimum of a function that is expressed as the sum of squares of non-linear functions.
It is a combination of the gradient secant method and the Gauss–Newton method.
For more detailed theory on these methods, (see Kienitz and Wetterau, 2012, Chapter 9).
6.4 Calibration results
This section presents the calibration results of the HJM model driven by a Brownian motion
and by a generalised hyperbolic process to market price of caps.
Before we start with the calibration we shall investigate the risk-neutral density to observe
which parameters are necessary and which ones are redundant in the models.
6.4.1 Risk-neutral densities
This section illustrates changes in the risk neutral density as model parameters are varied. By
changing the model parameters we expect change in the distribution since the distribution is
responsible for the calculation of option values. The main aim is to observe which parameters
contribute most to the option price.
One of the main Lévy HJM model’s components is the volatility structure. From the theory
chapter, we have opted to make use of Vasicˇek forward volatility given by
σ(t, T ) = σˆe−a(T−t), σˆ > 0, a 6= 0.
Therefore the bond volatility structure is given by
S(t, T ) =
∫ T
t




1− e−a(T−t)) , σˆ > 0, a 6= 0.
Recall from Equation 5.3.2 that the characteristic function of a random variable XT under a
T -forward martingale measure is given by






where the integrand is given by
f(s) = ψs (iuS(s, U) + (1− iu)S(s, T ))− ψs (S(s, T )) .
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Basically, we have to evaluate ψ (iuS(s, U) + (1− iu)S(s, T )) and ψ (S(s, T )). The latter be-
comes:















By the change of variables, let λ = λ˜, α = α˜σˆ, δ = δ˜
σˆ
, µ = µ˜σˆ and β = β˜σˆ. It is shown that a
generalised hyperbolic distribution is closed under affine transformation (see Eberlein, 2001)
which means that Equation 6.4.1 becomes
ψ (S(s, T )) = log
eµS(s,T )( σˆ2α˜2 − σˆ2β˜2

































(s, T ) = 1
a
(
1− e−a(T−s)) . The same factorization holds for
ψ (iuS(s, U) + (1− iu)S(s, T )) .
A priori, we have shown that a parameter σˆ can be a multiplicative constant in the driving
process, therefore without loss of generality it can be chosen to be equal to 1. Furthermore,
we found out that if parameter 0 < σˆ < 1 is not set to one, then the whole price process will
merely depends on the given value of σˆ, making other parameters unnecessary. Hence for the
HJM model driven by a GH process we have six parameters a, λ, α, β, δ, µ. We showed further
that µ has no effect on the price process by looking at the risk-neutral densities, and hence it
can be set to 0.
We have chosen an option maturing in one year (T = 1) on a zero-coupon bond with a maturity
of two years (U = 1.25).
Using Fourier inversion theorem, one can derive the risk-neutral probability density from the
given characteristic function of a random variable. Since the characteristic function is not
known in closed form, we opted to use the six-points Gauss–Legendre integration and we
obtained fairly satisfactory results.
6.4.2 Gaussian HJM
Gaussian HJM is referred to as a Lévy HJM driven by a Brownian motion under deterministic
forward volatility.
Base parameter: σ = 1.5, a = 0.5.
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Changing a low value
Changing a high value
(a) changing parameter a: low= 0.3 and high= 0.9






















Changing sigma low value
Changing sigma high value
(b) changing parameter σ: low= 0.6 and high= 2
Figure 6.2: Risk-neutral density for a model driven by a Brownian motion
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6.4.3 General HJM
We consider a HJM driven by a generalised hyperbolic motion.
Base parameter set: a = 0.5, λ = 0.5, α = 2, β = 0, δ = 0.1, µ = 0.5























Changing "a" low value
Changing "a" high value
(a) changing parameter a: low= 0.2 and high= 0.8























Changing lambda low value
Changing lambda high value
(b) changing parameter λ: low = 0 and high = 0.9























Changing alpha low value
Changing alpha high value
(c) Varrying parameter α: low = 1.5 and high = 2.5
Figure 6.3: Risk-neutral density for a model driven by GH; λ, α
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Changing eta low value
Changing eta high value
(a) changing parameter β: low = −0.5 and
high = 0.5























Changing delta low value
Changing delta high value
(b) changing parameter δ: low = 0 and high
= 0.2























Changing mu low value
Changing mu high value
(c) changing parameter µ: low = 0.2 and high
= 0.8
Figure 6.4: Risk-neutral density for a model driven by GH; β, δ, µ
It is clear from Figure 6.4c that the parameter µ has no effect on option price, hence we exclude
it out, i.e. we set µ = 0.
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Table 6.4: Calibration results: Secant-Levenberg–Marquardt
Secant-Levenberg–Marquardt
Model driver: Brownian motion Generalised hyperbolic
Iniatial parameters σˆ = 0.5, a = 0.9 a = 1.5, λ = 0.3
α = 16, β = −4, δ = 0.09
Calibrated parameters σˆ = 0.0241, a = 0.0396 a = 0.039139, λ = −6.857548
α = 16.435150, β = −6.586567
δ = 0.083660
Time taken (s) 35.68 2293.62
Object function 2.5081× e−5 4.6807× e−6
Table 6.5: Calibration results: Simulated Annealing
Simulated annealing
Model driver: Brownian motion Generalized hyperbolic
Initial parameters σˆ = 0.5, a = 0.9 a = 2, λ = 0.3
α = 16, β = −4, δ = 0.09
Calibrated parameters σˆ = 0.0241, a = 0.396 a = 0.040119, λ = −6.9290
α = 16.3816, β = −5.1961
δ = 0.09233
Time taken (s) 269.75 254320.416708
Object function 5.0093× e−4 3.89933207585559× e−5



















(a) Calibration results for HJM driven by a Brown-
ian motion




















(b) Calibration results for HJM driven by a GH
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6.5 Result discussion
In this chapter, we carried out calibration of Lévy HJM to the ATM caps prices using two meth-
ods of optimisation. Tables 6.4 and 6.5 display the calibration outcomes from these two meth-
ods. We obtained nearly the same parameters from both methods which proves the calibration
stability. The simulated Annealing methods took longer than the secant-Levenberg–Marquardt.
The calibration results for HJM driven by a Brownian motion and GH are shown in Figures 6.5a
and 6.5b respectively. Based on the calibration results, both drivers provided a nearly perfect
fit. Furthermore, the GH process provides a much better fit than a model driven by a Brownian
motion.
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Dissertation analysis
7.1 Statement on hedging
In this section, we briefly extend our discussion to one of the most important part of model im-
plementation, namely hedging. The main part of this study mainly focused on pricing, pricing
methods and calibration; however a model whose purpose is for pricing cannot be separated
from hedging (Kienitz and Wetterau, 2012, chapter 10). Hedging is equally important as
pricing. While pricing focuses on whether a pricing model can capture the distribution of un-
derlying asset price at maturity date of an option, hedging performance measures the tendency
of a pricing model to adequately capture the dynamics of the evolution of the underlying price
process. Hedging performances is one of the best indicators of the effectiveness of a model. In
essence, one should be able to hedge against prices from the implemented model.
Recall that in any pricing model, the price is expressed in terms of the model’s underlying
variables. One then ought to compute the mathematical derivative of the option price with
respect to the underlying instrument. A common approach widely used for hedging analysis is
delta hedging (also referred to as dynamic hedging). This involves finding the risk sensitivities
representing the option price to changes in underlying instruments, which can be used to
forecast market risks. The essence of delta hedging involves constructing a financial portfolio
that can be rebalanced to achieve a desired financial position, and for this reason it plays a
crucial role in risk management.
Chapter 2 introduced interest rate derivatives as crucial tools used to transfer risks due to the
fluctuation of interest rates in the risk management. The main purpose of these derivatives
is to transfer and minimise risks due to stochastic evolution of interest rates by means of
hedging. As we have seen from Chapter 1, the frequently traded interest rate products in the
fixed income market includes forward rate agreement (FRA) and swaps contracts which make
up the zero-coupon bonds market. Options on these contracts are caps/floors and swaptions
98
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respectively. Due to the high market size of these options, they requires accurate and efficient
pricing and hedging performance. At first glance, from a financial mathematics point of view,
the prices of these derivatives should be affected by the same factors that affect FRA and swap
rates. However, recent empirical studies have shown that there are some risk factors that
affect caps/floors and swaptions prices but do not affect the underlying FRA and swap rates
respectively (see Haitao and Feng, 2006). This means that bonds do not dominate the fixed
income market.
As mentioned before, empirical analysis shows that models driven by a Brownian motion fail
to reproduce sufficient return distributions. To reduce model risk, classes of models that incor-
porates some leptokurtic features are studied and implemented. Eberlein and Raible (1999)
showed that, by using general Lévy processes, it is not only the fit of the distribution is im-
proved;in addition, general Lévy processes give a more realistic picture of option price move-
ments.
The paper of Björk et al. (1997), which pioneered the inclusion of jumps using a general semi-
martingale processes in HJM models, shows that in models that exhibits jumps it is no longer a
case that interest rates derivatives can be perfectly hedged. This type of model feature is known
as unspanned stochastic volatility (USV). This means volatility risk cannot be lessened by using
zero-coupon bonds. Hence, this makes bond market to be approximately complete. This means
that interest rate models driven by Lévy processes create USV, which makes it difficult to hedge
caps/floors and swaptions.
On the other hand, Eberlein et al. (2005) study the arbitrage and completeness problem in
Lévy HJM models. They showed that a one-dimensional Lévy term structure model is complete
provided that it has non-random coefficient. These findings agree with the original study
by Björk et al. (1997), who showed that in a model with a continuum of financial securities
there is a difference between completeness and the existence of equivalent martingale measure.
Furthermore, they showed that in this arena, the existence of uniqueness equivalent martingale
measure Q does not imply hedging of every contingent claim. This means a one-dimension
Lévy HJM framework is approximately complete, i.e. hedging for any interest rate product is
possible in an approximation sense (see Björk et al., 1997, Section 6, p. 170). Hence one-
dimensional Lévy HJM models are able to account for USV. Furthermore, in the bond market,
perfect hedging is achieved by trading with an infinite number of bonds; this is however not
possible, since the market provides finite number of bonds with different maturities.
We briefly discuss the lack of hedging literature for European interest rate contingent claim
with a portfolio of zero-coupon bonds in Lévy HJM.
In Chapter 1, we outlined the fundamental distinction between the stock market and the bond
market. In the bond market, hedging is a problematic because of infinite-dimensional vectors
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of zero-coupon bonds, unlike in the stock market, where a hedging portfolio is constructed
with a finite number of stocks. To make matters worse, hedging of Lévy term structure is a
complicated subject as there are many factors contributing to risks. These include, the entire
term structure, the jumps and the presence of an infinite number hedging instruments.
There is a very little literature about hedging in a classical HJM framework. This includes
the notable work of Jarrow (1994), Rutkowski (1996) and Carmona and Tehranchi (2004).
These all show that interest rates derivatives can be perfectly hedged by using portfolio of
zero-coupon bonds. Numerically computation of hedging performance under HJM models are
not yet implemented.
Even less is known about hedging in one-dimensional Lévy HJM "market" although "it" is known
to be approximately complete, i.e. hedging is achieved by having a sequences of self-financing
portfolios whose L2 limits replicates the contingent claim. To the best of our knowledge of Lévy
HJM models, there is only one paper that examines hedging of interest rate payer swaptions,
a PhD thesis of Vandaele (2010). Vandaele (2010) numerically compared the performance of
delta-hedging and quadratic hedging in a one-dimensional Lévy HJM.
There is a vast amount of literature on USV in term structure models to such an extent that
there are conflicting views as to whether zero-coupon bonds span the fixed income market.
The presence of USV seems to have significant implications for an interest rate model. How-
ever, this is not clear as several authors have positive arguments regarding USV while others
are indifferent. Because implied volatilities for caps and floors are more volatile than the im-
plied volatilities for swaptions, this makes the presence of USV has a minor effect on hedging
swaptions, while it has serious implication for hedging caps/floors.
7.2 Limitations
This study was limited to the discussion of the driving process L which is a one dimensional
processes generated by a generalised hyperbolic (GH) distributions. GH distributions incorpo-
rate many distributions widely used for financial modelling such as normal inverse Gaussian
(NIG) and hyperbolic distribution. GH distributions offer more flexibilities to the driving pro-
cess and we did not consider higher-dimensional driving processes. ”Note that it would not
be appropriate to classify a model driven by a one-dimensional Lévy process as a one-factor
model, since the driving Lévy process itself is already a high-dimensional object“, (Eberlein and
Kluge, 2006, p. 22).
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Conclusion
In this dissertation we have studied and implemented the Heath–Jarrow–Morton (HJM) mod-
els driven by Lévy processes, namely Brownian motion (BM) and the generalised hyperbolic
(GH) motion. The use of the GH motion is supported by statistical analyse showing that GH
distributions give a clear description of financial data. This study arose from a two-fold prob-
lem: (1) empirical studies show that models driven by the BM do not reflect realities in bond
markets, and (2) the great expansion of fixed income markets. Recent studies have tried to
generalise HJM models. The cornerstone of this study was to analyse models driven by a
Brownian motion and by a generalised hyperbolic process, implement the models in MATLAB,
investigate the numerical valuation methods, and calibrate the models to the quoted South
African market data for ATM caps/floors.
The study began with a brief review of a classical HJM framework for no-arbitrage. We also
discussed the form of forward volatility structure that let short-rate processes to follow Markov
processes.
We have opted to work with non-homogeneous Lévy processes in the driving process because
of the flexibility they offer to the model. These include the possibility of derivation of analytical
formulae. The main reason for preferring non-homogeneous over homogeneous Lévy processes
is that the change of measure is vital as this avoids the calculations of joint distribution which
is computationally expensive. We are aware that joint density was derived by Eberlein and
Raible (1999), but its numerical evaluation is highly demanding. Furthermore, under new
measures non-homogeneous Lévy processes retain their properties. That is to say that under
the new martingale measure the driving process is still a process with independent increments
and absolutely continuous characteristics (PIIAC).
We have chosen a model driven by a generalised hyperbolic Lévy process because its class
of distribution is quite flexible so that we do not need to explore higher-dimensional driving
processes. The GH distribution is also rich in structure in that it contains many other distri-
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butions, such as the normal inverse Gaussian and hyperbolic distributions. Although it is a
well-known that a three-factor model describes the patterns of the yield much better than a
one-factor model, in our context of the driving process one cannot classify Lévy HJM model
as in one-factor model because the driving process is already a high-dimensional entity, (see
Eberlein and Kluge (2006)). Hence a one-dimensional driving process suffices for our analysis.
Other than that, we are also very much aware of the Lévy term structure models driven by the
multivariate Lévy process, (see Raible, 2000, Chapter 7).
The central concern is to value interest rate derivatives. Since no closed-form solutions exist,
we have to use numerical approximations. We have discussed and implemented several nu-
merical valuation methods. The first is the Monte Carlo method. It can be applied even if the
change of measure is not required. The main challenge with this method is that the driving
process is a high-dimensional entity and application of the Monte Carlo method entails compu-
tational complexity and is time consuming. Efficient valuation originated from the algorithms
presented by Raible (2000), who used the bilateral Laplace transform, and the extension of
his ideas by Eberlein and Kluge (2006). Among the methods discussed, we have implemented
two methods new to the literature of Lévy term structure models, namely the COS method
by Fang and Oosterlee (2008) and the fractional fast Fourier transform (FrFT) by Chourdakis
(2004). Our numerical results for comparison show that the COS method and FrFT are very
competitive. The COS method converges fast and with an error bound to the power of 10−16.
The main advantage of the COS method is that we do not have to worry about the dampening
parameter which is proven to causes sensitivities to the option value. The only errors involved
in this method arose from the density approximation and the truncation of the integration
range. Since we are interested in the model calibration of interest rate derivatives which can
have maturity of say three-months, it is shown that the COS method is not capable of handling
options with a short times to maturity. To circumvent this, we proposed the integration range
[a, b] to be a function of maturity and we found [−2√T , 2√T ] to provide more stable results.
To prove the validation of a pricing model, at first glance, it must be calibrated to liquid data.
In general, calibration for the term structure model is quite a challenging procedure, due to the
nature and behaviour of the yield curve. We have calibrated our models to South African in-
terest rate caps. In both models driven by a Brownian motion and by a generalised hyperbolic
motion we obtained a nearly exact fit; however we used two different approaches of optimisa-
tion (secant-Levenberg–Marquardt and simulated Annealing). This provides for the accuracy
of calibration to a sufficient extent. Although simulated annealing took longer, it resulted in
the most effective optimisation. To compare the fit, we considered some objective functions.
Our results show that a model driven by GH outperform a model driven by a BM. This is in line
with expected results.
Possible further investigation could be numerical implementation of delta-hedging for cap-
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s/floors in the HJM framework driven by a generalised hyperbolic motion.
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Subsequent theories
A.1 Discounted bond prices in Equation 4.3.13
Recall from Equation 4.2.2 that the short rate process is given by
r(t) = µ(t) +
∫ t
0
σ(s, t) dLQs ,
where µ(t) = f(0, t) + σˆ
2
2a2
(1− e−at)2 and L is a non-homogeneous Lévy process.
The discounted bond prices are given by
















































































S(u, T ) dLu
)






S(u, T ) dLu
)] . (A.1.1)
The fourth equality above holds because
∫ ·
0
S(u, T ) dLu is a process with independent incre-
ments, (see Example 3.6.2).
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A.2 The fast Fourier transform
The integral in Equation 5.3.11 can be seen as a inverse Fourier transform of the function
H(u) = MXT (R − iu)Φˆ(u + iR). Hence we can apply fast Fourier transformation (FFT). FFT
allows rapid calculation of the inverse Fourier transforms with a vectors of strikes easily and
efficiently.









where we impose a constraint that we carefully choose ~H = (hj)
N−1
0 , i.e. a vector consisting of
N function evaluations of the function h, at the points ~u = (uj)
N−1
j=0 .
Let us assume we would like to evaluate option prices using the discrete FT (DFT) approach.











The output of the DFT is another vector given by ~f = (fj)
N−1
0 . Carr and Madan (1999) showed










The computation of the vector Dn(~h) requires about N2 and N2 − N multiplications and ad-
ditions respectively. We can increase the speed of computation if we consider the order of





e−iuxH(u)du = F−1 [H(u)]
we need to find a point M and step size ∆u that truncate the infinite interval so that we can
work with ∫ M
−M
e−iuxH(u) du.
Typically we choose M = 2N − 1.
We then apply Simpson’s rule to find an approximation of the integral with width length of ∆u.









3 + (−1)n+1 − δn
)
,
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where δ is a Kronecker delta defined by
δn =
1, for n=00, otherwise.
H(−u) = H(u) because it contains Fourier transform of real-valued functions, and the complex
conjugate eliminates the complex part of the integral. We can therefore only evaluate for the
positive terms because
∫ c
−cH(u) + H(u) du =
∫ c
0










Where we choose H0 =
H(0)
2
and for n = 1 · · ·N − 1 we choose Hn = H(n∆u). Ultimately, we










For evenly spaced values of x = (x0, · · · , xN−1) with the grid width of ∆x, we choose x0 =
−N
2










Let ∆x∆u = 2pi
N










Fn, Fn = ηne
−ix0n∆uHn,
which is in the form of a discrete Fourier transform, and hence can be computed fairly easily.
A.3 Characteristic function




S(s, U)− S(s, T ) dLs.
The underlying theory here is the Girsanov transformation state in Theorem 3.5.4 and the
change of measure techniques discussed in Section 4.8.





s (iu[S(s, U)− S(s, T )]) ds
)
.
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(exy − 1− xy) νQTs (dx)
=
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(exy − 1− xy) eS(s,T )y νs(dy)













eS(s,T )x − 1− S(s, T )x) νs(dx)
= as[y + S(s, T )] +
1
2





e[S(s,T )+y]x − 1− [y + S(s, T )]x) νs(dx)
−asS(s, T )− 1
2




eS(s,T )x − 1− S(s, T )x) νs(dx)




s (iu(S(s, U)−S(s, T ))) = ψs(iuS(s, U)+(1−iu)S(s, T ))−ψs(S(s, T ),
and thus
χXT (u) = exp
(∫ T
0




This section reviews the Jamshidian decomposition for options on coupon bonds. This de-
composition was pioneered by Jamshidian (1989) for the Vasicˇek model and extended to any
model by Brigo and Mercurio (2006). Moreover, Brigo and Mercurio (2006) showed that the
Jamshidian decomposition is valid for the short-rate model as long as the price process of a
zero-coupon bond is a decreasing function of the interest rate. Therefore, this decomposition
is necessary for derivation of swaption pricing formulae.
Let P (R, t, s) be the time t-price of a zero-coupon bond prevailing or maturing at time s > t and
R be a random variable. Using the same notation as introduced in Section 2.3.2, Jamshidian





ciP (R, T, si)− κ, 0
}
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can be decomposed as
n∑
i=1
ci max{P (R, T, si)− κi, 0},
where κi = P (K,T, si) and K is the unique solution to the equation∑
ciP (K,T, si)−K = 0. (A.4.1)
A.5 Proof: Theorem 6.1.1
Let Φi(x) = (Ki − f(T, Ti, x))+, for i = 1, 2, · · · , n. Φi are generally not integrable, hence to
enforce the degree of integrability, we dampened them and call gi(x) = eRxΦi(x). Hence one
can show that gi(x) satisfies all conditions postulated in Condition 5.3.3.
Recall from (5.3.10) that Φˆi(iR− u) = gˆi(−u).


















Now change variables, i.e. t1 = ex1 and t2 = ex2, where x1 = −iu−R and x2 = R(T, Ti)− iu−R.
Also recall the basic results about beta function∫ 1
0





























The characteristic function of XTn has the same form as in Equation 5.3.2, defined by
χXTn (u) = exp
(∫ T
0
ψs (iuS(s, Tn) + (1− iu)S(s, T ))− ψs (S(s, T )) ds
)
.
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MATLAB codes
This section includes the MATLAB codes. As stated before, we have used n-point Gauss–
Legendre for integration. The scrips for Gauss–Legendre are taken from (Kiusalaas, 2010,
chapter 6). One can also use MATLAB’s built-in integral function.
B.1 Fourier integration method
1 function price = Fourier_method(Driver,PU,PT,U,T,K,params,R,L)
2 % Fourier_method: calculate the price for option on ZCB
3 % Inputs: PU=> U-bond
4 % : PT=> T-Bond
5 % : U=> Bond maturity
6 % : T=> Option maturity
7 % : K=> Option strike price
8 % : L=> Integration trancation range
9 % : Parameters=>[k,lambda,alpha,beta,∆,mu]
10 % Outputs: Price=Call if R>1
11 % =Put if R<0
12 %
13 % References: Eberlein, Glau and papapantoleon: Analysis of Fourier
14 % Transform valuation formulas and applications
15
16 % By Mesias Alfeus: Stellenbosch University
17 %******************************************************************
18 % model parameters
19 sig=params(1);a=params(2);lambda=params(3);alpha=params(4);
20 beta1=params(5); ∆=params(6);mu=params(7);
21 %log moment generating function for the drivers
22 function y=lmgf(u,params)
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23 sig=params(1);a=params(2);lambda=params(3);alpha=params(4);
24 beta1=params(5); ∆=params(6);mu=params(7);















40 % Moment generating function a driving process X under
41 % forward martingale measure
42 function y=mgf(u,T,U,sig,a,params)
43




47 % Fourier transform of dampened payoff function
48 function y=Laplace(z)
49 y = K.^(1+complex(0,1)*z)/(complex(0,1)*z*(1+complex(0,1)*z));
50 end
51
52 % Bond Deterministic part
53 D=(PU/PT).*exp(gaussQuad ( @(t) (lmgf(Vasicekvol(t,T,sig,a),params)-...
54 lmgf(Vasicekvol(t,U,sig,a),params)),0,T,7));
55







B.2 Fast Fourier transform method
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1 function option=FFT_method(Driver,PU,PT,U,T,K,params,N,R)
2 % FFT_method: calculate the price for option on ZCB
3 % Inputs: PU=> U-bond
4 % : PT=> T-Bond
5 % : U=> Bond maturity
6 % : T=> Option maturity
7 % : K=> Option strike price
8 % : Parameters=>[a lambda alpha beta ∆]
9 % : N points
10 % Outputs: Price=Call if R<0
11 % =Put if R>1
12 %
13 % References: Raible (2000): Levy processes in Finance, theory, Numerics
14 % and impirical Facts (Section 3.6)
15
16 % By Mesias Alfeus: Stellenbosch University
17 %**************************************************************************
18 % model parameters
19 sig=params(1);a=params(2);lambda=params(3);alpha=params(4);
20 beta1=params(5); ∆=params(6);mu=params(7);
21 %log moment generating function for the drivers
22 function y=lmgf(u)
23













37 % Characteristic function of a driving process X under
38 % forward martingale measure
39 function y=CF(u,T,U)
40 y = exp( gaussQuad(@(t) (lmgf(1i*u.*Vasicekvol(t,U,sig,a)+(1-1i.*u).*...
41 Vasicekvol(t,T,sig,a))-lmgf(Vasicekvol(t,T,sig,a))),0,T,7) );
42 end
43 % FFT methods
44 n = 2^N; % number of points in integration
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45 du=0.25; % Step size in integration
46 dx=(2*pi)/(du*n); %spacing for strike
47 gamma=(n*dx)/2;
48
49 u1=1:n; % indices





55 %calculate the Laplace transform of the contract function K=1;
56 function y=Laplace(v)
57 %K=1
58 y = 1./(v.*(1+v));
59 end
60 % Convolution
61 Hn = CF(complex(-u,R),T,U).*Laplace(complex(R,u));
62 % calculate the sequence y
63 y=exp(-1i.*u.*gamma).*Hn;
64 kk=1:n;
65 % apply the Simpson integration rule to y
66 y=(y./3).*(3 + (-1).^kk - ((kk-1)==0));
67 % perform the FFT to get Gk
68 Gk = fft(y);
69 % put option price Pk
70 Pk=real(du.*(PT.*exp(-R.*x)/pi).*Gk);
71
72 % Bond Deterministic part
73 D=(PU/PT).*exp(gaussQuad ( @(t) (lmgf(Vasicekvol(t,T,sig,a))-...
74 lmgf(Vasicekvol(t,U,sig,a))),0,T,7));
75 % get strike prices
76 strikes= exp(log(D)-x);
77
78 % Then the price
79 prices=strikes.*Pk;
80 % Option value
81 option = interp1(strikes,prices,K);
82 end
B.3 Fractional fast Fourier transform method
1 function option=FrFT_method(Driver,PU,PT,U,T,K,params,PA,PB,N,R)
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2 % FrFT_method: calculate the price for option on ZCB
3 % Inputs: PU=> U-bond
4 % : PT=> T-Bond
5 % : U=> Bond maturity
6 % : T=> Option maturity
7 % : K=> Option strike price
8 % : Parameters=>[a lambda alpha beta ∆]
9 % : N points
10 % : PA upper bound for integration
11 % : PB bound for log strike (-PB,PB)
12 % Outputs: Price=Call if R<0
13 % =Put if R>1
14 %
15 % References: Raible (2000): Levy processes in Finance, theory, Numerics
16 % and impirical Facts (Section 3.6)
17 % : Chourdakis (2004)
18 % By Mesias Alfeus: Stellenbosch University
19 %**************************************************************************
20 % model parameters
21 sig=params(1);a=params(2);lambda=params(3);alpha=params(4);
22 beta1=params(5); ∆=params(6);mu=params(7);
23 %log moment generating function for the drivers
24 function y=lmgf(u)
25













39 %calculate the Laplace transform of the contract function K=1;
40 function y=Laplace(v)
41 %K=1
42 y = 1./(v.*(1+v));
43 end
44 % Characteristic function of a driving process X under
45 % forward martingale measure
46 function y=CF(u,T,U)
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47 y = exp( gaussQuad(@(t) (lmgf(1i*u.*Vasicekvol(t,U,sig,a)+(1-1i.*u).*...
48 Vasicekvol(t,T,sig,a))-lmgf(Vasicekvol(t,T,sig,a))),0,T,7) );
49 end















65 n = 2^N; % number of points in integration
66 du=PA/n; % Step size in integration
67 dx=(2*PB)/n; % spacing for strike
68 a1=(du.*dx)/(2*pi); % fractional parameter
69 gamma=-PB; % first grid
70
71








80 % apply the Simpson integration rule to y
81 y=(y./3).*(3 + (-1).^kk - ((kk-1)==0));
82 % perform the frft to get Gk
83 Gk =frft(y,a1); % a=alpha
84 % put option price Pk
85 Pk=real((PT.*exp(-R.*x)/pi).*Gk);
86
87 % Bond Deterministic part
88 D=(PU/PT).*exp(gaussQuad ( @(t) (lmgf(Vasicekvol(t,T,sig,a))-...
89 lmgf(Vasicekvol(t,U,sig,a))),0,T,7));
90 % get strike prices
91 strikes= exp(log(D)-x);
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92
93 % Then the price
94 prices=strikes.*Pk;
95 % Option value




2 % Cosine_method: Evaluate call and put value using COS method
3 % inputs: Driver=> 'BM' or 'GH'
4 % : K => strike
5 % : PU-Bond maturing at time U
6 % : PT-Bond maturing at time T
7 % : U-Bond maturity
8 % : T -Option maturity
9 % : N for the number of points
10 % : params=> [k lambda alpha beta ∆];
11
12 % outputs: call option
13 % : put option
14
15 % Main reference: F. Fang and C.W. Oosterlee (2008) " A novel pricing for
16 % European options based on Furier-Cousine series expansions"
17 %
18 % 2014 Mesias Alfeus
19 %**********************************************************************************
20 % model parameters
21 sig=params(1);k=params(2);lambda=params(3);alpha=params(4);
22 beta1=params(5); ∆=params(6);mu=params(7);
23 %log moment generating function for the drivers
24 function y=lmgf(u)
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56 % Characteristic function of a driving process X under
57 % forward martingale measure
58 function y=CF(u,T,U,sig,k)





64 L=2; % our suggestions
65 NK=size(K,1); % number of strikes
66
67
68 % Bond Deterministic part
69 D=(PU/PT).*exp(gaussQuad ( @(t) (lmgf(Vasicekvol(t,T,sig,k),params)-...
70 lmgf(Vasicekvol(t,U,sig,k),params)),0,T,7));
71
72 % The center
73 x=repmat(double(log(D./K))',n,1);
74 a=x-L*sqrt(T);b=x+L*sqrt(T); % Our choice
75
76 kn=repmat((0:n-1)',1,NK);
77 % Coeffiecient for put
78 vkp=@(x) vk_put(x,b,a,K);
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79




84 Vk=vkp(kn); % Coeffient
85 put=double(PT.*(sum(Ak.*Vk)-0.5*(Ak(1,:).*Vk(1,:))))'; % put option
86





2 % Fourier_Swaption: calculate the price for swaption
3 % Inputs: P=> vector of initial zero-coupon bonds
4 % : T=> vector of maturity times
5 % : kappa=> ATM strike
6 % : tenor=> tenor
7 % : Params=>[sig, a lambda alpha beta ∆]
8 % : L=> integration range
9 % Outputs: Price=Reciever if R>1
10 % =Payer if R<0
11 %
12 % References: Eberlein and Kluge (2004):Exact pricing formulae for caps and
13 % swaptions in a Levy term structure ...
model
14
15 % By Mesias Alfeus: Stellenbosch University
16 %**************************************************************************
17
18 % model parameters
19 sig=params(1);a=params(2);lambda=params(3);alpha=params(4);
20 beta1=params(5); ∆=params(6);
21 %log moment generating function for the drivers
22 function y=lmgf(u)
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37 % moment generating function for X_T
38 function y=mgf(u,T,U)
39








47 % Deterministic part
48 D=zeros(N,1);
49 for i=1:N



















68 % The Bilateral Laplace
69 function f=laplace(D,B,K,u)
70 f=exp(u.*K).*(sum(D.*exp(B.*K).*((-1)./(B+u)))+1./u);
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71 end
72
73 % Final value
74 option=P(1).*gaussQuad( @(u) real(laplace(D,B,K,complex(R,u))...
75 .*mgf(complex(-R,-u),T(1),T(N)).*(1/(2*pi)) ), -L,L,7);
76 end
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