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MONODROMIE ALGe´BRIQUE DES GROUPES D’ARTIN DIe´DRAUX
IVAN MARIN
Re´sume´. En vue d’e´tudier la the´orie des repre´sentations d’un groupe d’Artin die´dral B,
nous construisons des morphismes rationnels de B vers les inversibles de l’alge`bre des tresses
infinite´simales associe´e. Pour ce faire, nous construisons des analogues aux associateurs de
Drinfeld en rang 2 pour toutes les syme´tries die´drales du plan.
Abstract. Towards the study of the representation theory of any dihedral Artin group B,
we build rational morphisms from B to the group of invertible elements of the associated
infinitesimal braids algebra. For this we build analogons of Drinfeld associators, in rank 2 for
arbitrary dihedral symmetries of the plane.
MSC 2000. 20F36, 14F35, 20C08.
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0. Introduction
Soit W un groupe de Coxeter fini, et B le groupe de tresses ge´ne´ralise´ ou groupe d’Artin
associe´. Une pre´sentation de B est de´duite de la pre´sentation de Coxeter deW en n’imposant
pas aux ge´ne´rateurs σ1, . . . , σn d’eˆtre involutifs. On a donc toujours une projection naturelle
π : B →W , dont le noyau P est un sous-groupe caracte´ristique de B (cf. [CoP]) appele´ groupe
des tresses pures associe´ a` W . Cette de´finition alge´brique de B et P est essentiellement duˆe a`
Tits. Dans le cas ou` W est de type An, le groupe d’Artin associe´ a` W est le groupe de tresses
classique sur n+1 brins. Ces groupes naturellement associe´s aux groupes de Coxeter finis sont
infinis de type fini, sans torsion et line´aires [Di]. Le lien de B avec W semble suffisamment
rigide pour que l’on puisse espe´rer esquisser une the´orie des repre´sentations de B en lien avec
celle de W .
Une de´finition topologique de B et P , essentiellement duˆe a` Brieskorn, provient de la de-
scription de W comme groupe de re´flexions de Rn. Si l’on note H l’ensemble des hyperplans
noyaux des re´flexions de W , et H
C
son complexifie´ dans Cn, P s’identifie au groupe fonda-
mental de X = Cn \H
C
, et B au groupe fondamental du quotient de X par l’action naturelle
de W .
Cet espace X est le comple´mentaire dans Cn ou Pn(C) d’un arrangement central d’hy-
perplans et un K(P, 1). Soit gX son alge`bre de Lie (gradue´e) d’holonomie. Elle admet une
pre´sentation simple sur Z par ge´ne´rateurs et relations, avec un ge´ne´rateur tH (de degre´ 1)
par e´le´ment H de H, et des relations quadratiques. Soit k un corps de caracte´ristique 0, et
kh = k((h)) le corps des se´ries de Laurent sur k. On note gX [k] = gX ⊗ k. L’action de W
sur X induit une action de W sur gX , et on a une 1-forme canonique Ω sur X a` valeurs
dans UgX [k] qui est W -invariante. On note UgX(k) la comple´tion de UgX [k] par rapport a`
sa graduation naturelle et B[k] = kW ⋉ UgX [k], B(k) = kW ⋉ UgX(k). Pour k = C les
inte´grales ite´re´es de Chen permettent d’associer a` chaque choix d’un point-base z de X un
morphisme
∫
z : B → B(C).
Date: 28 aouˆt 2004.
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L’inte´reˆt de ces morphismes en termes de the´orie des repre´sentations (en dimension finie
et en caracte´ristique 0) est le suivant. A toute repre´sentation ρˇ : W → GLN (C) de W on
peut associer une varie´te´ alge´brique V(ρˇ) = {ρ : B[C] → MN (C) | ResW ρ = ρˇ} et a` tout
ρ ∈ V(ρˇ) une repre´sentation ρh : B(C)→MN (Ch) avec kh = k((h)), donc une repre´sentation∫
z ◦ρh : B → GLN (Ch) de B. En particulier, chacune des varie´te´s V(ρˇ) contient une famille a`
un parame`tre naturelle qui permet d’obtenir les repre´sentations de l’alge`bre d’Iwahori-Hecke
ge´ne´rique associe´e a` W . D’autre part, toute repre´sentation irre´ductible de B[C] donne lieu a`
une repre´sentation irre´ductible de B sur Ch.
Enfin, ces repre´sentations sont universellement convergentes en h, et les re´pre´sentations
irre´ductibles obtenues sur Ch restent irre´ductibles apre`s spe´cialisation en h ∈ C pour tout
h en dehors d’un ensemble localement fini de complexes. Comme ces ope´rations sont com-
patibles au coproduit naturel de CB et de B[C] cela permet notamment d’introduire des
structures naturelle qui refle`tent « infinite´simalement » les alge`bres d’Iwahori-Hecke, ou en-
core de de´montrer des re´sultats d’irre´ductibilite´ des produits tensoriels de repre´sentations de
B (cf. [Ma2, Ma3]).
Cependant cette construction de monodromie transcendante, e´galement utilise´e dans [BMR]
pour la construction d’alge`bres de Hecke cyclotomiques, est entache´e de plusieurs de´fauts.
Outre la non-canonicite´ du choix d’un point-base dans un espace non contractile, ni meˆme
simplement connexe, elle ne permet pas de rendre compte de l’apparition fre´quente de struc-
tures unitaires sur les repre´sentations de B, et ne garde pas trace du corps de de´finition de
la repre´sentation infinite´simale ρ. En particulier, il serait utile d’avoir, pour tout corps k de
caracte´ristique 0, des morphismes (injectifs) d’alge`bres de Hopf Φ˜ : kB → B(k) tels que,
posant π(σi) = si, Hi = Ker (si − 1) et ti = tHi , Φ˜ ve´rifie la
Condition fondamentale : Pour tout i ∈ [1, n], il existe λ ∈ k× tel que Φ˜(σi) est conjugue´
a` si expλti par un e´le´ment grouplike de Ug(k).
Sous cette hypothe`se, les raisonnements de [Ma1] s’adaptent imme´diatement et montrent
entre autres que la correspondance Φ̂ entre repre´sentations de B[k] sur k et repre´sentations
de B sur kh naturellement associe´ a` Φ˜ est un foncteur qui pre´serve toutes les proprie´te´s
essentielles de the´orie des repre´sentations. En particulier, on a une notion de repre´sentations
formellement unitaires de B sur GLN (Rh) qui permettent d’obtenir, apre`s torsion du corps
des coefficients et spe´cialisation en h imaginaire pur proche de 0 des repre´sentations unitaires
de B. On a e´galement une notion simple de repre´sentations infinite´simalement unitaires ρ :
B[R] → MN (R), de´finie par ρ(s) ∈ ON (R) si s ∈ W et ρ(tH) syme´trique, telle que, si ρ est
infinite´simalement unitaire, Φ̂(ρ) est formellement unitaire. L’existence de tels morphismes
permettrait notamment de montrer qu’il existe sur les repre´sentations des alge`bres de Hecke
une structure unitaire directement issue des repre´sentations orthogonales deW . D’autre part,
l’exemple du type A montre que les structures unitaires connues sur les repre´sentations de B
ont toutes une interpre´tation simple au niveau infinite´simal.
On peut construire de tels morphismes pour le type A a` l’aide des associateurs rationnels
dont Drinfeld e´tablit l’existence dans [Dr]. L’ide´e ge´ne´rale de la de´monstration de Drinfeld
est la suivante. A partir d’un choix de point-bases tangentiels de X on peut construire un
morphisme Φ˜ : B → B(C), qui ve´rifie bien la proprie´te´ voulue pour λ = iπ. On introduit alors
le groupe des automorphismes Γ de B tels que Φ˜ ◦Γ ve´rifie encore la condition fondamentale.
Malheureusement ce groupe discret est trop petit pour que Φ˜ ◦ Γ puisse eˆtre de´fini sur Q.
Pour pallier a` cette difficulte´, on montre que Φ˜ s’e´tend en un morphisme B(C) → B(C),
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ou` B(k) de´signe l’ensemble des k-points d’un sche´ma en groupe naturellement relie´ a` la
comple´tion k-pro-unipotente de P , qui contient B. On introduit alors un sous-groupe G(k)
des automorphismes de B(k), qui agit librement et transitivement sur l’ensemble de ces
automorphismes. D’un autre coˆte´, les scalaires λ ∈ k× agissent sur B(k) par tH 7→ λtH ,
donc sur l’ensemble des morphismes conside´re´s. On en de´duit qu’a` tout Φ˜ on peut associer un
sous-groupe a` un parame`tre de G(k), donc un e´le´ment non trivial de son alge`bre de Lie G(k).
Si le groupe G(k) est choisi suffisamment petit, un tel e´le´ment de´termine inversement un
unique morphisme Φ˜. Il suffit donc de montrer que G(k) contient des e´le´ments non triviaux,
et cela de´coule alors du fait que c’est le cas de G(C) a` cause de l’existence d’un morphisme
sur C.
C’est cette de´monstration que nous adaptons ici pour montrer l’existence d’un morphisme
Φ˜ de´fini sur Q pour les groupes die´draux, correspondant au type I2(m). Pour m = 3 il s’agit
donc d’une reformulation de la de´monstration de Drinfeld, a` ceci pre`s que nous ne prenons pas
en compte l’e´quation dite du pentagone, qui n’a pas de sens en rang 2. Le groupe G(k) pour
m = 3 est donc ici plus gros que le groupe de Grothendieck-Teichmu¨ller conside´re´ dans [Dr].
Pourm impair c’est un groupe naturellement associe´ au groupe d’Artin B, et la de´monstration
de Drinfeld s’adapte parfaitement. Si m est pair il faut se restreindre a` un sous-groupe de
G(k), forme´ des morphismes compatibles avec l’automorphisme non trivial du diagramme de
Coxeter correspondant a` W pour que le raisonnement ci-dessus s’applique. Cette distinction
entre les cas m pair et impair recouvre les diffe´rences de the´orie des repre´sentations de W
entre ces deux cas.
Le re´sultat principal de cet article peut donc s’e´noncer comme suit
The´ore`me. Si W est de type I2(m), pour tout corps k de caracte´ristique 0 il existe un
morphisme Φ˜ : kB → B(k) qui ve´rifie la condition fondamentale.
Dans [En], B. Enriquez montre l’existence de morphismes en type Bn qui ve´rifient la con-
dition fondamentale. De tels morphismes existent donc au moins en type An, Bn, et I2(m).
Dans l’appendice 3 nous e´claircissons le lien entre les notations d’Enriquez et les noˆtres.
Une diffe´rence notable avec l’approche par inte´grales ite´re´es et point-base est que les mor-
phismes associe´s, sur un corps k ⊂ R, ne sont jamais universellement convergents. En effet,
si l’un d’entre eux l’e´tait toute repre´sentation de B(R) infinite´simalement unitaire donnerait
lieu a` des repre´sentations de B unitarisables pour toute spe´cialisation imaginaire pure de h.
En particulier, les repre´sentations de l’alge`bre de Hecke H(q) associe´e a` W seraient unitaris-
ables pour toute valeur de q de module 1. Comme pour le groupe de tresses habituel (W de
type An), nous montrons en section 1.3 que ce n’est pas le cas. Inversement, cela sugge`re que
d’e´ventuelles proprie´te´s de convergence de ces morphismes sont relie´es a` des proprie´te´s de
the´orie de repre´sentation des groupes d’Artin.
Conventions ge´ne´rales. Parmi les actions a` gauches que nous conside´rerons, la notation
g •A de´signera toujours implicitement la conjugaison par g : g •A = gAg−1. Comme l’action
de g ∈ W sur A ∈ A(k) (de´finie en 1.2)s’identifie a` la conjugaison de A par g dans B(k) on
utilisera e´galement cette notation dans ce cadre. On convient d’autre part g • xy = g • (xy)
et gg′ • x = (gg′) • x pour alle´ger les notations.
Si (ai)r≤i≤s est une famille d’e´le´ments d’un mono¨ıde, on utilisera les notations
s∏
i=r
ai = arar+1 . . . as,
r∏
i=s
ai = asas−1 . . . ar
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Dans ce qui suit, k de´signera un corps quelconque de caracte´ristique 0, et k× le groupe de
ses e´le´ments non nuls. Si A est une k-alge`bre, toujours suppose´e unife`re, on de´signera par A∗
le groupe de ses e´le´ments inversibles. Si A est une k-alge`bre de Hopf, toujours suppose´e avec
antipode, on de´signera par A× le groupe de ses e´le´ments grouplike.
1. Ge´ne´ralite´s
1.1. De´finitions. Soit m ≥ 3, W le groupe die´dral d’ordre 2m, c’est-a`-dire le groupe de
re´flexions de type de Coxeter I2(m). On note θ = π/m et c = 2cos(θ). Deux pre´sentations
classiques de W sont donne´es par < s, ω | s2 = ωm = 1, sω = ω−1s > et < s, s′ | s2 =
(s′)2 = 1, (s′s)m = 1 >, le passage entre les deux e´tant donne´ par les formules ω = s′s,
s′ = ωs. Les re´flexions de W sont les e´le´ments de la forme sωr pour 0 ≤ r ≤ m− 1.
On de´finit le groupe d’Artin (ou groupe de tresses ge´ne´ralise´) B associe´ a` W par la
pre´sentation
< σ, τ | O = στσ . . .︸ ︷︷ ︸
m facteurs
= τστ . . .︸ ︷︷ ︸
m facteurs
>
On a un morphisme π : B →W de´fini par σ 7→ s, τ 7→ s′, dont le noyau P est appele´ groupe
de tresses pures associe´ a` W . Le centre de B est cyclique infini, engendre´ par O2 ∈ P si m
est impair et par O 6∈ P si m est pair. La diffe´rence essentielle entre les cas pair et impair au
niveau deW tient a` ce que, d’une part le centre deW est cyclique d’ordre 2 engendre´ par ω
m
2
si m est pair, alors qu’il est trivial si m est impair ; d’autre part que W admet deux classes
de conjugaison de re´flexions dans le cas pair, une seule dans le cas impair.
Le groupe Out(B) a e´te´ de´termine´ dans [GHMR] (voir e´galement [CrP]). Si m est impair
il est cyclique d’ordre 2, engendre´ par l’automorphisme σ 7→ σ−1, τ 7→ τ−1 (automorphisme
« image miroir de la tresse »), qui est compatible a` la projection π : B →W . Si m est pair au
contraire ce groupe est infini, engendre´ par l’automorphisme image miroir, un automorphisme
d’ordre infini σ 7→ τ−1, τ 7→ τστ , et l’automorphisme involutif du diagramme de Coxeter
J : σ 7→ τ , τ 7→ σ. Lorsque m est impair on peut encore de´finir J , mais il est alors inte´rieur :
il s’agit de la conjugaison par O. Les deux ge´ne´rateurs supple´mentaires de Out(B) dans le
cas pair rele`vent les automorphismes de W de´finis par s 7→ ωs, ω 7→ ω et s 7→ ωs, ω 7→ ω−1.
Dans le cas impair ces automorphismes sont e´galement inte´rieurs, conjugaisons par ω
m+1
2 et
sω
m−1
2 respectivement.
Tous les automorphismes de B rele`vent donc un automorphisme de W , et en particulier
P est un sous-groupe caracte´ristique de B pour toute valeur de m (il est stable par tout
automorphisme).
1.2. Alge`bre des tresses infinite´simales. Soit m ≥ 3. On pose θ = π/m, θr = rθ et vr =
(cos θr, sin θr) pour tout r ∈ Z. Soit αr ∈ (R2)∗ la forme line´aire de´finie par αr(v) = det(vr, v),
∆r = Kerαr ⊂ R2. Elle s’e´tend en une forme line´aire sur C2 encore note´e αr dont le noyau
est l’hyperplan Hr ⊂ C2. Pour toute k-alge`bre (de Lie) A avec k ⊂ C et t0, . . . , tm−1 ∈ A, on
peut de´finir la 1-forme diffe´rentielle sur X = C2 \H0 ∪ · · · ∪Hm−1 a` valeurs dans A suivante
Ω =
m−1∑
k=0
tk
dαk
αk
.
On ve´rifie imme´diatement que Ω est inte´grable si et seulement si t0 + · · · + tm−1 commute a`
chacun des tr. L’alge`bre de Lie d’holonomie g deX, ou alge`bre de Lie des tresses infinite´simales
pures associe´e a`W , est de´finie surQ par ge´ne´rateurs t0, . . . , tm−1 et relation T = t0+· · ·+tm−1
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central. On note g′ le quotient de g par son centreQT , et ti l’image de ti dans g′. Elle s’identifie
a` une sous-alge`bre de g par ti 7→ ti − Tm . Pour tout corps k de caracte´ristique 0 on note
g[k] = g⊗k, g′[k] = g′⊗k, Ug[k] = Ug⊗k, Ug′[k] = Ug′⊗k. Les alge`bres de Lie g[k] et g′[k]
ainsi que leurs alge`bres enveloppantes sont naturellement gradue´es par deg ti = deg ti = 1.
On note g(k), g′(k), A(k) et A′(k) leur comple´tion respectivement a` cette graduation. On
notera e´ventuellement tHi = ti.
Le groupe W agit sur X par la repre´sentation de re´flexion, s agissant par la matrice(
1 0
0 −1
)
et ω par la rotation d’angle 2θ, et sur A(k) par s.tr = t−r, ω.tr = tr+2, ou`
l’addition est de´finie modulom (tr+m = tr). La 1-forme Ω a` valeurs dansA(k) est e´quivariante
pour ces actions, donc peut eˆtre conside´re´e comme une 1-forme sur X/W . On a P = π1(X),
B = π1(X/W ).
L’action de W sur A(k) est he´rite´e de l’action par conjugaison g • x = gxg−1 de W sur
l’ensemble de ses re´flexions, l’hyperplan Hr e´tant stable pour la re´flexion sω
r, et ω • (ωrs) =
ωr+2s, s • (ωrs) = ω−rs. On note B[k] = kW ⋉ Ug[k] le produit semi-direct d’alge`bres de
Hopf correspondant, que l’on appelle alge`bre (de Hopf) des tresses infinite´simales associe´e a`
W , et on note B(k) = kW ⋉ Ug(k) sa comple´tion par rapport a` la graduation deg(ti) = 1,
deg(g) = 0 si g ∈ W . De fac¸on similaire, on note B′[k] = kW ⋉ Ug′[k] le quotient de B[k]
par la relation T = 0 et B′(k) sa comple´tion.
1.3. Repre´sentations de W . Un des mode`les matriciels de la repre´sentation de re´flexion
de W (ou de sa contragre´diente suivant la convention choisie) est donne´ par
ρ(s) =
( −1 0
−c 1
)
ρ(s′) =
(
1 −c
0 −1
)
et, de fac¸on ge´ne´rale, les repre´sentations de W sont de´finies sur k = Q(cos θ) ⊂ R. De plus,
elles peuvent eˆtre de´finies par des matrices orthogonales sur k. Chacune de ces repre´sentations
ρ : W → GLN (k) peut eˆtre e´tendue a` B[k] par ρ(tH) = ρ(sH), ou` sH ∈ W de´signe la
re´flexion autour de l’hyperplan H. Ces repre´sentations et en particulier l’image par ρ de g[k]
ont e´te´ e´tudie´es dans [Ma2, Ma3]. On en de´duit comme dans [Ma1] que, une fois construit un
morphisme Φ˜ ve´rifiant la condition fondamentale de l’introduction, on peut associer a` chacune
de ces repre´sentations ρ une repre´sentation Φ̂(ρ) : B → U ǫN (k) ou` U ǫN (k) ⊂ GLN (kh) de´signe
le groupe unitaire formel associe´e a` l’automorphisme topologique de kh de´fini par h 7→ −h. Si
un tel morphisme e´tait universellement convergent, par spe´cialisation en tout h imaginaire pur
on obtiendrait des repre´sentations unitaires de B. Ces repre´sentations ve´rifient que l’image
de σ est semisimple et a pour spectre {eλh,−e−λh}. On en de´duit que, quitte a` multiplier
l’image des ge´ne´rateurs par v = eλh, ces repre´sentations se factorisent par l’alge`bre de Hecke
associe´e au parame`tre v2. De plus, si ρ est irre´ductible, ces repre´sentations spe´cialise´es en h
sont irre´ductibles pour toute valeur h en dehors d’un ensemble localement fini de complexes.
L’alge`bre de Hecke associe´e au parame`tre u = v2 est le quotient de CB par les relations
(σ + 1)(σ − u) = 0, (τ + 1)(τ − u) = 0. Posons dj = 2cos j πm . Alors (cf. [GP] lemme 8.1.10,
et th. 8.3.1) les repre´sentations irre´ductibles de dimension 2 de cette alge`bre de Hecke sont
toutes de la forme ρj, pour 1 ≤ j ≤ m−12 , avec
ρj(σ) =
( −1 0
vdj v
2
)
ρj(τ) =
(
v2 vdj
0 −1
)
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Fixons j, et soit a (resp. b) le projecteur sur l’espace propre de ρj(σ) (resp. ρj(τ)) correspon-
dant a` la valeur propre −1 paralle`lement a` l’autre espace propre. Si ρj est unitarisable en tant
que repre´sentation de B, cela implique que a et b sont autoadjoints positifs, donc qu’il en est
de meˆme de aba. Mais le spectre de aba est compose´ de 0 et de d2j/(1+2 cosα), si u = exp iα.
Cela n’est donc possible que si cosα > −1/2. (Cet argument est emprunte´ a` [We], prop. 2.9.)
En particulier, il ne peut pas exister de morphisme Φ˜ universellement convergent de´fini sur
R.
1.4. Comple´tions de P et de B. Comme B est une extension deW par P , B est naturelle-
ment isomorphe a` B ⋉ P/Q, ou` Q est le sous-groupe de B ⋉ P engendre´ par les e´le´ments de
la forme x.x−1 pour x ∈ P . Puisque P est une extension centrale d’un groupe libre par Z,
il est re´siduellement nilpotent sans torsion, c’est-a`-dire que P se plonge dans sa comple´tion
k-prounipotente P (k) (cf. [Bo] II §6 ex. 4 p.91 et [De] p. 175-178). L’action par conjugaison
de B sur P s’e´tend en une action de B sur P (k) et B se plonge dans B(k) = B ⋉ P (k)/Q.
On en de´duit une surjection naturelle π : B(k)→ W de noyau P (k).
Soit Pr = P/C
rP ou` CrP est le r-ie`me terme de la suite centrale descendante de P .
Le groupe Pr est nilpotent sans torsion, donc Pr = expLr ou` Lr est une Z-alge`bre de Lie
nilpotente. On a alors Pr(k) = expLr ⊗Z k et P (k) est la limite projective des Pr(k). C’est
un k-sche´ma en groupe affine (k-groupe) pro-unipotent. Nous renvoyons a` [DG] pour les
re´sultats e´le´mentaires sur ces objets. Si l’on de´signe par L(k) la limite projective des Lr(k),
alors P (k) = expL(k). On peut alors de´finir, pour tous X ∈ P (k), λ ∈ k, Xλ = expλx, si
x = logX ∈ L(k).
Si Γ est un automorphisme continu de k-groupe de P (k), on a alors Γ(Xλ) = Γ(exp(λx)) =
exp(λΓ(x)) = Γ(X)λ, ou` X = ex, x ∈ L(k) et λ ∈ k.
De meˆme, B(k) est canoniquement muni d’une structure de k-groupe. Soit Γ un auto-
morphisme de B(k). On dit que Γ est pur si π ◦ Γ = π. Il se restreint alors en un au-
tomorphisme continu de P (k). Soit g ∈ B(k) tel que π(g) est d’ordre 2 (par exemple si
π(g) est une re´flexion), et λ ∈ k. On de´finit g<λ> = g(g2)λ−12 . On a (g<λ>)<µ> = g<λµ>.
Si Γ est pur alors π(Γ(g)) = π(g) et Γ(g)<λ> = Γ(g<λ>). On montre alors aise´ment que
Γ(g<λ>)<µ> = Γ(g)<λµ> = Γ(g<λµ>) pour tous λ, µ ∈ k.
Supposons donne´ un morphisme Γ : B → B(k) tel que Γ(σ) = G−1σ<λ>G, Γ(τ) =
F−1τ<µ>F avec F,G ∈ P (k) et λ, µ ∈ k. Il s’e´tend suivant les inclusions naturelles Lr →֒
Lr ⊗Z k en un automorphisme de k-groupe de B(k) encore note´ Γ tel que π ◦ Γ = π.
Le centre de P est engendre´ par Z = (στ)m = (τσ)m, et P lui-meˆme est engendre´ par
u0, . . . , um−1 ou` l’on a de´fini
u0 = σ
2, u1 = τ
2, u2r = (τσ)
r • σ2, u2r+1 = (τσ)r • τ2.
On a um−1 . . . u1u0 = (στ)m = Z et, a` partir de la description ge´ome´trique de P comme
groupe fondamental on montre qu’une pre´sentation de P est
< u0, . . . , um−1, Z | um−1 . . . u1u0 = Z, (Z, ui) = 1 >
ou` (x, y) = xyx−1y−1. On en de´duit que L(Q) est topologiquement engendre´e par des
ge´ne´rateurs v0, . . . , vm−1, z avec ui = exp vi, Z = exp z et relations v0 + · · · + vm−1 = z,
[z, vi] = 0. D’autre part, on a un morphisme P →< Z > de´fini par ui 7→ Z, Z 7→ Zm qui
s’e´tend en un morphisme P (Q) → expQz dont la diffe´rentielle L(Q) → Qz est vi 7→ z,
z 7→ mz. Ceci permet de l’e´tendre en un morphisme P (k) → expkz. Ce morphisme est
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scinde´ par Z 7→ Z 1m = exp( zm), ce qui permet de de´composer P (k) en un produit direct
P ′(k) × expkz.
2. L’associateur transcendant
2.1. Re´duction a` une variable. On rappelle que θ = π/m, θr = rθ, vr = (cos θr, sin θr),
αr(v) = det(vr, v). On a Kerαr = Rvr = Kerαr+m ou` l’addition est modulo 2m. Pour
0 ≤ r ≤ 2m− 1, on note Ur = R∗+vr +R∗+vr+1 le demi-coˆne ouvert engendre´ par vr et vr+1,
∆r = Rvr, ∆ =
⋃m−1
r=0 ∆r.
En coordonne´es polaires, tout v ∈ R2\{0} s’e´crit uniquement sous la forme v = (ρ cos u, ρ sin u)
avec ρ > 0, u ∈ [0, 2π[. On a alors αr(v) = ρ sin(u − θr) et Ur s’identifie (analytiquement)
a` R∗+ × Vr, ou` Vr =]θr, θr+1[. On conside`re le syste`me diffe´rentiel sur R2 \∆ a` valeurs dans
A(R)
dF = ΩF, Ω =
m−1∑
r=0
tr
dαr
αr
.(2-1)
Comme dαr = sin(u− θr)dρ+ ρ cos(u− θr)du, on a
Ω =
m−1∑
r=0
tr
(
dρ
ρ
+ cotg(u− θr)du
)
ou` cotgz = cos z/ sin z. On en de´duit que (2-1) est e´quivalent a`
∂F
∂ρ
=
T
ρ
F
∂F
∂u
=
(
m−1∑
r=0
trcotg(u− θr)
)
F(2-2)
avec T =
∑m−1
r=0 tr. Il est donc e´quivalent de conside´rer le syste`me a` valeurs dans A′(R) donne´
par ∂F/∂ρ = 0 et
∂F
∂u
=
(
m−1∑
r=0
trcotg(u− θr)
)
F(2-3)
Ainsi F est une fonction de u, et du fait que cotg(u)− 1/u est analytique en 0 on de´duit (cf.
appendice 1, lemmes 13 et 14) qu’il existe des solutions uniques de (2-3) sur Vr telles que
Fr,+ ∼ (u− θr)tr , u→ θ+r , Fr+1,− ∼ (θr+1 − u)tr+1 , u→ θ−r+1,
ou` l’on a pose´ tr+m = tr, qui sont a` valeurs grouplike (cf. appendice 1, lemme 16).
On conside`re l’e´quation diffe´rentielle (2-3) pour u une variable complexe, c’est-a`-dire d’abord
u ∈ B = ([0, 2π[+iR) \Θ, ou` Θ = πmZ. On note Dr = θr + iR−, B′ = B \
⋃m−1
r=0 Dr. Comme
B′ est simplement connexe, chacune des fonctions Fr,± s’e´tend en une fonction analytique sur
B′. On en de´duit (cf. appendice 1, lemme 15) que Fr,+ = Fr,− exp(iπtr).
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Fig. 1 – Trivialite´ homotopique du demi-tour
2.2. E´quation du demi-tour. L’e´quation (2-3) s’e´crit dF = Ω′F , ou` Ω′ =
∑m−1
r=0 trcotg(u−
θr)du est une 1-forme sur C = (C \Θ)/πZ. Notons Ĉ = C ∪ {i∞,−i∞} le compactifie´ de C
en i∞ et −i∞, Ĉ = C∪ {∞} la sphe`re de Riemann, ζ = exp(2iθ) et µm = {ζr | r ∈ Z}. On
a un isomorphisme Ĉ \Θ→ Ĉ \µm donne´ par l’application ϕ : u 7→ exp(2iu), avec ϕ(i∞) = 0,
ϕ(−i∞) =∞. On a cotg(u) = (ϕ(u) + 1)/(ϕ(u) − 1), donc
ϕ∗Ω′ =
n−1∑
r=0
tr
zζ−r + 1
zζ−r − 1
dz
z
=
m−1∑
r=0
tr
z + ζr
z − ζr
dz
z
=
m−1∑
r=0
tr
2ζr
z − ζr
dz
z
est une 1-forme sur C \ (µm ∪ {0}). Comme
∑m−1
r=0 tr = 0, on montre aise´ment que ϕ∗Ω
′
s’e´tend en une 1-forme ferme´e sur Ĉ \ µm, donc que Ω′ s’e´tend en une 1-forme ferme´e sur
Ĉ \Θ. En particulier, le chemin emprunte´ pour prolonger analytiquement F0,+ au voisinage
de π+ devient un lacet homotopiquement trivial de Ĉ \Θ, d’ou` F0,+(u) = F0,+(u+ π), donc
F0,+(u) ∼ (u− π)t0 quand u→ 0 et F0,+ = Fm,+.
2.3. Action du groupe die´dral. On conside`re a` nouveau l’e´quation (2-3), cette fois sur
Y = (R \ Θ)/πZ. On a une action naturelle du groupe die´dral W sur R2, ou` s agit par la
matrice
(
1 0
0 −1
)
et ω par la rotation d’angle 2θ. Si v = (ρ cos u, ρ sin u) ∈ R2 \ {0}, on a
s.v = (ρ cos(−u), ρ sin(−u))
ω.v = (ρ cos(u+ 2θ), ρ sin(u+ 2θ))
donc on en de´duit une action de W sur Y , par s.u = −u, ω.u = u+2θ. De l’action de W sur
A′(R) on de´duit une action deW sur le faisceau F des solutions de (2-3) sur Y . En effet, soit G
le faisceau des fonctions analytiques sur Y . Si U est un ouvert de Y , f ∈ G(U) et g ∈W on note
g.f ∈ G(g.U) : u 7→ g.f(g−1.u). E´tendant cette action aux formes diffe´rentielles, on remarque
que g.Ω′ = Ω′ pour tout g ∈ W , donc si f ∈ F(U) on a g.f ∈ F(g.U). Par comparaison des
comportements asymptotiques on en de´duit ω •Fr,± = Fr+2,± et s •Fr,± = F2m−r,∓ = F−r,∓.
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Par le the´ore`me de Cauchy sur V0 et V1, il existe Φ0,Φ1 ∈ A′(R) grouplike tels que F1,− =
F0,+Φ0, F2,− = F1,+Φ1. On en de´duit
F1,+ = F1,− exp(iπt1) = F0,+Φ0 exp(iπt1)(2-4)
F2,+ = F2,− exp(iπt2) = F1,+Φ1 exp(iπt2)(2-5)
Appliquant ωr a` ces deux e´galite´s, on a{
F2r+1,+ = F2r,+(ω
r • Φ0) exp(iπt2r+1)
F2r+2,+ = F2r+1,+(ω
r • Φ1) exp(iπt2r+2)(2-6)
Appliquant ωs a` l’e´quation F1,− = F0,+Φ0 il vient F1,+ = F2,−(ωs • Φ0). Comme F2,− =
F1,+Φ1 on obtient
Φ−11 = ωs • Φ0(2-7)
On note P0 = Φ0 exp(iπt1), et
ξ = Φ0 exp(iπt1)Φ1 exp(iπt2) = Φ0 exp(iπt1)(ωs •Φ−10 ) exp(iπt2).
Comme F2,+ = F0,+ξ, on de´duit de l’action de ω
r que F2r+2,+ = F2r,+(ω
r • ξ) d’ou`, pour tout
r ≥ 0,
F2r+2,+ = F0,+
r∏
j=0
(ωj • ξ)(2-8)
2.4. Cas m impair. On suppose que m ≥ 3 est impair.
Lemme 1. Φ0 et Φ1 ve´rifient les e´quations Φ0 = ω
m−1
2 • Φ1, Φ1 = ωm+12 • Φ0, Φ−10 =
sω
m−1
2 •Φ0, Φ−1 = sωm−32 •Φ1.
De´monstration. Ces quatre e´quations se de´duisent toutes de l’une d’entre elles par action de
W et la relation (2-7). Il suffit donc de de´montrer Φ0 = ω
m−1
2 •Φ1. Appliquant ωm−12 a` (2-5)
et en utilisant Fm+1,+ = F1,+, Fm,+ = F0,+, il vient F1,+ = F0,+(ω
m−1
2 • Φ1) exp(iπt1). De
(2-4) on de´duit alors Φ0 = ω
m−1
2 •Φ1. 
On a alors
ξ = Φ0 exp(iπt1)(ωs • Φ−10 ) exp(iπt2) = P0(ω
m+1
2 • P0)
Lemme 2. Φ0 ve´rifie l’e´quationm−32∏
r=0
ωr • ξ
 (ωm−12 • P0) = 1
c’est-a`-dire m−32∏
r=0
(ωr • P0)(ω
m+1
2
+r • P0)
 (ωm−12 • P0) = 1
De´monstration. (2-6) se re´e´crit F2r+1,+ = F2r,+(ω
r•P0) et en particulier Fm,+ = Fm−1,+(ωm−12 •
P0). L’e´nonce´ se de´duit alors de Fm,+ = F0,+ et de la relation (2-8) pour r = (m− 3)/2. 
10 I. MARIN
2.5. Cas m pair. On suppose que m ≥ 4 est pair.
On de´duit comme dans le cas m impair de la relation (2-8), avec cette fois r = m2 − 1, et
de l’invariance par demi-tour Fm,+ = F0,+ la relation suivante
Lemme 3. On a
m
2
−1∏
r=0
(ωr • ξ) = 1
Nous verrons en section 5, lemme 12, une autre relation ve´rifie´e par Φ0, qui fait intervenir
un automorphisme exte´rieur de B(k). Cet e´le´ment Φ0 ve´rifie d’autres relations alge´briques
(par exemple la relation du pentagone de Drinfeld si m = 3), e´troitement lie´es aux proprie´te´s
de de´pendance alge´brique sur Q de ses coefficients. En particulier, Φ0 et ses coefficients
semblent relie´s aux se´ries formelles et aux nombres zeˆtas multiples qui apparaissent dans [En].
Cependant, seules les relations e´tablies ici sont utiles pour de´finir les morphismes rationnels
qui nous inte´ressent dans ce travail.
3. Associateurs die´draux
3.1. De´finitions. Soit k un corps de caracte´ristique 0. L’alge`bre A′(k) est une alge`bre de
Hopf comple`te au sens de Quillen (cf. [Qu] appendice A2). On note ⊗̂ le produit tensoriel
comple´te´ et ∆ : A′(k)→ A′(k)⊗̂A′(k) son coproduit. Si x, y ∈ A′(k) on identifie x⊗ y a` son
image dans A′(k)⊗̂A′(k).
De´finition 1. Soit m ≥ 3 impair. Pour tout λ ∈ k, on note Ass(m)λ (k) l’ensemble des
Φ ∈ A′(k) tels que
∆(Φ) = Φ⊗ Φ(3-1)
Φ−1 = sω
m−1
2 • Φ(3-2) m−32∏
r=0
(ωr • P)(ωm+12 +r • P)
 (ωm−12 • P) = 1(3-3)
avec P = Φeλt1 .
De´finition 2. Soit m ≥ 4 pair. Pour tout λ ∈ k, on note Ass(m)λ (k) l’ensemble des Φ ∈ A′(k)
tels que
∆(Φ) = Φ⊗ Φ(3-4)
m
2
−1∏
r=0
(ωr • ξ) = 1(3-5)
avec ξ = Φeλt1(ωs • Φ−1)eλt2 .
Quem soit pair ou impair, l’action naturelleW -invariante de k× sur A(k) telle que µ•tr =
µtr laisse stable A′(k) et envoie surjectivement Ass(m)λ (k) sur Ass(m)λµ (k). D’autre part, les
e´le´ments grouplike Φ0 construits de fac¸on transcendante appartiennent a` Ass
(m)
iπ (C), d’apre`s
les lemmes 1 a` 3, donc Ass
(m)
1 (C) 6= 0 pour tout m ≥ 3. Remarquons que pour m = 3 on
retrouve les e´quations des associateurs de Drinfeld, l’e´quation du demi-tour (3-3) e´tant celle
dite de l’hexagone (l’e´quation du pentagone n’a pas de sens en rang 2).
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Au premier ordre, on peut de´crire Φ ∈ Ass(m)λ (k) par Φ ≡ 1 +
∑m−1
r=0 artr avec ar ∈ k
et on peut supposer
∑m−1
r=0 ar = 0. Si m est impair, l’e´quation (3-2) impose am−r+1 = −ar
pour tout r, ou` on a convenu am+r = ar. En particulier, a1 = −a0. Dans tous les cas, le
lemme suivant permet d’e´liminer les coefficients a0 et a1, en prenant f(X) = e
a0X . Il refle`te,
dans le cas de l’associateur transcendant Φ0, le fait que l’on aurait pu modifier les conditions
asymptotiques sur F0,+ (resp. F1,−) par une fonction grouplike de t0 (resp. de t1). C’est un
analogue du changement de jauge (twist) de Drinfeld.
Lemme 4. Soit f(X) = exp(αX) avec α ∈ k et Φ ∈ Ass(m)λ (k). Alors Φ′ = f(t0)−1Φf(t1) ∈
Ass
(m)
λ (k). De plus, si m est pair, Φf(t1) ∈ Ass(m)λ (k).
De´monstration. On a bien ∆(Φ′) = Φ′ ⊗ Φ′. Si m est impair,
sω
m−1
2 •Φ′ = f(t1)−1(sω
m−1
2 • Φ)f(t0) = f(t1)−1Φ−1f(t0) = (Φ′)−1
d’ou` (3-2) et, si l’on pose P′ = Φ′eλt1 ,
P′ = f(t0)−1Φf(t1)eλt1 = f(t0)−1Pf(t1).
Que m soit pair ou impair, si ξ = Φeλt1(ωs • Φ−1)eλt2 et ξ′ = Φ′eλt1(ωs • (Φ′)−1)eλt2 , on a
ξ′ = f(t0)−1Φf(t1)eλt1f(t1)−1(ωs •Φ−1)f(t2)eλt2
soit ξ′ = f(t0)−1ξf(t2) et ωr • ξ′ = f(t2r)−1(ωr • ξ)f(t2r+2). On de´duit alors de (3-3) et (3-5)
que Φ′ ∈ Ass(m)λ (k), soit la premie`re partie de l’e´nonce´. Si m est pair et Φ′ = Φf(t1), Φ′ est
grouplike, ωs • Φ′ = (ωs • Φ)f(t1) et ξ′ = ξ d’ou` Φ′ ∈ Ass(m)λ (k). 
La proposition suivante peut se de´montrer par un calcul direct, assez long. Elle peut
e´galement se de´duire de l’automorphisme « image miroir » de B. C’est ce que nous ferons a`
la fin de cette partie.
Proposition 1. Pour tout λ ∈ k, Ass(m)λ (k) = Ass(m)−λ (k).
3.2. Relations entre σ˜ et τ˜ . On fixe Φ ∈ Ass(m)λ (k), et on pose
σ˜ = seλt0 , τ˜ = Φωseλt1Φ−1.
On a
τ˜ σ˜ = Φωseλt1Φ−1seλt0
= ωs(ωs •Φ)eλt1Φ−1seλt0
= ω(ω−1 •Φ)eλt−1(s • Φ)−1eλt0
= ω(ω−1 • ξ)
d’ou`, pour tout r ≥ 1,
(τ˜ σ˜)r = ωr
1∏
j=r
ωm−j • ξ = ωr
m−1∏
q=m−r
(ωq • ξ)(3-6)
Lemme 5. Si m est impair, (τ˜ σ˜)
m−1
2 = ω
m−1
2 P−1 et
σ˜(τ˜ σ˜)
m−1
2 = sω
m−1
2 Φ−1 = (τ˜ σ˜)
m−1
2 τ˜
De´monstration. Calcul direct a` partir de (3-6). 
Lemme 6. Si m est pair, (τ˜ σ˜)
m
2 = (σ˜τ˜)
m
2 = ω
m
2 .
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De´monstration. On de´duit par calcul direct de (3-6) que (τ˜ σ˜)
m
2 = ω
m
2 . D’autre part, σ˜−1 =
se−λt0 , τ˜−1 = Φωse−λt1Φ−1. Comme Φ ∈ Ass(m)λ (k) = Ass(m)−λ (k), on en de´duit que (τ˜−1σ˜−1)
m
2 =
ω
m
2 , d’ou` (σ˜τ˜)
m
2 = ω−
m
2 = ω
m
2 . 
3.3. Aspects particuliers du cas m pair. Au niveau des groupes die´draux, les principales
diffe´rences entre les cas m pair et impair proviennent du fait que, si m est pair, W admet
deux classes de conjugaisons de re´flexions, et non plus une. Ceci a pour conse´quence que,
sous l’action de W , les ge´ne´rateurs tr de g(k) se re´partissent en deux orbites, suivant que r
est pair ou impair. En particulier, on peut e´tendre l’action de k× sur A(k) en une action de
k
××k×, par (α, β).tr = αtr si r est pair, (α, β).tr = βtr si r est impair. On peut alors de´finir,
pour λ, µ ∈ k, l’ensemble Ass(m)λ,µ (k) des Φ ∈ A′(k) ve´rifiant les e´quations (3-4) et (3-5), avec
cette fois ξ = Φeλt1(ωs • Φ−1)eµt2 . On voit facilement que (α, β).Ass(m)λ,µ (k) = Ass(m)αλ,βµ(k),
Ass
(m)
λ,λ (k) = Ass
(m)
λ (k). Enfin, si Φ ∈ Ass(m)λ,µ (k) et σ˜ = seλt0 , τ˜ = Φωseµt1Φ−1, on montre
de meˆme (σ˜τ˜)
m
2 = (τ˜ σ˜)
m
2 = ω
m
2 .
On a donc Ass
(m)
λ,µ (k) = (λ, µ) •Ass(m)1 (k) de`s que λ 6= 0 et µ 6= 0. Les cas particuliers se
rame`nent donc a` Φ ∈ Ass(m)0,1 (k) et Φ ∈ Ass(m)1,0 (k). Dans le premier cas σ˜ = s donc σ˜2 = 1
et τ˜ = Φωset1Φ−1, dans le deuxie`me σ˜ = set0 et τ˜ = ΦωsΦ−1 donc τ˜2 = 1.
Soit ϕ l’automorphisme involutif de W de´fini par ϕ(s) = ωs, ϕ(ω) = ω−1 et f l’automor-
phisme de g[k], donc de A(k), de´fini sur les ge´ne´rateurs par f(tr) = t−r+1. L’automorphisme
f est ϕ-e´quivariant, au sens ou` f(g • x) = ϕ(g) • f(x) pour tous g ∈ W , x ∈ Ug(k). On en
de´duit un automorphisme involutif J de B(k). Si m est impair, il s’agit simplement de la
conjugaison par sω
m−1
2 . Si m est pair en revanche, ϕ est un automorphisme exte´rieur de W ,
donc il s’agit d’un automorphisme exte´rieur de B(k) qui e´tend ϕ, et e´change t0 et t1.
3.4. Morphismes de monodromie. On rappelle que l’on plonge B′(k) dans B(k) par
tr 7→ tr − T/m.
Fixons λ ∈ k, Φ ∈ Ass(m)λ (k) ⊂ A′(k) et notons σ˜ = seλt0 , τ˜ = Φωseλt1Φ−1 ∈ B′(k),
σ = seλt0 ∈ B(k), τ = Φωseλt1Φ−1 ∈ B(k). On a σ˜ = σe−λT/m, τ˜ = τe−Tλ/m.
Si m est impair, on de´duit du lemme 5 que
σ(τσ)
m−1
2 = (τσ)
m−1
2 τ = sω
m−1
2 Φ−1eλT
et (στ)m = (τσ)m = e2λT . Si m est pair, on de´duit du lemme 6 que (στ)
m
2 = (τσ)
m
2 = ω
m
2 eλT
et (στ)m = e2λT . Dans les deux cas, on a associe´ a` Φ ∈ Ass(m)λ (k) un morphisme Φ˜ : B →
B(k)×, groupe forme´ des e´le´ments grouplike de B(k), de´fini par σ 7→ σ, τ 7→ τ . Il est clair
qu’il ve´rifie la condition fondamentale de l’introduction.
Remarquons que de la donne´e de Φ˜ on de´duit λ par la relation Φ˜((στ)m) = e2λT . Si m est
impair on peut e´galement en de´duire Φ, par Φ˜(σ(τσ)
m−1
2 ) = sω
m−1
2 Φ−1eλT . En revanche si
m est pair cela n’est pas possible puisque Φ et Φet1 donnent lieu au meˆme morphisme Φ˜.
On note p : B(k) → kW la projection sur sa composante homoge`ene de degre´ 0. Comme
p ◦ Φ˜(σ) = s et p ◦ Φ˜(τ) = ωs on en de´duit que p ◦ Φ˜ = π et que Φ˜ se restreint en un
morphisme Φ˜ : P → exp g(k) = A(k)× qui s’e´tend en Φ˜ : P (k) → exp g(k) et finalement
Φ˜ : B(k)→ B(k). Il est clair que, si f ∈ P ′(k), alors Φ˜(f) ∈ exp g′(k).
Nous e´tablissons ici les proprie´te´s e´le´mentaires de ces morphismes.
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Proposition 2. Soient λ 6= 0 et Φ ∈ Ass(m)λ (k). Le morphisme Φ˜ : B(k) → B(k)× est un
isomorphisme qui envoie P (k) (resp. P ′(k)) sur A(k)× (resp. A′(k)×).
De´monstration. On montre d’abord que Φ˜ : P (k) → exp g(k) est un isomorphisme. Comme
c’est un morphisme de k-sche´mas en groupes affines connexes (car pro-unipotents) il suffit
de montrer que l’application tangente dΦ˜ : L(k) → g(k) est un isomorphisme de k-alge`bres
de Lie filtre´es comple`tes. Notons ur = exp vr, vr ∈ L(k). On a dΦ˜(vr) = 2λtr + wr, avec
wr de valuation au moins 2. De plus, Φ˜(Z) = exp(2λT ), donc dΦ˜(z) = 2λT . D’autre part,
um−1 . . . u1u0 = Z donc v0+v1+ · · ·+vm−1 = z. On en de´duit un morphisme ϕ : g(k)→ L(k)
tel que ϕ(tr) = vr/2λ. Alors c = dΦ˜◦ϕ est un endomorphisme de g(k) tel que c(tr) = tr+wr.
On en de´duit que, pour tout x ∈ g(k) la valuation de c(x)− x est strictement supe´rieure a` la
valuation de x donc c est inversible et dΦ˜ : L(k)→ g(k) est un isomorphisme.
On a p(B(k)×) =W et p◦Φ˜ = π, donc de`s que λ 6= 0 on en de´duit que Φ˜ : B(k)→ B(k))×
est injectif. De plus, si x ∈ B(k)× et x0 = p(x) il existe σ ∈ B tel que π(σ) = x0. On a alors
p(Φ˜(σ)) = x0 d’ou` Φ˜(σ
−1)x ∈ A(k)× vaut Φ˜(g) pour un certain g ∈ P (k) et x = Φ˜(σg), donc
Φ˜ est surjectif et donc un isomorphisme.

Lemme 7. Soit m ≥ 3 impair, λ ∈ k, Φ ∈ exp g′(k). On a Φ ∈ Ass(m)λ (k) si et seulement si
il existe un morphisme Φ˜ : B(k)→ (B(k))× (ne´cessairement unique) tel que Φ˜(σ) = seλt0 et
Φ˜(τ) = Φωseλt1Φ−1, Φ˜(O) = sω
m−1
2 Φ−1eλT , Φ(O2) = e2λT
De´monstration. Si Φ ∈ Ass(m)λ (k), alors Φ˜ est bien de´fini et satisfait ces proprie´te´s comme
on vient de le montrer. Inversement, posons P = Φeλt1 ∈ A′(k). De Φ˜(O2) = Φ˜(O)2 on de´duit
(3-2). On montre alors par calcul direct (cf. lemme 5) que
Φ˜
(
(τσ)
m−1
2
)
= ω
m−1
2
ωm+12 •
m−32∏
q=0
ωq • ξ
 eλ Tm (m−1)
avec ξ = P(ω
m+1
2 • P) soit, comme O = σ(τσ)m−12 ,
Φ˜(O) = seλt0Φ˜
(
(τσ)
m−1
2
)
= sω
m−1
2 Φ−1eλT .
On en de´duit
ω
m+1
2 •
m−32∏
q=0
ωq • ξ
 = e−λt1Φ−1 = P−1
d’ou` (3-3). 
Lemme 8. Soit m ≥ 4 pair, λ ∈ k, Φ ∈ exp g′(k). On a Φ ∈ Ass(m)λ (k) si et seulement si il
existe un morphisme Φ˜ : B(k)→ B(k)× (ne´cessairement unique) tel que Φ˜(σ) = seλt0 et
Φ˜(τ) = Φωseλt1Φ−1, Φ˜(O) = ω
m
2 eλT , Φ(O2) = e2λT
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De´monstration. Si Φ ∈ Ass(m)λ (k), Φ˜ ve´rifie bien ces proprie´te´s. Inversement, posons ξ =
Φeλt1(ωs • Φ−1)eλt2 . On montre par calcul direct (cf. lemme 6) que
Φ˜
(
(τσ)
m
2
)
=
m2 −1∏
q=0
ωq • ξ
ωm2 eλT
d’ou` (3-5) puisque Φ˜((τσ)
m
2 ) = Φ˜(O) = ω
m
2 eλT . 
Ces deux lemmes nous donnent une de´monstration de la proposition 1 alternative au calcul
direct. En effet, soit Φ ∈ Ass(m)λ (k) et Γ l’automorphisme de B de´fini par σ 7→ σ−1, τ 7→ τ−1
(« image miroir de la tresse »). Le morphisme Γ s’e´tend a` B(k) et permet de de´finir Ψ˜ = Φ˜◦Γ.
On a Ψ˜(σ) = se−λt0 , Ψ˜(τ) = Φωse−λt1Φ−1, Ψ˜(O2) = Φ˜(O−2) = e−2λT , Γ(O) = O−1 donc
Ψ˜(O) = ω
m
2 e−λT si m est pair,
Ψ˜(O) = e−λTΦ−1sω
m−1
2 = sω
m−1
2 (sω
m−1
2 • Φ)e−λT = sωm−12 ι(Φ)−1e−λT
si m est impair. On en de´duit que Ψ˜ est le morphisme associe´ a` Φ et au scalaire −λ, et que
Φ ∈ Ass(m)−λ (k).
4. Groupe d’automorphismes de B(k)
4.1. Groupe spe´cial d’automorphismes. On suppose m ≥ 3. On note
O = στσ . . .︸ ︷︷ ︸
m facteurs
.
Si m est impair, π(O) est une re´flexion. Que m soit pair ou impair, π(O) est d’ordre 2, donc
O est justifiable de la notation O<λ>.
De´finition 3. On note G(m)(k) l’ensemble des couples (λ, f) ∈ k× × P ′(k) tels qu’il existe
un morphisme f˜ : B → B(k) satisfaisant a`
σ 7→ σ<λ>(4-1)
τ 7→ f−1τ<λ>f(4-2)
O 7→ O<λ>f si m est impair, O 7→ O<λ> si m est pair.(4-3)
O2 7→ (O2)λ(4-4)
Si m est pair, (4-3) implique naturellement (4-4). On e´tend naturellement f˜ en un automor-
phisme continu pur de B(k).
L’automorphisme f˜ est bien de´termine´ par f . Inversement, si m est impair, la condition
(4-3) montre que f est de´termine´ par f˜ . On en de´duit dans ce cas que l’application f 7→ f˜
de G(m)(k) vers Aut(B(k)) est injective. Il n’en est pas de meˆme si m est pair, puisqu’alors
(λ, τ2f) correspond au meˆme morphisme f˜ .
Soient maintenant f˜1, f˜2 les automorphismes correspondant a` deux e´le´ments (λ1, f1) et
(λ2, f2) de G
(m)(k) et f˜ = f˜1 ◦ f˜2. On a f˜(σ) = σ<λ> avec λ = λ1λ2, f˜(τ) = f−1τ<λ>f avec
f = f1f˜1(f2) et f˜(O) vaut O
<λ>f si m est impair, O<λ> si m est pair. On en de´duit une loi
de composition interne associative sur G(m)(k) donne´e par la formule
(λ1, f1) ∗ (λ2, f2) = (λ1λ2, f1f˜1(f2)).
MONODROMIE ALGe´BRIQUE DES GROUPES D’ARTIN DIe´DRAUX 15
Comme de plus (1, 1) est un e´le´ment neutre e´vident et que (λ, f) ∗ (λ−1, (f˜−1)(f−1)) = (1, 1)
on vient de munir G(m) d’une loi de groupe, l’identifiant a` un sous-groupe des automorphismes
de B(k).
Pour simplifier les notations, on notera a` λ fixe´ σˆ = (σ2)
λ−1
2 = σ−1σ<λ> ∈ P (k) et
τˆ = τ−1τ<λ>, Oˆ = O−1O<λ>.
On peut traduire la de´finition de G(m)(k) par des conditions alge´briques sur les couples
(λ, f). Si m est impair les conditions que l’on obtient ici peuvent se simplifier (voir 5.4).
Lemme 9. G(m)(k) est l’ensemble des couples (λ, f) ∈ k× × P ′(k) tels que
O • f = f−1 si m est impair.(4-5)  1∏
k=m−1
2
(τσ)−k • L
 σˆ = Oˆf si m est impair,(4-6)
0∏
k=m
2
−1
((στ)−k •M) = Oˆ si m est pair.
avec L = σˆf−1τˆ(τ • f), M = (τ−1 • (σˆf−1))τˆ f .
De´monstration. Soit (λ, f) ∈ G(m)(k). Sim est impair, les conditions (4-3) et (4-4) impliquent
que (O2)λ = f˜(O)2 vaut
(O<λ>f)2 = (O2)
λ−1
2 OfO−1O2(O2)
λ−1
2 = (O2)λ(O • f)f
car O2 est central, d’ou` (4-5). Soit Vr = στ . . . (r facteurs) et Er ∈ P (k) tel que f˜(Vr) = VrEr.
On a V1 = σ, f˜(V1) = σ
<λ> = σσˆ = V1σˆ d’ou` E1 = σˆ. On a E2r+1 = (σ
−1 •E2r)σˆ et E2r+2 =
(τ−1 • E2r+1f−1)τˆ f . On en de´duit E2r+2 = ((τ−1σ−1) • E2r)M et F2r+3 = (τσ)−1 • F2r+1L
ou` l’on a pose´ E2r+1 = F2r+1σˆ, et enfin que
Em =
0∏
k=m
2
−1
(
(στ)−k •M
)
ou Em =
 1∏
k=m−1
2
(τσ)−k • L)
 σˆ
suivant quem est pair ou impair. Comme Vm = O, on de´duit alors (4-6) de (4-3). Inversement,
on montre par la meˆme me´thode que, si (λ, f) ve´rifie (4-5) et (4-6), alors (λ, f) ∈ G(m)(k). 
4.2. Action de G(m)(k) sur Ass(m)(k). Soient Φ ∈ Ass(m)µ (k) et (λ, f) ∈ G(m)(k). Leur
sont associe´s des morphismes Φ˜ et f˜ :
B(k)
f˜→ B(k) Φ˜→ B(k)×.
On a
(Φ˜ ◦ f˜)(σ) = Φ˜(σ<λ>) = Φ˜(σ)Φ˜((σ2)λ−12 ) = seµt0 (e2µt0)λ−12 = seλµt0
et
(Φ˜ ◦ f˜)(τ) = Φ˜(f−1τ<λ>f) = Φ˜(f)−1Φωseλµt1Φ−1Φ˜(f).
On pose alors Φ.f = Φ˜(f)−1Φ. On a donc Φ.f ∈ exp g′(k).
Lemme 10. Si Φ ∈ Ass(m)µ (k), (λ, f) ∈ G(m)(k) alors Φ.f ∈ Ass(m)λµ (k).
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De´monstration. D’apre`s ce qui pre´ce`de et les lemmes 7 et 8 il suffit de calculer les images par
Φ˜ ◦ f˜ de O et O2. On a Φ˜ ◦ f˜(O2) = Φ˜((O2)λ) = Φ˜(O2)λ = e2λµT . Si m est impair,
Φ˜ ◦ f˜(O) = Φ˜(O<λ>f) = Φ˜(O)Φ˜(O2)λ−12 Φ˜(f)
= sω
m−1
2 ι(Φ)−1eµT eµ(λ−1)T Φ˜(f)
= sω
m−1
2 ι(Φ.f)−1eλµT .
Si m est pair, Φ˜ ◦ f˜(O) = Φ˜(O<λ>) = Φ˜(O)eµT (λ−1) = ωm2 eλµT . 
Si Φ ∈ Ass(m)µ (k) et f ∈ P ′(k), on peut toujours de´finir Φ.f = Φ˜(f)−1Φ ∈ exp g′(k).
Lemme 11. Soit Φ ∈ Ass(m)µ (k) et f ∈ P ′(k). Si Φ.f ∈ Ass(m)λµ (k) avec λµ 6= 0 alors
(λ, f) ∈ G(m)(k).
De´monstration. De´finissons f˜(σ) = σ<λ>, f˜(τ) = f−1τ<λ>f . Cette application s’e´tend en un
homomorphisme de groupes du groupe libre sur σ, τ vers B(k), telle que Φ˜ ◦ f˜ = Φ˜.f , donc f˜
se factorise par B parce que Φ˜ est injectif sur B(k). Par de´finition, f˜ satisfait (4-1), (4-2), et
Φ˜ ◦ f˜ = Φ˜.f . On a
Φ˜ ◦ f˜(O2) = e2λµT = Φ˜(O2)λ = Φ˜((O2)λ)
d’ou` f˜(O2) = (O2)λ, soit (4-4), par injectivite´ de Φ˜. De meˆme, si m est impair,
Φ˜ ◦ f˜(O) = sωm−12 Φ−1Φ˜(f)eλµT = sωm−12 Φ−1eλµT Φ˜(f) = Φ˜(O<λ>f)
d’ou` f˜(O) = O<λ>f par injectivite´ de Φ˜, soit (4-3). Si m est pair, on conclut de meˆme a`
partir de Φ˜ ◦ f˜(O) = Φ˜(O<λ>) = O<λµ>. 
On note Ass
(m)
∗ (k) la re´union des couples (λ,Φ) pour λ ∈ k×, Φ ∈ Ass(m)λ (k). D’apre`s le
lemme 10 on a une action a` droite de G(m)(k) sur Ass
(m)
∗ (k) par (µ,Φ).(λ, f) = (µλ,Φ.f).
Proposition 3. L’action de G(m)(k) sur Ass
(m)
∗ (k) est libre et transitive.
De´monstration. On de´montre d’abord la transitivite´. Soient Φ ∈ Ass(m)λ (k), Φ′ ∈ Ass(m)µ (k)
avec λµ 6= 0. On a Φ′Φ−1 ∈ exp g′(k). Posons f = Φ˜−1(Φ′Φ−1) ∈ P ′(k). On a alors
Φ′ = Φ˜(f)−1Φ donc Φ′ = Φ.f et (µ/λ, f) ∈ G(m)(k) d’apre`s le lemme 11, donc l’action
est transitive. Si Φ = Φ.f avec (λ, f) ∈ G(m)(k), alors Φ˜ = Φ˜ ◦ f˜ donc f˜ est l’identite´ par
injectivite´ de Φ˜. Cela implique λ = 1 et, au moins si m est impair, f = 1. En ge´ne´ral, comme
f ∈ P ′(k) on a Φ.f = Φ˜(f−1)Φ donc Φ.f = Φ ⇒ Φ˜(f) = 1 ⇒ f = 1 puisque Φ˜ est injectif
(λ = 1 6= 0). 
5. Existence d’un associateur rationnel
5.1. Ge´ne´ralite´s. On fixe m ≥ 3, ce qui nous permet d’oˆter l’exposant (m) des notations.
L’action de k× sur B′(k) qui a` α ∈ k× et ti ∈ B′(k) associe αti induit une action de
k
× sur Ass∗(k) : a` α ∈ k× et (λ,Φ) ∈ Ass∗(k) on associe (λα,Φα) ou` Φα est l’image
de Φ ∈ B′(k) par l’action de α. Le quotient Ass∗(k)/k× s’identifie a` Ass1(k). On note
j : Ass1(k) →֒ Ass∗(k) et q : Ass∗(k) ։ Ass1(k) les injections et surjections canoniques.
Si Φ ∈ Ass1(k) et f ∈ G(k) on pose Φ ⋆ f = q(Φ.f). C’est une action de G(k) sur Ass1(k).
Supposons Ass1(k) 6= ∅ et choisissons Φ ∈ Ass1(k). Conside´rons la suite
1→ G1(k)→ G(k) ν→ k× → 1(5-1)
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ou` ν(λ, f) = λ. Elle est exacte si et seulement si ν est surjective. Pour tout λ ∈ k× on a
Φλ ∈ Assλ(k) ⊂ Ass∗(k) donc il existe un unique g = (λ, gˇ) ∈ G(k) tel que Φλ = Φ.gˇ.
Posant ΘΦ(λ) = g on a donc ΘΦ(1) = (1, 1) et ν ◦ ΘΦ(λ) = λ, donc (5-1) est exacte et a`
chaque Φ ∈ Ass1(k) correspond une section de ν. On a
ΘΦ(k
×) = {g ∈ GT (k) | ∃λ ∈ k× Φλ = Φ.g}
= {g ∈ GT (k) | q(Φ.g) = Φ}
= {g ∈ GT (k) | Φ = Φ ⋆ g}
ainsi ΘΦ(k
×) est le stabilisateur de Φ pour l’action de GT (k) sur Ass1(k). D’autre part,
notant G(k) et G0(k) les alge`bres de Lie respectives de G(k) et G1(k), on en de´duit une suite
exacte
0→ G0(k)→ G(k) dν→ k→ 0(5-2)
et une section dΘΦ de dν. Notant (λ, gλ) = ΘΦ(λ), on a
Φλ = Φ.gλ = Φ˜(g
−1
λ )Φ = (Φ˜ ◦ΘΦ(λ−1))Φ(5-3)
D’autre part G(k) ⊂ k× × P ′(k), d’alge`bre de Lie k × L′(k). Posons dΘΦ(1) = (1, ψ) ∈
k×L′(k), d’ou` dΘΦ(l) = (l, lψ). Pour tout Φ ∈ A′(k), conside´rons le morphisme de sche´mas
Gm → A′(.) qui a` α ∈ k× associe Φα ∈ A′(k). Sa diffe´rentielle permet de construire une
de´rivation ∂ de A′(k) de´finie par Φ1+ǫl = Φ + ǫl∂Φ pour ǫ2 = 0 et l ∈ k. Diffe´renciant (5-3)
en λ = 1 on obtient alors ∂Φ = −
(
dΦ˜ ◦ dΘΦ(1)
)
Φ soit
(∂Φ)Φ−1 = −dΦ˜(ψ)(5-4)
L’existence d’un associateur transcendant impliqueAss1(C) 6= ∅, donc les suites (5-1) et (5-2)
sont exactes, c’est-a`-dire que dν est non nulle sur les points rationnels complexes. Comme
dν est de´finie sur Q, il s’ensuit que dν est non nulle sur Q, donc que (5-2) est exacte pour
k = Q. Il existe donc (1, ψ) ∈ G(Q) tel que ψ 6= 0.
Dans le cas pair, nous aurons besoin d’introduire un sous-groupe propre de G(k). On note
J l’automorphisme de B de´fini par J(σ) = τ , J(τ) = σ. Quand m est impair, il s’agit de la
conjugaison par O. Lorsque m est pair, il s’agit d’un automorphisme exte´rieur de B. Dans
les deux cas il se restreint en un automorphisme exte´rieur de P , et il se prolonge en un
automorphisme de B(k) qui laisse stable P (k) et P ′(k).
On note J l’automorphisme de B(k) de´fini par J(s) = ωs, J(ω) = ω−1, J(tr) = r−r+1.
Quand m est impair il s’agit de la conjugaison par sω
m−1
2 , quand m est pair d’un automor-
phisme involutif exte´rieur de B(k).
On de´finit
Ass
′
λ(k) = {Φ ∈ P ′(k) | (λ,Φ) ∈ Assλ(k), J(Φ) = Φ−1}
Ass
′(k) = {(λ,Φ) ∈ Ass(k) | J(Φ) = Φ−1}
G′(k) = {(λ, f) ∈ G(k) | J(f) = f−1}
et Ass′∗(k) = Ass
′(k) ∩ Ass∗(k). Soit Φ ∈ Ass′λ(k) et Φ˜ : B(k) → B(k)× le morphisme
associe´. On a J(Φ˜(σ)) = ωseλt1 = Φ−1 • Φ˜(τ) et J(Φ˜(τ)) = Φ−1 • Φ˜(σ). On en de´duit
J ◦ Φ˜ = Ad(Φ−1) ◦ Φ˜ ◦ J(5-5)
Si (λ, f) ∈ G′(k) et f˜ : B → B(k) de´signe le morphisme associe´, on a
f˜ ◦ J = Ad(f−1) ◦ J ◦ f˜(5-6)
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Fig. 2 – L’automorphisme exte´rieur j pour m = 8 et m = 4
On en de´duit que G′(k) est un sous-groupe de G(k). De plus, on de´duit de (5-5) que Ass′(k)
est stable sous l’action de G′(k). Enfin, si Φ ∈ Ass′µ(k) avec µ 6= 0 et f ∈ P ′(k) tel que
Φ.f ∈ Ass′λµ(k), alors on sait d’apre`s le lemme 11 que (λ, f) ∈ G(k). On a donc J(Φ) = Φ−1
et J ◦ Φ˜(f−1)J(Φ) = Φ−1Φ˜(f). On en de´duit J ◦ Φ˜(f−1) = Ad(Φ−1) ◦ Φ˜ ◦ J(f−1), d’ou`
f = J(f)−1 d’apre`s (5-5) et l’injectivite´ de Φ˜. Ainsi l’action de G′(k) sur Ass′∗(k) est libre
et transitive. Si m est impair on a e´videmment Ass(k) = Ass′(k), G(k) = G′(k), etc.
Lemme 12. L’associateur transcendant Φ0 appartient a` Ass
′
iπ(C).
De´monstration. On note j le ge´ne´rateur de Z/2Z. On a des actions de Z/2Z sur A′(k) et
R
2, en faisant agir j sur A′(k) par J, et sur R2 comme re´flexion par rapport a` la droite ∆
d’e´quation y = −x cotg θ2 (cf. figure 2).
La forme diffe´rentielle Ω′ est alors invariante par j, et si F0,+, F0,− sont de´finis comme en
section 3 on a j.F0,+ = F1,− par comparaison des comportements asymptotiques. On de´duit
alors de F1,− = F0,+Φ0 que J(Φ0) = Φ−10 . 
Le raisonnement pre´ce´dent s’applique alors, en remplac¸ant G(k), G1(k) par G
′(k), G′1(k) =
G′(k) ∩G1(k) et G(k), G0(k) par les alge`bres de Lie G′(k), G′0(k) de G′(k), G′1(k).
On cherche donc a` re´soudre (5-4) avec (1, ψ) ∈ G′(k). Pour ce faire, il nous faut d’abord
de´finir Φ˜ pour tout Φ ∈ A′(k) de terme constant e´gal a` 1.
5.2. Le morphisme Φ˜. On rappelle que, si A est une alge`bre de Hopf (comple´te´e), A×
de´signe le groupe des e´le´ments grouplike de A, et que si A est une alge`bre A∗ de´signe le
groupe des e´le´ments inversibles de A.
On suppose m impair. On a de´fini des e´le´ments u2r = (τσ)
r • σ2, u2r+1 = (τσ)r • τ2 et
note´ que P ′(k) est engendre´ par u˜r = urZ
−1
m pour 0 ≤ r ≤ m− 1 soumis a` l’unique relation
u˜m−1 . . . u˜0 = 1. Il s’identifie donc a` la comple´tion k-prounipotente du groupe libre sur toute
partie a` m − 1 e´le´ments de {u˜0, . . . , u˜m−1}. D’autre part, l’automorphisme J laisse stable
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P ′(k). On montre facilement les identite´s suivantes
∀r ∈ [0, m
2
] um−2r = (τσ)−r • σ2(5-7)
∀r ∈ [0, m
2
] um−2r+1 = (τσ)−r • τ2(5-8)
On note x1 = u1, x0 = u0, xr = ur . . . u2u1 pour r ≥ 1, xr = u0um−1 . . . um+r pour r ≤ 0.
On montre par re´currence sur r que
∀r ≥ 1 x2r = τστ . . . τ︸ ︷︷ ︸
2r−1
σ2 τστ . . . τ︸ ︷︷ ︸
2r−1
= (τσ)r(στ)r(5-9)
∀r ≥ 0 x2r+1 = (τστ . . . τ︸ ︷︷ ︸
2r+1
)2 = ((τσ)rτ)2(5-10)
∀r ≥ 0 x−2r = (στσ . . . σ︸ ︷︷ ︸
2r+1
)2 = ((στ)rσ)2(5-11)
∀r ≥ 1 x−2r+1 = στσ . . . σ︸ ︷︷ ︸
2r−1
τ2 στσ . . . σ︸ ︷︷ ︸
2r−1
= (στ)r(τσ)r(5-12)
D’autre part, on a u1 = x1, u0 = x0, ur = xrx
−1
r−1 pour 2 ≤ r ≤ m2 , um−r = x−11−rx−r pour
1 ≤ r < m−12 . Posons x˜r = xrZ
−r
m pour r ≥ 1, x˜−r = x−rZ− r+1m pour r ≤ 0 de telle sorte que
x˜r ∈ P ′(k). On a alors
∀r ≥ 1, J(x˜r) = x˜−r+1.(5-13)
Si m est impair, conside´rons les deux ensembles
{u˜0, u˜1, . . . , u˜m−1
2
, u˜m+3
2
, . . . , u˜m−1} = {u˜0, . . . , ̂˜um+1
2
, . . . , u˜m−1}
et {x˜−m−3
2
, . . . , x˜−1, x˜0, x˜1, . . . , x˜m−1
2
}. Le groupe P ′(k) est libre sur le premier ensemble, donc
sur le deuxie`me d’apre`s les identite´s pre´ce´dentes. Pour construire un morphisme Φ˜ : P ′(k)→
A′(k) il suffit donc de de´terminer ses valeurs sur l’un de ces deux ensembles.
Si m est pair, la relation u˜m−1 . . . u˜0 = 1 est e´quivalente a` x˜m
2
x˜1−m
2
= 1. Pour construire
un morphisme Φ˜ : P ′(k) → A′(k) il suffit donc de de´terminer des valeurs Φ˜(x˜r) telles que
Φ˜(x˜m
2
)Φ˜(x˜1−m
2
) = 1.
Pour tout Φ ∈ A′(k)∗ tel que Φ ≡ 1 mod A′1(k), on note
σΦ = se
t0 , τΦ = Φωse
t1Φ−1 ∈ B′(k)
et on de´finit un morphisme Φ˜ : P ′(k) → A′(k)∗ par les formules de la table 1. On en de´duit
les valeurs de Φ˜ sur les e´le´ments u˜r (table 2). Soit enfin Φ
′ = J(Φ−1). Comme J(x˜r) = x˜1−r
et Ad(Φ) ◦ J envoie σΦ′ et τΦ′ respectivement sur τΦ et σΦ, on a
Ad(Φ) ◦ J ◦ Φ˜′ = Φ˜ ◦ J(5-14)
5.3. Existence et unicite´ d’une solution. Pour tout n ≥ 0 on note A′n(k) l’ide´al de A′(k)
forme´ des e´le´ments de valuation au moins n.
Notons u˜i = exp vi, vi ∈ L′(k), et dΦ˜ : L′(k) → A′(k) l’application tangente. On de´duit
des formules de la table 2 que, pour tout 0 ≤ i ≤ m− 1, on a dΦ˜(vi) ≡ 2ti mod A′2(k). C’est
imme´diat pourm impair (pour i = m−1 on utilise u˜m−1 . . . u˜1u˜0 = 1), et pourm pair les seuls
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Φ˜(x˜2r) = (τΦσΦ)
r(σΦτΦ)
r si 1 ≤ 2r < m2
Φ˜(x˜2r+1) = ((τΦσΦ)
rτΦ)
2 si 1 ≤ 2r + 1 < m2
Φ˜(x˜−2r) = ((σΦτΦ)rσΦ)2 si 1− m2 < −2r ≤ 0
Φ˜(x˜−2r+1) = (σΦτΦ)r(τΦσΦ)r si 1− m2 < −2r + 1 ≤ 0
Φ˜(x˜m
2
) = ω
m
2 (σ−1Φ τ
−1
Φ )
m
4 (σΦτΦ)
m
4 si m/2 est pair
Φ˜(x˜1−m
2
) = ω
m
2 (τ−1Φ σ
−1
Φ )
m
4 (τΦσΦ)
m
4 si m/2 est pair
Φ˜(x˜m
2
) = ω
m
2 (σ−1Φ τ
−1
Φ . . .︸ ︷︷ ︸
m
2
)(τΦσΦ . . .︸ ︷︷ ︸
m
2
) si m/2 est impair
Φ˜(x˜1−m
2
) = ω
m
2 (τ−1Φ σ
−1
Φ . . .︸ ︷︷ ︸
m
2
)(σΦτΦ . . .︸ ︷︷ ︸
m
2
) si m/2 est impair
Tab. 1 – Valeurs de Φ˜ sur la famille x˜
u

u
u
u
u
u
x

x
x
x
0 0
 1
2
3
m-1
m-2
1
2
3
x
x
x
-1
-2
-3
Fig. 3 – (ur) et (xr)
cas non triviaux sont i ∈ {m2 , 1 + m2 }. Dans ces cas, on remarque (τΦσΦ)
m
2 ≡ ωm2 modulo
A′2(k), qui de´coule de ce que
∑m
2
k=1 ω
−k −∑m2 −1k=0 sωk ∈ kW agit par 0 sur la composante
homoge`ne de degre´ 1 de A′(k).
En particulier, si Φ1 ≡ Φ2 mod A′r(k) on a dΦ˜1(vi) ≡ dΦ˜2(vi) mod A′r+1(k). On peut
alors conside´rer l’e´quation (5-4) pour Φ ∈ A′(k) tel que Φ ≡ 1 mod A′1(k).
Proposition 4. Il existe un unique Φ ≡ 1 mod A′1(k) dans A′(k) qui ve´rifie (5-4). De plus,
un tel Φ appartient a` exp g′(k).
De´monstration. On a ∂Φ,dΦ˜(ψ) ∈ A′1(k) donc (5-4) est ve´rifie´e modulo A1(k). Supposons
de´montre´ qu’existe Φ ≡ 1 mod A′1(k) ve´rifiant (5-4) modulo A′r(k) pour un certain r ≥ 1,
et que toute autre solution soit congrue a` Φ modulo A′r(k). Pour montrer la meˆme chose au
rang r + 1, il suffit de montrer qu’existe un unique Φ′ ∈ A′(k) homoge`ne de degre´ r tel que
Φ + Φ′ soit solution de (5-4) modulo A′r+1(k), c’est-a`-dire
(∂Φ+ ∂Φ′)(Φ + Φ′)−1 ≡ −d
(
Φ˜ + Φ′
)
(ψ) mod A′r+1(k).
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Pour tout m :
Φ˜(u˜2r) = (τΦσΦ)
r • σ2Φ 2 ≤ 2r < m2
Φ˜(u˜2r+1) = (τΦσΦ)
r • τ2Φ 2 ≤ 2r + 1 < m2
Pour m impair :
Φ˜(u˜2r) = (τΦσΦ)
2r−1−m
2 • τ2Φ m+12 < 2r ≤ m− 1
Φ˜(u˜2r+1) = (τΦσΦ)
2r+1−m
2 • σ2Φ m+12 < 2r + 1 ≤ m− 1
Pour m pair :
Φ˜(u˜m−2r) = (τΦσΦ)−r • σ2Φ 1 ≤ 2r < m−22
Φ˜(u˜m−2r+1) = (τΦσΦ)−r • τ2Φ 1 ≤ 2r + 1 < m−22
Φ˜(u˜m
2
) = ω
m
2 (σ−1Φ τ
−1
Φ )
m
4 σ2Φ(σ
−1
Φ τ
−1
Φ )
m
4
m
2 pair
Φ˜(u˜m
2
) = ω
m
2 (σ−1Φ τ
−1
Φ . . .︸ ︷︷ ︸
m
2
)τ2Φ(τ
−1
Φ σ
−1
Φ . . .︸ ︷︷ ︸
m
2
) m2 impair
Φ˜(u˜m
2
+1) = ω
m
2 (σ−1Φ τ
−1
Φ )
m
4 τ2Φ(τ
−1
Φ σ
−1
Φ )
m
2 (τΦσΦ)
m
4
m
2 pair
Φ˜(u˜m
2
+1) = ω
m
2 (σ−1Φ τ
−1
Φ )
m−2
4 (τ−1Φ σ
−1
Φ )
m
2 σ2Φ(τΦσΦ)
m−2
4
m
2 impair
Tab. 2 – Valeurs de Φ˜ sur la famille u˜
Or dΦ˜ + Φ′(vi) ≡ dΦ˜(vi) mod A′r+1(k) donc dΦ˜ + Φ′(ψ) ≡ dΦ˜(ψ) mod A′r+1(k). D’autre
part ∂Φ+ ∂Φ′ ∈ A′1(k) donc
(∂Φ+ ∂Φ′)(Φ + Φ′)−1 ≡ (∂Φ+ ∂Φ′)Φ−1 mod A′r+1(k),
et l’e´quation est e´quivalente a` (∂Φ + ∂Φ′)Φ−1 ≡ −dΦ˜(ψ) mod A′r+1(k) c’est-a`-dire ∂Φ′ ≡
−
(
dΦ˜(ψ)
)
Φ − ∂Φ et ∂Φ′ est uniquement de´termine´. Enfin, ∂ se restreint en une bijection
sur chacune des composantes homoge`nes de degre´ au moins 1 de A′(k), donc Φ′ existe et est
uniquement de´termine´, ce qui nous permet de conclure par re´currence l’existence et l’unicite´
d’une solution.
Comme ψ ∈ G(k) et d’apre`s les formules de la table 2 on a dΦ˜(ψ) ∈ exp g′(k) donc
∆(dΦ˜(ψ)) = dΦ˜(ψ) ⊗ dΦ˜(ψ). Par l’action naturelle de k× sur A′(k)⊗̂A′(k) on peut de´finir,
de fac¸on analogue a` ∂, une de´rivation de A′(k)⊗̂A′(k) que l’on note encore ∂. On a
∂(Φ ⊗Φ) = ∂Φ⊗ Φ+ Φ⊗ ∂Φ = −(dΦ˜(ψ)⊗ 1 + 1⊗ dΦ˜(ψ))(Φ ⊗ Φ)
soit ∂(Φ ⊗ Φ) = −∆(dΦ˜(ψ))(Φ ⊗ Φ).
Comme ∆◦∂ et ∂ ◦∆ sont deux applications line´raires continues g : A′(k)→ A′(k)⊗̂A′(k)
qui ve´rifient toutes deux l’e´quation g(RS) = g(R)∆(S) + ∆(R)g(S) et co¨ıncident sur les
ge´ne´rateurs (ti), on a ∆ ◦ ∂ = ∂ ◦∆ et ∂(∆(Φ)) = ∆(∂Φ) = −∆(dΦ˜(ψ))∆(Φ). Ainsi Φ⊗Φ et
∆(Φ) ont la meˆme image par l’application K 7→ (∂K)K−1, donc ils sont e´gaux parce qu’ils
ont meˆme terme constant, donc Φ est grouplike c’est-a`-dire Φ ∈ exp g′(k).

Corollaire. Si Φ ≡ 1 mod A′1(k) et Φ ve´rifie (5-4), alors Φ−1 = J(Φ).
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De´monstration. On pose Φ′ = J(Φ−1). D’apre`s (5-14) on a Ad(Φ) ◦ J ◦ dΦ˜′ = dΦ˜ ◦ J . D’autre
part, comme ψ ∈ G′(k] on a J(ψ) = −ψ Alors Φ′J(Φ) = 1 implique
D(Φ′) = −Φ′ • J(D(Φ)) = −Φ′ • J(dΦ˜(−ψ)) = −Φ′ • J ◦ dΦ˜ ◦ J(ψ)
Or Ad(Φ′)◦J◦dΦ˜ ◦J = Ad(Φ′)◦J◦Ad(Φ)◦J◦dΦ˜′ = Ad(Φ′J(Φ))◦dΦ˜′ = dΦ˜′ d’ou` Φ′ ve´rifie
(5-4) d’ou` Φ = Φ′ et Φ−1 = J(Φ) par unicite´.

Il reste a` ve´rifier qu’une telle solution ve´rifie l’e´quation du demi-tour.
5.4. L’alge`bre de Lie G′(k). Soit (l, ψ) ∈ G′(k). Comme J(f) = f−1 pour tout (λ, f) ∈
G′(k) on a, d’une part J(ψ) = −ψ, d’autre part les e´quations (4-6) se simplifient. En effet,
posons F = σˆf−1. On a L = F ((τσ)
m+1
2 • F ) = F (τ • J(F )). De meˆme M = (τ−1 • F )J(F )
d’ou` (στ)−k •M = τ−1(τσ)−k • (F (τ • J(F ))). Posons F ′ = F (τ • J(F )). Puisque τ commute
a` Oˆ lorsque m est pair, on en de´duit que f ve´rifie les e´quations
 1∏
k=m−1
2
(τσ)−k • F ′)
F = Oˆ, 0∏
k=m
2
−1
(τσ)−k • F ′ = Oˆ(5-15)
suivant que m est pair ou impair.
Pour line´ariser (5-15) on pose λ = 1 + ǫl, f = exp(ǫψ) avec ψ ∈ L′(k), ǫ2 = 0. On a σ2 =
u0 = exp(v0) d’ou` σˆ = exp(ǫ
l
2v0), Oˆ = exp(ǫ
l
2z). On en de´duit F = σˆf
−1 = exp ǫ( l2v0−ψ) et
τ • J(F ) = exp ǫ( l2v1 − τ • J(ψ)). Soient X0, . . . ,Xm−1 une famille d’inde´termine´es indexe´e
par Z/mZ, et R = k ≪ X0, . . . ,Xm−1 ≫ /(eXm−1 . . . eX0 − 1). On note η l’automorphisme
de R de´fini par Xi 7→ Xi+1, et pour S ∈ R on note η.S l’image de S par cet endomorphisme.
Pour tout m-uplet x = (x0, . . . , xm−1) d’e´le´ments de L′(k) ou A′1(k) tels que exm−1 . . . ex0 = 1
on de´finit S(x) par spe´cialisation. Soit v˜ = (v˜0, . . . , v˜m−1), avec v˜i = vi − zm et S ∈ R telle
que ψ = S(v˜).
On a (τσ) • v˜r = v˜r+2 et on ve´rifie facilement τ−1 • ur = J(ur−1) donc v˜r = τ • J(v˜r−1).
On en de´duit que τ • J(ψ) = (η.S)(v˜) et τσ • ψ = (η2.S)(v˜). On de´duit alors de (5-15) que
m−1∑
k=0
ηk.S(v˜)− l
2
m−1∑
k=0
v˜k = 0(5-16)
On en de´duit que, pour tout m-uplet d ∈ A′1(k)m tel que edm−1 . . . ed0 ≡ 1 mod An+1(k),
m−1∑
k=0
γk.S(d)− l
2
m−1∑
k=0
dk ≡ 0 mod A′n+1(k)(5-17)
5.5. L’e´quation du demi-tour. On suppose que Φ satisfait (5-4), et on pose P = Φet1 ,
ξ = Φet1(ωs • Φ−1)et2 . Les e´quations (3-3) et (3-5) s’e´crivent alors Q = 1 avec
Q =
m
2
−1∏
r=0
(ωr • ξ), Q =
m−32∏
r=0
(ωr • ξ)
 (ωm−12 • P)
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suivant que m est pair ou impair. On a PωsΦ = τΦ et τΦσΦ = ξω d’ou`
n−1∏
r=0
(ωr • ξ) = (τΦσΦ)nω−n.
Posons D(Q) = (∂Q)Q−1. De D(AB) = D(A) + A •D(B) on de´duit D(Φ−1) = −Φ •D(Φ)
et D(ξ) = D(Φ) + P • t1 − τΦ • D(Φ) + ξ • t2. On note q0 = 1, q1 = P, q2r = (τΦσΦ)r,
q2r+1 = (τΦσΦ)
rP, et t′r = qr • tr. Ainsi
D(Q) =
m∑
r=1
t′r +
m−1
2∑
r=0
(τΦσΦ)
r •D(Φ)−
m
2
−1∑
r=0
(τΦσΦ)
rτΦ •D(Φ)
quem soit pair ou impair. On veut montrer Q = 1. Pour ce faire, on va montrer par re´currence
Q ≡ 1 mod A′n(k) pour tout n ≥ 1. On note que, a` n fixe´, c’est e´quivalent a` D(Q) ≡ 0.
Soit donc n ≥ 1. A partir de maintenant, les congruences seront toujours comprises modulo
An+1(k). On suppose donc que Q ≡ 1+R avec R polynoˆme de Lie homoge`ne de degre´ n. En
utilisant les formules de la table (2) on en de´duit par un calcul direct les formules
∀r ≥ 0 t′r+m ≡ t′r(5-18)
∀r ∈ [0,m− 1] dΦ˜(v˜r) ≡ 2t′r.(5-19)
D’autre part, en utilisant les identite´s q−12r+1q2r = ω
2 • (e−t1Φ−1) et q−12r q2r−1 = ωrs • (e−t0Φ),
on montre par re´currence sur r ∈ [1,m− 1] la formule
e2t
′
m−1e2t
′
m−2 . . . e2t
′
m−r ≡ Qe−t0(s • qr)etm−rq−1m−r(5-20)
En particulier, pour r = m− 1 on a
e2t
′
m−1 . . . e2t
′
1 ≡ Qe−t0(s •Q)e−t0
On pose t′′m−1 = t
′
m−1 −R, t′′1 = t′1 − (s •R), t′′i = t′i si i 6∈ {1,m − 1} et t′′ = (t′′0 , . . . , t′′m−1),
de telle fac¸on que e2t
′′
m−1 . . . e2t
′′
0 ≡ 1. On utilise maintenant
D(Φ) = −dΦ˜(ψ) = −dΦ˜(S(v)) = −S(dΦ˜(v)) ≡ −S(t′′)
On en de´duit (τΦσΦ)
k •D(Φ) ≡ −S((τΦσΦ)k • t′′) ≡ −(η2k.S)(t′′). D’autre part,
τΦ •D(Φ) = −τΦ • dΦ˜(ψ) = τΦ • dΦ˜ ◦ J(ψ)
= Ad(τΦΦ) ◦ J ◦ dΦ˜(ψ) = Φωset1 • J(dΦ˜(ψ))
= J(Φ−1set0 • dΦ˜(ψ))
Comme on de´duit des de´finitions que Φ−1set0 • t′r = J(t′r+1), on a
τΦ •D(Φ) ≡ J(Φ−1set0 • S(t′′)) ≡ (η.S)(t′′)
et plus ge´ne´ralement (τΦσΦ)
kτΦ •D(Φ) ≡ (η2k+1.S)(t′′). On a donc
D(Q) ≡ t′1 + · · ·+ t′m −
m−1∑
k=0
(ηk.S)(t′′)
Appliquant (5-17) avec l = 1 on en de´duit D(Q) ≡ R + s • R. En utilisant J(Φ) = Φ−1 si
m est impair et la centralite´ de ω
m
2 dans le cas pair, on a ω •Q = ξ−1 •Q donc ω • R = R.
Ainsi la classe de D(Q), donc R, est invariant sous l’action de W , et D(Q) ≡ nR ≡ 2R. Ainsi
R = 0, sauf peut-eˆtre si n = 2. Pour conclure il nous suffirait de montrer que l’espaces des
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polynoˆmes de Lie homoge`nes de degre´ 2 n’admet pas de vecteur invariant pour l’action de
W . C’est vrai si m est impair.
En effet, notons V (resp. V ′) l’espace des e´le´ments homoge`nes de degre´ 1 de A(k) (resp.
A′(k)) muni de l’action restreinte de W . Sous cette action, V ≃ V ′⊕1, et Λ2V ≃ Λ2V ′⊕V ′.
Il suffit de montrer que E = Λ2V ne contient pas la repre´sentation triviale deW . On constate
aise´ment que le caracte`re χE de E vaut 0 sur les rotations non triviales et
1−m
2 sur les
re´flections. Comme dimE = m(m−1)2 on en de´duit que le produit scalaire de χE avec 1 est
nul, ce qui conclut.
Dans le cas pair, il nous faut utiliser de plus l’invariance par J. Comme J(Φ) = Φ−1 on a
J(ξ) = Φ−1set0 • ξ et J(Q) = (Φ−1et0) • (s •Q) donc J(Q) ≡ s •Q ≡ Q et R est invariant sous
l’action de J. La conclusion de´coule alors du fait que l’espace des polynoˆmes de Lie homoge`nes
de degre´ 2 de A′(k) invariants par W et J est nul.
En effet, si l’on note Ω = Ad(s) ◦ J ◦Ad(ω), S = Ad(s). Alors Ω(tr) = tr+1, Ω ◦ S ◦Ω = S,
S2 = 1. Soit W ′ le groupe die´dral engendre´ par Ω et S. Il suffit de montrer que E = Λ2V
ne contient pas de vecteur invariant par W ′. Le caracte`re χE de E vaut 0 sur les rotations
non triviales, χE(Ω
m
2 ) = −m/2, χE(S) = (4−m)/2 et χE(SΩm2 ) = (2−m)/2. On en de´duit
(χE | 1) = 0, ce qui conclut.
6. Appendice 1 : e´quations Fuchsiennes formelles
Nous e´tablissons ici des re´sultats bien connus sur les e´quations diffe´rentielles fuchsiennes a`
valeurs dans une alge`bre de Hopf comple`te, pour lesquels nous n’avons pas trouve´ de re´fe´rence
convenable.
Soit X un ensemble fini, et M le mono¨ıde libre sur X . On note ∅ son e´le´ment neutre,
et (α, β) 7→ α ⋆ β son produit de concatenation. Pour tout corps k on note M(k) la k-
alge`bre de Magnus sur X , c’est-a`-dire l’ensemble des se´ries formelles sur k en les variables
non commutatives e´le´ments de X . Si k est un corps topologique, on munit M(k) de la
topologie produit, c’est-a`-dire la topologie de la convergence simple, et de sa graduation
naturelle M(k) = ∏Mα(k) et des projections naturelles πα : M(k) → Mα(k) = k pour
α ∈M . Enfin, on note ω :M(k) → N la valuation associe´e a` la graduation totale (ω(x) = 1
pour x ∈ X ).
Pour tout ouvert U ⊂ C (resp. U ⊂ R) on dit classiquement que C : U → M(C) (resp.
C : U →M(R)) est analytique sur U si et seulement si πα ◦C est analytique sur U pour tout
α ∈M .
Soient A ∈ X , D = {z ∈ C | |z| < 1} et C : D →M(C) analytique sur D telle que, pour
tout z ∈ D, C(z) = C(z) et ω(C(z)) ≥ 1. On conside`re l’e´quation diffe´rentielle
G′(z) =
(
A
z
+ C(z)
)
G(z)(6-1)
Elle se restreint en une e´quation diffe´rentielle re´elle sur ]0, 1[,
G′(x) =
(
A
x
+C(x)
)
G(x)(6-2)
Lemme 13. Il existe une seule solution G+ de (6-2) sur ]0, 1[ telle que G+(x) ∼ xA quand
x→ 0+.
Dans cet e´nonce´, xA = exp(A log(x)), et G(x) ∼ xA signifie que G(x)x−A est une fonction
analytique sur ]− 1, 1[, qui vaut 1 en 0.
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De´monstration. On cherche G+(x) sous la forme P (x)x
A avec P analytique et P (0) = 1.
Ainsi P (x) =
∑∞
n=0 pnx
n, p0 = 0 et pn ∈ M(R). L’e´quation (6-2) se re´e´crit sous la forme
P (x)
A
x
+ P ′(x) =
A
x
P (x) + C(x)P (x)
soit (∗) xP ′(x) + [P (x), A] = xC(x)P (x). Notons C(x) = ∑∞n=0 cnxn. L’e´quation implique
alors
npn + [pn, A] =
∑
r+s=n
cr+1ps
pour tout n ≥ 0. Le membre de droite ne comporte que des ps pour s < n, donc l’unicite´
et l’existence d’une solution formelle de´coulent par re´currence de l’inversibilite´ dans M(k),
pour tout n ≥ 1, de l’ope´rateur n− ad(A). Il reste a` ve´rifier l’analyticite´ de P ainsi de´fini.
Notons
P (x) =
∑
α∈M
fα(x)α, C(x) =
∑
α∈M
gα(x)α
avec fα, gα ∈ R[[x]], les gα e´tant analytiques. Comme P (0) = 0, on a fα(0) = 0 si ω(α) ≥ 1,
f∅(0) = 1. L’e´quation (∗) s’e´crit alors∑
α∈M
xf ′α(x)α+ fα(x)(α ⋆ A−A ⋆ α)− ∑
β⋆γ=α
xgβ(x)fγ(x)α
 = 0.
En particulier xf ′∅(x) = xg∅(x)f∅(x) donc f
′
∅(x) = g∅(x)f∅(x) pour x 6= 0. Or g∅(x) = 0 donc
f ′∅(x) = 0 et comme f∅(0) = 1, on a f∅(x) = 1.
Pour tout α ∈M , on note α′ (resp. α′′) l’unique monoˆme tel que α = α′⋆A (resp. α = A⋆α′′)
s’il existe, † sinon et on pose f†(x) = 0. Comme g∅(x) = 0 on a, pour tout α tel que ω(α) ≥ 1,
f ′α(x) =
fα′′(x)− fα′(x)
x
+
∑
β⋆γ=α
ω(γ)<ω(α)
gβ(x)fγ(x).
Supposons que les fγ(x) pour ω(γ) < ω(α) soient analytiques sur ] − 1, 1[. De plus fγ(0) =
0, sauf si γ = ∅. Ainsi fα′′(0) = fα′(0) = 0 sauf si α = A. Mais alors α′ = α′′ = ∅ et
fα′′(x)− fα′(x) = 0. Dans tous les cas on en de´duit que f ′α(x) ∈ R[[x]] et admet un rayon de
convergence au moins e´gal a` 1. Il en est donc de meˆme pour fα, et on conclut par re´currence
sur ω(α). 
On de´montre de la meˆme fac¸on le lemme
Lemme 14. Il existe une seule solution G− de (6-2) sur ] − 1, 0[ telle que G−(x) ∼ (−x)A
quand x→ 0−.
On montre facilement que ces solutions G+, G− s’e´tendent analytiquement au domaine
complexe simplement connexe D′ = D \ iR− (voir figure 4) en des solutions de l’e´quation
(6-1). Pour e´tudier ces prolongements, on introduit Log(z), branche du logarithme complexe
de´fini comme le prolongement de log(x) pour x ∈ R∗+ sur D′ et, pour z ∈ D′, on note
zA = exp(ALog(z)). On a, pour x ∈]0, 1[, Log(−x) = log(x) + iπ d’ou`
(−x)A = exp(ALog(−x)) = exp (A(iπ + log x)) = xA exp(iπA).
Notons alors G˜(z) = G+(z)e
−iπA. C’est une fonction analytique sur D′ qui ve´rifie l’e´quation
(6-1). Il existe une unique fonction P+(x) analytique re´elle sur ] − 1, 1[ telle que G+(x) =
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Fig. 4 – Le domaine D′
P+(x)x
A pour tout x ∈]0, 1[. On en de´duit G+(z) = P+(z)zA pour tout z ∈ D′. En particulier,
pour x ∈]− 1, 0[,
G˜(x) = P+(x)x
Ae−iπA = P+(x)(−x)A.
On en de´duit que G˜(x) est une fonction analytique re´elle sur ]− 1, 0[ telle que G˜(x) ∼ (−x)A
quand x tend vers 0−. D’apre`s le lemme 14 cela signifie
Lemme 15. Pour tout x ∈]− 1, 0[, G+(x) = G−(x)eiπA
L’alge`bre M(k) est la comple´tion de l’alge`bre enveloppante de l’alge`bre de Lie libre sur
X . Elle est donc munie d’une structure d’alge`bre de Hopf comple`te au sens de [Qu]. Soit
V ⊂ QX ⊂M(k) un sous-espace vectoriel des combinaisons line´aires rationnelles d’e´le´ments
de X . On note U(k) le quotient deM(k) par l’ide´al de Hopf ferme´ qu’il engendre, et U1(k) =
kX/V ⊗ k ⊂ U(k). Soient A l’image dans U(k) d’un Aˆ ∈ X et C : D → U1(C) tel que
C(z) = C(z). Si l’on conside`re l’e´quation 6-2 avec cette fois G a` valeurs dans U(R), les
lemmes pre´ce´dents sont encore valables. En effet, l’unicite´ des solutions se de´montre de la
meˆme fac¸on, et leur existence de´coule d’un rele`vement de A en Aˆ et de C en une fonction
analytique Cˆ : D →M(C). On invoquera donc ces lemmes e´galement dans ce cadre.
Soit ∆ le coproduit de U(k), et notons B(z) = Az + C(z). Pour tout z ∈ D′, comme C(z)
est primitif B(z) l’est e´galement. Alors
∆(G(z))′ = ∆(G′(z)) = ∆(B(z))∆(G(z)) = (B(z)⊗ 1 + 1⊗B(z))∆(G(z))
Soit Gˆ(z) = G(z)⊗G(z). On a
Gˆ′(z) = G′(z)⊗G(z) +G′(z) ⊗G(z) = (B(z)⊗ 1 + 1⊗B(z))Gˆ(z)
Ainsi, G(z)⊗G(z) et ∆(G(z)) ve´rifient la meˆme e´quation diffe´rentielle, et la meˆme condition
asymptotique parce que zA est grouplike. Le lemme 13 applique´ a` U(k)⊗̂U(k) conside´re´
comme quotient de l’alge`bre de Magnus sur X × X permet de conclure la de´monstration du
lemme suivant :
Lemme 16. Si C(x) est primitif pour tout x ∈] − 1, 1[ alors, pour tout z ∈ D′, G+(z) et
G−(z) sont grouplike.
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7. Appendice 2 : le cas m = 3 et les associateurs de Drinfeld
7.1. Associateurs de Drinfeld et associateurs die´draux. Soit λ ∈ k. Un associateur
de Drinfeld ϕ(A,B) tel que de´fini dans [Dr] est l’exponentielle d’une se´rie de Lie en deux
variables A et B, que l’on peut conside´rer comme l’exponentielle d’une se´rie de Lie en A, B,
C avec relation A+B + C = 0. Elle est soumise aux relations
ϕ(B,A) = ϕ(A,B)−1(7-1)
eλAϕ(B,A)eλBϕ(C,B)eλCϕ(A,C) = 1(7-2)
ainsi qu’a` une troisie`me relation qui ne nous sera pas utile, appele´e e´quation du pentagone.
A un tel associateur on peut associer des morphismes B → B(k) ou` B et B(k) sont associe´s
non plus a` des groupes die´draux mais aux groupes de Coxeter de type An pour tout n ≥ 2.
Si n = 2, il n’est pas ne´cessaire d’imposer a` ϕ de ve´rifier l’e´quation du pentagone pour que
l’application de´finie par Drinfeld soit un morphisme. Comme A2 = I2(3), nous pre´cisons ici
les rapports entre ces associateurs de Drinfeld et le cas m = 3.
Soit m = 3, ϕ un associateur de Drinfeld, ϕ = ϕ(t0, t1) ∈ exp g′(k), Φ = (ϕ)−1 = ϕ(t1, t0).
On a sω • t0 = t1, sω • t1 = t0, sω • t2 = t2. On de´duit alors de (7-1) que Φ ve´rifie (3-2), et
de (7-2) que Φ ve´rifie (3-3). L’ensemble des associateurs de Drinfeld associe´s a` λ ∈ k s’injecte
donc dans Ass
(3)
λ (k).
7.2. Le groupe de Grothendieck-Teichmu¨ller. Drinfeld introduit d’autre part un groupe
GT (k), dit de Grothendieck-Teichmu¨ller, forme´ des couples de la forme (λ, g(X,Y )), ou` λ ∈ k
et g(X,Y ), e´le´ment de la comple´tion pro-k-unipotente du groupe libre sur X et Y , satisfait a`
g(X,Y ) = g(Y,X)−1(7-3)
g(X3,X1)X
λ−1
2
3 g(X2,X3)X
λ−1
2
2 g(X1,X2)X
λ−1
2
1 = 1(7-4)
pour X1X2X3 = 1 ainsi qu’a` une autre e´quation, encore dite du pentagone. Le groupe P est
engendre´ par p1 = σ
2, p2 = τ
2, p3 = σ
−1τ2σ = τσ2τ−1. soumis a` la seule relation p3p2p1 = Z
avec Z = (στ)3 central. On pose Yi = piZ
−1
3 ∈ P (k), f = g(τ2Z −13 , σ2Z −13 ) = g(Y2, Y1) ∈
P (k), et O = στσ = τστ . Comme O • σ = τ , O • τ = σ et O •Z = Z, on a O • f = f d’apre`s
(7-3). On veut montrer (4-6), c’est-a`-dire ((τσ)−1 • J)σˆ = Oˆf avec Oˆ = Z λ−12 , σˆ = (p1)λ−12 ,
τˆ = (p2)
λ−1
2 et J = σˆf−1τˆ(τ • f). C’est e´quivalent a`
(σ−1τ−1 • (σˆf−1))(σ−1 • τˆ )(σ−1 • f)σˆf−1 = Z λ−12 .
On a σ−1 • τˆ = σ−1O • σˆ = τσ • σˆ, σ−1 • f = σ−1O • f−1 = τσ • f−1, donc il s’agit de montrer
(σ−1τ−1 • F )(τσ • F )F = Z λ−12
avec F = σˆf−1 = (Z
1
3 )
λ−1
2 Y
λ−1
2
1 g(Y2, Y1). Or on a
τσ • σ2 = τσ2τ−1 d’ou` τσ • Y1 = Y3
τσ • τ2 = σ2 d’ou` τσ • Y2 = Y1
σ−1τ−1 • σ2 = τ2 d’ou` σ−1τ−1 • Y1 = Y2
σ−1τ−1 • τ2 = σ−1τ2σ d’ou` σ−1τ−1 • Y2 = Y3
Ainsi il s’agit de ve´rifier
Y
λ−1
2
2 g(Y3, Y2)Y
λ−1
2
3 g(Y1, Y3)Y
λ−1
2
1 g(Y2, Y1) = 1
28 I. MARIN
0 1
2
B
A
0
12
A
B
Fig. 5 – Le changement de coordonne´es φ
si Y3Y2Y1 = 1, c’est-a`-dire
Y
λ−1
2
2 g(Y1, Y2)Y
λ−1
2
1 g(Y3, Y1)Y
λ−1
2
3 g(Y2, Y3) = 1
si Y1Y2Y3 = 1, ce qui est bien e´quivalent a` (7-4). Ainsi le groupe de Grothendieck-Teichmu¨ller
s’injecte dans G(3)(k).
7.3. L’associateur transcendant et ϕKZ. On e´tablit ici le lien entre l’associateur ϕKZ que
Drinfeld construit a` partir de l’e´quation de Knizhnik-Zamolodchikov et l’associateur transcen-
dant Φ0 pour m = 3.
On note D1,D2,D0 les droites de E = R
3 euclidien de´finies par les e´quations D1 : x2 = x3,
D0 : x1 = x2, D2 : x1 = x3, V = {(x1, x2, x3) ∈ E | x1+x2+x3 = 0} et on pose D′i = Di∩V .
Une base de V ∗ est forme´e des fonctions x = x1 − x2, y = x1 − x3. On munit V de la base
duale.
Soit Ω la 1-forme correspondant a` la connection KZ sur E \D0 ∪D1 ∪D2,
Ω = t0d log(x1 − x2) + t1d log(x2 − x3) + t2d log(x1 − x3)
et V ′ = V \D′0 ∪D′1 ∪D′2. On a t0 + t1 + t2 = 0, et
Ω|V ′ = t0
dx
x
+ t1
dy − dx
y − x + t2
dy
y
.
Soit φ : V → V donne´ par la matrice M =
( −1
2 1√
3
2 0
)
. Les fonctions et formes diffe´rentielles
sont transporte´es par φ∗ : V ∗ → V ∗ de matrice (tM)−1. On a
φ∗(x) =
2√
3
y, φ∗(y) =
1√
3
(
√
3x+ y), φ∗(x− y) = 1√
3
y − x.
On pose θ = π/3, θr = rθ d’ou` θ0 = 0, θ1 = π/3, θ2 = 2π/3, vr = (cos θr, sin θr) et
αr(v) = det(vr, v). On a
α0 = y, α1 = −x
√
3
2
+ y
1
2
, α2 = −x
√
3
2
− y1
2
.
Notant D′′i = φ(D
′
i) = Rvi, on a φ(V
′) = V ′′ = V \D′′0 ∪D′′1 ∪D′′2 (voir figure 5) et
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Fig. 6 – L’e´clatement ǫ
φ∗(Ω|V ′) = t0
dα0
α0
+ t1
dα1
α1
+ t2
dα2
α2
On note ǫ : V → V l’application (s,w) 7→ (sw,w). On a
ǫ−1(D′0) = {(s,w) ∈ R2 | w = 0 ou s = 0}
ǫ−1(D′1) = {(s,w) ∈ R2 | w = 0 ou s = 1}
ǫ−1(D′2) = {(s,w) ∈ R2 | w = 0}
On note ∆0, ∆1 et ∆2 les droites de R
2 d’e´quations respectives s = 0, s = 1, w = 0
et V e = V \ ∆1 ∪ ∆2 ∪ ∆3 (voir figure 6). L’application ǫ est un isomorphisme analytique
V e → V ′. De x = sw, y = w on de´duit
ǫ∗
(
dx
x
)
=
dw
w
+
ds
s
, ǫ∗
(
dy
y
)
=
dw
w
, ǫ∗
(
dx− dy
x− y
)
=
dw
w
+
ds
s− 1
et
ǫ∗
(
Ω|V ′
)
=
(
t0
s
+
t1
s− 1
)
ds.
L’e´quation diffe´rentielle G′(s) =
(
t0
s +
t1
s−1
)
G(s) sur ]0, 1[ admet deux solutionsG±(s) de´termine´es
par G+(s) ∼ (1 − s)t1 pour s → 1−, G−(s) ∼ st0 pour s → 0+, et on a par de´finition
ϕKZ = G
−1
+ G−, c’est-a`-dire G− = G+ϕKZ . On en de´duit deux fonctions F± = G±(
x
y ), solu-
tions de dF = ΩF sur {(x, y) ∈ V | 0 < x < y} uniquement de´termine´es par
F+ ∼
(
1− x
y
)t1
quand
x
y
→ 1−, F− ∼
(
x
y
)t0
quand
x
y
→ 0+.
Or φ∗(xy ) =
−α0
α2
, φ∗(1− xy ) = α1α2 . On en de´duit deux fonctions F˜± solutions de dF = (φ∗Ω)F
telles que
F˜+ ∼
(
α1
α2
)t1
quand
−α0
α2
→ 1−, F˜− ∼
(−α0
α2
)t0
quand
−α0
α2
→ 0+.
Passant en coordonne´es polaires, on a
F˜+ ∼
(
θ − u
sin(θ)
)t1
quand u→ θ−, F˜− ∼
(
u
sin(2θ)
)t0
quand u→ 0+.
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Posons β = 1/ sin θ = 1/ sin 2θ. On a donc F˜+β
−t1 sin(θ − u)t1 quand u→ θ−, F˜−β−t0 ∼ ut0
quand u → 0+, c’est-a`-dire F˜+β−t1 = F1,− et F˜−β−t0 = F0,+. Comme F1,− = F0,+Φ0 et
F˜+ϕKZ = F˜−, on a
ϕKZ = β
−t1Φ−10 β
t0
8. Appendice 3 : Associateurs d’Enriquez et morphismes en type B
Dans [En], B. Enriquez de´finit des analogues des associateurs de Drinfeld, qui lui permet-
tent d’obtenir des morphismes du groupe d’Artin de type Bn vers les e´le´ments grouplike de
certaines alge`bres de Hopf comple`tes. Dans cet appendice nous e´tablissons le lien entre ces
morphismes et ceux qui nous inte´ressent ici.
On de´signera par W(S) le groupe de Coxeter associe´ au diagramme de Coxeter S, A(S)
(resp. P (S)) le groupe d’Artin (resp. le groupe de tresses pures ge´ne´ralise´) associe´. D’autre
part, on note Bn = A(An−1) le groupe de tresses habituel, et Pn = P (An−1) le groupe de
tresses pures.
8.1. Le groupe d’Artin de type B et les groupes G(N, 1, n). On note τ, σ1, . . . , σn−1
les ge´ne´rateurs standard de A(Bn). On a τσ1τσ1 = σ1τσ1τ , τ commute a` σi si i > 1, et
les σ1, . . . , σn−1 ve´rifient les relations de Bn. Ce groupe apparaˆıt comme groupe de tresses
ge´ne´ralise´ associe´ non seulement a` Bn, mais a` une famille de groupes de re´flexions complexes.
On note WN,n le groupe de re´flexions complexes, de type G(N, 1, n) dans la classification
de ST, de´fini comme l’ensemble des e´le´ments de GLN (C) note´s [a, σ] avec a = (a1, . . . , an),
ai ∈ C et aNi = 1, σ ∈ Sn, tels que
[a, σ](z1, . . . , zn) = (a1zσ(1), . . . , anzσ(n))
Pour N > 1 l’action de ce groupe est irre´ductible, et on a W1,n = Sn, W2,n = W (Bn). On
note s = [(ζ, 1, . . . , 1), 1] avec ζ = e2iπ/m. Dans tous les cas on a une de´composition de WN,n
en produit semi-direct (Z/NZ)n ⋊Sn, s correspondant a` (1, 0, . . . , 0) ∈ (Z/NZ)n.
Pour les proprie´te´s de ces groupes et de leurs groupes de tresses ge´ne´ralise´, nous ren-
voyons a` [BMR]. Rappelons que s et les transpositions ve´rifient, outre les relations du groupe
syme´trique sur les transpositions si = (i i + 1), les relations ss1ss1 = s1ss1s, s
N = 1, et s
commute a` si pour i > 1. D’autre part le comple´ment dans C
n des hyperplans de re´flexions
est
XN,n = {(z1, . . . , zn) | zj 6= 0, zj 6= ζazk}
dont le groupe fondamental est note´ PN,n. On ve´rifie facilement que l’alge`bre d’holonomie
gN,n = gXN,n de XN,n est exactement l’alge`bre tn+1,N de [En]. Cette dernie`re est engendre´e
par des ge´ne´rateurs t(a)i,j et t1,i0 pour i, j ∈ [2, n], et on trouve parmi les relations de de´finition
t(a)ij = t(−a)ji. Plus pre´cise´ment, notant v(a)i,j = t(a)i+1,j+1, ui = t1,i+10 , les ge´ne´rateurs
v(a)i,j correspondent aux hyperplans zi = ζ
azj , les e´le´ments ui aux hyperplans zi = 0. Il suffit
alors de ve´rifier que les relations de de´finition sont les meˆmes pour en conclure gN,n ≃ tn+1,N
comme alge`bre de Lie gradue´e.
Pour tout N > 1, le quotient XN,n/WN,n a A(Bn) comme groupe fondamental. La preuve
du theore`me 7.1 et le corollaire 7.5 de [En] montre l’existence de morphismes A(Bn) →
(UgN,n(k))
× ⋊WN,n pour tout corps k de caracte´ristique 0, donne´s par
τ 7→ s exp(u1), σi = Ψisi exp(Nv(0)i,i+1/2)Ψ−1i
ou` Ψi ∈ (UgN,n(k))×. Dans les termes de l’introduction, pour N = 2 cela montre
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The´ore`me (Enriquez). Si W est de type Bn, pour tout corps k de caracte´ristique 0 il existe
un morphisme Φ˜ : kB → B(k) qui ve´rifie la condition fondamentale.
PourN > 2, cela montre l’existence de morphismes de ce type pour les groupes de re´flexions
complexesWN,n et leur groupe de tresses ge´ne´ralise´ au sens de [BMR]. Cela permet e´galement
d’espe´rer e´largir ces proprie´te´s aux groupes de re´flexions complexes.
8.2. Les groupes KN,n et PN,n. B. Enriquez obtient des isomorphismes de la comple´tion
pro-k-unipotente d’un sous-groupe KN,n de Pn avec le groupe des e´le´ments grouplike de
UgN,n(k). Nous montrons que ce sous-groupe KN,n est naturellement isomorphe a` PN,n.
Le groupe KN,n est de´fini dans [En] comme suit. On note xij les ge´ne´rateurs classiques de
Pn, et F ′n le sous-groupe engendre´ par les x1,i, i ∈ [2, n]. Il est classique que F ′n est libre sur
ces ge´ne´rateurs, et que l’on a une de´composition Pn ≃ P ′n ⋉F ′n−1 ou` P ′n ≃ Pn−1 laisse fixe le
premier brin. Il est classique que l’action par conjugaison de A(An−1) = Bn sur les ge´ne´rateurs
libres x1i de F
′
n est l’action d’Artin. En particulier, P ′n agit trivialement sur l’abe´lianise´ Zn−1
de F ′n, et on en de´duit un morphisme Pn → Zn−1 puis par re´duction modulo N un morphisme
Pn → (Z/NZ)n−1, dont KN,n est par de´finition le noyau. Dans [En], Pn (et donc KN,n) est
conside´re´ comme un sous-groupe de A(Bn−1). Cette interpre´tation, visuellement e´vidente en
termes de tresses ge´ome´triques, peut se de´crire alge´briquement comme suit.
On a un morphisme surjectif A(Bn)→ A(An−1) donne´ par τ 7→ 1, σi 7→ σi. Ce morphisme
est scinde´, par σi 7→ σi. Son noyau Fn est un groupe libre de rang n sur les ge´ne´rateurs
γi = σi−1σi−2 . . . σ1τσ−11 . . . σ
−1
i−2σ
−1
i−1
De plus, l’action de A(An−1) sur lui est l’action d’Artin (cf. [CrP] prop 2.1) : σi envoie γi
sur γi+1, γi+1 sur γ
−1
i+1γiγi+1 et γj sur γj si j 6∈ {i, i + 1}. En particulier, le morphisme
d’abe´lianisation Fn → Zn est e´quivariant, par rapport a` l’action de A(An−1) sur Fn, l’action
par permutation de Sn sur Z
n, et le morphisme naturel A(An−1) → Sn. On en de´duit un
morphisme surjectif A(Bn) ≃ A(An−1)⋉ Fn → Sn ⋉ Zn. Il envoie τ sur (1, 0, . . . , 0) ∈ Zn et
σi sur (i − 1, i) ∈ Sn pour i > 1. En composant avec la projection canonique Z 7→ Z/NZ,
on en de´duit des morphismes πN : A(Bn) → Sn ⋉ (Z/NZ)n. On a πN (τ) = (1, 0, . . . , 0) ∈
(Z/NZ)n, πN (σi) = (i − 1, i) ∈ Sn pour i > 1. Il s’agit donc du morphisme de´ja` mentionne´
A(Bn) → WN,n, en particulier pour N = 2 de la projection naturelle du groupe de tresses
ge´ne´ralise´ A(Bn) sur le groupe de Coxeter W (Bn).
On a alors A(Bn) ≃ Bn ⋉ Fn. Conside´rons l’isomorphisme F ′n → Fn de´fini par x1i 7→ γi−1.
On de´duit de la compatibilite´ des actions le diagramme commutatif suivant, dans lequel les
fle`ches horizontales sont des isomorphismes et les fle`ches verticales des injections.
F ′n ⋊A(An−1) // Fn ⋊A(An−1) // A(Bn)
Pn+1 // F ′n ⋊ Pn //
OO
Fn ⋊ Pn
OO
L’inclusion Pn+1 →֒ A(Bn) est celle donne´e par la composition des fle`ches du diagramme.
Comme la restriction de πN a` Fn ⋊ Pn est simplement (Fn → (Z/NZ)n) × 1, on en de´duit
bien que son noyau PN,n s’identifie a` KN,n+1.
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