Abstract. We study [2 m −1, 2m]-binary linear codes whose weights lie between w 0 and 2 m −w 0 , where w 0 takes the highest possible value. Primitive cyclic codes with two zeros whose dual satisfies this property actually correspond to almost bent power functions and to pairs of maximum-length sequences with preferred crosscorrelation. We prove that, for odd m, these codes are completely characterized by their dual distance and by their weight divisibility. Using McEliece's theorem we give some general results on the weight divisibility of duals of cyclic codes with two zeros; specifically, we exhibit some infinite families of pairs of maximum-length sequences which are not preferred. [24] then reduces the determination of cyclic codes with two zeros whose dual is optimal to a purely combinatorial problem. It especially provides a very fast algorithm for finding such optimal cyclic codes, even for large lengths. These results also enables us to exhibit some infinite families of cyclic codes with two zeros whose dual is not optimal.
1.
Introduction. This paper presents a new theoretical approach for studying the weight polynomials of binary cyclic codes with two zeros. Using Pless power moment identities [30] and some ideas due to Kasami [18] , we point out the essential role played by the weight divisibility of linear codes of length (2 m − 1) and dimension 2m in the determination of their weight distributions. We especially focus on [24] then reduces the determination of cyclic codes with two zeros whose dual is optimal to a purely combinatorial problem. It especially provides a very fast algorithm for finding such optimal cyclic codes, even for large lengths. These results also enables us to exhibit some infinite families of cyclic codes with two zeros whose dual is not optimal.
This result widely applies in several areas of telecommunications: binary cyclic codes with two zeros whose dual is optimal in the previous sense are especially related to highly nonlinear power functions on finite fields; they also correspond to pairs of maximum-length sequences with preferred crosscorrelation. A function f from F 2 m into F 2 m is said to achieve the highest possible nonlinearity if any nonzero linear combination of its Boolean components is as far as possible from the set of Boolean affine functions with m variables. When m is odd, the highest possible value for the nonlinearity of a function over F 2 m is known and the functions achieving this bound are called almost bent (AB). These functions play a major role in cryptography; in particular, their use in the S-boxes of a Feistel cipher ensures the best resistance to both differential and linear cryptanalyses. It was recently proved [6] that a function f from F 2 m into F 2 m having maximal nonlinearity corresponds to an optimal code of length (2 m − 1) and dimension 2m. In particular when f is a power function, f : x → x s , this code is the dual of the cyclic code of length (2 m − 1) whose zeros are α and α s (α denotes a primitive element of F 2 m ). Cyclic codes with two zeros whose dual is optimal also appear in the study of maximum-length sequences (also called msequences): the exponents s such that the permutation x → x s over F 2 m has maximum nonlinearity coincide with the values of the decimations such that the absolute value of the crosscorrelation function between an m-sequence and its decimation by s is minimum. In this case, any two sequences in the set consisting of all time-shifted versions of an m-sequence and all time-shifted versions of its decimation by s can be easily distinguished. Such pairs of m-sequences are then intensively used in many communication systems, especially in code-division multiple access systems.
The next section recalls some properties of binary cyclic codes; it also exhibits the link between the weight distribution of the duals of cyclic codes with two zeros and both concepts of nonlinearity of a power function from F 2 m into F 2 m and of crosscorrelation of a pair of m-sequences. In section 3 we develop a new theoretical tool for studying the weight distribution of some linear codes, which generalizes some ideas due to Kasami. This method provides new characterizations of AB power mappings and of pairs of m-sequences having some 3-valued correlation spectra, which are presented in section 4. These characterizations use the weight divisibility of the duals of cyclic codes with two zeros which can be derived from McEliece's theorem. Section 5 exhibits some general bounds on the weight divisibility of these codes. Most notably we examine the cyclic codes with two zeros whose dual is at most 8-divisible. i −1 is not AB on F 2 m . In section 7 we give some results on the weight divisibility of the duals of cyclic codes with two zeros of length (2 m − 1) when m is not a prime. This leads to a very simple necessary condition on the values s of the decimations providing preferred pairs of m-sequences; in this case we are able to eliminate most values of s. We also give the exact weight divisibility of the duals of the binary cyclic codes of length (2 m −1) with a defining set {1, s} when m is even and s mod (2 m 2 − 1) is a power of 2. All of these results notably generalize two recently proved conjectures on the crosscorrelation of pairs of m-sequences [15, 31, 25, 3] . They also imply that the conjectured almost perfect nonlinear (APN) function x → x s with s = 2 4g +2 3g +2 2g +2 g −1 over F 2 5g is not AB. Finally, we give some numerical results which point out that our theoretical results directly provide the weight divisibility of many infinite families of duals of cyclic codes with two zeros.
Since C is a binary code, its defining set is a union of 2-cyclotomic cosets modulo ( 
We consider both integers u and v defined by their 2-adic expansions:
, where
The size of I 1 (resp., I 2 ) corresponds to w 2 (u) = m−1 i=0 u i (resp., w 2 (v)) which is the 2-weight of u (resp., v). McEliece's theorem can then be formulated as follows. (u, v) 
Since v ≤ 2 m − 1, the equation
can be written
This leads to the following equivalent formulation. 
where A(u) = us mod (2 m − 1).
APN and AB functions.
We now point out that some cryptographic properties of power functions over F 2 m are related to the weight enumerators of cyclic codes with two zeros.
Let f be a function from
where · is the usual dot product on F m 2 . These values are of great importance in cryptography, especially for measuring the security of an iterated block cipher using f as a round permutation. A differential attack [2, 21] against such a cipher exploits the existence of a pair (a, b) with a = 0 such that δ f (a, b) is high. Similarly, a linear attack [22, 23] is successful if there is a pair (a, b) with b = 0 such that λ f (a, b) is high. The function f can then be used as a round function of an iterated cipher only if both
are small. Moreover, if f defines the S-boxes of a Feistel cipher, the values of δ f and λ f completely determine the complexity of differential and linear cryptanalyses [29, 28] .
Since x is a solution of f (X + a) + f(X) = b if and only if x + a is a solution too, δ f is always even. Then we have the following. Proposition 2.5.
In the case of equality, f is called almost perfect nonlinear (APN). Proposition 2.6 (see [32, 7] ). For any function f : 
In the case of equality, f is called almost bent (AB
where each entry is viewed as a binary vector and α is a primitive element of F 2 m . Then
In particular, for odd m, f is AB if and only if for any nonzero codeword
• f is APN if and only if the code C f has minimum distance 5. In particular, if f is a power function x → x s over F 2 m , the code C f is the cyclic code of length (2 m − 1) whose zeros are α and α s . Tables 2.1 and 2.2 (resp., Tables 2.3 and 2.4) give all known and conjectured values of exponents s (up to equivalence) such that the power function x → x s is APN (resp., has the highest known nonlinearity). 
where α is a root of the feedback polynomial of the LFSR generating u (i.e., α is a primitive element of F 2 m ) and Tr denotes the trace function from F 2 m to F 2 . When a communication system uses a set of several signals (usually corresponding to different users), it is also required that each of these signals be easily distinguished from any other signal in the set and its time-shifted versions. This property is of great importance, especially in code-division multiple access systems. The distance between a sequence u and all cyclic shifts of another sequence v can be computed with the crosscorrelation function. 
The corresponding crosscorrelation spectrum is the vector (T −N , . . . , T N ) with 
If c 1 = c 2 , the sequence v is said to be a decimation by s of u. Writing c 1 = α j1 and c 2 = α j2 , the crosscorrelation function for the pair (u, v) is given by
where τ = j 2 + τ . It follows that the corresponding crosscorrelation spectrum does not depend on the choice of j 2 . It is then sufficient to study the pairs (u, v), where v is a decimation by s of u.
We now recall the well-known link between the crosscorrelation spectrum of pairs of binary m-sequences and the weight distribution of the duals of some cyclic codes with two zeros. 
In particular, if ω 0 is the smallest positive integer such that
then we have
where w 0 is the largest integer such that 0 < w 0 ≤ 2 m−1 and
If either a or b equals zero, c is a codeword of the simplex code of length (2 m − 1). In this case, its Hamming weight is 2
, we obtain the expected result. Using Theorem 2.7 we see that
where λ s is the linearity of the power permutation x → x s over F 2 m . In particular, when m is odd the lowest possible value for ω 0 is 2 m+1 2 − 1 and the values of s for which this bound is reached exactly correspond to the exponents s such that x → x s is an AB permutation over F 2 m .
Weight polynomials of linear codes of length 2
m − 1 and dimension 2m. As previously seen, both notions of nonlinearity of a function from F 2 m into F 2 m and of crosscorrelation spectrum of a pair of binary m-sequences of length (2 m − 1) are related to the weight polynomials of some linear binary codes of length (2 m − 1) and dimension 2m. Here we give some general results on the weight distributions of linear codes having these parameters. Our method uses Pless power moment identities [30] and some ideas due to Kasami [18, Thm. 13 ] (see also [6, Thm. 4] ). 
Most notably this implies the following:
(i) If w 0 is such that for all 0 < w < w 0 A w = A 2 m −w = 0, then 6(B 3 + B 4 ) ≤ (2 m − 1) (2 m−1 − w 0 ) 2 − 2 m−1 ,
where equality holds if and only if
A w = 0 for all w ∈ {0, w 0 , 2 m−1 , 2 m − w 0 }. (ii) If w 1 is such that for all w 1 < w < 2 m−1 A w = A 2 m −w = 0, then 6(B 3 + B 4 ) ≥ (2 m − 1) (2 m−1 − w 1 ) 2 − 2 m−1 ,
The main part of the proof relies on the first Pless power moment identities [30] . The first four power moment identities on the weight distribution of a code of length 2 m − 1 and dimension 2m are
Let us consider the numbers
we have for any even
Note that the codeword of weight zero is not taken into account in the sum above.
Recall that C does not contain the all-one codeword. By using the four power moments, we obtain the following values for I 2 and I 4 :
Let x be a positive integer and let I(x) denote the value of I 4 − x 2 I 2 . We have
The wth term in this sum satisfies
This implies that, if A w = A 2 m −w = 0 for all w such that 0 < w < w 0 , all the terms in I(2 m−1 − w 0 ) are nonpositive. Then we have
with equality if and only if all terms in the sum are zero. This can happen only when 
Proof. 
In particular, the number B 3 (resp., B 4 ) of codewords of weight 3 (resp., 4) in C ⊥ is given by
) be the weight enumerator of C (resp., C ⊥ ). By hypothesis, B 1 = B 2 = 0. Using the first two Pless power moment identities, we obtain
Inverting this linear system gives the expected weight distribution. By writing the third and fourth Pless power moment identities, we can compute the number of codewords of weights 3 and 4 in C ⊥ :
Since B 3 is an integer, we have that 2
4. AB functions, 3-valued crosscorrelation functions, and weight divisibility.
A new characterization of AB functions.
Let us now suppose that m is odd, m = 2t + 1. We give a necessary and sufficient condition on f : F 2 m → F 2 m to achieve the highest possible nonlinearity. 
where A(u) = us mod (2 m − 1). Note that λ f = 2 m−1 means that there exists a linear combination of the Boolean components of f which is an affine function.
Condition (4.1) is obviously satisfied when
s is a permutation), the condition also holds for all u such that w 2 (u) = t. Using that
we deduce that condition (4.1) must be checked only for one element in each cyclotomic coset. Note that if u is the smallest element in its cyclotomic coset and w 2 (u) < t, we have u ≤ 2 m−2 − 1. This result provides a fast algorithm for checking whether an APN power function is AB and then for finding all AB power functions on 
3 ,
Proof. Applying Proposition 3.3 shows that this condition is sufficient. It is also necessary since, for any w such that 2 m−1 − 2 t+e < w < 2 m−1 , both integers w and 2 m−1 − w are not divisible by 2 t+e . The condition on the divisibility of the weights of C then implies that
For the given values of B 3 and B 4 , we have
It follows that the lower bound given in Theorem 3.1(ii) (applied with 
In particular, the crosscorrelation function is preferred if and only if
Some general results on the weight divisibility of C ⊥

1,s .
We now show that the weight divisibility of the dual of the cyclic code C 1,s is conditioned by the 2-weight of s. Most notably this implies that C ⊥ 1,s has a low exact weight divisibility only for particular values of s. 
Upper and lower bounds on the weight divisibility of C
Most notably this implies the following:
• For odd m, if the power permutation f : x → x s is AB on F 2 m , then
• for even m, if the crosscorrelation function between an m-sequence of length (2 m −1) and its decimation by s takes the values
The 2-weight of s also provides a lower bound on the divisibility of C 
By writing
we obtain that
It follows that w 2 (us + v) = m. We now write that
and we get
We therefore obtain When r = 0, inequality (5.2) gives
When r > 0, inequality (5.2) gives 
w2(s) + 1. In this case, inequality (5.1) obviously holds. (1, 3), (2, 2), (3, 1) }.
Cyclic codes C
• If (w 2 (u), w 2 (v)) = (1, 3), then w 2 (s) = m − 3.
• If (w 2 (u), w 2 (v)) = (3, 1), then w 2 (s −1 ) = m − 3 (the proof here is the same as the proof of Proposition 5.3(ii)).
• If (w 2 (u), w 2 (v)) = (2, 2), we use inequality (5.2) proved in Corollary 5.2:
It follows that
Note that 
for the following values of i: i = 2, i = t/2 for even t, and i = (3t + 1)/2 for odd t.
Previously, we proved that condition (6.1) is satisfied in the Welch case (i = 2) [5, 4] . More recently, Hollmann and Xiang used this formulation for proving Niho's conjecture [16] . Here we focus on all other values of s which can be expressed as s = 2 t +2 i −1 for some i. We prove that for almost all of these values C ⊥ 1,s actually contains a codeword whose weight is not divisible by 2 t . This result is derived from both of the following lemmas which give an upper bound on the exact weight divisibility of C Here we exhibit an integer u satisfying this condition for the announced values of .
• We first consider the case r = 0. Let u = 2 t + 2 r−1 q k=1 2 ik + 1. Then w 2 (u) = q + 2 and we have
If r > 1, we have for all k such that 1 ≤ k ≤ q,
We then deduce that all terms in (6.2) are distinct. It follows that
If r = 1, we obtain
In this case
• Suppose now that r = 0 and i = t/2. Since i < t, we have q > 2. Let
It follows that w 2 (u) = q + 3. Let us now expand the corresponding A(u):
We then deduce that, if q > 2, all the terms in (6.3) are distinct except if i = 3. It follows that, for any i > 3, w 2 (A(u)) = 1 + (q − 2) + 1 + (t + 1) + 3 = w 2 (u) + t + 1.
For i = 3, we have
In this case 
. Exactly as in the proof of the previous lemma, we exhibit an integer u ∈ {0, . . . , 2 m − 1} such that
for the announced values of . We write i = t + j, where 1 < j < t.
• We first consider the case t + 1 < i < 3t+1 2 . Let u = 2 t + 2 j−1 + 1. Then w 2 (u) = 3 and
2 , we have that 2t > t + 2j − 1. All the terms in (6.4) are therefore distinct. We deduce
• We now focus on the case 3t+1 2
< i ≤ 2t − 1. Let u = 2 t + 2 j + 1. Then w 2 (u) = 3 and
For i = 2t − 1, we actually obtain the exact divisibility of C 
It follows that w 2 (s −1 ) = m − 3 and therefore that C Proof.
is not 2 t -divisible since the upper bounds given in both previous lemmas are strictly less than t. • i = 2 corresponds to the Welch's function.
• i = t corresponds to the inverse of a quadratic exponent since (2 t+1 − 1)(2 t + 1) ≡ 2 t mod 2 m − 1.
gives an s which is in the same 2-cyclotomic coset as 2 t+1 − 1.
corresponds to Niho's function. ( 
This implies that
.
. For any integer x, we have
This implies that Let us now consider both integers u and v defined by
For s = s 0 + a(2 g − 1), the pair (u, v) satisfies
2 ig and both u 0 and v 0 are less than 2 g − 1, we have
We then deduce that C 
For odd m, this gives
. For even m, we similarly get
This implies in both cases that ≥ 
, it is known [8] that the cyclic code C 1,s has minimum distance 3 and that the number B 3 of codewords of weight 3 satisfies
3 .
This implies that the crosscorrelation is not preferred if g > 2.
If s 0 = s mod (2 g − 1) is such that the dual of the cyclic code of length (2 g − 1) with defining set {1, s 0 } is not 2
This proposition is a generalization of the following result conjectured by Sarwate and Pursley [31] and recently proved in [25] .
Corollary 7.4 (see [31, 25] 
Therefore, we obtain
since a ≤ 2 t−j−1 − 1 and a is odd. Using that w 2 (u) = j + 2, we finally get
• If 2
such that
A w = A 2 m −w = 0 for all w such that 0 < w < w 0 . [3] .
Corollary 7.9 (see [15, 3] We then deduce that C 
