Adsorption energy distributions (AEDs) can be calculated from measured adsorption isotherms by numerical methods upon regularization of the adsorption integral equation. The regularization solves the 'ill-posed problem' of the adsorption integral equation. In this paper, the so-called U-and L-curve methods and the modified U-curve method for estimating the optimal regularization parameter are tested with synthetic nitrogen adsorption isotherms. The isotherms are calculated from AEDs with one (minimum) to five (maximum) peaks using a simple gas adsorption model. To verify the U-and Lcurve methods, the originally generated AED functions with different number of peaks are compared with those obtained back from the synthetic isotherms using the INTEG regularization method. The results show that the L-curve method is superior to the U-curve methods for finding the optimal regularization parameter.
INTRODUCTION
The calculation of adsorption energy distribution (AED) functions from gas and liquid adsorption isotherms on solids is an important practical task in the field of physical adsorption. The adsorption integral equation-a linear Fredholm integral equation of the first kind-is an 'illposed problem' that can be solved by regularization techniques (Tikhonov 1963; Jaroniec and Brӓuer 1986; Jaroniec and Madey 1988; Rudzinski and Everett 1992; Korn and Korn 2000) .
Several methods for estimating the so-called optimal regularization parameter g opt have been proposed, including the so-called L-and U-curve methods and their modified forms (Miller 1970; Hansen 1992; Hansen and O'Leary 1993; Lawson and Hanson 1995; Vogel 1996; Caletti et al. 2000; Morigi and Sgallari 2001; Agarwal 2003; Stan'do and Rudnicki 2007; Rezghi and Hosseini 2009; Niknam Shahrak et al. 2013) . Identification of a suitable method is of special interest, because all other numerical methods except regularization produce random results (Arnrich et al. 2010 (Arnrich et al. , 2011 . Even if numerically smooth solutions are obtained using one of these methods, they are rather by chance, because the number of generated peaks in the AEDs does not correspond to the real number of peaks.
In this work, the following three methods for estimating g opt are examined:
• The normal U-curve method (Stan'do and Rudnicki 2007; Niknam Shahrak et al. 2013) • The modified U-curve method (Niknam Shahrak et al. 2013 ) and • The normal L-curve method (Hansen 1992; Hansen and O'Leary 1993) Experimental adsorption isotherms as criteria for the correctness of the U and L curves are often insufficient because the number of peaks in their underlying AED is unknown. Therefore, we used synthetic adsorption isotherms (SAIs) calculated from AEDs with a known number of peaks, that is, with one, two, three and five Gaussian peaks (Brӓuer et al. 1985 .
By means of normally distributed random errors, synthetic test isotherms with a relative error of 0.1%, 1%, 2% and 5% are generated from the exact SAIs. The quality of L and U curves for estimating optimal regularization parameters is proved by comparing originally generated AEDs with those recalculated from the SAIs by the regularization method INTEG (von Szombathely et al. 1992) , which has so far been successfully applied to a large number of synthetic gas adsorption data (Dąbrowski et al. 2003) .
Our studies are restricted to adsorption integral equations with Langmuir kernel. Adsorption models leading to pore-size distribution functions are not considered in this paper.
CALCULATION OF SAIs FROM AEDs
The integral equation for physical monolayer adsorption of gases on heterogeneous solid surfaces without consideration of the lateral interaction energies between adsorbed molecules is given by (Rudzinski and Everett 1992) (1) with the measured total isotherm 0 £ q t £ 1, the predefined local isotherm q l , the adsorption temperature T, the gas pressure p, the molar adsorption energy U of gas molecules on the surface sites of solid and the searched AED f(U), which is called AED here.
The f(U)dU is the fraction of surface sizes with adsorption energies between U and U + dU. It is subject to the following restrictions:
(2)
The following local isotherm of the Langmuir type is applied by considering only adsorption in the initial relative pressure range (up to the beginning of the BET range):
( 3) with the universal gas constant R and the temperature-dependent Langmuir constant A 0 = 2.40015ϫ10 5 Torr (T = 77 K and molar mass of nitrogen M N 2 .= 28.0134g/mol).
Figure 1(a) shows a set of generated AEDs in the range from U min = 10 kJ/mol to U max = 25 kJ/mol. Because the number of peaks 's' and their position influence the shape of synthetic isotherms, three AEDs with isolated peaks (s = 1, 2, 5) and one AED with non-isolated peaks (s = 3) are generated. The required details for calculating AEDs are given in Appendix A.
Figure 1(b) shows the exact SAIs calculated from the given AEDs with a known number of peaks s by inserting equation (3) into equation (1) and subsequent integration of equation (1). Details of this calculation are described in Appendix B. It can be seen that q t,1 calculated from the
AED with one peak is characterized by a simple step, whereas q t,2 calculated from the AED with two peaks exhibits two distinct steps. The q t,3 and q t,5 differ only slightly, and there are no pronounced steps in the calculated isotherms. By way of example, Figure 2 shows the exact synthetic test isotherms calculated from AEDs with one and two peaks and the corresponding erroneous isotherms with quasi-experimental relative errors of 1%, 2% and 5% (calculation details are presented in Appendix B).
CALCULATION OF AEDs FROM SAIs
The general form of equation (1) is as follows:
(4) Equation (4) can be transformed after discretization by a suitable quadrature to the algebraic problem (5) with the vector f for the searched AED function, the matrix A of the adsorption theory expressed by the local isotherm (3) and the vector g for the experimental function, that is, the total adsorption isotherm.
If no regularization is applied, ill-posed problems show the peculiarity to transmit experimental errors of the input data to the calculation results in such a way that the results can be completely distorted. Figure 3 shows a typical AED calculated from an adsorption isotherm by means of least squares solution without regularization: The application of equation (6) to the SAIs used in this paper [four exact SAIs as presented in Figure 1 (b) and their corresponding erroneous adsorption isotherms with relative errors of 0.1%, 1%, 2% and 5%] results in chaotic AEDs independent of the magnitude of the quasi-experimental errors of the isotherms and the number of peaks of the original AED used for their calculation.
In this paper, the linear regularization method of Tikhonov (1963) was used in the notations (von Szombathely et al. 1992)
with a positive regularization parameter g in the range 0 £ g < ∞ and the quadratic matrix C that has to be positive definite. It is well-known that the solution of equation (7) strongly depends on the correctness of g. Therefore, trustworthy techniques are required for an automatic selection of the optimal regularization parameter g opt . In this paper, we will evaluate three different successful techniques for estimating g opt based on the following 20 synthetic isotherms with known underlying AEDs:
• The four exact SAIs q t,1 , q t,2 , q t,3 and q t,5 as presented in Figure 1 , which are called systems 100, 200, 300 and 500, respectively, and • The corresponding erroneous SAIs with relative errors of 0.1%, 1%, 2% and 5%, called systems 101, 110, 120, 150/201, 210, 220, 250/301, 310, 320, 350/501, 510, 520, 550, respectively. To find the optimal regularization parameter g opt , the following two ways are used: • The graphical estimation from the U and L curves by INTEG (von Szombathely et al. 1992) • The calculation of average quadratic deviations (AQDs) between the original AEDs and the recalculated ones from the SAIs for the corresponding U and L curves. The AQDs are defined as follows: (8) with the original energy distribution function f s calculated according to equation (A1) in Appendix A, the energy distribution f rec;s recalculated by INTEG at the positions U i from equation (A2) in Appendix A and the number n of grid notes in the AEDs. Equation (8) cannot be applied to experimental adsorption isotherms because the underlying exact AEDs are not known.
Normal and Modified U-Curve Methods
The normal U curve is described by (Stan'do and Rudnicki 2007) (9) with the residual norm x(g) and the result norm l(g) as functions of the regularization parameter g. A detailed analytical treatment of the U curve and its local minimum connected with the optimal g opt is given by Stan'do and Rudnicki (2007), who reported an excellent agreement between an original distribution function with two non-isolated peaks and found the recalculated solutions.
For the normal U-curve method, g opt was calculated for all 20 SAIs. The corresponding U curves for selected systems are presented in Figure 4 . For all systems, the minimum of the U curve, which is the optimal regularization parameter, is located near the end of the curve. Furthermore, it is noticeable that the relative errors of the SAIs only have a slightly influence on g opt .
In addition, the AQDs between the exact and the recalculated AEDs were calculated for each points of Figure 4 . The values of ln g opt,1 (obtained by graphical estimation) and ln g opt,2 (obtained by minimization of AQD) are presented in Table 1 . Figure 5 illustrates that the recalculated AEDs by choosing g opt,2 are in better agreement with the original AEDs than the AEDs calculated on the basis of g opt,1 .
Even if the normal U curves for the 20 systems considered in this paper show a more or less pronounced U behaviour, there are many real examples in literature for U curves without U behaviour (Niknam Shahrak et al. 2013) . Therefore, Niknam Shahrak et al. (2013) proposed an empirical modification of the normal U-curve method, which is given as follows: Note: 1 = graphically estimated; 2 = estimated by minimization of AQD. 
For the modified U-curve method, g opt was calculated for all 20 SAIs. The corresponding modified U curves for selected systems are shown in Figure 6 .
The modified U curves in Figure 6 are broader than the normal U curves in Figure 4 . For all systems, the graphical minimum of the modified U curve is located at ln g opt = 0 (i.e. g opt = 1). In Table 2 , the values of ln g opt,1 (obtained by graphical estimation) and ln g opt,2 (obtained by minimization of AQD) are listed. Figure 7 shows that the recalculated AEDs by choosing g opt,2 are in better agreement with the original AEDs.
Tables 1 and 2 are the basis for the recalculation of AEDs from SAIs using the normal and the modified U curve for estimating g opt . Figure 8 shows the recalculated AEDs compared with the original AEDs with one, two, three or five peaks. Because the AQD method cannot be applied to experimental adsorption isotherms, only AEDs recalculated using g opt,1 are shown. Figure 8 illustrates that the accordance between the original and recalculated AEDs is better when using the modified U-curve method. However, even if the modified U-curve method is 
L-Curve Method
The so-called L curve (the name is derived from the characteristic shape of the curve) is constructed from the natural logarithm of the residual norm and the result norm using the following equation:
(11) Figure 9 shows the functions x and l for the systems 100 and 300 in the value range -23 £ ln g < 3. It can be seen that x and l increase or decrease monotonically.
At high g values, x responds sensitively to small changes of g, whereas l remains nearly constant (so-called over-regularization). At small g values, the changes of l are larger than those of x (so-called under-regularization). The transition between under-and over-regularization leads to the corner of the L curve with the optimal value g opt of the regularization parameter at this corner (Hansen 1992; Hansen and O'Leary 1993) .
For the L method, g opt was calculated for all 20 SAIs. The corresponding L curves for selected systems are presented in Figure 10 .
In general, the L curves have a sharp Latin L. In our calculations, the L curves do not exhibit a sharp corner. However, g opt can be determined clearly by applying graphical techniques and by minimization of AQD. It is noticeable that in contrast to the U-curve methods, the relative errors of the SAIs strongly influence the values of g opt . Figure 11 shows the recalculated AEDs compared with the originally generated AEDs with one, two, three and five peaks. It can be seen that the recalculated AEDs for the systems 100, 200, 300 and 500 fit well in each case with the original AEDs. The height as well as the position of the adsorption energy maxima is obtained back with sufficient accuracy. The higher the relative error of the synthetic isotherms, the smaller is the resolution of individual peaks. For the AED with two peaks (s = 2), the individual peaks can also be resolved for the isotherms with the highest relative
Suitability of L-and U-Curve Methods for Calculating Reasonable Adsorption Energy Distributions 529 In Figure 12 , the original SAIs as presented in Figure 1 are compared with the adsorption isotherms obtained back from AEDs calculated using the U-, modified U-and L-curve methods for finding g opt . For the considered adsorption problem, the best agreement between the original and calculated adsorption isotherms is found using the L-curve method.
CONCLUSION
In this paper, three different methods for estimating the optimal regularization parameter g opt have been tested using 20 SAIs that have been calculated from known AEDs. By comparing the original and recalculated AEDs, it could be shown which methods for estimating g opt are helpful to obtain back the position and height of peaks in the original distribution functions.
The parameters obtained using the L-curve method possess excellent quality for calculating reasonable AEDs. For all tested SAIs, the L method was superior to the U-curve methods, with the modified U-curve method being superior to the normal U-curve method. Therefore, the Lcurve method is recommended for calculating AEDs from nitrogen adsorption isotherms by solving the adsorption integral equation by regularization.
Appendix A. Generation of AEDs
To calculate SAIs, AEDs with the following characteristics were generated:
• With one Gaussian peak • With two isolated Gaussian peaks • With three non-isolated Gaussian peaks • With five isolated Gaussian peaks. The AEDs are described as follows:
with the width or dispersion D j , the mean energy value U j and the height f j of the jth Gaussian peak. For the adsorption energy U i , the following range is applied:
with t = 15,001 grid points. The minimal and maximal energy values for nitrogen are assumed to be U min = 10 kJ/mol and U max = 10 kJ/mol, respectively (von Szombathely et al. 1992) .
The heights f j are calculated from the given D j and U j using the following restriction: s = 1, 2, 3, 4, 5
and inserting equation (A1) into equation (A3) . The calculated f j values for AEDS with one, two, three and five Gaussian peaks (s = 1, 2, 3, 5) on the basis of freely selectable D j and U j parameters are presented in Table A1 . (3) and (A1) into equation (1), the following equation is obtained:
Equation (B1) can be written as follows:
The integrand in equation (B2) for the kth pressure value and the ith energy value U i is given as follows:
The application of the trapezoidal rule to equation (B2) under consideration of equation (B3) yields the following equation:
(B4) Equation (B4) was used for the calculation of the exact SAIs. Analogous adsorption integral equations can be formulated for calculating gas-solid virial coefficients (Waksmundzki et al. 1976 ), liquid-solid excess adsorption isotherms (Dabrowski et al. 1987; Heuchel et al. 1993 ) and so on.
The erroneous synthetic isotherms are calculated from two normally distributed random errors RND 1 and RND 2 using the Box-Muller method (Box and Muller 1958) 
By generation of a third random number XX with the case distinction, that is, if XX < 0.5, then the normal distribution X norm ∫ ⌾ 1 ; however, if XX > 0.5, then X norm ∫ ⌾ 2 follows (B6) s = 1, 2, 3, 5 .
( ) ( ) = − π = − π X 2 ln RND cos 2 RND ; X 2 ln RND sin 2 RND 
