We study a class of highly regular t-designs. These are the subsets of vertices of the Johnson graph which are completely regular in the sense of Delsarte [2] . In [9] , Meyerowitz classified the completely regular designs having strength zero. In this paper, we determine the completely regular designs having strength one and minimum distance at least two. The approach taken here utilizes the incidence matrix of (t+1)-sets versus k-sets and is related to the representation theory of distance-regular graphs [1, 5] .
Background
Let G be a graph and let P be a partition of its vertices. We call P equitable if, for every cell C and for every vertex x, the number of neighbors of x in C depends only on C and on the cell containing x and not on the choice of x itself. Given a subset C of the vertices of G, the distance partition of G with respect to C is the partition whose cells are the nonempty sets of the form Subset C is said to be completely regular if the distance partition of G with respect to C is equitable.
This definition of a completely regular subset is due to Neumaier [10] and, in the case where G is distance-regular, it is equivalent to Delsarte's original definition [2] . This states that subset C is completely regular if, for each vertex x of G and for each distance i, the number of vertices of C which lie at distance i from x depends only the distance from x to C and not on the choice of x itself.
Let V = {1,2,...,v} and let 0 < k < v/2. The Johnson graph J(v,k) is the graph whose vertices are the k-element subsets of V, two vertices being adjacent precisely when their intersection has cardinality k-1. It follows that two vertices x, y are at distance i in J(v, k) precisely when |x n y| = k -i. The Johnson graph is distance-regular. Let A i denote the adjacency matrix of the distance-i graph of J(v, k) (i.e., A i is a 01-matrix with (x, y)-entry equal to one if and only Our goal is to study completely regular subsets in the Johnson graphs; a completely regular t-design is such a subset having strength t. This class of designs includes some very nice designs, for example:
• the Witt designs on 11, 23, and 24 points • all t-designs with block size t + 1 • all Steiner systems with block size t + 2.
Most of these can be shown to be completely regular using Theorem 1.1 and [2, Theorem 5.13] (or see [4, Lemma 11.7.6] ). Any perfect code in the Johnson graph would also be a completely regular design, so the present topic is related to the famous conjecture of Delsarte that there are no nontrivial perfect codes in J (v, k) . (See [8] for a discussion of this connection.)
In [9] , Meyerowitz proved the following theorem, although the language used there differed from ours.
THEOREM 1.2 (Meyerowitz). Suppose C is a completely regular design in J(v,k) having strength zero. Then there is a subset T C V such that either
In this paper, I classify the completely regular designs having strength one and minimum distance at least two.
if |x n y| = k -i). Then A 1 is the adjacency matrix of J(v, k) and the matrices {A 0 = I,A 1 ,...,A k } form a basis for the Bose-Mesner algebra of the Johnson association scheme [2] . This association scheme provides an algebraic setting for the study of combinatorial t-designs.
Recall that a collection C of k-subsets of V is a t-design if every t-element subset lies in a constant number of elements of C. This number is denoted by L = L t and, in this case, C is called a t -(v, k, X) design. The elements of C are called blocks. The strength of C is the largest t for which C is a t-design. Any proper subset of the vertices of
Let {E 0 ,E 1 , ..., E k } be the basis of primitive idempotents for the Johnson scheme J(v,k), ordered so that 
Background on association schemes and the Johnson graph can be found in [1, 2] . The association scheme approach to t-designs is founded in [2, 3] . Material on equitable partitions can be found in [4] . A general discussion of completely regular designs is presented in [8] , This work is based on a portion of the author's Ph.D. thesis [7] , completed at the University of Waterloo.
where I is any s-element subset of {1,2,...,q}. Since p > 2 and q > s, such a design has strength one. It is also clear that C has minimum distance equal to p. Let us call such a design a groupwise complete design. We now determine for which values of p, q, and s such a 1-design is completely regular.
THEOREM 2.1. Let C be a groupwise complete design in J(v,k). Then C is completely regular if and only if one of the following holds: (i) p = k and v = 2k and C is an antipodal class (containing two elements);
(ii) p = 2; (iii) p = 3 and a = 1.
Proof. We first deal with the case q = 2, s = 1. Here the Johnson graph is J(2k, k). This is an antipodal distance-regular graph and C is an antipodal class. It is known that such a subset is always completely regular [1, p. 349] .
Otherwise, let C be a groupwise complete design in J(v, k) with v = qp and k = ap (p > 2,q > 2s,q > 2). Let C be constructed as described above from a partition X of V into q groups of size p. Let z = X 1 U X 2 U • • • U X s be an element of C. Since q > s + 2, we can find X and X', two distinct groups disjoint from z. Let h and h' be points in X 1 ,j,k in X and k' in X'. Consider the sets w := (z\{h,h'}) U {j,k} and w' := (z\{h,h'}) U {j,k'}, both at distance two from z. Vertex w is at distance p -2 from the block (z\X 1 ) U X while w' is at distance at least p -1 from every block other than z. If C is completely regular, by Delsarte's definition, w and w' must be in different cells of the distance
Groupwise complete designs
Next, we introduce the family of 1-designs which are the main focus of this paper.
Consider Kq partition of J(v, k) with respect to C. This forces the minimum distance p to be at most three.
Next, we modify the above argument to deal with the case p = 3. Suppose s > 2 and let z = X1 U X2 U • • • U Xs be a block of the design. Let h and h' be elements of z, now in distinct groups. Let X and X' be groups disjoint from z and let j,k be elements of X and k' an element of X'. The sets w := (z\{h,h'}) U {j,k} and w' := (z\{h,h'}) U {j,k'} are both at distance two from C. Yet w is at distance two from three blocks while w' is at distance two from only one. Thus, such a design cannot be completely regular.
The only cases which remain are p = 3, s = 1, and p = 2 (any permissible value of s). It is not difficult to verify in both these cases that C is completely regular. D
The above class of 1-designs may seem somewhat trivial, but we will show that any completely regular 1-design having minimum distance at least two is of this type.
There are certainly other completely regular 1-designs. We refer to the collection of k-sets at maximal distance from a completely regular design as the opposite design and denote this by Copp. The opposite design of a completely regular t-design is again completely regular of strength t [8] . For a completely regular groupwise complete design, Copp has the form Remark. In some cases, the subset C in Theorem 2.1 induces a distance-regular subgraph of some (distance) graph of the Johnson scheme. These are described in Table 1. except when p = 2 and q < k, in which case Copp is described by Godsil and Praeger [6] discovered several other families of completely regular 1-designs. Let v = qp and X a partition of V into q groups of size p as above. Then the following designs (and their opposites) are completely regular of strength one:
• For p = 2 and k = 2s + 1, we can set C := {x:x contains s groups of X and 1 point from one other group};
• For q = 2 and p > k and for k = 3, p,q > 3, we can set C := {x : x C X i for some i}.
Also, by Theorem 1.1 and [2, Theorem 5.13], any 1-design with block size two is completely regular. These are the same as regular graphs and such 1-designs abound. Finally, we point out that, when k = 1, the entire vertex set of J(v, 1) is a trivial 1-design. Henceforth, we assume k > 2 and v > 2k.
A representation approach

Let C be a completely regular design of strength t = 1 in J(v, k).
To study C, we represent C in a way in which its strength and complete regularity are evident.
Since the number of elements of C containing a 2-set varies, we represent C as a function on pairs. Let W be the incidence matrix of 2-subsets versus k-subsets of V. For each vertex x of J(v,k) we map x to the xth column of W and we map C to the sum of the columns indexed by its elements. In this way, C becomes a nonconstant function on sets of size two. Moreover, as we will see, the inner product of the xth column of W and the image of C depends only on the distance from x to C, A similar approach was used by Meyerowitz [9] to prove Theorem 1.2. For a vertex x of J(v,k), we define u(x) := We x , which is the xth column of W. For a subset C, we denote by xc the characteristic vector of C and we map C to u(C) := Wxc. It is not difficult to see that, for vertices x and y of J(v,k) we have inner product (see [2, Equation 4 .22]).
LEMMA 3.1. Given a completely regular 1-design C in J(v, k) and the function u as defined above, the inner product (u(x),u(C)) is a constant w h which only depends on the distance h from x to C. Moreover, w 0 > w 1 > • • • > w p where
Proof. Let P = {C 0 ,C 1 ,...,C R } be the distance partition of J(v,k) with respect to C. Then, for x e C h , for x E C h , is strictly decreasing. Let P be the ( v k ) x (R + 1) matrix whose ith column is the characteristic vector of C i . It is well known that, since P is equitable, there is a (R + 1) x (R + 1) matrix B satisfying A 1 P = II B. Now it is not difficult to see that the vector [C 0 , C 1 • • • C p ] is a right eigenvector for B with eigenvalue t 2 (cf. [4, Lemma 2.2]). Note that t 2 is the second largest eigenvalue of B, a tridiagonal matrix. Now the fact that the sequence is strictly decreasing follows from known facts about Sturm sequences (cf. [4, 5] or [1, p. 129-130] ). Accordingly, the sequence w 0 ,w 1 ,...,W P is strictly decreasing as well. D Now we can prove our main theorem. (c) The value of N is independent of the choice of x.
For each block x e C, denote by N x the common value of E on pairs ij with i E x and j E x. For h E x fixed, we have
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For a 2-element subset {i,j} of V, define E ij = E ji to be the entry of u(C) corresponding to {i,j}. Note that E ij is simply the number of blocks of C containing both i and j and so Z j=i E ij = (k -1)L 1 . For convenience, define E ii = 0 for all i e V. Then we define, for all k-subsets x, and we can express partition P by the equivalence relation If x is adjacent to y, say y = (x\{h}) U {j}, then Let x be a vertex in C = C 0 . Since C has minimum distance at least two, every neighbor of x is in cell C 1 of P. Thus, for h e x and j E x, in terms of the notation of the above lemma, and so the left-hand side is constant over all choices of h e x and all choices of j E x. The proof is given in six steps. Let x be a fixed block of the design C. For v e V, define c v := Z iex E iv .
(a) For any fixed block x of the design, c i is constant for i e x and C j is constant for j E x.
Let j e x be fixed. Summing (1) over all h E x, we get which is independent of j. Then (1) can be written is independent of x. Consequently, N X is also independent of the choice of x € Co. Denote this common value by 77. Let us define a partition X of V which is the coarsest partition simultaneously refining all the partitions {x, V\x} for x e C. Concretely, two points are in the same cell of X if and only if every block which contains one of them contains both.
(d) The blocks of C are precisely those k-sets which can be expressed as a union of cells of partition X.
Clearly, every block of the design can be expressed as a union of cells of X. The earlier steps of the proof confirm that E ij = N whenever i and j lie in different cells of X. Moreover, from Lemma 3.1, C consists of precisely the k-sets z having E(z) = 2w 0 . So, since the sum Z jev E ij of the weights on the pairs containing a point i is constant, we see that every k-element subset which can be expressed as a union of cells of X is a block.
(e) The function £ is constant on pairs (i,j), where i = j and i and j lie in the same cell of X.
Since every block that contains i also contains j, we have E ij = L 1 for all such pairs.
(f) The cells of X have constant size.
Suppose X is a cell of X. We can sum the weights on the edges incident to a given point h E X to obtain and c h is independent of h E x. But, This shows that the cell size \X\ must be constant over X. The edge weights are equal to L 1 within a cell and equal to N between cells. Hence C is a groupwise complete design. D Finally, I remark that a more general form of Lemma 3.1 holds for completely regular designs of any strength, where we represent a t-design using the incidence matrix of (t+1)-sets versus k-sets. In fact, in a slightly different form, such a result can be proved for completely regular subsets in arbitrary distance-regular graphs.
