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1. ↪Ižanga
Didele˙s skiriamosios gebos spektro
↪
ivercˇiai naudojami sprendžiant akustikos, ryši
↪
u,
radiolokacijos, biomedicinos ir kitus uždavinius. Spektro minimalios dispersijos
↪
ivercˇiai turi ger
↪
a skiriam
↪
aj
↪
a geb
↪
a, tacˇiau j
↪
u panaudojimas praktiniuose taikymuo-
se yra ribotas de˙l skaicˇiavim ↪u sude˙tingumo, nes reikia skaicˇiuoti didele˙s dimen-
sijos atvirkštin
↪
e kovariacin
↪
e matric
↪
a. Vienas iš bu¯d
↪
u efektyviau spr
↪
esti spektro
↪
ivertinimo uždavin
↪
i – panaudoti kovariacine˙s matricos artimos Tioplico matricai
savyb
↪
e ir atvirkštin
↪
e matric
↪
a skaicˇiuoti rekurentiškai. Toks algoritmas apskaicˇiuoja
visus tiesine˙s prognoze˙s tarpini
↪
u eili
↪
u parametrus, tode˙l jei jie reikalingi – nebu¯tini pa-
pildomi skaicˇiavimai. Spektr ↪a ↪ivertindami rekurentiškai, išsaugome didel ↪e skiriam ↪aj ↪a
geb
↪
a ir sumažiname skaicˇiavim
↪
u sude˙tingum
↪
a.
2. Minimalios dispersijos spektro
↪
ivertis
Tarkime, kad turime M reikšmi
↪
u diskretin
↪
i kompleksin
↪
i signal
↪
a y(m), 1  m M .
Mažiausi
↪
uj
↪
u kvadrat
↪
u minimalios dispersijos spektro
↪
ivertinimas grindžiamas ribotos
impulsine˙s reakcijos tiesine˙s prognoze˙s filtrais
f (m) =
n∑
j=0
an(j)y(m− j), (1)
g(m) =
n∑
j=0
bn(j)y(m − n + j), m = n + 1, . . . ,M, (2)
cˇia an(j) – tiesiogine˙s krypties filtro parametrai, bn(j) – atgaline˙s krypties filtro
parametrai, f (m) – tiesiogine˙s krypties filtro prognoze˙s paklaida, g(m) – atgaline˙s
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krypties filtro prognoze˙s paklaida, n – filtr
↪
u eile˙; an(0) = bn(0) = 1. Filtr ↪u (1) ir (2)
iše˙jimus galime apskaicˇiuoti intervale n+1mM . Tiesiogine˙s krypties prognoze˙s
filtro iše˙jimo paklaidos dispersija
σ
f
n = 1
M − n
M∑
m=n+1
∣∣f (m)∣∣2, (3)
o atgaline˙s krypties prognoze˙s filtro iše˙jimo paklaidos dispersija
σ
g
n = 1
M − n
M∑
m=n+1
∣∣g(m)∣∣2. (4)
Minimizuodami prognoze˙s filtro iše˙jimo dispersij
↪
a, gauname mažiausi
↪
uj
↪
u kvadrat
↪
u
minimalios dispersijos spektro
↪
ivert
↪
i [2]
P (f ) = T
eHn (f )K
−1
n en(f )
, (5)
cˇia eTn (f ) = (1,exp(j2πf T ), . . . ,exp(j2πf nT )), T – signalo diskretizavimo inter-
valas, f – dažnis (−1/2T  f  1/2T ), “H ” – ermito transponavimo ženklas, “T ” –
matricos transponavimo ženklas, Kn – kovariacine˙ matrica
Kn = YHn Yn =

kn(0,0) . . . kn(0,n). . . . . . . . .
kn(n,0) . . . kn(n,n)

 , (6)
cˇia kn(i, j ) =∑Mm=n+1 y∗(m − i)y(m − j), 0 i, j  n, “∗” – kompleksinio jungti-
numo ženklas; Kn = KHn ,
Yn =

y(n + 1) . . . y(1). . . . . . . . .
y(M) . . . y(M − n)

 .
Kovariacine˙ matrica Kn ne˙ra Tioplico, tacˇiau ji yra artima Tioplico matricai, nes
sudaryta iš dviej ↪u Tioplico matric ↪u sandaugos, tode˙l panaudosime ši ↪a savyb ↪e ir matri-
cos K−1n elementus apskaicˇiuosime rekurentiškai.
3. Spektro
↪
ivertinimo rekurentinio algoritmo ku¯rimas
Matricos Kn elementus suskirstome ↪i dalis:
Kn =
(
K′n−1 k′n
k′Hn kn(n,n)
)
(7)
ir
Kn =
(
kn(0,0) k
′′H
n
k′′n K
′′
n−1
)
, (8)
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cˇia
k
′H
n =
(
kn(n,0), . . . , kn(n,n − 1)
)
, k
′′H
n =
(
kn(0,1), . . . , kn(0,n)
)
,
K′n =
M∑
m=n+2
y∗n(m)yTn (m) = Kn − y∗n(n + 1)yTn (n + 1), K′n−1 = K
′H
n−1,
K
′′
n =
M−1∑
m=n+1
y∗n(m)yTn (m) = Kn − y∗n(M)yTn (M), K
′′
n−1 = K
′′H
n−1,
yTn (m) =
(
y(m), . . . , y(m − n)).
Minimizuodami tiesiogine˙s krypties prognoze˙s filtro iše˙jimo paklaidos disper-
sij ↪a σfn (3), gauname [4], kad
Kn
(
1
an
)
=
(
σ
f
n
0
)
, (9)
cˇia aTn = (an(1), . . . , an(n)), 0 – n-matis nuli ↪u stulpelis, o minimizuodami atgaline˙s
krypties prognoze˙s filtro iše˙jimo paklaidos dispersij
↪
a σ
g
n (4), gauname, kad
Kn
(
Jbn
1
)
=
(
0
σ
g
n
)
, (10)
cˇia bTn = (bn(1), . . . , bn(n)), 0 – p-matis nuli ↪u stulpelis, J – matrica, kurios nepa-
grindine˙je
↪
istrižaine˙je yra vienetai, o kitur nuliai. Matrica J apgr
↪
ežia vektoriaus bn
reikšmes.
↪
Istat
↪
e (8)
↪
i (9), gauname
(
kn(0,0) k
′′H
n
k′′n K
′′
n−1
)(
1
an
)
=
(
σ
f
n
0
)
. (11)
Iš (11) seka, kad
k
′′
n = −K
′′
n−1an, σ
f
n − kn(0,0) = k′′Hn an. (12)
↪
Istat
↪
e (7)
↪
i (10), gauname(
K′n−1 k′n
k′Hn kn(n,n)
)(
Jbn
1
)
=
(
0
σ
g
n
)
. (13)
Iš (13) seka, kad
k′n = −K′n−1Jbn, σ gn − kn(n,n) = k
′H
n Jbn. (14)
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Panaudoj
↪
e suskirstyt
↪
u
↪
i dalis matric
↪
u atvirkštini
↪
u matric
↪
u apskaicˇiavimo lem
↪
a [4],
matricos (7) atvirkštin
↪
e matric
↪
a užrašome taip:
K−1n =
(
(K
′−1
n−1 + K
′−1
n−1k′nδ−1k
′H
n K
′−1
n−1) − K
′−1
n−1k′nδ−1
−δ−1k′Hn K
′−1
n−1 δ
−1
)
, (15)
cˇia δ = kn(n,n) − k′Hn K
′−1
n−1k′n = σgn , δ−1 = 1/σgn , nes iš (14) seka, kad −K
′−1
n−1k′n =
Jbn ir σgn = kn(n,n) + k′Hn Jbn.
Dabar (15) galime užrašyti taip:
K−1n =
(
K
′−1
n−1 + Jbnδ−1bHn JJbnδ−1
δ−1bHn J δ−1
)
. (16)
Žinoma [3], kad
K
′−1
n−1 = K−1n−1 +
dn−1dHn−1
1 − βd
n−1
, (17)
cˇia dn−1 = K−1n−1y∗n−1(n), dHn−1 = yTn−1(n)K−1n−1, dTn−1 = (dn−1(0), . . . , dn−1(n)),
βdn−1 = yTn−1(n)K−1n−1y∗n−1(n).
Pažyme˙kime σdn−1 = 1 − βdn−1, tada iš (16) gauname, kad
K−1n =
(
K−1
n−1 + dn−1dHn−1/σdn−1 + JbnbHn J/σgn Jbn/σgn
bHn J/σ
g
n 1/σ
g
n
)
. (18)
Panašiai, suskirstytos
↪
i dalis matricos (8) atvirkštin
↪
e matric
↪
a galima užrašyti taip:
K−1n =
(
1/σfn aHn /σ
f
n
an/σ
f
n K−1n−1 + cn−1cHn−1/σ cn−1 + anaHn /σfn
)
, (19)
cˇia cn−1 = K−1n−1y∗n−1(M), cTn−1 = (cn−1(0), . . . , cn−1(n)), cHn−1 = yTn−1(M)K−1n−1 ,
σc
n−1 = 1 − βcn−1, βcn−1 = yHn−1(M)K−1n−1yn−1(M).
Pažyme˙kime matricos K−1n (i, j )- ↪aj↪i element ↪a vn(i, j ). Iš (18) seka, kad
vn(n,n) = 1/σgn , vn(n − i,n) = bn(i)/σgn ,
vn(n,n − j) = b∗n(j )/σgn , 1 i, j  n,
vn(i, j ) = vn−1(i, j ) + dn−1(i)d∗n−1(j )/σdn−1
+ bn(n − i)b∗n(n − j)/σgn , 0 i, j  n − 1. (20)
Iš (19) seka, kad
vn(0,0) = 1/σfn , vn(i,0) = an(i)/σfn , vn(0, j ) = a∗n(j )/σfn , 1 i, j  n,
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vn(i + 1, j + 1) = vn−1(i, j ) + cn−1(i)c∗n−1(j )/σ cn−1
+ an(i + 1)a∗n(j + 1)/σfn , 0 i, j  n − 1. (21)
↪
Istat
↪
e vn−1(i, j ) iš (20) ↪i (21), gauname atvirkštine˙s kovariacine˙s matricos K−1n
element
↪
u rekurentin
↪
e apskaicˇiavimo išraišk
↪
a
vn(i + 1, j + 1) = vn(i, j ) + an(i + 1)a∗n(j + 1)/σfn − bn(n − i)b∗n(n − j)/σgn
+ cn−1(i)c∗n−1(j )/σ cn−1 − dn−1(i)d∗n−1(j )/σdn−1, 0 i, j  n − 1, (22)
kurioje an – tiesiogine˙s krypties modelio parametr ↪u ↪ivercˇiai, σfn – tiesiogine˙s krypties
paklaidos dispersijos
↪
ivertis, bn – atgaline˙s krypties parametr ↪u ↪ivercˇiai, σ
g
n – atgaline˙s
krypties paklaidos dispersijos
↪
ivertis.
↪
Istat
↪
e (22)
↪
i (5), ir panaudoj
↪
e žinom
↪
a metodik
↪
a [1], gauname spektro
↪
ivercˇio ap-
skaicˇiavimo išraišk
↪
a
P (f ) = T∑n
k=−n (k)exp(−j2πfkT )
, (23)
cˇia
(k) =
n−k∑
i=0
[
(n − k − 2i + 1)an(k + i)a∗n(i)/σfn − ibn(i)b∗n(k + i)/σgn
+ (n − k − i)cn−1(k + i)c∗n−1(i)/σ cn
− (n − k − i)dn−1(i)d∗n−1(k + i)/σ dn
]
, 0 k  n,
(k) = ∗(−k), −n k −1. (24)
Išraiškos (23) vardikliui apskaicˇiuoti galima panaudoti greitosios Furje˙ transforma-
cijos algoritm ↪a. Taip pat š↪i algoritm ↪a galima panaudoti (k) reikšme˙ms apskaicˇiuoti.
4. Algoritmo sude˙tingumas
Jei spektro
↪
ivert
↪
i skaicˇiuotume pagal (5) išraišk ↪a, reike˙t ↪u atlikti 23n3 + (N + 103 )n2 +
(M +3N +4)n+ (M +2N) kompleksine˙s daugybos operacijas ir 23n3 + (N +1)n2 +
(M + 2N − 23)n + M kompleksine˙s sude˙ties operacijas. Tuo tarpu, jei spektro ↪ivert↪i
skaicˇiuotume pagal (23) išraišk
↪
a, reike˙t
↪
u atlikti 3M + 232 n2 + (2M + 472 )n+N log2 N
kompleksine˙s daugybos operacijas ir M− 12n2+(5M+ 232 )n+N log2 N kompleksine˙s
sude˙ties operacijas. Šiose išraiškose n – prognoze˙s filtro eile˙, M – signalo atskait
↪
u
skaicˇius, N – greitosios Furje˙ transformacijos tašk
↪
u skaicˇius. Kai spektrui skaicˇiuoti
naudojame (5) išraišk
↪
a, reikalinga atmintis yra n2 +(M +4)n+M +N , o skaicˇiuojant
pagal (23) išraišk ↪a, reikalinga atmintis yra 5n + 13M +N .
1 pav. parodyti skaicˇiavimo pagal (5) išraišk
↪
a (ištisine˙s linijos) ir rekurentinio
(punktyrine˙s linijos) metod
↪
u skaicˇiavimo sude˙tingumo ir reikalingos atminties paly-
ginimo grafikai. Skaicˇiumi 1 pažyme˙ti grafikai, kai M = 128, o skaicˇiumi 2 pažyme˙ti
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1 pav. Spektro apskaicˇiavimo sude˙tingumo ir atminties palyginimas. Ištisine˙s linijos – standartinis
algoritmas (5); punktyrine˙s linijos – rekurentinis algoritmas; 1 – M = 128; 2 – M = 1000.
grafikai, kai M = 1000, N = 128. Rekurentinis algoritmas, palyginus su spektro ap-
skaicˇiavimu pagal (5) išraišk
↪
a, žymiai sumažina daugybos ir sude˙ties operacij
↪
u skaicˇi
↪
u
bei reikalingos atminties dyd
↪
i, kai prognoze˙s filtro eile˙ n yra didele˙.
Literatu¯ra
1. L. Wei, S.L. Marple. A new least-squares based minimum variance spectral estimator fast algorithm.
In: 2005 IEEE Int. Conf. on Acoustics, Speech, and Signal Processing, Vol. 4, Philadelphia, P.A.,
March, 405–408, 2005.
2. B.R. Musicus, Fast MLM power spectrum estimation from uniformly spaced correlations.IEEE Trans.
on Acoustics, Speech, and Signal Processing, 33(4), October, 1985.
3. P. Stoica, J. Li, X. Tan. On spatial power spectrum and signal estimation using Pisarenko framework.
IEEE Trans. on Signal Processing, 56(10), October, 2008.
4. A. Zaknich. Principles of Adaptive Filters and Self-learning Systems. Springer, Germany, 2005.
SUMMARY
K. Kazlauskas, J. Kazlauskas, G. Petreikyte˙. A recurrent algorithm for spectrum estimation
A recurrent algorithm for spectrum estimation is proposed. The efficiency of the algorithm is investigated
and results of computational experiments are given.
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