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ABSTRACT
Large samples of high-redshift supernovae (SNe) are potentially powerful probes of cosmic
star formation, metal enrichment and SN physics. We present initial results from a new deep
SN survey, based on re-imaging in the R, i′, z′ bands, of the 0.25 deg2 Subaru Deep Field (SDF),
with the 8.2-m Subaru telescope and Suprime-Cam. In a single new epoch consisting of two
nights of observations, we have discovered 33 candidate SNe, down to a z′-band magnitude
of 26.3 (AB). We have measured the photometric redshifts of the SN host galaxies, obtained
Keck spectroscopic redshifts for 17 of the host galaxies and classified the SNe using the
Bayesian photometric algorithm of Poznanski et al. that relies on template matching. After
correcting for biases in the classification, 55 per cent of our sample consists of Type Ia SNe and
45 per cent of core-collapse SNe. The redshift distribution of the SNe Ia reaches z ≈ 1.6, with
a median of z ≈ 1.2. The core-collapse SNe reach z ≈ 1.0, with a median of z ≈ 0.5. Our
SN sample is comparable to the Hubble Space Telescope/Great Observatories Origins Deep
Survey (GOODS) sample in both size and redshift range. The redshift distributions of the SNe
in the SDF and in GOODS are consistent, but there is a trend (which requires confirmation
using a larger sample) for more high-z SNe Ia in the SDF. This trend is also apparent when
comparing the SN Ia rates we derive to those based on GOODS data. Our results suggest a
fairly constant rate at high redshift that could be tracking the star formation rate. Additional
epochs on this field, already being obtained, will enlarge our SN sample to the hundreds, and
determine whether or not there is a decline in the SN Ia rate at z  1.
Key words: surveys – supernovae: general – cosmology: miscellaneous – cosmology: obser-
vations.
1 I N T RO D U C T I O N
Supernovae (SNe) hold the key to several open astrophysical ques-
tions. In particular, SNe are the main source of heavy elements,
E-mail: dovip@wise.tau.ac.il
and their energy input to the interstellar medium (ISM) is a vital
ingredient in galaxy formation (e.g. Yepes et al. 1997). Learning
the nature of the progenitors of different SN types, the SN rates
and the SN distributions in both space and cosmic time are essential
steps towards understanding metal enrichment and galaxy formation
(e.g. Kobayashi, Tsujimoto & Nomoto 2000), and will be a prime
topic of study with the James Webb Space Telescope.
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It is widely believed that SNe Ia arise from the explosions of white
dwarfs (WDs) in binary systems, while all other SN types result from
massive-star core collapse (CC) (e.g. Filippenko 1997; Gal-Yam
et al. 2007; Li et al. 2007, and references therein). Core-collapse SNe
(CCSNe) therefore explode promptly (10 Myr) after the formation
of a stellar population, and the core-collapse supernova (CCSN) rate
will trace the star formation history (SFH). In contrast, SNe Ia should
occur only after WD formation and binary evolution, with a ‘delay’
of the order of 0.1–10 Gyr. The SN Ia rate versus cosmic time will
therefore be a convolution of the SFH with a ‘delay function’ – the
SN Ia rate following a brief burst of star formation.
The progenitors of SNe Ia have not been identified, and could
be WDs accreting from main-sequence companions, sub-giants or
giants, or alternatively ‘double-degenerate’ WD pairs that merge
(e.g. Hillebrandt & Niemeyer 2000, and references therein). Each
of these scenarios predicts a different delay function (e.g. Kobayashi
et al. 1998; Madau, Della Valle & Panagia 1998; Yungelson & Livio
1998; Belczynski, Bulik & Ruiter 2005; Greggio 2005; see recent
updates in Panagia, Della Valle & Mannucci 2007), which in turn
dictates the SN rate versus redshift. For the local Universe, cur-
rent estimates of SN rates (e.g. Cappellaro, Evans & Turatto 1999;
Mannucci et al. 2005; Sharon et al. 2007) are still uncertain, but
improving substantially (Leaman, Li & Filippenko, in preparation).
At z ≈ 0.3–1.6, a number of sometimes conflicting measurements
exist (Pain et al. 2002; Gal-Yam, Maoz & Sharon 2002; Tonry et al.
2003; Dahlen et al. 2004; Cappellaro et al. 2005; Barris & Tonry
2006; Neill et al. 2006; Sullivan et al. 2006b).
Recent attempts to constrain the cosmic SFH and the SN Ia de-
lay function using SN rates have yielded some intriguing results.
Gal-Yam et al. (2002) carried out the first measurement of cluster
SN Ia rates at z = 0.25 and 0.9 using deep (R ≈ 27 mag) archival
Hubble Space Telescope (HST) images of eight massive clusters.
In Maoz & Gal-Yam (2004), the measured rates were compared to
predictions normalized by the requirement that SNe Ia produce the
observed mass of iron in clusters. The low observed rate at z ≈ 1
implies that the SNe needed to produce the iron exploded at earlier
times, arguing against models with long SN Ia time delays, which
predict SN rates 10 times higher than observed. Thus, cluster iron
production by SNe Ia appeared to be a viable option only if SNe
Ia have relatively short (2 Gyr) time delays. In contrast, compar-
ison of the SN Ia rate versus z in the field to the cosmic SFH has
generally suggested a long delay time (Pain et al. 2002; Tonry et al.
2003; Gal-Yam & Maoz 2004; Strolger et al. 2004; see, however,
Barris & Tonry 2006, who find evidence for a short delay). These
results may therefore point to CCSNe from an early generation of
star formation with a top-heavy initial mass function, rather than
SNe Ia, as the source of cluster enrichment.
However, a re-analysis by Fo¨rster et al. (2006) of the HST-
based Great Observatories Origins Deep Survey (GOODS) data of
Strolger et al. (2004), originally obtained to measure the expected
early deceleration of the Universe (Riess et al. 2004a), indicates
that these conclusions may be strongly dependent on the assumed
SFH. Furthermore, evidence has surfaced that there may be two
separate SN Ia channels, a ‘prompt’ (∼1 Gyr) channel and a ‘tardy’
(∼10 Gyr) one (Mannucci et al. 2005; Scannapieco & Bildsten 2005;
Mannucci, Della Valle & Panagia 2006). A single delay distribution
that is peaked at short delays but includes a long tail extending to
large delays may be able to reproduce most of the current data. Nev-
ertheless, some rate measurements at similar redshifts are discrepant
by large factors (e.g. Pain et al. 2002 versus Barris & Tonry 2006).
There is ongoing debate as to whether incompleteness or contamina-
tion of SN samples is affecting the low- or high-rate measurements,
respectively. The decrease in the field SN Ia rate at z > 1 measured
by Dahlen et al. (2004) and Strolger et al. (2004), if real, does not
permit the existence of the prompt SN Ia component indicated by the
high SN Ia rate seen in star-forming galaxies (Mannucci et al. 2005,
2006; Sullivan et al. 2006b). Scannapieco & Bildsten (2005) have
actually predicted that this apparent decrease will disappear with
improved data. Barris & Tonry (2006) have argued that the claims
for long delay times depend strongly on the presence of very few
SNe at the highest redshifts in the GOODS survey. Indeed, small-
number statistics are a major limiting factor in all current estimates
of SN rates at high z. Progress in this field requires larger high-z SN
samples than presently available.
However, with typical magnitudes of ∼25–26, samples of high-z
SNe are currently difficult to confirm (or classify) spectroscopically.
Photometric classification of SNe has been shown to be a viable
option by Poznanski et al. (2002), and further explored since then
(e.g. Gal-Yam et al. 2004b; Riess et al. 2004b; Sullivan et al. 2006a).
Recently, Poznanski, Maoz & Gal-Yam (2007, hereafter P07) have
developed an automatic Bayesian algorithm for the purpose of clas-
sifying SNe with single-epoch photometry. The major novelties in
the approach of P07 lie in the probabilistic classification, and the
ability to quantify the success fractions, uncertainties and biases of
photometric SN typing. This opens the possibility for surveys for
large numbers of SNe, and their classification, using solely single-
epoch, ground-based, imaging.
In this paper, we present initial results from a survey in which
we attempt this new approach for obtaining large high-z SN sam-
ples. The survey is conducted by re-imaging the Subaru Deep Field
(SDF; Kashikawa et al. 2004, hereafter K04) in three bands. Keck
spectroscopy of over half of the SN hosts, and for several hundred
galaxies similar to the hosts, is used to estimate the reliability of our
photometric redshifts. The photometry of the SNe and their hosts
is used to classify the SNe with the algorithm of P07. As we show
below, we identify 33 SNe, classified as either Type Ia or CC, with
redshifts out to ∼1.7, a number and redshift range comparable to
those in the HST/GOODS sample. While the redshift distributions
of the samples are consistent, there is a trend for more high-z SNe Ia
in the SDF. We derive the SN Ia rate, in four redshift bins, and find
that while it is consistent, to within errors, with previous results, at
redshift z ≈ 1.6 it is about 50 per cent higher than the value deter-
mined based on GOODS data, and at redshift z ≈ 0.7 the rate we
find is lower than that of GOODS. We are currently in the process
of increasing our SN sample by obtaining additional epochs of the
SDF, with the objective of acquiring a sample of several hundred
high-z SNe. Those observations and their analysis will be described
in future papers.
2 O B S E RVAT I O N S A N D R E D U C T I O N S
2.1 Imaging
Our SN survey is carried out in the SDF (α = 13h24m39s, δ =
+27◦29′26′ ′; J2000). The reference images for this field, obtained
with the Suprime-Cam camera on the Subaru 8.2-m telescope on
Mauna Kea, Hawaii, are described by K04. Suprime-Cam is a 5 × 2
mosaic of 2k × 4k CCDs at the prime focus of the telescope, with a
field of view of 34 × 27 arcmin2, and a scale of 0.202 arcsec pixel−1.
This reference epoch of the SDF was obtained by deep imaging in
five broad-band filters (B, V, R, i′ and z′) and two narrow-band filters
(NB816 and NB921), of an area of 30 × 37 arcmin2, down to 3σ
limiting magnitudes of B = 28.45, V = 27.74, R = 27.80, i′ = 27.43
and z′ = 26.62 (5σ limits of B = 28.06, V = 27.33, R = 27.37,
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i′ = 27.13 and z′ = 26.32; here and throughout the paper, all mag-
nitudes are on the AB system; Oke & Gunn 1983). The imaging
for the reference SDF epoch was carried out between 2002 April
and 2003 April, with some preliminary data collected in 2001, as
described by K04.
We re-imaged the field on 2005 March 5 and 6 (UT dates are used
throughout this paper), in the three reddest Suprime-Cam broad
bands: R, i′ and z′. These bands were selected as being the most
efficient for finding high-redshift SNe, and for later classification
(e.g. Poznanski et al. 2002; Gal-Yam et al. 2004b; Riess et al. 2004b).
We obtained 22 exposures of 360 s each in R, 36 of 300 s each in
i′ and 76 of 240 s each in z′, for a total of 7920 s (R), 10 800 s (i′)
and 18 240 s (z′). We followed a dithering pattern similar to the one
described by K04. Our seeing throughout the observations averaged
0.65 arcsec in all three bands, ranging from 0.5 to 0.8 arcsec.
We also observed the field with the MOSAIC-I wide field im-
ager on the Kitt Peak National Observatory (KPNO) 4-m Mayall
telescope on 2005 March 2, April 5 and June 8, and on 2006 June
19. The MOSAIC-I camera consists of eight CCDs with a pixel
size of 0.258 arcsec (Muller et al. 1998), covering a field of view
of 36 × 36 arcmin2. Each observation was in white light (i.e. unfil-
tered), typically 1.5–2 h long, split into dithered subexposures, with
a median seeing of about 0.8 arcsec. Compared to the R band, the
unfiltered observations increase the throughput of stellar sources,
depending on their colours, by a factor of 2–4, and also increase
the level of the sky background by a factor of 4–8, depending on
conditions. The signal-to-noise ratio (S/N) is therefore multiplied
by (2–4)/√4 − 8 ≈ (0.7–2). Consequently, in many cases, unfil-
tered observations permit obtaining a deeper image, closer to the
depth reached with the larger aperture Subaru telescope, albeit with
no colour information. The 4-m data provide us with monitoring
over longer times, which is important for identifying variable active
galactic nuclei (AGNs), the main contaminant in our SN search (see
Section 3).
The HST archive includes Advanced Camera for Surveys (ACS)
images of a small portion of the SDF, which we use to examine the
morphology of one SN host galaxy that lies in this field. The data
were obtained with HST/ACS in 2002, on five separate occasions
between May 20 and July 3, in the F850LP band as part of program
GO-9075 (PI: S. Perlmutter). The total exposure time was 5370 s.
Subaru data were reduced following K04, using the Suprime-Cam
pipeline SDFRED (Yagi et al. 2002; Ouchi et al. 2004), and involv-
ing the following main steps. The individual frames were over-
scan subtracted, flat-fielded using superflats, distortion corrected,
matched to a common point spread function (PSF) of 0.98 arcsec,
sky subtracted, registered and combined. The combined image was
then matched to the reference image by using the astrometrix1 code
to find the astrometric correction, and the IRAF (Tody 1986) task
wregister was used to register the two images. Inducing PSF degra-
dation to the new images may appear questionable, since it reduces
the frame depth and could adversely affect the subsequent image
subtraction. However, probably because our reference epoch was
reduced in such a manner, we found that the optimal image subtrac-
tion, with the least numbers of artificial residuals, was obtained by
following the same procedure. The photometric calibration of the
first-epoch images was done by K04, reaching a precision for the
zero points of about 0.05 mag. We calibrated our images relative
to the first epoch by comparing the photometry of all the objects
detected in both epochs. The mean of the differences between the
1 Available at http://www.na.astro.it/∼radovich
two measurements was taken to be the difference in zero points. The
final images reach 3σ limits (defined as in K04) of R = 27.4, i′ =
27.1 and z′ = 26.3 (5σ limits of R = 26.9, i′ = 26.7 and z′ = 26.0),
shallower than the reference image by 0.5 mag (R), 0.4 mag (i′) and
0.4 mag (z′).
Reduction of the KPNO images was done using the IRAF pack-
age MSCRED, following the same steps as with the Subaru data, ex-
cept that PSF degradation was not applied. The final images reach
3σ limiting magnitudes corresponding approximately to R = 25–
26 mag (5σ limits of R = 24.5–25.3 mag), depending on the epoch.
The depth reached implies a S/N improvement in the filterless data,
relative to R-band imaging, of a factor near 2, for two of our epochs,
and only a minor gain for the remaining two. HST images were
reduced using the PyRAF script MultiDrizzle (Koekemoer et al.
2002).
We performed PSF matching and image subtraction between the
new and reference Subaru images in all bands, and between the four
KPNO epochs, using both the software ISIS (Alard & Lupton 1998;
Alard 2000) and the Common PSF Method (CPM; Gal-Yam et al.
2004a; Gal-Yam et al., in preparation). Briefly, ISIS minimizes a spa-
tially variable convolution kernel that degrades the PSF of the better
seeing image to the PSF of the worse seeing image. CPM convolves
each image with the measured PSF of the other, and thus the final
PSF of both images is worse than the initial PSF of either image,
but kernel-matching, and its inherent uncertainties in the presence
of noise and pixellation, is avoided. Both procedures produce output
images with nominally identical PSFs, while introducing a minimal
amount of noise. While ISIS is robust and stable, we find that in some
cases it tends to produce more subtraction artefacts than CPM, mim-
icking SNe near the cores of bright galaxies. We have therefore used
both codes.
As a consequence of the dithering, the final images have a field
of view of 0.31 deg2, but with a substantial region along the edges
where the S/N is significantly smaller. This is due to the different
effective exposure on the fringes of the field. We therefore trim down
the difference image to 81 per cent of its full size, and remain with
a total differenced area of 0.25 deg2 (which is, in fact, the size of the
Suprime-Cam field).
2.2 Spectroscopy
We obtained spectra of some of our SN host galaxies (see Section 4),
and of several hundred random galaxies in the SDF. Observations
were carried out on 2007 January 12, January 22, March 16 and
April 12 using the Low-Resolution Imaging Spectrometer (LRIS;
Oke et al. 1995) on the Keck I telescope for the first night, and the
Deep Imaging Multi-Object Spectrograph (DEIMOS; Faber et al.
2003) on the Keck II telescope for the three other nights. Eight
unique object masks and positions were used, with up to 12 host
galaxies per mask (including also targets from Subaru observations
in 2007 February, which are not analysed in this paper), and several
tens of random galaxies per mask. Each mask was typically observed
for 3 × 1800 s.
The LRIS mask was observed with the 600 line mm−1 grism
blazed at 4000 Å and the 400 line mm−1 grating blazed at 8500 Å,
together with the D560 dichroic. This typically yields a wavelength
range of ∼3000–10 000 Å, but the specific position of the slit on
the mask shifts the wavelength range for each individual spectrum.
The spectra have resolutions of ∼3.5 and ∼7.0 Å for the blue and
red sides, respectively.
All but one of the DEIMOS masks were observed with the 600
line mm−1 grating blazed at 7500 Å, and the GG495 order-blocking
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filter. We chose a wavelength range of ∼5000–10 000 Å, with the
precise limits depending on each individual spectrum (different slit
positions). One mask was designed to target 1.5 < z < 2 galaxies
as well as slightly higher redshift SN hosts (see Section 4.2). For
this mask, we observed with the 600 line mm−1 grating and the
OG550 order-blocking filter, with a central wavelength of about
8000 Å. This yielded a typical wavelength range of 5500–10 500 Å,
without second-order contamination at longer wavelengths, due to
the different filter.
The 600 line mm−1 grating yields a full width at half-maximum
(FWHM) intensity resolution of ∼1.5 Å, or ∼150 km s−1, at
7500 Å. This resolution is sufficient to resolve many night-sky lines
and the [O II] λλ3726,3729 doublet. Resolving night-sky lines is
useful for finding emission lines in the reddest part of the spectrum,
where sky lines are blended in low-resolution spectra. Resolving the
[O II] doublet allows us to confidently identify an object’s redshift
even with a ‘single’ line.
The DEIMOS data were reduced using a modified version of the
DEEP2 data reduction pipeline,2 which bias corrects, flattens, rec-
tifies and sky subtracts the data before extracting a spectrum (Foley
et al. 2007). The LRIS data were reduced using a combination of
typical IRAF techniques and our own IDL procedures (Foley et al.
2007). The wavelength solutions were derived by low-order poly-
nomial fits to the lamp spectral lines, and shifted to match night-sky
lines at the positions of the objects. Standard-star spectra were ob-
tained through a long slit on the same night, and were used to flux
calibrate the spectra and remove telluric absorption (Matheson et al.
2001). To obtain the proper absolute flux scale and to correct for mi-
nor continuum differences due to slit losses, the spectra were scaled
to match the R- and i′-band photometry of the galaxies.
3 S U P E R N OVA C A N D I DAT E S
3.1 Candidate selection
The z′-band difference image obtained using ISIS was scanned by
eye to search for variable and transient objects in the new image.
Morokuma et al. (in preparation) will present a study of the various
variable objects they detect within the subframes that constitute our
reference image set. They have also identified nearly 1000 AGNs in
the SDF based on their long-term i′-band variability. In our search,
these galaxies were therefore ignored (clearly non-nuclear variable
sources in these objects were searched for, but none was found). The
remaining variable candidates were examined as follows in order to
reject other non-SNe.
(i) We compared the z′-band difference images relative to the
reference SDF epoch for the first and the second nights of the data
separately to identify and reject moving objects (asteroids) and pos-
sible subtraction artefacts and noise peaks.
(ii) ISIS and CPM subtraction images were compared to test for
possible subtraction artefacts, especially near bright galaxies. Can-
didates that had distorted or otherwise suspicious shapes in the ISIS
subtraction image, and were clearly absent from the CPM image,
were rejected.
(iii) KPNO subtraction images were used to identify AGNs based
on their non-SN-like (e.g. slowly rising) light curves. For 10 of our
candidates, at the bright end of the distribution, we have detections
also in one or more of the KPNO images, with a photometric be-
2 http://astro.berkeley.edu/∼cooper/deep/spec2d/
haviour consistent with SNe, i.e. declining on time-scales of a month
or two.
(iv) For every candidate found in the z′ band, subtraction images
in the R and i′ bands were also examined, and objects which showed
suspect residual shapes, indicative of a subtraction artefact, were
rejected. We note that no candidate was rejected because of a non-
detection in one band or another, since at least some high-z SNe are
expected to be very faint or undetected in the observed-frame R and
i′ bands.
We further note that the purity of our SN sample will increase
retroactively as we obtain additional epochs of this field, and identify
any remaining AGNs that may still contaminate the sample.
3.2 Detection efficiency simulations
In order to assess our detection efficiency, artificial point sources,
with characteristics matching as closely as possible to those of the
SN population, were planted blindly in the z′-band image and were
searched for, together with the real transients. The simulated sample
was constructed as follows. First, we calculated the photometric
redshifts of the entire galaxy sample in the SDF (about 150 000
objects; see K04) using the Bayesian photometric redshift (photo-
z) code BPZ (Benı´tez 2000). Briefly, BPZ fits a set of template
galaxies to the photometry, with the possibility to use a prior on the
redshift. We used the same six template galaxies as Benı´tez (2000)
from Coleman, Wu & Weedman (1980) and Kinney et al. (1996). As
a prior, we took the redshift distribution of galaxies in the Hubble
Deep Field (HDF), which has a depth comparable to that of the SDF
(Ferna´ndez-Soto, Lanzetta & Yahil 1999). The errors given by BPZ
were used to select a subsample with relatively robust redshifts (i.e.
small nominal uncertainties), while requiring the selected galaxies
to have a redshift distribution similar to the one found in the HDF.
A discussion of the photo-z determination for the actual SN host
galaxies, along with our spectroscopic training set, is presented in
Section 4.
In order to account for the population of galaxies which are below
our limiting magnitude, but can still host SNe, we extrapolated, in
every redshift bin, the galaxy population using a Schechter (1976)
luminosity function and assigned those extrapolated galaxies ran-
dom positions within our field. SN rates are expected to roughly
follow the luminosities of the galaxies. We approximated the lumi-
nosity of each galaxy using its magnitude and luminosity distance
(assuming here, and throughout the paper, cosmological parameters
H0 = 70 km s−1 Mpc−1, m = 0.3,  = 0.7). These luminosities
were used to weight each galaxy’s probability to host a SN. The
position of the simulated SNe within each host galaxy was again set
to follow the light. We defined for each galaxy, using SEXTRACTOR
(Bertin & Arnouts 1996), 10 annuli, each containing one-tenth of
the total flux of the galaxy. The radial position of the simulated SNe
was randomly drawn to lie inside one of those 10 annuli. While the
annuli are circular, the hosts are generally not. To approximately
compensate for this, the position angles of the SNe, relative to the
galaxies’ major axes, were chosen from a linear distribution, where
the major axis position angle has the highest probability, and the
orthogonal angle the lowest.
Each fake SN was assigned a random magnitude, but was kept
in the sample only if it was no brighter than the magnitude a SN
Ia would reach at peak at the given redshift of the host. We thus
generated a list of positions and magnitudes for more than 1000
fake SNe. The objects were planted in the image using the IRAF
task mkobject with a Gaussian profile. During the search, we could
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Figure 1. Fraction of simulated SNe recovered as a function of z′-band
magnitude. Error bars indicate 1σ Poisson uncertainties.
not distinguish between real and fake SNe. Our resulting efficiency
as a function of magnitude can be seen in Fig. 1. Our recovery
rate is stable and nearly perfect, averaging 96 per cent, up to z′ =
25 mag, where it starts to decline. The efficiency is 50 per cent at z′ =
26.3 mag, and effectively reaches zero at z′ = 27 mag. More than 80
per cent of the 1000 simulated SNe are in the interesting magnitude
range, between 25 and 27, where a good sampling of the efficiency
Figure 2. Image sections, 10 arcsec on a side, for the SNe in our sample. North is up and east is to the left-hand side. For each SN, we show the reference and
new epoch z′-band images (left-hand panel and centre, respectively), and the difference image (right-hand panel). The grey-scale for all the difference images
is the same, while for the other images it is chosen to emphasize host-galaxy details.
curve is important. We have tested the effect of replacing the Gaus-
sian profile of the fake SNe by an empirical profile measured from
the image, using different template stars for different portions of
the image, and found no changes in the efficiency compared to our
previous simulations.
3.3 Supernova sample
We found a total of 33 SNe, shown in Fig. 2, with magnitudes in
the range z′ = 23.7 to 26.3. Table 1 lists the SNe and their proper-
ties. Our SNe do not have spectroscopic confirmation (indeed, spec-
troscopy for most of them is impossible with existing telescopes)
or light curves, therefore they do not satisfy the International As-
tronomical Union criteria for a ‘standard’ appellation. Nonetheless,
since we are confident in our search and screening process (and also
for the sake of brevity), we will refer to them as SNe, rather than
SN candidates. We denote the SNe from this 2005 March run as
‘SNSDF0503.XX’, XX being a serial number, ordered roughly ac-
cording to the SN z′-band magnitude. The respective host galaxies
are referred to as ‘hSDF0503.XX’. 10 of the 11 brightest SNe are
also visible in the first image from KPNO. Apart from the 33 SNe,
we detect several tens of candidates at fainter magnitudes, as we
would expect based on our efficiency simulations (see Section 3.2),
but these are 1σ to 2σ detections, which are mixed with an unknown
number of false positives that arise from random peaks in the noise
distribution and from subtraction artefacts. We therefore limit our
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Figure 2 – continued
sample to z′  26.3 mag, which leaves only candidates that we judge
to be unambiguously real. Coincidentally, z′  26.3 mag is also our
50 per cent detection efficiency limit.
Aperture photometry of the SNe was performed on the difference
R, i′ and z′ images, using SEXTRACTOR, and adopting a 2 arcsec diam-
eter circular aperture. To estimate the photometric uncertainty, we
measured the magnitudes of the 1000 simulated transients planted
in the image for the efficiency measurements (see Section 3.2), and
took the root mean square (rms) in each magnitude bin to be the min-
imum photometric error for objects of that magnitude. The adopted
uncertainty for each SN was taken to be the larger among the formal
error computed by SEXTRACTOR and the statistical error for the given
magnitude from the simulated objects. For each SN, we derived the
local S/N by comparing the SN counts in the photometric aperture to
the standard deviation of the total counts in tens of identical apertures
on nearby, similar, background. We have also measured the offset
between the simulated SN positions as input to the images, and
as found by SEXTRACTOR. All the simulated SNe are found within
0.10 arcsec of their intended positions, and 93 per cent are within
0.04 arcsec. We use these results to estimate the accuracy to
which an offset between a SN and its host-galaxy centre can be
detected.
The two SNe closest to their respective host centres have mea-
sured offset of 0.07 and 0.08 arcsec, while all others have offsets
greater than 0.10 arcsec, effectively ruling out an AGN classification
for most, if not all, objects.
4 S U P E R N OVA H O S T G A L A X I E S
In this section, we determine which galaxy hosts every SN, and
measure its properties. This allows us to measure the redshift of the
SNe, and eventually, will permit a study of the correlations between
the properties of SNe and their host galaxies.
4.1 Identification and photometry
For our list of SNe, we compiled a list of potential host galaxies.
We measured the Petrosian magnitudes (Petrosian 1976) of the host
galaxies on the reference (deeper) epoch, in seven bands, with SEX-
TRACTOR. Petrosian magnitudes allow one to measure the flux of
resolved objects within a given fraction of the light profile, without
the dependence on the amplitude of the surface brightness profile
associated with ‘isophotal’ magnitudes (e.g. Blanton et al. 2001;
Graham et al. 2005). As for the SN photometry, we estimated the
uncertainty in each magnitude bin using artificial sources with galac-
tic profiles that we planted in the images.
The hosts of the SNe were chosen based on the smallest sepa-
rations between each SN and its neighbouring galaxies, in terms
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Figure 2 – continued
of each of the galaxies’ half-light radii, as measured with SEX-
TRACTOR in the i′ band. For most of the SNe, the choice was ob-
vious, since the SNe and their hosts were unresolved from each
other.
For two SNe (SNSDF0503.15 and SNSDF0503.18), we found no
plausible host within 6 half-light radii. Assuming a Sersic (1968)
model for the galaxy radial profile between n = 4 (de Vaucouleurs
1948; Peng et al. 2002) and n = 1 (exponential disc; Freeman 1970;
Peng et al. 2002), we find that between 91 and 99.99 per cent of the
light, respectively, is within 6 half-light radii. The probability that
a SN belongs to a host at a distance beyond this limit is thus small.
Due to the high density of sources in the SDF, using a larger limit
would lead to confusion regarding the hosts of most of the SNe,
including those SNe which are unresolved from a particular galaxy.
The two SNe which we label as ‘hostless’ are probably the result of
a host that is below our detection threshold in all the photometric
bands (though these SNe could, in fact, be hostless; see Gal-Yam
et al. 2003). Alternative explanations are that these candidates are
actually flaring Galactic M-dwarfs or variable AGNs in faint hosts.
The non-detection of a source at this position in the reference epoch,
down to i′ ≈ 27.5 mag, means that a star with a quiescent absolute
magnitude of Mi ≈ 8 (e.g. The´, Steenman & Alcaino 1984) would
be at a distance >80 kpc, making this option highly improbable.
The possibility of a high-z AGN cannot be excluded. Nevertheless,
the χ2 criterion we apply to the candidates (see Section 5) does
not support this interpretation. Table 2 lists the SN hosts and their
properties.
4.2 Host redshifts
We find the redshifts of the host galaxies using a combination of
photometry and spectroscopy. Out of 19 host galaxies with R <
25 mag, the approximate practical limit for spectroscopy, we ob-
served 18, and managed to measure 16 redshifts. We also mea-
sured redshifts for a fainter host, hSDF0503.03, with R = 25.8 mag.
The spectra are shown in Fig. 3. The spectra of hSDF0503.16
and hSDF0503.17, which were presumably bright enough for Keck
(R = 23.56 and 24.91 mag, respectively), did not yield a conclusive
redshift, probably due to slit imperfections that impair proper sky-
line subtraction. We note that no spectrum shows an AGN signature
(except hSDF0503.35 that hosts a LINER offset from the SN; see
Section 5).
The highest spectroscopic redshift we obtained is z = 1.564, for
hSDF0503.40, slightly higher than the redshift of the host of SN
2003ak found by GOODS at z = 1.551 (Riess et al. 2004a). This
makes SNSDF0503.40 the SN with the highest host spectroscopic
redshift reported to date. SN 1997ff at z ≈ 1.7, like other SNe in our
sample having comparable photometric redshifts, does not have a
spectroscopic SN or host redshift (Riess et al. 2001).
In order to assemble a training set for the derivation of photo-z,
we measured 145 spectroscopic redshifts (123 of which are secure)
for galaxies chosen randomly near the positions of the SN hosts,
at first with no selection criteria other than sufficient brightness for
spectroscopy (i′ < 25 mag). In the last Keck run, we preferentially
selected galaxies with photometric redshifts between 1.5 and 2 in
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Figure 3. Keck DEIMOS spectra for 17 of the SN host galaxies. For most galaxies, the redshift is securely determined by several emission or absorption lines.
In hSDF0503.03, hSDF0503.26 and hSDF0503.40, the single line is double peaked, making the identification as [O II] λλ3726,3729 quite robust. Regardless,
any other assignment predicts the presence of other lines which we do not detect. Gaps in the spectra correspond to regions with strong night-sky line subtraction
residuals.
order to better sample that region of parameter space. The redshifts
for these 123 galaxies are listed in Table 3 in the online version of
this paper. We supplement these data with spectroscopic redshifts
for a sample of SDF galaxies that were obtained for other SDF-
related projects (e.g. Kashikawa et al. 2003, 2006; Shimasaku et al.
2006), usually selected for their excess flux in the narrow-band
filters NB816 and NB921 (designed to detect Lyα emission lines
at redshifts near 5.7 and 6.6, respectively). From this sample, we
select 196 galaxies with secure z < 2 redshifts. This results in a set
of 319 galaxies with secure redshifts that allow us to tune and test
the photo-z determination. While this sample is quite extensive, it
is probably biased towards galaxies with bright emission lines, for
which spectroscopic redshifts are easier to measure.
For the derivation of the SN host photometric redshifts, we have
used the recent version of the Zurich Extragalactic Bayesian Red-
shift Estimator (ZEBRA; Feldmann et al. 2006). Briefly, ZEBRA
works as follows. First, the photometry catalogue is corrected for
systematic errors by finding residuals in a first fit to a set of basic
galaxy spectral templates. Next, the templates are corrected using
a training set with spectroscopic redshifts. Finally, the redshifts are
derived using a Bayesian methodology, where the redshift and best-
fitting template for each galaxy are found iteratively, while using
the resulting distributions (both in redshift and in template space)
as priors. Our initial templates are the same ones used by Benı´tez
(2000). For the correction of the photometry, we measured all the
objects in the SDF, following the procedure described in Section 3.3
for the photometry of the SN host galaxies. The six basic templates
that are used in BPZ (for galaxy types elliptical, Sbc, Scd, irregular
and two types of starburst) were interpolated to produce three inter-
mediate galaxy types between every two consecutive templates. The
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Figure 3 – continued
resulting 21 templates were then corrected using a partial (early) ver-
sion of the training set described above, of about 200 galaxies. The
correction was done in three redshift bins (z < 0.5, 0.5 < z < 0.9,
z > 0.9). This resulted in 84 templates (the 21 original interpolated
ones plus 21 for each redshift bin). The resulting posterior redshift
distribution of all the galaxies in the SDF was used as a prior for
the SN host redshifts. We set the limit on the absolute rest-frame
B-band magnitude of the galaxy to lie, conservatively, between −26
and −10.
Fig. 4 shows the results of using ZEBRA on our training set.
First, one can see that the photo-z determination is usually in good
agreement with the spectroscopic redshift. On the other hand, photo-
z values above 1.8 are many times unreliable for this training-set
sample. Restricting ourselves to photometric redshifts smaller than
1.8, where 93 per cent of our sample is located (and probably all
of our SNe), leaves us with 296 galaxies, with a dispersion of
σz/(1 + z) = 0.08 after rejecting five 4σ outliers (less than 2 per
cent of this sample). The scatter for our sample of 17 SN host
galaxies is somewhat smaller, σz/(1 + z) = 0.06, without a sin-
gle outlier rejected. Application of the Kolmogorov–Smirnov test
to the two samples of residuals indicates that the difference is not
significant.
Improvement to the photo-z derivation could come from an exten-
sion of the imaging data to the near-infrared, as the rest-frame 4000–
8000 Å range is shifted, at z ≈ 1.8, into the J, H and K bands. With
existing wide field near-IR imagers (e.g. WFCAM on the UKIRT;
Casali et al. 2001), and certainly future ones [e.g. NEWFIRM on the
National Optical Astronomical Observatories (NOAO) telescopes;
Autry et al. 2003], deep imaging in those bands of well-studied
fields, such as the SDF, would be extremely useful for projects such
as ours.
The output from ZEBRA that we use is the redshift probability
distribution function (z-PDF) for each host galaxy, which is obtained
by marginalizing the full posterior distribution over all templates.
The resulting z-PDFs of our host sample are shown in Fig. 5. The
z-PDF can have a complex structure – it is not necessarily a single
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Figure 3 – continued
Table 3. Keck spectroscopy of SDF galaxies. The full table is available in
the electronic version of the paper.
ID α (J2000) δ (J2000) R mag Redshift Instrumenta
1 13:23:51.556 +27:11:51.53 24.3 1.488 4
2 13:23:40.027 +27:13:01.35 23.7 0.287 4
3 13:24:37.571 +27:13:24.44 23.4 0.736 2
4 13:24:21.800 +27:13:22.62 23.1 0.530 2
5 13:24:30.644 +27:13:37.35 25.1 1.466 2
. . .
. . .
aInstrument and observation date: 1 = LRIS, 2007 January 12; 2 =
DEIMOS, 2007 January 21; 3 = DEIMOS, 2007 March 16 and 4 =
DEIMOS, 2007 April 12.
peaked, well-behaved, function. For example, the distribution for
hSDF0503.03 is clearly bimodal, while that of hSDF0503.12 con-
tains very little information, with all redshifts almost equally likely.
Using the full z-PDFs in the subsequent analysis allows us to take
this uncertainty into account. Out of the 31 host z-PDFs, 23 have
widths wz/(1 + z) < 0.08, where wz is the standard deviation of the
best-fitting Gaussian to the z-PDF, while only three have wz/(1 +
z) > 0.2 (namely hSDF0503.12, hSDF0503.19 and hSDF0503.38).
For 16 of the 17 host galaxies for which we have a spectral red-
shift, it is very close (usually nearly identical) to the photo-z, with

z/(1 + z)  0.1, while for the remaining galaxy (hSDF0503.26) it
differs by only 
z/(1 + z) = 0.15. For these 17 galaxies, we use in
the subsequent analysis a Gaussian z-PDF centred on the measured
spectroscopic redshift, with a width wz = 0.01. For the two hostless
SNe (SNSDF0503.15 and SNSDF0503.18), we use a flat redshift
prior between 0 and 2. Table 2 lists the measured properties of the
SN host galaxies, including the best-fitting redshifts and template
types.
The region of the SN host galaxy hSDF0503.31 was imaged with
HST/ACS. As seen in Fig. 6, this host is a face-on spiral galaxy,
consistent with the photo-z best-fitting template, with the SN clearly
offset from the centre by 0.35 arcsec. While this z = 1.08 galaxy
seems to be associated with the brighter spiral seen in the figure, the
photo-z of the bright galaxy is much smaller, z ≈ 0.5.
5 S U P E R N OVA C L A S S I F I C AT I O N
The next step in our analysis is the classification of the SNe into
types, based solely on our single-epoch photometry and the redshift
information for the hosts. P07 have recently developed for this pur-
pose an algorithm, the SN Automatic Bayesian Classifier (SNABC).
Briefly, the SNABC is a template-fitting routine that compares the
SN magnitudes to synthetic magnitudes derived from a library of
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Figure 4. Comparison of the spectroscopic redshifts and the ZEBRA pho-
tometric redshifts for the random sample of 319 galaxies (grey crosses) and
for 17 SN host galaxies (empty diamonds). Error bars indicate the 68.3 per
cent confidence interval of the z-PDF for each galaxy. The scatter of the
random sample with photo-z smaller than 1.8 is σz/(1 + z) = 0.08 after
excluding five 4σ outliers. For the SN host sample, the scatter is σz/(1 +
z) = 0.06.
template SN spectra of different types, ages, redshifts and extinc-
tions. The input to SNABC is the photometry of the SN and the
z-PDF of its host, which is used as a redshift prior. The output is the
probability that the SN is of Type Ia, PIa, compared to the proba-
bility that it is a CC event, PCC = 1 − PIa, a posterior z-PDF and a
χ 2 value. The χ2 criterion permits rejecting candidates with colours
unlike those of SNe, usually peculiar SNe, AGNs or other transients
or variables, that were not rejected in previous steps based on their
variability characteristics. As shown in P07, more than half of the
AGNs can be rejected in this manner. A SN with value of PIa >
0.5 is considered to be of Type Ia, while objects with PIa < 0.5 are
classified as CCSNe. As shown in P07, PIa also serves as a confi-
dence estimator. The closer it is to unity (zero), the more secure is
the classification as a SN Ia (CCSN).
P07 tested the algorithm on different real and simulated data sets.
The SNABC successfully classifies 97 per cent of the SNe Ia from
the Supernova Legacy Survey (SNLS; Astier et al. 2006), and 85 per
cent of the Type II-P SNe. Similar success fractions were obtained
for the GOODS SNe, and for a simulated sample. These simulations
also show that for Type Ib/c SNe, success fractions are smaller
(about 75 per cent), while Type IIn SNe are often misclassified as
SNe Ia. The resulting purity of a SN sample depends on the details
of the survey. Consequently, in Section 6 we perform simulations
with parameters tailored to our survey, and use them to ‘debias’ our
sample, and to determine the range of type distributions consistent
with the data.
Table 1 lists the SNe we have found, their redshifts and their ABC
classifications. Among the 33 SNe, 22 are classified as SNe Ia by
the algorithm. Among these 22 SN Ia classifications, 16 have PIa
values higher than 0.7, while six of the 11 CCSNe are classified
with similar confidence, PCC > 0.7.
Two SNe, SNSDF0503.24 and SNSDF0503.35, have extreme
χ 2 values of 22.2 and 30.1, respectively. As discussed above, this
could be indicative of a non-SN object, since, as shown in P07,
the SNABC assigns high χ 2 values to most AGNs. However, both
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Figure 5. Redshift probability density functions (z-PDFs) of the SN host
galaxies, as calculated with ZEBRA, and used as priors for the SN classifi-
cation. Grey crosses mark the spectroscopic redshifts, when available. Note
the complex shapes of the z-PDFs, and the agreement in most cases between
the most probable photo-z and the spectroscopic redshift. All z-PDFs have
a total probability of 1; the vertical scale varies from frame to frame.
are well offset from the centres of their host galaxies. The host
hSDF0503.35 is a ‘grand-design’ face-on spiral galaxy (Fig. 2) hav-
ing a LINER spectrum (Ho, Filippenko & Sargent 1997) with a Hα
luminosity of ∼1039 erg s−1, typical of such objects. Thus, these
are probably not AGNs (see, however, Gal-Yam 2005; Gal-Yam
et al., in preparation, who found a background AGN projected near a
lower redshift galaxy). Both of their respective hosts have relatively
low (spectroscopic) redshifts, and are, in fact, the lowest-redshift
SNe in our sample. Both are classified as CCSNe, with high confi-
dence, which in the context of the SNABC means that their colours
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Figure 6. Left-hand panel: image section of HST-ACS image of the host
galaxy of SNSDF0503.31. Centre: R-band Suprime-Cam image prior to
SN explosion. Right-hand panel: difference between Suprime-Cam images.
There is a clear offset between the SN and its host centre, a face-on spiral
galaxy.
resemble significantly more those of a SN II-P than a SN Ia. How-
ever, the large χ2 values imply that neither SN type is a good fit.
Since these are unlikely to be SNe Ia, we keep them in our CCSN
sample. Nevertheless, we will continue to monitor these positions
in future observations in order to test the background AGN option.
We also note that hSDF0503.35 is classified by ZEBRA as an
elliptical galaxy, in contradiction with its spiral morphology. This is
probably due to the photometry being dominated by the bulge, while
the SN could be in the disc. Another CCSN host, hSDF0503.23, is
also classified as an elliptical, suggesting that, here as well, the
classification, either of the host galaxy or of its SN, is erroneous.
However, we expect a fraction of the SNe to be misclassified, and
we deal explicitly with the resulting uncertainties and biases in Sec-
tion 6.
The posterior redshift, derived from the combined fit of each SN
and its host, is generally quite close to the prior (host-galaxy-only
based) redshift, but as shown in P07, these posterior redshifts can
sometimes be biased, and therefore we generally do not use them in
the next step. A clear example of disagreement between a prior and
a posterior redshift is SNSDF0503.38, which has a prior redshift of
1.87, while the SN photometry combined with this prior yields a
classification as a CCSN at z = 0.3. This apparent discrepancy is
easily understood if one notes that the z-PDF for the host galaxy of
this SN is very wide and unconstraining, and hence the best-fitting
redshift for the host is quite meaningless. For this object, as well
as for SNSDF0503.12 and SNSDF0503.19 that have similarly wide
z-PDFs, and the hostless SNSDF0503.15 and SNSDF0503.18, we
use the posterior redshifts that take into account the SN properties.
For a rough idea of the properties of the SNe, we use the peaks of
the z-PDFs as best-fitting redshifts, and find approximate rest-frame
absolute magnitudes of the SNe. First, we fit the de-redshifted fluxes
with a linear function, to describe the spectral energy distribution
(SED) of the SN. We then perform synthetic photometry in the B
band, unless rest-frame B does not fall within the observed R, i′ or
z′ bands. In such a case, we derive rest-frame U or V absolute mag-
nitudes, at high or low redshift, respectively. The resulting absolute
Table 4. Supernova redshift distribution.
Sub-sample z < 0.5 0.5 < z < 1.0 1.0 < z < 1.5 1.5 < z < 2.0
SN Ia (raw) 0 9 10 3
SN Ia debiaseda 0.0+1.7+0.0−0.0−0.0 5.5
+4.2+1.9
−3.8−1.4 10.0
+0.0+4.3
−4.4−3.1 3.0
+0.0+2.9
−1.5−1.6
CCSN (raw) 6 5 0 0
CCSN debiaseda 6.0+0.0+3.6−1.7−2.4 8.5
+3.8+2.9
−4.2−2.3 0.0
+4.4+0.0
−0.0−0.0 0.0
+1.5+0.0
−0.0−0.0
Total 6 14 10 3
SN Ia rateb (10−5 Mpc−3 yr−1) 0.0+2.4−0.0 4.3+3.6−3.2 10.5+4.5−5.6 8.1+7.9−6.0
aErrors are 1σ classification and Poisson uncertainties, respectively.
bSN Ia rate errors are classification and Poisson uncertainties added in quadrature.
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Figure 7. Observed, raw (circles; slightly offset to the right for clarity) and
debiased (lines), redshift distributions of SDF SNe Ia and CCSNe, compared
to the GOODS sample (squares; offset to the left). SDF error bars mark 1σ
classification and Poisson errors, added in quadrature. GOODS error bars
denote 1σ Poisson uncertainties. The debiased SDF and GOODS distribu-
tions are consistent to within the uncertainties, but there is a suggestion of
more high-z SNe Ia in the SDF.
magnitudes, listed in Table 1, range between −13.2 and −17.3 for
the CCSNe, and between −15.1 and −19.5 for the SNe Ia.
We divide the samples of SNe Ia and CCSNe into four redshift
bins (z < 0.5, 0.5 < z < 1.0, 1.0 < z < 1.5 and 1.5 < z < 2.0),
using the peak of the z-PDFs as best-fitting redshifts. These ‘raw’
distributions are shown in Fig. 7 and are listed in Table 4.
6 U N C E RTA I N T I E S , S A M P L E
C O N TA M I NAT I O N A N D D E R I VAT I O N O F
I N T R I N S I C S U P E R N OVA T Y P E A N D
R E D S H I F T D I S T R I BU T I O N S
The ABC classification can introduce biases due to the dependence
of the success fraction on the intrinsic parameters (type, age, red-
shift) of the SNe. We therefore use Monte Carlo simulations to
determine the allowed range, and the most likely ‘true’ redshift and
type distribution, of the SNe (as we would have observed if we had
perfect spectroscopic data for all of the SNe and their hosts).
Following P07, we have randomly generated 10 000 SN spectra of
each of the main SN types: Ia, Ibc, II-P and IIn (see e.g. Filippenko
1997). We calculate the synthetic magnitudes of the fake SNe using
the SEDs from the spectral templates of Nugent, Kim & Perlmutter
(2002) for SNe Ia, Ib/c and II-P. Since the Nugent et al. (2002) spectra
of SNe IIn are theoretical blackbody SEDs, for this type only we
use the templates from Poznanski et al. (2002). Absolute magnitudes
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and their dispersions are taken from Dahlen et al. (2004). The scatter
in colour within each type is applied to the CCSNe by adding an
intrinsic, normally distributed, noise with a standard deviation of
σ = 0.2 mag, the value used by Sullivan et al. (2006a). The SNe
Ia we simulate are assigned different stretch values s, following
the method described by Sullivan et al. (2006a). We simulate a
Gaussian distribution of stretch values with an average of s = 1 and
a dispersion of σ = 0.25, truncated outside the range 0.6  s 
1.4. We model the stretch–luminosity relation using the formalism
MBc = MB − α(s − 1) (Perlmutter et al. 1999), where MBc and
MB are the corrected and uncorrected B-band absolute magnitudes,
respectively, and the correlation factor is α = 1.47. We also apply
colour–stretch corrections using the method presented by Knop et al.
(2003) by dividing the template spectra of normal, s = 1, SNe Ia, by
smooth spline functions, in order to match their rest-frame UBVRI
colours to those of SNe with various stretch values.
To every simulated SN we assign an epoch, a host-galaxy extinc-
tion and a redshift. The epoch is drawn from a uniform distribution,
while the host extinction, AV , is drawn from the positive side of
a Gaussian distribution with maximum at zero, σ = 0.2 mag for
SNe Ia, and σ = 0.5 mag for CCSNe, truncated at AV = 1 mag.
The redshifts are drawn from the general galaxy population in the
SDF using the following scheme. A realistic photometric redshift is
modelled, by drawing, for half of the SNe, the z-PDF of a random
SDF galaxy with z < 2. To the other half of the simulated SNe,
we assign a spectroscopic redshift, by using a σ = 0.01 Gaussian
z-PDF. This mimics the redshift determination characteristics of the
real sample. We have measured the widths of the simulated sample’s
z-PDFs, as well as of the real host-galaxy sample, by fitting them
with Gaussians, and find that the simulated and real samples have
similar distributions of widths. We draw a specific redshift for each
simulated SN from its z-PDF, and use it to redshift the simulated
spectrum.3
We then fold the simulated SN spectra through the observational
setup of our SDF observations, with their three bandpasses, photo-
metric errors and limiting magnitudes. We have measured the mean
photometric errors of the SDF sample in each band as a function
of magnitude, and assuming that the noise is normally distributed,
have added it to each object. As with the real sample, we keep only
objects with z′-band magnitudes brighter than 26.3, leaving 4000
of each type. The simulated SNe are then blindly classified by the
ABC into SNe Ia or CCSNe, producing a mapping of success frac-
tion versus redshift for each SN type. We find the success fractions
of the ABC in four redshift bins (z < 0.5, 0.5 < z < 1.0, 1.0 < z <
1.5 and 1.5 < z < 2.0) for each of the four SN types.
The success fractions are applied to the set of all possible intrinsic-
type distributions (e.g. 30 per cent SN Ia, 30 per cent SN II-P, 20 per
cent SN Ib/c and 10 per cent SN IIn). Using steps of 2.5 per cent, there
are 12 341 possibilities to distribute 100 per cent of the observed
SNe, in each redshift bin, among the four types. We compute, for
each of these possibilities, the resulting fraction of objects that are
labelled as SNe Ia in the sample (i.e. the sum of the fraction of SNe
Ia that were correctly classified), and of the fraction of CCSNe that
were misclassified as SNe Ia, as obtained by the average success
fractions for each type of SN, in each redshift bin. Next, for each
scenario, in each redshift bin, we find the binomial probability to
draw the observed raw number of SNe Ia out of the total number of
SNe in the bin, given the expected SN Ia fraction for that scenario.
3 This is the most straightforward way to model reality, where the order is
reversed, i.e. an object is at a particular redshift, and one measures its z-PDF.
Since, in this scheme, the SN Ia fractions do not have equal prior
probability (e.g. there is only one model with 100 per cent SNe Ia,
while there are many with 50 per cent SNe Ia and various fractions
for the CCSN subtypes), we multiply each probability by a weight
function that is inversely proportional to the number of scenarios
with the same SN Ia fraction. Finally, we marginalize over all the
scenarios in each redshift bin, and obtain the probability density
function for the true SN Ia fraction in that bin. From the probability
distribution function of the SN Ia fraction in each bin, we extract
the most probable value, at the peak of the distribution, and the
1σ uncertainties defined as the region that includes 68.3 per cent
of the probability density. We add to this error the corresponding
fraction of the 1σ Poisson uncertainty in that bin – that is, the Poisson
uncertainty for the total number of SNe in the bin multiplied by the
relevant fraction of SNe Ia. The most probable SN Ia fraction comes
out the same as the SN Ia fraction given by the SNABC in two out
of the four redshift bins. Only in the second redshift bin, 0.5 < z <
1.0, is the debiased most probable fraction of SNe Ia reduced from
0.64 to 0.39. The raw and debiased redshift distributions of the SNe
Ia and CCSNe are listed in Table 4, and are shown in Fig. 7. We
discuss the results in the following section.
7 C O M PA R I S O N TO T H E G O O D S S U P E R N OVA
S A M P L E
Before calculating rates, which requires some assumptions and mod-
elling of the SN properties, we compare our SN sample to the most
similar one in terms of depth and numbers, the GOODS SN sam-
ple. As part of the GOODS project, two fields of about 150 arcmin2
each were observed with the ACS camera on HST every 45 d, over
five epochs, in order to search for SNe. We have compiled from
Riess et al. (2004a) and Strolger et al. (2004) all available photom-
etry for the 42 SNe found in the GOODS fields. These SNe cover
a redshift range of 0.2 to 1.55, with a median of 0.76. The SNe
have partial light-curve coverage, and not all have spectroscopic
redshifts or types. However, GOODS is a complete sample, without
any subsequent selection.
Our survey and GOODS have different effective areas and observ-
ing strategies, for which we need to account prior to comparison.
In terms of bands, the surveys are similar. The filter-plus-system
bandpasses of the Suprime-Cam z′ filter and of the HST F850LP
filter (used by GOODS) have effective wavelengths at 9067 and
9082 Å, respectively. The GOODS detection efficiency function, as
described by Strolger et al. (2004), is slightly deeper than our own,
by about 0.1–0.2 mag. We consider only SNe brighter than our
50 per cent efficiency limit, z′ = 26.3 mag. For z′-band magnitudes
brighter than 26.3, both surveys have similar efficiencies, and no
correction is needed for a comparison to be made, if we exclude
the fainter GOODS SNe. The SDF covers ∼900 arcmin2, and has
a single epoch, since we searched for SNe only in the 2005 March
images. GOODS covered 300 arcmin2, imaged at five epochs, each
separated by about 45 d, i.e. two to four weeks in the typical SN
rest frames. This means that the epochs are not independent and
cannot be simply summed, since most SNe are discovered early and
are detected in more than one epoch. From the photometry in Riess
et al. (2004a) and Strolger et al. (2004), we find that, out of 42 SNe,
38 are detected (i.e. brighter than 26.3 mag, our SDF cut-off mag-
nitude) in 1.45 epochs, on average, while the remaining four are too
faint. Thus, the effective GOODS area is roughly 5 × 300 arcmin2/
1.45 = 1036 arcmin2, about 15 per cent more than the SDF. Hence,
for a direct comparison of the two samples, the number of GOODS
SNe needs to be trimmed down from 38 to 38/1.15 = 33. Due to
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this reduction factor, we will present non-integer numbers of SNe
from GOODS in the discussion below.
Thus, after the normalization for the different effective areas,
there are (coincidentally) exactly the same number of SNe in our
sample and in the ‘SDF-normalized’ GOODS sample (33), 18.9 of
which are SNe Ia (compared to the most probable value of 18.5 in
the SDF debiased sample) and 14.1 CCSNe (most probable value
14.5 in the SDF). In Fig. 7, we compare the redshift distributions for
the SN Ia and CCSN subsamples from the two surveys. Since one
of the CCSNe in the GOODS sample (SN 2002fv) has no redshift
information, we exclude it from this comparison. As can be seen,
the two samples agree well in total size, in total type fractions and
in the CCSN redshift distribution.
However, the redshift distributions may differ for the SNe Ia.
Our lowest redshift SN Ia is at z ≈ 0.5, while GOODS found SNe Ia
down to z ≈ 0.2. Furthermore, the SNe Ia in our sample reach higher
redshifts, up to z ≈ 1.6, rather than z ≈ 1.4, in the ‘SDF-normalized’
GOODS sample. While formally the distributions are consistent,
our data could indicate that the results in Strolger et al. (2004) and
Dahlen et al. (2004) concerning the paucity of SNe Ia at high z, and
the implications for the SN Ia delay time may change once larger
samples are obtained. On the other hand, one of our high-z SNe Ia,
SNSDF0503.18, at z = 1.60, is hostless, and its redshift is based
solely on the posterior fit from the SNABC to the SN photometry.
If this redshift is in error, the number of SNe Ia in the highest-
redshift bin would be more similar to that of GOODS. At z = 0.55,
where the fraction of SNe Ia in our sample was most significantly
reduced by the debiasing of our photometrically classified sample,
lies the largest disagreement between competing measures of the
SN Ia rates. Barris & Tonry (2006), who used photometric methods
to classify SNe, found a rate four to five times higher than measured
by Pain et al. (2002) and Neill et al. (2006). Neill et al. (2006)
have suggested that the sample of Barris & Tonry (2006) may have
suffered from contamination by CCSNe. Our raw sample of SNe Ia
in that same bin, without debiasing, would certainly be contaminated
by CCSNe.
8 T H E T Y P E I A S U P E R N OVA R AT E
The SN redshift distributions that we have derived can be used to set
constraints on the SFH and SN Ia delay functions. However, our SN
sample is still small, and considering the similarity in the redshift
distributions of the SDF and GOODS CCSN samples, we postpone
a CCSN rate derivation to future papers. Nevertheless, we calculate
SN Ia rates to examine how the differences in the distributions noted
in Section 7 propagate into the underlying rates. We calculate the
volumetric rate of SNe Ia, in four bins,
rIa,i = NIa,i∫
η(z) dV ,
where NIa,i is the number of SNe Ia in bin i, and η(z) and dV are,
respectively, the survey control time (see below) and the comoving
volume element (in Mpc−3), as a function of redshift z. The inte-
gration is done within the limits of each bin. The control time, η(z),
is found as follows. For every redshift z, we calculate the model
z′-band SN Ia light curve, mz(t), and sum over the survey efficiency,
(m), at these magnitudes:
η(z) =
∫
[mz(t)] dmdt dt .
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Figure 8. Type Ia SN rate from the SDF, compared to results from the
literature (compiled by Neill et al. 2006). Empty circles are for Cappellaro
et al. (1999), Hardin et al. (2000), Pain et al. (2002), Madgwick et al. (2003),
Tonry et al. (2003), Blanc et al. (2004) and Neill et al. (2006); triangles are
for Barris & Tonry (2006); filled circles are for Dahlen et al. (2004) and
filled squares are for our derived SDF rate. The line shows the SFH from
Hopkins & Beacom (2006), scaled to fit the z < 0.5 points.
The effective redshift of each bin, 〈z〉i, is defined as
〈z〉i =
∫
η(z) z dV∫
η(z) dV ,
i.e. a mean redshift weighted by the volume and the control time.
The uncertainties are the Poisson and classification uncertainties
of the sample, added in quadrature. To investigate how errors in the
efficiency function plotted in Fig. 1 might propagate to our rate mea-
surement, we have fitted the efficiency curve with a Fermi–Dirac like
step-function, derived the uncertainties in its parameters and have
repeated the rate calculation hundreds of times with randomly drawn
efficiency curves. The resulting 1σ dispersion in the SN rates is of
the order of 10−6 Mpc−3 yr−1, i.e. about 30 times smaller than the
main sources of uncertainty. If, for some unknown reason, our de-
tection efficiency curve is offset by 0.1 mag, the derived rates would
change by about 15 per cent, again less than the main sources of
uncertainty. A significantly larger shift of the efficiency function,
e.g. by 0.3 mag toward bright magnitudes, would lower the effi-
ciency to near zero at z′ = 26.3 mag, and would be inconsistent
with our having discovered SNe in this magnitude range (unless, of
course, the intrinsic number of SNe rises sharply precisely at this
brightness). We further neglect dust extinction in this rough deriva-
tion of the rate. As found by Riello & Patat (2005) and Neill et al.
(2006), such an omission causes the rates to be underestimated by
∼25 per cent at most, which is smaller than the uncertainties al-
ready taken into account. We also do not attempt at this point to
incorporate SNe with different stretch values into the control–time
calculation, which should have a negligible (if any) effect (e.g. Neill
et al. 2006). The resulting rates are listed in Table 4. Fig. 8 shows
the rates compared to other published results (as compiled by Neill
et al. 2006) with the SFR from Hopkins & Beacom (2006) plotted
to guide the eye. The SFR is scaled to fit the low-redshift (z < 0.5)
measurements, where there are fewer conflicting estimations.
In our lowest-redshift bin, we have found no SNe Ia. Conse-
quently, the error bar marks the upper limit arising from classifi-
cation uncertainty only. Assuming the rate is in the range 10−4.8 to
10−4.2 yr−1 Mpc−3, we expect between 1 and 4 SNe Ia, given our
survey volume and control time, which is consistent with us finding
no SNe in this small-volume bin. In the 0.5 < z < 1 bin, our mea-
surement appears to be inconsistent with the four highest rate points
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of Barris & Tonry (2006), and of Dahlen et al. (2004). However,
we note that these rate measurements show a conspicuous enhance-
ment, relative to most of the other results, at 0.4 < z < 0.6. We further
note that the error bars on the Barris & Tonry (2006) data set are
Poisson errors alone, and do not include any systematic uncertain-
ties, such as classification errors that the sample may suffer from, at
least to some extent. In the high-redshift bins, our rates are in good
agreement with the Dahlen et al. (2004) results. Nevertheless, we
find an ∼50 per cent higher rate of SNe Ia in the highest redshift
bin. Overall, the central values of our measurements suggest a SN Ia
rate that is fairly constant with redshift at high redshift, and could be
tracking the SFR. Such a behaviour is expected at high redshift if the
rate then is dominated by a prompt SN Ia channel with a short delay
time, and contrasts with the results of Dahlen et al. (2004), whose
data suggest a declining SN Ia rate beyond z = 0.8 (Scannapieco &
Bildsten 2005).
9 C O N C L U S I O N S
Large samples of high-z SNe are required to resolve critical incom-
patibilities between recent results regarding the rates of SNe Ia, and
their delay time from star formation to explosion. Here, we have
presented an initial sample of 33 SNe from a new survey based
on deep, single-epoch, re-imaging of the 0.25 deg2 SDF. We have
demonstrated that, for SN-rate purposes, such surveys can be car-
ried out using ground-based observations, at a fraction of the cost
of space-based data, and with the potential for large samples. Using
Keck spectroscopy for more than half of the host galaxies, we have
shown the reliability of photometric redshifts for such data, inci-
dentally finding the SN with the highest host spectroscopic redshift
reported to date, at z = 1.564.
The SNe were classified using a novel Bayesian photometric al-
gorithm, using solely the SN photometry in three bands, and the
host-redshift information, either photometric or spectroscopic. The
photometric classification of the SNe introduces biases for which
we correct using simulations. The debiasing procedure we apply to
the raw sample significantly reduces the fraction of SNe Ia in the
redshift bin 0.5 < z < 1, which otherwise would have been heav-
ily contaminated by CCSNe. As discussed by Neill et al. (2006),
such contamination may have affected the sample acquired by
Barris & Tonry (2006), and could explain the discrepancy between
their measurement of the SN Ia rate and the rates measured by Pain
et al. (2002) and Neill et al. (2006).
Our resulting sample is comparable to the GOODS SN sample,
and is in good agreement with it, in terms of the total numbers
of SNe Ia and CCSNe, and in terms of the redshift distribution of
the CCSN sample. However, our sample of SNe Ia shows less of a
decline at high redshifts than the GOODS sample does. This trend
remains when comparing the SN Ia rates we derive to those derived
by GOODS. We find at redshift z ≈ 0.7 a rate which is similar to
the values determined by Pain et al. (2002), Tonry et al. (2003) and
Neill et al. (2006) at z ≈ 0.5, but barely consistent with the results
of Barris & Tonry (2006) and Dahlen et al. (2004). At z ≈ 1.6, our
rate of determination is consistent with the result of Dahlen et al.
(2004), but about 50 per cent higher.
These results, if confirmed by larger samples, may challenge cur-
rent conclusions based on the paucity of SNe Ia found by GOODS
at high redshift, concerning the SN Ia rate and the delay time. Addi-
tional epochs on this field, already being obtained, will enlarge our
SN sample to the hundreds, and will test the reality of the appar-
ent decline in the SN Ia rate at z  1. Finally, our approaches to SN
search and photometric classification are likely to become important
in the era of synoptic telescopes such as Pan-STARRS (Kaiser et al.
2005) and the Large Synoptic Survey Telescope (Stubbs, Sweeney
& Tyson 2004), where the sheer numbers of SNe will require new
approaches to analysis.
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