The authors examine the robustness of empirical likelihood ratio (ELR) confidence intervals for the mean and M -estimate of location. They show that the ELR interval for the mean has an asymptotic breakdown point of zero. They also give a formula for computing the breakdown point of the ELR interval for M -estimate. Through a numerical study, they further examine the relative advantages of the ELR interval to the commonly used confidence intervals based on the asymptotic distribution of the M -estimate.
INTRODUCTION
Since the introduction of empirical likelihood ratio confidence intervals by Owen (1988 Owen ( , 1990 Owen ( , 1991 , there have been many developments on this topic. For example, DiCiccio et al. (1991) showed that the empirical likelihood is Bartlett-correctable, Qin & Lawless (1994) extended the empirical likelihood method to estimating equations, and Monti (1997) developed empirical likelihood confidence regions in time series models. The advantages of the empirical likelihood are now widely recognized (Hall & La Scala 1990) and it has become an increasingly popular method.
One measure of the quality of a confidence interval is its length. It is thus important to investigate the robustness of the length in the presence of outliers. Qualitatively, a (method of constructing a) confidence interval is robust in length if the interval length or the endpoints change only slightly when the underlying distribution varies in a neighbourhood of the null model. Confidence intervals for the mean based on the central limit theorem are not robust since one bad outlier will blow up the sample variance and lead to a very wide interval. The empirical likelihood confidence interval for the mean depends entirely on the data; its endpoints are weighted averages of the data points. Since the weights are all strictly positive, the interval length may be heavily affected by outliers.
When it is suspected that the data have been contaminated, a more reliable way to measure the location is to use a location M -estimate, T (F 0 ), which depends on the distribution F 0 that actually generated the data; see Section 3 for details. Owen (1988) derived the empirical likelihood ratio confidence intervals for a wide class of M -estimates, including the popular location M -estimate due to Huber (1981) . Since this estimate is robust even when the data contain a large percentage of outliers (up to 50%), one may wonder whether the corresponding empirical likelihood ratio confidence interval will preserve this feature of the point estimate. We show that asymptotically, this is indeed the case. The empirical likelihood ratio confidence intervals are justified by having asymptotically correct coverage levels. To assess their practical value, it is necessary to examine the finite sample performance of these intervals relative to a commonly used alternative. For the M -estimate, such an alternative is the confidence interval based on the asymptotic distribution of the M -estimator. We compare the empirical likelihood ratio interval for Huber's location M -estimate with the interval based on the asymptotic distribution of the M -estimator through a numerical study. Our results indicate that the empirical likelihood ratio interval is competitive to the latter in terms of coverage probability but that its length is generally shorter. For sample sizes as small as 10, its length can actually be considerably shorter.
The rest of this paper is organized as follows. In Section 2, we briefly review the empirical likelihood ratio confidence interval for the mean and discuss its robustness using the breakdown point of the length. In Section 3, we consider the robustness of the empirical likelihood ratio confidence interval for Huber's location M -estimate. In Section 4, we compare the empirical likelihood ratio interval for Huber's location M -estimate with the confidence interval based on the asymptotic distribution of the M -estimator. We conclude with a few remarks in Section 5.
EMPIRICAL LIKELIHOOD RATIO CONFIDENCE INTERVAL FOR THE MEAN
Let X 1 , . . . , X n be a random sample from a nondegenerate distribution F 0 . Let F n be the empirical distribution function of this sample. To study the impact of outliers, we assume that X (n) > X (1) . We use F F n to denote a distribution supported on the sample with F (X i ) = w i where 0 < w i < 1 and w 1 +· · ·+w n = 1. Define the empirical likelihood ratio function R(F ) as
F n } for some 0 < c < 1. Let X U,n = sup xdF and X L,n = inf xdF , where the extrema are taken over F ∈ F c,n . Owen (1988) showed that if |x
where c = exp(−χ 2 1,α /2) if 1 − α is the desired confidence level. The interval [X L,n , X U,n ] is the empirical likelihood ratio confidence interval for E(X i ). To compute the endpoints, note that they are the extrema of the function µ(F ) = w i X i under constraints w i ≥ 0, w i = 1 and nw i ≥ c. Further, the extrema occur at values w i that satisfy
where λ 1 and λ 2 are constants; cf. Owen (1988) . Numerical evidence suggests that the empirical likelihood interval is competitive to bootstrap intervals and t intervals in terms of coverage probability. Nevertheless, the fact that w i > 0 for all i suggests that the confidence interval may be heavily influenced by outliers. To make this point precise, the following theorem gives the finite-sample breakdown point ε n of the interval length. The definition of ε n , given in the appendix, is based on "ε-replacement" definition (Donoho & Huber 1983 ) of the finite-sample breakdown point for an estimator. A discussion on ε n and the related upper (lower) breakdown point ε U n (ε L n ) are also given in the appendix. If there is a single large outlier on the upper side, that is, X (n) is extraordinarily large while X (1) to X (n−1) are bounded, then the length of the confidence interval,
. When X (n) approaches infinity, the length of the confidence interval will approach infinity faster than εX (n) . Thus ε
£
We conclude this section with an example based on Data Set 9 of Stigler (1977) , which was also used in Owen (1988) . The data are taken from 20 of Newcomb's measurements of the passage time of light. The largest of these measurements is 40. To examine the impact of one large outlier on the length of the empirical likelihood ratio confidence interval for the mean, we computed the length after replacing the largest value by 50, 60 and so on. The solid line in Figure 1 (a) is the plot of the length against the value of the outlier. We see that the length of the empirical likelihood ratio confidence interval for the mean increases approximately linearly.
EMPIRICAL LIKELIHOOD RATIO CONFIDENCE INTERVAL FOR HUBER'S LO-CATION M -ESTIMATE
Owen (1988) also derived the empirical likelihood ratio confidence sets for Mestimates. Let τ = T (F 0 ) be the root of
is a non-increasing function in t. Owen (1988) showed that
is an interval for which
Our subsequent discussion will focus on the confidence interval for Huber'
To derive the finite-sample breakdown point of the length of (1), first note that the confidence interval may be expressed in terms of a function r(t) as
where
cf. Owen (1988, p. 244) . The following lemmas give some properties of r(t).
, and is undefined elsewhere.
Proof of Lemma 1. Under the constraints that w i ≥ 0 and
For any t ∈ (X (1) , X (n) ), ψ(X (1) , t) and ψ(X (n) , t) differ in sign, and there are w i 's that satisfy the above conditions. Hence r(t) is well-defined.
). Thus there are w i 's that satisfy the above conditions. Furthermore, the w i 's for ψ(X (n) , t) must be 0. It follows that r(X (1) ) = 0. Similarly, r(X (n) ) = 0.
Finally, since (4) is an interval for any c 
Proof of Lemma 2. For brevity, we use w i to denote the weight for ψ(X (i) , t). We have
We have seen that the finite-sample breakdown point of the confidence interval for the mean is always 1/n, which is independent of the confidence level. It turns out that the breakdown point of the confidence interval for Huber's location Mestimate depends on the confidence level.
Theorem 2. The finite-sample upper breakdown point of the length of an empirical likelihood ratio confidence interval for Huber's location
where n is the sample size and c(m) is
Proof of Theorem 2. Suppose there are m outliers on the upper side, that is, X (1) , . . ., X (n−m) are bounded but X (n−m+1) , . . ., X (n) are allowed to be infinitely large.
If c > c(m), then by Lemma 1, the upper endpoint of the empirical likelihood confidence interval is below γ 1 . Thus the length of the interval is bounded above
Its length is bounded below by γ 2 − γ 1 = X (n−m+1) − X (n−m) − 2h, which will approach infinity when X (n−m+1) approaches infinity. It follows that ε U n = min{m|c(m) ≥ c}/n. £
To interpret and determine ε U n for fixed c and n, it is helpful to ignore for a moment the fact that ε U n ∈ {1/n, . . . , n/n} and pretend it can vary continuously in (0, 1]. Let ε = m/n be the fraction of upper outliers and define (ε) as
Noting that (ε) is monotone increasing on (0, 0.5], (0.5) = 1 > c 1/n , and (ε) → 0.5 as ε → 0, we deduce that (i) the length will break down before the fraction of upper outliers reaches 50%; (ii) for 0.5 < c 1/n < 1, ε U n is the unique solution of (ε) = c 1/n ; and (iii) for c 1/n ≤ 0.5, ε U n = 0, meaning that an arbitrarily small fraction of bad outliers will lead to the breakdown of the length. Nevertheless, (iii) should not be of any concern since c 1/n is greater than 0.5 for all practical purposes. For a 90% confidence interval, for example, c = exp(−χ (x, t) is non-increasing in t. When a = b, the upper finite-sample breakdown point of the length of the empirical likelihood ratio confidence interval for the M -estimate is ε U n in (6). When a = b, the breakdown point is given by
where κ = a/b and (ε) is
For the passage time of light data, n = 20 and by Table 1 To see the impact of multiple outliers on the interval length for Huber's location M -estimate, we created m outliers by increasing the value of each of the m largest observations by 500 and computed the interval length using the modified sample. Figure 1(b) is a plot of the length against m. The length remained steady when the number of outliers were 6 or fewer but it took a big jump at 7. This reflects the fact that the finitesample upper breakdown point is 7/20. We also examined the empirical likelihood interval for the M -estimate given by ψ(x) = x/{1 + (x/h) 2 } for |x| ≤ h and ψ(x) = sign(x)h/2; cf. Martin & Zamar (1993) for more ψ functions. The finite-sample upper breakdown point is also 7/20, and the plot of the length versus the number of outliers is similar to that for Huber's location M -estimate in Figure 1(b) .
The proof of Theorem 2 may be adapted to show that for Huber's location Mestimate, ε L n = ε U n . To find ε n , we only need to consider the case where there are m outliers, some of which are in the lower tail and others are in the upper tail, and m/n < ε U n . In this case, there are fewer than nε U n outliers in each tail. The proof of Theorem 2 may be modified to show that the length will not approach infinity when the outliers approach the negative and positive infinities. We conclude this section with the following corollary. 
FINITE SAMPLE PERFORMANCE OF THE EMPIRICAL LIKELIHOOD RATIO CONFIDENCE INTERVAL FOR M -ESTIMATE
The asymptotic breakdown point of 50% is only a qualitative measure of the robustness of the empirical likelihood ratio confidence interval for large sample situations. To have a high breakdown point is obviously a nice property, but practitioners may be more concerned with the finite sample performance of the method. To evaluate this aspect of the empirical likelihood ratio confidence interval for Huber's location M -estimate, we compared it numerically to the confidence interval based on the asymptotic normal distribution of the M -estimator. We used both the length and the coverage probability as criteria. The latter interval is given by
where var(T n ) is an estimate of the variance of the M -estimator (Huber 1981) , viz.
The interval (8) is only an approximate confidence interval for finite sample sizes. To ensure that the best possible case (in length) of (8) is considered, in our numerical comparison below, we also included the interval based on the normal distribution
regardless of the size of n. For brevity, we will use EM for the empirical likelihood ratio confidence interval, AM(t) for interval (8) and AM(z) for (9). For each example below, we computed the coverage probabilities of the three intervals and the average length of the intervals based on 1000 simulated random samples from the F 0 in question. In Example 1, F 0 is the N (0, 3 2 ) distribution; results are in Table 2 . In Example 2, F 0 is the N (0, 3
2 ) distribution with 5% contamination from a N (20, 0.01
2 ) distribution; results are in Table 3 . Consequently, on average a random sample from this F 0 contains 5% outliers on the upper side. The coverage probabilities shown in Table 2 and Table 3 are the proportions of times when the confidence intervals contain the location M -estimate T (F 0 ). The nominal confidence levels considered are 90%, 95% and 99%. The tuning constant is set to h = 1.345 × 3 = 4.035 where 3 is the standard deviation of F 0 or the distribution of interest.
In practice, the scale-invariant version of the location M -estimator is often used instead. The scale-invariant version is the solution of
where the tuning constant for ψ is usually set to h = 1.345 and S n = M AD. The asymptotic coverage result (2) of Owen (1988) for the M -estimate does not apply to this case, because ψ(X i , T * n ) are then dependent. Nevertheless, it is of interest to see how the empirical likelihood ratio interval performs in finite sample cases. In Example 3 we use this scale invariant version, T * n of T n exactly as we used T n in Examples 1 and 2. Table 4 gives the coverage probabilities and average length of the intervals for the scale-invariant M -estimate where the nominal level is 90%. Variances are estimated for AM (t) and AM (z) using (9) and (10) with the variance of T n replaced by that of T * n . (Example 1) F 0 = N (0, 3 2 ), T (F 0 ) = 0. Coverage probability (C) and average length (L) of the empirical likelihood (EM), the t (AM(t)) and the z (AM(z)) confidence intervals for Huber's M -estimate. Table 3 : (Example 2) F 0 = 0.95N (0, 3 2 ) + 0.05N (20, 0.01 2 ), T (F 0 ) = 0.2587. Coverage probability (C) and average length (L) of the empirical likelihood (EM), the t (AM(t)) and the z (AM(z)) confidence intervals for Huber's M -estimate. Results in Tables 2, 3 and 4 indicate that none of the three types of intervals consistently outperforms the other two in terms of coverage probability and interval length. The AM(z) has in general the lowest coverage probability and is consistently less accurate than the other two types when the sample size is small. Considering that the coverage probability is perhaps a more important criterion than the length, AM(z) is the least attractive of the three. To compare the AM(t) with the EM interval, we note that for cases where their coverage probabilities are close to each other, the EM interval has, on average, a shorter length. For other cases such as n = 10, the length of the EM interval is shorter but its coverage probability is also smaller than that of the AM(t) interval. These suggest that, when both coverage probability and interval length are considered, the empirical likelihood ratio confidence interval is an attractive alternative to AM(t) and AM(z). (Example 3) F 0 = N (0, 9) , T (F 0 ) = 0. Coverage probability and average length of the three 90% confidence intervals. Asymptotically, the length of the empirical likelihood ratio confidence interval is O p (n −1/2 ) (Owen 1988) , the same as that of the other two intervals. For situations where T (F 0 ) is not equal to the location of the distribution of interest µ, (e.g., in Example 2, µ = 0 and T (F 0 ) = 0.2587), the probability that the empirical likelihood ratio interval covers µ will approach 0 as n approaches infinity.
CONCLUDING REMARKS
The present paper uses the standard nonparametric setting for the empirical likelihood; no assumptions are made about the underlying distribution F 0 except the existence of some moments. In robustness, however, to assess the bias and efficiency of robust methods, it is often necessary to work with a collection of distributions, e.g., those in an ε-contaminated neighbourhood of a normal distribution. When information on such a collection or neighbourhood is available, a bound on the bias |T (F 0 ) − µ| may be derived. The empirical likelihood ratio confidence interval may be corrected for the bias by adding/subtracting the bound to/from the upper/lower endpoint of the interval to form a confidence interval for µ. This, however, will not change the relative standing of the empirical likelihood ratio confidence interval in terms of interval length since intervals based on the asymptotic distribution of the M -estimator require the same correction. Qin & Lawless (1994) considered combining extra information about the parameters of interest with the empirical likelihood approach to form semiparametric empirical likelihood intervals. The extra information is in the form of estimating equations, not a neighbourhood of a distribution. Presently it is unclear whether the information about the neighbourhood can also be used to improve the performance of the empirical likelihood ratio interval for M -estimates.
An alternative nonparametric method that may be used to construct confidence intervals for M -estimates is the percentile method in bootstrap; cf., e.g., Chapter 10 in Efron (1982) . In terms of the magnitude of the breakdown point for finite sample sizes, the empirical likelihood ratio confidence interval for Huber's location M -estimate is competitive to that of the confidence interval based on bootstrap quantiles of the M -estimate. As an example, we computed the breakdown point of the 95th bootstrap quantile of the M -estimate using asymptotic formula (2.1) in Singh (1998): Comparing these values to the breakdown values of the empirical likelihood ratio interval in Table 1 , we see that the two methods are essentially the same as far as the breakdown of the length is concerned. Nevertheless, the empirical likelihood ratio interval has the advantage that for any given sample it is unique and the exact interval can be determined. The bootstrap percentile interval is more involved since the bootstrap distribution is discrete and is in general not available.
APPENDIX: FINITE-SAMPLE BREAKDOWN POINTS
The following definition is based on that of the finite-sample breakdown point of an estimator in Donoho & Huber (1983) ; see also Hampel et al. (1986 The above definition does not involve the underlying distribution. It is particularly suitable for the purpose of investigating the robustness of the empirical likelihood ratio confidence interval which is a nonparametric confidence interval. For convenience of presentation, we do not explicitly replace any X i by Y i in our proofs. Instead, we assume some observations are fixed and others are allowed to vary. This is equivalent to replacing those that are allowed to vary with Y i .
