Abstract. The scaling relationships of earthquake sources less than about magnitude 3 have been the subject of considerable controversy over the last two decades. Studies of such events have shown a tendency for the constant stress drop, self similarity of larger earthquakes to breakdown at small magnitudes, and an apparent minimum source dimension of about 100 m has been observed. Other studies showed that this apparent breakdown in scaling could be an artifact of severe nearsurface attenuation, limiting the spatial resolution of surface data. In this study, source parameters are determined for over 100 nearby, tectonic earthquakes, from recordings at a depth of 2.5 km (in granite) in the Cajon Pass scientific drill hole, southern California. Comparison of the seismograms recorded at this depth with those at the wellhead clearly demonstrates the effect of the severe attenuation in the upper kilometers of the Earth's crust. Source parameters are calculated by spectral modeling of three-component P and S waves, assuming four source models based on the Brune 0o-2 (n -2) model. In model 1, n -2 is fixed, and Q of P and S waves is determined to be 912 (581-1433) and 1078 (879-1323), respectively (the numbers in parentheses are _+1 standard deviation). In model 2, Q? -Qs = 1000 is assumed and n is allowed to vary. The 0o-2 model is a good average for the data set, but there is some real scatter supported by the data. In model 3, Qp = Qs -1000 is also assumed and 0o-2 is constrained, and in model 4, attenuation is ignored and n is allowed to vary. Source dimensions of less than 10 m are observed for all four models, 10 times smaller than the proposed "minimum". No breakdown in constant stress drop scaling is seen in the downhole data (approximately ML-1 to 5.5, Mo-109-1016 Nm). The ratio between radiated seismic energy (estimated by integrating the velocity squared spectra with adequate signal bandwidth) and seismic moment appears to decrease gradually with decreasing moment in the magnitude range -1 to 7. This is not incompatible with a constant stress drop but could result from errors in calculating energy. The ratio of the S wave energy to that radiated by the P waves is about 14, after correction for attenuation. This low value is consistent with the corner frequency shift of about 1.3. This corner frequency shift is observed for all four source models and therefore is interpreted as being source controlled.
Introduction
One of the fundamental problems facing seismologists is how to distinguish amongst source, path, and site effects in seismograms. This problem is perhaps at its worst in the study of small earthquakes because the higher frequencies needed to define the smaller sources are most aflbcted by attenuation along the path and by near-surface site effects. The source parameters seismic moment and source dimension have been determined for a large number of earthquakes over a wide range of magnitudes (~0 to 7) in the past two decades. Compilations of these results have shown that seismic moment is proportional to the source dimension cubed, corresponding to the stress drop being independent of magnitude. Earthquake stress drops are not well constrained because of their dependence on the cube of the source dimension, but are typically between 0.1 and 100 MPa [e.g., Hanks, 1977; Abercrombie and Leary, 1993] . This scale invariance of the earthquake rupture process was first suggested by Aki [1967] and is consistent with observations that many geological processes are self-similar over a very wide range of scales (see Turcotte [ 1989] tbr a review). A number of studies of smaller earthquakes, however, have tbund an apparent breakdown in self-similarity tbr earthquake sources less than about magnitude 3 [e.g., Archuleta et al., 1982; Guo et al., 1992] . Below this magnitude the earthquakes appear to have a constant dimension (of about 100 m), and stress drop appears to decrease with seismic moment. This breakdown has been interpreted as possibly resulting from geometrical controls on earthquake source dimension, and is similar to the width of major fault zones. The width of the seismogenic crust is known to act as a geometrical constraint on earthquake rupture propagation and results in a change in scaling relationships at very large magnitudes [Shimazaki, 1986] , and so such an idea is not without precedent. Also, frictional models of the nucleation of seismic slip, based on laboratory experiments find that dynamic these were too small to trigger the Southern California Seismic Network (SCSN), or to be observed above surface noise by the three-component (L22, 2 Hz) sensor installed at the wellhead [Abercrombie, 1995] . Recording was carried out at 500 samples/s downhole, with the exception of 1 month in which the rate was increased to 1000 samples/s. The surface instrument was triggered by the downhole and was recorded at 250 samples/s. Figure 2 shows a comparison of the downhole and surface recordings of three local earthquakes. The downhole seismograms contain higher frequency energy and less scattered energy than those recorded at the surface. It is clear that a significant amount of both the intrinsic and scattering attenuation affecting surface recorded seismograms occurs in the upper few kilometers. Abercrombie and Leary [1993] and R. E. Abercrombie (Near surface attenuation and site effects from comparison of surface and deep borehole recordings, submitted to Bulletin of the Seimological Society of America, 1995) compare the downhole and surface spectra for a number of earthquakes, finding that passage of the seismic waves through the near-surface rocks resulted in amplification by a factor of 5 to 10 below about 10 Hz, and severe attenuation of the higher frequencies. They estimate Q to be about 30 for the upper 2.5 km.
In the present study, 115 of the earthquakes recorded downhole with high signal to noise are selected for analysis to determine source parameters and investigate the scaling of small sources with respect to larger ones. They occur at hypocentral distances of 5 to 120 km from the borehole, with 78 of the earthquakes being within 20 km of the borehole. The more distant events are principally aftershocks of the 1992 Joshua Tree and Landers earthquakes (-90 to 120 km) and the 1992 Big Bear event (-50 to 80 km). Sixtythree of these earthquakes were large enough to trigger the SCSN (ML 1.1 to 4.6).
Spectral Analysis
The simple wavetbrms of the downhole seismograms render them amenable to standard frequency domain analysis as proposed by Brune [1970] Where f20 is the long period amplitude, f the frequency, fc the corner frequency, t the travel time of the wave being considered, Q the frequency independent quality factor, n the high-frequency fall off rate (on a log-log plot), and T is a constant. Travel time (t) and hypocentral distance (R) are determined from the delay time between the P and S arrivals, assuming a P wave velocity (ix) of 6 km/s and S wave velocity ([3) of ix/x/3 throughout [Abercrombie, this issue]. If t = 0, n = 2, and T = 1, equation 1 is the spectral shape proposed by Brune [1970] . Boatwright [1980] proposed a modified version of the spectral shape with T = 2. This produces a sharper corner than the original Brune model which Boatwright found better matched his data. Initially, the spectra recorded here are fit within the original Brune spectrum (T = 1). As can be seen in Figure 3 (a) , however, some of the spectra at short hypocentral distances have very sharp corners. The fitting algorithm used was unable to converge for over 30% of the P spectra (R < 15 km) using this model, within the chosen termination tolerance of the simplex algorithm (10-4). A Nelder-Meade simplex algorithm (in MATLAB TM) is used to determine iteratively the best fitting parameters for all of the models considered here. The revised version of the source model proposed by Boatwright [1980] with T = 2 is therefore preferred (adequately fitting 95% of the same spectra with lower variances) as a better model of the data in this study.
The high frequency falloff n = 2 is regularly assumed as a good average for a set of data following the work of Brune [1970] and Madariaga [1976] . The spectra are therefore fit initially assuming n = 2 and T = 2 to find the free parameters riO, fo and Q. This first model is termed model 1 and the results (together with those of the later models) are shown in Tables 1, 2, and 3. The Q values determined using model 1 for P (Q•,) and S (Qs) waves are plotted in Figure 4 as a function of distance. There is no obvious dependence of either Q•, or Qs on distance, suggesting that n = 2 is a good average value of falloff for these data. The scatter is the greatest in the events with the shortest travel times which shallow and surface studies. Time windows around both P and S have experienced too little attenuation to constrain Q well. Using waves individually are selected on all three components. The length of the time windows used is dependent on the earthquake magnitude, as larger events have longer source durations. Onesecond windows are used for the smallest events (<ML 3), 2-s windows for events 3 < Mr < 4, and 4-s windows for the larger earthquakes. The displacement spectra of both P and S waves on all three components for all events are determined using the multi-tapering technique developed by Park et al. [1987] . The instrument response is then removed. At 2.5 km the seismic waves have not been refracted to vertical ray paths, and so P and only the 38 earthquakes with R > 20 km, the geometrical mean Q values are Qv = 912 (581-1433) and Qs = 1078 (879-1323). The numbers in parentheses following the mean values (here and in the rest of the paper) are _+ 1 standard deviation.
In order to investigate the various model parameters further and their resolution, three more models are fit to the spectra. In the first two, the Q values are constrained from the results of model 1: Q•, = Qs = 1000. In model 2, n is allowed to vary to investigate what sort of variation in falloff is consistent with the data. In model 3, n is constrained to be 2, leaving only f20 and fc as free S energy is observed on all three components, see Figure 2 . The P parameters to check that they are not being ill determined by too and S spectra of all three components are then all modeled many free parameters in the other models. In model 4, the effect of individually in the bandwidth in which the signal is at least 5 ignoring Q is investigated with the exponential function in times the noise level (0.5-6 to 80-140 Hz) equation (1) set to 1 and riO, fc, and n varying. This model fits the Equation (1) is the general model used here to fit the nearest events relatively well, but more distant events poorly. displacement spectra of both P and S waves.
Examples of the model fits to two events, a small (1.7 M6) Figure 5 shows the effect of including Qp = Qs = 1000 on the high frequency falloff values, n. The increase in n with distance seen in the raw spectra can be attributed to attenuation, but some variation in n seems supported by the data. The results from all four models are very similar but as it would seem more plausible that n should vary over such short distances than Q, the results of model 2 are those preferred in this paper (see also the discussion section). 
U4)o [Brune, 1970] Figure 6 ). Seismic moments and source the resulting wide frequency bandwidth and high signal to noise radii are determined for both P and S waves separately, and then ratio allow source parameters for earthquakes spanning 2 orders of the mean value is determined as the best estimate for each earthquake for each of the four models. The moments range from 10 9 to I016 Nm, corresponding to Mw 0 to 4.6 [Hanks and Kanamori, 1979] . The relationship between moment and local magnitude determined by Abercrombie [1995] predicts that the smallest earthquake studied here is about Mr -1. 
16r 3 [Eshelby, 1957] . (Table 2) , but the values of moment vary between the four models by about +50% (P waves) and slightly more for S waves. The assumption of mean radiation pattern is probably the other principal source of error in the moment estimates. Even though the borehole recordings are of the highest quality, they are still single station recordings. Guo et al. [1992] found that the observed radiation pattern of Loma Prieta aftershocks was not as variable as the theoretical radiation pattern for a double couple, and so single station estimates might be less in error than first thought. Vidale [ 1989] considers the effect of focal mechanism on the amplitudes recorded from the Whittier Narrows earthquake. He finds that the focal mechanism can cause a variation of about + a factor of 2 in wave amplitude. In this study causes the corner frequencies and stress drops of the larger more the majority of the source parameter measurements are from the distant events to be overestimated and those of some of the smaller mean of P and S wave estimates, and as a node in the radiation events to be underestimated. The advantages of earthquake pattern of one usually corresponds to a maximum in the other, this recording at depth, with low attenuation and low background noise will minimize the radiation pattern effects. The source dimension would be expected to be the same. Seismic energy is proportional to the integral of the velocity squared seismogram over both time and frequency. For this reason it is important to consider the effects of both attenuation and the finite width of the recording system on the energy estimates. In this study therefore energy is estimated in the frequency domain, allowing more straightforward correction for attenuation and the assessment of the effect of bandwidth [Boatwright, 1980; Houston, 1990] . Following Houston [1990] , the raw displacement spectra are converted to velocity squared and then integrated in the same frequency range that was used to fit the displacement spectra. The energy is also calculated for spectra correcting for attenuation assuming Qp = Qs = 1000 (see Figure 9) . To ensure that the limited signal bandwidth is not causing significant underestimation of the energy values, the energy is only estimated for those events where the minimum signal frequency is < fc / 2 and the maximum is >5 x fc. The frequency ranges used are shown in Table 4 . For the source model preferred here (n = y = 2) then at least 80% of the radiated energy will be included in this range.
The 
26). For events for
which both Ep and Es could be determined they are summed to give the total radiated energy (E). Otherwise the missing wave energy is calculated from the available one using the empirical relationships above to obtain total energy estimates for the 32 earthquakes for which only Ev and Es could be measured.
Estimation of the exact errors in the energy measurements is again not straightforward because of the many unknowns. In using single-station readings the effects of focal mechanism, source shape and directivity cannot be assessed. They can, however, lead to large variations in recorded energy, for example in the case of the unilateral rupture of the Landers mainshock [Kanamori et al., 1992] . Other errors come from the attenuation correction, very important because of the dependence of energy on frequencies at and above the corner frequency (see Figure 9) . Correcting for attenuation increases q by 50% and also increases the total energy estimates by about a factor of 4. These are therefore preferred to those without an attenuation correction.
As in the case of the source parameters moment, radius, and stress drop, however, even though the individual estimates may not be well constrained, the data set as a whole or average is much better. Attenuation and source directivity effects are unlikely to lead to a systematic bias and so will cancel out if the results are considered as an estimate of the average radiated energy for events of each moment for purposes of considering broad scaling relationships. As can be seen in Figure 4 , the resulting values of Q do not depend on distance, and n = 2 is a good average value for the closest events which are least affected by attenuation ( Figure 5 ). QP = Qs = 1000 and source spectral falloff n = 2 therefore seem good average values for the data set as a whole (models 2 and 3). In Figure 4 , the principal scatter in the Q values is for the nearest events. Q is least well constrained for these earthquakes because of the small amount of attenuation they have experienced (short travel times). In Figure 5 , however, we see that if Q is fixed, the same scatter in recorded spectral shape becomes a variation in source falloff. The distance dependence of n in the raw spectra The results of this study suggest Qs > Q•, as do a number of other studies such as those quoted above and that of Modiano and Hatzfeld [1982] . Qp is often considered to be higher than Qs because this is the case for anelastic attenuation in dry solids [Knopoff, 1964] . The Earth, however, is not simply a dry solid but contains fluids that affect the anelastic attenuation of P and S waves and its frequency dependence. Also, seismic waves are attenuated by scattering as well as anelastic (intrinsic) processes. The last four columns are the minimum and maximum frequencies over which the spectra are integrated. apply a whole path attenuation correction but it is independent of frequency and they make no correction for finite bandwidth in their energy estimates. As the high frequency limit of TERRAscope is 7 Hz [H.-K. Thio, personal communication, 1994] they will be significantly underestimating energy for events with corner frequencies higher than this (less than about 3 MD. A simple correction for finite bandwidth suggests that the results of Kanamori et al. [1993] are consistent with a similar relationship between seismic moment and seismic energy to that found here over the range of magnitudes they studied.
A number of recent studies have preferred to measure apparent stress to estimate stress drop, on account of the large errors in stress drops calculated from the corner frequency cubed (equation (4)). The fact that energy is principally released near the corner frequency and above suggests that it will be more severely affected by attenuation than just measuring the corner frequency, and apparent stress can therefore also be substantially in error for small surface recorded earthquakes. 2. The ratio of radiated seismic energy to seismic moment (apparent stress) decreases gradually with decreasing moment in the entire magnitude range (0 to 7). Whether this is due to changes in the energy radiated by the source with moment, or problems with estimating seismic energy is still unclear. 3. The ratio of S wave radiated energy to that of P waves is approximately 14 after correcting for attenuation (Q•, = Qs = 1000). This is consistent with the observed corner frequency shift of approximately 1.25 to 1.5 obtained from fitting the displacement spectra with the same Q value. 4. Intrinsic attenuation is very low beneath 2.5 km and Q of both compressional and shear waves is about 1000. 5. The high frequency fall off n = 2 is a good average for the small earthquakes studied, but there is significant variation in the real fall off values.
