In this paper, we study the asymptotic decay rates to the planar rarefaction waves to the Cauchy problem for a hyperbolic-elliptic coupled system called as a model system of the radiating gas in R n (n = 3, 4, 5) if the initial perturbations corresponding to the planar rarefaction waves are sufficiently small in (H 2 ∩ L 1 ∩ W 2,6 ) (R n ). The analysis is based on the L p -energy method and several special interpolation inequalities.
Introduction
In this paper, we study the Cauchy problem for the hyperbolic-elliptic coupled system called as a model system of the radiating gas:
with initial data u(x, 0) = u 0 (x), (1.2) where n = 3, 4, 5, x = (x 1 , x 2 , . . . , x n ) ∈ R n , a notation ∇ is the n-dimensional gradient, u and q are dependent variables with values in R and R n , respectively. We assume that the system (1.1) is genuinely nonlinear in the first characteristic field, i.e., there exists a positive constant α 0 such that for any u ∈ R f 1 (u) α 0 > 0. (1. 3)
The initial condition satisfies 4) where u ± are constants satisfying u − < u + .
The system (1.1) simplifies the model for the motion of radiating gas in n-dimensional space. More precisely, in a certain physical situation, the system (1.1) gives a good approximation to the fundamental system describing the motion of a radiating gas, the governing equations are where ρ, u, p, e and θ are respectively the mass density, velocity, pressure, internal energy and absolute temperature of the gas, while q is the radiative heat flux, and a and b are given positive constants depending on the gas itself. For the reduction of system (1.5) to system (1.1), we refer to [2, 4, 30] . The system (1.1) has been extensively studied by several authors in different contexts recently, but most of which are in the case of one space dimension. In [14] , Kawashima and Tanaka showed the asymptotic stability of the rarefaction waves for the simplest model of a radiating gas u t + uu x + q x = 0, −q xx + q + u x = 0.
The authors in [13] proved the global existence of H s solutions to the certain class of hyperbolicelliptic coupled systems Furthermore, it was shown that, for the large time, the solution is well approximated by the solution of the corresponding hyperbolic-parabolic coupled system which is obtained from the original system by neglecting the principal part of the elliptic system. In [18] some properties of contraction and monotonicity were studied in order to analyze the critical thresholds in a more general convolution model
where Q is a regular symmetric kernel monotonically decreasing. Moreover, both shock waves and classical solutions were studied in [9] [10] [11] , while the time asymptotic behavior of solutions with discontinuous initial data was investigated in [23] . Lattanzio and Marcati in [15] studied the well-posedness with large data and the relaxation limits. Recently, Serre proved the stability of traveling waves in [26] , and L 1 -stability of constants in [27] .
In the case of the multi-dimensional case, the authors in [1] obtained the global well-posedness of the system (1.1) and analyzed the relaxation limits. More recently, for the Cauchy problem of a model system of the radiating gas in two space dimensions, Gao and Zhu [2] investigated the asymptotic decay rates toward the planar rarefaction waves based on L 2 -energy method. On the other hand, there are a lot of related works concerning the stability of rarefaction waves, viscous shock waves and diffusive waves for viscous conservation laws and other system, we refer to [3, [5] [6] [7] [8] 17, [19] [20] [21] 24, 25, 28, 29, 31, 32, 34, 35] and references therein.
The aim of this paper is to obtain decay rates to the planar rarefaction waves for the system (1.1) in n (n = 3, 4, 5) dimensional space based on L p -energy method. It is well known that the fundamental solution to the elliptic operator − + I in R n is 8) and ψ(x) satisfies the following properties (see [1, 16, 22] ) 9) which will be frequently used later. Rewrite (1.1) as a scalar balance law of the form 10) which is the most convenient approach to obtain L p -estimates for the solutions to the system (1.1). Here f (u) = (f 1 (u), f 2 (u), . . . , f n (u)) and " * " denotes the convolution with respect to the space variable x. Next, we introduce the definition of planar rarefaction waves. In fact, the planar rarefaction wave is a weak solution of the generalized inviscid Burgers equation 11) with initial data
The explicit solution r(x 1 , t) is
(1.13)
The main result is stated as the following: 
where C is a positive constant independent of t.
Notations. Hereafter, we denote several generic positive constants by C. We use the notation ∇ k f as in the meaning
This paper is organized as follows. In the next section, we construct a smooth approximate rarefaction wave, and reformulate our problems. In Section 3, we give the proofs of the theorems for the reformulated problems.
Smooth approximation and preliminaries
First, as in [24] , we define thatw(x 1 , t) is a solution of the Cauchy problem
for a small t 0 > 0, which will be used to construct the smooth approximate solution of the Riemann problem (1.11) and (1.12).
Let
Then it is easy to verify w(x 1 , t) satisfies the Cauchy problem
Now we summarize some properties concerning w(x 1 , t) and r(x 1 , t) as follows (see (4.3)-(4.8) and (7. 3) in [14] ). Lemma 2.1. For any t > 0 and 1 λ ∞, we have
3) 6) and for any t > 0 and 1 < λ ∞, we have
7)
where
Moreover, for t = 0 and 1 λ ∞, we have
To study the asymptotic behavior of multi-dimensional problem (1.1) and (1.2), according to the idea of [19, 24, 31, 32] in studying scalar multi-dimensional conservation law with viscosity, we need to construct a monotonic profile which is a solution to the following one-dimensional problem corresponding to (1.1) and (1.2):
with initial data
The following lemma gives the monotonicity on the solution U of (2.9) and (2.10), which will play an important role in Section 3. The proof can be found in [2] . We rewrite its proof for the self-containedness of the paper.
Lemma 2.2 (Monotonicity of profile). The solution
Proof. Differentiating (2.9) 1 with respect to x 1 and denoting U x 1 (x 1 , t) by W (x 1 , t), we have 12) and
According to the idea in [14] , we solve Eq. (2.12) 2 with respect to Q as
where K is the inverse of the differential operator −∂ 2 
Rewrite (2.12) as
Now we prove (2.11) holds. Otherwise, let
Then 0 < t 0 < ∞ and there exists x 0 1 ∈ R, such that Q(x 0 1 , t 0 ) = 0 and W (x 1 , t 0 ) 0 for any x 1 ∈ R, or W (x 0 1 , t 0 ) = 0 and Q(x 1 , t 0 ) 0 for any x 1 ∈ R. For the above two cases, we will get contradiction by using the maximum principle.
By (2.14) and (2.15), we have W (x 1 , t 0 ) = 0 for any x 1 ∈ R. In this case, W (x 1 , t) and Q(x 1 , t) attain their minimum and maximum respectively at the point (x 0 1 , t 0 ) at the same time. It is easy to get a contradiction by the maximum principle, cf. [33, 36] .
This proves Lemma 2.2. 2
Setting
then we have reached to two reformulated problems on V (x 1 , t) and v(x, t):
with initial data 20) with initial data
For the perturbation V , we have the following L ∞ -estimates (see [2] ). 
Lemma 2.3 (L ∞ -estimates of V ). Suppose that
and
22)
By Lemmas 2.1 and 2.3, we have the following L ∞ -estimates on U :
25) where h(d) is defined by (2.23).
To study the perturbation v, we define space
for 0 < T ∞ and will prove the following result: 
The proof of Theorem 1.1 follows from Lemmas 2.1, 2.3, 2.4 and Theorem 2.1. To this end, in the next section, we devote ourselves to the proof of Theorem 2.1.
Decay estimates for the perturbation v
In this section, we consider the Cauchy problem
We will show the estimates on v and ∇v under the a priori assumption
where 0 < δ 1. Then by the following interpolation inequality, cf.
which will be used later. First, we have the following decay estimates on v(x, t).
Theorem 3.1 (L 2 -estimates). Under the assumptions of Theorem
is a solution of (3.1) and (3.2) , then the following estimates hold:
The proof of (3.7) and (3.8) follows from a series of lemmas.
Lemma 3.1 (L 1 -estimate on v). Let the assumptions in Theorem 3.1 hold, then the solution of (3.1) and (3.2) satisfies
Proof. It follows from (3.1) 2 that
and then
We can derive from (1.8) and (3.10) that
By (3.11), we can rewrite (3.1) 1 as
Let j δ be the Friedrichs mollifier, and put
Multiplying (3.12) by φ δ (v) and integrating the resulting equation over R n × (0, t), we have
Similar to [8, 14] , we can obtain
where we have used (1.9) and the Hausdorff-Young inequality 
By (3.1) 2 we have
Combining this with (3.17) we have
Integrate (3.18) with respect to x on R n to yield
Now we estimate the second and third terms on the left-hand side of (3.19) as follows: 
By the interpolation inequality (see Lemma 2.1 in [12] ) 
Multiplying (3.22) by (1 + t) α for any α > 0, then integrating the resulting equation with respect to t, we have
where we have used the Cauchy inequality and Lemma 2.4.
For sufficiently large t, we have 1 4 (1 + t) α > C(1 + t) α−1 , so the last term on the right-hand side of (3.25) can be controlled by the third term of the left-hand side of (3.25). Then using the inequality (3.23) and Lemma 3.1, we have
Consequently, in particular choosing α = 2γ = 
Lemma 3.3 (L 6 -estimate on v). Let the assumptions in Theorem 3.1 hold, then the solution of (3.1) and (3.2) satisfies v(t) L
Proof. Multiplying (3.12) by |v| 4 v, we have
Integrating (3.28) with respect to x over R n , we get by (1.3), the Young inequality with 
which implies by (1.9)
Multiplying (3.29) by e t , we have
Integrate (3.30) over (0, t) to obtain
which implies (3.27). 2
Lemma 3.4 (L 2 -estimates on the derivatives of v). Let the assumptions in Theorem 3.1 hold, then the solution of (3.1) and (3.2) satisfies
Proof. Putting ω := v x j , ρ = p x j , j = 1, 2, . . . , n, we have from (3.1) that
It is easy to obtain from (3.33) 2
Substituting (3.35) into (3.34), we have
Integrate (3.36) over R n to obtain
Next, we estimate I 1 , I 2 and I 3 as follows:
|v| |U x 1 | + |ω| |∇ω| dx, (3.38)
Substituting (3.38)-(3.40) into (3.37), we have for j = 1, 2, . . . , n
Summing (3.41) with respect to j = 1, 2, . . . , n, we have
Here we have used the following inequality (see (3.18) with p = 2 in [12] )
Integrating (3.42) with respect to t we have
L 2 dτ
where we have used (3.6) and Lemma 2.4.
By Lemmas 3.1-3.3, we can estimate I 4 -I 6 as follows:
44)
and 
Now we multiply (3.42) by (1 + t) β for β > 0, and integrate the resulting inequality with respect to t to obtain
Notice that (3.26) with β − 1 = α implies
Similar to (3.44) and (3.45), we have
L 6 dτ
Here we have used the following inequality (see Lemma 2.2 in [12] ) In addition, we have by (3.46)
For sufficiently large t, we have
, so the second term on the righthand side of (3.48) can be controlled by the third term on the left-hand side of (3.48). Then we have from (3.48)-(3.53)
Consequently, taking β = α + 1 = n 2 + 1, then (3.54) means that (3.32) holds for sufficiently large t. Since (3.47) implies that (3.32) holds also for finite t, we have obtained In order to complete our proof, we have to show that the a priori assumption (3.3) holds. To do this, we give the decay estimates of ∇v(t) L 6 and ∇ 2 v(t) L 6 as follows. 
Proof. We differentiate (3.11) with respect to x 1 to obtain 
Integrating (3.58) over R n , we get
By simple calculations, we have
Rewrite K 1 and K 2 as follows:
Here 0 < θ 1 , θ 2 < 1, and we have used (3.5), (3.6) and the Young inequality with 
Substituting (3.60) and (3.61) into (3.59), we have
Similarly, we can get the estimates on v x j (j = 2, 3, . . . , n) as follows:
Summing all these estimates for (3.62) 1 and (3.62) j with respect to j = 2, 3, . . . , n, we have 
Integrating (3.65) with respect to x over R n , we have
First, we estimate the second term on the left-hand side of (3.66) as follows: 
where 0 < θ 3 < 1, and we have used the Young inequality with Secondly, using the Hausdorff-Young inequality (3.15) with r = 6, s = 2, t = 3 2 and (1.9), we can estimate the term on the right-hand side of (3.66) as follows: 
where we have used (3.6). We can also get similar estimates to (3.69) on v x i x j (i, j = 1, 2, . . . , n). Thus 
