The computational complexity of reasoning within the Dempster-Shafer theory of evidence is one of the major points of criticism this formalism has to face. To overcome this di culty various approximation algorithms have been suggested that aim at reducing the number of focal elements in the belief functions involved.
Introduction
The complexity of the computations that have to be carried out in the Dempster-Shafer theory of evidence (DST) 3, 10] is one of the main points of criticism this formalism has to face. In fact , 8] shows that the combination of two mass functions or basic probability assignments (bpa's) using Dempster's rule is #P-complete. 1 To overcome this di culty various methods have been suggested that include e cient algorithms for special cases, local computation schemes, Monte Carlo algorithms, and approximation methods. An investigation of the latter in decision-making situations will be the focus of this article.
The number of focal elements in the belief functions under consideration heavily in uences the computational complexity of combining various independent pieces of evidence encoded as mass functions. As a consequence, 13] , 12], and 7] suggest approximations that aim at reducing this in uence factor by removing focal elements and/or redistributing the corresponding numerical values.
An empirical study presented in 12] investigates the quality of the approximations so obtained by considering the average maximal deviation from function values that are relevant to decision making. A second criterion to assess the quality of an approximation is its ability to induce some \structure" on the given information, thus allowing an adequate presentation of the essentials of its contents to a user. Though Tessem's study focused only on quantitative aspects of decision making, the quality of a decision is more important in many applications. That is, whenever the numbers serve solely as a means of nding the best candidate from a set of alternatives, the numerical deviation from the actual values is only of secondary interest. As a consequence the empirical study presented in this article will consider both numerical and qualitative aspects when evaluating the appropriateness of various approximation algorithms for e cient decision making. Building upon the methodology described in 12], new measures capturing the deviation from an optimal choice are introduced and the actual output size of the methods under consideration is recorded, thus providing the basis for discussing the various tradeo s associated with the usage of one of the algorithms presented.
In addition to the attention this article pays to the properties of various well known algorithms, it also introduces a new approximation method called the D1 Algorithm and compares its performance to that of the others.
The rest of this article is organized as follows. Section 2 reviews the basic notions of DST and motivates the usage of approximate computations. Section 3 discusses four approximation procedures including the new D1 1 The class #P is a functional analogue of the class NP of decision problems. 3 algorithm after which Section 4 describes the testbed used and interprets the empirical results. Section 5 brie y discusses related approaches for speeding up the computations in DST. Finally, Section 6 concludes with a brief summary and discusses aspects going beyond decision making.
The Complexity Problem
The basic carrier of information in the Dempster-Shafer theory of evidence (DST) is a mass function or basic probability assignment (bpa) Dealing with mass functions brings about both representational and computational complexity problems that are discussed in 8] in which the combination of various pieces of evidence using Dempster's rule is shown to be #P-complete. Given a frame of discernment of size j j = N, a mass function m can have up to 2 N focal elements all of which have to be represented explicitly in order to capture the complete information encoded in m. Furthermore, the combination of two mass functions requires the computation of up to 2 N+1 intersections.
Reducing the number of focal elements of the mass functions under consideration and retaining the essence of the information they represent at the same time is thus a viable way to overcome these problems|besides the other alternatives like Monte-Carlo algorithms mentioned above and discussed later in Section 5. When it comes to decision making|i.e. choosing one of the alternatives from the frame of discernment|the criterion for assessing an approximation obviously is the quality of the choice it permits in comparison to the original information. 4 
Approximation Algorithms
This section reviews some of the well known approximation algorithms, introduces the new D1 algorithm, and discusses their basic characteristics. The discussion centers mainly on the respective computational complexity and the size of their output in terms of the number of focal elements left after approximation. Combined with the empirical results described in Section 4.2, this will form the basis for the evaluation of the various tradeo s associated with the application of a particular approximation method in decision making situations.
The Bayesian Approximation
The Bayesian approximation 13] reduces a given mass function m to a (discrete) probability distribution, i.e. only singleton subsets of the frame of discernment are allowed to be focal elements of the approximated version The following example will be used throughout the rest of this section to illustrate the e ects of the various approximation methods described. 
The k-l-x Method
The basic idea underlying this approximation (see 12]) is to incorporate only the highest valued focal elements of the original mass function into the approximation m klx , assign zero values to all other subsets of , and nally renormalize the result to make it a mass function again. The selection of focal elements is subject to the following constraints: m klx may contain at most l focal elements. Their minimum number is k.
In case this condition is violated, the accumulated mass of all focal elements of m that are not included in m klx is restricted to be at most x where x 2 0; 1 .
Depending on the instantiation of the parameters k, l, and x, the behavior of this algorithm can be varied such as to simply limit the number of focal elements remaining, exclusively restrict the mass that may be \deleted" from m, or even mix both strategies. The exact de nition of this algorithm is given in Figure 1 . For a mass function m with n focal elements the approximation m klx can be computed in time O(n log n).
Example: For the mass function m as given in (1) 
Empirical Tests and Results
A number of empirical tests were performed with the aim of investigating the appropriateness of the various approximation algorithms in decisionmaking situations. Section 4.1 will describe the test environment and the error measures used to quantify the induced deviations from an optimal decision, before Section 4.2 gives an overview of the results and discusses the tradeo s associated with the application of a particular algorithm.
The Testbed
In order to produce comparable results, many parameters of the testbed were taken from 12]. A frame of discernment of size j j = 32 was assumed as the basis for all the tests. For each algorithm random mass functions with 8 focal elements each were generated and 5 combinations using Dempster's rule were computed. 2 This was repeated more than 1000 times for each candidate. After each combination the results were approximated and evaluated w.r.t. the error measures described below.
Mass functions are generated using two exponentially distributed ran- In this way a uniform distribution of numerical values among the focal elements is avoided, i.e. the random mass functions are closer to \realistic" data in which the information given supports the various alternatives to di erent degrees.
For the experiments the following parameter values were chosen. For D1 and the summarization algorithm the instantiations with maximum numbers of focal elements k = 8 and k = 30|henceforth referred to as D1 8, D1 30, Summ 8, and Summ 30, respectively|were considered. 12 For the k-l-x method the parameter sets were k = 1; l = 1; x = 0:01 3 and k = 1; l = 30; x = 1:0. The corresponding instantiations of this algorithm are denoted by klx 01 and klx 30, respectively. Please recall that the Bayesian approximation algorithm is not parameterized. It will be abbreviated as \Bayes".
All the error measures used are based on the pignistic probability P 0 induced by a mass function m. P 0 can be considered to be the standard function for decision making in DST 11] . It is characterized by P 0 (fxg) = X A:x2A m(A) jAj :
To keep the results comparable to those obtained in 12], the rst error measure is identical to the one used there. It quanti es the maximal deviation in the pignistic probability induced by an approximated mass function. Let P 0 be the pignistic probability induced by the original version of a mass function m, P app the one induced by its approximation m 0 (no matter which algorithm was applied). Then the error measure is de ned as This measure, however, does not re ect the quality of a decision based on P app . To capture this aspect, additional error measures are introduced.
Let x 0 ; x app 2 be characterized by the following properties:
P 0 (fx 0 g) = max x 2 P 0 (fxg); P app (fx app g) = max x 2 P app (fxg);
i.e. x 0 (x app ) has the highest value in P 0 (P app ) among all elements of . This means x 0 is the optimal choice given the original information encoded in m|x 0 is the decision that should be made|while x app is the one that actually will be made given an approximated version m 0 of m. In this situation, the quantities Error2(m 0 ) = j f x j P app (fxg) > P app (fx 0 g) g j Error3(m 0 ) = j f x j P 0 (fxg) > P 0 (fx app g) g j count the numbers of alternatives with a higher P app value than x 0 and a higher P 0 value than x app , respectively. This means they re ect the rankings of x 0 on the basis of P app and of x app on the basis of P 0 . 3 The same values as in 12]. The concrete values of Error2(m 0 ) = 1 and Error3(m 0 ) = 2 for some approximated mass function m 0 for example mean that the third best choice is made while the actual optimum is considered the second best alternative only. Error3 is particularly important for the assessment of an approximation method w.r.t. decision making since it directly represents the quality of decision x app . A value of 0 indicates that the approximation yields the same optimal choice as the original information. Note that in this case Error2 also assumes the value 0.
The Results
For a fair comparison of the various approximation algorithms including a characterization of the respective tradeo s associated with their application, a mere consideration of the error measures is not su cient. In addition, the size of their output has to be taken into account to estimate the gain in runtime. Table 1 summarizes the average, minimum, and maximum numbers of focal elements both in the original data and their approximations for each candidate algorithm after the fth combination.
Remarks:
1. For technical reasons the algorithms were not run with identical test data. However, the statistical data in Table 1 when the original mass function contained 3843 focal elements. The approximations generated by this algorithm exceeded 1000 focal elements in more than 7 % of all cases. The Figures 1, 2 , and 3 depict the averaged results for the error measures described above.
In all three cases klx 01 reaches the best values. This is due to the fact that only relatively few focal elements with extremely low values are removed from the input data. The average size of a mass function approximated with this method is 440 focal elements, the maximum is even more than 1800 (see Table 1 ). As a consequence the gain in runtime is the least among all candidates|taking into account both the time to compute the combinations and the approximation itself. Restricting the number of focal elements as in klx 30 improves this aspect but induces signi cant deviations The Bayesian approximation is the only one with improving values after several combinations. In 12] this is explained by the fact that the result of combining several mass functions becomes more and more speci c and thus approximates a probability distribution. As a consequence this algorithm yields its worst results whenever decisions have to be made on the basis of only little evidence. After 4 to 5 combinations it reaches the level of D1 30.
The errors induced by D1 are relatively small even for the instantiation with 8 focal elements only (this is particularly true for Error2 and Error3). This facilitates decision making in extremely time critical applications. The D1 30 instantiation yields the best values of all candidates (with the exception of klx 01) during the rst combinations. After the 4th to 5th step the Bayesian approximation starts to produce slightly better values. Before evaluating the empirical results so obtained, another quality criterion will be considered that complements the error measures discussed so far. Figure 4 displays the respective percentage of exact hits, i.e. cases where the approximation leads to the same decision as the original information, for the various candidate algorithms. They mostly conform to what could be expected given the values of Error1 through Error3, the only exception being klx 30 that almost reaches the level of D1 30. Combined with its values regarding Error3, this means that klx 30 allows the correct decision to be made in about the same number of cases as D1 30; however, in case of failure, the deviation from the optimum gets very large in many cases.
What are the consequences for the selection of a particular algorithm in a given application? If the runtime behavior is not too critical, klx 01 or If only approximately j j focal elements are acceptable, D1 30 and the Bayesian approximation yield the best results. The former is advantageous during the rst combinations, while the latter is preferable during longer cycles. In particular the number of correct decisions using the Bayesian algorithm is very limited during the rst 3 combinations. Although klx 30 yields about as many exact hits as D1 30, the latter o ers the advantage of near to optimal optimal decisions in many cases whereas the former often produces signi cant deviations. If time restrictions allow only very coarse approximations, D1 outperforms the competitors as the example of D1 8 shows.
In case the actual numerical values used for decision making are not completely negligible, both Error1 and Error3 have to be taken into account to assess the performance of an approximation algorithm. Again, D1 30 and|after 4 to 5 combinations|Bayes produce better results than the other candidates (with the exception of klx 01). In particular they both clearly outperform klx 30 that yields signi cantly worse values in the Error1 category.
Remarks: 1. The positive results for the Bayesian approximation do not come for free. It collapses the belief intervals Bel(:); Pl(:)] into point values.
As a consequence, the ability of DST to explicitly represent and deal with partial ignorance is lost.
It is interesting to consider the deviation of the numerical values as-
signed to x 0 and x app by their corresponding pignistic probabilities P 0 and P app , respectively. An evaluation of the resulting error measure de ned as Error4(m 0 ) = j P 0 (fx 0 g) ? P app (fx app g) j did not reveal signi cant di erences between the various approximation algorithms. In fact they all produced almost identical results with values ranging between 0.002 and 0.03, i.e. the numbers assigned to the top-rated alternatives nearly coincide before and after the approximations.
Related Work
Besides the approximation algorithms discussed in the previous sections, there are various other approaches to speeding up computation in the Dempster-Shafer theory. These can be divided into three categories: additional approximation methods, computational methods for particular types of information, and Monte-Carlo methods. In the following, some important representatives of these classes will be brie y discussed. only a relatively small number of subsets of are of \semantic interest" in a given situation, these subsets can be ordered in a strictly hierarchical way, thus forming a tree T of hypotheses.
While combination of various pieces of evidence can be computed e ciently using a hypothesis space structured that way, this approach violates the basic equation of the Dempster-Shafer theory:
The reason is that generally the complement X of a hypothesis X contained in T cannot be guaranteed to also be a member of the hypothesis tree.
As a consequence the notion of a belief interval Bel(X); Pl(X)] is lost. Furthermore, since the exact structure of T|which is under the control of a knowledge engineer|would have had an in uence on th experimental results, this approach was excluded from the empirical investigation. In contrast, 1] suggests a method for computing the exact values of a combination in linear time. However, the feasibility of this method is restricted to the case of mass functions that are exclusively focused on singleton sets or their complements and can thus not be applied in general.
The local computation of belief in networks as suggested in 9] does not share this limitation. Like others, this method cannot overcome the inherent intractability of computations in the DST either.
The third class of approaches addressing the complexity problem of DST comprises various Monte-Carlo algorithms (e.g. 15, 6, 16] ). Their application involves making a number of random choices on the basis of some probability distribution. The common observation here is that the reliability of initial input data, even if it comes from an expert, is restricted. It is therefore justi able to have an algorithm whose output is incorrect in a limited number of cases, i.e. that produces the correct results within a certain known probability 6].
Future work will include a comparison of the performance of MonteCarlo and approximation algorithms in decision-making situations. To this end, instantiations of the methods discussed in the preceding sections will 20 have to be chosen that produce a certain interesting percentage of correct decisions. Requiring the Monte-Carlo algorithms to pick the right alternative with the same probability will reveal an insight into both the gain of computational complexity and the deviations produced in the non-optimal cases.
Conclusion
The results presented in the preceding section clearly show that there is no overall \best" approximation algorithm with respect to decision making. Instead the tradeo s between the number of focal elements remaining, the complexity of computing the approximation itself, and the quality of the decisions made have to be taken into account. However, it is clear that the k-l-x algorithm|at least in instantiations with unlimited numbers of focal elements|, D1, and the Bayesian approximation yield de nitely better results than the summarization does. Given a particular application, a ranking of these three alternatives can be established on the basis of the discussion in Section 4.2.
Another criterion for assessing the quality of an approximation as discussed by Tessem, is its ability to induce a structure that allows the essence of the information encoded to be presented to a user. He concludes that the equivalence of consonant mass functions to possibility distributions makes the corresponding approximation method particularly well suited for presentation purposes. Similarly, a probability distribution as produced by the Bayesian approximation directly quanti es the impact on the singleton subsets of . However, if decisions are based on the pignistic probability P 0 , it is reasonable to immediately use this function for explanations. In contrast to this, the k-l-x method in general does not \improve" the structure of information as it \blindly" deletes focal elements from its input mass function.
In case the total mass of the focal elements removed by the summarization algorithm is relatively large, the total support for their accumulation A 0 (see (2) ) can become unproportionally large, thus signi cantly falsifying the original information.
The D1 algorithm tries to concentrate the numerical mass on the focal elements that were strongly supported by the original evidence and minimize the number of hypotheses a ected by this process. Depending on the number of focal elements remaining, this approximation produces a|possibly very coarse|impression of those parts of the hypothesis space most strongly favored by the available information. An example application for explaining and justifying decisions made in the Dempster-Shafer
