For a compact metric space ∆ we consider the compact space S(∆) of shift-invariant subsystems of the full shift ∆ Z , endowed with the Hausdorf metric..
Introduction
One approach to understanding the relations between different dynamical behaviors is to study which dynamical properties are typical within some parametrization of dynamical systems. A "dynamical property" is a family of isomorphism classes of dynamical systems, and "typical" is usually interpreted as "generic in the sense of Baire". That is, given a complete metric on some space W of dynamical systems and a dynamical property P, one asks whether the set W P of systems in W which have P (ie are represented in P) form a residual set or a meager set (or neither). In the first case we say that P is generic (in W); in the second it is exotic.
In the present paper we will be concerned primarily with the category of topological dynamical systems, by which we mean homeomorphism of compact metric spaces. Let ∆ be a compact metric space and form the product ∆ Z of bi-infinite sequences x = (. . . , x(−1), x(0), x(1), . . .) over ∆. Let σ be the shift homeomorphism of ∆ Z , ie (σx)(i) = x(i + 1).
Let S = S(∆) be the set of subsystems (closed σ-invariant subsets of ∆ Z ), endowed with the Hausdorf metric, under which S is compact. Every X ∈ S gives rise to a dynamical system by restricting σ to X, so S is a compact parametrzation of dynamical systems. For the Hilbert cube Q the space S(Q) is a universal parametrization since any dynamical system (X, T ) can be embedded in (Q Z , σ). Similarly, when ∆ is uncountable S(∆) is universal for metric zero-dimensional dynamical systems.
Another natural paramatrazition of dynamical systems is the homeomorphism group G(∆) = Homeo(∆) of a fixed compact metric space ∆. Given the topology of uniform convergence of maps and their inverses G(∆) becomes a Polish group (other topologies on G(∆) have been studied; see [3] ). This space G(∆) is far from universal, since it represents only systems whose phase space is ∆. The generic dynamical behavior of a homeomorphism of ∆ depends on ∆ also for properties which are not obviously related to the phase space: for instance for the Hilbert cube Q, every member of G(Q) has a fixed point. A less trivial example, due to Glasner and Weiss [8] , is that for the Cantor set K, zero entropy is generic in G(K), while infinite entropy is generic in G(Q).
The spaces S(∆) and G(∆) are analogues of two classical spaces in ergodic theory. S(∆) is the topological analogue of the convex space M = M(∆) of shift-invariant Borel probability measures on ∆ Z , which is compact metric in the weak * -topology. Every measure µ ∈ M gives rise to the measure preserving system (∆ Z , σ, µ), and the Rohlin generator theorem ensures that when ∆ is uncountble every isomorphism class of measure-preserving systems arises in this way.
Similarly, G(∆) is the analogue of the automorphism group A = Aut(Ω, B, µ) of a fixed Lebesgue space, endowed with the so-called coarse topology, which turns A into a Polish group (see Halmos's book [9] for details). The space A is, by definition, universal for aperiodic measure preserving transformations of (Ω, B, µ).
Although M and A are quite different (for instance, M contains atomic measures while A represents only nonatomic systems), Glasner and King [7] and also Rudolph [13] have shown that when ∆ is perfect, if P is a property in the measure-preserving category then P is generic/exotic in A iff it has the same status in M. Our first result is a correspondence theorem of this type in the topological setup, which states that when ∆ is a perfect compact metric space, the genericity of a dynamical property is the same in S = S(∆) and in G = G(K), where K is the Cantor set.
For a dynamical property P let G P ⊆ G be the systems belonging to P, and similarly S P ⊆ S.
Theorem. (Correspondence theorem) Let ∆ be a perfect compact metric space and P a dynamical property. Suppose (a) G P is a G δ in G, (b) S P is a G δ in S, (c) S P contains a dense set of Cantor systems (ie systems whose phase space is a Cantor set).
Then for any dynamical property Q ⊆ P, Q is generic in G P iff Q is generic in S P .
The hypotheses of the theorem hold in particular when P is the class of all systems, the transitive systems, and the totally transitive systems, which are the spaces we will focus on later. Note that S(Q) is universal but nonetheless equivalent generically to Homeo(K).
In [7] Glasner and King also proved a zero-one law: they showed that the set of systems satisfying P in A has the property of Baire iff the set of systems satisfying P in M has the property of Baire, and in this case P is necessarily either generic or exotic.
In the same vein, we prove a zero-one law in the topological setup. We say a dynamical property Q is Baire measurable in some space of systems if the subset of systems represented in Q form a set with the property of Baire.
Theorem. (Zero-One law) Let ∆ be a perfect compact metric space. Let P be a dynamical property such that condition (a)-(c) of the correspondence theorem are satisfied, and in addition suppose there is a Cantor system (X, T ) ∈ P whose isomorphism class is dense either in G P or in S P . Then a dynamical property Q ⊆ P is Baire measurable in S P iff it is Baire measurable in G P , and is either generic or exotic (in both).
Once again, the zero-one law is valid in S(∆) and in the subspaces of transitive and totally transitive systems.
Next we investigate the genericity of several classical dynamical properties in S(∆). Using the correspondence theorem most of these results carry over to Homeo(K). Our main results regarding the space S(∆) are summarized below:
Theorem. For any nontrivial compact metric space ∆, (1) In the space S(∆) (a) The sets of systems with zero entropy and dimension zero are dense G δ 's. (b) The symbolic systems (systems with a clopen generating partition) are dense and generically a system has a symbolic factor. Remark. It is interesting to compare these results with the situation in the measure-preserving category (eg in M). There are several points of similarity: zero entropy is generic; 2(a) is an analogue of the Rohlin's theorem that the periodic systems are dense in aperiodic ergodic systems, and 3(b) is an analogue of Halmos's theorem that the isomophism class of any aperiodic ergodic system is dense.
However there are some striking differences. To begin with, whereas ergodicity is generic, the transitive systems are exotic in S. Weak mixing is generic among the ergodic systems in M, but is exotic among the transitive systems in S. Strong mixing is exotic among the weak mixing systems in M, but it is generic among the weak mixing systems in S. And by a theorem of Del Junco the systems with minimal self joinings are exotic in M but they are generic in the totally transitive systems in S. This also shows that primeness is generic among the totally transitive systems in S; recently, Ageev [1] has shown that the prime systems are exotic in M.
We note that part of 1(a) and 2(b) follow via the correspondence theorem from the recent work of [3] . We will sketch alternative proofs as well.
For P a dynamical property in the measure-preserving category, let M P denote the set of shift-invariant measures µ in M(∆) such that (∆ Z , σ, µ) ∈ P. We establish the following partial inter-category correspondence principle: Theorem 1.1. Let P be a dynamical property in the measure theoretic category and suppose that M P is a dense G δ in M. Let P be the class of topological dynamical systems which support a measure from P. Then P is generic in the space of totally transitive systems.
The rest of this paper is organized as follows. In the next section we give the basic definitions and notation. Following that are two fairly independent parts: Section 3, which is devoted to the proof of the topological correspondence theorem and the zero-one law, and sections 4-11 in which we obtain the genericity results and the inter-category correspondence principle. In section 12 we will outline some extensions and open questions.
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Definitions
In this section we define the basic setup and notation with which we work. We warn the reader in advance that the letter d will simultaneously denote metrics on many spaces; which metric depends on the context. Let X be a compact metric space with metric d; as usual B r (x) is the open ball of radius r around x. One can define a notion of closeness for closed subsets of X: two closed subsets Y 0 , Y 1 ⊆ X are close if they are not far apart at any point. To be precise, the Hausdorf metric is
The space of closed subsets of X is denoted by 2 X , and with the Hausdorf metric is compact. This topology on 2 X can be characterized as follows: If Y n , Y ⊆ X are closed sets then Y n → Y iff for any sequence (y n ) with y n ∈ Y n the set of accumulation points of (y n ) is contained in Y , and every point in Y arises in this way. A topological dynamical system is a pair (X, T ) where X is a compact metric space and T a homeomophism of X. The space X is called the phase space.
A system (Y, S) is a factor of (X, T ) if there is a continuous onto map ϕ : X → Y such that ϕT = Sϕ. Such a ϕ is called a homomorphism or factor map from X to Y . If ϕ is a homeomorphism it is called an isomorphism and (X, T ), (Y, S) are said to be isomorphic.
A subset X 0 ⊆ X of a dynamical system (X, T ) is invariant if T X = T −1 X = X. A closed invariant subset X 0 of X defines a dynamical system by restricting T to X 0 and is called a subsystem of (X, T ).
Note that if (X, T ) is a dynamical system then T induces a homeomorphism T of 2 X , and the subsystems are precisely the fixed points of T . In particuler the space of subsystems is closed in the Hausdorff metric.
Let (X, T ) be a dynamical system and x ∈ X. The full orbit of x is the set
The restriction of T to the closure of the full orbit of x is a dynamical system, but this may not be true for the closure of the forward orbit.
Let ∆ be a compact metric space with metric d. Let ∆ Z be the space of bi-infinite sequences (. . . , x(−1), x(0), x(1), . . .) over ∆ with the product topology, which is also compact and metrizable. To be concrete, we define a compatible metric d on ∆ Z by d(y, y ′ ) = inf{ε > 0 : d(y(i), y ′ (i)) < ε for all |i| ≤ 1/ε} for y, y ′ ∈ ∆ Z . Thus y, y ′ are close in ∆ Z if their coordinates agree well on a large block of indices around zero. Note that we have arranged things so that if d(y, y ′ ) < ε then d(y(0), y ′ (0)) < ε. In the special case when ∆ is finite and d the discrete metric taking on the values 0, 1, two points in ∆ Z are 1/n-close iff the agree on the central 2n + 1 coordinates.
The shift σ on ∆ Z is the homeomorphism defined by σ(x)(n) = x(n + 1)
The dynamical system (∆ Z , σ) is called the full shift on ∆.
Definition 2.1. The closed space of subsystems of (∆ Z , σ) is denoted by S(∆).
Let (X, T ) be a dynamical system and f : X → ∆ a continuous map. f defines an orbit picture of (X, T ) in ∆ Z by assigning to x ∈ X the f -image of its orbit:
is isomorphic to (X, T ) as a dynamical system via the isomorphism f * T . An interesting case arises when ∆ = Q is the Hilbert cube (Q = [0, 1] N ). Since Q has the property that any compact metric space can be embedded in it the previous discussion implies that any dynamical system (X, T ) can be embeded as a subsystem of (Q Z , σ); thus S(Q) contains representatives of every isomorphism class of dynamical systems. Similarly, if ∆ is uncountable then any zero-dimensional metric space can be embeded in it, so S(∆) is universal for zero-dimensional systems.
A dynamical property P is a family of isomorphism classes of dynamical systems. For a system (X, T ) we write [(X, T )] for its isomorphism class, although we shall write (X, T ) ∈ P (or just X ∈ P when T is understood) instead of [(X, T )] ∈ P. When considering a space of dynamical systems such as G = Homeo(∆) or S = S(∆) we will identify P with the subset of the space made up of those systems which have the property P, and introduce the notation
(we have suppressed ∆ in this notation, but it will always be understood from the context). When we attribute topological properties such as openness or densenss to P, we are actually refering to the sets S P or G P . In particular we say P is generic or exotic if the set of systems with P is residual or meager, respectively.
We briefly review of the basic facts from Baire's category theory that we will use. A good reference for this is Oxtoby's book [12] .
A topological space X is Polish if there is a complete seperable metric d on X which induces the topology. A countable intersection of open sets is called a G δ set. Baire's theorem states that in a Polish space the intersection of countably many dense open sets is dense, and in particular non-emepty; thus the intersection of countably many dense G δ 's is again a dense G δ . A subset A ⊆ X is meager or first category if its complement contains a dense G δ , otherwise it is of second category. If A contains a dense G δ it is residual. It follows that a countable intersection of residual sets is itself resudual; thus the family of resudual sets forms a σ-filter on X. In this sense, residual sets may be considered topologically large: they are the topological analogue of sets of full measure. Note that a set may be neither meager nor residual.
There is a nice characterization of when a subset of a Polish space is Polish, which we will use often: Alexandroff's theorem (see [12] ) states that for a Polish space X, a set A ⊆ X is Polish iff it is a G δ .
For the readers convenience, we conclude this section with a few words summarizing our typographical convensions. The phase space of a dynamical system will be denoted, with rare exceptions, by uppercase X, Y, Z, etc. Points in these spaces will be denoted x, y, z. The letters f, g, h, ϕ, ψ are reserved for maps. Classes of dynamical systems will be denoted by script letters. We have already met four such spaces: S (for Subspace), G (for homeomorphism Group), M (for Measure) and A (for Automorphism). Script letters will sometimes be used to denote subspaces of 2 ∆ . Dynamical properties will be denoted in boldface, eg P.
The correspondence theorem and zero-one laws
In its basic form the correspondence theorem states that whenever ∆ is perfect, any dynamical property P has the same genericity status in Homeo(K) (K = Cantor set) as in S(∆). This result is modeled after Glasner and King's proof in [7] that any dynamical property in the measure preserving category has the same genericity status in the automorphism group of a Lebesgue space A = Aut(Ω, B, µ), with the coarse topology, and in the space M of shift invariant measures on ∆ Z , for ∆ perfect, where M is given the weak- * topology.
In the measure preserving category when one looks at a dynamical property one is usually interested in the typical behavior relative to the entire space A or M. One can ask, for instance, what is typical within the subspace of weakly-mixing systems, but the answer is the same as for the whole space, because the weak mixing systems are themselves a dense G δ . More generally, one could ask what the typical dynamical behavior is among the systems satisfying some property P. Assuming that P is a G δ property in A or M, and using the fact that the isomorphism class of any aperiodic system is dense in A and M(∆ Z ) when ∆ is perfect, we see that unless P contains only periodic systems P is a dense G δ . Therefore the typical behavior in P is the same as the typical behavior relative to the whole space.
As we will see later, in our setting the situation is different: there are many interesting classes of systems which are meagre G δ 's in S(∆). For this reason we would like to have equivalence not only between the entire spaces G(K), S(∆), but also between pairs of Polish subspaces.
Throughout this section ∆ denotes a fixed perfect compact metric space, and we abbreviate S = S(∆). We denote the Cantor set by K, and write G = Homeo(K). G is given the complete metric
We say a dynamical system is a Cantor system if its phase space is a Cantor set. Then for any dynamical property Q ⊆ P, Q is generic in G P iff Q is generic in S P .
Remark.
(1) Conditinos (a) and (b) are necessary, since Polishness is a prerequisute for talking about genericity. By Alexandroff's theorem to (a) and (b) are equivalent to G P and S P being G δ subsets of G, S, respectively.
(2) Condition (c) is also necessary for the theorem. Since only Cantor systems are represented in G they are generic in G P , so if there is generic correspondence between G P and S P the Cantor systems must be generic in S P , and in particular dense. For example, consider the case where ∆ = Q (the Hilbert cube) and P is the class of connected systems. Then G P = ∅ while S P is highly nontrivial, containing representatives of all connected systems.
(3) Although the dynamical behavior exhibited in S(∆) may be quite different generically from that seen in Homeo(∆) for general ∆, the former contains all the information about the latter. Indeed for any ∆ the group Homeo(∆) can be embedded in S(∆), though the image of this embedding is generally meagre. To see this, let i : ∆ → ∆ be the identity map and consider for T ∈ Homeo(∆) the orbit picture map i * T : ∆ → ∆ Z (see section 2), which embeds (∆, T ) in (S(∆), σ). Let j(T ) = i * T (∆). One verifies that j is an embedding. (4) The correspondence theorem and its proof remain valid for actions of general countable groups G. In this setting we consider the shift space ∆ G along with the action of G on ∆ Z given by (gx)(h) = x(hg) (also called the shift). The correspondence theorem then relates genericity in the space S G (∆) of shift-invariant subsystems of ∆ G to genericity in the space of representations by homeomorphisms of G on the cantor set K. The topology on the space of such representations is characterized by the condition that for representations α n , α : G → Homeo(K) of G, α n → α iff α n (g) → α(g) in Homeo(K). This topology is Polish.
The proof of the theorem follows the same lines as the proof of the Glasner-King correspondence in the measure preserving category [7] . We will find a Polish space Φ 0 and a map β : G P × Φ 0 → S P which is an embedding and whose image is dense, and such that for all ϕ ∈ Φ 0 the system (β(h, ϕ), σ) is isomorphic to the system (K, h).
Assume for the moment that we have found such a Φ 0 and β. Note that G P ×Φ 0 is Polish so it's image under β is Polish and by Alexandroff's theorem is therefore a G δ subset of S P , and by assumption it is dense. Denote β's image by B, and let Q ⊆ P be a dynamical property.
Suppose that Q is generic in G P . Thus there is a dense G δ subset A of G P satisfying Q, and for every h ∈ A and ϕ ∈ Φ 0 the image β(h, ϕ) will satisfy Q because it is isomorphic to (K, h). Thus the set of systems in B satisfying Q contains the image under β of A × Φ 0 , and so is a dense G δ in B; and so, since B is itself a dense G δ in S P , we see that Q is generic in S P .
Assume now that Q is generic in S P . It is then generic in the dense G δ subset B of S P , so the set of systems (h, ϕ) ∈ G P × Φ 0 such that (K, h) has Q is a dense G δ in G P × Φ 0 . But this is exactly the set G Q × Φ 0 , so in order for it to be residual G Q must be residual (eg by [12] , page ??). We conclude that Q is generic in G P .
By applying the argument above to the property P∧"not Q", we also see that Q is exotic in G P iff it is exotic in S P .
We turn to the details of the construction of Φ 0 and β. Write Φ = Φ(∆) for the space of all embeddings of K in ∆. Φ is a subspace of C(∆, K), the space of all continuous maps from X to K, which carries the usual metric
for ϕ, ψ ∈ C(∆, K) (the symbol d ∞ now represents metrics on both G and Φ; which is intended will be clear from the context). One can verify that Φ is a G δ subset of C(∆, K) with respect to d ∞ , and so it is a Polish space.
Write K = K(∆) for the set of all Cantor subspaces of ∆, which we think of as a subspace of 2 ∆ . Kuratowski's classical theorem asserts that for perfect ∆, K is a dense G δ subset of 2 ∆ . The next lemma is a sharpenning of this: Lemma 3.2. Let ∆ be a perfect compact metric space. There exists a G δ subset Φ 0 ⊆ Φ, and a dense G δ subset K 0 ⊆ K, such that the map ϕ → ϕ(K) defines a homeomorphism from Φ 0 to K 0 .
Proof. We construct a family (U α ) α∈A of open sets in ∆. The index set A will be the set of finite words α 1 . . . α k where α i ∈ N and 1 ≤ α i ≤ N i for some sequence of integers (N i ) that will be determined during the construction.
Let ∅ denote the empty word, and write A k for all words of length k in A. We construct the U α so that they satisfy the following conditions:
is isomorphic as a tree to (A, ≺)) . (2) For each k, the union ∪ α∈A k U α is an open dense set in ∆.
(3) diam U α ≤ 1/k for α ∈ A k (This is the condition that will determine the value of the N i 's).
Such a family can easily be constructed inductively; we omit the details. Let
One verifies that K 0 is a dense G δ subset of 2 ∆ and K. For each C ∈ K 0 we define a homeomorphism ψ C : C → K as follows. Assume without loss of generality that K ⊆ [0, 1] is the standard middlethird realization of the Cantor set. Let k be the first index such that for some α = α 1 . . . α k ∈ A k we have C ⊆ U α and there are at least two distinct indices 1 ≤ i, j ≤ N k+1 such that C ∩U αi = ∅ and C ∩U αj = ∅. Let r 1 , . . . , r n be those indices such that C ∩ U αr i = 0; by our assumption n ≥ 2. Divide K into n clopen sets W 1 , . . . , W n of diameter < 1/n in a manner depending only on k and r 1 , . . . , r n but not on C, and as a first approximation prescribe that C ∩ U αr i will map under ψ C to W i . Now continue inductively to define a homeomorphism from C ∩ U αr i onto W i . The map ψ C is defined in the limit and is a homeomorphism from C to K.
We claim that
C is continuous, let C ′ , C ′′ ∈ K 0 be close enough so that the first k steps of the construction of ψ C ′ , ψ C ′′ agree. In particular there will be a pairwise disjoing partition of C ′ ∪C ′′ by clopen sets V 1 , . . . , V n each of diameter less than 1/k, and a partition W 1 , . . . , W n of K into clopen sets of diameter less than 1/2 k , such that both
Given an embedding ϕ ∈ Φ 0 of K into ∆ and a homeomorphism h if K we can embed the system (K, h) in ∆ Z via the orbit picture map ϕ * h (see section 2). We define β in this way: β(h, ϕ) = ϕ * h (K). Then β(h, ϕ) ∈ S is a system isomorphic to (K, h). Furthermore Proof. Verification.
It remains to show that the image of G P × Φ 0 under β is dense in S P under the hypotheses that the Cantor systems are dense in S P . Definition 3.4. Denote by π 0 the projection ∆ Z → ∆ onto the 0-th coordinate, ie π 0 (x) = x(0). For X ∈ S the set π 0 (X) is called the cross-section of X. π 0 is an continuous open and closed map, and induces a map 2 (∆ Z ) → 2 ∆ which we also denote by π 0 . One verifies that the induced map is also continuous, closed, and the restriction of π 0 to S is easily seen to be onto. Furthermore,
This set is seen to be closed and shift-invariant, so X ′ ∈ S. Clearly d(X, X ′ ) = ε, and π 0 (X ′ ) = Y ′ . This proves that π 0 is open on S. Definition 3.6. A system X ∈ S is a graph if there is a homeomorphism f : π 0 (X) → π 0 (X) such that X is the orbit picture of the system (π 0 (X), f ). The class of graphs is denoted by Gr.
Although we won't use this fact, we note that Gr is a G δ subset of S (for any ∆, not just perfect ∆). We will see later that it is dense. Proposition 3.7. Let ∆ be a perfect compact metric space and K 0 ⊆ K(∆) a dense set of Cantor sets in 2 ∆ . Let X ∈ S(∆) be a cantor system. Then X = lim X n for a sequence X n ∈ Gr with π 0 (X n ) ∈ K 0 and (X n , σ) ∼ = (X, σ).
Proof. Fix ε > 0 and find ∆ 0 ∈ K 0 such that d(∆ 0 , π 0 (X)) < ε in 2 ∆ ; this can be done because the Cantor sets are dense in 2 ∆ and by assumption K 0 is dense in the Cantor systems. X is zero dimensional and π 0 : 2 ∆ Z → 2 ∆ is open and closed, so π 0 (X) is zero dimensional; this, and the fact that d(∆ 0 , π 0 (X)) < ε, imply that there is a homeomorphism α :
and more generally, since ϕ commutes with σ we have 
By assumption there is a dense set C of Cantor systems in S P , so it suffices to show that the B is dense in C. If X ∈ C is a cantor system then by the lemma above X = lim X n for X n ∈ Gr, π 0 (X n ) ∈ K 0 and (X, σ) ∼ = (X n , σ). The last fact implies that (X n , σ) ∈ S P . Let f n : π 0 (X n ) → π 0 (X n ) be a homeomorphism such that X n is the orbit picture of f n , and let ϕ ∈ Φ 0 such that ϕ :
This completes the proof of the correspondence theorem. In later sections we will show that many classes of systems satisfy the hypothesis of the correspondence theorem. For now we will content ourselves by showing that the theorem holds for the class P of all systems, ie that the genericity status of a dynamical property Q is the same in G and S. Conditions Proof. We already noted that π 0 induces an open map from S onto 2 ∆ , which we also denote by π 0 . Let K 0 be a dense G δ subset of 2 ∆ consisting of Cantor sets. Then π −1 0 (K 0 ) is a dense G δ subset of S. If X ∈ π −1 0 (K 0 ) then π 0 (X) is a cantor set, so since X ⊆ π 0 (X) Z we see that X is zero dimansional.
Next we claim that the systems X ∈ S such that X is perfect is a dense
Clearly ∩U n is the class of perfect systems.
U n is seen to be open. To see that U n is dense, note that for any X ∈ S we can simply "thicken" X: Let
Clearly d(X, X) ≤ 1/2n and by perfection of ∆, X ∈ U n . All in all we see that the set of perfect zero-dimensional systems is a dense G δ in S. This proves the lemma.
We turn now to the zero-one laws. Since there are sets which are neither meagre nor residual, one would expect that there are dynamical properties which are neither generic nor exotic in S(∆). In [7] Glasner and King proved a zero-one asserting they showed that in the automorphism group of a Lebesgue space every Baire measurable dynamical property is either generic or exotic. We show next that a similar situation holds in our setting. As with the correspondence theorem, we will formulate this for certain subspaces of S as well. Definition 3.10. A subset A of a complete metric space X is Baire measurable if it belongs to the completion of the Borel σ-algebra of X with respect to the σ-ideal of meagre sets.
We follow the convention from [7] and use the above terminology instead of the usual "sets with the property of Baire". All Borel sets, and more generally all analytic sets, are Baire measurable. For more information see Oxtoby [12] . Theorem 3.11. (Zero-One law) Let ∆ be a perfect compact metric space. Let P be a dynamical property such that condition (a)-(c) of the correspondence theorem 3.1 are satisfied, and in addition there is a Cantor system (X, T ) ∈ P whose isomorphism class [(X, T )] is dense either in G P or in S P . Then a dynamical property Q ⊆ P is Baire measurable in S P iff it is Baire measurable in G P , and in that case is either generic or exotic in S P .
The zero-one law is a consequence of the following classical fact: Theorem 3.12. (Glasner and King, [7] ) Suppose a group G acts by homeomorphisms on a Polish space X. If the action is transitive (ie there is a x ∈ X such that Gx = X) then every Baire measurable subset of X which is invariant under the action of G is either of first or second category.
The proof is not complicated and can be found in [7] .
Consider now the action of G on itself by conjugation, ie to each γ ∈ G we associate the homeomorphism c γ : G → G given by c γ (h) = γhγ −1 . This defines a left action of G on G, and if h ∈ G then (K, h) ∼ = (K, c γ (h)) for every γ ∈ G. Thus this action leaves G P invariant, so G acts by homeomorphisms on G P . Similarly, the set G Q ⊆ G P is invariant under the action of G. Thus if we can show that the action of G on G P is transitive we can apply theorem 3.12 to conclude that Q is either generic or exotic in G P , and by the correspondence theorem we get the same result for Q as a subset of S P .
Suppose then that (X, T ) ∈ P is a Cantor system whose isomorphism class is dense in G P . Since the systems in G P isomorphic to (X, T ) are all conjugate, they lie on a single G orbit, so G actes transitively on G P . Alternatively, suppose that (X, T ) ∈ P is a Cantor system whose isomorphism class is dense in S P . Let Φ 0 and β be as in the proof of the correspondence theorem. Applying lemma 3.7 we see that the graph systems isomorphic to (X, T ) are dense in the image of β, so the isomorphism class of (X, T ) is dense in G P , and we are back in the previous case.
Symbolic approximation
In order to show that a property P is generic in S(∆) (or in some subclass of S), one generally defines sets U n ⊆ S and shows that (a) ∩U n ⊆ P and (b) each U n contains an open dense set. Having chosen U n , our approach to showing (b) will often be to show that for all n and X ∈ S one can construct systems Y ∈ P arbitrarily close to X with the property that if Z is sufficiently close to Y then Z ∈ U n . Our techniques for such constructions come from symbolic dynamics. In this section we introduce the relevant notation and techniques. Definition 4.1. A system X ∈ S(∆) is called symbolic if its cross-section π 0 (X) is finite. In this case π 0 (X) is also called the alphabet of X.
Write ∆ * for the set of all finite words over ∆. Words are generally denoted by the letters a, b, c or u, v, w. The i-th letter of a word a is denoted by a(i). If a = a(1)a(2) . . . a(k) then k is the length of a and is denoted by ℓ(a). We denote concatenation the of words a, b ∈ ∆ * by ab.
If such an i exists, we say that a appears in b, or is a subword of b.
The distance between two words a, b with the same length (finite or infi-
(the symbol d ∞ was defined already in section 3; the new meaning can be distinguished from the old its arguments). For ε > 0 we say the the word a is an ε-subword in b if there is a word a ′ appearing in b and d ∞ (a, a ′ ) < ε. Such a subword a ′ of b is called an ε-appearence of a in b. We use the same terminology and notation for infinite words (forward-, backward-or bi-infinite).
Note that x, y ∈ ∆ Z are ε-close, ie d(x, y) < ε with respect to the metric on ∆ Z introduced in section 2, iff for n = ⌈1/ε⌉ and a = x(−n) . . . x(n) and b = y(−n) . . . y(n) it holds that d ∞ (a, b) < ε.
Recalling the sequence structure of ∆ Z we note that every X ∈ S(∆) is a set of bi-infinite sequences, which we think of as bi-infinite words over ∆. We will therefore say that a finite word a = a(1) . . . a(n) over ∆ appears as a subword (ε-subword) of X if there is an x ∈ X such that a is a subword (ε-subword) of x. By shift invariance of X if a is a subword (ε-subword) of X then there are appearences (ε-appearences) of a in X with every alignment.
Using this terminology, for X, Y ∈ S(∆) we have d(X, Y ) ≤ ε iff whenever a is a subword of X and ℓ(a) ≤ 1 + 2/ε then a is an ε-subword of Y , and similarly with the roles of X, Y reversed.
A system X ∈ S(∆) is said to be constructed from L if every word in X is a bi-infinite concatenation of words from L and every word from L appears in X.
Our first goal is to find conditions under which a system Y constructed from a language L will be close to X. Given a system X ∈ S(∆), we can select some language L of finite words appearing (or ε-appearing) in X, and construct a symbolic system Y from L. One could view this as splicing together different parts of X. One must be careful that in the process we don't splice together words which "don't fit"; symbolically this means that we concatenate two words a, b only if their concatenation looks locally like it belongs to X. If the resulting system Y is to be close to X we also need to ensure that the raw material we are working with -the language L -is rich enough that every part of X is represented approximately.
We will need to relate this symbolic procedure to the dynamics of the system we want to approximate. This is done using the following definition:
For X ∈ S(∆) and a pseudo-orbit x = (x i ) in X note that each x i is itself a bi-infinite sequence over ∆, x i = (. . . , x i (−1), x i (0), x i (1) . . .). We adopt the convention that sequences of points in ∆ Z (finite, one-sided infinite or bi-infinite) are always written using the bar notation x. The members points of such a sequence are written as x i , with added superscripts if necessary; if
We define θ similarly on finite sequences of points from X, so θ(x 1 , . . . , x N ) is a finite word a of length N with a(i) = x i (0).
) < ε and since k ≤ 1/ √ ε this is certainly true for m = i − j as j ranges from 0 to i. Therefore each summand is less than ε so
Every y ∈ Y can be written as a concatenation of the form . . . a k(−1) a k(0) a k(1) . . ., and then y = θ(y) where y is a bi-infinite sequence of points from X given by the concatenation y = . . . x k(−1) x k(0) x k(1) . . . alligned in the obvious way. If we assume that Y satisfies the restriction that a i a j appears in Y only if d(σ(x i N (i) ), x j 1 ) < ε, we see the sequence y above is an ε-pseudo-orbit. The lemma now implies
Now suppose in addition that the union of the points making up the pseudo-orbits x 1 , . . . , x M is ε-dense in X. Recall we are assuming that Y was constructed from L so every a i appears in Y . We claim this ensures that d(x, Y ) < 2 √ ε for every x ∈ X. Indeed, let x ∈ X be arbitrary. By
We have proved the following:
Proposition 4.5. Let X ∈ S(∆) and suppose that for i = 1, . . . , M we are given ε-pseudo-orbits x i = x i 1 , . . . , x i N (i) in X such that their union is ε-dense in X. Write a i = θ(x i ) and L = {a 1 , . . . , a M } and let Y be any system constructed from L under the restriction that a i a j appears in Y only
A special and very useful case of this is Corollary 4.6. Let X ∈ S(∆) and suppose that for i = 1, . . . , M we are given ε-pseudo-periods
Having constructed a symbolic approximation Y of some X ∈ S(∆) we would like to transfer some of its dynamical properties to its nearby neighbors. Let Y ∈ S(∆) and a ∈ ∆. If there is in π 0 (Y ) a unique point closest to a, denote it by τ Y (a). This defines a partial map τ Y : ∆ → π 0 (∆) ⊆ ∆, which is defined on an open subset of ∆ and is continuous there. Extend this to a partial map τ Y :
The minimum in the definition of ρ Y exists and is positive since
Since z ∈ Z was arbitrary and using the shift invariance of Z we conclude that τ Y is is defined on every z ∈ Z. Definition 4.8. We say that a finite language L ⊆ ∆ * has the unique parsing property with window size N if every word a ∈ ∆ * of length at least N has at most one parsing a = uv 1 
If L is a language such that distinct words in L contain distinct letters, then L has the unique parsing property. If ∆ is perfect we can always perturb the letters of words in L by an arbitrarily small amount to make them distinct, and achieve unique parsing in this way.
Another way to get unique parsing is to add prefixes. Suppose, for instance, that u, v are two words. Let w be a third word and n such that w n = w . . . w (n times) does not appear as a subword of u, v. Then setting u ′ = w n u and v ′ = w n u, we see that L = {u ′ , v ′ } has the unique parsing property with window size
There are many other ways to get unique parsing. In the sequel we will not spell out the details of this.
Suppose Y ∈ S(∆) is a symbolic system constructed from a language L which has the unique parsing property with window size N . Let Z be close enough to Y that for every z ∈ Z there is a y ∈ Y such that d(z(i), y(i)) < ρ Y /2 for every |i| ≤ N , with ρ Y as in the proof of the previous lemma. It follows that for every z ∈ Z the central (2N + 1)-long subword of τ Y (z) equals y(−N ), . . . , y(N ) for some y ∈ Y . Let a = τ Y (z) and a i = a(i − N ) . . . a(i + N ). Each a i has a unique parsing as in definition 4.8, and by uniqueness the parsing of the word a(i − N + 1), . . . , a(i + N ) induced by the parsings of a i and of a i+1 must agree. This means that we can merge all the parsings of the a i 's and obtain a parsing of a into words from L. This proves:
Lemma 4.9. Let Y be constructed from a language L with the unique parsing property. If Z is close enough to Y (in a manner depending only on L) then τ Y is defined on Z and τ Y (Z) is also constructed from L.
There is one last important property of τ Y that we will use. For x, y ∈ ∆ Z let d ∞ (x, y) = sup k∈Z d(x(k), y(k)) denote the uniform distance between x and y. It is easy to check that if d(X, Y ) < ε then d(x(0), π 0 (Y )) < ε for every x ∈ X and thus d(
Of course there is nothing special about the index 0, so assuming that τ Y is defined on X (which will be true if ε is small enough) we see that
Decomposability, symbolic systems and symbolic factors
In a recent result of Akin, Glasner and Weiss the authors identified a certain Cantor system (K, f ) whose isomorphism class in Homeo(K) is a dense G δ [2] . Thus the study of generic properties in Homeo(K) is trivial, and by the correspondence theorem the same is true in S(∆) when ∆ is perfect. The present section is of interest mainly because it holds for general ∆. We will also later use some of the definitions given below.
Definition 5.1. A dynamical system (X, T ) is decomposeable if it can be written as the disjoint union of two clopen invariant subsets, or equivalently, if it admits a non-trivial factor consisting of a finite number of fixed points; otherwise it is indecomposeable. Indecomposability of a system may have topological reasons -such as connectedness -but can have dynamical reasons as well, such as existence of a dense orbit. Proof. Suppose X is decomposable and X = X 0 ∪ X 1 with X 0 , X 1 disjoint clopen invariant sets. Let
The shift σ is continuous on ∆ Z so there is a δ > 0 smaller than ε/2 such that whenever x ′ , x ′′ ∈ ∆ Z and d(x ′ , x ′′ ) < δ then d(σx ′ , σx ′′ ) < ε/2 and
is very simple if it is the closure of the full orbit of a very simple point x; in this case we say x generates X. A system is called simple if it is the finite union of very simple systems. A very simple system consists of one or two periodic orbits (possible fixed points) and a countable orbit spiraling from one to the other (or from the unique periodic orbit back to itself). The simple systems are analogous to the simple homeomorphisms in the cantor set described by Glasner and Weiss in [8] . Proof. Let X ∈ S(∆) and ε > 0. We claim we can find finitely many triples of finite ε-pseudo orbits u i , v i , w i such that u i , w i are ε-pseudo periods, the first point of u i is ε-close to the first point of v i and the last point of v i is ε-close to the last point of w i , and such that the union of points in the pseudo-orbits is ε-dense in X. Assuming this, let a i = θ(u i ), b i = θ(v i ) and c i = θ(u i ), and form points y i = . . . a i a i b i c i c i . . .. Let Y i be the very simple system generated by y i and let
For the construction of the pseudo-orbits, fix x ∈ X and consider its forward orbit x, σx, σ 2 x, . . . until for some 0 < m < m ′ we have d(σ m x, σ m ′ x) < ε (this is bound to happen by compactness). Similarly find 0 < n < n ′ such that d(σ −n x, σ −n ′ x) < ε. Now define
If these points are already ε-dense we are done, otherwise choose a new starting point at distance at least ε from the points already chosen, construct u 2 , v 2 , w 2 similarly, and so on. By compctness, after finitely many steps we will have ε-covered X.
Corollary 5.5.
(1) The symbolic systems are dense in S(∆). Proof. The first statement follows from the fact that simple systems are symbolic and dense. This also shows half of (2), namely that the systems with symbolic factors are dense in S. The fact that this class is open in S follows from lemma 4.7.
For (3), note that the class of decomposable systems is open by lemma 5.2. To prove that the class decomposable systems is dense, suppose that Y is symbolic on alphabet Σ. We can choose Σ ′ ⊆ ∆ a small perturbation of Σ disjoint from Σ (here we use the fact that ∆ is perfect) and construct
The set of uniformly rigid systems in S is easily seen to be a G δ . Indeed, if we let V n = {Y ∈ S : there is i > n such that d(σ i y, y) < 1 n for every y ∈ Y } then each V n is open and contains all uniformly rigid systems; its intersection is exactly the class of uniformly rigid systems.
Proposition 5.7. If ∆ is perfect then uniform rigidity is exotic in S(∆).
Proof. For a very simple system X ∈ S and an ε > 0 we can find, for each a ∈ π 0 (X), two distinct points a ′ , a ′′ ∈ ∆ with d(a, a ′ ), d(a, a ′′ ) < ε. If x = (x(i)) i∈Z generates X let y be the point
Let Y be the very simple system generated by y. Clearly there is no sequence
We have shown that the non-rigid symbolic systems are dense among the very simple systems, and hence among the simple systems. As in the proof of corollary 5.5, this implies that generically a system in S(∆) has a nonrigid factor, so generically a systems is not rigid.
For the next result we need the notion of entropy, for which we refer the reader to [15] . Note however entropy theory will not appear in most of the sequel.
Proposition 5.8. The class of zero-entropy systems is a dense G δ in S.
Proof. In the case that ∆ is perfect, genericity follows from [8] via the correspondence theorem.
For general ∆, density is clear since simple systems have zero entropy. To see that the class of zero-entropy systems is a G δ , let U n ⊆ S(∆) be the set of systems X such that for some k the number of 1/n-seperated words of length k > n in X is less than 2 k/n . One verifies that the U n are open, and their intersection consists exactly of the zero entropy systems. 6 . Transitivity, periodic approximation and odometers Definition 6.1. A point x ∈ X is transitive if its forward orbit is dense in X. The system X is transitive if it has a transitive point. The class of transitive systems is denoted by T.
Remark.
(1) Note that given a point x is a system (X, T ), the closure of the forward orbit of x is not necessarily a dynamical system under our definitions, because the restriction of T to this set may not be invertable; on the other hand the closure of the two-sided orbit of X is a dynamical system, but may not be transitive. (2) A factor of a transitive system is transitive, while the identity map on more than one points is not; so a transitive system is indecomposable. Since in the previous section we saw that for perfect ∆, decomposability is generic in S(∆) the transitive systems are a meager subset of S(∆). (3) In S, the transitive systems aren't dense in the complement of the decomposable systems. To see this consider the very simple system X generated by x = (. . . , 0, 0, 0, 1, 1, 1, . . .) (here 0, 1 represent any two distinct points in ∆). This system is indecomposable since x's full orbit is dense, but it is not transitive, and it is not hard to see it cannot be approximated by a transitive system. (4) S T is also not closed in S(∆). Again let 0, 1 ∈ ∆ be distinct points, let 0 n , 1 n be sequences of n repetitions of 0, 1 respectively, and let x n be the periodic sequence x n = . . . 0 n 1 n 0 n 1 n . . .. The orbit closure X n of x n is transitive (it consists of a single periodic orbit) but X n → X where X is the simple system generated by the points (. . . 0, 0, 1, 1 . . .) and (. . . 1, 1, 0, 0 . . .) and this systems is not transitive.
Transitivity is sometimes defined using full orbits rather than forward orbits: a system in which some point has a dense full orbit is called bi-transitive. Clearly an transitive system is bi-transitive. The prototypical example of a bi-transitive system which is not transitive is a very simple system. In many ways bi-trnsitivity is a more natural notion in the category of invertible maps of spaces, but the class of bi-transitive systems is somewhat dull, since the space of bi-transitive systems is typically domonated by non-transitive very simple systems. More interesting results emerge in T. We note though that the bi-transitive systems are a meagre G δ in S, within which the transitive systems are exotic.
To avoid confusion and to better explain the relation between transitivity and bi-transitivity, we record without proof the following classical facts: Proposition 6.2.
(1) For systems without isolated points transitivity and bi-transitivity are equivalent.
(2) An infinite transitive system has no isolated points, (3) The following are equivalent:
As we shall see, the space of transitive systems is dominated by periodic phenomena:
A system Y ∈ S(∆) is periodic iff it consists of the translates of a single periodic ∆-sequence. Note that with this definition, the identity map on [0, 1], say, is not periodic.
When ∆ is finite there are countably many periodic systems in S(∆), and each periodic system is an open set in S(∆). To see this, first note that if a ∈ X is the shortest word whose repetition forms a periodic point x ∈ ∆ Z then {a} has the unique parsing property. Hence for X the orbit closure of x, if Y is close enough to X and y ∈ Y then τ X (y) was constructed from {a} and therefore τ X (y) ∈ X. Also if Y is close enough to X then d ∞ (y, τ X (y)) is small, and since ∆ is finite this implies that y = τ X (y). Combiing these two facts gives that if Y is close enough to X then y ∈ X for every y ∈ Y , and since X is made up of a unique point up to translation this means Y = X.
The Rohlin lemma in ergodic theory says that every aperiodic measure preserving system can be approximated by periodic systems. The following is an analogue of this: Proposition 6.4. The periodic systems are dense in S T The proof uses the following lemma, which also shows that approximation by periodic systems is a property of the system and not its embedding in S(∆): Lemma 6.5. Let X ∈ S(∆). Then X is the limit of periodic system iff for every ε > 0 there is an ε-dense ε-pseudo-period in X.
Note that this condition is a property of the abstract topological system (X, σ) and does not depend on the metric.
Proof. If x = x 1 , . . . , x n is an ε-dense ε-pseudo-period in X let a = θ(x) and let X ε ∈ S(∆) be the periodic system whose unique point up to translation is an infinite periodic concatenation of a's. Then by 4.6 we have d(X, X ε ) < 2 √ ε, so X is the limit of the periodic systems X ε .
Conversly suppose X n are periodic and X n → X. Suppose X n is generated by the periodic point x n of period N (n). For each k = 0, . . . , N (n) − 1 let x ′ n,k ∈ X be one of the point in X closest to σ k x n . One verifies that (x n,k )
is an 2ε-dense δ(ε)-pseudo-period in X for some δ(ε) → 0 with ε.
Proof. Let (X, T ) be a dynamical system and x ∈ X is a transitive point. Then T −1 x is in the orbit closure of x. If T k x = T −1 x for some k ≥ 0 then T (k+1)n x = x for all n, so x is recurrent. Otherwise there is n(k) → ∞ such that T n(k) x → T −1 x, so T n(k)+1 x → x and again x is recurrent.
Proof. (of proposition 6.4) Suppose X ∈ S(∆) is transitive and let ε > 0. Take a recurrent transitive point x ∈ X; for some n, x, σx, . . . , σ n x is an ε-dense ε-pseudo-orbit. Apply the previous lemma.
Since most of the dynamical properties that will interest us imply transitivity, and since S T is nowhere dense in S(∆), we will want to talk about typical dynamical behavior within S T . In order to do this we need to know S T is Polish in the induced topology from S, or equivalently that it is a G δ subset:
Let {U i } i∈I be a countable basis for the topology of ∆ Z . A system X ∈ S is transitive iff for every i, j ∈ I (6.1)
Thus it suffices to show that for fixed i, j ∈ I, the systems that have this property with respect to U i , U j are a G δ set. So fix i, j ∈ I. From the definition of the Hausdorf metric, the set of systems which fail to intersect one of U i or U j is closed in 2 ∆ , and hence a G δ in S.
Let U ⊆ S denote the class of system which intersect both U i and U j ; by the above this set is open in S. For each k > 0, the set U k of systems X ∈ U such that X ∩ U i ∩ σ −k U j = ∅ is open. The set of systems U which satisfy condition (6.1) is ∪ k>0 U k , which is open (and of course a G δ ).
We have shown that for fixed i, j ∈ I, the set of systems in S which satisfy the condition (6.1) above consists of the union of two G δ sets, and is hence itself a G δ (in general, the union of finitely many G δ 's is a G δ ). Definition 6.9. A system (X, T ) is an odometer if X can be given a compatible structure of a zero-dimensional abelian group in such a way that T is a group translation by a generating element, ie T x = x+ a for some a ∈ X and X = Na.
A periodic system is an odometer. More generally one can construct an odometer as follows. Fix a sequence (k(n)) n∈N of integers and let X be the set of formal power series ∞ n=1 c n t n with coefficients c n ∈ X n = {0, 1, . . . , k(n) − 1}. If we identify X with the product × n X n then X is a zero-dimensional compact metric space. X is a topological group under the operation of addition modulo the rule k(n)t n = t n+1 ; this is essentially addition with carry. Let T be the transformation T x = x + t. Now (X, T ) is an odometer. Furthermore, one can show that every odometer arises in this way. Theorem 6.10. The odometers form a dense G δ subset of T.
Remark. The only symbolic odometers are periodic, so when ∆ is finite the periodic systems are generic in S T (note also that there are only countably many periodic systems in ∆ Z ). Indeed, as pointed out above, for finite ∆ the periodic systems are open and dense in S T .
Proof. Bezugly, Dooley and Kwiatkowski showed in [3] that in the group Homeo(K) the odometers are generic in the closure of the minimal systems. Using the correspondence theorem 3.1 we can use this to prove part of the claim when ∆ is perfect.
For the general case we use the following characterization: (X, T ) is an odometer iff there are periodic factors Y n via maps f n such that the fibers of f n are of diameter less than 1/n and the partition of X induced by the fiberes of f n+1 refine the partition induced by f n . Now let U n ⊆ S T be the set of systems X which have a periodic factor Y such that the fibers of the factor map from X to Y are of diameter less than 1/n. The sets U n are seen to be open and they are dense in S T because the periodic systems are. For X ∈ ∩U n we can define a sequence of periodic factors Y k as in the characterization above. Assuming we've chosen Y 1 , . . . , Y k ; Let X k,0 . . . , X k,p−1 be the fibers of the factor map from X onto Y k , write
and choose Y k+1 to be one of the periodic factors of X whose fibers have diameter less than min{δ i,j : 0 ≤ i < j < p}. It is now easy to check that X is an odometer. Definition 6.11. A system (X, T ) is minimal if it has no subsystems, or equivalently if every point is transitive. The class of minimal systems is denoted Min.
A systems (X, T ) is uniquely ergodic if there is a unique T -invariant Borel probability measure on X. The class of uniquely ergodic systems is denoted U.
Minimality can be characterized by the property that for every nonempty open set U ⊆ X there is an N such that for every x ∈ X we have T i x ∈ U for some i ∈ {1, . . . , N }. Similarly, unique ergodicity can be characterized by the property that for every continuous function f ∈ C(X) and every ε > 0 there is an N such that for every x, y ∈ X, Proof. Genericity in S T follows from the fact that odometers are minimal and uniquely ergodic.
To establish that these classes are G δ 's we use the characterizations given above, and argue in a manner similar to theorem 6.8. We omit the details.
Total transitivity
Definition 7.1. A system (X, T ) is totally transitive if T n is transitive for every n > 0. The class of totally transitive systems is denoted by T * .
The totally transitive systems are not dense in S T since the set of systems in S T with periodic factors is open and dense (use lemmas 4.7 and 6.4), and a totally transitive system cannot have a periodic factor. Note however that totally transitivity is not equivalent to the lack of periodic factors
The closure S T * is not contained in S T . For instance let 0, 1 ∈ ∆ be distinct points and let X n be the system over the alphabet {0, 1} in which every maximal block of consecutive 0's or consecutive 1's has length at least n. Then X n are seen to be totally transitive, but lim X n exists and is the simple system generated by the very simple points points (. . . , 0, 0, 1, 1, . . .) and (. . . , 1, 1, 0, 0, . . .). This system is not transitive.
S T * is not even relatively closed in S T . Consider for example the systems X n ⊆ {0, 1} Z which contain all sequences of 0's and 1's such that is two occurences of 1's occur at distance k ≤ n then k is even. These systems are totally transitive, and X n → X ⊆ {0, 1} Z where X contains all sequences of 0's and 1's in which the distance between every two 1's is even. X is not totally transitive.
Proof. For each r one can immitate the proof that S T is a G δ and obtain that the space T r = {X ∈ S : (X, σ r ) is transitive} is a G δ . By definition, S T * = ∩ r T r .
In ergodic theory there is a theorem of Rokhlin stating that the isomorphism class of every aperiodic ergodic system is dense in the automorphism group of a Lebesgue space. Out next goal is to prove an analogue of this. We first prove a lemma which we will rely on heavily in the sequel: Proposition 7.3. Let (X, T ) ∈ T * . Then For every ε > 0 there exist two relatively prime numbers n, m and two ε-dense ε-pseudo periods x 1 , . . . , x n , and x ′ 1 , . . . , x ′ m in X with the same starting point,
Proof. Suppose (X, T ) is totally transitive, let ε > 0, and consider the set I of integers n such that there exists an ε-dense ε-pseudo period x 1 , x 2 , . . . , x n in X. Let r be the least common devisor of I. If r = 1 we are done.
Otherwise r = 1 and r|n for every n ∈ I. Fix a transitive point x 1 ∈ X and for i = 0, . . . , r − 1 let A i ⊆ X consist of the points y such that there is an ε-pseudo orbit x 1 , x 2 , . . . , x n with n ≡ i( mod r) and x n = y.
The A i are clearly open, and their union is all of X because x 1 is a transitive point.
The A i are also disjoint: if x ′ ∈ A i ∩ A j and i < j we can construct an ε-pseudo preiod starting at x 1 of length j − i( mod r) by choosing a εpseudo-orbits
. . , x ′ N with n = j( mod r), and forming the ε-
This contradicts the definition of r.
Since T A i = A i+1( mod r) the projection taking x ∈ X to the unique A i to which it belongs is a factor map from X to the periodic system ({A 0 , . . . , A r−1 }, T ). This contradicts the total transitivity of X.
Theorem 7.4. Let (X, T ) be an infinite minimal zero-dimensional system and ∆ a perfect compact metric space. Then the set of systems isomorphic to X is dense in the totally transitive systems, ie S T * ⊆ S [(X,T )] in S.
Remark.
(1) If X isn't minimal the theorem may fail. For instance suppose that X has a fixed point and Y is a nontrivial minimal totally transitive system. If X n → Y and (X n , σ) ∼ = (X, σ) then Y has a fixed point, which is impossible.
(2) The restriction that X be zero-dimensional is intended to remove any topological obstruction. Clearly connected sets cannot well approximate a Cantor set in the Hausdorf metric. (3) The restriction that ∆ is perfect is meant to remove a dynamical obstruction related to entropy. For instance, if ∆ is finite then one cannot embed systems with entropy greater than log |∆| in ∆ Z , and more generally if ∆ has k isolated points then the theorem fails for systems (X, T ) with entropy greater than log k. This will become clearer during the proof.
Proof. Let Y ∈ S be totally transitive. Let ε > 0; we will find a system Y ′ ∈ S isomorphic to (X, T ) and with d(Y ′ , Y ) < ε. Select two ε-dense ε-pseudo-periods in Y with relatively prime lengths m, n and common starting point: y ′ = y ′ 1 , . . . , y ′ m and y ′′ = y ′′ 1 , . . . , y ′′ n . Let a ′ = θ(y ′ ) and a ′′ = θ(y ′′ ) (recall the notation of section 4).
There exists an integer k 0 such that every integer k > k 0 can be written as k = rm + sn for integers r, s ∈ N. For each k > k 0 we can therefore fix a word a k of length k consisting of concatenations of a ′ , a ′′ .
Since X is nonperiodic and zero dimensional we can choose a clopen subset U ⊆ X such that if x ∈ U then T i u / ∈ U for i = 1, . . . , k 0 . We will use U to define a map f : X → ∆ Z by a variation of the "marker method". Here is what we would like to do. For x ∈ X, let I ⊆ Z be the set of times i such that T i x ∈ U . By minimality, I is bounded neither above nor below, and there is an M such that the gap between consecutive times in I is at most M . By choice of U , if i, j ∈ I and i = j then |i − j| > k 0 . Fix an ordering I = {. . . < i(−1) < i(0) < i(1) < i(2) < . . .} and form the word f (x) ∈ ∆ Z such that at index i(m) we see the word a i(m+1)−i(m) . The map x → f (x) obviously satisfies f (T x) = σf (x), and since in order to determine f (x)(0) we only need to look at most M symbols into the future and past, f is continuous. f is thus a factor map onto its image. Since the system f (X) is constructed from the language {a k } k≥k 0 it is constructed from the language {a ′ , a ′′ }, so d(f (X), Y ) ≤ 2 √ ε by corollary 4.6.
The problem with this construction is that the map f is in general not 1 − 1. We therefore make the following modification. Let ∆ 0 = {a ′ (i), a ′′ (j) : i = 1, . . . , m , j = 1, . . . , n} ⊆ ∆ be the list of symbols appearing in a ′ , a ′′ For each z ∈ ∆ 0 let X z ⊆ ∆ be a homeomorphic copy of X such that d(z, x) < ε for every x ∈ X z , and such that the X z 's are pairwise disjoint. This can be done because ∆ 0 is finite and ∆ is perfect. For each z ∈ ∆ 0 let g z : X → X z be a fixed homeomorphism.
Let f : X → ∆ Z be the factor map described above and define a map ϕ :
ϕ is clearly continuous, and commutes with the shift since
The map ϕ is is an injection, since if y ∈ ϕ(X) then y(0) ∈ X z for some z ∈ ∆ 0 and then g −1 z (y) is the unique preimage of y under ϕ. Finally, since d(z, g z (x)) < ε for every x ∈ X and z ∈ ∆ 0 , we see that d ∞ (f (x), ϕ(x)) < ε. Therefore d(f (X), ϕ(X)) < ε, so
Corollary 7.5. The correspondence theorem and the zero-one law hold in T * .
Proof. S T * is a G δ in S(∆) and is easily seen to be one in Homeo(K). There exists a minimal totally transitive Cantor system (eg the Chacon system), and by the previous theorem its isomorphism class is dense in S T * .
Theorem 7.6. Minimality and unique ergodicity are generic in S T * Proof. The fact that these classes are G δ 's in S T * follows from the fact that they are G δ 's in S. When ∆ is perfect this is a corollary of the previous theorem and the fact that there exist totally transitive minimal and uniquely ergodic symbolic (hence zero-dimensional) systems.
In the general case all we need to do is verify density. If X ∈ S T * and ε > 0 we can find words a, b ∈ ∆ * with relatively prime lengths and such that any system Y constructed from the language L = {a, b} satisfies d(X, Y ) < ε. But it is well known that such systems may be constructed from L.
Inter-category correspondence
In this section we will prove a partial correspondense theorem relating the genericity of a dynamical property P in the measure-theoretic category to the genericity in the class of totally transitive topological systems which support an invariant measure in P.
Fix a perfect compact metric space ∆ and let M = M(∆) denote the space of shift-invariant Borel probability measures on ∆ Z with the weak-* topology.
Theorem 8.1. Let P be a dynamical property in the measure theoretic category and suppose that M P is a dense G δ in M. Let P be the class of topological dynamical systems which support a measure from P. Then for perfect ∆, P is generic in S T * (∆).
Proof. For a system X ∈ Min ∩ U, denote the unique invariant measure by µ X . Let m : S Min∩U → M be the map X → µ X . One may verify that this map is continuous (but note that its image is meagre in M, since generically a measure in M has global support). Thus m −1 (M P ) ⊆ S Min∩U is a G δ in Min ∩ U and hence in T * ; and m −1 (M P ) ⊆ S P .
Since zero entropy and weak mixing (in the ergodic sense) are generic in M and M P is generic in M, there is a weak mixing zero entropy system (Y, S, ν) ∈ M P . By Krieger's generator theorem, there is a minimal uniquely ergodic symbolic system on two symbols (Z, T ) such that (Z, T, µ Z ) ∼ = (Y, S, ν) in the meassure-theoretic category. Thus there is a system X ∈ S Min∩U with (X, σ) ∼ = (Z, T ) in the topological category. Since (X, σ, µ X ) is measure-theoretically weak mixing, (X, σ) is totally transitive. Applying theorem 7.4 we see that the isomorphism class of (X, σ) is dense in S Min∩U∩T * . But X ∈ m −1 (M P ), and so is every system isopmorphic to X. Thus m −1 (M P ) is dense in Min ∩ U ∩ T * , so P is generic there. We note that the relation between topological weak and strong mixing is somewhat different; see section 10 below.
For the proof of theorem 8.1 it was necesssary to assume that P is a dense G δ in M. It would be nice to weaken this assumption to the weaker one that P is generic in M. The problem is that in this case M P does indeed contain a dense G δ subset M * P ⊆ M P , but this G δ set may not be saturated with respect to the isomorphism relation, and in the above proof we cannot conclude that the system (X, σ) is in m −1 (M * P ). It is still possible though that a more general result is true given that M P is a nice enough set, such a s Borel (in view of Glasner and Kings results from [7] , perhaps Baire measurability is a reasonable requirement). This would be implied by the following statement: every dynamical property P in the measure preserving category such that M P is a residual Borel set contains a saturated G δ subset. We do not know if this is true.
Disjointness
In this section we will be working with bi-transitive and totally transitive systems. Recall that a system is bi-transitive if it contains a point with dense full orbit and that a bi-transitive system is also transitive if it has no isolated points. We have already noted that totally transitive systems have no isolated points. Similarly, one can show that if X has an isolated point then (X, T n ) cannot be (bi-)transitive. From this it follows that a system (X, T ) is totally transitive if and only if (X, T n ) is bi-transitive for every n.
For dynamical systems (X, T ), (Y, S) let T ×S denote the homeomorphism of X × Y given by (T × S)(x, y) = (T x, Sy). Definition 9.1. Let (X, T ), (Y, S) be bi-transitive dynamical systems. A joining of (X, T ), (Y, S) is a bi-transitive subsystem Z ⊆ X × Y whose projection to the first coordinate is onto X and to the second coordinate is onto Y . Systems (X, T ), (Y, S) are disjoint if their only joining is the product system (X × Y, T × S).
The notion of disjointness, along with an analoguous notion in the measurepreserving category, was introduced by Furstenberg in [5] as a tool in the classification of dynamical systems and has proved a very successful one. In [4] , Del Junco showed that for any automorphism T of a Lebesgue space the set of automorphisms measure-theoretically disjoint from T is residual in the coarse topology on the space of automorphisms. We prove the following analogue of this:
For the proof we will need a few simple facts, whose proof we provide for completeness: Lemma 9.3. In order for transitive systems (X, T ), (Y, S) to be disjoint it suffices that for every two bi-transitive points x ∈ X and y ∈ Y , the point (x, y) is a bi-transitive point for X × Y .
Proof. Suppose this holds and Z ⊆ X × Y is a joining; then it has a bitransitive point (x, y) ∈ Z. Since the closure of the full orbit of x is the projection of the closure of the full orbit of (x, y) in Z, and Z is a joining, x is a bi-transitive point for X. Similarly, y is bi-transitive for Y , and by our assumption, Z = X × Y . Lemma 9.4. If (X, T ) is totally transitive and if x ∈ X is a bi-transitive point then x is bi-transitive for (X, T n ).
Proof. Fix n and let X 0 be the closure of {T kn x} k∈Z . Then Y = X 0 ∪ T X 0 ∪ . . . ∪ T n−1 X 0 is closed and contains the two-sided orbit of x so Y = X. By Baires theorem one of the translates T i X 0 must have nonempty interior so this is true of X 0 . Since T n X 0 = X 0 and in particular T n preserves the interior of X 0 we conclude from the transitivity of (X, T n ) that the interior of X 0 is dense in X so X 0 = X; as desired. Lemma 9.5. Every totally transitive system is disjoint from every periodic system.
Proof. Let (X, T ) be totally transitive, and (Y, S) periodic. Let x ∈ X be a transitive point, and suppose Y has period k. Fix a y ∈ Y . We have (T × S) k (x, y) = (T k (x), y), so that the orbit closure of (x, y) under the map (T × S) k is X × {y} But then the orbit closure of (x, y) under T × S is the union
A similar argument shows that every odometer is disjoint from every totally transitive system, so that a generic system in S T is disjoint from every X ∈ T * . On the other hand, it is worth noting that generically a system in S T has a periodic factor, and since the systems with the factors of this period form an open dense set in S T , a generic pair of systems in S T are not disjoint (since systems with a common factor are not disjoint, [5] ).
Proof. (of theorem 9.2) Let us say that Y ∈ S T * is ε-disjoint from X if for every bi-transitive point x ∈ X and every bi-transitive point y ∈ Y , the full orbit closure of (x, y) in X × Y is ε-dense in X × Y with respect to the metric d((x ′ , y ′ ), (x ′′ , y ′′ )) = max{d(x ′ , y ′ ), d(x ′′ , y ′′ )} on X × Y . If a system Y is ε-disjoint from X for every ε > 0 then it is disjoint from X. Let U r ⊆ S T * be the set of systems 1/r-disjoint from X; we will complete the proof by showing that U r contains an open dense set.
Fix r and Y ∈ S T * . It suffices to show that for every ε > 0 there exists a system Z ∈ S T * with d(Y, Z) < ε such that some neighborhood of Z in S T * is contained in U r . So fix ε > 0 and a positive δ to be determined later. Choose two δ-dense δ-pseudo periods a = a 1 , . . . , a m and b = b 1 , . . . , b n in Y with m, n relatively prime and a 1 = b 1 . Let a = θ(a) , b = θ(b), and assume that {a, b} has the unique parsing property; see remark after definition 4.8.
Fix a (forward) transitive point x 0 ∈ X and let A be the periodic system whose single point up to translation is the bi-infinite concatenation of a's; denote this point by a * . Now X, A are disjoint, because X is totally transitive and A periodic, so the orbit of (x 0 , σ i a * ) is dense in X × A for i = 1, . . . , m. Therefore there is an integer k a such that for each i = 1, . . . , m, the first k a points on the orbit of (x, σ i a * ) are δ-dense in X × A. Let b * , B be defined in the same way; there is an integer k b such that for every j = 1, . . . , n the first k b points on the orbit of (x 0 , σ j b * ) are δ-dense in X × B. Let
what we have so far is that for i = 1, . . . , m the first k ′ points in the backward orbit of (x 0 , σ i a * ) is δ-dense in X × A and similarly for j = 1, . . . , n the first k ′ point on the backward orbit of (x 0 , σ j b * ) are δdense in X × B. Now x 1 is still a (forward) transitive point for X so by the same reasoning as in the previous paragraph there is a k ′′ such that the first k ′′ points on the orbits of (x 1 , T i a * ), (x 1 , σ j b * ) are δ-dense in X × A, X × B respectively, for every i = 1, . . . , m and j = 1, . . . , n.
Let k = max{k ′ , k ′′ }. The point x 1 has the property that for any u ∈ A and any v ∈ B the first k iterates of (x 1 , u) and (x 1 , v), in either direction, are δ-dense in X × Y . This remains true for any x close enough to x 1 ; let V ⊆ X be a small neighborhood of x 1 so that every x ∈ V has this property.
Choose two integers M, N > 2k such that mM, nN are relatively prime and let Z ∈ T * be any system constructed from {a M , b N }, where a M is the M -fold concatenation of a and b N the N -fold concatenation of b. By corollary 4.6, for δ small enough we will have d(Y, Z) < ε; we claim that in addition Z is 1/2r-disjoint from X.
To see this, let x ∈ X and z ∈ Z be a bi-transitive points. We must show that the full orbit of (x, z) is 1/2r-dense in X × Z. For some i, T i x ∈ V . Since it suffices to show that the full orbit of (T i x, σ i z) is 1/2r-dense in X × Z, we may assume that x ∈ V to begin with.
Parse z into words of type a M or b N . The 0-th coordinate of z is in an a M block or in a b N block. In the first case since M ≥ 2k either the k-block starting at 0 in z, or the k-block ending at 0 in z, looks like a concatenation of a's. It follows that, for small enough choice of δ, the first k points of either the forward or backward orbit of (x, z) is 1/2r-dense in X × Z (we assume that δ was chosen small enough to overcome any edge effects arrising from the part of z outside the a M -block). The same argument applies in case the 0-th coordinate lies in a b N block; thus Z is 1/2r-disjoint from X.
We will complete the proof by showing that any W ∈ S T * close enough to Z in S is 1/r-disjoint from X. Let W ∈ S T * with d(Z, W ) < δ and let x ∈ X and w ∈ W be bi-transitive points.
The system W ′ = τ Z (W ) is a totally transitive system (since it is a factor of the totally transitive system W ) and assuming δ is small enough W ′ is constructed from {a M , b N } (see the discussion at the end of section 4). Thus the argument carried out for Z applies to W ′ as well, so W ′ is 1/2r-disjoint from X. Since w ′ = τ Z (w) is a bi-transitive point in W ′ , the full orbit of (
Recalling the properties of the projection τ Z from section 4, we have that d ∞ (w, τ Z (w)) < δ and thus
for every i ∈ Z, so we conclude that the full orbit of (x, w) is (1/2r+δ)-dense in X × W ′ . Using the fact that d(W, τ Z (W )) < δ we see that the full orbit of (x, w) is (1/2r + 2δ)-dense in X × W . Thus W is 1/r-disjoint from X, and we are done.
Theorem 9.6. If C ⊆ S T * is compact (or σ-compact) then a generic system in S T * is disjoint from every X ∈ C.
The proof is essentially the same as before. One must choose M, N in such a way that for some k and for every X ∈ C there is a transitive point x X ∈ X and a neighborhood V X ⊆ X of x X such that for every x ∈ V X the first k iterates of (x, a * ) in X × A is δ-dense in X × A, and similarly for (x, b * ). This can be done because C is compact..
Mixing
Definition 10.1. A dynamical system (X, T ) is weakly mixing if (X × X, T × T ) is transitive. The class of weakly mixing systems is denoted by WM.
In the definition of weak mixing we can replace transitivity of X × X with bi-transitivity without changing the class WM, since the only way that (X × X, T × T ) could be bi-transitive but not transitive is if it has isolated points; but then X has isolated points and it is easy to check that in this case (X × X, T × T ) is not bi-transitive.
In particular, this implies that WM ⊆ T, since X is a factor of X ×X. In fact, WM ⊆ T * . Here is a proof. Suppose that (X, T ) ∈ WM but X is not totally transitive. For some k there is a proper open subset U ⊆ X such that T −k U ⊆ U and U is not dense in X. We may assume that U ∩ T −i U = ∅ for i ≥ 1; for if U ∩ T −1 U = ∅ replace U by U ∩ T −1 U , and if U ∩ T −2 U = ∅ replace U by U ∩ T −2 U , and so on; after k − 1 steps we will have U as
One consequence of this is that, since S T * isn't dense in S T , neither is S WM .
Proof. The proof that WM is a G δ is similar to the proof that T is a G δ (theorem 6.8).
For perfect ∆ we can use the fact that there exist minimal symbolic weakly mixing systems and apply theorem 7.4. For general ∆, let X ∈ S T * and fix ε > 0. Choose large relatively prime integers m, n and let x, x ′ be ε-dense ε-pseudo-periods in X of length m, n respectively. Let a, a ′ be the words a = θ(x) and a ′ = θ(x ′ ) and define Y to by the symbolic system constructeed from {a, a ′ } containing all finite concatenations of a, a ′ . From the relative primeness of m, n one easily checks that Y is weak mixing (it is a mixing shift of finite type), and by lemma 4.6 we have d(X, Y ) < 2 √ ε.
We next turn to strong mixing: By assumption, W ∩ T −n W = ∅ for all but finitely many n ∈ Z. But
In the group of automorphisms of a Lebesgue space the measure-theoretically weak mixing systems are generic while the measure-theoretically strong mixing systems are exotic. By analogy one would expect that the strong mixing systems are exotic in S T * . Surprisingly they are not:
To prove this we will use the following approximation of strong mixing: Definition 10.6. Let ε > 0. A system (X, T ) is ε-strongly-mixing if there exists an integer N such that for every k > N and every x ∈ X it holds that
Clearly (X, T ) is strong mixing iff it is 1/n-strong-mixing for every n ∈ N.
In order to prove theorem 10.5 it suffices to show that the each V n contains an open dense subset of S T * . This follows from Proposition 10.7. Let ε > 0 and X ∈ S T * . For every δ > 0 there is a system Y ∈ S T * with d(X, Y ) < δ and an r > 0 such that any totally transitive system Z with d(Y, Z) < r is ε-strongly-mixing.
We will break the proof into a sequence of lemmas. First, we establish a symbolic condition for ε-strong-mixing: Lemma 10.8. A system X ∈ S is ε-strong-mixing iff there is a finite set L ⊆ ∆ * of words appearing in X and an integer N such that (1) Every subword of X of length 1 + 2/ε is an ε-subword of a member of L.
(2) For every a ∈ L and every k > N there is some x ∈ X in which a ε-appears at index 0 and at index k.
This in turn is equivalent to the fact that the subwords of x ′ of length 1 + 2/ε appearing at indices 0 and k differ by at most ε from the central subword of x of the same length. The lemma now follows by compactness.
The main step in the proof of proposition 10.7 is the construction of Y . Fix X ∈ S T * and ε, δ > 0. We will construct Y which is δ-close to X by symbolic approximation as described in lemma 4.5. Our aim is to perform the construction in such a way that Y satisfies the hypothesis of lemma 10.8, and furthermore every system close enough to Y does as well. Fix λ > 0 to be determined later. Select two λ-pseudo-periods in Y , say a = a 1 , . . . , a N and b = b 1 , . . . , b M , with a 1 = b 1 and lengths M, N relatively prime, such that (a) The collection
For any sub-sequence u of a and any 0 ≤ k < N there is an index i with i = k( mod N ) such that u occurs in b at i.
To construct a, first select a transitive point a 1 and set a k = σ k a 1 , then choose N so that (a) holds. Next, enumerate the possibilities for u, k as in (b) and realize them in b one at a time, using the total transitivity of Y to ensure that any possible alignment can be achieved given enough time. Extend b as needed to ensure its length is prime relative to N . Now b is much longer than a. Choose K so that the K-time concatenation a K = a a . . . a is much longer than b, say KN > 10M , and such that KN and M are relatively prime. Write c = a K ; note that c is also a λ-dense λ-pseudo-period starting at a 1 . We assume that the language {b, c} has the unique parsing property; see definition 4.8 and the remarks following it.
Set a = θ(a) , b = θ(b) , c = θ(c) (so c is the K-times concatenation of a). By 4.5, any symbolic system constructed from {b, c} will be 2 √ λ-close to X. Let Y be such a totally transitive system, satisfying the additional constraint that b not appear in it twice consequtively. Such a system exists since KN, M are relatively prime. Lemma 10.9. If λ was chosen small enough (in a manner independent of Y ) then Y is ε-strongly-mixing.
Proof. Let L be the set of subwords of a of length 1 + 2/ε. We will claim that the two conditions in lemma 10.8 hold with respect to L.
Condition (1) follows from (a) assuming λ was chosen small enough; we omit the details.
We turn to (2) . We claim that for every w ∈ L and n > KN there is a y ∈ Y such that w appears in y at indices 0 and n.
For let n > KM and let y ∈ Y be any transitive point for y. Since Y is totally transitive both b and c appear in y (otherwise y, and hence Y , would be periodic). For convenience, assume b appears at index 0. Consider the Mblock in y at location n. If this block is made up entirely of concatenations of a's then we are done: w appears with period N in y between n and n+M , and if its alignemnt is k mod N then we can find the occurence of w in b with this alignement, say at index j in b, and then j, j + n are occurences of w in y we were looking for.
Similarly, if the M -block starting in y at index −n is made up entirely of concatenations of a we are done.
If the argument above fails to produce the pair of w's we wanted, it must be because there is an occurence of b at position n + n ′ in y for some −M ≤ n ′ ≤ M (or at −n + n ′ ; this case is dealt with similarly). Let u 1 u 2 . . . and v 1 v 2 . . . be the unique parsing of y into {b, c} words starting at index 0 and n + n ′ respectively, so u j , v j ∈ {b, c} for all j. By assumption u 1 = v 1 = b. If u j = v j for all j the point y would be periodic, which is impossible since y generates Y and Y is totally transitive. So let j be the first index such that u j = v j . Then u j−1 = v j−1 and they cannot be equal to b, because if both were equal to b the next block in both cases would necesarily be c (recall that b's do not occur consecutively in y) and we get u j = v j , a contradiction. So we have either u j−1 u j = c c = a K a K and v j−1 v j = cb = a K b, or else u j−1 u j = a K b and v j−1 v j = a K a K . In either case since the beginning of u j , v j are exactly n + n ′ apart, and since the length of a K is several times that of b we are back in the situation from the previous paragraph and can find two occurences of w seperated by n, as desired.
To complete the proof we claim that if Z is totally transitive and is close enough to Y then Z enjoys the same kind of propertis as Y . To be precise, Lemma 10.10. Let Y ∈ S T * be constructed from {b, c}. If λ was chosen small enough (in a manner independant of Y ), then, if Z is sufficiently close to Y and is totally transitive then Z is 10ε-strongly-mixing.
Proof. For Z close enough to Y the projection τ Y is defined on Z. Furthermore since {b, c} has the unique parsing property if Z is close enough to Y we have that for any z ∈ Z its projection τ Y (z) is a concatenation of b, c's with no two b's appearing consecutively. Also, since Y is nontrivial if Z is close enough to Y then τ Y (Z) is nontrivial. Therefore τ Y (Z) is a totally transitive system (since it is a factor of the totally transitive system Z) constructed from {b, c} and satisfying the constraint that the word bb never appear, and hence by the previous lemma, τ Y (Z) is ε-strongly-mixing.
Now use the fact that if Z is close enough to Y then d ∞ (τ Y (z), z) < ε for every z ∈ Z. Using lemma 10.8 one sees that this implies that Z is 10ε-strongly mixing for all Z sufficiently close to Y .
This completes the proof that strong mixing is generic in S T * .
Prime and doubly minimal systems
In this section by the orbit of a point x we will mean the full orbit of x, ie the set {T k x : k ∈ Z}. For a system (X, T ) we will denote the action of T × T on X × X simpy by T , so T (x ′ , x ′′ ) = (T x ′ , T x ′′ ). Definition 11.1. A system (Y, S) is doubly minimal if it is infinite and for every (x ′ , x ′′ ) ∈ X × X, either x ′ , x ′′ are on the same orbit (ie there is a n ∈ Z with T n x ′ = x ′′ ) or else the orbit of (x ′ , x ′′ ) is dense in X × X.
Doubly minimal systems are also said to have minimal self joinings.
There is a standard one-one correspondence between factors of (X, T ) and closed invariant equivalence relations of (X × X, T ): A factor Y of X given by a map ϕ : X → Y corresponds to the closed equivalence relation
When X is doubly minimal the only subsystems of X × X are the trivial subsystem X × X and the graphs
for n ∈ N. Now, D n is not an equivalence for n = 0: otherwise for every x ∈ X, the fact that (x, T n x) ∈ D n would imply (by symmetry of the equivalence relation D n ) that (T n x, x) ∈ D n and thus by definition of D n we get T 2n x = x. Since this holds for every x ∈ X we deduce that every point of X has period 2n, which is impossible because X is doubly minimal (proof: since X is infinite, we can choose two periodic points not on the same orbit. This pair violates the definition of double minimality).
Consequently for doubly minimal X, the only closed equivalence relations of X × X are the entire space X × X, which corresponds to the factor map taking all of X to a single fixed point, or the diagonal D 0 = {(x, x) : x ∈ X}, which corresponds to the factor given by the identity map on X. Thus the only factors of a doubly minimal system are the trivial factors. Systems with this property are called prime; the simplest example being periodic systems of prime period.
The notion of double minimality comes from a similar notion in the measure preserving category, where doubly minimal systems were first constructed by Rudolph [14] , and shown to be exotic by Del Junco in [4] . However it was recently shown by Ageev that primeness in the measuretheroretic category is generic [1] .
Prime topological systems were first constructed by Furstenberg, Keyen and Shapiro [6] . The first doubly minimal system was constructed by J. King in [10] ; Later B. Weiss showed in [16] that every ergodic system (Y, B, µ, T ) with zero entropy has a realization as an invariant measure on a doubly minimal topological system. This implies that in some sense topological double minimality is a common phenomenon. Double minimality is a common phenomenon in our setup as well:
Theorem 11.2. Double minimality (and hence primeness) is generic in S T * We will use the following combinatorial fact which is a watered-down version of lemma 2 from [16]: We also use the following simple observation: Proof. Since x, y are constructed from L we may parse x, y as
where u i , v i ∈ {b, c} (note that the parsing may not be unique, so we choose one such parsing).
Suppose there is no pair of b's in x, y whose allignment differs by an integer in the range (2M/10, 8M/10). We will show that x = σ n y for some n.
We claim that if u i = c for some i then there is a unique j such that v j = c and u i , v j overlap. Indeed, there can obviously be at most one such j, since occurences of c are seperated by b's and b is longer than c. Now if the statement were false then u i overlaps with one or two occurences of b in y. By the restriction that cc does not appear in x, we see that u i−1 u i u i+1 = bcb, and one can check directly that no matter what configeration of b ′ s occurs in y opposite u i , there is a b in y opposite one of the words u i−1 or u i+1 at a shift in the range (4M/5, M/2), contrary to our assumption.
Similarly, if v i = c then there is a unique occurence of c in the parsing of x overlapping v i . Now suppose u i u i+1 . . . u i+k = cbb . . . bbc. The distance between the end of u i and the beginning of u i+k is a multiple of M . From the above it is clear that there are occurences v j , v j+m of c in y opposite u i , u i+k respectively. There can be no occurence of c in y between v j and v j+m because this would imply an occurence in x between u i and u i+k , contrary to our assumption. Thus kM − 2N ≤ mM ≤ kM + 2N . Since N < M/2 we must have k = m.
In particular the offset of v j from u i is equal to the offset of u i+k from v j+k and u i u i+1 . . . u i+k = v j v j+1 . . . v j+k .
Similarly, suppose u i = c and u k = b for all k > i. The same argument shows that there is a j such that v j = c overlaps u i and v k = b for all k > j. A similar statement is true if u k = b for all k < i.
If u i = v i = b for every i then clearly x, y are shifts of each other. Otherwise pick an occurence of c in x, which we may assume is u 0 . Find the occurence of c in y opposite it, which we assume if v 0 . Now look to the right; repeated application of the above shows that the right-infinite subword of x starting at u 0 equals the right-infinite subword of y starting at v 0 . A similar statement holds for left-infinite subwords, so y is a shift of x.
The main step in the proof of theorem 11.2 is the following construction. Lemma 11.5. Let X ∈ S T * . For every ε, δ there exists a totally transitive symbolic system Y = Y (X, ε, δ) with d(X, Y ) < ε and such that for every y ′ , y ′′ ∈ Y either y ′ = σ n y ′′ for some n ∈ Z or else the orbit of {σ n (y ′ , y ′′ ) :
Proof. Let X, ε, δ be given. Choose a small positive η and construct an ηdense η-pseudo-period a = a 1 , . . . , a R in X. Now form a very long η-pseudo orbit b = b 1 , . . . , b M in X for which the set of indices I ⊆ {1, . . . , M } at which a occurs has the property that I ∩ (I + k) = ∅ for every M/10 ≤ k ≤ 9M/10 (such a b exists by total transitivity and lemma 11.3). Let 1 ≤ i, j ≤ R and 1 5 M ≤ k ≤ 4 5 M ; then there are occurences of a i and a j in b whose allignment differs by k. To see this note that assuming M > 10R we can find, by approximate randomness, two occurences of a in b whose allignment differs by k + i − j.
The significance of the last paragraph is that if we take two copies of b and shift one of them right or left by a distance between 2M/10 and 8M/10, then every pair a i , a j occurs in the pair b and σ k b. Since a is η-dense, the collection of pairs (a i , a j ) occuring in (b, σ k b) is η-dense in X × X.
Choose another η-pseudo-orbit c = c 1 , . . . , c N with c 1 = b 1 and such that 4M/10 < N < M/2 and M, N relatively prime (we can do this because we may assume M as large as necessary). Write b, c for the finite words b = θ(b) and c = θ(c). Let Y ∈ S be the system constructed from the language {b, bcb} containing all infinite concatenations of b, c in which the word cc does not appear. This is a strongly mixing system since K, N are relatively prime (it's essentially a mixing subshift of finite type). We have by lemma 4.5 that d(X, Y ) < 2 √ η, which can be made < ε.
We may assume that {b, c} has the unique parsing property (definition 4.8) so {b, bcb} do as well; this implies that τ Y (Z) ⊆ Y for Z close enough to Y (lemma 4.7 and what follows).
It remains to show that every (y ′ , y ′′ ) ∈ Y × Y not on the same orbit have a δ-dense orbit under Y × Y . Applying lemma 11.4 we see if y ′ , y ′′ are not on the same orbit then there are occurences of b in y ′ , y ′′ whose allignment difference is in the range (2M/10, 8M/10). Now y ′ = θ(y ′ ) and y ′′ = θ(y ′′ ) for η-pseudo-orbits y ′ , y ′′ made by concatenating b's and c's; and therefore by our assumptions, every pair (a i , a j ) occirs in the pair y ′ , y ′′ . But since {(a i , a j )} 1≤i,j≤R is η-dense in X × X this means that the orbit of (y ′ , y ′′ ) = θ(y ′ , y ′′ ) is δ-dense in Y × Y , assuming η small enough; as required.
Proof. (of theorem 11.2) As in section 4 let For every Z close enough to Y we have ρ Y (Z) < 1 2 ρ Y , and then τ Y is defined on Z, and furthermore d ∞ (z, τ Y (z)) < 1 2 ρ Y (Z) for all z ∈ Z.
Since w ′ , w ′′ were arbitrary the orbit of (z ′ , z ′′ ) in Z × Z is 3/n dense in Z × Z. (2) Otherwise, suppose that y ′ , y ′′ are on the same orbit, so y ′ = σ k(n) y ′′ for some integer k(n). Then since d ∞ (y ′ , z ′ ) ≤ ρ Yn (Z) < min{ 1 2 ρ Y , 1 n } and the same is true of y ′′ , z ′′ we see that z ′ is min{ 1 2 ρ Y , 1 n }-uniformly close to σ k(n) z ′′ .
If (1) holds for infinitely many n then the orbit of (z ′ , z ′′ ) is dense in Z × Z.
Otherwise (2) holds for infinitely many n. If there is some m ∈ N such that k(n) = m for infinitely many n, we see that z ′ , σ m (z ′′ ) are 1/n-uniformly close for infinitely many n, and so z ′ = σ m (z ′′ ), ie z ′ , z ′′ are on the same orbit.
In the alternative case k(n) would take on infinitely many values, and in particular at least to values. Suppose for simplicity that k(1) = k(2) and that ρ Y 1 (Z) ≤ ρ Y 2 (Z). We have than
and using the assumption ρ Y 1 (Z) ≤ ρ Y 2 (Z) we get
Since Z is minimal the point z ′′ is a transitive point for Z, so τ Y (z ′′ ) is transitive for Y , and we conclude that Y is periodic with period k(2) − k(1). But Z is totally transitive, so cannot have periodic factors; a contradiction.
Open questions
We conclude with some remarks and open problems. One subject we have not touched upon is the space of connected systems in S(Q). In this realm the symbolic techniques developed here are of little help, or at least need some adjustment. Especially interesting are the spaces of transitive and totally transitive connected uniformly rigit systems, which is a G δ subspace of S(Q). In particular, what is the status of weak\strong mixing and primeness?
Another problem we have not settled is the relation between genericity in the space of measures and genericity of topological realizations of them. We have provided a partial answer to this in theorem 8.1. It is possible that the assumptions there are too strong, and perhaps they can be weakened. See the remarks after the proof of theorem 8.1.
Finally, almost nothing is known about the genericity of dynamical properties for actions of other groups (see remark (4) after theorem 3). Even for Z 2 actions the space of transitive (or even mixing) systems is poorly understood. Here is an instructive example. If X ∈ S(∆) is a one-dimensional shift of finite type and Y is close enough to X in S then Y has a nontrivial factor in X, and if Y is prime then Y embeds into X. In conjunction with our other results (prevalence of prime systems, density of the isomorphism class of minimal totally transitive systems) we see that the subsystems of mixing SFTs are a very large family. The last observation is of course not new. The point is that when one goes to dimension two this argument cannot be true because there are minimal weakly mixing Z 2 shifts of finite type (see for instance S. Moses paper [11] ). Such a system has a neighborhood consisting entirely of extensions of the system, and in particular we conclude that the closure of isomorphism the class of "most" systems is not dense in the space of weakly mixing systems, say. Contrast this with theorem 7.4.
