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LAGRANGIAN SHADOWS AND TRIANGULATED CATEGORIES
PAUL BIRAN, OCTAV CORNEA, AND EGOR SHELUKHIN
Abstract. Under certain assumptions (such as weak exacteness or monotonicity) we show
that splitting Lagrangians through cobordism has an energy cost and, from this cost being
smaller than certain explicit bounds, we deduce some strong forms of rigidity of Lagrangian
intersections. As a consequence, we construct some new pseudo-metrics and metrics on certain
classes of Lagrangian submanifolds. We also fit these constructions in a more general setting,
independent of Lagrangian cobordism. As a main technical tool, we develop aspects of the
theory of (weakly) filtered A∞ - categories.
1. Introduction and main results
Let M be a symplectic manifold and consider a collection L of Lagrangian submanifolds
of M . Given a Lagrangian submanifold L ⊂ M we are interested in the “splitting” (or
decomposition) of L into Lagrangian submanifolds picked from the collection L. The type of
splitting that we mainly focus on is through Lagrangian cobordisms V with a single positive
end equal to L and multiple negative ends, V : L; (L1, . . . , Lk) (the definition of cobordisms
is recalled just below, in §1.1). This perspective on cobordism is natural not least because,
as is known from previous work [BC4, BC5] and under appropriate constraints on L, such
cobordisms induce genuine (iterated cone) decompositions of L with factors the negative ends
Li in the derived Fukaya category of M . Cobordisms V are Lagrangian submanifolds of R2×M
and they have an elementary measure called shadow [CS], S(V ), which is the area of their
projection on R2 together with all the bounded regions bounded by this projection.
The central point of view for this paper is to view the shadow of a cobordism V as an energy
cost for the splitting corresponding to V . We address three natural questions from this point
of view:
I. Assuming L and L1, . . . , Lk fixed, find a lower bound for the minimal energy cost
required to split L in the factors Li (see Theorem A) ?
II. Is there some form of Lagrangian intersections rigidity that is specific to low energy
splittings (see Theorem B) ?
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A consequence of our answers to I and II is to define some new metrics and pseudo-metrics
on certain classes of Lagrangian submanifolds. This leads to a third natural question.
III. Are there some other types of energy costs that are relevant to this setting and, in
particular, that also lead to associated pseudo-metrics but are independent from cobor-
disms and their shadows (see §1.3)?
1.1. Decomposition by Lagrangian cobordism. Let M be a symplectic manifold, com-
pact or convex at infinity. A Lagrangian cobordism [Arn] (see [BC4] for the formalism in use
here) is a Lagrangian submanifold V ⊂ R2 ×M that, outside a compact interval × R looks
like a finite disjoint union of horizontal semi-infinite rays, each of which being multiplied by
a Lagrangian submanifold in M . More precisely, there exists a compact interval [a−, a+] ⊂ R
such that
V \ ([a−, a+]× R×M) =
( k∐
i=1
`− × {i} × Li
)∐( k′∐
j=1
`+ × {j} × L′j
)
,
where `− = (−∞, a−], `+ = [a+,∞) and the Li’s and L′j’s are Lagrangian submanifolds of
M . The Li’s are called the negative ends of V and the L
′
j’s the positive ends. We write
V : (L′1, . . . , L
′
k′); (L1, . . . , Lk). Note that we allow any of k
′ or k to be 0 in which case the
positive or negative end of the cobordism is void. In what follows we will be mainly interested
in cobordisms V : L; (L1, . . . , Lk) between a single Lagrangian L and a tuple (L1, . . . , Lk).
We will view such a cobordism as a means to decompose (or split) L into the “factors” (or
pieces) L1, . . . , Lk.
We need to restrict the class of Lagrangian submanifolds as follows. Denote by Lag∗(M)
either the class of closed Lagrangian submanifolds in M that are weakly exact or the class of
closed Lagrangians in M that are monotone (in the latter case there is an additional constraint
that will be explained later). Similarly, we will work with cobordisms V that are either weakly
exact or monotone (where again, in the monotone case there will be an additional constraint).
We denote the class of such cobordisms by Lag∗(R2 ×M).
Our first theorem shows that the shadow of cobordisms V : L; (L1, . . . , Lk) between fixed
L and (L1, . . . , Lk) cannot become arbitrarily small unless these Lagrangians are placed in a
very particular position.
Theorem A. Let L,L1, . . . , Lk ⊂ M be weakly exact Lagrangian submanifolds. Assume
that L 6⊂ L1 ∪ · · · ∪ Lk. Then there exists δ = δ(L;S) > 0 which depends only on L and
S := L1∪· · ·∪Lk, such that for every weakly exact Lagrangian cobordism V : L; (L1, . . . , Lk)
we have
S(V ) ≥ 1
2
δ. (1)
The proof is given §4. A non-technical outline of the proof is presented in §1.4.
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The next theorem establishes relations between L and L1, . . . , Lk in case they are related
by a Lagrangian cobordism with small shadow.
Theorem B. Let L,L1, . . . , Lk ⊂ M be weakly exact Lagrangians and S as in Theorem A.
Let N ⊂ M be another weakly exact Lagrangian and assume that the family of Lagrangians
N,L, L1 . . . , Lk are in general position.
(a) There exists δ′ = δ′(N,S) > 0 that depends on N and S (but not on L) such that for
every weakly Lagrangian cobordism V : L; (L1, . . . , Lk) with S(V ) < 12δ′ we have:
#(N ∩ L) ≥
k∑
i=1
#(N ∩ Li). (2)
(b) There exists δ′′ = δ′′(N,S) > 0 that depends on N and S (but not on L) such that for
every weakly exact Lagrangian cobordism V : L ; (L1, . . . , Lk) with S(V ) < 14 δ′′ we
have:
#(N ∩ L) ≥
k∑
i=1
dimΛHF (N,Li). (3)
Here HF (N,Li) is the Floer homology of (N,Li) defined with coefficients in the Novikov
field Λ.
The numbers δ, δ′ and δ′′ are variants of the Gromov width from [BC2]. Namely, δ is the
Gromov width of L in the complement of S, δ′ is a symplectic measure of the intersections
S ∩ L and δ′′ is a symplectic measure of the double points of S in the complement of N .
The precise definitions are given in §4, where more precise versions of Theorems A and B are
restated and proved as parts of a single statement, Theorem 4.0.1. A similar statement holds
also in the monotone case, see §4.
1.2. From shadows to metrics on the space of Lagrangians. Interestingly, the notion
of shadow gives rise to a new class of pseudo-metrics on the space of Lagrangians Lag∗(M).
The simplest of them, which we call the shadow pseudo-metric, is defined as follows. Fix a
family of Lagrangians F ⊂ Lag∗(M). The shadow pseudo-metric dF relative to F is defined
by
dF(L,L′) := inf
V
{S(V ) | V : L; (F1, . . . , Fi−1, L′, Fi, . . . , Fk), k ≥ 0, Fi ∈ F}, (4)
for every L,L′ ∈ Lag∗(M). The infimum here is taken only over cobordisms V ∈ Lag∗(R2 ×
M), i.e. the V ’s are assumed to satisfy the same constraints as the Lagrangians in Lag∗(M).
These cobordisms are not assumed to be connected. Here and in what follows we use the
convention that inf ∅ =∞, so that dF(L,L′) =∞ if there is no cobordism V ∈ Lag∗(R2×M)
as in (4).
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It is easy to see that dF is a pseudo-metric (possibly with infinite values). However, unless
F = ∅, dF is generally degenerate (yet not identically zero).
Now fix a second family of Lagrangians F ′ ⊂ Lag∗(M). The preceding recipe yields another
pseudo-metric dF
′
. Consider now
d̂F ,F
′
= max{dF , dF ′}. (5)
An easy consequence of Theorem A is that if (∪K∈FK) ∩ (∪K′∈F ′K ′) is totally discon-
nected (e.g. discrete), then d̂F ,F
′
is a non-degenerate metric (possibly with infinite values) on
Lag∗(M). We call it the shadow metric associated to the pair of families F , F ′.
Shadow metrics can be viewed as generalizations of the “simple cobordism metric” from [CS]
(which coincides with d∅), which itself generalizes the Lagrangian Hofer metric [Che2]. How-
ever, the shadow metrics are in general different from these two metrics. In particular with
appropriate choices for the families F , F ′, the shadow metrics are finite for a larger collection
of Lagrangians in Lag∗(M). It is already known from [CS] that, without appropriate rigidity
constraints (such as those imposed here) on the class of Lagrangians under consideration, even
the simple cobordism metric is degenerate.
1.3. Weighted fragmentation pseudo-metrics on triangulated categories. The con-
struction of the shadow pseudo-metrics can be generalized to a more abstract setting, as
discussed in §5.3.1. In short, given a triangulated category X there is an associated category,
T SX [BC5], whose objects are ordered finite families (K1, . . . , Kr), Ki ∈ Ob(X ), and whose
morphisms parametrize the iterated cone-decompositions of the objects in X . A weight on X
associates a value ∈ [0,∞] to the morphisms in T SX in a way that is sub-additive with respect
to composition. The weight of a morphism φ¯ ∈ MorTSX can be viewed as a measure of the
energy required for the (iterated cone)-decomposition represented by φ¯ to take place. Given
such a weight w, and for a fixed family F ⊂ Ob(X ), we can compare two objects K,K ′ in
X by infimizing w(φ¯) among all morphisms φ¯ in T SX , φ¯ : K → (F1, . . . , Fi, K ′, Fi+1, . . . , Fr),
Fi ∈ F . The resulting measurement satisfies the triangle inequality and can be symmetrized
formally, thus providing a pseudo-metric on the objects of X . These pseudo-metrics are called
weighted fragmentation pseudo-metrics. This construction recovers the shadow pseudo-metrics
by using a functor Φ˜ : Cob∗(M) → T SDFuk∗(M) from [BC5] to define a shadow-weight,
wS , on DFuk∗(M) - see (136). The shadow pseudo-metrics are the weighted fragmentation
pseudo-metrics associated to wS .
More interestingly, this abstract construction is applied in §5.3.3 to a different type of weight
on DFuk∗(M) whose definition is based on algebraic measurements associated to filtered
chain-complexes and modules and is independent of cobordism. By applying the method
above to this weight we deduce the existence of additional pseudo-metrics on Lag∗(M), that
are all more algebraic in nature compared to their shadow counterparts. An additional key
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point, contained in Corollary 5.3.5, is that, by carefully separating the geometric steps from
the algebraic ones in the proof of Theorem A, we show that an analogue of this theorem
remains valid for the algebraic weights. As a consequence, the algebraic weights can also be
used to define actual metrics (possibly taking infinite values) on Lag∗(M).
1.4. Outline of the proof of Theorem A. We focus here on the proof of Theorem A. The
proof of Theorem B makes use of the similar ideas. We consider a symplectic embedding of a
standard ball e : B(r)→M such that e−1(L) = BR(r), e(B(r))∩ (L1 ∪L1 ∪ . . .∪Lk) = ∅ and
we put P = e(0). The purpose of the proof is to show that for any almost complex structure
J on M there exists a J-holmorphic polygon u in M with a boundary edge on L (and possibly
on the other Li’s) going through P and of symplectic area smaller or equal than S(V ). By a
suitable choice of J, an application of the Lelong inequality, and the definition of δ = δ(L;S)
as in (95) this implies the claim.
To be able to control energy bounds in our considerations we first set up in §2 the machinery
of A∞-categories and modules in the (weakly) filtered setting. Variants of this already appear
in the literature, for instance in [FOOO1, FOOO2] (in somewhat different form), but we
give enough details such as to be able to extend - in §3 - the results from [BC5] to this
setting. The wording weakly means that, to achieve regularity, we allow for small Hamiltonian
perturbations in the definition of the various algebraic structures. As a consequence, these
structures are filtered only up to a system of small, controllable errors. We also prove in
§2.6 a structural result, Theorem 2.6.1, concerning iterated cones K of (weakly) filtered A∞
modules and, in particular, we show that each such cone admits a quasi-isomorphic model K′
which is an iterated cone with the same factors as K and such that K′ has a filtration that
is well controlled with respect to that of K and, most importantly for us, the µ1 operation of
K′ can be written explicitly in terms of higher µk’s of the underlying A∞-category - see (41).
This result is based on a (weakly) filtered version of the following property of the Yoneda
embedding [Sei]: for an A∞-moduleM and an object Y there is a natural quasi-isomorphism
M(Y ) ∼= Mor(Y ,M) (where Y is the Yoneda module of Y ). We prove in §2.5 a weakly filtered
version of this property which seems to be new (and somewhat delicate to prove).
With this preparation, the proof of the theorem is given in §4. By neglecting a number
of technicalities, the argument can be sketched as follows. We consider a new cobordism
W : ∅ ; (L,L1, . . . , Lk) obtained from V by bending the end L of V clokwise half a turn,
as in Figure 4. The main result in [BC5] implies that the Yoneda modules L, Li associated
to the negative ends of the cobordism W fit into an iterated cone of A∞-modules over the
Fukaya category, Fuk∗(M):
M = Cone(Lk ϕk−→ Cone(Lk−1 ϕk−1−→ . . . Cone(L1 ϕ1−→ L) . . .) ,
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and moreover the module M is acyclic. In view of our preparatory step all the modules and
structures involved here are filtered. The complex M(L) admits a geometric description as
follows. Let γ be a curve in C that lies to left of the “bulb” of the cobordism W and is crossing
the negative ends of W in a vertical way - as in Figure 5. Then, by neglecting in this sketch
the other choices (of perturbations etc) required, we have M(L) = CF (γ × L,W ). There is
a Hamiltonian isotopy of energy very close to S(W ) that isotopes the curve γ to a curve γ′
that passes to the right of the projection of W onto C and thus γ′ × L is disjoint from W -
see again Figure 5. As a consequence, by standard Floer theoretic considerations, we deduce
that there exists a null-homotopy ξ of the identity of M(L) that shifts filtrations by at most
ρ ≤ S(V )+ where we can take  as small as desired. A cycle eL in CF (L,L) representing the
fundamental class [L] ∈ HF (L,L) still remains a cycle inM(L). We deduce that it has to be
the boundary of some element in M(L) of filtration higher than that of eL by not more than
ρ. In a more streamlined formalism, we say that the boundary depth (a notion introduced by
Usher in [Ush1] - see also §2.7) of eL is at most ρ. By suitable choices of perturbation data,
we arrange it so that eL is the maximum point of a Morse function on L, which is achieved
at P . For the next step it is crucial that M is an iterated cone of (weakly) filtered modules
(in contrast to M(L) only being an iterated cone of filtered chain complexes). We now use
the structural Theorem 2.6.1 to associate to M the quasi-isomorphic module M′. Because
the filtrations onM′ andM are tightly related, we deduce that the boundary depth of eL in
M′(L) is at most ρ + ′ where ′ > 0 can be taken arbitrarily small. From the special form
of the differential of M′(L) which involves the higher order A∞-operations µd, we conclude
that there is a pseudoholomorphic polygon u in M with boundary on L and on some of the
Li’s that appears in the differential ofM′(L) and that passes through P . Moreover, the area
of this polygon is not more than ρ + ′. This concludes the proof by making , ′ → 0 (in
practice, the last step of finding the J-holomorphic curve u is a bit more complicated as, for
the complex CF (γ×L,W ) to be defined, some perturbations need to be introduced and these
have to be sent to 0 to deduce the existence of u).
Remark 1.4.1. From the fact that eL becomes a boundary in M(L) one can directly deduce
that there is a holomorphic curve passing through P . However, this curve is in R2×M and its
boundary is along γ×L and W - this is not the curve u we are looking for. To obtain a curve
u in M with the desired properties, the algebraic Theorem 2.6.1 is essential in our argument.
We do not know a geometric argument bypassing this theorem and providing directly the
specific form of differential of M′ (except for the very special case of a cobordism W with at
most three ends). Notice also that the curve u that is identified in the proof can be shown to
be associated to an operation µd with d ≥ 2.
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1.5. Structure of the paper. After two sections, §2 algebraic and §3 that adjusts the Fukaya
category constructions to the weakly filtered setting, we assemble in §4 all these tools to prove
Theorem 4.0.1 - that combines the statements of both Theorems A and B. The last section
of the paper, §5, contains a number of examples and calculations as well as the construction
of the weighted fragmentation pseudo-metrics mentioned earlier in the introduction. For the
most part, this section can be read directly after the introduction. Except for Corollary 5.3.5,
it only uses the statements of Theorems A and B and not their proofs and just a few algebraic
notions from §2.7.
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mark 4.1.2 b. The second author thanks Luis Diogo for useful comments. The last two authors
thank the Institute for Advanced Study and Helmut Hofer for generously hosting them there
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2. Weakly filtered A∞-theory
In this section we develop a general framework for weakly filtered A∞-categories, with an
emphasis on weakly filtered modules over such categories. In our context “weakly filtered”
generally means that the morphisms in the category are filtered chain complexes but the
higher A∞-operations do not necessarily preserve these filtrations. Rather they preserve them
up to prescribed errors which we call discrepancies. In the same vein one can consider also
weakly filtered A∞-functors and modules. Related notions of filtered A∞-structures have been
considered in the literature (e.g. [FOOO1, FOOO2]), but the existing theory seems to differ
from ours in its scope and applications.
Below we will cover only the most basic concepts of A∞-theory in the weakly filtered setting.
In particular we will not go into the topics of derived categories, split closure or generation
in the weakly filtered framework. Our main goal is in fact much more modest: to provide
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an effective description of iterated cones of modules in the weakly filtered setting in terms of
weakly filtered twisted complexes.
Some readers may find the details of the weakly filtered setting somewhat overwhelming,
especially in what concerns keeping track of the discrepancies. If one assumes all the discrep-
ancies to vanish, the theory becomes “genuinely filtered” and is easier to follow. However, the
additional difficulty due to the weakly filtered setting is in large superficial. Indeed, significant
parts of the theory developed in this section do not become easier if one works in the genuinely
filtered setting, except in terms of notational convenience. We also remark that, as far as we
know, a good part of the theory developed in this section, particularly the study of iterated
cones, is new even in the genuinely filtered case. The reason for developing the theory in the
weakly filtered setting (rather than filtered) has to do with the geometric applications we aim
at which have to do with Fukaya categories of symplectic manifolds. For technical reasons, the
weakly filtered framework fits better with the standard implementations of these categories.
2.1. Weakly filtered A∞-categories. In the following we will often deal with sequences
 = (1, . . . , d, . . .) of real numbers that we will refer to as discrepancies. We will use the
following abbreviations and conventions. For two sequences , ′ we write  ≤ ′ in order to
say that d ≤ ′d for all d. For c ∈ R we write  + c for the sequence (1 + c, . . . , d + c, . . .).
For a finite number of sequences (1), . . . , (r) we define max{(1), . . . , (r)} to be the sequence
 = (1, . . . , d, . . .) with d := max{(1)d , . . . , (r)d }.
Fix a commutative ring R, which for simplicity we will henceforth assume to be of charac-
teristic 2 (i.e. 2r = 0 for all r ∈ R). Unless otherwise stated all tensor products will be taken
over R.
The A∞-theory developed below will be carried out in the ungraded framework. Also, in
contrast to standard texts on the subject such as [Sei], we will work in a homological (rather
than cohomological) setting, following the conventions from [BC5].
Let A be an A∞-category over R. To simplify notation, in what follows we will denote the
morphisms between two objects X, Y ∈ Ob(A) by C(X, Y ) := homA(X, Y ). We denote the
composition maps of A by µAd , d ≥ 1.
Let A = (A1 , 
A
2 , . . . , 
A
d , . . .) be an infinite sequence of non-negative real numbers, with
A1 = 0. We call A a weakly filtered A∞-category with discrepancy ≤ A if the following holds:
(1) For every X, Y ∈ Ob(A), C(X, Y ) is endowed with an increasing filtration of R-
modules indexed by the real numbers. We denote by C≤α(X, Y ) ⊂ C(X, Y ) the
part of the filtration corresponding to α ∈ R. By increasing filtration we mean that
C≤α
′
(X, Y ) ⊂ C≤α′′(X, Y ) for every α′ ≤ α′′.
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(2) The µd-operation preserves the filtration up to an “error” of 
A
d . More precisely, for
every X0, . . . , Xd ∈ Ob(A) and α1, . . . , αd ∈ R we have:
µd
(
C≤α1(X0, X1)⊗ · · · ⊗ C≤αd(Xd−1, Xd)
) ⊂ C≤α1+···+αd+Ad (X0, Xd).
Note that since A1 = 0, µ
A
1 preserves the filtration, hence each C
≤α(X, Y ), α ∈ R, is a sub-
complex of C(X, Y ). Note also that the discrepancy is not uniquely defined – in fact we can
always increase it if needed. Namely, if ′ = (′1 = 0, 
′
2, . . . , 
′
d, . . .) is another sequence like 
A
but with A ≤ ′ then A is also weakly filtered with discrepancy ≤ ′.
By analogy with symplectic topology we will often refer to the index of the filtration as an
action and say that elements of C≤α(X, Y ) have action ≤ α.
2.1.1. Unitality. Let A be a weakly filtered A∞-category and assume that A is homologically
unital (h-unital for short). We say that A is h-unital in the weakly filtered sense if the
following holds. There exists uA ∈ R≥0 such that for every X ∈ Ob(A) we have a cycle
eX ∈ C≤uA(X,X) representing the homology unit [eX ] ∈ H(C(X,X), µA1 ). We view the
choices of eX , X ∈ Ob(A) and uA as part of the data of a weakly filtered h-unital A∞-
category. We call uA the discrepancy of the units.
Occasionally we will have to impose the following additional assumption on A.
Assumption U e. Let A be a weakly filtered A∞-category which is h-unital in the weakly
filtered sense. Let 2uA + A2 ≤ ζ ∈ R. We say that A satisfies Assumption U e(ζ) if for every
X ∈ Ob(A) we have:
µA2 (eX , eX) = eX + µ
A
1 (c)
for some c ∈ C≤ζ(X,X). Put in different words, the assumption U e says that [eX ] · [eX ] =
[eX ] in H∗(C≤ζ(X,X)), where · stands for the product induced by µA2 in homology. (The
superscript e in U e indicates that the assumption deals with the cycles eX representing the
units.) Below we will sometimes write A ∈ U e(ζ) to say that A satisfies Assumption U e(ζ).
2.2. Typical classes of examples. Before we go on with the general algebraic theory of
weakly filtered A∞-structures, it might be useful to make a short digression in order to ex-
emplify what types of filtrations will actually occur in our applications. We resume with the
general algebraic theory in §2.3 below.
The weakly filtered A∞-categories that will appear in our applications are Fukaya categories
associated to symplectic manifolds. They will mostly be of the following types, described
in §2.2.1 - 2.2.4 below.
2.2.1. Filtrations induced by an “action” functional on the generators. In this class of weakly
filtered A∞-categories the morphisms C(X, Y ) between two objects are assumed to be free
R-modules with a distinguished basis B(X, Y ), i.e. C(X, Y ) =
⊕
b∈B(X,Y ) Rb. We also have
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a function A : B(X, Y ) −→ R, which (by analogy to symplectic topology) we call the action
function, defined for every X, Y ∈ Ob(A), and this function induces the filtration, namely:
C≤α(X, Y ) =
⊕
b∈B(X,Y ),A(b)≤α
Rb.
We will mostly assume that C(X, Y ) has finite rank and that R is a field.
2.2.2. Filtration coming from the Novikov ring. Here we fix a commutative ring A and consider
the (full) Novikov ring over A:
Λ =
{ ∞∑
k=0
akT
λk | ak ∈ A, lim
k→∞
λk =∞
}
, (6)
as well as the positive Novikov ring:
Λ0 =
{ ∞∑
k=0
akT
λk | ak ∈ A, λk ≥ 0, lim
k→∞
λk =∞
}
. (7)
The weakly filtered A∞-categories A of the type discussed here are defined over Λ, but the
weakly filtered structure is only over the ring R = Λ0.
As in §2.2.1 above, we have C(X, Y ) = ⊕b∈B(X,Y ) Λb. The filtration on C(X, Y ) is then
defined by
C≤α(X, Y ) =
⊕
b∈B(X,Y )
T−αΛ0b.
Note that C≤a(X, Y ) is not a Λ-module but rather a Λ0-module.
We will mostly assume that B(X, Y ) are finite (hence C(X, Y ) have finite rank) and that
A is a field (in which case Λ is a field too).
2.2.3. Mixed filtration. In some situations the filtrations on our A∞-categories occur as combi-
nation of §2.2.1 and §2.2.2 above. More specifically, we have C(X, Y ) = ΛB(X, Y ) as in §2.2.2
and an action functional A : B(X, Y ) −→ R as in §2.2.1. We then extend A to a functional
A : C(X, Y ) = Λ · B(X, Y ) −→ R ∪ {−∞} by first setting A(0) = −∞. Then for P (T ) ∈ Λ
and b ∈ B(X, Y ) we define:
A(P (T )b) := −λ0 + A(b),
where λ0 ∈ R is the minimal exponent that appears in the formal power series of P (T ) ∈ Λ,
i.e. P (T ) = a0T
λ0 +
∑∞
i=1 aiT
λi with a0 6= 0 and λi > λ0 for every i ≥ 1. Finally, for a general
non-trivial element c = P1(T )b1 + · · ·+ Pl(T )bl ∈ C(X, Y ), define
A(c) = max{A(Pk(T )bk) | 1 ≤ k ≤ l}.
The filtration on C(X, Y ) is then induced by A:
C≤α(X, Y ) = {c ∈ C(X, Y ) | A(c) ≤ α}.
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It is easy to see that C≤α(X, Y ) is a Λ0-module.
2.2.4. Families of weakly filtered A∞-categories. The weakly filtered A∞-categories in our ap-
plications will naturally occur in families {As}s∈P parametrized by choices of auxiliary struc-
tures s needed to define the A∞-structure. The parameter s will typically vary over a subset
P ⊂ E \ {0} where E is a neighborhood of 0 in a Banach (or Fre´chet) space. The subset P
will usually be residual (in the sense of Baire) so that 0 is in the closure of P .
Typically all the members of the family {As}s∈P will be mutually quasi-equivalent (see [Sei,
Section 10] for several approaches to families of A∞-categories). Of course, in the weakly
filtered setting the quasi-equivalences between different As’s are supposed to bear some com-
patibility with respect to the weakly filtered structures on the As’s.
Apart from the above, in our applications the families {As}s∈P will enjoy the following
additional property which will be crucial. The bounds As for the discrepancies of the As’s
can be chosen such that:
lim
s→0
Asd = 0, ∀d.
Moreover, the categories As will mostly be h-unital with discrepancy of units uAs and satisfy
Assumption U e(ζs). The latter two quantities will satisfy
lim
s→0
uAs = lim
s→0
ζs = 0.
Below we will encounter further notions in the framework of weakly filtered A∞-categories
such as weakly filtered functors and modules. Each of these comes with its own discrepancy
sequence . In our applications everything will occur in families and we will usually have
lims→0 d(s) = 0 for each d.
While the algebraic theory below is developed without a priori assumptions on the size of
discrepancies, it might be useful to view the discrepancies as quantities that can be made
arbitrarily small.
2.2.5. The case of Fukaya categories. The general description in §2.2.4 applies to the case
of Fukaya categories which will be central in our applications. More specifically, in order to
define the A∞-structure of Fukaya categories one has to make choices of perturbation data
(e.g. choices of almost complex structures as well as Hamiltonian perturbation – see e.g. [Sei,
Sections 8, 9]). The space P will consist of those perturbation data that are regular (or
admissible). This is normally a 2’nd category subset of the space of all perturbations E.
The discrepancies occur as “error” curvature terms (associated to the perturbations) when
defining the µd-operations. These discrepancies can be made arbitrarily small (for a fixed d)
by choosing smaller and smaller perturbations. The same holds for discrepancy of the units
and the ζs’s.
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2.3. Weakly filtered A∞-functors and modules. LetA, B two weakly filteredA∞-categories
and F : A −→ B an A∞-functor. Let F = (F1 , F2 , . . . , Fd , . . .) be a sequence of non-negative
real numbers. In contrast to A and B we do allow here that F1 6= 0. We say that F
is a weakly filtered A∞-functor with discrepancy ≤ F if for all X0, . . . , Xd ∈ Ob(A) and
α1, . . . , αd ∈ R we have:
Fd
(
C≤α1A (X0, X1)⊗ · · · ⊗ C≤αdA (Xd−1, Xd)
) ⊂ C≤α1+···+αd+FdB (FX0,FXd). (8)
Here we have denoted by CA and CB the hom’s in A and B respectively and by Fd the higher
order terms of the functor F .
There is also a notion of weakly filtered natural transformations between weakly filtered
functors but we will not go into this now as our main focus will be on a special case – weakly
filtered modules and weakly filtered morphisms between them.
Remark 2.3.1. One could attempt to generalize the notion of weakly filtered functors to allow
also an additional shift ρ ∈ R in the action filtration, namely replace the right-hand side
of (8) by C
≤α1+···+αd+ρ+Fd
B (FX0,FXd). While this might make sense theoretically, it does not
seem to be in line with our approach (viewing the discrepancies as small errors) since the
A∞-identities defining A∞-functors do not have the correct “homogeneity” properties with
respect to ρ.
2.3.1. Weakly filtered modules. Let A be a weakly filtered A∞-category with discrepancy A.
Let M be an A-module with composition maps µMd , d ≥ 1. Let M = (M1 , M2 , . . . , Md , . . .)
be an infinite sequence of non-negative real numbers with M1 = 0. We say that M is weakly
filtered with discrepancy ≤ M if the following holds:
(1) For every X ∈ Ob(A), M(X) is endowed with an increasing filtration M≤α(X) in-
dexed by α ∈ R.
(2) The µMd -operation respects the filtration up to an “error” of 
M
d . Namely, for all
X0, . . . , Xd−1 ∈ Ob(A) and a1, . . . , ad ∈ R we have:
µMd
(
C≤α1(X0, X1)⊗ · · · ⊗ C≤αd−1(Xd−2, Xd−1)⊗M≤αd(Xd−1)
) ⊂M≤α1+···+αd+Md (X0).
Again, since M1 = 0, every (M≤α(X), µM1 ) is a sub-complex of (M(X), µM1 ).
Remarks 2.3.2. (1) It is easy to see that weakly filtered A-modules are the same as weakly
filtered functors F : A −→ Choppf (having some discrepancy). Here Chf is the dg-
category of filtered chain complexes (of R-modules) and Choppf stands for its opposite
category. (Note that Chf and Ch
opp
f are in fact filtered dg-categories, i.e. they have
discrepancies 0.) The correspondence between weakly filtered functors and weakly
filtered modules is the same as in the “unfiltered” case [Sei, Section (1j)]. Note that
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if F : A −→ Choppf has discrepancy ≤ F then the weakly filtered module M corre-
sponding to it has discrepancy ≤ M with Md = Fd−1 for every d ≥ 2.
(2) In what follows it would be sometimes convenient to fix one discrepancy which applies
to several weakly filtered modules together. In that case we will denote it by m
rather than by M (the superscript m stands for “modules”). Note that we can always
increase the bound on discrepancy in the sense that ifM has discrepancy ≤ M than
it also has discrepancy ≤  for every sequence  with  ≥ M. Therefore, whenever
dealing with a finite collection of weakly filtered modules we can bound from above all
their discrepancies by a single sequence.
Next we define morphisms between weakly filtered A-modules. LetM0,M1 be two weakly
filtered A-modules, both with discrepancy ≤ m. Let f : M0 −→ M1 be a pre-module
homomorphism. We write f = (f1, . . . , fd, . . .) where the fd-component is a an R-linear map
fd : C(X0, X1)⊗ · · ·C(Xd−2, Xd−1)⊗M0(Xd−1) −→M1(X0).
Let α ∈ R and f = (f1 , . . . , fd , . . .) be a vector of non-negative real numbers. In contrast to
A and m we do allow that f1 6= 0. We say that f shifts action by ≤ ρ and has discrepancy
≤ f if for every d, the map fd shifts action by not more than ρ+ fd , namely:
fd
(
C≤α1(X0, X1)⊗ · · ·C≤αd−1(Xd−2, Xd−1)⊗M≤αd0 (Xd−1)
) ⊂Ma1+···+ad+ρ+fd1 (X0).
We will generally refer to such f ’s as weakly filtered pre-module homomorphisms.
As before, if ρ ≤ ρ′ and f ≤  then f also shifts filtration by ≤ ρ′ and has discrepancy ≤ .
We will now attempt to define a filtration on the totality of pre-module homomorphisms.
Denote by hom(M0,M1) the pre-module homomorphismsM0 −→M1. The filtration will de-
pend on an additional “discrepancy” parameter h which is a sequence h = (h1 , 
h
2 , . . . , 
h
d , . . .)
of non-negative real numbers (the superscript h stands for “homomorphisms”). Again, we do
not assume here that h1 is 0. Our filtration is indexed by R and is defined as follows. The
part of the filtration corresponding to ρ ∈ R is denoted by hom≤ρ;h(M0,M1) and consists of
all pre-module homomorphisms f : M0 −→ M1 which shift action by not more than ρ and
have discrepancy ≤ h. Clearly this yields an increasing filtration on hom(M0,M1). Note
however, that in general this filtration might not be exhaustive since not every pre-module
homomorphism must be weakly filtered.
A few words are in order about the structure of the totality of weakly filtered A-modules.
Recall that A-modules form a dg-category modA with composition maps µmod1 , µmod2 (See [Sei,
Section (1j)] for the definitions). We would like to view the weakly filtered modules (say of
given discrepancy) as a sub-category and define a weakly filtered structure on it. However,
when trying do that one encounters the following problem. For general choices of A, m and
h and two weakly filtered modules M0, M1 with discrepancy ≤ m the differential µmod1
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does not preserve hom≤ρ;
h
(M0,M1). Nevertheless it is possible to correct this problem by
restricting the choice of h as follows:
Assumption E. A sequence ε = (ε1, . . . , εd, . . .) is said to satisfy Assumption E if for every
d ≥ 1 we have εd ≥ max
{
mi + εj, 
A
i + εj | i+ j = d+ 1
}
.
Sometimes we will need to emphasize the dependence of Assumption E on the choices of
A and m in which case we will refer to it as Assumption E(m, A). Alternatively we will
sometimes write ε ∈ E(m, A).
An inspection of definition of µmod1 (see e.g. [Sei, Section (1j)]) shows that if 
h satisfies
Assumption E then hom≤ρ;h(M0,M1) is preserved by µmod1 hence is a chain complex.
The following will be useful later on:
Lemma 2.3.3. Given A and m it is always possible to find ε that satisfies Assumption E.
Moreover, there exists a sequence of real numbers {Ad}d∈N which is universal in the sense
that it does not depend on A or m and has the following property: for any given sequence
δ = (δ1, . . . , δd, . . .) of non-negative real numbers there exists an ε that satisfies Assumption E
and such that for all d:
δd ≤ εd ≤ Ad
d∑
j=1
(Aj + 
m
j + δj). (9)
Remark 2.3.4. The bound from above on εd in (9) becomes useful if for every d all the
quantities Aj , 
m
j , δj, j = 1, . . . , d, can simultaneously be made arbitrarily small. This will
indeed be the case in our applications where the weakly filtered A∞-categories and modules
appear in families - see §2.2.4 for further details.
Proof of Lemma 2.3.3. One can easily construct εd and Ad inductively: start with ε1 := δ1
then set ε2 := max{m2 + ε1, A2 + ε1, δ2} and so on. (Note that A1 = m1 = 0 so that the
inequality in Assumption E is obviously satisfied for i = 1, j = d.) 
Remarks 2.3.5. (1) If ε satisfies Assumption E then so does ε˜ := ε+ const.
(2) When dealing with hom≤ρ;
h
we can always arrange that h1 = 0 by applying the
following procedure. Suppose that h satisfies Assumption E . Put
ρ˜ := ρ+ h1 , ˜
h
d := 
h
d − h1 .
Note that ˜h1 = 0, ˜
h
d ≥ 0 and that ˜h still satisfies Assumption E . It is easy to see that
hom≤ρ˜;˜
h
(M0,M1) = hom≤ρ;h(M0,M1).
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We now turn to the µmod2 operation. Let M0, M1, M2 be weakly filtered A-modules
with discrepancy ≤ m. Let f : M0 −→ M1, g : M1 −→ M2 be two weakly filtered
pre-module homomorphism with f ∈ hom≤ρf ;f (M0,M1), g ∈ hom≤ρg ;g(M1,M2). Set
ϕ := µmod2 (f, g) :M0 −→M2. A simple calculation shows that ϕ is weakly filtered and that
ϕ ∈ hom≤ρf+ρg ;f∗g(M0,M2), where the sequence of discrepancies f ∗ g is defined as:
(f ∗ g)d = max{fi + gj | i+ j = d+ 1}. (10)
Moreover, a simple calculation shows that if f , g ∈ E(m, A) then the same holds for f ∗g.
2.3.2. Do weakly filtered A-modules form a dg-category? Fix m and h ∈ E(m, A). As ex-
plained in the preceding section, for weakly filtered A-modulesM0,M1,M2 with discrepancy
≤ m, the operation µmod2 satisfies:
µmod2 : hom
≤ρ′;h(M0,M1)⊗ hom≤ρ′′;h(M1,M2) −→ hom≤ρ′+ρ′′;h∗h(M0,M2),
where h ∗ h is defined by (10). Thus in order for the µmod2 operation to have values in
homρ
′+ρ′′;h(M0,M2) we need h ∗ h ≤ h. It is easy to see that such an inequality cannot
hold unless h1 = 0 (the latter condition being only a necessary one).
One way to solve this problem is based on the fact that
hom≤ρ
′+ρ′′;h∗h(M0,M2) = hom≤ρ′+ρ′′+h1 ;h∗h−h1 (M0,M2).
Therefore, we only need to arrange that h ∗h− h1 ≤ h. Unwrapping this gives the following
system of inequalities. For all d ≥ 1:
hd + 
h
1 ≥ hi + hj , ∀ i+ j = d+ 1. (11)
It is easy to see (by induction on d) that sequences h satisfying both Assumption E and (11)
do exist. In fact, Lemma 2.3.3 continues to hold (for ε = h) with the stronger assertion that
h satisfies both E as well as (11).
Now let h be a sequences that satisfies both E and (11). We define a dg-category of
weakly filtered modules modwfA (
A, m, h) as follows. (The superscript wf stands for “weakly
filtered”). The objects of this category are the weakly filtered A-modules with discrepancy
≤ m. The morphisms homh(M0,M1) between two such modules M0,M1 are defined by:
hom
h
(M0,M1) :=
⋃
ρ∈R
hom≤ρ;
h
(M0,M1).
We endow modwfA (
A, m, h) with the operations µmod1 and µ
mod
2 coming from the dg-category
modA. Finally, we consider the obvious filtration on the hom
h ’s given by hom≤ρ;
h
, ρ ∈ R.
The following is easy to check.
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Proposition 2.3.6. With the structures defined above modwfA (
A, m, h) is a weakly filtered
dg-category with discrepancy ≤ (0, h1 , 0, . . . , 0, . . .). In particular, if h1 = 0 this category is a
filtered dg-category.
Remarks 2.3.7. (1) One can attempt to enlarge this category by taking unions over differ-
ent choices of h (say with fixed h1) and possibly get a category that does not depend
on h, but we will not do that here.
(2) The category modwfA (
A, m, h) is in general not triangulated. The reason is that
while cones of morphisms in that category are weakly filtered they might have higher
discrepancy (see §2.4 below). One can attempt to rectify this issue by enlarging this
category to contain weakly filtered modules of arbitrary discrepancy and labeling each
pre-module morphisms by a pair of quantities indicating the bounds on their action
shift and their discrepancy. We will not pursue this direction in this paper since it will
not be needed for our applications.
(3) With the above definitions one can see that the Yoneda embedding restricts to a weakly
filtered functor from A to the category of weakly filtered A-modules with discrepancy
≤ A and where h is taken to be any sequences in E(A, A), with the additional
condition that hd ≥ Ad+1 ∀d.
At the same time, for the applications intended in this paper, we will not really need the
weakly filtered modules to form a dg-category. Therefore we will not insist that h satisfies
condition (11). In contrast, Assumption E will continue to play an important role since it
assures that the hom≤ρ;
h
’s are preserved by µmod1 . Thus we will mostly continue to assume E .
2.3.3. Action-shifts. Let M be a weakly filtered module over a weakly filtered A∞-category
A. Let ν0 ∈ R. Define a new weakly filtered A-module Sν0M to be the same module as M
only that its filtration is shifted by ν0, namely:
(Sν0M)≤α(N) :=M≤α+ν0(N) ∀ N ∈ Ob(A), α ∈ R.
Clearly Sν0M has the same discrepancy asM. We call Sν0M the “action-shift ofM by ν0”.
In what follows we will use the same notation Sν0 also for action shifts of other filtered
objects such as filtered chain complexes or more generally filtered R-modules.
2.3.4. Homologically unital A-modules. We have already discussed h-unital A∞ categories in
the weakly filtered sense on page 9. In what follows we will sometimes need an analogous, yet
somewhat stronger, notion for modules.
Assumptions Uw and Us. Let A be a weakly filtered A∞-category with discrepancy ≤ A.
Assume that A is h-unital in the weakly filtered sense as defined in §2.1, i.e. we have uA ≥ 0
LAGRANGIAN SHADOWS AND TRIANGULATED CATEGORIES 17
and choices of cycles eX ∈ C≤uA(X,X) for every X ∈ Ob(A) representing the units in
homology.
Let M be a weakly filtered A-module with discrepancy ≤ m, and let uA + M2 ≤ κ ∈ R.
We say thatM satisfies Assumption Uw(κ) if for every X ∈ Ob(A) and every α ∈ R the map
M≤α(X) −→M≤α+κ(X), b 7−→ µM2 (eX , b) (12)
induces in homology the same map as the one induced by the inclusionM≤α(X) −→M≤α+κ(X).
Note that in particular, M is an h-unital module.
Sometimes the module M will be a Yoneda module Y associated to an object Y ∈ Ob(A).
In that case we will sometimes write Y ∈ Uw(κ) instead of Y ∈ Uw(κ). Note that in this case
the map in (12) becomes
C≤α(Y,X) −→ C≤α+κ(Y,X), b 7−→ µA2 (eX , b).
There is also a homotopical version of Uw which is stronger. Namely, if we replace As-
sumption Uw by the stronger one requiring that (12) is chain homotopic to the inclusion, then
we say that M satisfies Assumption Us(κ). (The subscripts s and w stand for “strong” and
“weak” – Uw is weaker than Us.) For modules M satisfying Uw(κ) we will sometimes write
M∈ Uw(M) and similarly for Us.
Remark 2.3.8. If the ground ring R is a field then Us(κ) = Uw(κ). This is so because for chain
complexes C•, D• over a field, two chain maps C• −→ D• induce the same map in homology
iff they are chain homotopic. Or in other words, the canonical map
H∗(hom(C•, D•)) −→ hom(H∗(C), H∗(D))
is an isomorphism.
2.3.5. Pulling back weakly filtered modules. Let A,B be two weakly filtered A∞-categories and
F : A −→ B a weakly filtered A∞-functor with discrepancy ≤ F . LetM be a weakly filtered
B-module with discrepancy ≤ M. Consider the A-module F∗M which is obtained by pulling
back M via F . We filter F∗M by setting
(F∗M)≤α(N) =M≤α(FN).
The following can be easily proved.
Lemma 2.3.9. The module F∗M is weakly filtered with discrepancy ≤ F∗M, where
F
∗M
d = max
{
Fs1 + · · ·+ Fsk + Mk+1
∣∣ 1 ≤ k ≤ d− 1, s1 + · · ·+ sk = d− 1}, ∀ d ≥ 2.
In particular, if the higher order terms of F vanish, i.e. Fs = 0 for all s ≥ 2, then
F
∗M
d = (d− 1)F1 + Md , ∀ d.
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Let M0,M1 be two weakly filtered B-modules and f : M0 −→ M1 a weakly filtered
module homomorphism that shifts action by ≤ ρ and has discrepancy ≤ f . Pulling back
M0,M1 and f by F we obtain a homomorphism of A-modules F∗f : F∗M0 −→ F∗M1.
The following can be easily verified.
Lemma 2.3.10. The module homomorphism F∗f is weakly filtered with action shift ≤ ρ and
discrepancy ≤ F∗f , where F∗f1 = f1 and
F
∗f
d = max
{
Fs1 + · · ·+ Fsk + fk+1
∣∣ 1 ≤ k ≤ d− 1, s1 + · · ·+ sk = d− 1}, ∀ d ≥ 2.
In particular, if the higher order terms of F vanish, i.e. Fs = 0 for all s ≥ 2, then
F
∗f
d = (d− 1)F1 + fd , ∀ d.
2.4. Weakly filtered mapping cones. LetM0,M1 be two weakly filtered A-modules with
discrepancies≤ M0 and≤ M1 respectively. Let f :M0 −→M1 be a module homomorphism,
i.e. f is a pre-module homomorphisms which is a cycle µmod1 (f) = 0. Assume that f shifts
action by ≤ ρ and has discrepancy ≤ f , or in other words f ∈ hom≤ρ;f (M0,M1). We
generally do not assume that f satisfies Assumption E(m, A) unless explicitly specified.
Consider the mapping cone C := Cone(f) viewed as an A-module and endowed with its
standard A∞-composition maps µCd . We endow C with a weakly filtered structure as follows.
For X ∈ Ob(A) and a ∈ R, put
C≤α(X) :=M≤α−ρ−
f
1
0 (X)⊕M≤α1 (X). (13)
Define C := max{M0 , M1 , f − f1}. (See page 8 for the precise meaning of this notation.)
Then C is weakly filtered with discrepancy ≤ C. This follows from (13) and the fact that
µCd
(
a1, . . . , ad−1, (b0, b1)
)
=
(
µM0d (a1, . . . , ad−1, b0), fd(a1, . . . , ad−1, b0) + µ
M1
d (a1, . . . , ad−1, b1)
)
.
Remark 2.4.1. If we assume in addition that M0 , M1 ≤ m and that f ∈ E(m, A) then we
have f − f1 ≥ m, hence C = f − f1 .
It is important to note that the filtration we have defined on Cone(f) in (13) strictly depends
on the choices of ρ and f1 . Therefore, whenever these dependencies are relevant we will denote
the weakly filtered cone of f by
Cone(f ; ρ, f ) or by Cone(M0 (f ;ρ,
f )−−−−−→M1). (14)
Remark 2.4.2. (1) The filtration (13) might look ad hoc since it can be shifted in an
arbitrary way. However, we opted for the one in (13) so that the inclusion M1 −→ C
would be a filtered map (rather than just weakly filtered).
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(2) If ρ′ ≥ ρ and ′ ≥ f then clearly f ∈ hom≤ρ′;′(M0,M1) and we can also consider
Cone(M0 (f ;ρ
′,′)−−−−−→M1) which is the same A-module but with a different weak filtra-
tion structure. It is easy to see that the identity homomorphism Cone(f) −→ Cone(f)
becomes a weakly filtered module homomorphism Cone(f ; ρ, f ) −→ Cone(f ; ρ′, ′)
that shifts action by ≤ ρ′ − ρ and has discrepancy ≤ (′1 − f1 , 0, . . . , 0, . . .). In the
other direction the identity map becomes a weakly filtered module homomorphism
Cone(f ; ρ′, ′) −→ Cone(f ; ρ, f ) that shifts action by ≤ ρ− ρ′ and has discrepancy 0
(so it is in fact a filtered homomorphism).
We will now derive several elementary properties of weakly filtered mapping cones that will
be useful later on. We begin with the effect of action-shifts (see §2.3.3) on mapping cones.
The following follows immediately from the definitions.
Lemma 2.4.3. Let f :M0 −→ M1 be a weakly filtered module homomorphism between two
weakly filtered A-modules. Assume that f shifts action by ≤ ρ and has discrepancy ≤ f . Let
ν0 ∈ R. Then we have the following equality of weakly filtered A-modules:
Sν0
(Cone(M0 (f ;ρ,f )−−−−−→M1)) = Cone(Sν0M0 (f ;ρ,f )−−−−−→ Sν0M1) =
Cone(M0 (f ;ρ,
f−ν0)−−−−−−−→ Sν0M1) = Cone(M0 (f ;ρ−ν0,
f )−−−−−−−→ Sν0M1).
Next, we analyze (a special case of) cones over composition of module homomorphisms,
from the weakly filtered perspective. Let f : M0 −→ M1 be as at the beginning of the
present section. Let M′1 be another weakly filtered A-module with discrepancy ≤ M′ and
let ξ :M1 −→M′1 be a weakly filtered module homomorphism with ξ ∈ hom≤s;
ξ
(M1,M′1).
Denote by
f ′ = ξ ◦ f := µmod2 (f, ξ) :M0 −→M′1
the composition of f and ξ. We have f ′ ∈ homρ+s;f
′
(M0,M1), where
f
′
d = (
f ∗ ξ)d =: max{fi + ξj | i+ j = d+ 1}.
Lemma 2.4.4. There exists a weakly filtered module homomorphism
ψ : Cone(f ; ρ, f ) −→ Cone(f ′; ρ+ s, f ′)
that shifts action by ≤ s and has discrepancy ≤ ξ. The homomorphism ψ fits into the
following (chain level) commutative diagram of A-modules:
M0
f
//
id

M1 //
ξ

Cone(f) //
ψ

TM0
id

M0
f ′
//M′1 // Cone(f ′) // TM0
(15)
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where the horizontal unlabeled maps are the standard inclusion and projection maps (with 0
higher order terms). Moreover, if ξ is a quasi-isomorphism then so is ψ.
Proof. Simply define ψ1(b0, b1) =
(
b0, ξ1(b1)
)
and for d ≥ 2:
ψd
(
a1, . . . , ad−1, (b0, b1)
)
:=
(
0, ξd(a1, . . . , ad−1, b1)
)
.
All the statements asserted by the lemma can be verified by direct calculation. 
Next we discuss how the weakly filtered mapping cone changes if we alter the cycle f by a
boundary. Assume now that M0 and M1 have both discrepancies ≤ m. Fix a sequence h
that satisfies Assumption E(m, A). Let f ∈ hom≤ρ;h(M0,M1) be a module homomorphism
and f ′ = f + µmod1 (θ) for some θ ∈ hom≤ρ;
h
(M0,M1). Consider the two weakly filtered
mapping cones Cone(f ; ρ, h) and Cone(f ′; ρ, h).
Lemma 2.4.5. There exists a module homomorphism ϑ : Cone(f ; ρ, h) −→ Cone(f ′; ρ, h)
with the following properties:
(1) ϑ is a quasi-isomorphism.
(2) ϑ does not shift action (i.e. it shifts the action filtration by ≤ 0) and has discrepancy
≤ ϑ := h − h1 . In particular (since ϑ1 = 0) the chain map
ϑ1 : Cone(f ; ρ, h)(X) −→ Cone(f ′; ρ, h)(X)
preserves the action filtration for every X ∈ Ob(A).
Proof. Define ϑ1(b0, b1) :=
(
(−1)|b0|−1b0, (−1)|b1|b1 + θ1(b0)
)
and for d ≥ 2 define:
ϑd
(
a1, . . . , ad−1, (b0, b1)
)
=
(
0, θd(a1, . . . , ad−1, b0)
)
.
Cf. [Sei, Formula 3.7, page 35].
Note that in this paper we work with a base ring R of characteristic 2, hence the signs in
the preceding formula for ϑ1 can actually be ignored. Nevertheless we included them, just as
an indication for a possible extension to more general rings. 
The next lemma shows that weakly filtered cones are preserved under pulling back by weakly
filtered functors.
Lemma 2.4.6. Let A,B be two weakly filtered A∞-categories, M0,M1 weakly filtered B-
modules and f : M0 −→ M1 a weakly filtered module homomorphism which shifts action
by ≤ ρ and has discrepancy ≤ f . Then we have the following equality of weakly filtered
A-modules:
F∗(Cone(M0 (f ;ρ,f )−−−−−→M0)) = Cone(F∗M0 (F∗f ;ρ,F∗f )−−−−−−−−→ F∗M1),
where F
∗f is given in Lemma 2.3.10.
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The proof is straightforward, hence omitted.
We now return briefly to unitality of modules, more specifically to Assumptions Us, Uw.
The following lemma shows that these two assumptions are preserved under certain quasi-
isomorphisms of weakly filtered modules.
Lemma 2.4.7. Let M′, M′′ be weakly filtered A-modules with discrepancies ≤ M′ and
≤ M′′ respectively. Let φ′ : M′ −→ M′′ be a weakly filtered module homomorphism with
φ′ ∈ homρ′;φ
′
(M′,M′′). Let φ′′ be a collection of chain maps φ′′X : M′′(X) −→ M′(X),
defined for all X ∈ Ob(A), and assume
φ′′X
(M′′≤α(X)) ⊂M′≤α+ρ′′+′′(X), ∀X ∈ Ob(A), α ∈ R,
for some fixed ρ′′, ′′ ∈ R. (For example, if φ′′ : M′′ −→ M′ is a weakly filtered module
homomorphism with φ′′ ∈ homρ′′;φ
′′
(M′′,M′), where φ′′1 ≤ ′′, then the assumptions on φ′′
are clearly satisfied.) Let ν, κ′′ ∈ R and assume further that:
(1) For every X ∈ Ob(A) and every α ∈ R the composition of chain maps
M′≤α(X) φ
′′
X◦φ′1−−−−→M′≤α+ρ′+ρ′′+φ
′
1 +
′′
(X)
inc−−→M′≤α+ρ′+ρ′′+φ
′
1 +
′′+ν(X)
induces in homology the same map as the one induced by the inclusion
M′≤α(X) −→M′≤α+ρ′+ρ′′+φ
′
1 +
′′+ν(X).
(2) M′′ ∈ Uw(κ′′).
Then M′ ∈ Uw(κ′), where
κ′ = ρ′ + ρ′′ + ′′ + max{φ′1 + uA + M
′
2 + ν, 
φ′
1 + κ
′′, φ
′
2 + u
A}. (16)
If we replace (1) above by the assumption that for every X ∈ Ob(A), α ∈ R, the map
φ′′X ◦φ′1 :M′(X) −→M′(X) is chain homotopic to id via a chain homotopy that shifts action
by ≤ ν and instead of assuming (2) we assume M′′ ∈ Us(κ′′), then M′ ∈ Us(κ′) with
κ′ = max{ρ′ + ρ′′ + φ′1 + ′′ + κ′′, ρ′ + ρ′′ + uA + φ
′
2 + 
′′, M
′
2 + u
A + ν}. (17)
Proof. Fix X ∈ Ob(A), α ∈ R and let b ∈ M′≤α(X) be a cycle. Since φ′ is a module
homomorphism (i.e. µmod1 (φ
′) = 0) we have:
φ′1µ
M′
2 (eX , b) = µ
M′′
2 (eX , φ
′
1(b))± µM
′′
1 φ
′
2(eX , b).
Applying φ′′X to both sides of this identity we obtain:
φ′′Xφ
′
1µ
M′
2 (eX , b) = φ
′′
Xµ
M′′
2 (eX , φ
′
1(b))± µM
′
1 φ
′′
Xφ
′
2(eX , b). (18)
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Since µM
′
2 (eX , b) ∈ M′≤α+uA+M
′
2 (X) our assumption on φ′′X ◦ φ′1 implies that there exists
x ∈M′≤α+uA+M′2 +ρ′+ρ′′+φ
′
1 +
′′+ν(X) such that
φ′′Xφ
′
1µ
M′
2 (eX , b) = µ
M′
2 (eX , b)− µM
′
1 (x). (19)
Since M′′ ∈ Uw(κ′′) there exists an element y ∈M′′≤α+ρ′+φ
′
1 +κ
′′
(X) such that
µM
′′
2 (eX , φ
′
1(b)) = φ
′
1(b) + µ
M′′
1 (y).
Substituting the last identity together with (19) into (18) yields:
µM
′
2 (eX , b) = µ
M′
1 (x) + φ
′′
Xφ
′
1(b) + µ
M′
1 (φ
′′
X(y)) + µ
M′
1 (φ
′′
Xφ
′
2(eX , b)). (20)
Using our assumption on φ′′X ◦φ′1, we can write the 2’nd term of (20) as φ′′Xφ′1(b) = b+µM′1 (z)
for some z ∈M′≤α+ρ′+ρ′′+φ
′
1 +
′′+ν(X). Substituting this in (20) we obtain:
µM
′
2 (eX , b) = b+ µ
M′
1 (x) + µ
M′
1 (z) + µ
M′
1 (φ
′′
X(y)) + µ
M′
1 (φ
′′
Xφ
′
2(eX , b)), (21)
where
x ∈M′≤α+uA+M′2 +ρ′+ρ′′+φ
′
1 +
′′+ν(X), φ′′X(y) ∈M′′≤α+ρ
′+ρ′′+φ
′
1 +
′′+κ′′(X),
z ∈M′≤α+ρ′+ρ′′+φ
′
1 +
′′+ν(X), φ′′Xφ
′
2(eX , b) ∈M′≤α+u
A+ρ′+ρ′′+′′+φ
′
2 .
The estimate (16) for κ′ readily follows.
We now turn to the proving the second statement, concerningM′ ∈ Us(κ′). Let X ∈ Ob(A)
and b ∈M′(X) a chain. Since φ′ is a module homomorphism we have the following identity:
φ′1µ
M′
2 (eX , b) = µ
M′′
2 (eX , φ
′
1(b))− µM
′′
1 φ
′
2(eX , b) + φ
′
2(eX , µ
M′
1 (b)). (22)
Since M′′ ∈ Us(κ′′), we can write
µM
′′
2 (eX , φ
′
1(b)) = b+ gµ
M′′
1 φ
′
1(b) + µ
M′′
1 gφ
′
1(b)
for some map g :M′′(X) −→M′′(X) that shifts action by ≤ κ′′. Substituting this into (22)
and then applying φ′′X to both sides of the equation we get:
φ′′Xφ
′
1µ
M′
2 (eX , b) = φ
′′
Xφ
′
1(b) + φ
′′
Xgµ
M′′
1 φ
′
1(b) + φ
′′
Xµ
M′′
1 gφ
′
1(b)
− µM′′1 φ′′Xφ′2(eX , b) + φ′′Xφ′2(eX , µM
′
1 (b)).
(23)
By assumption φ′′X ◦ φ′1 = id + h ◦ µM′1 + µM′1 ◦ h for some map h :M′(X) −→ M′(X) that
shifts action by ≤ ν. Thus we can write:
φ′′Xφ
′
1µ
M′
2 (eX , b) = µ
M′
2 (eX , b) + hµ
M′
1 µ
M′
2 (eX , b) + µ
M′
1 hµ
M′
2 (eX , b).
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Substituting φ′′X ◦ φ′1(b) = b + hµM′1 (b) + µM′1 h(b) together with the latter equality into (23)
we obtain:
µM
′
2 (eX , b) = b+ hµ
M′
1 (b) + µ
M′
1 h(b) + φ
′′
Xgφ
′
1µ
M′
1 (b) + µ
M′
1 φ
′′
Xgφ
′
1(b)
− µM′′1 φ′′Xφ′2(eX , b) + φ′′Xφ′2(eX , µM
′
1 (b))
− hµM′2 (eX , µM
′
1 (b))− µM
′
1 hµ
M′
2 (eX , b).
(24)
Here we have also used the fact that φ′′X and φ
′
1 are chain maps and that µ
M′
1 µ
M′
2 (eX , b) =
µM
′
2 (eX , µ
M′
1 (b)). The estimate (17) for κ
′ now easily follows. 
It is known that h-unitality is preserved under mapping cones [Sei, Section 3e]. The following
Lemma is a weakly filtered analog concerning Assumptions Us, Uw.
Lemma 2.4.8. Assume that A satisfies Assumption U e(ζ) (see Page 9). Let M0, M1 be
weakly filtered A-modules with discrepancies ≤ M0 and ≤ M1 respectively and assume that
M0 ∈ Uw(κM0) andM1 ∈ Uw(κM1). Let f ∈ hom≤ρ;f (M0,M1) be a module homomorphism.
Then the weakly filtered module Cone(f ; ρ, f ) satisfies Assumption Uw(κ), where
κ = max{2κM0 , 2κM1 , 2uA + C3 , 2uA + 2C2 , ζ + C2}, (25)
and C := max{M0 , M1 , f − f1}. (Recall that C is the standard bound on the discrepancy
of C = Cone(f ; ρ, f ) – see Page 18.) If the ground ring R is a field then we actually have
Cone(f ; ρ, f ) ∈ Us(κ).
Proof of Lemma 2.4.8. Denote C = Cone(f ; ρ, f ). Recall that this module has discrepancy
≤ C := max{M0 , M1 , f − f1}. Put
δ := max{uA + C2 , κM0 , κM1}, κ := max{2δ, 2uA + C3 , ζ + C2}.
It is easy to see that the latter expression for κ coincides with (25).
For an A∞-module M and X ∈ Ob(A) we will typically denote by
VM : H∗(M≤α(X)) −→ H∗(M≤α+r(X))
the map induced in homology by the chain map
vM :M≤α(X) −→M≤α+r(X), b 7−→ µM2 (eX , b).
Here r ∈ R is chosen such that uA + M2 ≤ r so that vM is well defined with the above given
target. We will need to consider such maps for different values of r, and whenever a need to
distinguish between them arises we will use additional “decorations” such as V ′M, V
′′
M etc.
Fix α ∈ R, X ∈ Ob(A). Since
C≤α(X) = Cone(M≤α−ρ−f10 (X) f1−−→M≤α1 (X))
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we have a long exact sequence in homology:
· · · −→ Hk(M≤α1 (X)) ι−−→ Hk(C≤α(X)) pi−−→ Hk(M≤α−ρ−
f
1
0 (X)) −→ · · ·
where ι and pi are the maps in homology induced by the inclusion M1(X) −→ C(X) and the
projection C(X) −→M0(X) respectively.
Replacing α by α+ δ and by α+κ we obtain two similar long exact sequences. These three
sequences are mapped on to the other via maps induced from the inclusions of the coming
from raising the action level from α to α + δ and then to α + κ. In particular, the degree-k
chunks of these exact sequences gives the following commutative diagram with exact rows:
Hk
(M≤α1 (X)) //
V ′M1=i
′
M1

Hk(C≤α(X)) //
V ′C i
′
C

Hk(M≤α−ρ−
f
1
0 (X))
V ′M0=i
′
M0

Hk(M≤α+δ1 (X)) ι //
V ′′M1=i
′′
M1

Hk(C≤α+δ(X)) pi //
V ′′C i
′′
C

Hk(M≤α−ρ−
f
1+δ
0 (X))
V ′′M0=i
′′
M0

Hk(M≤α+κ1 (X)) // Hk(C≤α+κ(X)) // Hk(M≤α−ρ−
f
1+κ
0 (X))
(26)
The maps i′C, i
′′
C are induced by the corresponding inclusions and similarly for i
′
M0 , i
′′
M0 , i
′
M1 , i
′′
M1 .
By assumption (and by the choices of δ and κ) we have
V ′Mj = i
′
Mj , V
′′
Mj = i
′′
Mj , for j = 0, 1.
Note also that each of the maps V ′C and i
′
C makes the above diagram commutative, and similarly
for V ′′C and i
′′
C.
Denote by V ′′′C : Hk(C≤α(X)) −→ Hk(C≤α+κ) the map induced in homology by vC :
C≤α(X) −→ C≤α+κ(X), and by
i′′′C : Hk(C≤α(X)) −→ Hk(C≤α+κ)
the map induced by the inclusion. Clearly we have:
V ′′′C = i
′′
C ◦ V ′C = V ′′C ◦ i′C.
We will need soon the following proposition.
Proposition 2.4.9. Assume that A ∈ U e(ζ). Let M be a weakly filtered A-module with
discrepancy ≤ M and let X ∈ Ob(A). Then the chain maps
v :M(X) −→M(X), v(b) := µM2 (eX , b)
and v ◦ v :M(X) −→M(X) are chain homotopic via a chain homotopy that shifts action by
≤ max{2uA + M3 , ζ + M2 }.
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We postpone the proof of this Proposition to later in this section and proceed with the
proof of the current lemma.
To prove the lemma, we need to show that V ′′′C (x) = i
′′′
C (x) for all x ∈ Hk(C≤α(X)). To prove
the latter equality, we first note that since both V ′C and i
′
C make diagram (26) commutative,
we have:
V ′C(x)− i′C(x) ∈ kerpi = image ι.
Now write V ′C(x) − i′C(x) = ι(y) for some y ∈ Hk(M≤α+δ1 (X)). As both V ′′C and i′′C make
diagram (26) commutative we also have: V ′′C ◦ ι(y) = i′′C ◦ ι(y). It follows that
V ′′C
(
V ′C(x)− i′C(x)
)
= i′′C(V
′
C(x)− i′C(x)).
Applying Proposition 2.4.9 with M = C we obtain
V ′′′C (x)− V ′′C ◦ i′C(x) = i′′C ◦ V ′C(x)− i′′′C (x).
Since V ′′′C = V
′′
C ◦ i′C = i′′C ◦ V ′C the lemma follows. 
It still remains to prove the preceding Proposition.
Proof of Proposition 2.4.9. The A∞-identities for M (+ the fact that eX is a cycle) imply
that for every b ∈M(X) we have:
µM1 µ
M
3 (eX , eX , b)− µM2 (eX , µM2 (eX , b)) + µM3 (eX , eX , µM1 (b)) + µM2 (µA2 (eX , eX), b) = 0. (27)
Since A ∈ U e(ζ) we have µA2 (eX , eX) = eX + µA1 (c), for some c ∈ C≤ζ(X,X). Substituting
this in (27) together with the fact that µM2 (µ
A
1 (c), b) +µ
M
2 (c, µ
M
1 (b)) +µ
M
1 µ
M
2 (c, b) = 0 yields:
µM2 (eX , µ
M
2 (eX , b))− µM2 (eX , b) = µM1 h(b) + hµM1 (b),
where h(b) = µM3 (eX , eX , b) − µM2 (c, b). Clearly the chain homotopy h shifts action by not
more than max{2uA + M3 , ζ + M2 }. 
2.5. The λ-map. Let A be an A∞-category and M and A-module. Let Y ∈ Ob(A) and
denote by Y the Yoneda module corresponding to Y . Consider the following map:
λ :M(Y ) −→ hom(Y,M), c 7−→ λ(c) = (λ(c)1, λ(c)2, . . . , λ(c)d, . . .),
where λ(c)d
(
a1, . . . , ad−1, b
)
= µMd+1(a1, . . . , ad−1, b, c).
(28)
This map was defined by Seidel [Sei, Section (1l)] in the context of the Yoneda embedding of
A∞-categories. A straightforward calculation shows that it is a chain map. We will refer to it
from now on as the λ-map.
Seidel proves in [Sei, Lemma 2.12] that, under the additional assumptions that A and M
are h-unital, the λ-map is a quasi-isomorphism. Our goal is to establish a weakly filtered
analog of this result.
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We begin with a technical assumption on a given object Y ∈ Ob(A).
Assumption UR,e. Let κ ≥ A2 + uA be a real number. We say that Y satisfies Assump-
tion UR,e(κ) (or Y ∈ UR,e(κ) for short) if for every X ∈ Ob(A) the map
C(X, Y ) −→ C(X, Y ), b 7−→ µ2(b, eY )
is chain homotopic to the identity via a chain homotopy hX that shifts action by ≤ κ. The
superscript R, e stand for “Right”-multiplication with eY .
We now define the right setting for the λ-map in the weakly filtered case. Assume that A
and M are both weakly filtered with discrepancies ≤ A and ≤ M respectively. Clearly Y is
also a weakly filtered module with discrepancy ≤ A.
Without loss of generality we assume from now on that M ≥ A so that Y can be regarded
also as a weakly filtered module with discrepancy ≤ M. (If needed, we can always increase
M and M will continue being weakly filtered with discrepancy ≤ than the increased M.)
Let h be any sequence that satisfies Assumption E and assume in addition that:
hd ≥ Md+1 ∀ d. (29)
Under these assumptions, the λ-map restricts to maps:
λ :M≤α(Y ) −→ hom≤α;h(Y,M), (30)
defined for all α ∈ R. Since h satisfies Assumption E , the right-hand side of (30) is a chain
complex with respect to µmod1 and the λ-map from (30) is a chain map.
Let A, M, Y and Y be as at the beginning of §2.5. Fix also M, h as above. For every
α ∈ R set H≤α := hom≤α;h(Y,M) and for every k ≥ 1:
Q≤α(k) :=
{
t ∈ H≤α | t1 = · · · = tk = 0
}
, H≤α(k) := H≤α
/
Q≤α(k) .
As explained above, the λ-map restricts to maps λα :M≤α(Y ) −→ H≤α for every α ∈ R and
we also have the following induced maps:
λα(k) :M≤α(Y ) −→ H≤α(k)
defined by composing λα with the quotient map pi(k) : H≤α −→ H≤α(k) .
Proposition 2.5.1. Suppose that A is h-unital in the weakly filtered sense with discrepancy
of units ≤ uA. Let κ ∈ R such that κ ≥ uA + M2 , uA + A2 and assume that M ∈ Uw(κ)
and Y ∈ UR,e(κ). Let α ∈ R. Fix 1 ≤ ` ∈ Z and put α′ := α + `κ. Consider the following
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commutative diagram in cohomology:
H∗
(M≤α(Y )) λα∗ //
iH

H∗
(H≤α)
iH

H∗
(M≤α′(Y )) λα′∗ //
id

H∗
(H≤α′)
piH
(`)

H∗
(M≤α′(Y )) λα′(`)∗ // H∗(H≤α′(`) )
(31)
where the iH maps are induced by the inclusions M≤α(Y ) −→ M≤α′(Y ) and H≤α −→ H≤α′
and piH(`) is induced by the projection pi(`) : H≤α
′ −→ H≤α′(`) . Then for every b ∈ H∗(H≤α) there
exists c ∈ H∗(M≤α′(Y )) such that piH(`) ◦ iH(b) = λα
′
(`)∗(c). In other words, for every cycle
β ∈ H≤α there exists a cycle γ ∈M≤α′(Y ) such that
β = λ(γ) + µmod1 (θ) + τ, (32)
for some θ ∈ H≤α′ and some cycle τ = (τ1, τ2, . . .) ∈ H≤α′ with τ1 = · · · = τ` = 0.
Proof. The proof below follows the general scheme of the proof of Lemma 2.12 from of [Sei],
however the weakly filtered setting entails significant adjustments with respect to [Sei].
We begin with some preparations regarding the weakly filtered version of the λ-map. Let
ρ ∈ R, d ∈ N. Recall that we have the chain map λρ : M≤ρ(Y ) −→ H≤ρ(d) and consider its
mapping cone:
Kρ(d) = Cone
(M≤ρ(Y ) λρ−−→ H≤ρ(d)).
Define a decreasing filtration F rKρ(d), r ∈ Z≥0 on this chain complex by setting
F rKρ(d) =

Kρ(d), if r = 0;
H≤ρ(d), if r = 1;{
f ∈ H≤ρ(d) | f1 = · · · = fr−1 = 0
}
, if 2 ≤ r.
(33)
Note that this is a bounded filtration and we actually have F rKρ(d) = 0 for every r ≥ d+ 1.
Consider now the cohomological spectral sequence {Ep,qr (ρ), ∂r}r∈Z≥0 associated to the fil-
tration F •. Since the filtration is bounded the spectral sequence converges to H∗(Kρ(d)).
Note also that for ρ ≤ ρ′ we have an obvious inclusion of chain complexes i : Kρ(d) −→ Kρ
′
(d).
Moreover, this inclusion preserves the filtrations F • on the corresponding chain complexes.
Therefore, i induces a map of spectral sequences
iEr : E
p,q
r (ρ) −→ Ep,qr+1(ρ′), ∀ r ≥ 0, ∀ p, q.
We now describe more explicitly the first two pages of Ep,qr (ρ). A simple calculation gives
the following description of the E0-page of this spectral sequence. We have E
p,•
0 (ρ) = 0
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for p > d and for p < 0. Next we have: E0,•0 (ρ) = M≤ρ(Y )•, where the superscript •
stands here for the (cohomological) grading of the chain complex M≤ρ(Y ). The differential
∂0 : E
0,q
0 (ρ) −→ E0,q+10 (ρ) is simply µM1 .
The rest of the columns, 1 ≤ p ≤ d, are:
Ep,•0 (ρ) = (34)∏
X0,...,Xp−1∈Ob(A)
hom
≤ρ+hp ;•
R
(
C(X0, X1)⊗ · · · ⊗ C(Xp−2, Xp−1)⊗ C(Xp−1, Y ),M(X0)
)
,
where the superscript • stand again for (cohomological) grading and hom
≤ρ+hp
R stands for R-
linear homomorphism that shift action by not more than ρ + hp . (Recall that 
h has been
fixed at the beginning of §2.5 and is used in the definitions of H≤ρ and H≤ρ(d).) The differentials
∂0 : E
p,q
0 (ρ) −→ Ep,q+10 (ρ) for 1 ≤ p ≤ d are induced in a standard way from µA1 and µM1 .
The E1-page is consequently the following: E
p,•
1 (ρ) = 0 for all p > d and for p < 0. For
p = 0 we have E0,q1 (ρ) = H
q(M≤ρ(Y )) for all q. And for 1 ≤ p ≤ d we have:
Ep,q1 (ρ) = (35)∏
X0,...,Xp−1∈Ob(A)
Hq
(
hom
≤ρ+hp
R
(
C(X0, X1)⊗ · · · ⊗ C(Xp−2, Xp−1)⊗ C(Xp−1, Y ),M(X0)
))
.
We now describe the differentials ∂1 : E
p,q
1 −→ Ep+1,q1 on the E1-page. We start with p = 0.
Let [c] ∈ E0,q1 = Hq(M≤ρ(Y )), where c is a cycle. Then
∂1[c] ∈ E1,q1 =
∏
X∈Ob(A)
Hq
(
hom
≤ρ+h1
R
(
C(X, Y ),M(X)))
is the cycle represented by the following homomorphism:
C(X, Y ) 3 b 7−→ µM2 (b, c) ∈M(X).
It is easy to check that this homomorphism is a cycle and that it shifts action by not more than
ρ+ h1 . (The latter hold because 
h
1 ≥ M2 by (29).) The formula for ∂1 for 1 ≤ p ≤ d− 1 is the
following. Let f be an element in the RHS of (34) which is a cycle. Then ∂1[f ] = [g] ∈ Ep+1,q1 ,
where g is a collection of R-linear homomorphism
g : C(X0, X1)⊗ · · · ⊗ C(Xp−1, Xp)⊗ C(Xp, Y ) −→M(X0),
defined for all objects X0, . . . , Xp ∈ Ob(A) and is given by the following formula:
g(a1, . . . , ap, b) 7−→ ± µM2 (a1, f(a2, . . . , ap, b))± f(a1, . . . , ap−1, µA2 (ap, b))
+
p−2∑
n=0
±f(a1, . . . , µA2 (an+1, an+2), . . . , b).
(36)
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This follows from a direct calculation. See the proof of Lemma 2.12 in [Sei] for the precise
signs in formula (36). Note also that g shifts action by ≤ max{ρ+hp−1 +M2 , ρ+Ap−1} ≤ ρ+hp ,
where the latter inequality follows from Assumption E(m, A).
Consider now the inclusion i : Kρ(d) −→ Kρ+κ(d) . As indicated earlier this induces a map of
spectral sequences iE : E(ρ) −→ E(ρ+ κ), namely
iEr : E
p,q
r (ρ) −→ Ep,qr (ρ+ κ), ∀r ≥ 0.
Claim 2.5.2. For every q the chain map iE1 : E
•,q
1 (ρ) −→ E•,q1 (ρ + κ) is chain homotopic to
0 in the degree range 0 ≤ • ≤ d− 1. In other words, for every q there exist homomorphisms
Sp,q : Ep,q1 (ρ) −→ Ep−1,q1 (ρ+ κ), defined for all p, such that
iE1 |Ep,q1 (ρ) = ∂1 ◦ Sp,q + Sp+1,q ◦ ∂1, ∀ 0 ≤ p ≤ d− 1. (37)
We postpone the proof of this claim till later in this section and continue now with the
proof of Proposition 2.5.1.
Claim 2.5.2 implies that iE2 : E
p,q
2 (ρ) −→ Ep,q2 (ρ + κ) is the 0 map for every 0 ≤ p ≤ d − 1
and every q. It follows that the same holds for the maps iEr : E
p,q
r (ρ) −→ Ep,qr (ρ+κ) for every
r ≥ 2.
Since both the spectral sequences converge after a finite number of pages (in fact they
collapse at page r = d + 1) we conclude that iE∞ : E
p,q
∞ (ρ) −→ Ep,q∞ (ρ + κ) is 0 for all
0 ≤ p ≤ d− 1 and all q. Denote by F •H∗(Kρ(d)) the filtration on H∗(Kρ(d)) induced by F •Kρ(d).
Since
Ep,q∞ (ρ) = F
pHp+q(Kρ(d))/F p+1Hp+q(Kρ(d)),
and similarly for Ep,q∞ (ρ+ κ), we have proved the following:
Corollary 2.5.3. The map iH : Hn(Kρ(d)) −→ Hn(Kρ+κ(d) ) induced in homology by the inclusion
i : Kρ(d) −→ Kρ+κ(d) sends F pHn(Kρ(d)) to F p+1Hn(Kρ+κ(d) ) for every n and 0 ≤ p ≤ d− 1.
We are now in position to conclude the proof of Proposition 2.5.1. Fix the parameters α, `
and α′ as in the statement of the proposition. Choose d ` and apply what we have proved
above to Kα(d) (i.e. take ρ = α). Corollary 2.5.3, applied with p = 0, implies that iH maps
Hn(Kα(d)) to F 1Hn(Kα+K
M
(d) ) for all n. We now apply the Corollary 2.5.3 again, this time with
p = 1, ρ = α + KM and the inclusion Kα+KM(d) −→ Kα+2K
M
(d) and together with the previous
conclusion infer that iH maps Hn(Kα(d)) to F 2Hn(Kα+2K
M
(d) ) for all n. (By a slight abuse of
notation we have denoted here by the same symbol, iH , the maps induced in homology by the
following different inclusions: Kρ(d) −→ Kρ+κ(d) , Kρ+K
M
(d) −→ Kρ+2κ(d) and Kρ(d) −→ Kρ+2κ(d) . Below
we will continue with this notation.)
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Applying the same argument over and over again, ` times, we conclude that the map
iH : Hn(Kα(d)) −→ Hn(Kα+`κ(d) ) induced by the inclusion Kα(d) −→ Kα+`κ(d) maps Hn(Kα(d)) to
F `Hn(Kα+`κ(d) ).
Let now β ∈ H≤α be a cycle and denote by β its image in H≤α′(d) , where α′ = α+`κ. Consider
the cycle (0, β) ∈ Kα′(d). By what we have proved before we have [(0, β)] ∈ F `H∗(Kα
′
(d)).
It follows that there exists τ ′ ∈ hom≤α′;h(Y,M) with τ ′1 = · · · = τ ′` = 0 such that [(0, β)] =
[(0, τ ′)] in H∗(Kα′(d)). Therefore, there exist γ ∈M≤α
′
(Y ) and θ ∈ hom≤α′;h(Y,M) such that
(0, β) = (0, τ ′) +
(
µM1 (γ), λ
α′
(d)(γ) + µ
hom
1 (θ)
)
in Kα′(d). In order to lift the last equation from Kα
′
(d) to Cone
(M≤α′(Y ) λα′−−→ H≤α′) we can
correct the terms beyond order d if necessary by replacing τ ′ with a suitable τ that coincides
with τ ′ up to order d (recall that d `).
Summing up, we have proved that there exists a cycle γ ∈ M≤α′(Y ), and a pre-module
homomorphism θ ∈ hom≤α′;h(Y,M) such that
β = λ(γ) + µmod1 (θ) + τ,
where τ ∈ hom≤α′;h(Y,M) is a cycle with τ1 = · · · = τ` = 0, as claimed by the Proposition.
(The statement in the Proposition concerning diagram (31) is a rephrasing of what we have
just proved.)
This concludes the proof of Proposition 2.5.1, modulo the proof of Claim 2.5.2 which we
will carry out next. 
Proof of Claim 2.5.2. Fix q. We define the chain homotopy S•,q as follows. Define S0,q = 0.
(Note that E−1,q1 (ρ) = 0.) Next, to define S
1,q, let
f ∈ E1,q0 (ρ) =
∏
X∈Ob(A)
hom
≤ρ+h1
R
(
C(X, Y ),M(X))
be a ∂0-cycle. We define
S1,q[f ] := [f(eY )] ∈ E0,q1 (ρ+ κ) = Hq(M≤ρ+
h
1+κ(X)).
Since κ ≥ uA, f(eY ) indeed belongs to E0,q0 (ρ + κ). Moreover, a straightforward calcula-
tion shows that f(eY ) is a ∂0-cycle and that its homology class [f(eY )] depends only on the
homology class [f ] ∈ E1,q1 (ρ).
for the range of degrees 2 ≤ p ≤ d we define Sp,q by a similar formula: let f ∈ Ep,q0 (ρ), i.e.
a collection of R-linear homomorphism as in (34). Assume that f is a ∂0-cycle. Define S
p,q[f ]
to be the homology class [g] ∈ Ep−1,q1 (ρ+ κ) of the element g ∈ Ep−1,q0 (ρ+ κ) given by:
g(a1, . . . , ap−2, b) = f(a1, . . . , ap−2, b, eY ),
∀ ai ∈ C(Xi−1, Xi), i = 1, . . . , p− 2, b ∈ C(Xp−2, Y ).
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Since κ ≥ uA, we have g ∈ Ep−1,q0 (ρ + κ). A straightforward calculation shows that g is a
∂0-cycle and moreover its homology class, [g] ∈ Ep−1,q1 (ρ + κ) depends only on the homology
class [f ] of f . This concludes the definition of the maps Sp,q. (For p’s outside of the range
0, . . . , d we can define Sp,q in an arbitrary way.)
We verify now the identity (37). We begin with 2 ≤ p ≤ d− 1. Let f ∈ Ep,q0 (ρ) be a cycle.
A straightforward calculation shows that (∂1S
p,q + Sp+1,q∂1)[f ] = [f˜ ], where
f˜(a1, . . . , ap−1, b) = f(a1, . . . , ap−1, µA2 (b, eY )).
We claim that [f˜ ] = [f ] in Ep,q1 (ρ + κ). Indeed, since Y ∈ UR,e(κ) there exists a chain
homotopy hXp−1 : C(Xp−1, Y ) −→ C(Xp−1, Y ) that shifts action by ≤ κ such that
µ2(b, eY ) = b+ hXp−1µ
A
1 (b) + µ
A
1 hXp−1(b), ∀ b ∈ C(Xp−1, Y ).
Define ψ ∈ Ep,q−10 (ρ+ κ) by
ψ(a1, . . . , ap−1, b) := f(a1, . . . , ap−1, hXp−1(b)).
A straightforward calculation shows that f˜ − f = ∂0ψ, hence [f˜ ] = [f ] in Ep,q1 (ρ + κ). This
proves (37) for 2 ≤ p ≤ d. A similar argument shows that (37) holds also for p = 1.
It remains to verify (37) the case p = 0. Let m ∈M≤ρ(Y ) be a cycle. We have:
(∂1S
0,q + S1,q∂1)[m] = S
1,q∂1[m) = (∂1[m])(eY ) = [µ
M
2 (eY ,m)].
By assumption M ∈ Uw(κ), hence [µM2 (eY ,m)] = [m] in Hq(M≤ρ+κ(Y )). This proves (37)
for p = 0 and concludes the proof of Claim 2.5.2. 
2.6. Structure theorem for weakly filtered iterated cones. Let A be a an h-unital
weakly filteredA∞-category with discrepancy≤ A and discrepancy of units uA. Let L0, . . . , Lr ∈
Ob(A) and denote by Li the Yoneda module associated to Li, viewed as weakly filtered mod-
ules. In this section we analyze iterated cones in the weakly filtered framework. By iterated
cones we mean modules of the type:
Cone(Lr φr−−→ Cone(Lr−1 φr−1−−−→ Cone(· · · Cone(L2 φ2−−→ Cone(L1 φ1−−→ L0))···))). (38)
The weakly filtered structure is defined by iterating the construction from §2.4. More precisely,
we define a sequence of weakly filtered A-modules K0, . . . ,Kr as follows. We start by setting
K0 := L0 which is a weakly filtered module with discrepancy ≤ K0 := A. Note that all the
modules Li have discrepancy ≤ A too. Suppose that φ1 ∈ hom≤ρ1;δφ1 (L1,K0) is a module
homomorphism, where ρ1 ∈ R and δφ1 is some sequence. We do not assume that δφ1 satisfies
anything like Assumption E . We define K1 = Cone(L1 (φ1;ρ1,δ
φ1 )−−−−−−−→ K0). Since K0 = A, the
discrepancy of K1 is ≤ K1 := max{A, δφ1 − δφ11 }.
Let i ≥ 1 and suppose that we have already defined the weakly filtered modules K0, . . . ,Ki.
Let φi+1 : Li+1 −→ Ki be a module homomorphism that shifts action by ≤ ρi+1 and has
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discrepancy ≤ δφi+1 . Again, we do not assume that δφi+1 satisfies any assumption of the
type E . We defineKi+1 = Cone(Li+1 (φi+1;ρi+1,δ
φi+1 )−−−−−−−−−−−→ Ki). TheA-moduleKi+1 has discrepancy
≤ Ki+1 := max{Ki , δφi+1 − δφi+11 } because (by induction) Ki ≥ A. The final A-module Kr
is precisely the one described by (38) and moreover now it also has the structure of a weakly
filtered module.
The following expressions will be used frequently in what follows:
χm,d :=
m∑
j=1
d+m∑
i=1
δ
φj
i +
d+m∑
i=1
Ai ,
ξq := κ+
q+3∑
i=1
Ai +
q∑
j=1
q+2∑
i=1
δ
φj
i .
(39)
Theorem 2.6.1. Let Ki, 0 ≤ i ≤ r be as above. Assume that A is h-unital in the weakly
filtered sense with discrepancy of units ≤ uA. Let κ ≥ 2uA + A2 be a real number and assume
that A and the objects Li satisfy the following two conditions:
(1) A ∈ U e(κ).
(2) For every 0 ≤ i ≤ r, Li ∈ UR,e(κ), and Li ∈ Uw(κ).
Then there exists a weakly filtered A-module M with the following properties:
(1) For every X ∈ Ob(A), we have M(X) = Kr(X) as R-modules, namely the R-module
M(X) is a direct sum:
M(X) = C(X,L0)⊕ C(X,L1)⊕ · · · ⊕ C(X,Lr). (40)
(2) Denote by µM1 the differential of the chain complex M(X). Then the matrix of µM1
with respect to the splitting (40) has the following shape: µM1 = (aij)0≤i,j≤r with ai,j :
C(X,Lj) −→ C(X,Li), where:
(a) ai,j = 0 for every i > j. In other words, the matrix of µ
M
1 is upper triangular.
(b) ai,i = µ
A
1 : C(X,Li) −→ C(X,Li).
(c) There exist elements cq,p ∈ C(Lq, Lp) for all 0 ≤ p < q ≤ r, such that for for
every i < j the (i, j)’th entry of the matrix of µM1 is given by:
ai,j(−) =
∑
2≤d, k
µAd (−, ckd,kd−1 , . . . , ck2,k1), (41)
where k = (k1, . . . , kd) runs over all partitions i = k1 < k2 < · · · < kd−1 < kd = j.
(Note that the sum in (41) is finite. In fact, the index d in this sum cannot exceed
j − i which in turn is ≤ r.)
(d) cq,p ∈ C≤αq,p(Lq, Lp), where
αq,p = ρq − ρp +Bqξq, (42)
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where Bq is a universal constant in the sense that it depends only on q, but not
on A, the modules Ki or their discrepancy data. (In (42) and in what follows we
use the convention that ρ0 = 0.)
(3) There exists a quasi-isomorphism of A-modules σ : Kr −→ M which shifts action by
≤ ρσ and has discrepancy ≤ σ. The latter quantities admit the following estimates:
ρσ ≤ Crξr, σd ≤ Dr,dχr,d, (43)
where the constants Cr and {Dr,d}d∈N are universal in the sense mentioned at point (2d)
above.
(4) The 1’st order part σ1 : Kr(X) −→ M(X) of the quasi-isomorphism σ is an isomor-
phism of chain complexes for all X ∈ Ob(A), and the matrix corresponding to σ1 with
respect to the splitting (40) (taken both for Kr(X) andM(X)) is upper triangular with
id-maps along its diagonal.
(5) The inverse σ−11 : M(X) −→ Kr(X) of σ1 is action preserving (i.e. it is filtered and
shifts action by ≤ 0).
(6) For every 0 ≤ j ≤ r the diagonal element
∆j = prC(X,Lj) ◦ σ1|C(X,Lj) : C(X,Lj) −→ C(X,Lj)
is the identity map (as follows from point (4) above). However, when the domain
inherits filtration from Kr(X) and the target from M(X) this map shifts action by
≤ ρσ. (Note that for j ≥ 1, C(X,Lj) is in general not a subcomplex of either Kr(X)
or of M(X)). For j = 0, C(X,L0) is a subcomplex of both Kr(X) and of M(X) and
the two inherited filtrations on C(X,L0) coincide, hence ∆0 = id preserves filtration
(i.e. shifts action by ≤ 0).
Proof of Theorem 2.6.1. We will construct inductively a sequence of weakly filtered modules
Mi, i = 1, . . . , r such that Mi is quasi-isomorphic to Ki and whose differential µMi1 has a
matrix of the type describe by (41). The desired module M will then be Mr. In the course
of the construction we will successively apply Proposition 2.5.1 and Lemmas 2.4.5, 2.4.4.
Fix once and for all ` := r+ 2. We begin the construction with i = 1. PutM0 = K0 = L0,
K′1 = K1. Set also κ0 = κ, so that L1,K0 ∈ Uw(κ0). Define an auxiliary weakly filtered module
K′′1 := Cone(L1
(φ1;ρ1+`κ0,(1))−−−−−−−−−−→ K0),
where (1) is chosen such that:
(1) ≥ δφ1 , (1) ∈ E(A, K0), (1)d ≥ K0d+1 ∀ d.
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By Proposition 2.5.1 there exists a cycle c1 ∈ K≤ρ1+`κ00 (L1) = C≤ρ1+`κ0(L1, L0) as well as
θ1, τ1 ∈ hom≤ρ1+`κ0;(1)(L1,K0) with τ1 a cycle and (τ1)1 = · · · = (τ1)` = 0, such that:
φ1 = λ(c1) + µ
mod
1 (θ) + τ1
in hom≤ρ1+`κ0;
(1)
(L1,K0). Define now
M1 := Cone(L1 (φ1−µ
mod
1 (θ1);ρ1+`κ0,
(1))−−−−−−−−−−−−−−−−→ K0).
Note that M1 = max{A, K0 , (1) − (1)1 } = (1) − (1)1 because (1) ∈ E(A, K0).
For later use we will need to address Assumption Uw for the module M1. Indeed, by
Lemma 2.4.8 we have M1 ∈ Uw(κ1), where
κ1 := max{2κ0, 2uA + (1)3 − (1)1 , 2uA + 2(1)2 − 2(1)1 , κ0 + (1)2 − (1)1 }.
The modules K′1 = K1, K′′1 and M1 are related by weakly filtered quasi-isomorphisms as
follows. The identity homomorphism can be viewed as a weakly filtered quasi-isomorphism
I1 : K1 −→ K′′1 which shifts action by ≤ `κ0 and has discrepancy ≤ ((1)1 − δφ11 , 0, . . . , 0, . . .).
Lemma 2.4.5 provides a quasi-isomorphism ϑ1 : K′′1 −→ M1 which shifts action by ≤ 0 and
has discrepancy ≤ (1) − (1)1 . Consider η1 : K1 →M1 given by the composition
η1 := ϑ1 ◦ I1.
This is a quasi-isomorphism which shifts action by ≤ `κ0 and has discrepancy ≤ (1) − δφ11 .
The first order part (η1)1 : K1(X) −→ M1(X) of the module homomorphism η1 is an
isomorphism of chain complexes for all X and its matrix (with respect to the splitting
C(X,L0)⊕C(X,L1) of K1(X) andM1(X) as R-modules) is upper triangular with id’s along
the diagonal. This follows from the explicit formula of (ϑ1)1 from the proof of Lemma 2.4.5.
The same formula also shows that (ϑ1)
−1
1 shift action by ≤ 0 and the same holds for (I1)−11 .
It follows that the inverse (η1)
−1
1 of (η1)1 shifts action by ≤ 0.
Next, consider the composition η1 ◦ φ2 : L2 −→M1. This is a module homomorphism that
shifts action by ≤ ρ2 + `κ0 and has discrepancy ≤ η1◦φ2 = η1 ∗ δφ2 . Define now:
K′2 = Cone(L2
(η1◦φ2;ρ2+`κ0,η1∗δφ2 )−−−−−−−−−−−−−−→M1),
K′′2 = Cone(L2
(η1◦φ2;ρ2+`κ1+`κ0,(2))−−−−−−−−−−−−−−−→M1),
where (2) is chosen such that:
(2) ≥ η1 ∗ δφ2 , (2) ∈ E(A, M1), (2)d ≥ M1d+1 ∀ d.
Applying Proposition 2.5.1 we can write:
η1 ◦ φ2 = λ(c2) + µmod1 (θ2) + τ2,
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where c2 ∈M≤ρ2+`κ1+`κ01 (L2), is a cycle and θ2, τ2 ∈ hom≤ρ2+`κ1+`κ0;
(2)
(L2,M1) with τ2 being
a cycle such that (τ2)1 = · · · = (τ2)` = 0.
We define now
M2 := Cone(L2 (η1◦φ2−µ
mod
1 (θ2);ρ2+`κ1+`κ0,
(2))−−−−−−−−−−−−−−−−−−−−→M1).
The discrepancy of M2 is ≤ M2 := max{A, M1 , (2) − (2)1 } = max{(1) − (1)1 , (2) − (2)1 }.
By Lemma 2.4.8 we have M2 ∈ Uw(κ2), where
κ2 := max{2κ1,2uA + (1)3 − (1)1 , 2uA + (2)3 − (2)1 ,
2uA + 2(1)2 − 2(1)1 , 2uA + 2(2)2 − 2(2)1 ,
κ0 + 
(1)
2 − (1)1 , κ0 + (2)2 − (2)1 }.
The modules K2, K′2, K′′2 and M2 are related by weakly filtered quasi-isomorphisms:
K2 ψ2−−→' K
′
2
I2−−→
'
K′′2 ϑ2−−→' M2,
where the shifts in action and discrepancies of these maps are given by:
shift(ψ2) ≤ `κ0, ψ2 ≤ (1) − δφ11 ,
shift(I2) ≤ `κ1, I2 ≤ ((2)1 − δφ21 − (1)1 + δφ11 , 0, . . . , 0, . . .),
shift(ϑ2) ≤ 0, ϑ2 ≤ (2) − (2)1 .
The quasi-isomorphism ψ2 is obtained from Lemma 2.4.4 and ϑ2 from Lemma 2.4.5. The quasi-
isomorphism I2 is basically the identity map, relating the same module with two (slightly)
different structures of weakly filtered module.
Consider now the composition η2 = ϑ2 ◦ I2 ◦ ψ2 : K2 −→M2. This quasi-isomorphism has
the following action shift and discrepancy:
shift(η2) ≤ `(κ1 + κ0), η2 ≤ (2) ∗ (1) − (δφ21 + (1)1 ).
As in the previous step, the first order part (η2)1 : K2(X) −→ M2(X) of η2 is an isomor-
phism of chain complexes and its matrix (with respect to the splitting C(X,L0)⊕C(X,L1)⊕
C(X,L2) of K2(X) and M2(X) as R-modules) is upper triangular with id’s along the diago-
nal. Moreover, the inverse (η2)
−1
1 of (η2)1 shifts action by ≤ 0. These assertions easily follows
from the explicit formulas of (ψ2)1 and (ϑ2)1 given in the proofs of Lemmas 2.4.4 and 2.4.5
respectively and the fact, already shown in the previous step, that (η1)1 is a chain isomorphism
represented by an upper triangular matrix with id’s along the diagonal. Recall also from the
previous step that (η1)
−1
1 shifts action by ≤ 0. An examination of the action shifts shows that
each of the maps (I2)
−1
1 , (ψ2)
−1
1 and (ϑ2)
−1
1 shifts action by ≤ 0, hence the same holds for
(η2)
−1
1 .
36 PAUL BIRAN, OCTAV CORNEA, AND EGOR SHELUKHIN
To exemplify the structure of the proof, let us work out yet another step - i.e. the con-
struction of M3. Consider the homomorphism η2 ◦ φ3 : L3 −→ M2. Its action-shift and
discrepancy are given by:
shift(η2 ◦ φ3) ≤ ρ3 + `(κ1 + κ0), η2◦φ3 ≤ δφ3 ∗ η2 .
Choose (3) such that:
(3) ≥ η2 ∗ δφ3 , (3) ∈ E(A, M2), (3)d ≥ M2d+1 ∀ d.
Define:
K′3 = Cone(L3
(η2◦φ3;ρ3+`(κ1+κ0),η2∗δφ3 )−−−−−−−−−−−−−−−−−→M2),
K′′3 = Cone(L3
(η2◦φ3;ρ3+`(κ2+κ1+κ0),(3))−−−−−−−−−−−−−−−−−→M2).
By Proposition 2.5.1 we can write:
η2 ◦ φ3 = λ(c3) + µmod1 (θ3) + τ3,
where c3 ∈M≤ρ3+`(κ2+κ1+κ0)2 (L3) is a cycle, θ3, τ3 ∈ hom≤ρ3+`(κ2+κ1+κ0);
(3)
(L3,M2) and τ is a
cycle such that: (τ3)1 = · · · = (τ3)` = 0.
We now define:
M3 := Cone(L3 (η2◦φ3−µ
mod
1 (θ3);ρ3+`(κ2+κ1+κ0),
(3))−−−−−−−−−−−−−−−−−−−−−−−→M2).
The discrepancy of M3 is ≤ M3 := max{A, M2 , (3) − (3)1 } = max{(i) − (i)1 | 1 ≤ i ≤ 3}.
By Lemma 2.4.8 we have M3 ∈ Uw(κ3), where
κ3 := max{2κ2, 2uA + (i)3 − (i)1 , 2uA + 2(i)2 − 2(i)1 , κ0 + (i)2 − (i)1 | 1 ≤ i ≤ 3}.
The modules K3, K′3, K′′3 and M3 are related by weakly filtered quasi-isomorphisms:
K3 ψ3−−→' K
′
3
I3−−→
'
K′′3 ϑ3−−→' M3,
where the shifts in action and discrepancies of these maps are given by:
shift(ψ3) ≤ `(κ1 + κ0), ψ3 ≤ (2) − δφ21 ,
shift(I3) ≤ `κ2, I3 ≤ ((3)1 − δφ31 − (2)1 + δφ21 , 0, . . . , 0, . . .),
shift(ϑ3) ≤ 0, ϑ3 ≤ (3) − (3)1 .
The quasi-isomorphism ψ3 is obtained from Lemma 2.4.4 and ϑ3 from Lemma 2.4.5. The quasi-
isomorphism I3 is basically the identity map, relating the same module with two (slightly)
different structures of weakly filtered module. Define η3 : K3 −→ M3 to be the composition
η3 = ϑ3 ◦ I3 ◦ ψ3. We have:
shift(η3) ≤ `(κ2 + κ1 + κ0), η3 ≤ (3) ∗ (2) ∗ (1) − (δφ31 + (2)1 + (1)1 ).
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As in the previous step, the first order part (η3)1 of η3 is a chain isomorphism represented
by an upper triangular matrix with id’s along the diagonal and its inverse (η3)
−1
1 shifts action
by ≤ 0. This is proved in the same way as in the previous step for (η2)1, keeping in mind that
(η2)
−1
1 shifts action by ≤ 0.
Continuing as above by induction we obtain the following things for every 1 ≤ j ≤ r:
(1) A weakly filtered module Mj.
(2) Two sequences of non-negative real numbers (j) and ηj that satisfy:
(a) (j) ≥ ηj−1 ∗ δφj , (j) ∈ E(A, Mj−1), (j)d ≥ Mj−1d+1 ∀ d.
(b) ηj ≤ (j) ∗ · · · ∗ (1) − (δφj1 +
∑j−1
i=1 
(i)
1 ).
We use the convention that η0 = (0, . . . , 0, . . .).
(3) A positive real number κj defined (inductively) by:
κj := max{2κj−1, 2uA + (i)3 − (i)1 , 2uA + 2(i)2 − 2(i)1 , κ0 + (i)2 − (i)1 | 1 ≤ i ≤ j}.
(Recall that κ0 = κ.)
(4) A cycle cj ∈M≤ρj+
∑j−1
i=0 κi
j−1 (Li).
(5) The module Mj is related to Mj−1 by:
Mj = Cone
(Lj (λ(cj)+τj ;ρj+`∑j−1i=0 κi,(j))−−−−−−−−−−−−−−−−−→Mj−1), (44)
where τj ∈ hom≤ρj+`(
∑j−1
i=0 κi);
(j)
(Lj,Mj−1) is a cycle with (τj)1 = · · · = (τj)` = 0.
(6) The discrepancy of Mj is given by:
Mj ≤ max{(i) − (i)1 | 1 ≤ i ≤ j}.
(7) Mj ∈ Uw(κj).
(8) A weakly filtered quasi-isomorphism ηj : Kj −→Mj which shifts action by ≤ `(κ0 +
· · ·+κj−1) and with discrepancy≤ ηj , where the sequences ηj is the one from point (2)
above. Moreover, the first order part (ηj)1 is a chain isomorphism represented by an
upper triangular matrix with id’s along the diagonal (with respect to the splitting
CF (X,L0)⊕ · · · ⊕ C(X,Lr)) and its inverse (ηj)−11 shifts action by ≤ 0.
The moduleM claimed in the statement of the theorem is the moduleMr, and the quasi-
isomorphism of A-modules σ : Kr −→M is ηr.
Next, we analyze the differential µ
Mj
1 on the modules Mj. We begin with the module
M1 = Cone(L1 (λ(c1)+τ1;ρ1+`κ0,
(1))−−−−−−−−−−−−−→ K0). (45)
Recall that c1 ∈ K≤ρ1+`κ00 (L1) = C≤ρ1+`κ0(L1, L0). For further use, we will write c1,0 := c1.
Let X ∈ Ob(A). Write
M1(X) = C(X,L1)⊕ C(X,L0)
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as R-modules. By the definition of the map λ we have according to this splitting:
µM11 (b1, b0) =
(
µA1 (b1), µ
A
1 (b0) + µ
A
2 (b1, c1,0)
)
, ∀ b1 ∈ C(X,L1), b0 ∈ C(X,L0).
More generally, the higher operations µM1d have the following form. Let 1 ≤ d ≤ ` − 1 and
X0, . . . , Xd−1 ∈ Ob(A). Then:
µM1d (a1, . . . , ad−1, (b1, b0))
=
(
µAd (a1, . . . , ad−1, b1), µ
A
d (a1, . . . , ad−1, b0) + µ
A
d+1(a1, . . . , ad−1, b1, c1,0)
)
,
∀ai ∈ C(Xi−1, Xi), i = 1, . . . , d, ∀ (b1, b0) ∈ C(Xd, L1)⊕ C(Xd, L0).
(46)
Note that the term τ1 in (45) does not play any role in the expression for µ
M1
d as long as
d ≤ `− 1, since (τ1)1 = · · · = (τ1)` = 0. Recall also that ` r.
We now analyze M2. Recall that:
M2 := Cone(L2 (λ(c2)+τ2;ρ2+`κ1+`κ0,
(2))−−−−−−−−−−−−−−−−→M1), (47)
where c2 ∈M≤ρ2+`(κ1+κ0)1 (L2). Recall that
M≤ρ2+`(κ1+κ0)1 (L2) = C≤ρ2−ρ1+`κ1−
(1)
1 (L2, L1)⊕ C≤ρ2+`(κ1+κ0)(L2, L0)
as R-modules. Write c2 = (c2,1, c2,0) with respect to this splitting.
Let X ∈ Ob(A) and write
M2(X) = C(X,L2)⊕M1(X) = C(X,L2)⊕ C(X,L1)⊕ C(X,L0) (48)
as R-modules. By the definition of λ together with (46) we have:
µM21 (b2, b1, b0) =
(
µA1 (b2), µ
M1
1 (b1, b0) + µ
M1
2 (b2, c2)
)
=
(
µA1 (b2), µ
A
1 (b1) + µ
A
2 (b2, c2,1), µ
A
1 (b0) + µ
A
2 (b1, c1,0) + µ
A
2 (b2, c2,0) + µ
A
3 (b2, c2,1, c1,0)
)
.
(49)
In other words, the matrix of µM21 has the following shape:
µM21 =
µA1 (−) µA2 (−, c1,0) µA2 (−, c2,0) + µA3 (−, c2,1, c1,0)0 µA1 (−) µA2 (−, c2,1)
0 0 µA1 (−)
 (50)
Here the matrix has been calculated with respect to the splitting
M2(X) = C(X,L0)⊕ C(X,L1)⊕ C(X,L2)
(in contrast to (48) and (49)) in order to be compatible with (40).
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A similar formula holds also for the higher operations µM2d . More precisely, Let 1 ≤ d ≤ `−2
and X0, . . . , Xd−1 ∈ Ob(A). Then:
µM2d (a, b2, b1, b0)
=
(
µAd (a, b2), µ
A
d (a, b1) + µ
A
d+1(a, b2, c2,1),
µAd (a, b0) + µ
A
d+1(a, b1, c1,0) + µ
A
d+1(a, b2, c2,0) + µ
A
d+2(a, b2, c2,1, c1,0)
)
,
(51)
for all a ∈ C(X0, X1)⊗ · · · ⊗ C(Xd−2, Xd−1).
Continuing by induction as above, we obtain the elements cq,p ∈ C(Lq, Lp) for all 0 ≤
q < p ≤ r and the operators ai,j, i > j, as described in (41), which form the matrix of the
differentials µM1 for the module M =Mr.
Note that the µ
Mj
k -operation of the intermediate moduleMj involves expressions containing
µAd for d ≤ j + k but no higher order µ’s. It is also important to remark that at every step
of the construction, the operations µ
Mj
d for d ≤ r + 1 − j will depends on the cycles cq,p
with 0 ≤ p < q ≤ j but not on the elements τi that appear in (44). The reason is that
(τi)1 = · · · = (τi)` = 0 and we have chosen in advance ` = r + 2.
Next, we estimate the action levels αq,p of cq,p from (42) and the action shift and discrepancy
of the quasi-isomorphism σ = ηr as claimed in (43).
An inspection of the previous steps in the proof shows that
cq,p ∈ C≤ρq−ρp+`(κp+···+κq−1)−
(p)
1 (Lq, Lp).
Thus we need to estimate the κj’s. This, in turn, would require to estimate the 
(i)’s.
Note that we can choose at every step of the previous inductive construction the sequence
(j) at (2a) to satisfy:

(j)
d ≤ Mj−1d+1 +
d∑
i=1
(

ηj−1
i + δ
φj
i + 
A
i + 
Mj−1
i
)
.
A simple inductive argument now implies the desired estimates for the 
(j)
d ’s the κj’s as well
as for the action shift of ηj and its discrepancy.
Finally, the first statement at point (6) follows easily from the induction process defining
the maps ηi, i = 1, . . . , r, by examining the filtrations induced on CF (X,Lj) by each of Ki(X)
andMi(X) for j ≤ i ≤ r. That C(X,L0) is a subcomplex of both Ki(X) andMi(X) follows
from the fact that Ki and Mi are both iterated cones starting with the object L0.

2.7. Invariants and measurements for filtered chain complexes. As a supplement to
the previous material we describe here a number of numerical invariants of filtered chain
complexes that will be useful in §4 when we prove our main geometric results.
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We begin with basic definitions. Fix a commutative ring R with unity. By a filtered chain
complex we mean a chain complex (C, dC) of R-modules endowed with an increasing filtration
by sub-chain complexes C≤α ⊂ C, indexed by the real numbers α ∈ R. An R-linear map
f : C −→ D between two filtered chain complexes (C, dC), (D, dD) is called filtered if there
exists ρ ∈ R such that f(C≤α) ⊂ D≤α+ρ for every α. In that case we also say that f shifts
action by ≤ ρ. In case f preserves the filtrations (i.e. it shifts filtration by ≤ 0) we say that
f is strictly filtered.
Let C,D be two chain complexes and assume D is filtered. Every chain map φ : C −→ D
induces a filtration on C by C≤α := φ−1(D≤α) which we call the pull-back filtration by φ.
Endowing C with this filtration makes the map φ strictly filtered.
Let C be a filtered chain complex, and x ∈ C. Define A(x) ∈ R ∪ {−∞,∞} to be the
infimal filtration level of C which contains x, i.e. A(x) := inf{α ∈ R | x ∈ C≤α}. We call
A(x) the action level of x. Sometimes we will write A(x;C) instead of A(x) in order to keep
track of the chain complex that x belongs to. By our conventions we have A(0) = −∞ and
if ∩α∈RC≤α = {0} then A(x) = −∞ iff x = 0. Also, if the filtration on C is exhaustive, i.e.
∪α∈RC≤α = C, then A(x) <∞ for every x ∈ C.
Another measurement relevant for our considerations is the following. Let (C, dC), (D, dD)
be filtered chain complexes and f : C −→ D a strictly filtered R-linear map. Define the
“action drop” of f as δf = sup{r ∈ [0,∞) | ∀a ∈ R, f(C≤a) ⊂ D≤a−r}. An important special
case is when C = D and f = dC the differential of C:
δdC = sup{r ∈ [0,∞) | ∀a ∈ R, dC(C≤a) ⊂ C≤a−r} . (52)
A central measurement in our framework is the following. Let ψ : C −→ D be a filtered
chain map and assume that ψ is null-homotopic. Define its homotopical boudary level Bh(ψ)
to be the infimal action shift needed for a chain homotopy between ψ and 0. More precisely:
Bh(ψ) = inf
{
ρ ∈ R | ∃ an R-linear map h : C −→ D which shifts action by ≤ ρ,
and such that ψ = hdC + dDh
}
.
(53)
This notion is closely related to the boundary depth measurement introduced by Usher [Ush1,
Ush2]. In order to put things in the right context we will explain this relation and further
notions in the next section.
2.7.1. Boundary depth and related algebraic notions. Let (C, dC), (D, dD) be filtered chain
complexes and φ : C −→ D a strictly filtered chain map. Denote by Z≤αC ⊂ C≤α the cycles of
C≤α and by BD ⊂ D the boundaries of D.
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Definition 2.7.1. The boundary depth of φ is defined by:
β(φ) = inf
{
r ≥ 0 ∣∣ ∀α ∈ R,∀x ∈ Z≤αC with φ(x) ∈ BD,
∃ b ∈ D≤α+r such that φ(x) = dD(b)
}
.
(54)
This notion was introduced and studied extensively in symplectic topology (in a slightly
different formulation) by Usher [Ush1, Ush2].
A special case of interest is the following. Let c ∈ (C, dC) be a boundary. Denote by 〈c〉 be
the chain complex with a single generator c and zero differential and let j : 〈c〉 −→ C be the
inclusion. Endow 〈c〉 with the pull-back filtration by j. Note that with this filtration j is a
strictly filtered map. Define now
β(c;C) := β
(〈c〉 j−→ C) . (55)
It is easy to see that β(c;C) = inf{r ≥ 0 | c is a boundary in C≤A(c)+r}. Note also that for
every boundary c ∈ C we have β(c;C) ≥ δdC , where δdC is defined in (52).
Sometimes it would be more convenient to work with the following quantity instead of
β(c;C). Let c ∈ C be a boundary. Define
B(c;C) = inf
{
α ∈ R | ∃ b ∈ C≤α such that c = dCb}. (56)
Clearly, B(c;C) = A(c;C) + β(c;C). We call B(c;C) the boundary level of the element c.
Returning to the boundary depth measurement, another special case is the boundary depth
of a chain complex C. This is the boundary depth of the identity of C, i.e. β(C) = β(idC).
This measurement is especially useful when C is acyclic.
Yet another instance of the same notion appears in the following setting. Let (C, dC) and
(D, dD) be two filtered chain complexes. Denote by homR(C,D) the R-linear maps C −→ D.
Then homR(C,D) is a chain complex with differential dhom(f) = dD ◦ f − f ◦ dC . (In case C
and D are graded we take homR(C,D) to consist only of linear maps that preserve degree up
to a shift, and the differential is modified to be dhom(f) = dD ◦ f − (−1)|f |f ◦ dC , where |f | is
the degree-shift of f .) The cycles in homR(C,D) are chain maps and the boundaries are the
null-homotopic chain maps. The chain complex homR(C,D) is filtered where hom
≤γ
R (C,D) is
the subcomplex consisting of all R-linear maps C −→ D that shift action by ≤ γ.
Now let ψ : C −→ D be a filtered chain map and assume that ψ is null-homotopic (i.e. ψ
is a boundary in homR(C,D)). We define the homotopical boundary depth βh(ψ) of ψ by
βh(ψ) := β(ψ; homR(C,D)) . (57)
More explicitly, βh(ψ) is the infimal r ≥ 0 for which ψ is null-homotopic via a chain homotopy
that shifts filtration by ≤ A(ψ) + r. As before, we define also the homotopical boundary level
Bh(ψ) = B(ψ; homR(C,D)).
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Note that if ψ : C −→ D is a strictly filtered chain map which is null homotopic then:
β(ψ) ≤ Bh(ψ) = A(ψ) + βh(ψ) ≤ βh(ψ), (58)
where the last inequality holds because ψ is strictly filtered, hence A(ψ) ≤ 0.
Remark 2.7.2. We have defined the boundary depth β(ψ) only for strictly filtered chain maps.
However, the homotopical boundary depth βh(ψ) is defined for all filtered (null-homotopic)
chain maps ψ, not only for the strictly filtered ones. This is because, in contrast to β(ψ), the
homotopical boundary depth βh(ψ) is defined as the boundary depth of the element ψ inside
the filtered chain complex homR(C,D).
Finally, here is another variant of the same measurement. Let A be a weakly filtered A∞-
category with discrepancy ≤ A (see §2). Let m = (m1 = 0, m2 , . . . , md , . . .) be a sequence
of non-negative real numbers, and let M0,M1 be two weakly filtered A-modules with dis-
crepancy ≤ m. Let h be another sequence of non-negative real numbers, and assume that
h ∈ E(m, A). (See §2.3.1, page 14.)
Denote by hom
h
(M0,M1) the weakly filtered pre-module homomorphisms M0 −→ M1
with discrepancy ≤ h (and arbitrary action shift). As explained in §2.3.1, homh(M0,M1)
is a chain complex when endowed with the differential µmod1 of the dg-category of A-modules.
Moreover, this chain complex is filtered by hom≤ρ;
h
(M0,M1), ρ ∈ R.
Now let ψ : M0 −→ M1 be a weakly filtered module homomorphism with discrepancy
≤ h, and assume that ψ is a boundary in homh(M0,M1) (i.e. ψ is chain homotopic to
0 via a chain homotopy of pre-module maps with discrepancy ≤ h. Then we can define
βh(ψ; 
h) := β
(
ψ; hom
h
(M0,M1)
)
. Now, let X ∈ Ob(A) and denote by ψX1 : M0(X) −→
M1(X) the chain map which is the 1’st order component of ψ (corresponding to the object X).
By the preceding discussion we can associate to ψX1 its homotopical boundary depth βh(ψ
X
1 ) =
β
(
ψX1 ; homR(M0(X),M1(X))
)
by the recipe (57). The two versions of the boundary depth
βh(ψ; 
h) and βh(ψ
X
1 ) are related as follows:
βh(ψ
X
1 ) + A(ψ
X
1 ) ≤ βh(ψ; h) + A(ψ) + h1 .
Here A(ψX1 ) is the action-level of ψ
X
1 viewed as an element of the filtered chain complex
homR(M0(X),M1(X)) while A(ψ) is the action level of ψ, viewed as an element of the
filtered chain complex hom
h
(M0,M1).
In case ψX1 is strictly filtered, then we also have the following two inequalities:
β(ψX1 ) ≤ βh(ψ; h) + A(ψ) + h1 , β(ψX1 ) ≤ βh(ψX1 ),
where the 2’nd inequality comes from (58).
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2.7.2. Algebraic implications. We begin with a simple algebraic approximation lemma which
says that a altering a chain isomorphism by a chain homotopy yields an injective map provided
that the chain homotopy shifts action by a small enough amount.
Lemma 2.7.3. Let (C, dC) and (D, dD) be filtered chain complexes, and assume that the
filtration on C is exhaustive (i.e. ∪α∈RC≤α = C) and separated (i.e. ∩α∈RC≤α = 0). Let
f, g : C −→ D be chain maps with the following properties:
(1) g is an isomorphism.
(2) Both g and g−1 are strictly filtered.
(3) f − g is null-homotopic and Bh(f − g) < min{δdC , δdD}.
Then f is strictly filtered and moreover f is injective.
In our geometric applications D = C, g will be the identity, and f will be the composition
of two chain morphisms C
f1−→ C ′ f2−→ C that are constructed geometrically. The Lemma
shows in this case that the middle complex C ′ contains C as a retract. Results of this sort
are familiar in symplectic topology since [CR].
Proof of Lemma 2.7.3. Since the filtartion on C is both exhaustive and separated, we have
−∞ < A(x) <∞ for every x 6= 0, and A(0) = −∞.
Set ρ := Bh(f − g) + , where  > 0 is small enough such that ρ < min{δdC , δdD}. Write
f = g + ηdC + dDη, where η : C −→ D is an R-linear map that shifts action by ≤ ρ. Since
ρ < min{δdC , δdD} and g is strictly filtered we have
A(f(x)) = A
(
g(x) + ηdC(x) + dDη(x)
) ≤ A(x), ∀x ∈ C,
hence f is strictly filtered.
For the injectivity of f , assume that f(x) = 0 for some x 6= 0. Then
g(x) = −(ηdC(x) + dDη(x)),
and using again that ρ < min{δdC , δdD} we obtain that
A(g(x)) = A(ηdC(x) + dDη(x)) < A(x).
The last inequality together with the assumption that g−1 is strictly filtered imply that
A(x) = A(g−1g(x)) ≤ A(g(x)) < A(x).
A contradiction. 
Under additional assumptions we can obtain a somewhat stronger result. Before we state it,
here are a couple of relevant notions. The filtration C≤α ⊂ C, α ∈ R induces a topology on C
which is generated by the cosets of C≤α, α ∈ R, as basic open subsets. The assumption that
the filtration is separated (i.e. ∩α∈RC≤α = 0) implies that C is Hausdorff in this topology.
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The filtration on C is called complete if the obvious map C −→ lim←−
α
(C/C≤α) is surjective.
This assumption implies that the previously mentioned topology on C turns C into a complete
topological space (in the sense that every Cauchy sequence converges).
Lemma 2.7.4. Let (C, dC), (D, dD), f , g be as in Lemma 2.7.3 and assume in addition that
the filtration on C is complete. Then f is a strictly filtered isomorphism and moreover f−1 is
also strictly filtered.
Proof. In view of Lemma 2.7.3 we only need to show that f is an isomorphism and that f−1
is strictly filtered.
We will use a well-known inversion trick, that has already been used in a similar setting
in [Ush1, Ush2]. Fix 0 <  < (min{δdC , δdD}−Bh(f−g))/2. By the definition of Bh there is an
R-linear map η : C −→ D that shifts actions by ≤ Bh(f −g)+  such that f −g = dCη+ηdC .
Note that f − g decreases action by at least .
Now write f = g+(f −g) = g(id+g−1(f −g)) = g(id−k), where k : C −→ C is defined by
k = −g−1(f − g). Since g−1 is strictly filtered and f − g decreases filtration by at least , the
same is true for k. As the filtration on C is complete, the series a = id +
∑
n≥1 k
n converges,
and satisfies (id− k)a = a(id− k) = id. Therefore f is invertible with inverse ag−1, a strictly
filtered chain-morphism of R-modules. 
For the next result we will assume that R = Λ0 (the positive Novikov ring over any field R).
Recall that the Novikov ring Λ is the field of fractions of Λ0. Denote by ν : Λ −→ R ∪ {∞}
the standard valuation defined by
ν
(
a0T
λ0 +
∞∑
i=1
aiT
λi
)
= λ0, (59)
where a0 6= 0 and λi > λ0 for every i ≥ 1. As usual we set ν(0) =∞.
Let C be a finite dimensional chain complex over Λ. Fix a basis G of C over Λ and let
A : G −→ R be a function. Similarly to §2.2.3 we will use A to define a filtration on C by
Λ0-modules. Extend A to a function A : C → R ∪ {−∞}, by
A
(∑
λjej
)
= max{−ν(λj) + A(ej)},
where ej are the elements of the basis G, 0 6= λj ∈ Λ, A(ej) is the pre-determined value of A
on the generator ej, and ν is the preceding valuation. Define now
C≤α := {x ∈ C | A(x) ≤ α}.
It is easy to see that C≤α ⊂ C, α ∈ R, is an increasing filtration of C by Λ0-modules (though
not by vector space over Λ). Since A(x) = −∞ iff x = 0, this filtration is separated. Moreover,
it is exhaustive and complete.
LAGRANGIAN SHADOWS AND TRIANGULATED CATEGORIES 45
From now on we will make the following standing assumption: A(dCx) ≤ A(x), ∀x ∈ C. In
other words, we assume that each C≤α ⊂ C, α ∈ R, is a subcomplex of C (over Λ0).
It is important to note that the function A, as defined above, coincides with the action level
of the preceding filtration on C, as defined at the beginning of §2.7. Thus no confusion should
arise by denoting them both by A.
We will make use of the following defintion from [UZ].
Definition 2.7.5. A subspace V ⊂ Ker(dC) ⊂ C is called δ-robust if for all v ∈ V and w ∈ C
such that v = dC(w), we have A(w) ≥ A(v) + δ.
Remark 2.7.6. According to the above definition, a complement W in Ker(dC) to Im(dC) is a
δ-robust subspace for all δ > 0. Hence if V ⊂ Im(dC) is δ-robust then V ⊕W is also δ-robust.
We will call a δ-robust subspace V ⊂ Im(dC) a proper δ-robust subspace.
Proposition 2.7.7. Let (C, dC) be a chain complex as above, and let f : C −→ C be a chain
map. Assume that dC splits as a sum dC = d0+d1 such that d0 is an Λ-linear differential which
(like dC) also preserves the given filtration on C. Furthermore, assume that dimΛ(H∗(C, d0)) ≥
dimΛ(H∗(C, dC)). If Bh(f − idC) < δd1, then
dimΛ(Im(f)) ≥ dimΛ(H∗(C, d0)) .
The proposition follows directly from the following two lemmas.
Lemma 2.7.8. Let (C, dC) be a chain complex as above, and assume that its differential
splits as dC = d0 + d1 with d0 satisfying the same assumptions as in Proposition 2.7.7. Then
dimΛ(H∗(C, d0))−dimΛ(H∗(C, dC)) is even. Furthermore, denote the latter number by 2k and
assume that k ≥ 0. Then (C, dC) admits a proper δd1-robust subspace of dimension at least k.
Lemma 2.7.9. Let (C, dC) be a chain complex as in Lemma 2.7.8 and f : C −→ C be a chain
map. Let 0 <  < δ and suppose that Bh(f − idC) = δ − . Then f is injective on each (resp.
proper) δ-robust subspace, and maps it to a (resp. proper) -robust subspace.
Proof of Proposition 2.7.7. By Lemma 2.7.8, there exists a proper δd1-robust subspace V in
(C, dC) of dimension k (where k is given by that lemma). By Lemma 2.7.9, f(V ) will be
a proper -robust subspace of dimension k. Consider a subspace V ′ ⊂ C of dimension k
such that dC(V ′) = V , and a complement W in Ker(dC) to Im(dC). Then dC(f(V ′)) = f(V ),
showing that dim dC(f(V ′)) = k, and f(W ) will again be a complement in Ker(dC) to Im(dC).
(Note that f(W )∩dC(C) = 0 because, by assumption, f− idC is null-homotopic, so f induces
an isomorphism in homology.) Now, by Lemma 2.7.9 again, f(W ) will have the correct
dimension. Finally the three subspaces f(V ), f(V ′), f(W ) are direct summands of C whence
dimΛ(Im(f)) ≥ dimΛ(H∗(C, dC)) + 2k, finishing the proof. 
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Proof of Lemma 2.7.8. The identities
dimΛ(C) = dimΛ(H∗(C, dC)) + 2 dimΛ(Im(dC)),
dimΛ(C) = dimΛ(H∗(C, d0)) + 2 dimΛ(Im(d0)),
show that dimΛ(H∗(C, d0))− dimΛ(H∗(C, dC)) is even. Moreover we obtain:
dimΛ(Im(d
C)) = dimΛ(Im(d0)) + k. (60)
From [UZ, Proposition 7.4], it is immediate to construct a projection pi : C −→ Im(d0),
that restricts to the identity on Im(d0) and satisfies A(pi(x)) ≤ A(x) for all x ∈ C.
From (60) we now have that dim(Ker(pi|Im(dC))) ≥ k. We claim that V = Ker(pi|Im(dC))
is δd1-robust. Indeed, if v ∈ V,w ∈ C, and v = dCw, then writing dCw = d0w + d1w, and
using pi(v) = 0 we obtain d0w = pi(d0w) = −pi(d1w), whence v = (id − pi)(d1w). Therefore
A(v) = A((id−pi)(d1w)) ≤ A(d1w) ≤ A(w)− δd1 . This implies A(w) ≥ A(v)+ δd1 , concluding
the proof. 
Proof of Lemma 2.7.9. Let V ⊂ C be a δ-robust subspace. We write f = idC + dCh − hdC ,
where A(h(x)) ≤ A(x) + (δ − ), for all x ∈ C. If v ∈ V is such that f(v) = 0, we would have
v + dC(h(v)) = 0, which would yield w = −h(v), with v = dw and A(w) ≤ A(v) + δ − . On
the other hand δ-robustness implies A(w) ≥ A(v) + δ. A contradiction.
If f(v) = dCz, we would have v + dC(h(v)) = dCz, which would yield w = z − h(v), with
v = dw. Therefore by δ-robustness we obtain A(v) + δ ≤ A(z − h(v)) ≤ max{A(h(v)), A(z)}.
Since A(h(v)) ≤ A(v) + δ− , we get A(v) + δ ≤ A(z), and A(f(v)) ≤ max{A(v), A(h(v))} ≤
A(v) + δ −  ≤ A(z)− . We conclude that A(z) ≥ A(f(v)) + , which finishes the proof. 
3. Floer theory and Fukaya categories
The goal of this section is to set up the variant of Floer theory that will be used in this
paper. In particular we will show how choose the auxiliary parameters of this theory so that
the Fukaya category becomes a weakly filtered A∞-category.
Let (M,ω) be a symplectic manifold, either closed or convex at infinity. We always assume
M to be connected. Denote by Lagwe(M) the collection of all closed connected Lagrangian
submanifolds L ⊂ M that are weakly exact. Recall that L ⊂ M is weakly exact if for every
A ∈ HD2 (M,L) we have
∫
A
ω = 0. (The group of HD2 (M,L) ⊂ H2(M,L) is by definition the
image of the Hurewicz homomorphism pi2(M,L) −→ H2(M,L)).
Let C ⊂ Lagwe be a collection of weakly exact Lagrangians. Unless explicitly stated other-
wise, we henceforth make the following mild assumption on C, whenever M is not compact.
There exists an open domain U0 ⊂M with compact closure, such that all Lagrangians L ⊂ C
lie inside U0. For further use, also fix another open domain with compact closure U1 ⊃ U0 as
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well as an ω-compatible almost complex structure Jconv which is compatible with the convexity
of M outside of U1.
Fix a base ring R of characteristic 2 (e.g. R = Z2) and let Λ be the Novikov ring over
R as defined in (6). Denote by Fuk(C) the Fukaya category, with coefficients in Λ, whose
objects are L ∈ C. We mostly follow here the implementation of the Fukaya category due to
Seidel [Sei] with several modifications that will be explained shortly.
As in [Sei], for every pair of Lagrangians L0, L1 ∈ C we choose a Floer datum DL0,L1 =
(HL0,L1 , JL0,L1) consisting of a Hamiltonian function HL0,L1 : [0, 1] ×M −→ R and a time-
dependent ω-compatible almost complex structure JL0,L1 = {JL0,L1t }t∈[0,1]. In case M is not
compact we require that outside of U1 we have H ≡ 0 and JL0,L1t ≡ Jconv.
Denote by O(HL0,L1) the set of orbits γ : [0, 1] −→ M of the Hamiltonian flow φHL0,L1t
generated byHL0,L1 such that γ(0) ∈ L0 and γ(1) ∈ L1. The Floer complex CF (L0, L1;DL0,L1)
is a free Λ-module generated by the set O(HL0,L1):
CF (L0, L1;DL0,L1) =
⊕
γ∈O(HL0,L1 )
Λγ. (61)
By adding additional structure it is possible to grade the Floer complexes but we will not
do that in this paper, hence work in an ungraded setting. The differential µ1 on the Floer
complex is defined by counting solutions u of the Floer equation:
u : R× [0, 1] −→M, u(R× 0) ⊂ L0, u(R× 1) ⊂ L1,
∂su+ J
H0,H1
t (u)∂tu = −∇HL0,L1t (u),
E(u) :=
∫ ∞
−∞
∫ 1
0
|∂su|2dtds <∞.
(62)
where (s, t) ∈ R × [0, 1]. Here, HL0,L1t (x) := HL0,L1(t, x) and ∇HL0,L1t is the gradient of
the function HL0,L1t : M −→ R with respect to the Riemannian metric gt(·, ·) = ω(·, JL0,L1t ·)
associated to ω and JL0,L1t . The quantity E(u) in the last line of (62) is the energy of a
solution u and we consider only finite energy solutions. (Note also that the norm |∂su| in the
definition of E(u) is calculated with respect to the metric gt.) Solutions u of (62) are also
called Floer trajectories.
For γ−, γ+ ∈ O(HL0,L1) consider the space of parametrized Floer trajectories u connecting
γ− to γ+:
M(γ−, γ+;DL0,L1) =
{
u | u solves (62) and lim
s→±∞
u(s, t) = γ±(t)
}
. (63)
Note that R acts on this space by translations along the s-coordinate. This action is generally
free, with the only exception being γ− = γ+ and the stationary solution u(s, t) = γ−(t) at γ−.
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Whenever, γ− 6= γ+ we denote by
M∗(γ−, γ+;DL0,L1) :=M(γ−, γ+;DL0,L1)
/
R (64)
the quotient space (i.e. the space of non-parametrized solutions). In the case γ− = γ+ we
define M∗(γ−, γ−;DL0,L1) in the same way only that we omit the stationary solution at γ−.
(Note that if ω is exact then M(γ−, γ−;DL0,L1) contains only the stationary solution at γ−,
hence M∗ = ∅. But this might not be the case if ω is not exact.)
For a generic choice of Floer datum D the space M∗(γ−, γ+;DL0,L1) is a smooth manifold
(possibly with several components having different dimensions). Moreover, its 0-dimensional
component M∗0(γ−, γ+;DL0,L1) is compact hence a finite set.
Define now µ1 : CF (L0, L1;D) −→ CF (L0, L1;D) by
µ1(γ−) :=
∑
γ+
∑
u
T ω(u)γ+, ∀ γ− ∈ O(HL0,L1), (65)
and extending linearly over Λ. Here, the outer sum runs over all γ+ ∈ O(HL0,L1) and the
inner sum over all solutions u ∈ M∗0(γ−, γ+;DL0,L1). The term ω(u) is a shorthand notation
for the symplectic area of a Floer trajectory u, namely ω(u) :=
∫
R×[0,1] u
∗ω.
It is well known that µ1 is a differential and we denote the homology of CF (L0, L1;DL0,L1)
by HF (L0, L1;DL0,L1). This homology is independent of the choice of the Floer datum in the
sense that for every two regular choices of Floer data DL0,L1 , D
′
L0,L1
there is a canonical iso-
morphism ψD,D′ : HF (L0, L1;DL0,L1) −→ HF (L0, L1;D′L0,L1) which form a directed system.
Therefore we can regard this collection of Λ-modules as one and denote it by HF (L0, L1).
Note however, that the canonical isomorphisms ψD,D′ do not preserve action-filtrations in
general, hence there is no meaning to H(CF≤α(L0, L1)) without specifying the Floer datum.
The higher operations µd, d ≥ 2, follow the same scheme as in [Sei], with the main difference
being that we work over the Novikov ring Λ.
More precisely, we first make a choice of strip-like ends along the compactification of the
moduli-spaces Rd+1, d ≥ 2, of disks with (d + 1)-boundary punctures. For every r ∈ Rd+1
denote by Sr the punctured disk corresponding to r. Denote the punctures by ζi, i = 0, . . . , d,
going in clockwise direction. The puncture ζ0 will be called the exit and ζ1, . . . , ζd the entry
punctures. We denote the arc along ∂Sr connecting ζi to ζi+1 by Ci, with the convention that
ζd+1 := ζ0. (Of course, ζi and Ci all depend on r but we suppress this from the notation.)
Next we make a choice of perturbation data DL0,...,Ld = (K
L0,...,Ld , JL0,...,Ld) for every tuple
of d + 1 Lagrangians L0, . . . , Ld ∈ C. The first item in the perturbation data is a family of
1-forms KL0,...,Ld = {KL0,...,Lrr }r∈Rd+1 , parametrized by r ∈ Rd+1, with values in the space
of Hamiltonian functions M −→ R. The second one is a family of ω-compatible domain-
dependent almost complex structures on M , JL0,...,Ld = {JL0,...,Ldr }r∈Rd+1 , parametrized by
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r ∈ Rd+1. In other words for every r ∈ Rd+1, JL0,...,Ldr is itself a family {JL0,...,Ldr,z }z∈Sr of
ω-compatible almost complex structure on M , parametrized by z ∈ Sr.
The perturbation data are required to satisfy several additional conditions. The first one
is that along each of the strip-like ends the perturbation data coincides with the Floer data
associated to the pair of Lagrangians corresponding to that end. More precisely, along the
strip like end corresponding to the puncture ζi of Sr we have
KL0,...,Lrr = H
Li−1,Li
t dt, J
L0,...,Ld = J
Li−1,Li
t , ∀ 1 ≤ i ≤ d+ 1, (66)
where we have used here the convention that Ld+1 = L0. Here (s, t) are the conformal
coordinates corresponding to the strip-like ends.
The second condition is that along the arc Ci we have
KL0,...,Ld(ξ)|Li = 0, ∀ ξ ∈ T (Ci), i = 0, . . . , d. (67)
Moreover, the choices of strip-like ends and perturbation data along Rd+1 are required to
be compatible with gluing and splitting, or in the language of [Sei] “consistent”. This means
essentially that these choices extend smoothly over the compactification Rd+1 of the space of
boundary-punctured disks. In turn, this requires that for every d, the choices of strip-like ends
and perturbation data done over Rd+1 are compatible with those that appear on all the strata
of the boundary ∂Rd+1 of the compactification Rd+1 of Rd+1. We refer the reader to [Sei,
Chapter 9] for the precise definitions and implementation.
In case M is not compact we add the following conditions on the perturbation data. For
every r ∈ Rd+1 and ξ ∈ T (Sr) the Hamiltonian function KL0,...,Ldr (ξ) is required to vanish
outside of U1 and J
L0,...,Ld
r ≡ Jconv outside of U1.
Once we have made consistent choices of strip-like ends and perturbation data we define the
higher operations µd for L0, . . . , Ld ∈ C as follows. For r ∈ Rd+1, z ∈ Sr and ξ ∈ Tz(Sr) define
Yr,z(ξ) to be the Hamiltonian vector field of the function K
L0,...,Ld
r,z (ξ) : M −→ R. Consider
now the following Floer equation:
u : Sr −→M, u(Ci) ⊂ Li ∀ 0 ≤ i ≤ d,
Duz + J
L0,...,Ld
r,z (u) ◦Duz ◦ jr = Yr,z(u) + JL0,...,Ldr,z ◦ Yr,z(u) ◦ jr,
E(u) :=
∫
Sr
|Du− Yr|2Jσ <∞.
(68)
Here jr stands for the complex structure on Sr. The last quantity in (68) is the energy of a
solution u and we consider only solutions of finite energy. The definition of E(u) involves an
area form σ on Sr and the norm |·|J on the space of linear maps Tz(Sr) −→ Tu(z)(M) which
is induced by jr, J := J
L0,...,Ld
r and σ. See [MS, Section 2.2, Page 20] for the definition. Note
that E(u) does not depend on σ.
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Given orbits γ1−, . . . , γ
d
−, γ+ with γ
i
− ∈ O(HLi−1,Li) and γ+ ∈ O(HL0,Ld) define the space of
so called Floer polygons connecting γ1−, . . . , γ
d
− to γ+ to be the space of all pairs (r, u) with
r ∈ Rd+1 and u : Sr −→M such that:
(1) u is a solution of (68).
(2) On the strip-like end corresponding to puncture ζi we have lims→∞ u(s, t) = γi−(t) for
1 ≤ i ≤ d, where (s, t) ∈ (−∞, 0]× [0, 1] are the conformal coordinates on the strip-like
end of ζi.
(3) On the strip like end corresponding to puncture ζ0 we have lims→∞ u(s, t) = γ+(t) for
1 ≤ i ≤ d, where (s, t) ∈ [0,∞)× [0, 1] are the conformal coordinates on the strip-like
end of ζ0.
We denote this space by M(γ1−, . . . , γd−, γ+;DL0,...,Ld). For a generic choice of Floer data
and perturbation data this space is a smooth manifold and its 0-dimensional component
M0(γ1−, . . . , γd−, γ+;DL0,...,Ld) is compact hence a finite set. (Recall that d ≥ 2 hence we do
not divide here by any reparametrization group.) Define now
µd(γ
1
−, . . . , γ
d
−) =
∑
γ+
∑
(r,u)
T ω(u)γ+ ∈ CF (L0, Ld;DL0,Ld), (69)
where the first sum goes over all γ+ ∈ O(HL−0,Ld) and the second sum over all (r, u) ∈
M0(γ1−, . . . , γd−, γ+;DL0,...,Ld). The term ω(u) stands for the symplectic area of u, namely
ω(u) =
∫
Sr
u∗ω.
Extending µd multi-linearly over Λ we obtain an operation:
µd : CF (L0, L1;DL0,L1)⊗ · · · ⊗ CF (Ld−1, Ld;DLd−1,Ld) −→ CF (L0, Ld;DL0,Ld).
With all the operations above Fuk(C) becomes an A∞-category. The proof of this is essen-
tially the same as the one in [Sei], the only difference is that one needs to keep track of the
areas appearing as exponents in the variable T of the Novikov ring.
3.1. Units. We now explain briefly how to construct homology units in Fuk(C). More details
can be found in [Sei, Chapter 8]. Denote by S = D\ζ0 the unit disk punctured at one boundary
point ζ0 ∈ ∂D. Fix a strip-like end around ζ0 making ζ0 an exit puncture and let (s, t) be the
conformal coordinates associated to this strip-like end. Let L ∈ C and DL,L be a regular Floer
datum for the pair (L,L). Pick a regular perturbation datum DS = (K, J), as described
earlier with the only difference that K and J are are defined only on S (i.e. there is no
dependence on any space like Rd+1). As before, we require that DS coincides with the Floer
datum DL,L along the strip-like ends in the sense of (66). For z ∈ S, ξ ∈ Tz(S) define Yz(ξ) as
before. Given γ ∈ O(HL,L) consider the space M(γ;DS) of solutions u : (S, ∂S) −→ (M,L)
of the last two lines of equation (68), with Sr, Yr,z, J
L0,...,Ld
r,z , jr replaced by S, Yz, Jz and i
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respectively, and such that along the strip-like end at ξ0 we have lims→∞ u(s, t) = γ(t). Define
now an element eL ∈ CF (L,L;DL,L) by
eL :=
∑
γ∈O(HL,L)
∑
u
T ω(u)γ, (70)
where the second sum runs over all solutions u in the 0-dimensional componentM0(γ;DS) of
M(γ;DS). By standard theory eL is a cycle and its homology class in HF (L,L) is independent
of the choice of the Floer and perturbation data. Moreover, [eL] ∈ HF (L,L) is a unit for the
product induced by µ2.
3.2. Families of Fukaya categories. The Fukaya category Fuk(C) depends on all the
choices made - strip-like ends, Floer and perturbation data. We fix once and for all a consistent
choice of strip-like ends and denote by E the space of all consistent choices of perturbation
data (compatible with the fixed choice of strip-like ends). The space E can be endowed with
a natural topology (and a structure of a Fre´chet manifold), induced from a larger space in
which one allows perturbation data in appropriate Sobolev spaces (see [Sei, Chapter 9]. The
subspace Ereg ⊂ E of regular perturbation data is residual hence a dense subset.
The space E contains a distinguished subspace N ⊂ E consisting of all consistent choices
of perturbation data D = (K, J) with K ≡ 0. Fix a subset E ′reg ⊂ Ereg whose closure E ′reg
contains N .
For p ∈ E ′reg we denote by Fuk(C; p) the associated Fukaya category with choice of per-
turbation data p. We thus obtain a family of A∞-categories {Fuk(C; p)}p∈E′reg , parametrized
by p ∈ E ′ref. It is well known that this is a coherent system of A∞-categories (see [Sei, Chap-
ter 10]), in particular they are all mutually quasi-equivalent.
In what follows we will sometimes use the following notation. Given L0, L1 ∈ C and p ∈ E ′reg
we write CF (L0, L1; p) for CF (L0, L1;DL0,L1), where DL0,L1 is the Floer datum prescribed by
the choice p ∈ E ′reg.
3.3. Weakly filtered structure on Fukaya categories. We start by defining filtrations on
the Floer complexes of pairs of Lagrangians in C. We follow here the general recipe from §2.2.3.
Let L0, L1 ∈ C be two Lagrangians and DL0,L1 = (HL0,L1 , JL0,L1) a Floer datum. We define
an “action functional”
A : CF (L0, L1;DL0,L1) −→ R ∪ {−∞}
as follows. Let P (T ) =
∑∞
i=0 aiT
λi ∈ Λ with λ0 < λi for all i ≥ 1, and a0 6= 0. Let
γ ∈ O(HL0,L1) be a Hamiltonian orbit. We first define:
A
(
P (T )γ
)
:= −a0 +
∫ 1
0
HL0,L1t (γ(t))dt.
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Now let
∑l
k=1 Pk(T )γk ∈ CF (L0, L1;DL0,L1) be a general non-trivial element, where the γk’s
are mutually distinct. We extend the definition of A to such an element by:
A
(
P1(T )γ1 + · · ·+ Pl(T )γl
)
:= max
{
A
(
Pk(T )γk
) | k = 1, . . . , l}.
Finally, we put A(0) = −∞.
We now define a filtration on CF (L0, L1;DL0,L1) by:
CF≤α(L0, L1;DL0,L1) := {x ∈ CF (L0, L1;DL0,L1) | A(x) ≤ α}. (71)
Before we go on, a quick remark regarding the Hamiltonian functions HL0,L1 in the Floer
data is in order. We do not assume that these functions are normalized (e.g. by requiring
them to have zero mean when M is closed, or to be compactly supported when M is open).
This means that if we replace HL0,L1 by HL0,L1 + c(t) for some family of constants c(t), we
get the same chain complex as CF (L0, L1;DL0,L1) but with a shifted action-filtration. See
Remark 3.3.2 for more on this issue and the reason for not insisting on normalizing these
Hamiltonian functions.
Returning to (71), it is easy to see that CF≤α(L0, L1;DL0,L1) is a Λ0-module (though NOT
a Λ-module!). The fact that this filtration is preserved by µ1 and moreover, that it provides
Fuk(C) with a structure of a weakly filtered A∞-category are the subject of the following
proposition.
Proposition 3.3.1. There exists a choice E ′reg ⊂ Ereg \ N with E ′reg ⊃ N and such that
the following holds. Let p ∈ E ′reg and Fuk(C; p) be the corresponding Fukaya category. Then
there exist a sequence of non-negative real numbers (p) = (1(p) = 0, 1(p), . . . , d(p), . . .) and
u(p), ζ(p), κ(p) ∈ R+, depending on p, such that:
(1) With the filtrations described above on the Floer complexes, Fuk(C; p) becomes a weakly
filtered A∞-category with discrepancy ≤ (p).
(2) Fuk(C; p) is h-unital in the weakly filtered sense and there is a choice of homology
units with discrepancy ≤ u(p).
(3) Fuk(C; p) ∈ U e(ζ(p)).
(4) Let L ∈ C and denote by L its Yoneda module. Then L ∈ Us(κ(p)).
(5) For every p0 ∈ N ⊂ E (see Page 51) we have:
lim
p→p0
d(p) = 0, ∀ d ≥ 2, lim
p→p0
u(p) = lim
p→p0
ζ(p) = lim
p→p0
κ(p) = 0.
Proof. We will only give a sketch of the proof, as most of the ingredients are standard in the
theory (see e.g. [Sei]).
The precise definition of the set of choices of perturbation data E ′reg will be given in the
course of the proof.
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We begin by showing that the filtration (71) is preserved by µ1. Let L0, L1 ∈ C and
DL0,L1 = (H
L0,L1 , JL0,L1) be a Floer datum. Let γ−, γ+ ∈ O(HL0,L1) be two generators
of CF (L0, L1;DL0,L1) and let u ∈ M0(γ−, γ+;DL0,L1) be an element of the 0-dimensional
component of Floer trajectories connecting γ− to γ+. By (65), the contribution of u to
µ1(γ−) is T ω(u)γ+. We now have the following standard energy-area identity for solutions
u ∈M(γ−, γ+;DL0,L1) of the Floer equation:
E(u) = ω(u) +
∫ 1
0
HL0,L1t (γ−(t))dt−
∫ 1
0
HL0,L1t (γ+(t))dt. (72)
It immediately follows that
A(T ω(u)γ+) = −ω(u) +
∫ 1
0
HL0,L1t (γ+(t))dt ≤
∫ 1
0
HL0,L1t (γ−(t))dt = A(γ−).
This shows that µ1 preserves the filtration (71) on CF (L0, L1;DL0,L1).
We move on to analyze the behavior of the higher operations µd, d ≥ 2, with respect
to our filtration. Let L0, . . . , Ld ∈ C and DL0,...,Ld be the corresponding perturbation data.
Let γi− ∈ O(HLi−1,Li), γ+ ∈ O(HL0,Ld), and (r, u) ∈ M0(γ1−, . . . , γd−, γ+;DL0,...,Ld). The
contribution of u to µd(γ
1
−, . . . , γ
d
−) is T
ω(u)γ+.
Similarly to (72) we have the following energy-area identity for solutions u of (68):
E(u) = ω(u)−
∫ 1
0
HL0,Ldt (γ+(t))dt+
d∑
j=1
∫ 1
0
H
Lj−1,Lj
t (γ
j
−(t))dt−
∫
Sr
RK
L0,...,Ld (u), (73)
where RK
L0,...,Ld is the curvature 2-form on Sr associated to the perturbation form K
L0,...,Ld .
In local conformal coordinates (s, t) ∈ Sr it can be written as follows. Write KL0,...,Ld =
Fs,tds+Gs,tdt for some functions Fs,t, Gs,t : M −→ R. Then
RK
L0,...,Ld
s,t =
(−∂Fs,t
∂t
+ ∂Gs,t
∂s
− {Fs,t, Gs,t}
)
ds ∧ dt, (74)
where {Fs,t, Gs,t} := −ω(XFs,t , XGs,t) is the Poisson bracket of the functions Fs,t, Gs,t.
We now need to bound the term
∫
Sr
RK
L0,...,Ld (u) from (73) independently of (r, u). To this
end, first note that for any given r ∈ Rd+1, the curvature RKL0,...,Ld vanishes identically along
the strip-like ends of Sr by assumption on the perturbation 1-form. Next, let Sd+1 be the
universal family of disks with d + 1 boundary punctures (see [Sei, Chapter 9],see also [BC5,
Section 3.1]). This is a fiber bundle over Rd+1 whose fiber over r ∈ Rd+1 is the surface Sr.
The space Sd+1 admits a partial compactification Sd+1 over Rd+1 and can be endowed with
a smooth structure. Since the perturbation data DL0,...,Ld was chosen consistently, the forms
KL0,...,Ld extend to the partial compactification S
d+1
over Rd+1. Now let W ⊂ Sd+1 be the
union of all the strip-like ends corresponding to all the surfaces parametrized by r ∈ Rd+1.
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Then Sd+1 \ IntW is compact. It follows that for all (r, u) ∈M0(γ1−, . . . , γd−, γ+;DL0,...,Ld) we
have: ∣∣∣∫
Sr
RK
L0,...,Ld (u)
∣∣∣ ≤ d(KL0,...,Ld), (75)
where d(K
L0,...,Ld) depends only on the C1-norm of KL0,...,Ld (defined in the Sd+1 as well as
M directions). Moreover, we have d(K
L0,...,Ld) −→ 0 as KL0,...,Ld −→ 0 in the C1-topology
(along Sd+1 \ IntW and M).
A few words are in order for the case when M is not compact. In that case the arguments
above continue to work due to our choice of perturbation data. More precisely, recall that we
had two open domains U0, U1 ⊂M with compact closure, with U0 ⊂ U1, and with the following
properties: all Lagrangians L ∈ L lie in U0 and outside of U1 we have DL0,...,Ld = (0, Jconv) for
all r ∈ Rd+1. This implies that the Floer equations (62) and (68) become homogeneous at the
points where u(z) ∈ M \ U1. Since (M,ω, Jconv) is convex at infinity, the maximum principle
implies that all solutions u lie within one compact domain of M . Thus the estimate (75)
follows by bounding the C1-norm of KL0,...,Ld only along that compact domain.
Coming back to the estimate (75), it follows from (73) that:
A(T ω(u)γ+) ≤ A(γ1−) + · · ·+ A(γd−) + d(KL0,...,Ld). (76)
In order to obtain a weakly filtered structure on Fuk(C; p) we need to bound from above
d(K
L0,...,Ld) uniformly in L0, . . . , Ld ∈ C, so that the ultimate discrepancy d(p) depends
only on the choice of p ∈ E ′reg. This is easily done by restricting the set E ′reg to choices of
perturbation data p = {DL0,...,Ld}L0,...,Ld∈C for which the C1-norms of the forms KL0,...,Ld are
uniformly bounded (in L0, . . . , Ld). Since Ereg ⊂ E is residual it follows that the restricted
set of choices E ′reg still has N in its closure.
This concludes the proof that Fuk(C; p)p∈E′reg is a family of weakly filtered A∞-categories,
and that the bounds on their discrepancies (p) have the property that for all p0 ∈ N we have
limp→p0 d(p) = 0 for every d ≥ 2.
We now turn to the statements about the unitality of the categories Fuk(C; p) and their
Yoneda modules. Let p ∈ E ′reg. Fix L ∈ C and let DL,L = (HL,L, JL,L) be the Floer datum
of (L,L) prescribed by p. Recall that a homology unit eL ∈ CF (L,L;DL,L) can be defined
by (70). Let S = D \ {ζ0} and DS = (K, J) as in §3.1. Let γ ∈ O(HL,L) and u ∈M0(γ;DS).
According to (70) the contribution of γ and u to eL is T
ω(u)γ. The energy-area identity for u
gives:
E(u) = ω(u)−
∫ 1
0
HL,Lt (γ(t))dt−
∫
S
RK(u),
where RK(u) is the curvature associated to the 1-form K from the perturbation datum DS
and is defined in a similar way as in (74). Note that we can choose the perturbation datum
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DS = (K, J) such that the C
1-norm of the 1-form K is of the same order size as the C1-
norm of HL,L (i.e. ‖K‖C1 ≤ C‖HL,L‖C1 for some constant C). By doing that we obtain
|∫
S
RK(u)| ≤ C ′‖HL,L‖C1 for some constant C ′. It follows that A(eL) ≤ C ′‖HL,L‖C1 . By
restricting all the Hamiltonians HL,L, for all L ∈ C, to have a uniformly bounded C1-norm
we obtain one constant u(p) (that depends on the choice p) such that for all every L ∈ C we
have A(eL) ≤ u(p). Moreover, u(p) −→ 0 as p −→ p0 ∈ N in the C1-topology. This proves
the statement about the discrepancy of the units in Fuk(C; p).
We now turn to proving statements (3) and (4) of the proposition and the corresponding
claims on ζ(p) and κ(p) from statement (5).
Let L,L′ ∈ C. Choose S, DS and define eL as explained above. Denote by DL,L,L′ be
the perturbation datum of the triple (L,L, L′) as prescribed by p. Consider also a disk
S ′ = D\{ζ ′0, ζ ′1, ζ ′2} with three boundary punctures, ordered clockwise along ∂D. We fix strip-
like ends near these three punctures such that ζ ′0, ζ
′
1 are entries and ζ
′
2 is an exit. Consider a
1-parametric family ({S ′′τ }τ∈(0,1], jτ ) of surfaces (endowed with complex structures) obtained
by performing gluing S and S ′ at the points ζ0, ζ ′0 respectively. We construct this family so
that S ′′τ −→ S
∐
S ′ as τ −→ 0 and S ′′1 = R × [0, 1] is the standard strip. Next, we choose a
generic family {Dτ}τ∈(0,1] of perturbation data over the family {S ′′τ }τ∈(0,1] such that:
(1) for τ −→ 0, Dτ converges to DS on the S component and DL,L,L′ on the S ′′ component.
(2) D1 = DL,L.
As the family {Dτ}τ∈(0,1] is generic, none of the elements in the Dτ , τ < 1 is invariant under
reparametrization by any non-trivial automorphism σ ∈ Aut(Sτ ).
Let γ, λ ∈ O(HL,L′) and consider the spaceM(γ, λ; {Dτ}) of all pairs (τ, u), with τ ∈ (0, 1]
and u : Sτ −→ M a solution of the Floer equation (68) with the obvious modifications:
namely, the lower part of ∂Sτ is mapped by u to L and the upper one to L’, u converges to
γ at the entry ζ ′1 and to λ at the exit ζ
′
2, (Sr, jr) is replaced by (Sτ , jτ ), and Jr,z and Yr,z are
replaced by the corresponding structures from Dτ .
Assume that γ 6= λ, and consider the 0-dimensional component M0(γ, λ; {Dτ}). This is
compact 0-dimensional manifold hence a finite set. It gives rise to a map
Φ : CF (L,L′;DL,L′) −→ CF (L,L′;DL,L′),
Φ(γ) :=
∑
λ
∑
(τ,u)
T ω(u)λ, ∀γ ∈ O(HL,L′), (77)
where the outer sum is over all λ ∈ O(HL,L′) with λ 6= γ and the second sum is over all
(τ, u) ∈M0(γ, λ; {Dτ}). We extend the formula in the 2’nd line of (77) linearly over Λ.
We claim that the following formula holds:
µ2(eL, x) = x+ µ1 ◦ Φ(x) + Φ ◦ µ1(x), ∀ x ∈ CF (L,L′;DL,L′), (78)
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i.e. Φ is a chain homotopy between the map µ2(eL, ·) and the identity.
To prove this, let γ, γ+ ∈ O(HL,L′) and consider the 1-dimensional componentM1(γ, γ+; {Dτ})
of the spaceM(γ, γ+; {Dτ}). This space admits a compactificationM1(γ, γ+; {Dτ}) which is
a 1-dimensional manifold with boundary. The elements in the boundary of this space fall into
four types:
(1) Elements corresponding to the splitting of S ′′ into S and S ′ at τ = 0. These can be
written as pairs (uS, uS′) with uS ∈ M0(γ′;DS) for some γ′ ∈ O(HL,L) and uS′ ∈
M0(γ′, γ, γ+;DL,L,L′).
(2) Elements corresponding to splitting of Sτ at some 0 < τ0 < 1 into a Floer strip u0
followed by a solution u1 : Sτ0 −→ M of the Floer equation for the perturbation
datum Dτ0 . More precisely, these can be written as (τ0, u0, u1) with 0 < τ0 < 1,
u0 ∈M∗(γ, γ′;DL,L′) and u1 ∈M(γ′, γ+;Dτ0) for some γ′ ∈ O(HL,L′).
(3) The same as (2) only that the splitting occurs in reverse order, namely first an element
of M(γ, γ′;Dτ0) followed by an element of M∗(γ′, γ+;DL,L′).
(4) Elements corresponding to τ = 1. These are u : R × [0, 1] −→ M that belong to the
space M0(γ, γ+;DL,L′) or in other words elements of the 0-dimensional component of
the space M(γ, γ+;DL,L′) of parametrized Floer trajectories connecting γ to γ+. The
latter space has a 0-dimensional component if and only if γ = γ+ in which case that
component contains only the stationary trajectory at γ. Summing up, this type of
boundary point occurs if and only if γ = γ+ and u is the stationary solution at γ.
Summing up over all these four possibilities (for every given area of solutions u) yields for-
mula (78). Note that the first term (i.e. the summand x) on the right-hand side of (78) comes
exactly from the boundary points of type (4).
To conclude the proof we only need to estimate the shift in action (or filtration) of the chain
homotopy Φ. This is done in a similar way to the argument used above to estimate (p), namely
by using an energy-area identity as in (73). Indeed we can choose the perturbation data DS
and Dτ , 0 < τ < 1, to be of the same size order (in the C
1-norm) as the Hamiltonian HL,L
′
,
hence the curvature term in the energy-area identity can be bounded by a constant C(HL,L
′
)
that depends on HL,L
′
and such that C(HL,L
′
) −→ 0 as HL,L′ −→ 0 in the C1-topology. By
taking all the Hamiltonians HL,L
′
for all L,L′ ∈ C to be uniformly bounded in the C1-topology
we obtain a uniform bound κ(p) on the action shift of the chain homotopy Φ that holds for
all pairs L,L′ ∈ C and such that κ(p) −→ 0 as p −→ p0 ∈ N . This shows that the Yoneda
module L satisfies Assumption Us(κ(p)). By taking L′ = L it also follows immediately that
µ2(eL, eL) = eL + µ1(c) for some chain c with A(c) ≤ κ(p), hence Fuk(C; p) ∈ U e(κ(p)) (so
we can actually take ζ(p) = κ(p)). 
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Remark 3.3.2. In some variants of Floer theory it is common to normalize the Hamiltonian
functions involved in the definition of the Floer complexes. For example, when the ambient
manifold is closed one often normalizes the Hamiltonian functions to have zero mean, and for
open manifolds one requires the Hamiltonian functions to have compact support. This solves
the ambiguity of adding constants to the Hamiltonian functions and consequently provides
a “canonical” way to define action filtrations. This especially makes sense when one aims
to construct invariants of Hamiltonian diffeomorphisms (or flows) by means of filtered Floer
homology. See e.g. the theory of spectral numbers [Sch, Oh7, Oh5, Oh6, EP], see also [Vit]
for an earlier approach via generating functions.
While we could have normalized the Hamiltonian functions in the Floer and perturbation
data, we have opted not to do so. At first glance, this might seem to have odd implications.
For example, suppose that p1, p2 ∈ E ′reg are two choices of perturbation data such that p2
is obtained by adding a (different) constant to each of the Hamiltonian functions (or forms)
in the perturbation data from p1. Clearly, the Fukaya categories Fuk(C; p1) and Fuk(C; p2)
are precisely the same, but they have completely different (and generally unrelated) weakly
filtered structures.
Our justification for not imposing any normalization on the Hamiltonian functions is that
their role is purely auxiliary, and moreover, ideally we would like to make them arbitrarily
small. More specifically, the focus of our study is the collections of Lagrangians C and its
Fukaya category, whereas the Hamiltonian functions in the Floer data serve only as pertur-
bations whose sole purpose is technical, namely to set up the Floer theory so that it fits
into a (infinite dimensional) Morse theoretic framework. In reality, we view the Hamilton-
ian perturbations as quantities that can be taken arbitrarily small and consider families of
Fukaya categories parametrized by choices of perturbations that tend to 0. (See e.g. Propo-
sition 3.3.1.)
In fact, our theory would become simpler and cleaner if we could set up the Fukaya category
without appealing to any perturbations at all. If this were possible (which means that all the
Floer trajectories and polygons are unperturbed pseudo-holomorphic curves) our Fukaya cat-
egories would be genuinely filtered rather than only “weakly filtered”. (See [FOOO1, FOOO2]
for a “perturbation-less” construction of an A∞-algebra associated to a single Lagrangian.)
Another point related to the matter of normalization is that when extending our theory to
Lagrangian cobordisms (see §3.4) we are forced to work with non-compactly supported Hamil-
tonian perturbations. While one could have attempted a different sort of normalization in that
case (suited for the class of non-compactly supported perturbations used for cobordisms), we
will not do that for the very same reasons as those for not doing it for Fuk(C; p).
3.4. Extending the theory to Lagrangian cobordisms. Most of the theory developed in
the previous subsections of §3 extends to Lagrangian cobordisms. We will briefly go over the
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main points here and refer the reader to [BC5, BC4] for a detailed account on the theory of
Lagrangian cobordisms, especially in what concerns Floer theory and Fukaya categories.
Let (M,ω) be a symplectic manifold as at the beginning of §3. We fix a collection C of
Lagrangians in M as in §3. Consider M˜ := R2×M endowed with the split symplectic structure
ω˜ := ωR2 ⊕ ω, where ωR2 is the standard symplectic structure of R2.
Fix a strip B = [a, b] × R ⊂ R2 in the plane. Consider the collection C˜ of all Lagrangian
cobordisms V : (L′1, . . . , L
′
s); (L1, . . . , Lr) in M˜ that have the following additional properties.
We assume that V is cylindrical (with horizontal ends) outside of B ×M and that all of its
ends L′i, Lj are Lagrangian submanifolds from the collection C. Moreover, we assume that
the ends of V are all located along horizontal ends whose y-coordinates are in Z. Finally, we
further assume that V is weakly exact as a Lagrangian submanifold of M˜ .
The Lagrangians (L′1, . . . , L
′
s) are referred to as the positive ends and (L1, . . . , Lr) are the
negative ends. Note that the values of r and s are allowed to vary arbitrarily. We also allow
s or r to be 0 in which case V is a null cobordism, i.e. a cobordism with only negative ends
(if s = 0) or only positive ends (if r = 0). The case r = s = 0 means that V is a closed
Lagrangian submanifold of M˜ .
One can associate to the collection C˜ a Fukaya category which we denote Fukcob(C˜). This
is an A∞-category (or rather a family of such categories, depending on auxiliary choices)
whose objects are the elements of C˜. The precise construction is detailed in [BC5]. The
main ingredients in the construction are completely analogous to the case Fuk(C), the main
differences being the following. The Floer datumDV,V ′ = (H˜
V,V ′ , J˜V,V
′
) of a pair of cobordisms
V, V ′ has a special form at infinity. Namely, there is a compact subset CV,V ′ ⊂ B ×M such
that outside of CV,V ′ we have:
H˜V,V
′
(t, z, p) = h(z) +HV,V
′
(t, p),
where z ∈ R2, p ∈ M , HV,V ′ : [0, 1] × M −→ R is a Hamiltonian function on M and
h : R2 −→ R is the so called profile function whose purpose is to generate a Hamiltonian
perturbation at infinity which disjoins V ′ from V at infinity while keeping both of them
cylindrical and horizontal at infinity. Note that the profile function h is not (and in fact
cannot be) compactly supported. We use the same function h for the perturbation data of all
pairs of Lagrangians V, V ′ ∈ C˜. We remark also that h can be taken to be arbitrarily small in
the C1-topology. Precise details on the construction of h can be found in [BC5, Section 3]. The
almost complex structures J˜V,V
′
appearing in the Floer data have also a special form whose
purpose is to retain compactness of the space of Floer trajectories. We will not repeat its
definition here, since its particular form does not have any significance to the weakly filtered
structure on Fukcob(C˜) that we want to achieve. The only relevant thing is that with this
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choice of Floer data, there is a compact subset C ′V,V ′ ⊂ B ×M such that all orbits O(H˜V,V ′)
lie inside CV,V ′ and moreover all Floer trajectories for the pair (V, V
′) lie inside CV,V ′ .
The perturbation data used for the definition of Fukcob(C˜) are analogous to those used for
Fuk(C) with the following differences. For a given tuple V = (V0, . . . , Vd) with Vj ∈ C˜ the
perturbation data DV = (K˜V , J˜V) is chosen so that
K˜V |Sr = h · dar + K˜V0 ,
where ar : Sr −→ [0, 1] are the so called transition functions which depend smoothly on
r ∈ Rd+1. See [BC5, Section 3.1] for their precise definition. The 1-form K˜V0 ∈ Ω1(Sr, C∞(M˜))
is chosen so that it has the following two additional properties. The first one is that K˜V0
satisfies condition (67). The second one is that there is a compact subset CV ⊂ B ×M that
contains all the subsets C ′Vi,Vj (mentioned earlier) such that outside of CV the Hamiltonian
vector fields XK˜
V
0 (ξ), generated by the function K˜V0 (ξ) : M˜ −→ R are vertical for all r ∈ Rd+1
and ξ ∈ T (Sr). By “vertical” we mean that Dpi(XK˜V0 (ξ)) = 0, where pi : M˜ −→ R2 is the
projection. Note that the due to the h · dar term in the perturbation form K˜V this form does
not satisfy condition (67). However, this will not play any role for the purposes of establishing
a weakly filtered A∞-category.
The almost complex structures J˜V from DV are also chosen to have restricted form, similarly
to the ones appearing in the Floer data. We refer the reader to [BC5, Secton 3.2] for the details.
With these choices made it can be proved that there exists a compact subset CV ⊂ M˜ such
that for all (r, u) ∈M(γ˜1, . . . , γ˜d;DV) we have image (u) ⊂ C ′V . See [BC5, Section 3.3] and in
particular Lemma 3.3.2 there.
Of course, apart from the above the perturbation data DV are assumed to be consistent
and also compatible with the Floer data along the strip-like ends of the Sr’s.
With these choices made we can define the A∞-category Fukcob(C˜) by the same recipe as in
the previous subsections of §3 an in particular by formula (69). This A∞-category is h-unital,
and a choice of homology units eV ∈ CF (V, V ;DV,V ) can be constructed by the same recipe
as in §3.1 (see also [BC5, Remark 3.5.1] for an alternative approach).
Similarly to Fuk(C) our category Fukcob(C˜) depends on the various choices made, namely
a choice of strip-like ends and perturbation data. Note that part of the choice made for the
perturbation data is the choice of a profile function and the choice of transition functions.
We now fix the same choice of strip-like ends as for Fuk(C) and denote the space of choices
of perturbation data by E˜. We denote the subspace of regular choices of perturbation data
by E˜reg. For p˜ ∈ E˜reg we denote by Fukcob(C˜; p˜) the category corresponding to p˜.
Next we endow Fukcob(C˜; p˜) with a weakly filtered structure. This is done in precisely
the same way as for Fuk(C; p). More precisely we define the action filtration on the Floer
complexes CF (V0, V1;DV0,V1) by the same recipe as in §3.3.
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With these filtrations fixed, we now have the following:
Proposition 3.4.1. The statement of Proposition 3.3.1 holds for the A∞-categories Fukcob(C˜; p˜),
p˜ ∈ E˜ ′reg, where E˜ ′reg ⊂ E˜reg is defined in an analogous way as E ′reg ⊂ Ereg (see page 51).
The proof of this Proposition is essentially the same as that of Proposition 3.4.1 with
straightforward modifications related to the special form of the perturbation data p˜.
For technical reasons we will need in the following also enlargements of the categories
Fukcob(C˜; p˜) which will be denoted Fukcob(C˜1/2; p˜). These are defined in the same was as
Fukcob(C˜; p˜) only that the collection of objects C˜ is extended to allow Lagrangian cobordisms
V with ends from C but these ends are now allowed to lie over horizontal rays with y-coordinate
in 1
2
Z (rather than only Z). This larger collection of objects is denoted by C˜1/2. The per-
turbation data, the A∞-operations as well as the weakly filtered structures are defined in an
analogous way as for Fukcob(C˜; p˜). We denote the space of choices of perturbation data for
these categories by E˜1/2 and the space of regular such choices by E˜reg,1/2. Similarly to E
′
reg
and E˜ ′reg we also have the space E˜
′
reg,1/2 ⊂ E˜reg,1/2. An obvious analogue of Proposition 3.4.1
continues to hold for the family of categories Fukcob(C˜1/2; p˜), p˜ ∈ E˜ ′reg,1/2.
The relation between Fukcob(C˜) and Fukcob(C˜1/2) is simple. Any regular choice of per-
turbation data for Fukcob(C˜1/2) can be used, by restriction to smaller class of objects, for
Fukcob(C˜). Thus, with the right choices of perturbation data we obtain a full and faithful
embedding Fukcob(C˜) −→ Fukcob(C˜1/2). We shall give now a more precise description of this.
There is an obvious restriction map r : E˜1/2 −→ E˜ with r(E˜reg,1/2) ⊂ E˜reg and r(E˜ ′reg,1/2) ⊂
E˜ ′reg and such that the closure of r(E˜
′
reg,1/2) contains N˜ (the space of perturbations with
perturbation form 0, similarly to N on 51). We will replace from now on E˜ ′reg with r(E˜ ′reg,1/2)
and continue to denote the latter by E˜ ′reg.
There is also a (non-unique) right inverse to r which is an extension map j : r(E˜1/2) −→ E˜1/2
with j(N˜) ⊂ N˜1/2 and such that j(E˜ ′reg) ⊂ E˜ ′reg,1/2. The map j induces an obvious family of
extension functors
J : Fukcob(C; p˜) −→ Fukcob(C˜1/2; j(p˜)), p˜ ∈ E˜ ′reg. (79)
These are A∞-functors which are full and faithful (on the chain level). Note also that these
functors J are filtered, i.e. they have discrepancy ≤ 0.
From now on we replace E˜ ′reg,1/2 with j(E˜
′
reg) and continue to denote the latter by E˜
′
reg,1/2.
With these conventions made, the maps r|E˜′
reg,1/2
: E˜ ′reg,1/2 −→ E˜ ′reg and j|E˜′reg : E˜ ′reg −→ E˜ ′reg
become bijections, inverse one to the other. Therefore, whenever no confusion arises we omit
j and r from the notation and denote j(p˜) by p˜ keeping in mind that p˜ is a regular choice of
perturbation data for Fukcob(C˜) which admits an extension, still denoted by p˜, to a regular
choice of perturbation data for Fukcob(C˜1/2).
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An important property of the extension map j is the following. For every p˜0 ∈ N˜ we have:
lim
p˜→p˜0

Fukcob(C˜1/2;j(p˜))
d = 0, ∀ d. (80)
This follows easily from Proposition 3.4.1 together with the fact that j is continuous, that
j(N˜ ) ⊂ N˜1/2 and that the closure of j(E˜ ′reg) contains N˜1/2.
3.5. The monotone case. The theory developed earlier in the paper continues to work in
the more general setting of monotone Lagrangian submanifolds. We will assume henceforth
all symplectic manifolds as well as Lagrangian submanifolds to be connected.
Let (M,ω) be a symplectic manifold and L ⊂M a Lagrangian submanifold. Recall that L
is called monotone if the following two conditions are satisfied:
(1) There exists a constant ρ > such that
ω(A) = ρµ(A) ∀A ∈ HD2 (M,L).
HereHD2 (M,L) ⊂ H2(M,L) is the image of the Hurewicz homomorphism pi2(M,L) −→
H2(M,L) and µ is the Maslov index of L.
(2) The minimal Maslov number NL of L, defined by
NL := min{µ(A) | A ∈ HD2 (M,L), µ(A) > 0}
satisfies NL ≥ 2. (We use the convention that min ∅ =∞.)
A basic invariant of monotone Lagrangians L is the Maslov-2 disk count, dL ∈ Λ0. This
element is defined as dL := dT
a, where d ∈ Z2 is the number of J-holomorphic disks (for
generic J) of Maslov index 2 whose boundaries go through a given point in L, and a = 2ρ > 0
is the area of each of these disks. Note that if there are no J-holomorphic disks of Maslov 2
at all then dL = 0 by definition.
It is well known that dL is independent of the choices made in the definition (the almost
complex structure J and the point on L through which we count the disks - recall that L is
assumed to be connected). We refer the reader to [BC3, Section 2.5.1] for the precise definition
of the coefficient d in dL and its properties. (Note that the definition in that paper is done
over Z so the d above is obtained by reducing mod 2.) In different forms this invariant has
appeared in [Oh1, Oh2, Che1, FOOO1, Aur]. Under additional assumptions on L, one can
define a version of this invariant also over other base rings (such as Z and C) sometimes taking
additional structures (like local systems) into account (see e.g. [Aur, BC3]), but we will not
need that in the sequel.
Fix an element d ∈ Λ0 of the form d = dT a, d ∈ Z2, a > 0. Denote by Lagmon,d(M)
the class of closed monotone Lagrangians L ⊂ M with dL = d. Let C ⊂ Lagmon,d(M) be
a collection of Lagrangians. Then one can define the Fukaya categories Fuk(C; p) in the
same way as described earlier and the theory developed above in §3 carries over without
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any modifications. (The main difference in the monotone case is that HF (L,L) might not
be isomorphic to H∗(L), and in fact may even vanish. This however will not affect any of
our considerations. Apart from that, the monotone case poses some grading issues for Floer
complexes, but in this paper we work in an ungraded framework.)
Before we go on, we mention another basic measurement for monotone Lagrangians that
will be relevant in the sequel. Given a monotone Lagrangian L ⊂ M define its minimal disk
area AL by
AL = min{ω(A) | A ∈ HD2 (M,L), ω(A) > 0}. (81)
Turning to cobordisms, the theory continues to work if we restrict to monotone Lagrangian
cobordisms V ⊂ R2 ×M . Note that if V : (L′1, . . . , L′s) ; (L1, . . . , Lr) is monotone then its
ends L′i and L
′
j are automatically monotone too. Moreover, as observed by Chekanov [Che1],
if V is a monotone Lagrangian cobordism then one can define the Maslov-2 disk count dV
in the same way as above (i.e. for closed Lagrangian submanifolds) and dV continues to be
invariant of the choices made in its definition. Furthermore, if V is connected then
dV = dL′i = dLj , ∀ i, j.
Given d = dT a ∈ Λ0 and a collection C ⊂ Lagmon,d(M), denote by C˜ the collection of
connected monotone Lagrangian cobordisms V all of whose ends are in C. Note that by the
preceding discussion each V ∈ C˜ must have dV = d. Therefore we omit d from the notation
of C and C˜. This also keeps the notation consistent with the weakly exact case.
From now, unless explicitly indicated, we treat uniformly both the weakly exact case as
well as the monotone one. In particular the class of admissible Lagrangians will be denoted
by Lag∗(M), where ∗ = we in the weakly exact case, and ∗ = (mon,d) in the monotone case.
We will use similar notation Lag∗(R2 ×M) for the admissible classes of cobordisms.
3.6. Inclusion functors. Let γ ⊂ R2 be an embedded curve with horizontal ends, i.e. γ is
the image of a proper embedding R ↪−→ R2 whose image outside of a compact set coincides
with two horizontal rays having y-coordinates in 1
2
Z.
In [BC5, Section 4.2] we associated to γ a family of mutually quasi-isomorphic A∞-functors
Iγ : Fuk(C) −→ Fukcob(C˜1/2)
which we called inclusion functors. They all have the same action on objects which is given
by Iγ(L) = γ × L for every L ∈ C.
Here is a more precise description of this family of functors. Denote by Hprof the space of
profile functions (see §3.4, see also [BC5, Section 3] for the precise definition). The construction
of the inclusion functors from [BC5] involves the following ingredients. First, we restrict to
a special subset H′prof(γ) ⊂ Hprof which contains arbitrarily C1-small profile functions. Apart
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from being profile functions, these functions h : R2 −→ R have the following additional
properties:
(1) h|γ is a Morse function with an odd number of critical points O1, . . . , Ol ∈ γ, where
5 ≤ l = odd. Moreover, in a small Darboux-Weinstein neighborhood of γ, h is constant
along each cotangent fiber. Thus for every t we have: φht (γ) ∩ γ = {O1, . . . , Ol}.
(2) The image, (φh1)
−1(γ), of γ under the inverse of the time-1 map of the Hamiltonian
diffeomorphism generated by h is as depicted in figure 1.
We refer the reader to [BC5, Section 4] for more details. In that paper such functions were
called extended profile functions. The word “extended” indicates that these functions are
adapted to cobordisms with ends along rays having y-coordinates in 1
2
Z rather than just Z.
Figure 1. The curves γ and (φh1)
−1(γ).
Next, there is a map
ιγ : E
′
reg ×H′prof(γ) −→ E˜ ′reg,1/2, (82)
and an A∞-functor
Iγ;p,h : Fuk(C; p) −→ Fukcob(C˜1/2; ιγ(p, h)), (83)
defined for every (p, h) ∈ E ′reg ×H′prof(γ) such that for all (p, h) the following holds:
(1) For L0, L1 ∈ C, let DL0,L1 = (HL0,L1 , JL0,L1) be the Floer datum of (L0, L1) prescribed
by p and Dγ×L0,γ×L1 = (H
γ×L0,γ×L1 , Jγ×L0,γ×L1) the one prescribed by ιγ(p, h). Let
1 ≤ j = odd ≤ l. Then for a small neighborhood Uj of Oj we have Hγ×L0,γ×L1(z,m) =
h(z) + HL0,L1(m) for all (z,m) ∈ Uj ×M . Moreover, for every orbit x ∈ O(HL0,L1)
and 1 ≤ j = odd ≤ l, we have Oj × x ∈ O(Hγ×L0,γ×L1). In the following we will
denote x(j) := Oj × x. Furthermore, we may assume that these are all the orbits in
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O(Hγ×L0,γ×L1), i.e. O(Hγ×L0,γ×L1) = ∪j(Oj × O(Hγ×L0,γ×L1)), where the union runs
over all 1 ≤ j = odd ≤ l.
(2) Iγ;p,h(L) = γ × L for every L ∈ C.
(3) The 1’st order term, (Iγ;p,h)1 is the chain map
(Iγ;p,h)1 : CF (L0, L1;DL0,L1) −→ CF (γ × L0, γ × L1;Dγ×L0,γ×L1),
(Iγ;p,h)1(x) = x(1) + x(3) + · · ·+ x(l), ∀ x ∈ O(HL0,L1).
(84)
(4) The higher terms of Iγ;p,h vanish: (Iγ;p,h)d = 0 for every d ≥ 2.
(5) The homological functor associated to Iγ;p,h is full and faithful.
(6) For every p0 ∈ N we have lim ιγ(p, h) ∈ N˜1/2 as h −→ 0, p −→ p0. (The limits here
are in the C1-topology.)
(7) Let p0 ∈ N . The weakly filtered A∞-categories Fukcob(C˜1/2; ι(p, h)) have discrepancy
≤ Fukcob(C˜1/2;ι(p,h)), where for every d, lim Fukcob(C˜1/2;ι(p,h))d = 0 as p −→ p0 and h −→ 0.
(The limits here are in the C1-topology.)
(8) In case the ends of γ are along rays with y-coordinates in Z the map ιγ and functors
Iγ;p,h can be assumed to have values in E˜ ′reg and Fukcob(C˜; p˜) respectively. More
precisely, the map ιγ factors as a composition
E ′reg ×H′prof(γ)
ι′γ−−→ E˜ ′reg j−→ E˜ ′reg,1/2
and the functors Iγ;p,h factor as the composition of the following two A∞-functors:
Fuk(C; p) I
′
γ;p,h−−−−→ Fukcob(C˜; ι′γ(p, h)) J−→ Fukcob(C˜1/2; ιγ(p, h)). (85)
The map ι′γ and the A∞-functor I ′γ;p,h have the same properties as described above for
ιγ and Iγ;p,h respectively, with obvious modifications). The map j and functor J are
the ones introduced in (79).
Naively speaking, the functor Iγ;p,h would have been defined by extending perturbation data
DL0,...,Ld for Lagrangians in M to perturbation data Dγ×L0,...,γ×Ld in the obvious way (using
h) and then relate the µd operations on both sides. However, due to technical issues related to
compactness, the realization of these functors turns out to be somewhat less straightforward.
We refer the reader to [BC5, Section 4.2] for a detailed construction of these functors.
3.6.1. Additional properties relative to a given cobordisms. Suppose we fix in advance a La-
grangian cobordism W ∈ C˜ with the following properties. Denote by K1, . . . , Kr ∈ C the
negative ends of W . Let pi : R2×M −→ R2 be the projection. Assume that γ intersects pi(W )
only along the projection of the horizontal cylindrical negative part of W (corresponding to its
negative ends) with one intersection point corresponding to each end. Assume further that the
intersection of γ and pi(W ) is transverse and denote the intersection points by Q1, . . . , Qr ∈ R2,
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where Qj corresponds to the j
′th negative end of W . Then we can restrict to profile functions
h that have O2j+1 = Qj for every 1 ≤ j ≤ k and redefine the spaces Hprof and H′prof by adding
this restriction to the their definitions. For simplicity, we will continue to denote these spaces
by H′prof and Hprof.
Now, in addition to the previous list of properties, the map ιγ can be assumed to have also
the following property: let L ∈ C be a Lagrangian, and denote by DL,Kj = (HL,Kj , JL,Kj) the
Floer datum of (L,Kj) prescribed by p and by Dγ×L,V = (Hγ×L,V , Jγ×L,V ) the Floer datum
of (γ ×L, V ) prescribed by ιγ(p, h). Then we may assume that for small neighborhoods Uj of
Qj we have H
γ×L,V (z,m) = h(z) + HL,Kj(m) for every (z,m) ∈ Uj ×M . Moreover, we may
assume that O(Hγ×L,V ) = ∪kj=1
(
Qj ×O(HL,Kj)
)
.
3.6.2. The weakly filtered structure of the inclusion functors. The next proposition shows that
the inclusion functors are weakly filtered and gives more information on their discrepancies.
Proposition 3.6.1. The family of A∞-functors Iγ;p,h, (p, h) ∈ E ′reg × H′prof(γ), has the fol-
lowing properties:
(1) Iγ;p,h is weakly filtered (see §2.3 for the definition).
(2) Iγ;p,h has discrepancy ≤ Iγ;p,h, where Iγ;p,hd = 0 for every d ≥ 2 and

Iγ;p,h
1 ≤ max{h(Ok) | 1 ≤ k = odd ≤ l}.
Note that 
Iγ;p,h
1 −→ 0 as h −→ 0 in the C0-topology.
(3) Iγ;p,h is homologically unital.
(4) For every L ∈ C denote by e′γ×L = (Iγ;p,h)1(eL) ∈ CF (γ×L, γ×L;Dγ×L,γ×L) the image
of the homology unit eL ∈ CF (L,L;DL,L) under the functor Iγ;p,h. The collection of
elements {e′γ×L}L∈C can be extended to a collection of homology units E˜ = {e′V }V ∈C˜ for
Fukcob(C˜1/2, ιγ(p, h)) with discrepancy ≤ u˜′(p, h), where u˜′(p, h) −→ 0 as p −→ p0 ∈ N
and h −→ 0 in the C1-topologies.
(5) With respect to the collection of homology units E˜ above we have Fukcob(C˜1/2; ιγ(p, h)) ∈
U e(ζ˜(p, h)), where ζ˜(p, h) −→ 0 as p −→ p0 ∈ N and h −→ 0 in the C1-topologies.
(6) Let V be the Yoneda module of V ∈ C˜1/2. Then, with respect to the collection of
homology units E˜ above we have V ∈ Us(κ˜(p, h)), where κ˜(p, h) −→ 0 as p −→ p0 ∈ N
and h −→ 0 in the C1-topologies.
In case the ends of γ have y-coordinates in Z an obvious analog holds for the family of functors
I ′γ;p,h from (85).
The proof of this proposition is straightforward, given the precise definition of the functors
Iγ;p,h which is described in detail in [BC5, Section 4.2].
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3.7. Weakly filtered iterated cones coming from cobordisms. Let V ∈ C˜ be a La-
grangian cobordism and denote by L0, . . . , Lr ∈ C its negative ends. (In contrast to §3.4 as
well as [BC5], in this section we index the negative ends from 0 to r rather than from 1 to r.)
Let γ ⊂ R2 be the curve depicted in Figure 2. Let p ∈ E ′reg and h ∈ H′prof(γ) be such that
l := #(φh1)
−1(γ) ∩ γ = 2r + 5. Denote by V the Yoneda module of V , which we view here as
Figure 2. The curves γ, (φh1)
−1(γ) and the cobordism V .
an A∞-module over the category Fukcob(C˜1/2; ιγ(p, h)). Consider now the pullback module
MV ;γ,p,h := I∗γ;p,hV , (86)
which is a Fuk(C; p)-module. Since Iγ;p,h is a weakly filtered functor the module MV ;γ,p,h is
weakly filtered.
Proposition 3.7.1. The weakly filtered module MV ;γ,p,h has the following properties.
(1) For every N ∈ C and α ∈ R we have
M≤αV ;γ,p,h(N) =
CF≤α−h(O3)(N,L0; p)⊕ CF≤α−h(O5)(N,L1; p)⊕ · · · ⊕ CF≤α−h(O2r+3)(N,Lr; p),
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where the last equality is of Λ0-modules (but not necessarily of chain complexes). Here
CF (N,Li; p) stands for CF (N,Li;DN,Li), where DN,Li is the Floer datum prescribed
by p ∈ E ′reg.
(2) MV ;γ,p,h has discrepancy ≤ MV ;γ,p,h, where

MV ;γ,p,h
d ≤ (d− 1) max{h(Ok) | 1 ≤ k = odd ≤ 2r + 5}+ 
Fukcob(C˜1/2;ιγ(p,h))
d . (87)
Proof. The second statement follows immediately from Proposition 3.6.1 and Lemma 2.3.9
together with the fact that the higher terms of Iγ;p,h vanish. The first statement can be
verified by a straightforward calculation. 
Remark 3.7.2. An inspection of the arguments from [BC5, Section 4.4] shows that the estimate
for the discrepancy 
MV ;γ,p,h
d in (87) can be slightly improved by replacing the “max” term
from (87) with max{h(Ok) | 3 ≤ k = odd ≤ 2r+ 3}. We will not go into details on that since
this improvement will not play any role in our applications.
Recall from [BC5, Section 4.4] that the module MV ;γ,p,h is naturally isomorphic to an
iterated cone with attaching objects corresponding to the ends L0, . . . , Lr of V . More precisely,
denote by Lj the Yoneda module corresponding to Lj. Then
MV ;γ,p,h ∼= Cone(Lr φr−−→ Cone(Lr−1 φr−1−−−→ Cone(· · · Cone(L2 φ2−−→ Cone(L1 φ1−−→ L0))···))),
where φj is a module homomorphism between Lj and the intermediate iterated cone involving
the attachment of only the first j + 1 objects L0, . . . ,Lj.
As we will see shortly, the module homomorphisms φj are weakly filtered (and obviously the
Li’s too) and consequently the iterated cone MV ;γ,p,h can be endowed with a weakly filtered
structure by the algebraic recipe of §2.4 and §2.6. At the same time, we have just seen that
MV ;γ,p,h has another weakly filtered structure being the pull back module by an inclusion
functor, as described in Proposition 3.7.1. Our goal now is to compare these two weakly
filtered structures and show that they are essentially the same.
Consider the following collection of curves γ1, . . . , γr ⊂ R2 with horizontal ends, as depicted
in Figure 3. We assume that γr = γ, the curve involved in the definition of MV ;γ,p,h.
We also choose profile functions h1, . . . , hr : R2 −→ R with hj ∈ H′prof(γj) and such that
the following holds (see Figure 3):
(1) hr = h.
(2) (φh1)
−1(γ) ∩ γ = {O1, . . . , O2r+5}
(3) (φ
hj
1 )
−1(γj) ∩ γj = {Oj1, . . . , Oj2j+5}, where Ojk = Ok for all 1 ≤ k ≤ 2j + 3. Thus only
the last two intersection points Oj2j+4, O
j
2j+5 do not belong to the γl’s for l > j.
(4) hj coincides with h over the half-plane {y ≤ y2j+3+ 1100}, where y2j+3 is the y-coordinate
of O2j+3.
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Figure 3. A closer look at the curves γ, γj−1, and γj near the (j − 1)’th and
j’th ends of V .
We denote the space of all tuples of profile functions (h1, . . . , hr) satisfying these condi-
tions by H′prof(γ1, . . . , γr) and denote elements of this space by υ = (h1, . . . , hr). With this
notation, it is possible to choose maps ιγj : E
′
reg × H′prof(γj) −→ E˜ ′reg,1/2 for j = 1, . . . , r, as
in (82) satisfying the following. For every (p, υ) ∈ E ′reg ×H′prof(γ1, . . . , γr) the choice of data
ιγj(p, hj) ∈ E˜ ′reg,1/2 has the properties listed for ιγ(p, h) on page 64 but with γ replaced by
γj and h by hj. (Consequently, for every p˜0 ∈ N we have lim ιγj(p, hj) ∈ N˜1/2 as p −→ p0
and υ = (h1, . . . , hr) −→ (0, . . . , 0).) Moreover, we require that for every j and p ∈ E ′reg,
υ = (h1, . . . , hr) ∈ H′prof(γ1, . . . , γr) the data prescribed by ιγj(p, hj) is compatible with that
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prescribed by ιγj−1(p, hj−1) (in the obvious sense, similar to hj being compatible with hj−1).
By §3.6, the curves γj and the maps ιγj induce a family of inclusion functors
Iγj ;p,hj : Fuk(C; p) −→ Fuk(C˜1/2; ιγj(p, hj)),
parametrized by p ∈ E ′reg, υ = (h1, . . . , hr) ∈ H′prof(γ1, . . . , γr). We will use below the notation
Iγj ;p,υ := Iγj ;p,hj , where hj is the j’th entry in the tuple υ since it reflects better the parameters
(p, υ) parametrizing this family of functors. We will also write sometimes ιγj(p, υ) for ιγj(p, hj).
Consider now the pullback Fuk(C; p)-modules
MV ;γj ,p,υ = I∗γj ;p,υV , j = 1, . . . , r.
We endow each of these modules with its weakly filtered structure as defined at the beginning
of §3.7 and further described by Proposition 3.7.1 (where l = 2j+ 5, and γ should be replaced
by γj and h by hj). Next, for every 0 ≤ j ≤ r denote by Lj the Yoneda module associated to
Lj, endowed with its weakly filtered structure induced from Fuk(C; p). Finally, recall that for
a weakly filtered moduleM and ν ∈ R, SνM stands for the weakly filtered module obtained
from M by an action-shift of ν (see §2.3.3).
Proposition 3.7.3. For every (p, υ) ∈ E ′reg×H′prof(γ1, . . . , γr) there exist weakly filtered module
homomorphisms φ1 : L1 −→ L0 and φj : Lj −→ Sh(O3)MV ;γj−1,p,υ for j = 2, . . . , r such that
the following holds for every 1 ≤ j ≤ r:
(1) φj shifts action by ≤ 0.
(2) The discrepancy of φj is ≤ δφj , where
δ
φj
d := (d− 1) max
1≤k≤2j+3
k odd
h(Ok) + 
Fukcob(C˜1/2;ιγj (p,υ))
d + h(O2j+3)− h(O3). (88)
(3) For every 1 ≤ j ≤ r, Sh(O3)MV ;γj ,p,υ = Cone(φj; 0, δφj) as a weakly filtered modules.
(See §2.4 for our conventions for weakly filtered cones.) In other words, the weakly
filtered module Sh(O3)MV ;γj ,p,υ coincides with the weakly filtered mapping cone over φj.
Recalling that MV ;γ,p,h =MV ;γr,p,υ, the above Proposition implies that
Sh(O3)MV ;γ,p,h
= Cone(Lr φr−−→ Cone(Lr−1
φr−1−−−→ Cone(· · · Cone(L2 φ2−−→ Cone(L1 φ1−−→ L0))···))),
(89)
where φj := (φj; 0, δ
φj) and the cones in (89) are endowed with the filtrations as defined
in §2.4. In other words, up to a small action-shift,MV ;γ,p,h can be viewed as a weakly filtered
iterated cone by the very same recipe described at the beginning of §2.6 (with ρj = 0 and
Kj = Sh(O3)MV ;γj ,p,υ). Consequently, we can apply Theorem 2.6.1 with Kr = Sh(O3))MV ;γ,p,h.
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Proof of Proposition 3.7.3. The proof is based on two main ingredients. The first one is
the theory developed in [BC5, Sections 4.2, 4.4] from which it follows that, ignoring action-
filtrations, we have MV ;γj ,p,υ = Cone(Lj −→ MV ;γj−1,p,υ). The second one comprises direct
action-filtration calculations for the modules MV ;γj ,p,υ and the homomorphisms φj.
Before we go on, we should remark a notational difference between [BC5] and the present
paper. In [BC5] the negative ends of the cobordism V are indexed from 1 to r, whereas in
the present text the indexing runs between 0 and r. This results in several other indexing
differences between the two texts. For example, the curves γj in the present text are the same
as γj+1 in [BC5]. In the present text, the number of intersection points between φ
hj
1 (γj) and
γj is 2j + 5, whereas in [BC5] this number is 2j + 3, etc.
We start by adding to the collection of curves γ1, . . . , γr another curve γ0, defined in the
same way as the γj’s only that it is adapted to the L0-end of V in the sense that the negative
end of γ0 goes above the L0-end and below the L1 end. We also choose h0 ∈ H′prof(γ0) satisfying
the same conditions as the hj’s (see page 67) only for j = 0. We write (φ
∗
1h0)
−1(γ0) ∩ γ0 =
{O1, O2, O3, O04, O05}. To simplify the notation we also extend the tuple υ = (h1, . . . , hr) to
contain also h0 and write υ = (h0, . . . , hr). As before we have an inclusion functor associated
to γ0, p, h0 and we consider the pullback moduleMV ;γ0,p,h0 := I∗γ0;p,h0V . To be consistent with
the previous notation, we will denote this module also by MV ;γ0,p,υ.
We first claim that there exist module homomorphisms φj : Lj −→ MV ;γj−1,p,hj−1 for all
1 ≤ j ≤ r, such that
MV ;γj ,p,hj = Cone(Lj
φj−−→MV ;γj−1,p,hj−1), (90)
where at the moment we ignore the action filtrations. This statement is not explicitly stated
in [BC5, Section 4.4.2], but it follows easily from the arguments in that paper. More specif-
ically, what is stated explicitly in [BC5, Section 4.4.2] is that there exists an exact triangle
(in the derived category DFuk(C; p)) of the form Lj −→MV ;γj−1,p,hj−1 −→MV ;γj ,p,hj . Here
however, we claim a stronger statement, namely that (90) holds at the chain level. We will
now explain how to deduce (90) from the theory developed in [BC5]. In doing that we will
mostly follow the notation from that paper.
By [BC5, Proposition 4.4.1] for every 0 ≤ j ≤ r we have the following:
(1) A∞-categories Bj and B′j (depending on γj, p and hj).
(2) Quasi-isomorphisms of A∞-categories: ej : Fuk(C; p) −→ Bj, pj : Bj −→ B′j, σj :
B′j −→ Fuk(C; p) and qj : B′j −→ B′j−1, for j ≥ 1, all with vanishing higher order
terms. Moreover, they satisfy:
σj ◦ pj ◦ ej = id, ∀ j ≥ 0, and qj ◦ pj ◦ ej = pj−1 ◦ ej−1 ∀ j ≥ 1. (91)
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(3) A Bj-module Mj and a B′j-module M′j such that:
MV ;γj ,p,hj = e∗jMj, p∗jM′j =Mj, ∀ j ≥ 0
M′j = Cone(σ∗jLj
ϕj−−→ q∗jM′j−1), ∀ j ≥ 1,
(92)
for some module homomorphism ϕj. (This homomorphism was denoted by φj in [BC5,
Proposition 4.4.1]. We have denoted it here by ϕj since φj is already used for a slightly
different homomorphism.)
(4) For j = 0 we have: M′0 = σ∗0L0.
We now pull back the second line of (92) by the functor pj ◦ ej. The desired equality (90)
now follows by using (91) together with the fact that A∞-functors pull back mapping cones
to mapping cones (at the chain level). Note that for j = 0, pulling back the equality from
point (4) above yields: MV ;γ0,p,h0 = L0.
We now turn to the weakly filtered setting. Throughout the rest of the proof it is useful to
keep in mind that hj(Ok) = h(Ok) for every 0 ≤ j ≤ r and 1 ≤ k ≤ 2j + 3.
We claim that in the weakly filtered setting the correct version of (90) has the form:
Sh(O3)MV ;γj ,p,υ = Cone(Lj
(φj ;0,δ
φj )−−−−−−→ Sh(O3)MV ;γj−1,p,υ), ∀ 1 ≤ j ≤ r,
Sh(O3)MV ;γ0,p,υ = L0.
(93)
Of course, by Lemma 2.4.3, the first line of (93) is equivalent to:
MV ;γj ,p,υ = Cone(Lj
(φj ;0,δ
φj+h(O3))−−−−−−−−−−→MV ;γj−1,p,υ), ∀ 1 ≤ j ≤ r. (94)
To prove (94) one needs to go over the arguments in the proof of [BC5, Proposition 4.4.1]
and take action-filtrations into consideration. An inspection of these arguments shows that
the categories Bj, B′j and functors ej, pj, σj, qj are all weakly filtered, and so are the modules
M′j and Mj. Moreover, we have:
(1) The discrepancies of both Bj and B′j are ≤ Fukcob(C˜1/2;ιγj (p,hj)).
(2) Both functors pj and qj are filtered, i.e. have discrepancies ≤ 0.
(3) ej has discrepancy ≤ ej , where ej1 = max{hj(Ojk) | 1 ≤ k = odd ≤ 2j+5} and ejd = 0
for all d ≥ 2.
(4) pj ◦ ej has discrepancy ≤ pj◦ej , where pj◦ej1 = max{h(Ok) | 1 ≤ k = odd ≤ 2j + 3}
and 
pj◦ej
d = 0 for all d ≥ 2.
(5) σj has discrepancy ≤ σj , where σj1 = −h(O2j+3) and σjd = 0 for all d ≥ 2.
(6) The module homomorphism ϕj : σ
∗
jLj −→ q∗jM′j−1 shifts action by ≤ 0 and has
discrepancy ≤ ϕj , where

ϕj
d = 
Fukcob(C˜1/2;ιγj (p,υ))
d + h(O2j+3).
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(7) The modules M′j and M′j have discrepancies ≤ Fukcob(C˜1/2;ιγj (p,hj)).
(8) The equalities (or identifications) from (92) hold also in the weakly filtered sense,
where the cone over ϕj on the 2’nd line of (92) is now taken over (ϕj; 0, 
ϕj).
(9) M′0 = S−h(O3)σ∗0L0 as weakly filtered modules.
To conclude the proof of (94) we pull back the weakly filtered version of the 2’nd line of (92)
by pj ◦ ej and use Lemmas 2.4.6, 2.3.9 and 2.3.10 (recall that pj, ej do not have higher order
terms). The assertion that Sh(O3)MV ;γ0,p,υ = L0 follows in a similar way. 
4. Proof of the main geometric statements
In this section we prove the main geometric results of the paper.
We will make use of the following variants of the notion of Gromov width. Let (M2n, ω) be a
symplectic manifold, L ⊂M a Lagrangian submanifold and Q ⊂M a subset. Following [BC2,
BC1] we define the Gromov width δ(L;Q) of L relative to Q as follows. Assume first that
L 6⊂ Q. Define:
δ(L;Q) = sup
{
pir2 ∈ (0,∞] | ∃ a symplectic embedding e : B(r) −→M
such that e−1(L) = BR(r) and e(B(r)) ∩Q = ∅
}
.
(95)
Here B(r) ⊂ R2n is the standard 2n-dimensional closed ball of radius r, endowed with the
standard symplectic structure from R2n, and BR(r) := B(r) ∩ (Rn × {0}) is the real part of
B(r). In case L ⊂ Q we set δ(L;Q) := 0.
Another variant of the Gromov width is associated to an immersed Lagrangian. Let L̂
be a smooth closed manifold (possibly disconnected) and let ι : L̂ −→ M be a Lagrangian
immersion with image L := ι(L̂). We would like to measure the ”size” of a subset of the
double points of L relative to a given subset Q ⊂M . More precisely, denote by Σ(ι) ⊂ L the
set of points that have more than one preimage under the immersion ι. Let Σ′ ⊂ Σ(ι) be a
non-empty subset such that each point in Σ′ is a transverse intersection of two branches of
the immersion. As before, let Q ⊂ M be a subset. Assume first that Σ′ 6⊂ Q. We define the
Gromov width δΣ
′
(L;Q) of the self-intersection set Σ′ relative to Q by:
δΣ
′
(L;Q) = sup
{
pir2 ∈ (0,∞] | ∀ x ∈ Σ′, ∃ a symplectic embedding ex : B(r) −→M with,
ex(0) = x, e
−1
x (L) = BR(r) ∪ iBR(r), ex(B(r)) ∩Q = ∅,
and ex′(B(r)) ∩ ex′′(B(r)) = ∅ whenever x′ 6= x′′
}
.
Here iBR(r) stands for the imaginary part of the ball, iBR(r) := B(r) ∩ ({0} × Rn).
In case ∅ 6= Σ′ ⊂ Q we set δΣ′(L;Q) = 0. In case Σ′ = ∅ we set δ∅(L;Q) = ∞. In what
follows, if Q = ∅, then we omit the set Q from the notation in both δ(L;Q) and δΣ′(L;Q).
The next important geometric measurement is the shadow of a cobordism, as defined in [CS]
and already mentioned in the introduction. Let V ⊂ R2 ×M be a Lagrangian cobordism.
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Denote by pi : R2 ×M −→ R2 the projection. The shadow S(V ) of V is defined as:
S(V ) = Area(R2 \ U), (96)
where U ⊂ R2 \ pi(V ) is the union of all the unbounded connected components of R2 \ pi(V ).
Equivalently one can define S(V ) as follows. Fix a subset V0 := V ∩pi−1([−R,R]×R) outside
of which V is cylindrical. Then S(V ) is the infimum of Area(D), where D runs over all subsets
D ⊂ R2 which are symplectomorphic to a 2-dimensional disk and such that D ⊃ pi(V0).
We now turn to the main result which we restate here for the convenience of the reader.
Recall that Lag∗(M) denotes the collection of closed Lagrangian submanifolds of M of class ∗,
where ∗ stands either for the weakly exact Lagrangians (∗ = we in short), or for the monotone
Lagrangians with given Maslov-2 disk count d ∈ Λ0 (∗ = (mon,d) in short) as introduced
in §3.5. Similarly, we have the collection Lag∗(R2×M) of Lagrangian cobordisms V ⊂ R2×M
of class ∗, where ∗ is as above.
Theorem 4.0.1. Let L,L1, . . . , Lk ∈ Lagwe(M) and V : L ; (L1, . . . , Lk) a weakly exact
Lagrangian cobordism. Denote S := ∪ki=1Li the union of the Lagrangians corresponding to the
negative ends of V . Then
S(V ) ≥ 1
2
δ(L;S). (97)
For the next two points of the theorem we will use the following notation. Let N ∈ Lagwe(M)
be another weakly exact Lagrangian submanifold and consider S = ∪ki=1Li ⊂M and N∪S ⊂M
as immersed Lagrangians (parametrized by
∐k
i=1 Li and N
∐
(
∐k
i=1 Li) respectively).
(a) Assume that N intersects each of the Lagrangians L1, . . . , Lk transversely and that
N ∩ Li ∩ Lj = ∅ for all i 6= j. Denote Σ′ := N ∩ S. If S(V ) < 12 δΣ
′
(N ∪ S) then
#(N ∩ L) ≥
k∑
i=1
#(N ∩ Li) . (98)
(b) Assume that the Lagrangians L1, . . . , Lk intersect pairwise transversely and that no
three of them have a common intersection point (i.e. Li ∩ Lj ∩ Lr = ∅ for all distinct
indices i, j, r). Let Σ′′ be the set of all double points of S, i.e. Σ′′ := ∪1≤i<j≤kLi ∩ Lj.
If S(V ) < 1
4
δΣ
′′
(S;N) then
#(N ∩ L) ≥
k∑
i=1
dimΛ(HF (N,Li)) . (99)
The proof is given in §4.1 below.
Theorem 4.0.1 has an analog in the monotone case too. Recall from §3.5 the Maslov-2
disk count d ∈ Λ0 associated to a monotone Lagrangian L and also its minimal disk area AL
defined by (81) in §3.5.
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Theorem 4.0.2. Let L,L1, . . . , Lk ⊂M be monotone Lagrangians and V : L; (L1, . . . , Lk)
a connected monotone cobordism. Let S be the same as in Theorem 4.0.1. Denote by d ∈ Λ0
the Maslov-2 disk count of L (hence by §3.5 also of the Li’s) and let N ⊂ M be another
monotone Lagrangian with dN = d. Then:
S(V ) ≥ min{1
2
δ(L;S), AL}. (100)
Moreover, under the above assumptions statements (a) and (b) continue to hold as stated in
Theorem 4.0.1.
The proof is given in §4.2.
4.1. Proof of Theorem 4.0.1. We begin with the proof of (97). We first assume that the La-
grangians L,L0, . . . , Lk intersect pairwise transversely, and treat the general case afterwards.
Figure 4. The cobordisms W obtained from V by bending the positive end.
We start by bending the positive end of V by 180◦ clockwise in such a way as to get
a cobordism W without positive ends, and whose negative ends are (L0, L1, . . . , Lk), where
L0 := L. See Figure 4. Clearly S(W ) = S(V ).
Fix  > 0. Let γ, γ′ be two curves, as depicted in Figure 5, and such that there exists a (not
compactly supported) Hamiltonian isotopy, horizontal at infinity, ϕt : R2 −→ R2, t ∈ [0, 1],
with ϕ0 = id, ϕ1(γ) = γ
′ and with
length{ϕt} ≤ S(W ) + /2, (101)
where length{ϕt} stands for the Hofer length of the isotopy {ϕt}.
Put S = ∪ki=1Li and let e : B(r) −→M \ S be a symplectic embedding as in the definition
of δ(L0;S) in (95), with
δ(L0, S)−  ≤ pir2 ≤ δ(L0, S).
Next, let
B := image (e), q := e(0) ∈ L0, JB := e∗(Jstd), (102)
where the latter is the complex structure on B corresponding to the standard complex struc-
ture Jstd of B
2n(r) via the embedding e.
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Figure 5. The curves γ and γ′ and the cobordism W .
Next, we fix a symplectic identification between a small open neighborhood U of L0 in M
and a neighborhood U ′ of the zero-section in T ∗(L). Let f : L −→ R be a C1-small Morse
function with exactly one local maximum at the point q ∈ L0. We extend f to a function
f˜ : U ′ −→ R by setting it to be constant along the fibers of the cotangent bundle. Finally,
let HL0,L0f : M −→ R be a smooth function such that HL0,L0f |U coincides with f˜ via the
identification between U and U ′ that we have just fixed.
We now turn to the Fukaya categories relevant for this proof. Let C be the collection of
Lagrangians L0, . . . , Lk. We will use the Fukaya categories Fuk(C) and Fukcob(C˜) associated
to C. More specifically, we consider regular perturbation data p ∈ E ′reg and C1-small profile
functions h ∈ H′prof(γ) as in §3.6. We impose two additional restrictions on the admissible
choices of perturbation data p as follows. The first one is that the datum DL0,L0 of the
pair (L0, L0) should have the function H
L0,L0
f as its Hamiltonian function, defined using any
choice of a C1-small Morse functions f as described above. Furthermore, we allow only for
functions f that are sufficiently C1-small such that O(HL0,L0f ) = Crit(f). Note that for every
y ∈ O(HL0,L0f ) we have A(y) = f(y).
The second restriction is that the Hamiltonian functions HLi,Lj in the Floer data DLi,Lj ,
i 6= j, are all 0. It is possible to impose these additional restriction and still maintain regularity
since we have assumed that the Lagrangians L0, L1, . . . , Lk intersect pairwise transversely.
With these choices we have for every i 6= j:
O(HLi,Lj) = Li ∩ Lj, A(z) = 0, ∀ z ∈ O(HLi,Lj).
We denote the space of all such regular choices of perturbation data by E ′′reg ⊂ E ′reg. We
remark that the Morse function f is not fixed over E ′′reg and each choice p ∈ E ′′reg comes with
its own function f . Finally, note that N is still in the closure of E ′′reg.
We now appeal to the theory developed in §3. Consider the Fukaya category Fuk(C; p)
(see §3.2) as well as the Fukaya category of cobordisms Fukcob(C˜1/2; ιγ(p, h)) (see §3.4 and (83)
in §3.6). Recall that we have an “inclusion” functor Iγ;p,h : Fuk(C; p) −→ Fukcob(C˜1/2; ιγ(p, h)).
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Denote byW the Yoneda module corresponding to the objectW ∈ Ob(Fukcob(C˜1/2; ιγ(p, h)))
and consider its pull-back by the functor Iγ;p,h:
MW ;γ,p,h := I∗γ;p,hW .
Recall from §3.3, §3.4 and §3.6 that the A∞-categories Fuk(C; p), Fukcob(C˜1/2; ιγ(p, h)) as
well as the A∞-functor Iγ;p,h are all weakly filtered. Moreover, by §3.7 the module MW ;γ,p,h
if weakly filtered too. By Propositions 3.7.1, and points (6), (7) on page 64 the discrepancy
of this module is bounded from above by (p, h) = (1(p, h), 2(p, h), . . . , d(p, h), . . .) which
satisfies lim d(p, h) −→ 0 for every d, as p −→ p0 ∈ N and h −→ 0 (the latter in the
C1-topology).
Throughout the proof we will repeatedly deal with quantities having the same asymptotics
as d(p, h). In order to simplify the text we introduce the following notation. Let N0 ⊂ N
and let (p, h) 7−→ C(p, h) be a real valued function defined for p in a subset of E ′reg whose
closure contains N0, and h ∈ H′prof. We will write C(p, h) ∈ O(N0) to indicate that for every
p0 ∈ N0 we have limC(p, h) = 0 as p −→ p0 and h −→ 0 (the latter in the C1-topology).
By Proposition 3.7.3 (and (89)) we have:
SshMW ;γ,p,h
= Cone(Lk φk−−→ Cone(Lk−1
φk−1−−−→ Cone(· · · Cone(L2 φ2−−→ Cone(L1 φ1−−→ L0))···))),
(103)
where sh −→ 0 as h→ 0. (Recall from §2.3.3 that SshMV ;γ,p,h stands for the moduleMV ;γ,p,h
with action-shift by sh.) The modules Li in (103) are the Yoneda modules of the Li’s. The
notation φi stands for φi = (φi, 0, δ
(i)), with φi being a homomorphism of modules that shifts
action by ≤ 0 and has discrepancy ≤ δ(i)(p, h) where for every d we have δ(j)d (p, h) ∈ O(N ).
For simplicity of notation set δ(p, h) := max{δ(1)(p, h), . . . , δ(k)(p, h)}, so that the discrepancy
of all the φi’s is ≤ δ(p, h) and we still have δd(p, h) ∈ O(N ) for all d.
Consider the filtered chain complex Cp,h := S
shMW ;γ,p,h(L0) endowed with the differential
coming from the µ1-operation ofMW ;γ,p,h. By definition Cp,h = SshCF (γ ×L0,W ;Dγ×L0,W ),
where Dγ×L0,W is the Floer datum prescribed by ιγ(p, h). By (103) the Floer complex of
(L0, L0) is a subcomplex of Cp,h, or more precisely, we have an action preserving inclusion of
chain complexes:
CF (L0, L0; p) ⊂ Cp,h, (104)
where DL0,L0 is specified by p and is subject to the additional restrictions imposed earlier in
the proof. To simplify the notation, we will denote from now on for a pair of Lagrangians
(L′, L′′) by CF (L′, L′′; p) the Floer complex CF (L′, L′′;DL′,L′′), where DL′,L′′ is the Floer
datum specified by p.
Recall that we also have the curve γ′ ⊂ R2 with γ′∩pi(W ) = ∅. Choose a Floer datum D′ for
(γ′×L0,W ) with a sufficiently C2-small Hamiltonian function so that CF (γ′×L0,W ;D′) = 0.
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Now γ × L0 can be Hamiltonianly isotoped to γ′ × L0 via an isotopy horizontal at infinity
with Hofer length ≤ S(W ) + /2. By standard Floer theory (see e.g. [FOOO1, Section 5.3.2])
the identity map on Cp,h is null homotopic via a chain homotopy which shifts action by
≤ S(W ) + /2. Translated to the formalism of (53) in §2.7 this means that Bh(idCp,h) ≤
S(W ) + /2, hence by (58) we have:
β(Cp,h) ≤ S(W ) + /2, (105)
where β(Cp,h) is the boundary depth of the (acyclic) chain complex Cp,h as defined in (2.7.1).
We now appeal to Theorem 2.6.1 applied to the weakly filtered iterated cone (103). We
apply this theorem with X = L0 and ρi = 0. We obtain a new weakly filtered module
M such that M(L0) has a differential µM1 as described in that theorem together with a
filtered chain isomorphism σ1 : Cp,h −→ M(L0). An inspection of the sizes of shifts and
discrepancies of the various maps involved in Theorem 2.6.1 show that there exists a constant
sσ(p, h) ∈ O(N ) such that σ1 shifts filtration by ≤ sσ(p, h). Additionally, Theorem 2.6.1
implies that CF (L0, L0; p) is also a filtered subcomplex of M(L0) and that pr0 ◦ σ1 maps
CF (L0, L0; p) ⊂ CP,h to CF (L0, L0; p) ⊂M(L0) via the identity map: (pr0 ◦ σ1)|CF (L0,L0;p) =
id. Here pr0 :M(L0) −→ CF (L0, L0; p) is the projection onto the 0’th factor of M(L0).
Consider now the homology unit eL0 ∈ CF (L0, L0; p) as constructed in (70). By standard
Floer theory eL0 = q (recall that q is the unique maximum of f : L0 −→ R).
Let c ∈ CF (L0, L0; p) and γ ∈ O(HL0,L0) a generator, where HL0.L0 is the Hamiltonian
function of the Floer datum specified by p for (L0, L0). We denote by 〈c, γ〉 ∈ Λ the coefficient
of γ when writing c as a linear combination of elements of O(HL0,L0) with coefficient in Λ.
We will need the following Lemma.
Lemma 4.1.1. For every chain c ∈ CF (L0, L0; p) we have 〈µ1(c), q〉 = 0.
We postpone the proof of the lemma and continue with the proof of Theorem 4.0.1.
Put Cf := maxx∈L0 |f(x)|, C(1)(p, h) := Cf + sσ(p, h). By (105) there exists
b′ ∈ Cp,h with A(b′;Cp,h) ≤ A(eL0 ;Cp,h) + S(W ) +

2
≤ Cf + S(W ) + 
2
, (106)
such that eL0 = µ
Cp,h
1 (b
′).
Recall from point (6) of Theorem 2.6.1 that pr0 ◦ σ1|CF (L0,L0;p) = id. Set b := σ1(b′) and
apply pr0 ◦ σ1 to the equality eL0 = µCp,h1 (b′). We obtain:
eL0 = pr0 ◦ µM1 (b), A(b;M(L0)) ≤ C(1)(p, h) + S(W ) + /2, (107)
where C(1)(p, h) := Cf + s
σ(p, h). Obviously C(1)(p, h) ∈ O(N ). (Note that f −→ 0 as
p −→ p0 ∈ N .)
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Using the splitting (40) write b = b0 + · · ·+ bk, with bi ∈ CF (L0, Li; p) and
A(bi;CF (L0, Li; p)) ≤ C(2)(p, h) + S(W ) + /2,
where C(2)(p, h) is a new constant such that limC(2)(p, h) ∈ O(N ).
Continuing to apply Theorem 2.6.1 we have:
q = pr0 ◦ µM1 (b) =
k∑
j=0
a0,j(bj) = µ
CF (L0,L0;p)
1 (b0) +
k∑
j=1
a0,j(bj), (108)
where the operators ai,j are the entries of the matrix representation of µ
M
1 with respect to the
splitting (40). By Lemma 4.1.1, 〈µ1(b0), q〉 = 0, hence there exists 1 ≤ j0 ≤ k such that
〈a0,j0(bj0), q〉 6= 0, ν
(〈a0,j0(bj0), q〉) ≤ ν(1) = 0. (109)
Here ν is the standard valuation of Λ (see (59)).
By Theorem 2.6.1 there exists chains ci′,i′′ ∈ CF (Li′ , Li′′ ; p), for all i′ < i′′, with A(ci′,i′′) ≤
C(3)(p, h), where C(3)(p, h) ∈ O(N ) and such that
a0,j0(bj0) =
∑
2≤d, i
µ
Fuk(C;p)
d (bj0 , cid,id−1 , . . . , ci2,i1),
where i = (i1, . . . , id) runs over all partitions 0 = i1 < i2 · · · < id−1 < id = j0.
It follows that there exists a partition i0 = (i01, . . . , i
0
d) with d ≥ 2, for which〈
µ
Fuk(C;p)
d (bj0 , ci0d,i0d−1 , . . . , ci02,i01), q
〉 6= 0, ν(〈µFuk(C;p)d (bj0 , ci0d,i0d−1 , . . . , ci02,i01), q〉) ≤ 0.
Writing bj0 as a linear combination (over Λ) of elements from L0 ∩ Lj0 and similarly for the
ci0r,i0r−1 ’s, we deduce that there exist x ∈ L0 ∩ Lj0 , P (T ) ∈ Λ, and zr ∈ Li0r ∩ Li0r−1 , Qr ∈ Λ for
r = 2, . . . , d, such that:
A(P (T )x) ≤ C(2)(p, h) + S(W ) + /2,
A(Qr(T )zr) ≤ C(3)(p, h), ∀ 2 ≤ r ≤ d,〈
µ
Fuk(C;p)
d (P (T )x,Qd(T )zd, . . . , Q2(T )z2), q
〉 6= 0,
ν
(〈
µ
Fuk(C;p)
d (P (T )x,Qd(T )zd, . . . , Q2(T )z2), q
〉) ≤ 0.
Note that d, as well as the points x, zd, . . . , z2, q, all depend on (p, h), but for the moment we
suppress this from the notation.
Since A(P (T )x) = −ν(P (T )) and A(Qr(T )zr) = −ν(Qr(T )) we obtain:
ν
(〈
µ
Fuk(C;p)
d (x, zd, . . . , z2), q
〉) ≤ S(W ) + /2 + C(4)(p, h), (110)
where C(4)(p, h) ∈ O(N ).
LAGRANGIAN SHADOWS AND TRIANGULATED CATEGORIES 79
Denote by D(p) = (K(p), J(p)) the perturbation datum prescribed by p ∈ E ′′reg for the
tuple of Lagrangians (L0, Lj0 , Lid−1 , . . . , Li2 , L0). It follows from (110) that there exists a
non-constant Floer polygon u ∈M(x, zd, . . . , z2, q;D(p)) with
ω(u) ≤ S(W ) + /2 + C(4)(p, h).
Let p0 ∈ N be any choice of perturbation data which assigns to the tuple of Lagrangians
(L0, Lj0 , Lid−1 , . . . , Li2 , L0) the perturbation data D(p0) = (K = 0, J(p0)), where J(p0) is a
family of almost complex structures that coincide with JB on B (see (102)).
Fix a generic C1-small Morse function f as on page 75. We now choose a sequence {(pn, hn)}
in E ′′reg with (pn, hn) −→ (p0, 0) as n −→∞, and with the following additional property. The
Hamiltonian function HL0,L0(n) prescribed by pn for the Floer datum DL0,L0(pn) of (L0, L0)
is HL0,L01
n
f
, i.e. constructed as on page 75 but with the function 1
n
f instead of f . Consequently,
the point q (the maximum of 1
n
f) does not depend on n.
Passing to a subsequence of {(pn, hn)} if necessary we may assume that both d as well as
the points x, zd, . . . , z2 above do not depend on n either. (Note that by Theorem 2.6.1, d ≤ k,
so there are only finitely many possible values for d.)
In summary, we obtain a sequence, un ∈ M(x, zd, . . . , z2, q;D(pn)) with ω(un) ≤ S(W ) +
/2 + C(4)(pn, hn). By a compactness result [OK1, OK2] (see also [FO, Oh4, Oh3]) there
exists a subsequence of {un} which converges to a union of Floer polygons v0, v1, . . . , vl, l ≥ 0,
together with a (possibly broken) negative gradient trajectory η of f . (“Broken” means that
the trajectory might pass through several critical points of f .)
The Floer polygons vi map the boundary components of their domains of definition to some
of the Lagrangians in the collection L0, Lj0 , Lid−1 , . . . , Li2 , L0. Moreover, v0 maps one of its
boundary components to L0. The maps vi satisfy the Floer equation corresponding to the
perturbation data prescribed by p0. Consequently they are all genuine pseudo-holomorphic
(i.e. without Hamiltonian perturbations) with respect to the (domain-dependent) almost com-
plex structures prescribed by p0. In particular, ω(vi) ≥ 0 for every i.
Since ω(un) ≤ S(W )+/2+C(4)(pn, hn) for every n, it follows that
∑l
i=0 ω(vi) ≤ S(W )+/2,
hence
ω(v0) ≤ S(W ) + /2. (111)
The other part of the limit of {un}, namely the negative gradient trajectory η of f , emanates
from an L0-boundary point of one of the polygons, say v0, and ends at the point q.
Consider now v0 and η. Note that η must be the constant trajectory at the point q since
it goes into q which is a maximum of f . It follows that the polygon v0 passes (along its
boundary) through the point q.
We now appeal to the special form of J(p0) over the ball B. Recall that v0 is J(p0)-
holomorphic. Thus restricting v0 to the subdomain (of its definition) which is mapped to
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Int (B) we obtain a proper JB-holomorphic curve v′0 parametrized by a non-compact Riemann
surface with one boundary component. Moreover that boundary component is mapped to
B∩L0, and q ∈ B which is the center of the ball is in the image of that boundary component.
Passing to the standard ball B(r) via the symplectic embedding e mentioned in (102) we
obtain from v′0 a proper Jstd-holomorphic curve v
′′
0 inside B(r) which passes through 0 and
its boundary is mapped to BR(r) ⊂ B2n(r). Applying a reflection along Rn × 0 to v′′0 , and
gluing the result to v′′0 we obtain a proper Jstd-holomorphic curve (without boundary) v˜
′′
0 in
IntB2n(r) which passes through 0. By the Lelong inequality we have pir2 ≤ ωstd(v˜′′0). Putting
everything together we obtain:
δ(L0, S)−  ≤ pir2 ≤ ω(v˜′′0) = 2ω(v′′0) ≤ 2ω(v0) ≤ 2S(W ) + .
Since this inequality holds for all  > 0 the desired inequality (97) follows.
We now turn to the proof of Lemma stated earlier in the proof.
Proof of Lemma 4.1.1. Recall that the Hamiltonian function in the Floer data DL0,L0 of
(L0, L0) is H
L0,L0
f and we have O(HL0,L0f ) = Crit(f).
Let u : R × [0, 1] −→ M be a Floer strip connecting x− to x+, where x± ∈ Crit(f).
Identifying (D \ {−1,+1}, ∂D \ {−1,+1}) with (R× [0, 1],R×{0}∪R×{1}) we obtain from
u a map u′ : (D \ {−1,+1}, ∂D \ {−1,+1}) −→ (M,L0) that extends continuously to a map
u′ : (D, ∂D) −→ (M,L0). Since L0 is weakly exact we have ω(u′) = 0, hence ω(u) = 0.
By (72) it follows that f(x−) = f(x+) +E(u), where E(u) is the energy of u (see (62)). As
E(u) ≥ 0 we have f(x−) ≥ f(x+) with equality iff E(u) = 0.
Suppose by contradiction that 〈µ1(x), q〉 6= 0 for some x ∈ Crit(f). Let u be a Floer strip
that contributes to µ1(x) and connects x to q. By the above, we have f(x) ≥ f(q). Since q is
the unique maximum of f it follows that x = q. Moreover, E(u) = 0. The latter implies that
∂su ≡ 0. But this can happen only if u is the constant strip at q which contradicts the fact
that u contributes to µ1(x). 
To complete the proof of (97) it remains only to treat the case when the Lagrangians
L0, L1, . . . , Lk do not intersect pairwise transversely.
Fix  > 0. We apply k Hamiltonian isotopies, one to each Lagrangian Li, 1 ≤ i ≤ k, such
that the following holds:
(1) The images L′1, . . . , L
′
k of L1, . . . , Lk after these isotopies are such that L0, L
′
1, . . . , L
′
k
intersect pairwise transversely.
(2) The Hofer length of each of these isotopies is ≤ /k.
(3) δ(L0;S)−  ≤ δ(L0;S ′), where S ′ = L′1 ∪ . . . ∪ L′k.
Let V : L0 ; (L1, . . . , Lk) be a weakly exact cobordism. We now glue to each of the negative
ends Li of V the Lagrangian suspension associated to the preceding Hamiltonian isotopy used
LAGRANGIAN SHADOWS AND TRIANGULATED CATEGORIES 81
to move Li to L
′
i. The result is a new cobordism V
′ : L0 ; (L′1, . . . , L
′
k) whose shadow
satisfies: S(V ′) ≤ S(V ) + .
Since the ends of V ′ intersect pairwise transversely it follows from what we have already
proved that S(V ′) ≥ 1
2
δ(L0;S
′). Therefore:
1
2
δ(L0;S)− 2 ≤ 12δ(L0;S ′) ≤ S(V ′) ≤ S(V ) + .
As this holds for all  > 0 the result readily follows.
This completes the proof of (97).
We now turn to the proofs of the other two statements of the theorem.
Proof of statement (a). As in the previous part of the proof, we first assume that the La-
grangians L1, . . . , Lk intersect pairwise transversely.
Fix  > 0 small enough such that
S(V ) +  < 1
2
δΣ
′
(N ∪ S)− 1
2
. (112)
Fix also r > 0 with
δΣ
′
(N ∪ S)−  ≤ pir2 < δΣ′(N ∪ S). (113)
Write Σ′ = N ∩ S = {x1, . . . , xm} for the double points of N ∪ S, and let exi : B(r) −→
M , i = 1, . . . ,m, be a collection of symplectic embeddings with the properties as in the
definition of δΣ
′
on page 72 (we take L = N ∪ S and Q = ∅ in that definition). Denote
B := ∪mi=1image (exi) and let JB be the complex structure on B whose value on image (exi) is
the push forward (exi)∗(Jstd) of the standard complex structure Jstd of B(r) via the map exi .
We consider now two curves γ, γ′ of the the same shape as in the earlier part of the proof
(see Figure 6) and such that (similarly to (101)) there exists a Hamiltonian isotopy, horizontal
at infinity, ϕt : R2 −→ R2, t ∈ [0, 1], with ϕ0 = id, ϕ1(γ) = γ′ and with
length{ϕt} ≤ S(V ) + /2. (114)
Figure 6. The curves γ and γ′ and the cobordism V .
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Next we set up the Fukaya categories involved in the proof. Let C be the collection of
Lagrangians L1, . . . , Lk, L. We will work with the Fukaya Fuk(C; p) defined with choices of
perturbation data p with the following restrictions. The Floer data of (N,Li), prescribed by p,
are of the type DN,Li = (H
N,Li = 0, J(p)), where J(p) = {Jt(p)} is a family of almost complex
structures such that Jt(p)|B = JB for all t. The Floer data DLi,Lj i 6= j have the 0 Hamiltonian
function. Finally, the perturbation data DN,Lid ,...,Li1 , d ≥ 2, all have vanishing Hamiltonian
form, i.e. they are of the type (K = 0, J). Due to the assumption that N,L1, . . . , Lk intersect
pairwise transversely, regular choices of perturbation data with the above properties do exist.
We denote the space of such regular choices by E ′′reg. (It is important to note that the restriction
that Jt(p)|B = JB for every t does not pose any regularity problem since every Floer strip
or polygon relevant for the definition of Fuk(C; p) cannot have its image lying entirely inside
B, and outside of B we have not posed any restrictions on the choice of almost complex
structures.)
We set up the Fukaya categories Fukcob(C˜1/2, ιγ(p, h)) and Fukcob(C˜1/2, ιγ′(p, h)) and the
associated inclusion functors in the same way as in the previous part of the proof.
Let V , V ′ be the Yoneda modules corresponding to V , one time viewed as an object V ∈
Ob(Fukcob(C˜1/2; ιγ(p, h))) and one time as V ∈ Ob(Fukcob(C˜1/2; ιγ′(p, h))). Consider the pull-
back modules
MV ;γ,p,h := I∗γ;p,hV , MV ;γ′,p,h := I∗γ;p,hV ′.
By Proposition 3.7.3 (and (89)) we have:
SshMV ;γ,p,h = Cone(Lk φk−−→ Cone(Lk−1
φk−1−−−→ Cone(· · · Cone(L2 φ2−−→ L1))···)), (115)
where sh −→ 0 as h → 0, and similarly to what we have had on page 76, φi = (φi, 0, δ(i)),
with φi a homomorphism of modules that shifts action by ≤ 0 and has discrepancy ≤ δ(p, h),
where for every d we have δd(p, h) ∈ O(N ). By similar arguments, Ss′hMV ;γ′,p,h = L, where
L is the Yoneda module of L, and s′h −→ 0 as h −→ 0.
Consider now the chain complexes
Cp,h :=MV ;γ,p,h(N), C ′p,h :=MV ;γ′,p,h(N)
endowed with the differential coming from the A∞-modules MV ;γ,p,h, MV ;γ′,p,h. (Note that
Cp,h defined here is different than the Cp,h from page 76.)
By definition Cp,h = CF (γ×N, V ;Dγ×N,V ), where Dγ×N,V is the Floer datum prescribed by
ιγ(p, h). Similarly C ′p,h = CF (γ′×N, V ;Dγ′×N,V ), whereDγ′×N,V is the Floer datum prescribed
by ιγ′(p, h). Consider now the Hamiltonian isotopy ϕ˜t := ϕt × id : R2 ×M −→ R2 ×M ,
t ∈ [0, 1], where ϕt is the Hamiltonian isotopy from page 81. Note that {ϕ˜t} is horizontal at
infinity and by (114) has Hofer length ≤ S(V ) + 1
2
. Since ϕ˜1(γ ×N) = γ′ ×N , by standard
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Floer theory (see e.g. [FOOO1, Chapter 5]) this isotopy induces two chain maps:
φ : Cp,h −→ C ′p,h, ψ : C ′p,h −→ Cp,h,
which are both filtered and such that ψ ◦φ is chain homotopic to id by a chain homotopy that
shifts action by ≤ S(V ) + . More specifically
ψ ◦ φ = id+KdCp,h + dCp,hK,
where dCp,h is the differential of Cp,h and K is a Λ-linear map that shifts action by ≤ S(V ) + .
Using the formalism of (53) this means that
Bh(ψ ◦ φ− id) ≤ S(V ) + . (116)
We now appeal to Theorem 2.6.1, by which we obtain the following:
(1) A chain complex M(N) whose underlying Λ-module coincides with Cp,h and whose
differential µ
M(N)
1 is described by (41) from Theorem 2.6.1.
(2) An isomorphism of chain complexes σ1 : M(N) −→ Cp,h such that both σ1 and its
inverse σ−11 : Cp,h −→M(N) shift action by ≤ C(1)(p, h), where C(1)(p, h) ∈ O(N ).
We now estimate the action drop δ
µ
M(N)
1
(as defined in (52)) of the differential µ
M(N)
1 of
the chain complex M(N). By Theorem 2.6.1 the differential µM(N)1 comprises various µd-
operations, 1 ≤ d ≤ k, associated to tuples of Lagrangians of the type (N,Lid , Lid−1 , . . . , Li2 , Li1),
where i = i1 < · · · < id ≤ j, 1 ≤ i ≤ j ≤ k. Recall also that the perturbation data
p ∈ E ′′reg were chosen with vanishing Hamiltonian perturbation for tuple of Lagrangians as
above. Therefore, the above mentioned µd-operations are defined by counting (unperturbed)
pseudo-holomorphic polygons u with corners mapped to intersection points between consecu-
tive pairs of Lagrangians in tuples as above. Each polygon u contributing to these µd-operation
has an intersection point in N ∩Lj as one of its inputs and an intersection point in N ∩Li as
its output. Moreover, these polygons are JB-holomorphic over B. We thus obtain:
ω(u) ≥ ω(image (u) ∩B) ≥ 1
4
pir2 + 1
4
pir2 = 1
2
pir2,
where the first inequality hold because u is unperturbed-pseudo-holomorphic over its entire
domain, while the second inequality follows from a Lelong-inequality type of argument (see
e.g. [BC2, BC1]). Combining the preceding inequalities with (113) we deduce that every
Floer polygon u that participate in the calculation of the differential µ
M(N)
1 must satisfy
ω(u) ≥ 1
2
δΣ
′
(N ∪ S)− 
2
. It follows that
δ
µ
M(N)
1
≥ 1
2
δΣ
′
(N ∪ S)− 
2
. (117)
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In view of the map σ1 and its inverse σ
−1
1 , mentioned earlier in the proof, we deduce the
following estimate for the action drop of the differential of Cp,h:
δ
d
Cp,h ≥ 12δΣ
′
(N ∪ S)− 
2
− 2C(1)(p, h).
As C(1)(p, h) ∈ O(N ), by choosing p ∈ E ′′reg close enough to N and the profile function h
small enough, we may assume in view of (112) that 1
2
δΣ
′
(N ∪S)− 
2
− 2C(1)(p, h) > S(V ) + .
Combining the above together with (116) we obtain:
δ
d
Cp,h > S(V ) +  ≥ Bh(ψ ◦ φ− id).
By Lemma 2.7.3 (applied with C = Cp,h, f = ψ ◦ φ, g = id) we deduce that ψ ◦ φ is injective.
It follows that φ : Cp,h −→ C ′p,h is injective too, hence dimΛ Cp,h ≤ dimΛ C ′p,h. But
Cp,h =
k⊕
i=1
⊕
x∈N∩Li
Λ · x, C ′p,h =
⊕
x∈N∩L
Λ · x,
which implies the desired inequality (98). This completes the proof of statement (a) under
the additional assumption that L1, . . . , Lk intersect pairwise transversely.
It remains to treat the case when the Lagrangians L1, . . . , Lk do not necessarily intersect
pairwise transversely.
Let V be a cobordism as in the statement of the theorem. Fix r > 0 and  > 0 with
S(V ) +  < pir2 < δΣ′(N ∪ S). (118)
Let ex : B(r) −→ M , x ∈ Σ′ = N ∩ S, be a collection of symplectic embeddings as in the
definition of δΣ
′
(N ∪ S) on page 72. Since Σ′ = ∪ki=1(N ∩ Li) and the latter union is disjoint
every x ∈ Σ′ belongs to precisely one of the Lagrangians L1, . . . , Lk. Now let y ∈ Σ′ and
assume that y ∈ N ∩ Li. Let j 6= i. It is easy to see from the assumptions imposed on the
embeddings ex in the definition of δ
Σ′(N ∪S) that Lj ∩ey(B(r)) = ∅. In particular Lj ∩Li lies
outside of ey(B(r)). It follows that ∪i′<i′′(Li′ ∩ Li′′) lies outside of B := ∪x∈Σ′ image ex(B(r)).
Next, apply a small Hamiltonian perturbation to each of the Lagrangians L1, . . . , Lk, keep-
ing them fixed inside B, so as to obtain new Lagrangians L′1, . . . , L
′
k that intersect pairwise
transversely. By taking these perturbations small enough we may also assume that no new
intersection points between S and N have been created, i.e. L′i ∩ N = Li ∩ N for every i.
Moreover, we take these Hamiltonian perturbations to be small in the Hofer metric so that
the Hofer length of each of the isotopies generating the above perturbations is ≤ 
2k
.
We now glue to each of the negative ends Li of V the Lagrangian suspension associated
to the preceding Hamiltonian isotopy used to move Li to L
′
i. The result is a new cobordism
V ′ : L; (L′1, . . . , L
′
k) with S(V ′) ≤ S(V ) + 12. Combining with (118) we get:
S(V ′) ≤ δΣ′(N ∪ S ′).
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As the ends L′i of V
′ intersect pairwise transversely, by what we have proved earlier we have:
#(N ∩ L) ≥
k∑
i=1
#(N ∩ L′i).
Since N ∩ L′i = N ∩ Li for all i, the results follows and completes the proof of statement (a).
Proof of statement (b). The proof is similar to the proof of statement (a) above, only that
now we use Proposition 2.7.7 instead of Lemma 2.7.3 to estimate #(N ∩ L) in (99). Below
we will mainly go over the points in the proof that differ from the proof of statement (a).
Fix  > 0 small enough and r > 0 so that:
S(V ) +  < 1
4
δΣ
′′
(S;N)− 1
4
, δΣ
′′
(S;N)−  ≤ pir2 < δΣ′′(S;N). (119)
Next, fix symplectic embeddings ex : B(r) −→ M , x ∈ Σ′′, as in the definition of δΣ′′(S;N)
on page 72. Fix also curves γ, γ′ as in the proof of statement (a). We set up the Fukaya
categories Fuk(C; p), Fukcob(C˜1/2, ιγ(p, h)), Fukcob(C˜1/2, ιγ′(p, h)) and the inclusion functors
Iγ;p,h, Iγ′;p,h, in the same way as in the proof of statement (a). We then define the chain
complexes Cp,h, C ′p,h, and the two chain maps φ : Cp,h −→ C ′p,h, ψ : C ′p,h −→ Cp,h, with
ψ ◦ φ = id +K ◦ dCp,h + dCp,h ◦K, (120)
where K shifts action by ≤ S(V ) + .
As before, we now use Theorem 2.6.1 and obtain a chain complexM(N) whose underlying
Λ-module coincides with Cp,h and equals
M(N) = ⊕ki=1CF (N,Li;DN,Li). (121)
By Theorem 2.6.1 the differential µ
M(n)
1 can be written with respect to the splitting (121) as
an upper triangular matrix of operators (ai,j) with diagonal elements ai,i = µ
CF (N,Li;DN,Li )
1 .
Write µ
M(N)
1 = d0 + d1, where d0 = ⊕ki=1µCF (N,Li;DN,Li )1 with respect to the splitting (121) and
d1 : M(N) −→ M(N) is the operator represented by the part of the matrix (ai,j) that lies
strictly above the diagonal.
The operator d1 consists of sums of µd-operations, d ≥ 2, where among the inputs of each
such operation there is at least one point from Li ∩ Lj, i < j. A similar argument to the one
used on page 83 in estimating δ
µ
M(N)
1
in the proof of statement (a) shows that δd1 ≥ 14pir2.
Here, δd1 is the action drop of d1 (see §2.7, page 40). Combining with (119) we get:
δd1 ≥ 14δΣ
′′
(S;N)− 1
4
. (122)
Put f ′ := ψ ◦ φ : Cp,h −→ Cp,h. By (120) we have Bh(f ′ − id) ≤ S(V ) + . Recall from
Theorem 2.6.1 the isomorphism of chain complexes σ1 : Cp,h −→ M(N) such that both σ1
and its inverse σ−11 shift action by ≤ C(1)(p, h), where C(1)(p, h) ∈ O(N ). Consider
f := σ1 ◦ f ′ ◦ σ−11 :M(N) −→M(N).
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We would like to apply Proposition 2.7.7 to C =M(N), d0, d1 as defined above and the map
f . We have:
f − id = (σ1 ◦K ◦ σ−11 ) ◦ dCp,h + dCp,h ◦ (σ1 ◦K ◦ σ−11 ),
hence Bh(f − id) ≤ S(V ) +  + 2C(1)(p, h). As C(1)(p, h) ∈ O(N ), by taking p close enough
to N and the profile function h small enough, we may assume in view of (119) that
S(V ) + + 2C(1)(p, h) < 1
4
δΣ
′′
(S;N)− 1
4
.
Together with (122) we now obtain:
Bh(f − id) < δd1 . (123)
In order to apply Proposition 2.7.7 it remains to check that
dimΛH∗(M(N), d0) ≥ dimΛH∗(M(N), µM(N)1 ). (124)
This follows from standard results in homological algebra since
H∗(M(N), d0) = ⊕ki=1HF (N,Li), H∗(M(N), µM(N)1 ) ∼= H∗(Cp,h, dCP,h)
and Cp,h is an iterated cone of the type
Cp,h = Cone(CF (N,Lk)→ Cone(CF (N,Lk−1)
→ Cone(· · · Cone(CF (N,L2)→ CF (N,L1)))···)).
We are now in position to apply Proposition 2.7.7, by which we obtain:
dimΛ(image (f)) ≥ dimΛH∗(M(N), d0) =
k∑
i=1
dimΛHF (N,Li).
On the other hand:
dimΛ(image (f)) ≤ dimΛM(N) =
k∑
i=1
#(N ∩ Li).
Putting the last two inequalities together yields (99) and concludes the proof of statement (b).

Remark 4.1.2. a. The intersection result at the point (a) in Theorem 4.0.1 implies variants
of both inequalities (97) and (99) but with slightly different assumptions and for different
constants δ. This is obvious concerning (99) and for inequality (97) it is seen by applying (98)
to the cobordism W : ∅; (L,L1, . . . , Lk) obtained by bending the positive end of V half way
clockwise - as in Figure 4 - and taking N a Hamiltonian perturbation of L.
b. The following argument, due to Misha Khanevsky, leads to a more direct proof of
the first part of Theorem 4.0.1 but gives a weaker inequality. We reproduce the argument
here with Misha’s permission. A result of Usher (Theorem 4.9 in [Ush3]) claims that, given
two Lagrangians V and V ′ that intersect transversely and non-trivially, there exists δ > 0
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depending on V and V ′, such that the energy required to disjoin V from V ′ is greater than
δ. This result was proven for compact or (tame at infinity) symplectic manifolds but can be
adjusted without any difficulty to the case of Lagrangians with cylindrical ends in C ×M .
Assume that L 6⊂ ∪iLi and let T be a small Lagrangian torus, disjoint from all Li’s, and such
that T intersects L transversally and non-trivially. Let γ′ be a curve as in Figure 6 and let
V ′ = γ′ × T . Thus V ′ and V intersect non-trivially and transversely (see also Figure 4). The
isotopy taking the curve γ to the curve γ′ in Figure 6 disjoins V ′ from V and thus its energy,
that can be assumed to be as close as needed to S(V ), has to exceed δ. By inspecting Usher’s
proof [Ush3], the constant δ is smaller than the smallest area of a non-trivial J-disk, sphere or
strip with boundaries on V and on V ′. By standard arguments, the latter areas can be shown
to only depend on L and T and this finishes Khanevsky’s argument. However, notice that the
dependence on T of the constant δ here means that it is generally smaller than δ(L;S) from
the statement of Theorem 4.0.1. Moreover, this argument does not imply the points (a) and
(b) of the statement and it also can not be adjusted to estimate the algebraic measurements
that we will see later in the paper in Corollary 5.3.5.
4.2. Proof of Theorem 4.0.2. The proofs of statements (a) and (b) given in §4.1 carry over
to the monotone case without any modifications.
We now explain how to adjust the proof of (97) given in §4.1 in order to prove (100).
We may assume throughout the proof that S(V ) < AL, for otherwise the inequality (100)
is trivially satisfied. We need to prove that S(V ) ≥ 1
2
δ(L;S).
We fix  > 0 as in the proof of (97) but we require additionally that
S(W ) +  < AL. (125)
The proof now goes along the same lines as the proof of (97), detailed in §4.1, up to the point
where we had to use Lemma 4.1.1 (see page 77). That lemma does not hold in the monotone
case, and we will now use the following lemma instead:
Lemma 4.2.1. Let c ∈ Crit(f), viewed as an element of O(HL0,L0f ). If 〈µCF (L0,L0;p)1 (c), q〉 6= 0
then ν(〈µCF (L0,L0;p)1 (c), q〉) ≥ AL0.
We postpone the proof for a while and continue with the proof of Theorem 4.0.2. As in
the proof of Theorem 4.0.2 we decompose the element b from (107) as b = b0 + · · · + bk with
bi ∈ CF (L0, Li; p). We cannot deduce, as earlier, that 〈µ1(b0), q〉 = 0, however by Lemma 4.2.1
and (125) we still obtain that
ν(〈µ1(b0), q〉) ≥ AL0 − S(W )− C(2)(p, h)− 12 > 12− C(2)(p, h),
where C(2)(p, h) ∈ O(N ). By taking p close enough to p0 ∈ N and h small enough we may
assume that ν(〈µ1(b0), q〉) > 0. In view of (108) we can now deduce, as before, that there
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exists 1 ≤ j0 ≤ k such that (109) holds. From this point on, the proof continues exactly as
carried out in the weakly exact case in §4.1.
It remains to proof the preceding lemma.
Proof of Lemma 4.2.1. Let u ∈ M(c, q;DL0,L0) be a Floer strip that goes from c to q and
contributes to µ
CF (L0,L0;p)
1 (x). We need to show that ω(u) ≥ AL0 .
Indeed, as in the proof of Lemma 4.1.1 on page 77, after identifying (R × [0, 1],R × {0} ∪
R × {1}) with (D \ {−1,+1}, ∂D \ {−1,+1}) the map u extends continuously to a map
u : (D, ∂D) −→ (M,L0). The dimension of the component of u in the space M∗(c, q;DL0,L0)
of non-parametrized Floer trajectories connecting c to q is given by
dimM∗u(c, q;DL0,L0) = |c| − |q| − 1 + µ([u]) = |c| − n− 1 + µ([u]),
where µ is the Maslov index and [u] ∈ HD2 (M,L0) is the homology class induced by u. Since
dimM∗u(c, q;DL0,L0) ≥ 0 we must have µ([u]) ≥ n + 1 − |c| > 0. By monotonicity of L0 we
have ω([u]) ≥ AL0 , hence ω(u) ≥ AL0 . This concludes the proof of the lemma. 
The proof of Theorem 4.0.2 is now complete. 
5. Metrics on Lagrangian spaces and examples
This section gives some context to the phenomena reflected in Theorem 4.0.1 and discusses
a number of applications and ramifications.
5.1. Shadow metrics on Lag∗(M). Let (M,ω) be a symplectic manifold. Fix a class
Lag∗(M) of Lagrangian submanifolds of M , where ∗ that can be either ∗ = we or (mon,d),
see 3.5. Fix a family F ⊂ Lag∗(M) of Lagrangian submanifolds of M . Let L and L′ be two
other Lagrangians in Lag∗(M). Theorem 4.0.1 suggests the definition of the following two
sequences of numbers. The definition of these numbers has a geometric underpinning in that
it is based on the existence of certain cobordisms.
First, for each a > 0, define the geometric -cone-length of L′ relative to L (with respect to
F) as
lFa (L
′, L) := min{k ∈ N | ∃ V : L′ ; (L1, ..., Ls−1, L, Ls, ..., Lk), Li ∈ F , S(V ) ≤ a} .
Here, the minimum is taken only over cobordisms V ∈ Lag∗(R2 ×M), i.e. in the given class
∗. It is important to note that we allow V to be disconnected. We use the convention that
the number lFa (L
′, L) equals 0 if L and L′ are related by a simple cobordism V : L′ ; L of
shadow ≤ a (a cobordism with just two possibly non-void ends, one positive and one negative,
is called simple). We set lFa (L
′, L) = ∞ if no cobordism V as above exists. We will omit F
from the notation when there is no risk of confusion.
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It is clear that lFa (L
′, L) is non-increasing in a and symmetric with respect to L,L′. Next,
define lF(L′, L) := lima→∞ lFa (L
′, L) to be the absolute cone length of L′ relative to L and
lF0 (L
′, L) := lima→0 la(L′, L).
In view of Theorem 4.0.1 it is natural to also estimate the minimal shadow required for
splittings as in the definition of lFa and thus define a second family of natural measurements
as follows. For every k ∈ N define:
dFk (L
′, L) := inf{S(V ) | ∃ V : L′ ; (L1, ..., Ls−1, L, Ls, ..., Lr), Li ∈ F , r ≤ k}. (126)
Again, the infimum is taken only over cobordisms V of class ∗ and we allow V to be discon-
nected. This is significant as, for instance, if F contains a representative in each Hamiltonian
isotopy class of the Lagrangians in Lag∗(M), then dF2 (L′, L) is finite for all L,L′ ∈ Lag∗(M)
(one can take V as an appropriate union V0 ∪ V1 of two disjoint Lagrangian suspensions
V0 : L→ L1, V1 : ∅ → (L′, L′1) with L1 and L′1 respectively Hamiltonian isotopic to L and to
L′). We take dFk (L
′, L) =∞ if no cobordisms V as in (126) exist.
We call dFk the geometric k-splitting energy of L
′ relative to L (with respect to F). Again,
dFk is symmetric in (L,L
′), and dFk (L
′, L) is non-increasing in k. Note that dF0 is the “shadow”
metric on elementary cobordism equivalence classes as defined in [CS]. Thus for a Hamiltonian
diffeomorphism φ, we have
dF0 (φ(L), L) ≤ ||φ||H
(the latter stands for the Hofer norm of φ).
The following inequality is immediate:
dFk+k′(L,L
′′) ≤ dFk (L,L′) + dFk′(L′, L′′).
Obviously, we also have: dFlFa (L′,L)(L
′, L) ≤ a and lF
dFk (L′,L)
(L′, L) ≤ k.
Finally, we define also the following measurement:
dF(L,L′) = lim
k→∞
dFk (L,L
′) = inf
k≥0
dFk (L,L
′) . (127)
From the above it follows that dF(−,−) is a pseudo-metric. By definition, dF(L,L′) is infinite
only if there are no cobordisms relating L to L′ and with all the other ends in F .
The first point of Theorem 4.0.1 (Theorem A) implies:
Corollary 5.1.1. If dF(L′, L) = 0, then L ⊂ L′ ∪ ∪K∈FK and L′ ⊂ L ∪ ∪K∈FK.
Proof. Indeed, if the first inclusion in this statement does not hold, then δ(L;L′∪∪K∈FK) > 0
and as a consequence of Theorem 4.0.1 it follows that any cobordism having L as its positive
end, with one negative end equal to L′ and with the other negative ends from F , is of shadow
at least δ(L;L′ ∪ ∪K∈FK)/2 which means that dF(L′, L) can not vanish.
In case the other inclusion from the statement does not hold, the proof is similar. 
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It is easy to see (Remark 5.2.2 below) that the pseudo-metric dF given by (127) is in
general degenerate. However, there is a simple way to adjust it so as to obtain a genuine
metric (possibly infinite).
Corollary 5.1.2. Let F and F ′ be two families of Lagrangians in Lag∗(M) so that the inter-
section (∪K∈FK)∩(∪K′∈F ′K ′) is totally disconnected. The pseudo-metric on Lag∗(M) defined
by:
d̂F ,F
′
= max{dF , dF ′}
is non-degenerate.
Proof. If d̂F ,F
′
(L,L′) = 0 we deduce from Corollary 5.1.1 that L ⊂ L′ ∪ ∪K∈FK and L ⊂
L′ ∪ ∪K′∈F ′K ′. Assume that there is a point x ∈ L so that x 6∈ L′. Then there is an open
disk D ⊂ L so that D ∩ L′ = ∅. It follows that D ⊂ ∪K∈FK as well as D ⊂ ∪K′∈F ′K ′ which
is not possible because the set (∪K∈FK) ∩ (∪K′∈F ′K ′) is totally disconnected). We conclude
that L ⊂ L′. The roles of L and L′ being symmetric, we deduce that L = L′. 
Notice that if L′ = φ(L) with φ a Hamiltonian isotopy, then d̂F ,F
′
(L,L′) ≤ ||φ||H .
Given a family F that is finite (but this can also work in more general instances) it is easy
to produce an additional family F ′ that satisfies the assumption of Corollary 5.1.2. This can
be achieved, for instance, by transporting each element of F by an appropriate Hamiltonian
isotopy.
We will not analyze here in detail the properties of the metrics d̂F ,F
′
but there are two
simple observations that we include.
Corollary 5.1.3. Let φ be a Hamiltonian diffeomorphism and let || − ||H be the Hofer norm.
We have the following two inequalities:
|d̂F ,F ′(L,L′)− d̂F ,F ′(φ(L), φ(L′))| ≤ 2||φ||H (128)
and
|d̂φ(F),φ(F ′)(L,L′)− d̂F ,F ′(L,L′)| ≤ 2||φ||H . (129)
Therefore, the group of Hamiltonian diffeomorphisms acts by quasi-isometries on the metric
space (Lag∗(M), d̂F ,F ′). Moreover, the identity is a quasi-isometry between the two metric
spaces
(Lag∗(M), d̂φ(F),φ(F ′)) , (Lag∗(M), d̂F ,F ′) .
Proof. A cobordism V : L; (F1, . . . , L
′, . . . , Fk) can be extended, by gluing appropriate La-
grangian suspensions to the ends L and L′, to a cobordism V ′ : φ(L); (F1, . . . , φ(L′), . . . , Fk)
of shadow S(V ′) ≤ S(V ) + 2||φ||H . The first inequality in the statement then follows
rapidly, by applying the same argument to φ−1. Similarly, to deduce the second inequal-
ity, consider V : L ; (F1, . . . , L
′, . . . , Fk). By applying φ to V we get φ(V ) : φ(L) ;
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(φ(F1), . . . , φ(L
′), . . . , φ(Fk)). Extend both ends φ(L) and φ(L′) by Lagrangian suspensions
thus getting V ′′ ; (φ(F1), . . . , L′, . . . , φ(Fk)) of shadow bounded by S(V ) + 2||φ||H and the
desired inequality follows easily. 
The construction of the metrics d̂F ,F
′
is very flexible and can be modified in a variety of
ways. For instance, one can use more than two families F . Here is such an example. Let
U = {Ui}i∈I be a family of open sets Ui ⊂ M and let Fi = {L ∈ Lag∗(M) | L ∩ Ui = ∅}. For
each index i ∈ I we then have a shadow pseudo-metric dFi and we define a new pseudo-metric:
DU = sup{dFi | i ∈ I} .
In the statement below we will make use of the following quantity. For L ∈ Lag∗(M) let
∆(L;U) = inf{s | ∀ i ∈ I ∃ φ Hamiltonian diffeomorphism with φ(L) ∩ Ui = ∅, ||φ||H ≤ s}.
Corollary 5.1.4. With the notation above we have:
i. If U is a covering of M in the sense that ∪iUi = M , then DU is non-degenerate.
ii. For all L,L′ ∈ Lag∗(M) such that ∆(L;U) and ∆(L′;U) are finite, we have:
DU(L,L′) ≤ ∆(L;U) + ∆(L′;U) .
Proof. The first point follows immediately from Corollary 5.1.1. For the second point fix some
s > ∆(L;U), s′ > ∆(L′;U) and pick one family Fi. There is a cobordism V : L; (L′1, L′, L1)
such that V is a disjoint union of two Lagrangian suspensions V0 : L; L1 and V1 : ∅; (L′1, L′)
such that L1, L
′
1 ∈ Fi and S(V0) ≤ s, S(V1) ≤ s′. This means that dFi(L,L′) ≤ s + s′ which
implies the claim. 
There are other variants of the definition of the metric d̂F ,F
′
that have interesting features.
For instance, by considering in (126) only cobordisms V : L′ ; (L1, . . . , Lk, L), in other
words cobordisms for which L′ is the positive end and L is the top negative end, one gets a
measurement tFk (L
′, L). It has similar properties to dFk , except that it is not symmetric. We
define tF(L′, L) as in (127) and we symmetrize by putting rF(L′, L) = (tF(L′, L)+tF(L,L′))/2
thus obtaining a new pseudo-metric. This pseudo-metric satifies the conclusion of Corollary
5.1.1 and can be used in the rest of the constructions before leading to metrics r̂F ,F
′
that
satisfy the conclusions of Corollaries 5.1.2, 5.1.3 and 5.1.4, where in 5.1.4 the pseudo-metric
DU is replaced with RU = sup{ rFi | i ∈ I}. An additional interesting feature of the
pseudo-metrics RU is next:
Corollary 5.1.5. With the notation above fix L ∈ Lag∗(M) and assume that U is a covering
of M . There exists a constant δ > 0 depending on L and U such that, if L′ ∈ Lag∗(M) is
disjoint from L, then RU(L,L′) ≥ δ.
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Proof. The crucial remark is that, by inspecting the proof of the first part of Theorem 4.0.1,
we see that given V : L ; (L1, . . . , Lk, L
′) in Lag∗(R2 ×M) and such that L ∩ L′ = ∅, then
S(V ) ≥ δ(L;S)/2 where S = ∪iLi but S - and thus δ(L, S) - does not depend on L′. As U
is a covering of M there exists some index i ∈ I and an open set U ⊂ Ui such that U is the
image of an embedding e : B(r)→M with e−1(L) = BR(r). Obviously, U is disjoint from all
the elements of Fi and thus RU(L,L′) ≥ pir2/4.

It is easy to find examples of sequences of Lagrangians Lk, each disjoint from a fixed L (for
instance longitudes on a torus), and such that the sequence Lk converges to L in Hausdorff
distance. By Corollary 5.1.5 all these Lagrangians remain away from L in RU distance.
Remark 5.1.6. a. It is well-known that there are other natural metrics defined on Lag∗(M).
The most famous is Hofer’s Lagrangian metric, used since the work of Chekanov [Che2], which
infimizes the Hofer energy needed to carry one Lagrangian to the other. Another interesting
more algebraic metric, smaller than the Hofer metric, is the spectral metric due to Viterbo.
Both these metrics are infinite as soon as the two Lagrangians compared are not Hamiltonian
isotopic. A metric smaller than the Hofer norm, and based on simple Lagrangian cobordism
has been introduced in [CS]: it measures the distance between L and L′ by infimizing the
shadow of cobordisms having only L and L′ as ends. This metric is finite on each simple
cobordism class and, with the notation above, it coincides with d∅ = d̂∅,∅. This metric is
again often infinite. For instance, in the exact case, as soon as L and L′ have non-isomorphic
homologies, the simple shadow distance between L and L′ is infinite. Indeed, if L and L′ are
related by an exact simple cobordism, then L and L′ have isomorphic singular homologies
[BC4] (more rigidity is actually true, see [SL]). For other results on the simple shadow metric
see [Bis1, Bis2, Bis3].
b. A notion of cone-length is familiar in homotopy theory as a measure of complexity for
topological spaces [Cor].
5.2. Some examples and calculations.
5.2.1. Curves on tori and related examples. If φ is a Hamiltonian diffeomorphism, then clearly
la(φ(L), L) = 0 as soon as  ≥ ||φ||H and so l(φ(L), L) = 0. However, we will see below classes
of examples with 0 < la(φ(L), L) <∞. Intuitively, an inequality of the type 1 ≤ la(φ(L), L) <
∞ seems to indicate that φ distorts L (at least for our choices of classes F).
The examples below that satisfy 1 ≤ la(φ(L), L) <∞ also satisfy
dla(φ(L),L)(φ(L), L) < d0(φ(L), L) ≤ ||φ||H .
In other words, in these examples the “optimal” (in the sense of minimizing the shadow)
approximation of φ(L) through elements of the set {L} ∪ F requires more elements than just
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L. Moreover, the relevant dk’s are small enough so that statement (b) of Theorem 4.0.1 applies
and indeed, as predicted by the theorem, in these examples the number of intersection points
φ(L) ∩ N , where N is an appropriate other Lagrangian N ∈ Lag∗(M), is much higher than
the usual lower bound, given by the rank of the Floer homology group HF (N,L).
Consider the 2-dimensional torus M = T 2 endowed with an area form. We identify T 2
with the square [−1, 1] × [−1, 1] with the usual identifications of the edges. We consider
five Lagrangians on T 2, described on the square [−1, 1] × [−1, 1] by: L = [−1, 1] × {0},
S1 = {−12− }× [−1, 1], S2 = {−12 + }× [−1, 1], S3 = {12− }× [−1, 1], S4 = {12 + }× [−1, 1].
Here 0 <  ≤ 1
8
.
We will construct a new Lagrangian obtained through surgery between L and the Si’s. We
use the surgery conventions from [BC4] and define - see Figure 7:
L′ = S3#[(S2#(L#S1))#S4] . (130)
Figure 7. The torus T 2 and the Lagrangians L, L′ = S3#[(S2#(L#S1))#S4],
and N .
In the surgeries above we use handles of equal size in the sense that the area enclosed by
each handle is equal to a fixed δ > 0 with δ very small. We will also make use of the two
rectangles K1 = [−12 − 2,−12 + 2] × [−, ] and K2 = [12 − 2, 12 + 2] × [−, ] and we put
K = K1 ∪K2 (see again Figure 7).
Lemma 5.2.1. Let F = {S1, S2, S3, S4} and assume that δ < 22 . We have:
i. d0(L
′, L) = 4, d4(L′, L) ≤ 2δ, l(L′, L) = 0, l2δ(L′, L) = 4.
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ii. For any weakly-exact Lagrangian N ⊂ T 2 so that N ∩K = ∅, we have
#(N ∩ L′) ≥ rk (HF (N,L)) +
4∑
i=1
rk (HF (N,Si)) . (131)
iii. If N ′ is a weakly exact Lagrangian N ′ ⊂ T 2, then either N ′ ∩ L 6= ∅ or, for any
Hamiltonian diffeomorphism φ so that φ(L) = L′ we have φ(N ′) ∩K 6= ∅.
Floer homology is considered here with coefficients in Z/2. Notice that HF (N,L′) ∼=
HF (N,L) so that the inequality (131) indicates an “excess” of intersection points. An example
of a Lagrangian N as at point ii is simply N = [−1, 1]× {−2}.
Proof. By inspecting again Figure 7 and possibly extending the representation of the torus
by adding vertically two additional fundamental domains to the square [−1, 1]× [−1, 1]) one
can see that there is a Hamiltonian isotopy φ : T 2 → T 2 so that L′ = φ(L) (this is because
the upper and lower “bends” in the picture encompass equal areas). The expression in (130)
show that there is a cobordism
V : L′ → (S3, S2, L, S1, S4)
given as the trace of the respective surgeries (as given in [BC4]) and because the Si’s are
disjoint and all the handles are of area δ we have S(V ) ≤ 2δ. The reason for the factor 2 is
that the handles associated to the surgeries on the “left” and those on the “right” can not
be assumed to have a superposing projection; the constant is 2 and not 4 because the two
handles on the left (and similarly for the two handles on the right) can be assumed to have
overlapping projections. It is a simple exercise to show that δ(L′;L) = 8.
From the first part of Theorem 4.0.1 we deduce d0(L
′, L) ≥ 4. It is also easy to see that
one can find a Hamiltonian H : T 2 → R with variation equal to 4 and so that φH1 (L) = L′.
Therefore, d0(L
′, L) = 4 . On the other hand, recall the assumption δ < 2/2. Therefore we
have:
d4(L
′, L) ≤ 2δ .
We now estimate cone-length. Clearly, the absolute number is l(L′, L) = 0. From the
existence of the cobordism V we deduce l2δ(L
′, L) ≤ 4. We want to show l2δ(L′, L) = 4.
Assume that l2δ(L
′, L) ≤ 3. Therefore there exists a cobordism V ′ : L′ → (L1, L2, L3, L4)
where one of the Li’s equals L and the other three are picked among the Si’s (or are void) and
the shadow of V ′ is at most 2δ. Without loss of generality, assume that S1 is not among the
Li’s. We now consider the number δ(L
′;L∪ S2 ∪ S3 ∪ S4). By using a disk centered along the
part of S1 contained in L
′ we see that δ(L′;L ∪ S1 ∪ S2) ≥ 8. By the first part of Theorem
4.0.1 it follows S(V ′) ≥ 4 which contradicts δ ≤ 22.
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The two other points of the Lemma also follow from Theorem 4.0.1 (they possibly admit
also more elementary, direct proofs). Point (b) of the Theorem implies that for any weakly-
exact Lagrangian N ⊂ T 2 so that N ∩ K = ∅, we have (131). Indeed, we may find disks
around the (unique) intersection point of each of the Si’s with L that are of area 4
2, have the
real part along L and the imaginary part along Si, are contained in K, and any two of these
disks have disjoint interiors. As N avoids K, this means δΣL(L;N) ≥ 42 for L = L⋃∪iSi.
The last point of the Lemma follows in a similar way. Assuming also that N ′ ∩L = ∅ we also
have φ(N ′) ∩ L′ = ∅. If we also have φ(N ′) ∩ K = ∅, then φ(N ′) satisfies inequality (131)
(with φ(N ′) in the place of N). From the fact that N ′ is weakly exact we deduce that the
singular homology class of N ′ is the same as that of L and thus HF (N ′, Si) does not vanish.
But this leads to a contradiction with φ(N ′) ∩ L′ = ∅. 
It is easy to construct examples similar to the one above in higher dimensions. For instance,
one can consider M = (T 2 × T 2, ω ⊕ ω) and take L¯ = L × L, S¯i = Si × Si etc. We will see
some less trivial extensions in the next subsection.
Remark 5.2.2. We use the examples below to underline two deficiencies of the pseudo-metric
dF .
i. dF is generally degenerate. For example, dF3 (S1, S2) = 0, hence d
F(S1, S2) = 0. Indeed,
let V : S1 ; (S1, S2, S2) be the cobordism V = γ0×S1
∐
γ1×S2 where γ0 = R+ i ⊂ C
and γ1 is a curve in C that has two horizontal negative ends, one at height 2 and the
other at height 3 and is disjoint from γ0. The same construction shows that for any
family F with more than one element the resulting pseudo-metric is degenerate.
In the above examples the cobordisms V are disconnected and they also have van-
ishing shadow. However, there are also examples of connected cobordisms W with
constant ends and positive shadow such that lim→0 S(W) = 0. For instance, with
the notation above, consider a curve γ ⊂ R2 which has a “⊃” shape with its lower
end going to −∞ along the horizontal line y = −1 and its upper end going to −∞
along the horizontal line y = 1. Let γ′ be the x-axis, y = 0. Consider now the surgery
W := (γ×S1)#(γ′×L) ⊂ R2× T 2. (Note that, in cotrast to the construction of e.g.
L′ above, the surgery here is performed in the space R2T 2.) Clearly W is a (connected)
weakly exact Lagrangian cobordism W : L; (S1, L, S1) and lim→0 S(W) = 0.
ii. In general, even if both Lagrangians L and L′ belong to the triangulated completion of
the family F , it can be very difficult to know whether dF(L,L′) is finite because there
might not be any practical way to construct cobordisms with ends L,L′ and elements
of F .
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5.2.2. Matching cycles in simple Lefschetz fibrations. We revisit here the phenomena described
above in a different context and we also see examples of symplectic diffeomorphisms φ : M →
M so that l(φk(L), L) = k (in these examples φ is a Dehn twist).
The manifold M is now taken to be the total space of a Lefschetz fibration pi : M −→ C
over C with general fiber the cotangent bundle of a sphere K (in particular M is not compact).
We will assume that the Lefschetz fibration - the we write as pi : M → C - has exactly three
singularities xi, i = 1, 2, 3 whose projection on C is arranged as in Figure 8 below. We also
assume that there are two matching cycles relating the three singularities that we denote by
S, from x1 to x2, and L, from x2 to x3 - as in the same figure.
Notice that L and S intersect (transversely) in a single point. Moreover, recall that with the
notations in [BC4, BC6] we have that S#L is Hamiltonian isotopic to the Dehn twist τS(L),
and, similarly, L#S is Hamiltonian isotopic to τ−1S (L). An important point to emphasize here
is that the Dehn twist τS(L) is only well defined up to Hamiltonian isotopy. On the other
hand, the models for τS(L) (and τ
−1
S (L)) given by surgery, as before, are precisely determined
as soon as the local data of the surgery is fixed (the surgery handle and the precise Darboux
chart around the intersection point). We will also need, two other matching cycles S1 and S2
with a projection as in Figure 8 a.
a.    b.
c.    d.
Figure 8. The matching cycles S, S1, S2 and L and the Lagrangians L1, L2, L
′
2
constructed by surgery (and small perturbation) from them.
They are both Hamiltonian isotopic to S through Hamiltonian isotopies. The two spheres S2
and S2 intersect transversely at the points x1 and x2 and each of them intersects transversely
L at the point x2. We now consider the following three Lagrangians: L1 which is obtained
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from S1#L after a small Hamiltonian isotopy so that its projection is as in Figure 8 b, L2
given as a small deformation of S2#L1 and L
′
2, a small deformation of L1#S2 so that their
projections are as in the same figure, part c and d, respectively. Notice that L1 is a model for
τS(L) and that L2 and L
′
2 are models for τ
2
S(L) and L = τ
−1
S τS(L), respectively. In particular,
there is a Hamiltonian isotopy φ so that L′2 = φ(L).
Fix the family F = {S1, S2}. The first remark is that by taking the surgery handles
sufficiently small we have d2(L
′
2, L) < d0(L
′
2, L) < ∞. Further, let K ′ be a Hamiltonian
perturbation of the vanishing sphere K in the general fiber. Let N be the trail of K ′ along
a curve as in Figure 8 d. It is not hard to see HF (N,L2) = HF (N,S1) ⊕ HF (N,S2) =
HF (K,K) ⊕ HF (K,K) (one can use Seidel’s exact triangle associated to a Dehn twist for
this computation). This implies l(L2, L) = 2. On the other hand, HF (N,L
′
2) = 0. However,
by taking the surgery handles in the constructions above sufficiently small we see that #(N ∩
L′2) ≥ 2 rk(HF (K,K)), as predicted by Theorem 4.0.1. Notice also that if the surgery handle
is not small enough, or, alternatively, N avoids L′2 by passing closer to x1, then N is disjoint
from L′2.
The last remark in this setting is the following. By taking more copies of the sphere S, (for
instance four, as on the left of Figure 9), we can construct, in a way similar to the above,
models Lk for τ
k
S(L). In Figure 9, on the right, we represent in this way τ
4
S(L). As before,
it is easy to compute HF (N,Lk) = ⊕ki=1HF (K,K). This shows that l(Lk, L) = k (this is a
reflection of the well-known fact that τS is not a torsion element in Symp(M)).
Figure 9. A model for τ 4S(L).
5.2.3. Trace of surgery. The numbers dk are hard to compute as it is difficult in general to
identify cobordisms with fixed ends and with minimal shadow. However, we will see here
how to use one of the intersection results from Theorem 4.0.1 to show the “optimality” of
decompositions given by the trace of certain surgeries at one point.
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We focus on just one example. As in §5.2.1 we take M = T = S1× S1 and we fix S1 and L
as in that subsection. We now consider L′′ = L#S1 and, again as in §5.2.1, we assume that the
area of the handle used in the surgery giving L′′ is equal to δ. We fix F = {S1, S2, S3, S4} as
in Lemma 5.2.1. Notice that the shadow of the trace of the surgery V : L′′ = L#S1 → (L, S1)
is equal to δ.
Lemma 5.2.3. For δ small enough we have d1(L
′′, L) = δ.
In other words, there is no decomposition of L′′ in terms of the family L ∪ F through a
cobordism with two negative ends and of shadow smaller than δ.
Proof. Suppose that there is a cobordism V ′ : L′′ → (L1, L2) so that one of the Li’s equals
L, the other equals one of the Si’s and S(V ′) = δ′ < δ. We first notice that S1 needs to
appear among the Li’s. Indeed, suppose, for instance that (L1, L2) = (L, S2). In this case,
consider a disk based on the part of L′′ that coincides with S1 and is disjoint from S2 as well
as from L and whose real part is along L′′. The area of such a disk can be assumed to be as
close as needed to 2(4− δ). By now applying the first part of Theorem 4.0.1 we deduce that
δ > S(V ′) ≥ 4 − δ which is a contradiction if δ is small enough. In conclusion, we deduce
that the two negative ends of V ′ coincide with L and S1. Consider now the Lagrangian N as
in Figure 10 and denote by o the intersection of L and S1.
Figure 10. The triangle aoc is of area A with δ > A > δ′.
The properties of N are the following: N is Hamiltonian isotopic to S1; it intersects S1
transversely at precisely two points a and b and it intersects L transversely at one point c ;
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N intersects L′′ transversely at the point b; the small triangle of vertices a, c, o is of area A
with δ′ < A < δ. We use the Lagrangian N as follows. First, notice that by assuming δ small
enough and for L = L ∪ S1, we can find the relevant disks centered at o so as to estimate
δΣL(L;N) ≥ 4A. By applying the point (b) of Theorem 4.0.1 we deduce 1 = #(N ∩ L′′) ≥
dimHF (N,L) + dimHF (N,S1) = 3 which is a contradiction and thus proves that V
′ does
not exist. 
5.3. Algebraic metrics on Lag∗(M). The main purpose of this subsection is to notice that
it is possible to define measurements similar to those in §5.1 but that only exploit the algebraic
structures involved and that do not appeal to cobordism. We emphasize that, as before, our
metrics may take infinite values. The key point is that the proof of the first part of Theorem
4.0.1 implies not only the non-degeneracy of d̂F ,F
′
but also that of its algebraic counterpart.
When F generates DFuk∗(M) some of these algebraic pseudo-metrics are finite by definition,
independently of the existence of cobordisms - see Remark 5.3.6. While inspired by cobordism
constructions, this algebraic approach is independent of them. We emphasize that we will not
attempt to develop here this additional algebraic machinery in an extensive way. At the same
time, the construction of both the metrics d̂F ,F
′
as well as their algebraic counterparts fit a
more general, abstract pattern that we will outline.
5.3.1. Weighted triangulated categories. Let X be a triangulated category and let X0 be a
family of objects of X that generate X through triangular completion. The purpose of this
subsection is to describe a procedure leading to a (pseudo) metric on X0. The pseudo-metrics
dF in §5.1 are of this type but, as we shall see further below, other choices are possible.
There is a category denoted by T SX that was introduced in [BC4, BC5]. This category is
monoidal and its objects are finite ordered famillies (K1, . . . , Kr) with Ki ∈ Ob(X ) with the
operation given by concatenation. Up to a certain natural equivalence relation, the morphisms
in T SX are direct sums of basic morphisms φ¯ from a family formed of a single object of X
to a general family, φ¯ : K → (K1, . . . , Ks). Such a morphism φ¯ is a triple (φ, a, η) where a is
an object in X , η is a cone decomposition of a through iterated distinguished triangles of the
form:
a = Cone(Ks → Cone(Ks−1 → . . .→ Cone(K2 → K1)..) (132)
and φ : K → a is an isomorphism. For such a cone decomposition the family (K1, . . . , Ks)
is called the linearization of the decomposition. In essence, the morphisms in T SX param-
etrize all the cone-decompositions of the objects in X . Composition in T sX comes down to
refinement of cone-decompositions.
Denote by T SX0 the full subcategory of T SX that has objects (K1, . . . , Kr) with Ki ∈ X0,
1 ≤ i ≤ r.
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Assume given a weight w : MorTSX0 → [0,∞] so that
w(φ¯ ◦ ψ¯) ≤ w(φ¯) + w(ψ¯) , w(idX) = 0 , ∀ X (133)
here idX is the identity morphism viewed as defined on the family formed by the single object
X and with values in the same family. We will refer to this w as a weight on X . Fix also a
family F ⊂ X0.
In this setting, we define (compare to (126)):
sF(K ′, K) = inf{w(φ¯) | φ¯ : K ′ → (F1, . . . , K, . . . , Fr), Fi ∈ F ,∀i} . (134)
We take sF to be = ∞ in case there is no morphism as in (134). If w is finite and if F
generates X , then sF is finite. It is clear that sF(K ′, K) satisfies the triangle inequality but
it is not symmetric in general. We let
s¯F(K ′, K) =
sF(K ′, K) + sF(K,K ′)
2
thus obtaining a pseudo-metric on the set of objects fo X .
In summary, the pseudo-metrics obtained in this way are based on minimizing the energy
needed to split objects into “elementary” pieces belonging to F . We will refer to them as
weighted fragmentation pseudo-metrics. Obviously, other numbers such as those in §5.1 (ba-
sically, weighted notions of cone-length) can also be defined in the general setting here.
The case of interest in this paper is X = DFuk∗(M) with X0 consisting of all the Yoneda
modules associated to the Lagrangians in Lag∗(M). In our notation, the category Fuk∗(M)
is defined as described at the beginning of §3, without reference to filtrations. Even in this
case, this is not actually a single A∞ category but rather a family of quasi-equivalent such
categories. Similarly, DFuk∗(M) is well defined up to triangulated equivalence. With these
choices, the pseudo-metric dF from §5.1 is a first example of a (class) of weighted fragmentation
pseudo-metrics associated to a weight w defined as follows.
Recall from [BC5],[CC] that there is a monoidal cobordism category Cob∗(M) whose objects
are families (L1, . . . , Ls) with Li ∈ Lag∗(M) and with morphisms (formal sums) of cobordisms
of the type V : L ; (L1, . . . , Ls) (modulo an appropriate equivalence relation; the monoidal
operation is concatenation). There is a monoidal functor, denoted in [BC5] by F˜ but that, to
avoid confusion in notation, we will denote here by Φ˜ :
Φ˜ : Cob∗(M)→ T S(DFuk∗(M)) . (135)
On objects, this functor associates to a Lagrangian L its Yoneda module L and its properties
have been used extensively earlier in the paper, starting from §3.7.
In the setting, X = DFuk∗(M), for a morphism φ¯ ∈ MorTSX0 we define the shadow weight
of φ¯ by:
wS(φ¯) = inf{S(V ) | Φ˜(V ) = φ¯} (136)
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and it is easy to see from the various definitions involved that dF coincides with the weighted
fragmentation pseudo-metric s¯F associated to wS . Additionally, recall from Corollary 5.1.2
that, by using an appropriate perturbation F ′, we obtain an actual metric d̂F ,F ′ = max{dF , dF ′}.
Remark 5.3.1. The definition of the category T SX was inspired by the work on Lagrangian
cobordism and might seem artificial in itself. However, we will remark here that (in a slightly
modified form) it is the natural categorification of the Grothendieck group K(X ). This group
is defined as the quotient of the free abelian group generated by the objects in X modulo
the relations B = A + C whenever A → B → C is a distinguished triangle in X . We will
work here in a simplified setting and take the identity for the shift functor. As a consequence
K(X ) is a Z/2 vector space. Alternatively, K(X ) can also be defined as the free monoid of
finite ordered families (K1, . . . , Kr) where Ki ∈ Ob(X ), with the operation being given by
concatenation of families, modulo the relations K1 +K2 + . . .+Ks = 0 whenever there exists a
cone decomposition of 0 with linearization (K1, . . . , Ks). When X is small, there is a category,
T̂ SX , closely associated to T SX , that categorifies K(X ) in the usual sense (meaning that it is
a monoidal category with the property that the monoid formed by the isomorphism classes of
its objects is K(X )). The basic idea is that, in T̂ SX , families that are linearizations of acyclic
cones are declared isomorphic to 0. More formally, T̂ SX is defined if the category X is small
and is constructed in three steps: first we add to the morphisms in T SX the morphism 0→ ∅
(and the relevant compositions) thus getting T SX+; secondly, we localize T SX+ at the family
of morphisms
A = {φ ∈ MorTSX+ | φ : 0→ (K1, . . . , Ks)}
(here 0 is viewed as a family formed by the single element 0; this is equivalent to adding
inverses to all the morphisms having 0 as domain and adding relations so that associativity
of composition is still satisfied); finally, we complete in the monoidal sense by allowing formal
sums for all the new and old morphisms.
5.3.2. Energy of retracts of weakly filtered modules. Our aim is to define an algebraic weight
walg that satisfies (133) and the associated weighted fragmentation pseudo-metrics (see §5.3.1).
We start in this subsection by introducing a measurement associated to retracts.
Assume that M is a weakly filtered module over the weakly filtered A∞ - category A
with discrepancy ≤ m as in §2.3.1 and that ψ : M → M is a weakly filtered module
homomorphism with discrepancy ≤ h which is null-homotopic. Following the terminology
in §2.7.1, we consider the homotopical boundary level of ψ:
Bh(ψ; 
h) := βh(ψ; 
h) + A(ψ) .
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Let f :M0 →M1 be a morphism of weakly filtered modules and define:
ρ(f) = inf
g
(max {Bh(g ◦ f − id; h), A(g) + A(f), 0}) (137)
where the infimum is taken over all weakly filtered module morphisms
g :M1 →M0, with g ◦ f ∈ homh(M0,M0) , g ◦ f ' idM0 .
In case no such g exists we put ρ(f) =∞. The measurement ρ estimates the minimal energy
required to find a left homotopy inverse for f .
Remark 5.3.2. Similar notions are familiar in Floer theory, generally to compare two quasi-
isomorphic chain complexes, and in that case the infimum above is taken also over all mor-
phisms f and one also takes into account a homotopy f ◦g ' idM1 . For instance, this appears
in [UZ].
Two properties of ρ will be useful below.
Lemma 5.3.3. Given M0 f−→M1, M1 f
′−→M2, then:
ρ(f ′ ◦ f) ≤ ρ(f) + ρ(f ′) . (138)
Proof. Indeed, assume M1 g−→ M0, M2 g
′−→ M1 are weakly filtered module maps and
η : g ◦ f ' idM0 , η : g′ ◦ f ′ ' idM1 are the respective homotopies. Assume that f, g, η, f ′, g′, η′
shift filtrations by ≤ s, r, k, s′, r′, k′, respectively. These numbers can be taken larger but as
close as desired to the respective action levels. Notice that f ′ ◦ f shifts filtrations by ≤ s+ s′,
g ◦ g′ shifts filtrations by ≤ r + r′ and, moreover, the homotopy
η¯ = g ◦ η′ ◦ f + η : g ◦ g′ ◦ f ′ ◦ f ' idM0
shifts filtrations by ≤ max{r + s+ k′, k}. This implies the claim. 
To state the second property, assume that the weakly filtered module M1 can be written
as a weakly filtered iterated cone
M1 = Cone(Ks → Cone(Ks−1 → . . .→ Cone(N → Cone(Ki−1 → . . . Cone(K2 → K1) . . .)
and that there is another weakly filtered module N ′ together with weakly filtered maps u :
N → N ′ and v : N ′ → N and a weakly filtered homotopy ξ : v ◦ u ' idN .
Lemma 5.3.4. There is another weakly filtered module M′1 that can be written as a filtered
iterated cone of the same form as the decomposition for M1 except with N ′ replacing N and
there is an associated map u′ :M1 →M′1 so that ρ(u′) ≤ max{A(u) + A(v), A(ξ), 0}.
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As a corollary we deduce that given M1, N as well as N ′ and a weakly filtered map
u : N → N ′ with ρ(u) < ∞, then, for any  > 0, there exists a weakly filtered module M′1
and a map u′ :M1 →M′1 as in the Lemma such that:
ρ(u′) ≤ ρ(u) +  . (139)
Proof of Lemma 5.3.4. By recurrence, the proof is easily reduced to showing the statement for
two particular types of decompositions: the first is M1 = Cone(N φ−→ K1); the second case
is M1 = Cone(K2 φ−→ N ). We will only treat here the first case the second being entirely
similar. Without loss of generality, we may assume that φ does not shift action filtrations.
Assume that the map v : N ′ → N shifts filtrations by ≤ r, the map u shifts filtrations by
≤ s and ξ shifts filtration by ≤ k. Following the definitions of weakly filtered cones in §2.4 we
constructM′1 as follows. Let v¯ : S−rN ′ → N be given by the map v after shifting the filtration
of its domain up by r. Define φ′ = φ ◦ v¯, φ′ : S−rN ′ → K1 and putM′1 = Cone(φ′). With the
notation in (13), this cone is defined by taking the action shift of φ′ to be 0. There are module
morphisms v′ :M′1 →M1 defined as v′ = (v¯, idK1) and u′ :M1 →M′1, u′ = (u¯, φ ◦ ξ + idK1)
where u¯ : N → S−rN ′ is the map u with its target with a shifted filtration (these equations
have to be interepreted component by component, as in the definition of the structure maps
of cones of A∞-modules). There is also a homotopy ξ′ : M1 → M1, ξ′ : v′ ◦ u′ ' id given
by the formula ξ′ = (ξ, 0). Notice that: v′ does not shift filtrations; u′ shifts action filtrations
by ≤ max{r + s, k}; ξ′ shifts filtration by ≤ k. As we can take r, s, k larger but as close as
desired to, respectively, A(v), A(u), A(ξ) this implies the claim. 
5.3.3. Algebraic weights on T SDFuk∗(M). We now use the measurement ρ introduced in
§5.3.2 to define an algebraic weight w, in the sense of §5.3.1. We will assume here that
X = DFuk∗(M) and that X0 consists of the the Yoneda modules associated to the Lagrangians
in Lag∗(M). We will appeal to the constructions from §3.3. Recall from Proposition 3.3.1
that to a system of coherent perturbation data p ∈ E ′reg we associate a weakly filtered A∞
category Fuk(C; p). Recall also from §3.3 that C is the class of the Lagrangians in use,
C = Lag∗(M). We also recall that we denote by N the family of coherent perturbation data
D = (K, J) with K ≡ 0. Proposition 3.3.1 also shows that for p0 ∈ N the discrepancies of the
categories Fuk(C; p) tend to 0 when p→ p0. We will denote by Fuk(C; p)4 the category of all
(finite) iterated weakly filtered cones that one can construct - as in §2.4 - out of the objects
of Fuk(C; p). There is clearly a functor Fuk(C; p)4 → DFuk∗(M) that forgets filtrations on
objects and associates to each morphism its homology class (again, at the same time forgetting
the filtration). We denote the image of an object X through this functor by [X] and similarly
for morphisms. The distinguished triangles in DFuk∗(M) are associated through this functor
to the cone attachements in Fuk(C; p)4 and there is a similar correspondence for the iterated
cones.
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Let φ¯ : L → (L1, . . . ,Lk), φ¯ = (φ, a, η) be a morphism in T SX0 (see §5.3.1). We define:
wp(φ¯) = inf{ ρ(α) | α ∈ MorFuk(C;p)4 , α : L →M, such that (140)
M admits an iterated cone decomposition η¯ such that [α] = φ, [M] = a, [η¯] = η }
In summary, wp(φ¯) infimizes ρ among all the filtered models of the morphism φ¯ inside
Fuk(C; p). By combining Lemma 5.3.4 and (138) it is not difficult to deduce that wp sat-
isfies (133) and thus this weight can be used as in §5.3.1 to define a pseudo-metric s¯Fp . It is
useful to define also similar notions for points p0 ∈ N . For this purpose, we set:
wp0(φ¯) = lim sup
p→p0
(wp(φ¯)) .
It is easy to see that wp0 continues to satisfy (133) and therefore there is a corresponding
weighted fragmentation pseudo-metric s¯Fp0 .
In this setting, we deduce from the first part of Theorem 4.0.1 (more precisely, from the
proof of this theorem):
Corollary 5.3.5. Let φ¯ : L → (L1, . . . ,Lk) be a morphism in T SDFuk∗(M).
i. There exists p0 ∈ N so that, with the notation in Theorem 4.0.1, we have
wp0(φ¯) ≥
1
2
δ(L;S) .
ii. If there exists a Lagrangian cobordism V : L; (L1, . . . , Lk) with Φ˜(V ) = φ¯ ( where Φ˜
is the functor from (135)), then for any p ∈ E ′reg we have:
S(V ) ≥ wp(φ¯) .
This corollary is a refinement of the first part of Theorem 4.0.1. Using this Corollary we
define a family of weighted fragmentation metrics on Lag∗(M) that are more algebraic in
nature compared to the shadow metric d̂F ,F
′
.
For φ¯ a morphism as in Corollary 5.3.5, define
walg(φ¯) = sup
p0∈N
wp0(φ¯) .
It is immediate that the weight walg still satisfies (133) and, as in §5.3.1, there is an associated
pseudo-metric, s¯Falg on Lag∗(M). Point i of 5.3.5 implies that Corollary 5.1.1 remains valid
with s¯Falg taking the place of d
F . Moreover, if F , F ′ satisfy the assumption in Corollary 5.1.2,
then the formula
ŝF ,F
′
alg = max{s¯Falg, s¯F
′
alg} (141)
defines a metric on Lag∗(M). Point ii of Corollary 5.3.5 shows that the metric ŝF ,F ′alg is bounded
from above by the shadow metric d̂F ,F
′
from 5.1.2.
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Remark 5.3.6. Assume that F and F ′ satisfy the hypothesis in Corollary 5.1.2 and that they
both generate DFuk∗(M). In this case, the weights wp are finite and thus the pseudo-metrics
s¯Fp as well as ŝ
F ,F ′
p (which is defined by the obvious analogue of (141)) are also finite. On the
other hand, for a fixed p it is not clear that the pseudo-metric ŝF ,F
′
p is non-degenerate. By
contrast, ŝF ,F
′
alg is non-degenerate but might be infinite.
Proof of Corollary 5.3.5. Let φ¯ = (φ, a, η) and consider a category Fuk(C, p) and a map
α : L → M so that [α] = φ, [M] = a, and so that the cone-decomposition η corresponds to
the writing of M as a weakly filtered iterated cone:
M = Cone(Lk → Cone(Lk−1 . . .→ Cone(L2 → L1) . . .) .
Let β : M → L be another map and assume that ζ : L → L is a homotopy so that
ζ : β ◦ α ' idL. Assume that α shifts filtrations by ≤ s, β shifts filtrations by ≤ r and ζ
shifts filtrations by ≤ k. Consider M1 = Cone(M β−→ L) and the inclusion i : L → M1,
i = (0, idL). As described in §2.4, when defininig the cone M1 we use the value r to write
M1 = S−rM⊕L. We now notice that the map ζ¯ = (α, ζ) : L →M1 is a homotopy ζ¯ : i ' 0
and we see that ζ¯ shifts filtrations by ≤ max{r + s, k}. We deduce:
Bh(i) ≤ ρ(α) . (142)
Using this remark we now return to the setting of the proof of Theorem 4.0.1. In particular,
we pick the choice of perturbation data p as in (104) and, for coherence of notation, we put
L0 = L. Instead of the complex Cp,h which has a geometric construction we use the complex
M1(L0) constructed above. The inequality (106) is a consequence of (105). If we replace
inequality (105) with (142) , we can still deduce an inequality similar to (106) but with ρ(α)
instead of S(W ). In other words, there is
b′ ∈M1(L0) with A(b′;M1(L0)) ≤ A(eL0 ;M1(L0)) + ρ(α) +

2
. (143)
The reason is that we do not need to use in this argument the boundary depth of the chain
complex M1(L0) (which in our algebraic setting might not even be acyclic) but only the
boundary depth of the element eL0 wich is controled by the boundary depth of the map
i : L = L0 → M1 which in turn is controled by ρ(α). Given that wp(φ¯) = inf [α]=φ ρ(α)) we
may assume that ρ(α) ≤ wp(φ¯) + ′′′ and by continuing as in the proof of Theorem 4.0.1 we
obtain, after making p→ p0 that there is a Floer polygon v0 (compare to (111)) such that
ω(v0) ≤ wp0(φ¯) + /2 + ′′′ .
The argument ends by the same type of application of the Lelong inequality as in the proof
of the Theorem 4.0.1.
The proof of the second point of the Corollary is again basically contained in the proof of
Theorem 4.0.1. It uses the isotopy pictured in Figure 5 but applies the construction there
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directly to the cobordism V in Figure 4 (and not to W ). As in (103) we deduce the existence
of a a weakly filtered module
MV ;γ,p,h = Cone(Lk φk−−→ Cone(Lk−1 φk−1−−−→ Cone(· · · Cone(L2 φ2−−→ L1))···))), (144)
(where we neglect a small shift that can be made to → 0). There is also a similar module
MV ;γ′,p,h which is identified with the Yoneda module of L. The isotopy γ′ → γ of Hofer
length ≤ S(V ) + /2 (see above (105)) induces module homomorphisms (see for instance
[FOOO1] Chapter 5, as least for modules over an A∞-algebra, the case of A∞ categories is
similar; alternatively, a direct argument based on moving boundary conditions is also possible)
α : MV ;γ′,p,h → MV ;γ,p,h, β : MV ;γ,p,h → MV ;γ′,p,h as well as homotopies η : β ◦ α ' id,
η′ : α◦β ' id that are all shifting actions by not more than S(V )+/2. By the definition of the
functor Φ˜ we have that Φ˜(V ) = (φ, a, η) and [α] = φ, a = [MV ;γ,p,h] and, as we just indicated,
we also have ρ(α) ≤ S(V ) + /2. This means that by definition (140), wp(φ¯) ≤ S(V ) + /2.

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