Modern networked systems are increasingly reconfigurable, enabling demand-aware infrastructures whose resources can be adjusted according to the workload they currently serve. Such dynamic adjustments can be exploited to improve network utilization and hence performance, by moving frequently interacting communication partners closer, e.g., collocating them in the same server or datacenter. However, dynamically changing the embedding of workloads is algorithmically challenging: communication patterns are often not known ahead of time, but must be learned. During the learning process, overheads related to unnecessary moves (i.e., re-embeddings) should be minimized. This paper studies a fundamental model which captures the tradeoff between the benefits and costs of dynamically collocating communication partners on ℓ servers, in an online manner. Our main contribution is a distributed online algorithm which is asymptotically almost optimal, i.e., almost matches the lower bound (also derived in this paper) on the competitive ratio of any (distributed or centralized) online algorithm.
learning [8, 10] ), comes a need to scale out such applications, and distribute the workload across multiple servers or even datacenters. However, while such parallel processing can improve performance, it can entail a non-trivial load on the interconnecting network. Indeed, distributed cloud applications, such as batch processing, streaming, or scale-out databases, can generate a significant amount of network traffic [9] .
At the same time, emerging networked systems are becoming increasingly flexible and thereby provide novel opportunities to mitigate the overhead that distributed applications impose on the network. In particular, the more flexible and dynamic resource allocation (enabled, e.g., by virtualization) introduces a vision of workload-aware infrastructures which optimize themselves to the demand [2] . In such infrastructures, communication partners which interact intensively, may be moved closer (e.g., collocated on the same server, rack, or datacenter) in an adaptive manner, depending on the demand. This "re-embedding" of the workload allows to keep communication local and reduce costs. Indeed, empirical studies have shown that communication patterns in distributed applications feature much locality, which highlights the potential of such self-adjusting networked systems [3, 6, 11] .
However, leveraging such resource reconfiguration flexibilities to optimize performance, poses an algorithmic challenge. First, while collocating communication partners reduces communication cost, it also introduces a reconfiguration cost (e.g., due to virtual machine migration). Thus, an algorithm needs to strike a balance between the benefits and the cost of such reconfigurations. Second, as workloads and communication patterns are usually not known ahead of time, reconfiguration decisions need to be made in an online manner, i.e., without knowing the future. We are hence in the realm of online algorithms and competitive analysis.
This paper studies the fundamental tradeoff underlying the optimization of such workload-aware reconfigurable systems. In particular, we consider the design of an online algorithm which, without prior knowledge of the workload, aims to minimize communication cost by performing a small number of moves (i.e., migrations). In a nutshell, we consider a communication graph between n vertices (e.g., virtual machines) which can be perfectly partitioned among a set of ℓ servers (resp. racks or datacenters) of a given capacity. We assume that the communication patterns, which partition the communication graph, consist of n/ℓ vertices and that once the whole communication graph was revealed, each server must contain exactly one communication pattern.
The communication graph is initially unknown and revealed to the algorithm in an online manner, edge-by-edge, by an adversary who aims to maximize the cost of the given algorithm. The cost here consists of communication cost and moving cost: The algorithm incurs one unit cost if the two endpoints (i.e., communication partners) of the request belong to different servers. After each request, the algorithm can reconfigure the infrastructure and move communication endpoints from one server to another, essentially repartitioning the communication partners; however, each move incurs a cost of α > 1.
In other words, this paper considers the problem of learning a partition, i.e., an optimal assignment of communication partners to servers, at low communication and moving cost. Interestingly, while the problem is natural and fundamental, not much is known today about the underlying algorithmic challenges, except for the negative result that no good competitive algorithm can exist if communication partners can change arbitrarily over time [1] . This lower bound motivates us, in this paper, to focus on the online learning variant where the communication partners are unknown but fixed. At the same time, as we will show, the problem features interesting connections to several classic problems. Specifically, the problem can be seen as a distributed version of online caching problems [13] or an online version of the k-way partitioning problem [12] .
OUR CONTRIBUTIONS
We initiate the study of a fundamental problem, how to learn and re-embed workload in an online manner, with few moves. We make the following main contributions.
We present a distributed O ((ℓ log ℓ log n)/ε)-competitive online algorithm for servers of capacity (1 + ε)n/ℓ, where ε ∈ (0, 1/2). We allow the servers to have εn/ℓ more space than is strictly needed to embed its corresponding communication pattern (which is of size n/ℓ); we denote this additional space as augmentation. Such augmentation is needed, as our lower bounds discussed next show. For the formal details of our model see [7] .
We show that there are inherent limitations of what online algorithms can achieve in our model: We derive a lower bound of Ω(1/ε + log n) on the competitive ratio of any deterministic online algorithm given servers of capacity at least (1 + ε)n/ℓ. This lower bound has several consequences: (1) To obtain O (log n)-competitive algorithms, the servers must have Ω(n/(ℓ log n)) augmentation.
(2) If the servers have Ω(n/ℓ) augmentation (e.g., each server has 10% more capacity than the size of its communication pattern), our algorithm is optimal up to an O (ℓ log ℓ) factor. Thus, our results are particularly interesting for large servers, e.g., in a wide-area networking context where there is usually only a small number of datacenters where communication partners can be collocated (e.g., ℓ = 20): if each datacenter ("server") has augmentation 0.1 · n/ℓ , our algorithm is optimal up to constant factors.
The distributed algorithms we present not only provide good competitive ratios but they are also highly efficient w.r.t. the network traffic they cause. In fact, we show that for ℓ = O ( √ εn) servers, running the algorithms introduces only little overhead in network traffic and that this overhead is asymptotically negligible.
While the previous algorithms require exponential time, we also present polynomial time algorithms at the cost of a slightly worse competitive ratio of O ((ℓ 2 log n log ℓ)/ε 2 ).
As a sample application of our newly introduced model we present a distributed union find data structure [5, 14] (also known as disjoint-set data structure or merge-find data structure): There are n items from a universe which are distributed over ℓ servers; each server can store at most (1 + ε)n/ℓ items and each item belongs to a unique set. The operation union allows to merge two sets. In our setting, we require that items from the same set must be assigned to the same server. To reduce the network traffic, our goal is to minimize the number of item moves during union operations. For example, when two sets are merged which are assigned to different servers, then the items of one of the sets must be reassigned to another server. We compare against an optimal offline algorithm which knows the initial assignment of all items and all union operations in advance. We obtain the same competitive ratios as above. We believe that this distributed union find data structure will be useful as a subroutine for several problems such as merging duplicate websites in search engines [4] .
We also show that our algorithms solve an online version of the k-way partition problem.
The formal theorem statements and the proofs of all of the above mentioned results can be found in [7] .
