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EXISTENCE AND SMOOTHNESS OF THE STABLE FOLIATION FOR
SECTIONAL HYPERBOLIC ATTRACTORS
V. ARAU´JO AND I. MELBOURNE
Abstract. We prove the existence of a contracting invariant topological foliation in a
full neighborhood for partially hyperbolic attractors. Under certain bunching conditions it
can then be shown that this stable foliation is smooth. Specialising to sectional hyperbolic
attractors, we give a verifiable condition for bunching. In particular, we show that the
stable foliation for the classical Lorenz equation (and nearby vector fields) is better than
C1 which is crucial for recent results on exponential decay of correlations. In fact the
foliation is at least C1.278.
1. Introduction
The goal of this paper is to establish existence and smoothness of the stable foliation
for sectional hyperbolic flows. In particular, we treat the case of the classical Lorenz equa-
tions [13]
x˙1 = 10(x2 − x1)
x˙2 = 28x1 − x2 − x1x3
x˙3 = x1x2 − 83x3
showing that the stable foliation for the flow is at least C1.278. This regularity (C1+ε for
some ε > 0) is a crucial component of the analysis in [2, 3] where we prove exponential
decay of correlations for the Lorenz attractor. An immediate consequence of our result is
that the stable foliation for the associated Poincare´ map is also at least C1.278. The results
are robust in the sense that we obtain smoothness of the stable foliations and exponential
decay of correlations for smooth vector fields that are sufficiently C1-close to the classical
one.
As far as we know, this is the first complete proof that the stable foliation for the
classical Lorenz equations (or even for the Poincare´ map) exists and is better than Ho¨lder
continuous. By [14] and [19], the classical Lorenz attractor is a singular hyperbolic attractor.
A consequence is the existence of smooth stable leaves through each point of the attractor.
However, a priori it does not follow that these leaves form a topological foliation in a
full neighborhood of the attractor; nor is there any information about smoothness of such a
foliation. These issues are somewhat controversial, with various false claims in the literature.
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Careful analyses (see for example [11, 16, 17]) require additional conditions to establish
smoothness and do not apply to the classical Lorenz attractor.
Recently [3] gave a verifiable criterion for smoothness of the stable foliation that is easily
seen to hold for the classical Lorenz attractor. However, the argument in [3] presupposes
that the stable leaves topologically foliate a full neighborhood of the attractor – a fact that
is folklore but for which apparently there is no proof available in the literature.
In this paper, we consider general partially hyperbolic attractors and give a complete
proof of the existence of a topological foliation {W sx} in a neighborhood of such attractors.
The individual leaves W sx are smoothly embedded stable manifolds. In general, the leaves
need not vary smoothly, but under a bunching condition [9] the foliation is smooth. The
argument in [3] now applies, and we obtain existence and smoothness of the stable foliation
for the classical Lorenz attractor. Our results hold for the flow, and hence also for the
Poincare´ map. This resolves an issue in [19, Section 2.4] where it is claimed that the stable
foliation for the Poincare´ map is smooth but no details are provided.
In addition, we extend the verifiable criterion of [3] to the sectional hyperbolic situation,
and we give a lower bound for the smoothness for the classical Lorenz attractor. The
condition is verifiable in the sense that it depends only on the linearised vector field and
the location of the attractor and its equilibria.
In Section 2, we recall the notion of partially hyperbolic and sectional hyperbolic attrac-
tors. Section 3 contains general facts about cone fields for partially hyperbolic attractors,
as well as the crucial step that the stable bundle extends continuously to a contracting
invariant bundle over a neighborhood of the attractor. Section 4 contains general results
about the stable foliation of partially hyperbolic attractors. In particular, the stable leaves
define a topological foliation of a neighborhood of the attractor and is smooth under a
bunching condition. In Section 5, we specialise to sectional hyperbolic attractors. Follow-
ing [3], we give a verifiable condition for smoothness of the stable foliation and apply this
to the classical Lorenz attractor.
2. Sectional hyperbolic attractors
In this section, we define what is understood as a sectional hyperbolic attractor; see e.g.
[4] for an extended presentation of this theory,
Let M be a compact Riemannian manifold and Xr(M), r ≥ 1, be the set of Cr vector
fields defined on M . Let Xt denote the flow generated by G ∈ Xr(M). Given a compact
invariant set Λ for G ∈ Xr(M), we say that Λ is isolated if there exists an open set U ⊃ Λ
such that
Λ =
⋂
t∈RXt(U).
If U above can be chosen such that Xt(U) ⊂ U for t > 0, then we say that Λ is an attracting
set.
Given x ∈ M , we define ωG(x) as the set of accumulation points of the set {Xtx; t ≥ 0}
and define αG(x) = ω−G(x). A subset Λ ⊂ M is transitive if it has a full dense orbit, that
is, there is x ∈ Λ such that ωG(x) = Λ = αG(x).
Definition 2.1. An attractor is a transitive attracting set, and a repeller is an attractor for
the reversed vector field −G.
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Definition 2.2. Let Λ be a compact invariant set for G ∈ Xr(M). We say that Λ is partially
hyperbolic if the tangent bundle over Λ can be written as a continuous DXt-invariant sum
TΛM = E
s ⊕ Ecu,
where ds = dimE
s ≥ 1 and dcu = dimEcu ≥ 2, and there exist constants C > 0, λ ∈ (0, 1)
such that for every t > 0 and every x ∈ Λ, we have
• uniform contraction along Es:
‖DXt | Esx‖ ≤ Cλt; (2.1)
• domination of the splitting:
‖DXt | Esx‖ · ‖DX−t | EcuXtx‖ ≤ Cλt. (2.2)
We refer to Es as the stable bundle and to Ecu as the center-unstable bundle.
Remark 2.3. By [8, Theorem 1], we may suppose without loss that ‖·‖ is an adapted metric
so that C = 1.
Definition 2.4. The center-unstable bundle Ecu is volume expanding if there exists K, θ > 0
such that |det(DXt(x) | Ecux )| ≥ K eθt for all x ∈ Λ and t ≥ 0. More generally, Ecu is
sectional expanding if for every two-dimensional subspace Px ⊂ Ecux ,
|det(DXt(x) | Px)| ≥ Keθt for all x ∈ Λ, t ≥ 0.
If σ ∈M and G(σ) = 0, then σ is called an equilibrium. An invariant set is nontrivial if
it is neither a periodic orbit nor an equilibrium.
Definition 2.5. Let Λ be a compact nontrivial invariant set for G ∈ Xr(M). We say that
Λ is a sectional hyperbolic set if all the equilibria in Λ are hyperbolic, and Λ is partially
hyperbolic with sectional expanding center-unstable bundle. A sectional hyperbolic set
which is also an attractor is called a sectional hyperbolic attractor.
In the special case when Ecu is volume expanding, Λ is called a singular hyperbolic
set/attractor.
An isolated set Λ = ΛG for a C
1 vector field G is robustly transitive if there is an open
set U ⊃ Λ such that ΛG˜ =
⋂
t∈R X˜t(U) is transitive and nontrivial for any vector field G˜
C1-close to G.
Definition 2.6. An equilibrium σ for a 3-dimensional vector field G is Lorenz-like if the
eigenvalues λj , 1 ≤ j ≤ 3, of DG(σ) are real and satisfy λ1 < λ2 < 0 < −λ2 < λ3.
For 3-dimensional vector fields, Morales, Pacifico, and Pujals proved in [14] that any ro-
bustly transitive invariant set Λ containing an equilibrium is a singular hyperbolic attractor
or repeller. Moreover, every equilibrium in Λ is Lorenz-like for G or −G, and Λ is proper,
i.e., Λ 6= M .
Tucker [19] gave a computer-assisted proof that the classical Lorenz attractor [13] is a
robustly transitive invariant set containing an equilibrium. It then follows from [14] that
the classical Lorenz attractor is singular hyperbolic.
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3. Cone fields and the stable bundle for partially hyperbolic attractors
In this section, we analyse stable and center-unstable cone fields in a neighborhood of
a partially hyperbolic attractor Λ, and we show that the stable bundle Es extends to a
continuous DXt-invariant contracting bundle over a neighborhood of Λ.
Throughout, Λ is a partially hyperbolic attractor for a vector fieldG ∈ Xr(M), r ≥ 1, with
invariant splitting TΛM = E
s ⊕Ecu and contraction rate λ ∈ (0, 1). Sectional expansion is
not assumed. Write d = dimM = ds + dcu.
3.1. Cone fields in a neighborhood of Λ. Let U0 ⊂ M be a forward invariant neigh-
borhood of Λ such that
⋂
t≥0Xt(U0) = Λ. Choose a continuous (not necessarily invariant)
extension TU0M = E
s ⊕Ecu of the splitting TΛM = Es ⊕Ecu. Given x ∈ U0 and a > 0 we
define the cone fields
Csx(a) = {v = vs + vcu ∈ Esx ⊕ Ecux : ‖vcu‖ ≤ a‖vs‖},
Ccux (a) = {v = vs + vcu ∈ Esx ⊕ Ecux : ‖vs‖ ≤ a‖vcu‖}.
Proposition 3.1. Fix T so that λT = 1/150. For any a ∈ (0, 14 ] there exists a positively
invariant neighborhood U0 of Λ, such that for all x ∈ U0 the following hold:
(a) backward invariance of stable cones and forward invariance of center-unstable cones:
DX−t
(CsXtx(b)) ⊂ Csx(b), (3.1)
DXt
(Ccux (b)) ⊂ CcuXtx(b), (3.2)
for all b ≥ a, t ≥ T .
(b) backward expansion of stable cones and domination: there exist constants c > 0,
λ˜ ∈ (0, 1), such that for all t > 0,
‖DX−t(Xtx)v‖ ≥ cλ˜−t‖v‖ for all v ∈ CsXtx(a), (3.3)
‖DXt(x)v‖
‖v‖ ≥ cλ˜
−t ‖DXt(x)u‖
‖u‖ for all nonzero v ∈ C
cu
x (a), u ∈ DX−t(CsXtx(a)). (3.4)
Proof. If v lies in TxM where x ∈ U0, then we write v = vs + vcu ∈ Esx ⊕Ecux . If v ∈ C∗x(a),
then (1− a)‖v∗‖ ≤ ‖v‖ ≤ (1 + a)‖v∗‖ where throughout ∗ ∈ {s, cu}.
For x ∈ Λ, it follows from invariance of the splitting Es ⊕ Ecu that (DXt(x)v)∗ =
DXt(x)v
∗ for all v ∈ TxM and t ∈ R.
We fix the neighborhood U0 as follows. For each x ∈ Λ, we choose a neighborhood
Ux ⊂M of x such that Ux is diffeomorphic to Rd where d = dimM . Then TUxM is identified
with Ux × Rd. Given y1, y2 ∈ Ux, a vector v ∈ Rd corresponds to vectors vyj ∈ TyjM via
this identification. Using the smoothness of the flow, we can choose Ux so small that
‖DXt(y1)vy1‖ ≤ 2‖DXt(y2)vy2‖ for all x ∈ Λ, y1, y2 ∈ Ux, v ∈ Rd, t ∈ [−T, T ]. Using
moreover the continuity of the splitting Es ⊕ Ecu, for a > 0 fixed we can ensure for all
b ≥ a/8, t ∈ [−T, T ], that if DXt(y1)vy1 ∈ C∗Xty1(b), then DXt(y2)vy2 ∈ C∗Xty2(2b).
We now fix U0 to be a positively invariant neighborhood of Λ contained in
⋃
x∈Λ Ux. By
construction, for every y ∈ U0, there exists x ∈ Λ such that
(i) DXt(x)vx ∈ C∗Xtx(b) implies that DXt(y)vy ∈ C∗Xty(2b),
(ii) DXt(y)vy ∈ C∗Xty(b) implies that DXt(x)vx ∈ C∗Xtx(2b), and
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(iii) 12‖DXt(x)vx‖ ≤ ‖DXt(y)vy‖ ≤ 2‖DXt(x)vx‖,
for all v ∈ Rd, b ≥ a/8, t ∈ [−T, T ].
We now proceed with the proof of part (a). By (2.2),
‖(DXt(x)v)s‖ = ‖DXt(x)vs‖ ≤ ‖DXt|Esx‖‖vs‖ ≤ λt‖DX−t|EcuXtx‖−1‖vs‖
= λt‖(DXt|Ecux )−1‖−1‖vs‖ ≤ λt‖(DXt(x)v)cu‖‖vcu‖−1‖vs‖,
for all x ∈ Λ, v ∈ TxM , t ≥ 0. In particular, DXt(Ccux (b)) ⊂ CcuXtx(bλt) for all x ∈ Λ, b > 0,
t ≥ 0.
Now let y ∈ U0, b ≥ a, v ∈ Ccuy (b). We can pass to a nearby point x ∈ Λ with correspond-
ing vector vx ∈ Ccux (2b) by (ii). Then DXt(x)vx ∈ CcuXtx(2bλt) for all t ≥ 0. In particular,
since λT = 1/150 ≤ 1/16,
DXT (x)vx ∈ CcuXT x(b/8) and DXt(x)vx ∈ CcuXtx(2b) for all t ≥ 0.
By (i),
DXT (Ccuy (b)) ⊂ CcuXT y(b/4) ⊂ CcuXT y(b) and DXr(Ccuy (b)) ⊂ CcuXry(4b), (3.5)
for all r ∈ [0, T ], y ∈ U0.
By positive invariance of U0, it follows inductively from (3.5) that DXkT (Ccuy (b)) ⊂
CcuXkT y(b/4) ⊂ CcuXkT y(b) for all y ∈ U0, k ∈ N.
For general t ≥ T , write t = kT + r where k ≥ 1 and r ∈ [0, T ). Again using positive
invariance of U0 together with (3.5),
DXt(Ccuy (b)) = DXkT ·DXr(Ccuy (b)) ⊂ DXkT (CcuXry(4b)) ⊂ CcuXty(b).
This completes the proof of (3.2).
The proof of (3.1) is similar, so we only sketch the details. Using (2.2) as before, we
obtain that DX−t(CsXtx(b)) ⊂ Csx(bλt) for all x ∈ Λ, b > 0, t ≥ 0. Let y ∈ U0, b ≥ a,
v ∈ CsXty(b) where t ≥ 0, and pass to a nearby point xt ∈ Λ such that vXtxt ∈ CsXtxt(2b).
(The only difference here is the dependence of xt on t.) As before, we obtain that
DX−T (XTxT )vXT xt ∈ CsxT (b/8) and DX−t(Xtxt)vXtxt ∈ Csxt(2b) for all t ≥ 0,
from which it follows that
DX−T (CsXT y(b)) ⊂ Csy(b/4) ⊂ Csy(b) and DX−r(CsXry(b)) ⊂ Csy(4b),
for all r ∈ [0, T ], y ∈ U0. The last formulas are the direct analogy to those in (3.5), and the
remainder of the proof of (3.1) is identical to the proof of (3.2).
Next we turn to part (b). The choices of T and U0 are unchanged. Recall that a ∈
(0, 14 ] is fixed. First we prove (3.3). Suppose that x ∈ Λ and v ∈ CsXT x(2a). By (3.1),
DX−T (XTx)v ∈ Csx(2a), so using (2.1),
‖DX−T (XTx)v‖ ≥ (1− 2a)‖(DX−T (XTx)v)s‖ = (1− 2a)‖(DXT (x))−1vs‖
≥ (1− 2a)λ−T ‖vs‖ ≥ (1 + 2a)−1(1− 2a)λ−T ‖v‖ ≥ 50‖v‖ ≥ 8‖v‖.
Now let y ∈ U0, v ∈ CsXT y(a). As in part (a), we can pass to a nearby point x ∈ Λ with
corresponding vector vx ∈ CsXT x(2a) and so ‖DX−T (XTx)vx‖ ≥ 8‖vx‖. Using (iii) together
with positive invariance of U0, we have that ‖DX−T (XT y)v‖ ≥ 2‖v‖ for all v ∈ CsXT y(a).
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By positive invariance of U0 and (3.1), it follows inductively that
‖DX−kT (XkT y)v‖ ≥ 2k‖v‖ for y ∈ U0, v ∈ CsXkT y(a), k ≥ 0. (3.6)
Finally, we consider the case of general t = kT + r where k ∈ N, r ∈ [0, T ). Let v ∈ CsXty(a).
Then DX−t(Xty)v = DX−r(Xry)DX−kT (Xty)v so it follows from positive invariance
and (3.6) that
‖DX−t(Xty)v‖ ≥ c‖DX−kT (XkT (Xry))v‖ ≥ c2k‖v‖,
where c = infr∈[0,T ] infy∈U0 infv∈TyM, v 6=0 ‖DX−r(y)v‖/‖v‖ > 0. This completes the proof
of (3.3).
To prove (3.4), we start from (2.2) so for x ∈ Λ, u, v ∈ TxM ,
‖DXT (x)us‖
‖us‖ ≤ ‖DXT |E
s
x‖ ≤ λT ‖(DXT |Ecux )−1‖−1 ≤ λT
‖DXT (x)vcu‖
‖vcu‖ .
Let u ∈ DX−T (CsXT x(2a)), v ∈ Ccux (2a). By (3.1) and (3.2),
‖DXT (x)vcu‖
‖vcu‖ ≤
(1 + 2a)‖DXT (x)v‖
(1− 2a)‖v‖ , and
‖DXT (x)u‖
‖u‖ ≤
(1 + 2a)‖DXT (x)us‖
(1− 2a)‖us‖ ,
and so
‖DXT (x)u‖
‖u‖ ≤ 9λ
T ‖DXT (x)v‖
‖v‖ ≤
3
50
‖DXT (x)v‖
‖v‖
for all v ∈ Ccux (2a), u ∈ DX−T (CsXT x(2a)). Using (iii), it follows that
‖DXT (y)u‖
‖u‖ ≤
24
25
‖DXT (y)v‖
‖v‖
for all v ∈ Ccuy (a), u ∈ DX−T (CsXT y(a)). For general t ≥ 0, we write t = kT + r, k ≥ 0,
r ∈ [0, T ) and proceed as in the proof of (3.3). 
3.2. Stable bundle over a neighborhood of Λ. Whereas the original splitting TΛM =
Es⊕Ecu is DXt-invariant, in general the extension Ecu of the center-unstable bundle cannot
be assumed to be invariant. However the extension Es of the stable bundle may be chosen
to be DXt-invariant:
Proposition 3.2. The continuous bundle Es over U0 can be chosen to be DXt-invariant
and uniformly contracting: ‖DXt | Esx‖ ≤ c−1λ˜t for all t ≥ 0, x ∈ U0, where c > 0,
λ˜ ∈ (0, 1) are the constants in Proposition 3.1.
Proof. We begin with the original choice of continuous splitting TU0M = E
s ⊕ Ecu. Let
a ∈ (0, 14 ] and choose T and U0 as in Proposition 3.1. For x ∈ U0, define
Fx =
⋂
t≥0DX−t
(CsXtx(a)).
We show that {Fx} is the desired stable bundle. That is, we show that for all t ≥ 0,
(i) x 7→ Fx is a continuous map from U0 to the Grassmannian bundle G = {Gx, x ∈ U0}
where Gx is the space of ds-dimensional subspaces of TxM ,
(ii) Fx = E
s
x for x ∈ Λ,
(iii) {Fx, x ∈ U0} is DXt-invariant and uniformly contracting.
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Now {DX−t(CsXtx(a)), t ≥ 0} is a nested family of closed cones, and by (3.1) the cones
are contained in Csx(a) for t ≥ T . In particular, Fx ⊂ Csx(a).
We can also regard {DX−t(CsXtx(a)), t ≥ 0} as a nested family of closed subsets of Gx,
so Fx is a closed subset of Gx. By compactness of Gx, the elements DX−tEsXtx ∈ Gx
have a convergent subsequence DX−tnEsXtnx with limit F˜x ∈ Gx. Since DX−tEsXtx ∈
DX−t(CsXtx(a)) and Fx is closed, it follows that F˜x ∈ Fx.
To summarise, we have shown that there exists a ds-dimensional subspace F˜x such that
F˜x ⊂ Fx and F˜x = limn→∞DX−tnEsXtnx (in Gx). Without loss we may suppose that tn ≥ T
for all n.
Next we show that Fx = F˜x. Choose vectors un ∈ EsXtnx such that ‖DX−tn(Xtnx)un‖ = 1.
Suppose for contradiction that Fx 6= F˜x. Then Fx is a nontrivial cone containing F˜x, and
so there exists v ∈ Ecux nonzero such that wn = DX−tn(Xtnx)un + v ∈ Fx for n sufficiently
large. It follows from the definition of Fx that DXtn(x)wn = un + DXtn(x)v ∈ CsXtnx(a).
Hence
‖(DXtn(x)v)cu‖ ≤ a‖un + (DXtn(x)v)s‖. (3.7)
Since v ∈ Ecux , it follows from (3.2) that DXtn(x)v ∈ Ccux (a) and hence ‖(DXtn(x)v)s‖ ≤
a‖(DXtn(x)v)cu‖ and ‖DXtn(x)v‖ ≤ (1 + a)‖(DXtn(x)v)cu‖. Substituting into (3.7) yields
(1− a2)‖(DXtn(x)v)cu‖ ≤ a‖un‖ and then
‖DXtn(x)v‖ ≤ (1 + a)(1− a2)−1a‖un‖.
On the other hand, un ∈ EsXtnx, v ∈ Ecux , so by (3.4),
‖DXtn(x)v‖
‖v‖ ≥ cλ˜
−tn ‖un‖
‖DX−tn(Xtnx)un‖
= cλ˜−tn‖un‖.
Letting n→∞ yields the desired contradiction, and so Fx and F˜x coincide. In particular,
Fx ∈ Gx for all x ∈ U0.
To prove continuity of the map x 7→ Fx, fix x ∈ U0 and let U ⊂ G be a neighborhood of
Fx. There exists t0 ≥ 0 such that
⋂
t≤t0 DX−t(CsXtx(a)) ⊂ U . By smoothness of the flow,
Fy ⊂
⋂
t≤t0 DX−t(CsXty(a)) ⊂ U for y sufficiently close to x. This completes the proof of (i).
It is immediate from invariance of the bundle Es|Λ that Esx ⊂ Fx for all x ∈ Λ. Hence
Esx = Fx for all x ∈ Λ establishing (ii).
For r ≥ 0,
DXrFx =
⋂
t≥0DXr−t(CsXt−r(Xrx)(a)) =
⋂
t≥rDXr−t(CsXt−r(Xrx)(a))
=
⋂
t≥0DX−t(CsXt(Xrx)(a)) = FXrx,
so the bundle {Fx} is DXt-invariant. Finally, if v ∈ Fx, t ≥ 0, then DXt(x)v ∈ CsXtx(a) so
by (3.3), ‖v‖ ≥ cλ˜−t‖DXt(x)v‖. Hence ‖DXt | Fx‖ ≤ c−1λ˜t so (iii) holds. 
From now on, we suppose that the continuous extension TU0M = E
s ⊕ Ecu of TΛM =
Es ⊕ Ecu is chosen so that Es is invariant and uniformly contracted.
7
Remark 3.3. In the definition of partial hyperbolicity, we assumed uniform contraction along
Es and dominated splitting. However the uniform contraction assumption (2.1) was used
only to ensure that the extended stable bundle is uniformly contracting.
For attracting sets satisfying just the dominated splitting assumption (2.2), it still follows
from the arguments above that the bundle Es over Λ extends to a continuous invariant
bundle over a neighborhood of Λ.
Remark 3.4. Let r ≥ 1. A compact invariant set for a Cr diffeomorphism f : M → M is
partially hyperbolic if there is a continuous Df -invariant splitting TΛM = E
s ⊕ Ecu where
dimEs ≥ 1 and dimEcu ≥ 1, and there exist constants C > 0, λ ∈ (0, 1) such that for every
n ≥ 1 and every x ∈ Λ, we have
‖Dfn | Esx‖ ≤ Cλn; ‖Dfn | Esx‖ · ‖Df−n | Ecufnx‖ ≤ Cλn.
It is easily seen that the results in this section go through for partially hyperbolic attractors
for diffeomorphisms, with f playing the role of X1 and XT replaced by a high enough iterate
of f .
4. The stable foliation for partially hyperbolic attractors
In this section, we discuss the existence and regularity properties of the stable foliation
associated with a partially hyperbolic attractor Λ satisfying the conditions in Definition 2.2.
Sectional expansion is not assumed. Again we focus on partially hyperbolic attractors for
flows, but the situation for diffeomorphisms is the same (cf. Remark 3.4).
In Subsection 4.1, we prove that the stable bundle Es integrates to a contracting invariant
topological foliation of a neighborhood of Λ with smooth leaves. In Subsection 4.2, we obtain
smoothness of the foliation under a suitable bunching condition.
Remark 4.1. The results in this section follow entirely from standard arguments. However
the proof that the extended stable bundle Es in Section 3.2 integrates to a topological
foliation is complicated by the noninvariance of the complementary bundle Ecu. Since we
have been unable to find a formulation in the literature that does not assume invariance of
both Es and Ecu, we present below the details of the standard arguments suitably modified.
4.1. Stable foliation in a neighborhood of Λ. Let Dk denote the k-dimensional open
unit disk and let Embr(Dk,M) denote the set of Cr embeddings φ : Dk →M endowed with
the Cr distance.
Theorem 4.2. There exists a positively invariant neighborhood U0 of Λ, and a constant
ν ∈ (0, 1), such that the following are true.
(a) For every point x ∈ U0 there is a Cr embedded ds-dimensional disk W sx ⊂ M , with
x ∈W sx , such that
(1) TxW
s
x = E
s
x.
(2) Xt(W
s
x) ⊂W sXtx for all t ≥ 0.
(3) d(Xtx,Xty) ≤ νtd(x, y) for all y ∈W sx , t ≥ 0.
(b) The disks W sx depend continuously on x in the C
0 topology: there is a continuous map
γ : U0 → Emb0(Dds ,M) such that γ(x)(0) = x and γ(x)(Dds) = W sx .
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(c) The family of disks {W sx : x ∈ U0} defines a topological foliation of U0.
To prove Theorem 4.2, we begin by following the exposition in [12, Section 6.4(b)].
Let T > 0, c > 0, λ˜ ∈ (0, 1) be the constants in Propositions 3.1 and 3.2. Increase T > 0
if necessary so that λˆ = c−1λ˜T ∈ (0, 1). Define the diffeomorphism f = XT : U0 → U0.
For each x ∈ U0, we consider the exponential map expx : TxM → M . This trans-
forms a small enough neighborhood of 0 diffeomorphically onto a neighborhood of x, and
D expx(0) = I.
Choose orthonormal bases on Rds , Rdcu . Also for each x ∈ U0, choose orthonormal bases
on Esx and E
cu
x . Let P
s
x : Rds → Esx, P cux : Rdcu → Ecux be the corresponding isometric
isomorphisms. The splitting Es ⊕ Ecu is continuous so we can arrange that x 7→ P sx and
x 7→ P cux are continuous families of isomorphisms.
Define Px,n = P
s
fnx + Df
n(x)P cux : Rd → TfnxM . Note that x 7→ Px,n is a continu-
ous family of isomorphisms for each n. In general Px,n is not an isometric isomorphism
since DfnEcux is not necessarily orthogonal to E
s
fnx. However, it follows from (3.2) that
DfnEcux ⊂ Ccufnx(a) for some a ∈ (0, 14 ], and so the angle between the subspaces Esfnx
and DfnEcux is bounded away from zero. Hence there is a constant C1 ≥ 1 such that
C−11 ≤ ‖Px,n‖ ≤ C1 for all x ∈ U0, n ≥ 0.
Next, Qx,n = expfnx ◦Px,n : Rd → M maps a neighborhood of 0 in Rd diffeomorphically
onto a neighborhood of fnx. Again, x 7→ Qx,n is a continuous family of diffeomorphisms
for each n.
Let Dρ ⊂ Rd denote the ρ-neighborhood of 0. Using boundedness of ‖Pn‖ and compact-
ness of Λ, and shrinking U0 if necessary, we can choose ρ > 0 so that Qx,n : Dρ → M is a
diffeomorphism onto its range for all n. Moreover, there is a constant C2 ≥ 1 such that
C−12 ‖p‖ ≤ d(fnx,Qx,n(p)) ≤ C2‖p‖ for all x ∈ U0, n ≥ 0, p ∈ Dρ.
Now define the family of maps fx,n = Q
−1
x,n+1 ◦ f ◦ Qx,n : Dρ → Rd. By construction,
Dfx,n(0) is identified with Df(f
nx). Also, the maps fx,n are uniformly C
r close to Dfx,n(0)
on Dρ. Hence for any δ > 0 there exists ρ > 0 and a family of (surjective) C
r diffeomor-
phisms gx,n : Rd → Rd, n ≥ 0, such that ‖gx,n − Dfx,n(0)‖C1 < δ and gx,n = fx,n on Dρ.
(See for example [12, Lemma 6.2.7].)
Proposition 4.3. For all n ≥ 0,
‖Dgx,n(0) | Rds‖ ≤ λˆ, ‖Dgx,n(0) | Rds‖ · ‖Dgx,n(0)−1 | Rdcu‖ ≤ λˆ.
Proof. Choose a as in Proposition 3.1. By construction, Dgx,n(0) = Dfx,n(0) is identified
with Df(fnx) and moreover,
‖Dgx,n(0) | Rds‖ = ‖Df | Esfnx‖ = ‖DXT | DX−TEsXT fnx‖,
‖Dgx,n(0)−1 | Rdcu‖ = ‖Df−1 | Dfn+1Ecux ‖ ≤ ‖DX−T | DXT (Ccufnx(a))‖,
where we have used invariance of Es and forward invariance of Ccu(a). The second estimate
follows from (3.4). The first estimate is immediate from Proposition 3.2. 
We require a slightly modified version of the Hadamard-Perron Invariant Manifold The-
orem from [12, Theorem 6.2.8, pp 242-257]:
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Lemma 4.4. Let r ≥ 1. Fix λmin > 0, σ ∈ (0, 1). Then there exists γ, δ > 0 arbitrarily
small so that the following holds:
For each n let gn : Rd → Rd be a Cr diffeomorphism such that
gn(u, v) = (Anu+ αn(u, v), Bnv + βn(u, v)), (u, v) ∈ Rds ⊕ Rdcu , (4.1)
for linear maps An : Rds → Rds , Bn : Rdcu → Rdcu and Cr maps αn : Rd → Rds , βn : Rd →
Rdcu with αn(0, 0) = 0, βm(0, 0) = 0 and ‖αn‖C1 < δ, ‖βn‖C1 < δ.
Define λn = ‖An‖, µn = ‖B−1n ‖−1 and suppose that λn ≥ λmin and λn/µn ≤ σ. Set
λ′n = (1 + γ)(λn + δ(1 + γ)), µ′n =
µn
1+γ − δ and suppose that λ′n < νn < µ′n for all n ∈ Z.
Then there exists a unique family of ds-dimensional C
1 manifolds Zn = {(x, ϕn(x)) : x ∈
Rds}, where ϕn : Rds → Rdcu satisfies ϕn(0, 0) = 0, Dϕn(0, 0) = 0, and ‖Dϕn‖C0 < γ for
all n ∈ Z, and the following properties hold for all n ∈ Z:
(1) gn(Zn) = Zn+1,
(2) ‖gn(q)‖ ≤ λ′n‖q‖ for q ∈ Zn,
(3) If ‖gn+k−1 ◦ · · · ◦ gn(q)‖ ≤ Cνn+k−1 . . . νn‖q‖ for all k ≥ 0 and some C > 0, then
q ∈ Zn.
If supn λn < 1, then the manifolds Zn are C
r.
Proof. The only difference from [12, Theorem 6.2.8, pp 242-257] is that the rates λn, µn
may depend on n. However, the ratios λn/µn are controlled uniformly, and it is easy to
check that the proof in pp 242-257 of [12] is valid in this slightly more general setting with
no change in the arguments. 
Remark 4.5. The constraints on γ and δ can be made explicit:
γ < min{1, σ−1/2 − 1}, δ < λmin min
{ σ−1 − 1
γ + γ−1 + 2
,
σ−1 − (1 + γ)2
(2 + γ)(1 + γ)
}
.
Remark 4.6. In Lemma 4.4, there exists also a unique family of dcu-dimensional C
1 mani-
folds Z˜n = {(x, ψn(x)) : x ∈ Rdcu} satisfying analogous properties to the family Zn. This
leads to a family of center-unstable manifolds {W cux , x ∈ Λ} each of which is tangent at
x to Ecux . These manifolds do not play a role in this paper. (Unlike the case for stable
manifolds, there is no useful notion of W cux for x 6∈ Λ.)
Next, we verify the hypotheses of Lemma 4.4. Fix x ∈ U0. The sequence of diffeomor-
phisms gx,n : Rd → Rd is defined for n ≥ 0. For n < 0, we set gx,n = gx,0. The diffeomor-
phisms gx,n have the structure in (4.1). Take σ = λˆ ∈ (0, 1) and λmin = infx∈U0 ‖DXT |
Esx‖ > 0. By Proposition 4.3, the linear maps An, Bn satisfy the constraints λmin ≤ λn ≤ σ
and λn/µn ≤ σ. Choose γ, δ > 0 so small that supn λ′n < 1 and supn λ′n/µ′n < 1. Choose
νn ∈ (λ′n, µ′n) such that ν = supn νn < 1. Finally, shrink ρ so that ‖αn‖C1 < δ, ‖βn‖C1 < δ.
We have shown that the hypotheses of Lemma 4.4 are satisfied, with νn ≤ ν < 1 for all
n. Let Zx,n denote the family of ds-dimensional C
r manifolds in Lemma 4.4 and define
W sx = Qx,0(Zx,0 ∩Dρ).
Repeating the construction for every x ∈ U0, we obtain a family {W sx , x ∈ U0} of ds-
dimensional Cr manifolds covering U0. We claim that this is the desired family of stable
manifolds.
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Lemma 4.7. Let x, y ∈ U0.
(a) If d(x, y) < C−12 ρ and y ∈W sx then d(fnx, fny) ≤ C22νnd(x, y) for all n ≥ 0.
(b) Let C > 0. If d(x, y) < C−12 C
−1ρ and d(fnx, fny) ≤ Cνnd(x, y) for all n ≥ 0, then
y ∈W sx .
(c) There exists ε > 0 such that if d(x, y) < ε and y ∈W sx then fy ⊂W sfx.
Proof. Let
Fx,n = fx,n−1 ◦ · · · ◦ fx,0, Gx,n = gx,n−1 ◦ · · · ◦ gx,0.
Note that if Fx,n(q) ∈ Dρ for all 0 ≤ n ≤ N0, or if Gx,n(q) ∈ Dρ for all 0 ≤ n ≤ N0, then
Fx,n(q) = Gx,n(q) for all 0 ≤ n ≤ N0.
(a) Let y ∈W sx with d(x, y) < C−12 ρ. Then q = Q−1x,0(y) ∈ Zx,0, so by Lemma 4.4(1,2),
‖Gx,n(q)‖ ≤ νn‖q‖ = νn‖Q−1x,0(y)‖ ≤ νnC2d(x, y) < ρ,
for all n ≥ 0. Now fn = Qx,n ◦ Fx,n ◦Q−1x,0, so
fny = Qx,n ◦ Fx,n(q) = Qx,n ◦Gx,n(q).
Hence
d(fnx, fny) = d(fnx,Qx,n ◦Gx,n(q)) ≤ C2‖Gx,n(q)‖ ≤ C22νnd(x, y).
(b) Suppose that d(x, y) < C−12 C
−1ρ and d(fnx, fny) ≤ Cνnd(x, y) for all n ≥ 0. Let
q = Q−1x,0(y) so d(x, y) ≤ C2‖q‖. Now Fx,n = Q−1x,n ◦ fn ◦Qx,0, so
‖Fx,n(q)‖ = ‖Q−1x,n ◦ fn(y)‖ ≤ C2d(fnx, fny) ≤ C2Cνnd(x, y) < ρ.
Hence
‖Gx,n(q)‖ = ‖Fx,n(q)‖ ≤ C2Cνnd(x, y) ≤ C22Cνn‖q‖.
By Lemma 4.4(3), q ∈ Zx,0 ∩Dρ and so y = Qx,0(q) ⊂W sx .
(c) Let x′ = fx, y′ = fy and choose E ≥ 1 such that d(x, y) ≤ Ed(x′, y′) for all x, y ∈ U0.
Suppose that y ∈ W sx and d(x, y) < C−52 E−1ρ. Then certainly, d(x, y) < C−12 ρ, so by
part (a),
d(fnx′, fny′) = d(fn+1x, fn+1y) ≤ C22νn+1d(x, y) ≤ C22Eνnd(x′, y′) = Cνnd(x′, y′),
where C = C22E. Also, d(x
′, y′) ≤ C22d(x, y) < C−32 E−1ρ = C−12 C−1ρ, so the result follows
from part (b). 
Lemma 4.8. The Cr embedded disks W sx depend continuously on x in the C
0 topology: there
is a continuous map γ : U0 → Emb0(Dds ,M) such that γ(x)(0) = x and γ(x)(Dds) = W sx .
Moreover, there exists L ≥ 1 such that Lip γ(x) ≤ L for all x ∈ U0, where Lip γ(x) =
supu6=u′ d(γ(x)(u), γ(x)(u′))/‖u− u′‖.
Proof. Fix x ∈ U0 and recall that W sx = Qx,0(Zx,0∩Dρ). For y close to x, let Ay = Q−1x,0(W sy ).
Let py = Q
−1
x,0(y) = Q
−1
x,0◦Qy,0(0) ∈ Ay. In particular Ax = Zx,0∩Dρ and px = 0. Moreover,
y 7→ py is continuous.
Now TpyAy = DQ
−1
x,0(y)TyW
s
y = DQ
−1
x,0(y)E
s
y, so it follows from smoothness of Qx,0 and
continuity of Es that Ay can be viewed as a graph over Dds ⊂ Rds for y close to x. In
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particular, Ay = {(u, φy(u)) : u ∈ Dds} where φy : Dds → Rdcu , see Figure 1. Hence
W sy = {Qx,0(u, φy(u)) : u ∈ Dds}. The family of functions φy are Cr with uniform Lipschitz
constant. Since py ∈ Ay, there exists uy ∈ Dds such that py = (uy, φy(uy)).
0 u
q
py Ax
Ay = graph(φy)
Rdcu
Rds
Figure 1. Ay as the graph of φy near Ax.
Define the family of embeddings γ : U0 → Embr(Dds ,M) given by
γ(y)(u) = Qx,0(u, φy(u)).
We claim that y 7→ φy is continuous at x in the C0 topology, and hence the embedding γ is
continuous at x in the C0 topology.
It remains to verify the claim. Suppose that yn → x. By Arzela`-Ascoli, we can pass to
a further subsequence such that limn→∞ supu∈Dds ‖φyn(u)−ψ(u)‖ = 0 for some continuous
function ψ : Rds → Rdcu .
Since pyn → 0, for n large enough we have that pyn ∈ D 1
2
C−52 ρ
. Now fix u ∈ Dds (see
Figure 1). Shrinking the disk Dds , we can ensure that qn = (u, φyn(u)) ∈ D 1
2
C−52 ρ
for n
sufficiently large. Hence
d(Qx,0(qn), yn) ≤ d(Qx,0(qn), x) + d(x, yn) ≤ C−32 ρ ≤ C−12 ρ.
By construction, Qx,0(qn) ∈W syn , so by Lemma 4.7(a),
d(fk ◦Qx,0(qn), fkyn) ≤ C22νkd(Qx,0(qn), yn) for all k ≥ 0.
Letting n→∞, we obtain that
d(fk ◦Qx,0(u, ψ(u)), fkx) ≤ C22νkd(Qx,0(u, ψ(u)), x) for all k ≥ 0.
By Lemma 4.7(b), Qx,0(u, ψ(u)) ∈ W sx so (u, ψ(u)) ∈ Ax. It follows that ψ(u) = φx(u).
Hence all subsequential limits of φy (as y → x) coincide with φx so limy→x φy = φx in the
C0 topology as required. 
Lemma 4.9. The family of disks {W sx : x ∈ U0} defines a topological foliation.
Proof. Let x ∈ U0 and choose an embedded dcu-dimensional disk Y ⊂M containing x and
transverse to W sx . By continuity of E
s, we can shrink Y so that Y is transverse to W sy at
y for all y ∈ Y . Let ψ : Dcu → Y be a choice of embedding.
Now define χ : Ds × Dcu → U0 by setting χ(u, v) = γ(ψ(v))(u). Note that χ maps
horizontal lines {v = const.} homeomorphically onto stable disks; see Figure 2.
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Ds
Dcu
χ
Y
x1
x2
W sx1
W sx2
Figure 2. Topological foliation chart
By Lemma 4.8, each of these embeddings is Lipschitz with uniform Lipschitz constant L.
Using this together with the continuity statement in Lemma 4.8,
d(χ(u, v), χ(u0, v0)) ≤ d(γ(ψ(v))(u), γ(ψ(v))(u0)) + d(γ(ψ(v))(u0), γ(ψ(v0))(u0))
≤ L‖u− u0‖+ ‖γ(ψ(v))− γ(ψ(v0))‖C0 → 0,
as (u, v)→ (u0, v0), establishing continuity of χ.
Suppose that χ(u1, v1) = χ(u2, v2) with common value y ∈ U0. Then y ∈ W sx1 ∩W sx2
where xj = ψ(vj). We claim that x1 = x2 with common value xˆ. In particular v1 = v2.
But now γ(xˆ)(u1) = γ(xˆ)(u2) and so u1 = u2. It follows that χ is injective and hence is a
homeomorphism onto a neighborhood of x as required.
It remains to prove the claim. Note that W sx2 can be viewed as a graph over W
s
x1 . Let
A = W sx1 ∩W sx2 . We show that A is open and closed in W sx1 . Since y ∈ A and W sx1 is
connected, A = W sx1 and in particular, x2 = x1 as required.
It is clear that A is closed in W sx1 . To prove that A is open, suppose that z ∈ A. Since
W sxj are tangent to E
s
xj with uniform Lipschitz constant, there exists C > 0 such that
d(x1, x2) ≤ Cd(z, xj). Let z′ ∈ W sx1 be such that d(z, z′) ≤ (1/2C)d(x1, x2). (This implies
that d(x1, x2) ≤ 2Cd(z′, x2).) We must show that z′ ∈ A. Now
d(fnz′, fnx2) ≤ d(fnz′, fnx1) + d(fnx1, fnz) + d(fnz, fnx2)
≤ C22νn{d(z′, x1) + d(x1, z) + d(z, x2)}
≤ C22νn{d(z′, x2) + d(x2, x1) + d(x1, x2) + d(x2, z′) + d(z′, z) + d(z, z′) + d(z′, x2)}
= C22ν
n{3d(z′, x2) + 2d(x1, x2) + 2d(z, z′)} ≤ C22νn{3d(z′, x2) + 4d(x1, x2)}
≤ (3 + 8C)C22νnd(z′, x2).
We can arrange that χ takes values inBε(x) where ε is as small as required. By Lemma 4.7(b),
z′ ∈W s(x2) and hence z′ ∈ A completing the proof. 
Corollary 4.10. There exists ε > 0 such that Xt(W
s
x ∩ Bε(x)) ⊂ W sXtx for all t ≥ 0,
x ∈ U0.
Proof. Choose n0 ≥ 1 such that C22νn0 < 1. Shrinking ε, it follows from Lemma 4.7(a,c)
that fn0(W sx∩Bε(x)) ⊂W sfn0x∩Bε(fn0x) and inductively that fkn0(W sx∩Bε(x)) ⊂W sfkn0x∩
Bε(f
kn0x) for all k ≥ 0.
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Next choose C ≥ 1 such that d(Xrx,Xry) ≤ Cd(x, y) for all x, y ∈ U0, r ∈ [−n0T, n0T ].
Suppose that y ∈W sx and let x′ = Xrx, y′ = Xry. By Lemma 4.7(a), for y sufficiently close
to x,
d(fnx′, fny′) = d(Xrfnx,Xrfny) ≤ Cd(fnx, fny) ≤ CC22νnd(x, y) ≤ C2C22νnd(x′, y′),
for all n ≥ 0. By Lemma 4.7(b), Xry ∈ W sXrx for y sufficiently close to x. Hence there
exists ε > 0 such that Xr(W
s
x ∩Bε(x)) ⊂W sXrx for all r ∈ [0, n0T ], x ∈ U0.
The result for general t follows by writing t = kn0T + r where k ≥ 0, r ∈ [0, n0T ). 
Recall that f = XT . Choose C such that supr∈[0,T ] d(Xrx,Xry) ≤ Cd(x, y) for all
x, y ∈ U . Write t = nT + r, n ≥ 0, r ∈ [0, T ). By Lemma 4.7(a), if d(x, y) < C−12 ρ and
y ∈W sx , then
d(Xtx,Xty) = d(XnT+rx,XnT+ry) ≤ C22Cνnd(x, y) ≤ C ′ν˜td(x, y),
where C ′ = C22Cν−1 and ν˜ = ν1/T .
Passing to an adapted metric, we can arrange that there are constants ε > 0, ν ∈ (0, 1)
such that if d(x, y) < ε and y ∈ W sx , then d(Xtx,Xty) ≤ νtd(x, y) for all t ≥ 0. From
now on, we write W sx instead of W
s
x ∩Bε(x). With this notation, Corollary 4.10 states that
Xt(W
s
x) ⊂W sXtx for all x ∈ U0, t ≥ 0.
This completes the proof of Theorem 4.2.
4.2. Regularity of the stable foliation. In this subsection, we prove results on the
regularity of the stable foliation {W sx} in a neighborhood of Λ under an appropriate bunching
condition. We follow [10, Theorem 6.5], adapting and applying the results of [9] in our
setting.
We continue to suppose that Xt is the flow generated by a C
r vector field G where r ≥ 1.
Let q ∈ [0, r]. We suppose that there exists t > 0 such that the following bunching condition
holds:
‖DXt | Esx‖ · ‖DX−t | EcuXtx‖ · ‖DXt | Ecux ‖q < 1 for all x ∈ Λ. (4.2)
Let TU0M = E
s ⊕ Ecu be a continuous extension of the underlying splitting with Es
invariant as in Proposition 3.2. Choose t as in (4.2) and let f = Xt. Increasing t and
shrinking U0 if necessary, we can ensure that
‖Df | Esx‖ · ‖Df−1 | Ecufx‖ ≤ ‖Df | Esx‖ · ‖Df−1 | Ecufx‖ · ‖Df | TxM‖q < 1, (4.3)
for all x ∈ U0.
Let TU0M = F
s⊕F cu be a Cr approximation of the splitting TU0M = Es⊕Ecu. For each
x ∈ U0, let L(F sx , F cux ) denote the space of linear maps from F sx to F cux , and let Dx denote
the unit disk in L(F sx , F
cu
x ). Define the corresponding disk bundle D0 = {Dx, x ∈ U0}.
Let U1 = f(U0) ⊂ U0 and set D1 = {Dx, x ∈ U1}. Let h = f−1|U1 : U1 → U0. Since
h(U1) = U0 ⊃ U1, the Cr diffeomorphism h is overflowing in the sense of [9, p. 30].
Represent Dh(x) : TxM → ThxM using the splitting F s ⊕ F cu by writing
Dh(x) =
(
Ax Bx
Cx Dx
)
: F sx × F cux → F shx × F cuhx , x ∈ U1.
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We define the graph transform Γ : D1 → D0,
Γx(`) = (Cx +Dx`)(Ax +Bx`)
−1, ` ∈ Dx, x ∈ U1.
Lemma 4.11. The neighborhood U0 of Λ and the C
r splitting F s ⊕ F cu can be chosen so
that Γ : D1 → D0 is well-defined and Lip(Γx) · ‖Dh−1|ThxM‖q < 1 for all x ∈ U1.
Proof. By (4.3), we can choose λx ∈ (0, 1) such that
‖Df | Esx‖ · ‖Df−1 | Ecufx‖ < λx and λx ‖Df | TxM‖q < 1 for all x ∈ U0.
Since f is C1 and U0 is compact, there exists δ ∈ (0, 1) such that (λhx + 2δ)(1 − δ)−2 < 1
and
(λhx + 2δ)(1− δ)−2‖Dh−1 | ThxM‖q < 1 for all x ∈ U1. (4.4)
Since F s is close to theDf -invariant contracting bundle Es, we can arrange that ‖Cx‖ ≤ 1
and ‖A−1x ‖ ≤ 1 for all x ∈ U1. Also, F cu is close to Ecu which is invariant when restricted
to Λ so we can arrange that ‖Bx‖ < δ. Moreover, A−1x is close to Df | Eshx and Dx is close
to Df−1 | Ecux so we can ensure that ‖A−1x ‖‖Dx‖ ≤ λhx for all x ∈ U1.
Let `, `′ ∈ Dx. Note that ‖A−1x Bx`‖ ≤ δ, so ‖(I + A−1x Bx`)−1‖ ≤ (1 − δ)−1. Similarly,
‖(I +A−1x Bx`′)−1‖ ≤ (1− δ)−1. It follows that
‖(Ax +Bx`)−1 − (Ax +Bx`′)−1‖ = ‖(Ax +Bx`)−1(Bx(`′ − `))(Ax +Bx`′)−1‖
≤ ‖A−1x ‖2δ(1− δ)−2‖`′ − `‖ ≤ ‖A−1x ‖δ(1− δ)−2‖`′ − `‖.
Hence
‖Γx(`)− Γx(`′)‖ ≤ ‖Dx(`− `′)‖‖(Ax +Bx`)−1‖
+ ‖(Cx +Dx`′)‖‖(Ax +Bx`)−1 − (Ax +Bx`′)−1‖
≤ ‖Ax‖−1‖Dx‖(1− δ)−1‖`− `′‖+ (1 + ‖Dx‖)‖A−1x ‖δ(1− δ)−2‖`− `′‖
≤ λhx(1− δ)−1‖`− `′‖+ 2δ(1− δ)−2‖`− `′‖,
and so Lip(Γx) ≤ (λhx + 2δ)(1 − δ)−2 for all x ∈ U1. In particular, Lip(Γx) < 1 so
Γx(Dx) ⊂ Dhx, and hence Γ is well-defined. The result follows from this estimate combined
with (4.4). 
Theorem 4.12. Let q ∈ [0, [r] ]. If condition (4.2) holds for some t > 0, then the bundle
Es is Cq over U1. That is, the map x 7→ Esx is a Cq map from U1 to D1.
Proof. Recall that we can regard Esx as the graph of an element ω ∈ L(F sx , F cux ) with ‖ω‖ as
close to zero as desired. In particular, ‖ω‖ ≤ 1, and hence Es is identified with a continuous
Df -invariant section of D1.
Note that Dh(x) graph(`) = graph(Γx(`)) for ` ∈ Dx. Since h = df−1, it follows that
Es : U1 → D1 is a continuous Γ-invariant section.
By Lemma 4.11, the graph transform Γ : D1 → D0 defines a fiber contraction over
the overflowing diffeomorphism h : U1 → U0, and this fiber contraction is q-sharp in the
terminology of [9]. When q is an integer, we have verified the hypotheses of the “Cr section
theorem” [9, Theorem 3.5] (with q playing the role of r, and vector bundles replaced by
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disk bundles as in [9, Remark, p. 36]). It follows from [9, Theorem 3.5] that Es : U1 → D1
is the unique continuous Γ-invariant section and moreover that this section is Cq.
This completes the proof in the case that q is an integer. The general case follows from [9,
Remark 2, p. 38]. 
Remark 4.13. (a) It is immediate from domination (2.2) that condition (4.2) holds with
q = 0. By smoothness of the flow and compactness of Λ, condition (4.2) holds for some
q > 0 and hence the stable bundle Es is at least Ho¨lder over U1.
(b) When q ≥ 1 in Theorem 4.12, it follows by Frobenius’s Theorem (see for example [1,
pp. 93–95]) that the family of stable manifolds {W sx} obtained in Theorem 4.2 forms a Cq
foliation of U1 in the sense that the foliation charts are C
q. Moreover the holonomy maps
along the stable leaves are Cq smooth. (See [15, Section 6] for more details.) For q ∈ (0, 1),
it remains true that the holonomy maps are Cq [15].
5. Strong dissipativity
From now on, our results are specialised to flows. In this section, we define strong
dissipativity for sectional hyperbolic attractors. This is a verifiable condition for smoothness
of stable foliations, extending [3] who proved strong dissipativity and hence smoothness of
the stable foliation for the classical Lorenz attractor. We recover the result of [3] and
moreover obtain an estimate for the smoothness.
Recall that ds = dimE
s
x. Given A = {aij} ∈ Rd×d, let ‖A‖2 = (
∑
ij a
2
ij)
1/2.
Definition 5.1. Let q > 1/ds. A partially hyperbolic attractor Λ is q-strongly dissipative if
(a) For every equilibrium σ ∈ Λ (if any), the eigenvalues λj of DG(σ), ordered so that
<λ1 ≤ <λ2 ≤ · · · ≤ <λd, satisfy <(λ1 − λds+1 + qλd) < 0.
(b) supx∈Λ
{
divG(x) + (dsq − 1)‖(DG)(x)‖2
}
< 0.
Theorem 5.2. Let Λ be a sectional hyperbolic attractor. Suppose that Λ is q-strongly
dissipative for some q ∈ (1/ds, [r] ]. Then there exists a neighborhood U0 of Λ such that the
stable manifolds {W sx , x ∈ U0} define a Cq foliation of U0.
Proof. For each t ∈ R, we define ηt : Λ→ R,
ηt(x) = log
{‖DXt|Esx‖ · ‖DX−t|EcuXtx‖ · ‖DXt|Ecux ‖q}.
Note that {ηt, t ∈ R} is a continuous family of continuous functions each of which is
subadditive, that is, ηs+t(x) ≤ ηs(x) + ηt(Xsx).
LetM denote the set of flow-invariant ergodic probability measures on Λ. We claim that
for each m ∈M, the limit limt→∞ t−1ηt(x) exists and is negative for m-almost every x ∈ Λ.
It then follows from [5, Proposition 3.4] that there exists constants C, β > 0 such that
exp ηt(x) ≤ Ce−βt for all t > 0, x ∈ Λ. In particular, for t sufficiently large, exp ηt(x) < 1
for all x ∈ Λ. Hence condition (4.2) is satisfied for such t and the result follows from
Theorem 4.12 and Remark 4.13.
It remains to verify the claim. For each m ∈M, we label the Lyapunov exponents
χ1(m) ≤ χ2(m) ≤ · · · ≤ χd(m).
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Since Λ is partially hyperbolic, the Lyapunov exponents χj(m), j = 1, . . . , ds are associated
with Es and are negative, while the remaining exponents are associated with Ecu.
For m-a.e. x ∈ Λ we have
lim
t→∞ t
−1 log ‖DXt|Esx‖ = χ1(m), lim
t→∞ t
−1 log ‖DX−t|EcuXtx‖ = −χds+1(m),
lim
t→∞ t
−1 log ‖DXt|Ecux ‖ = lim
t→∞ t
−1 log ‖DXt | TxM‖ = χd(m).
Hence, m-almost everywhere,
lim
t→∞ t
−1ηt(x) = χ1(m)− χds+1(m) + qχd(m).
If m is a Dirac delta at an equilibrium σ ∈ Λ, then χj(m) = <λj for j = 1, . . . , d,
where λj are the eigenvalues of DG(σ). Hence, it is immediate from Definition 5.1(a) that
limt→∞ t−1ηt(σ) < 0.
If m is not supported on an equilibrium, then there is a zero Lyapunov exponent in
the flow direction. Sectional expansion ensures that χds+1(m) = 0 and χj(m) > 0 for
j = ds + 2, . . . , d. Hence, m-almost everywhere,
lim
t→∞ t
−1ηt(x) = χ1(m) + qχd(m) ≤ d−1s
∑ds
j=1 χj(m) + qχd(m)
= d−1s
(∑ds
j=1 χj(m) + dsqχd(m)
) ≤ d−1s (∑dj=1 χj(m) + (dsq − 1)χd(m))
= d−1s limt→∞ t−1
(
log | detDXt(x)|+ (dsq − 1) log ‖DXt(x)‖
)
≤ d−1s limt→∞ t−1
∫ t
0
(
divDG(Xsx) + (dsq − 1)‖DG(Xsx)‖2
)
ds
≤ d−1s supx∈Λ
{
divDG(x) + (dsq − 1)‖DG(x)‖2
}
.
By Definition 5.1(b), we again have that limt→∞ t−1ηt(x) < 0 for m-almost every x ∈ Λ.
This completes the proof of the claim. 
Remark 5.3. If supΛ divG < 0, then condition (b) holds for q = d
−1
s + ε for ε sufficiently
small. When dimM = 3, we have ds = 1 and hence we recover the result in [3, Lemma 2.2].
For the classical Lorenz equations [13], we have
divG ≡ −413 , λ1 ≈ −22.83, λ2 = −83 , λ3 ≈ 11.83,
so the Lorenz attractor is (1 + ε)-strongly dissipative for ε > 0 sufficiently small. Hence,
the stable foliation is C1+ε for the classical Lorenz attractor.
In fact, we have:
Corollary 5.4. The stable foliation for the classical Lorenz attractor is at least C1.278.
Proof. By definition, q-strong dissipativity holds for any q < min{q1, q2} where
q1 =
λ2 − λ1
λ3
≈ 1.704, q2 = 1− divG
sup ‖DG‖2 = 1 +
41
3
1
sup ‖DG‖2 .
Now
‖DG(x)‖22 = 201 + 649 + 2x21 + x22 + (x3 − 28)2 ≤ 208.12 + V,
where
V = 2x21 + x
2
2 + (x3 − 28)2.
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We claim that V ≤ 2197. Then q ≥ 1.278 as required.
In verifying the claim, we use the standard notation σ = 10, b = 83 , r = 28 for the
parameters in the Lorenz equations. Various authors [6, 7, 18] have established the estimate
x22 + (x3 − r)2 ≤ R2, R2 =
b2r2
4(b− 1) =
12544
15
≤ 836.27 . (5.1)
It follows that
x22 + x
2
3 ≤ (r +R)2 ≤ 3239.7 . (5.2)
Next, by [18, Example 5] (see also [7]), ax21 ≤ (x22 +x23) where a > 0 is the largest root of
(10a− 28)2 + a(20− λ)(2− λ), λ = 11.
This yields a ≥ 4.7644, so using (5.2), x21 ≤ a−1(x22 + x23) ≤ 680. Combined with (5.1),
V = 2x21 + x
2
2 + (x3 − 28)2 ≤ 1360 + 837 = 2197,
proving the claim. 
Remark 5.5. It might seem that we could use [6, equation (22)] to get a better estimate on
x3 and hence V . Unfortunately this equation implies(
x3 − 12(r + σ)
)2 ≤ 14(r + σ)2,
so x3 ≤ r + σ = 38 which is clearly incorrect.
References
[1] R. Abraham and J. Marsden. Foundations of Mechanics, 2nd ed., Benjamin/Cummings, Reading, Mass.,
1978.
[2] V. Araujo and I. Melbourne. Exponential decay of correlations for nonuniformly hyperbolic flows with
a C1+α stable foliation, including the classical Lorenz attractor. Annales Henri Poincare´ 17 (2016)
2975–3004.
[3] V. Araujo, I. Melbourne and P. Varandas. Rapid mixing for the Lorenz attractor and statistical limit
laws for their time-1 maps. Commun. Math. Phys. 340 (2015) 901–938.
[4] V. Arau´jo and M. J. Pacifico. Three-dimensional flows. Volume 53 of Ergebnisse der Mathematik und
ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and
Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics]. Springer, Heidelberg, 2010.
[5] A. Arbieto. Sectional Lyapunov exponents. Proc. Amer. Math. Soc. 138 (2010) 3171–3178.
[6] C. Doering and J. Gibbon. On the shape and dimension of the Lorenz attractor. Dyn. Stab. Systems
10 (1995) 255–268.
[7] H. Giacomini and S. Neukirch. Integrals of motion and the shape of the attractor for the Lorenz model.
Phys. Lett. A 227 (1997) 309–318.
[8] N. Gourmelon. Adapted metrics for dominated splittings. Ergodic Theory Dynam. Systems 27 (2007)
1839–1849.
[9] M. Hirsch, C. Pugh and M. Shub. Invariant manifolds, volume 583 of Lect. Notes in Math. Springer
Verlag, New York, 1977.
[10] M. W. Hirsch and C. C. Pugh. Stable manifolds and hyperbolic sets. In Global Analysis (Proc. Sympos.
Pure Math., Vol. XIV, Berkeley, Calif., 1968), pages 133–163. Amer. Math. Soc., Providence, R.I.,
1970.
[11] A.J. Homburg. Global aspects of homoclinic bifurcations of vector fields. M emoirs of the Amer. Math.
Soc. 578, 1996.
[12] A. Katok and B. Hasselblatt. Introduction to the modern theory of dynamical systems, volume 54 of
Encyclopeadia Appl. Math. Cambridge University Press, Cambridge, 1995.
18
[13] E. D. Lorenz. Deterministic nonperiodic flow. J. Atmosph. Sci. 20 (1963) 130–141.
[14] C. A. Morales, M. J. Pacifico and E. R. Pujals. Robust transitive singular sets for 3-flows are partially
hyperbolic attractors or repellers. Ann. of Math. (2) 160 (2004) 375–432.
[15] C. Pugh, M. Shub and A. Wilkinson. Ho¨lder foliations. Duke Math. J. 86 (1997) 517–546.
[16] C. Robinson. Homoclinic bifurcation to a transitive attractor of Lorenz type, II. SIAM J. Math. Anal.
23 (1992) 1255–1268.
[17] M. R. Rychlik. Lorenz attractors through Sˇil′nikov-type bifurcation. I. Ergodic Theory Dynam. Systems
10 (1990) 793–821.
[18] P. Swinnerton-Dyer. Bounds for trajectories of the Lorenz equations: an illustration of how to choose
Liapunov functions. Phys. Lett. A 281 (2001) 161–167.
[19] W. Tucker. A rigorous ODE solver and Smale’s 14th problem. Found. Comput. Math. 2 (2002) 53–117.
Vitor Arau´jo, Departamento de Matema´tica, Universidade Federal da Bahia, Av. Ademar
de Barros s/n, 40170-110 Salvador, Brazil.
E-mail address: vitor.d.araujo@ufba.br, www.sd.mat.ufba.br/∼vitor.d.araujo
Ian Melbourne, Institute of Mathematics, University of Warwick, Coventry CV4 7AL, UK
E-mail address: i.melbourne@warwick.ac.uk
19
