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Let R be a semiprime ring with extended centroid C and with
symmetric Martindale quotient ring Q . For a derivation δ of R and
an ideal I of R , deﬁne KerI (δ)
def.= {r ∈ I | δ(r) = 0} and RI (δ) def.=
δ(I). Let δ, δ′ be derivations of R such that δ is C-integral and
has the associated X-inner derivation ad(a), where a ∈ Q . The
main results of this paper (Theorem 3.5) are the following two
equivalences:
(1) KerI (δ) ⊆ KerR (δ′) for an essential ideal I of R if and only if
δ′ =∑i1 μiδi + ad(b) for some μi ∈ C and some b ∈ C[a].
(2) RI (δ′) ⊆RR (δ) for an essential ideal I of R if and only if δ′ =∑
i1 μiδ
i + ad(b) for some μi ∈ C with ∑i1(−1)iδi(μi) = 0
and some b ∈ C[a].
© 2008 Elsevier Inc. All rights reserved.
0. Introduction
Throughout the article, R always denotes a semiprime ring and Q its symmetric Martindale quo-
tient ring. The center C of Q is called the extended centroid of R . By a derivation of R , we mean a
map δ : R → R satisfying
δ(x+ y) = δ(x) + δ(y) and δ(xy) = δ(x)y + xδ(y)
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called the inner derivation deﬁned by b. A derivation δ of R is said to be integral over C or C-integral,
if there exist α1, . . . ,αn−1 ∈ C such that
δn(x) + α1δn−1(x) + · · · + αn−1δ(x) = 0
for all x ∈ R . In the case that C is a ﬁeld, we say δ is algebraic over C or C-algebraic instead. Note
that the extended centroid C is a ﬁeld if and only if R is a prime ring. We refer the reader to [1] for
details. For a derivation δ of R , let Ker(δ) and R(δ) denote the kernel and the range of δ respectively.
We shall investigate the following
Problem. Given a C-integral derivation δ of R , characterize derivations δ′ of R such that either
R(δ′) ⊆R(δ) or Ker(δ) ⊆ Ker(δ′).
This problem has been extensively studied for algebras of operators on Hilbert spaces, specially
for bounded linear operators but also for more general operators [6,4,10]. From a purely algebraic
direction, Brešar proved the following [3, Theorems 3.1 and 4.2]:
Theorem (Brešar). Let R be a prime ring of char R = 0 and δ, δ′ derivations of R. Assume that δ is C-algebraic.
If either
(i) R(δ′) ⊆R(δ) or
(ii) Ker(δ) ⊆ Ker(δ′), then there exist a ∈ Q and a polynomial h(λ) ∈ C[λ] such that δ = ad(a) and δ′ =
ad(h(a)).
Theorem (Brešar). Let R be a semiprime ring and let e ∈ R be an idempotent. If δ′ is a derivation of R such
that either
(i) R(δ′) ⊆R(ad(e)) or
(ii) Ker(ad(e)) ⊆ Ker(δ′), then there exists λ ∈ C such that δ′ = ad(λe).
Note that if δ = ad(e) for some idempotent e ∈ R then δ3 − δ = 0 and, particularly, δ is C-integral.
In this context, Brešar’s results give partial solutions to Problem above. Our aim is to give a complete
answer. Namely, we obtain a complete description of δ′ in terms of the C-integral derivation δ in
the context of semiprime rings. We improve Brešar’s results in two respects: Firstly, the restriction
of char R = 0 is removed. For a prime ring of char R = 0, any C-integral derivation must be X-inner
by Kharchenko’s theory of differential identities [7,8]. So Brešar’s result for prime rings basically deals
with inner derivations only. But, in the case of char R = p  2, the C-algebraic derivation δ may be
no longer X-inner. Secondly, the result is extended to semiprime rings in its full generality. In Brešar’s
work, only inner derivations deﬁned by idempotents are treated for semiprime rings.
Our main tool is Kharchenko’s theory of differential identities (see [7,8]). This theory is formulated
in terms of a more general notion which we deﬁne below:
Deﬁnition. By a continuous derivation of R , we mean a derivation δ : Q → Q such that δ(I) ⊆ R for
some essential ideal I of R . A continuous derivation of R is called X-inner if it is an inner derivation
of Q . Otherwise, it is called X-outer.
It is well known that every derivation δ : R → R can be uniquely extended to a derivation of Q ,
which is obviously a continuous derivation of R . From now on, by derivations of R we always mean
continuous derivations of R for brevity. We have to work in this more general setting, which is essential
for the semiprime case. Following [3], it is convenient to have the following
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KerI (δ)
def.= {r ∈ I ∣∣ δ(r) = 0} and RI (δ) def.= δ(I).
For brevity, we also write Ker(δ) and R(δ) to stand for KerR(δ) and RR(δ), respectively. Our goal
(Theorems 2.1 and 3.5) of this paper is to characterize derivations δ, δ′ of a semiprime ring R , with δ
being C-integral, such that KerI (δ) ⊆ Ker(δ′) or RI (δ′) ⊆R(δ) for an essential ideal I of R .
This article is organized as follows: In Section 1, we recall some important notions and cite
Kharchenko’s Theorem [7,8] for convenience of reference. This is the key tool in this article. In Sec-
tion 2, we deal with the case of prime rings of characteristic p  2, where we encounter C-algebraic
X-outer derivations. In Section 3, we extend the results in Section 2 to the semiprime case.
1. Preliminaries
Throughout R is a semiprime ring with extended centroid C and with symmetric Martindale quo-
tient ring Q . The set B of idempotents of C forms a Boolean algebra with respect to the operations
e f def.= e + f − ef and e · f def.= ef .
It is complete with respect to the partial order e  f (deﬁned by ef = e) in the sense that any subset
of B has a supremum and an inﬁmum. Given a subset S of Q , we deﬁne E[S] to be the inﬁmum of
e ∈ B such that ex = x for all x ∈ S . Let D be the collection of all derivations of R . Note that D is a
left C-module but it is not a right C-module in general. Let E[δ] def.= E[δ(R)] for δ ∈ D. A derivation
word is a composition product Δ = δn · · · δ2δ1, where δi ∈D, and we deﬁne
E[Δ] def.= E[δn] · · ·E[δ2]E[δ1].
We also identify the empty word ∅ with the identity map of R and set E[∅] def.= 1.
Let Di be the collection of all X-inner derivations of R . We call S ⊆D strongly independent [8] or
mutually outer [9] if 0 /∈ S and it is C-independent modulo Di in the sense that for any ﬁnitely many
δi ∈ S and αi ∈ C , i = 1, . . . ,n, ∑ni=1 αiδi ∈Di implies all αiδi = 0. If E[δ] = 1 for all δ ∈ S also then
we call S fully strongly independent or fully mutually outer. If R is prime then mutually outer sets
are fully mutually outer.
A differential polynomial (DP) means a generalized polynomial (GP) with coeﬃcients in Q and with
noncommuting variables Xi which are acted on by derivation words. Thus every DP can be written
in the form φ(Δi(X j)), where φ(Zij) is a GP over Q in distinct indeterminates Zij , and where the
Δi ’s are derivation words. A DP φ(Δi(X j)) is called a differential identity (DI) for a subset T of Q if
φ(Δi(x j)) = 0 for all x j ∈ T .
Suppose that char R = 0 or p, a prime integer. Pick a maximal mutually outer subset M of D. Fix
a total order > of M . Extend > to the set of derivation words in M by assuming that a longer word
is greater than a shorter one and that words of the same length are ordered lexicographically. We call
Δ = δsmm · · · δs22 δs11 regular if the following are satisﬁed:
(w1) δi ∈ M for 1 i m,
(w2) δ1 < δ2 < · · · < δm and
(w3) si < p for 1 i m if char R = p > 0.
A differential polynomial is called reduced if it takes the form φ(Δi(X j)), where
(r1) φ(Zij) is a generalized polynomial with coeﬃcients in Q in distinct noncommuting indetermi-
nates Zij , and
(r2) the Δi ’s are distinct regular words and the X j ’s are distinct indeterminates.
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Kharchenko proved the following powerful result (see [7,8]):
Theorem 1.1 (Kharchenko). Let R be a semiprime ring with char R = 0 or p, a prime integer. If φ(Δi(X j)) is a
reduced DI for an essential ideal of R, then φ(E[Δi]Zij) is a generalized polynomial identity for R.
Deﬁnition 3.4(2) below explains why one only needs to deﬁne regular words in case the semiprime
ring is either of characteristic 0 or of characteristic p, a prime integer. As an immediate consequence,
if a differential identity holds on a two-sided ideal I then it also holds on E[I]Q . Particularly, Q and
any essential ideals of R satisfy the same differential identities [11, Theorem 3]. This lifting property
will be used in the sequel without mentioning. If R is prime then E[Δ] = 1 for any product Δ of
nonzero derivations. What we need is the following particular consequence of Theorem 1.1:
Theorem 1.2. Let R be a prime ring of char R = p  2. Let δ, δ′ be derivations of R such that δpi , 0 i  n−1,
are mutually outer. Let φ(X j, Y j) j<pn be a GP in X j, Y j . If φ(δ j(X), δ′δ j(X)) j<pn or φ(δ j(X), δ jδ′(X)) j<pn
is a DI for a nonzero ideal of R, then either φ(x j, y j) j<pn = 0 for all x j, y j ∈ R or
δ′ =
n−1∑
i=0
αiδ
pi + ad(a)
for some αi ∈ C and a ∈ Q .
Proof. Assume that δ′ /∈ Cδ + · · · + Cδpn−1 + an X-inner derivation. Then δ′ and δ, δp, . . . , δpn−1 alto-
gether are mutually outer. Suppose that φ(δ j(X), δ′δ j(X)) j<pn is a DI for a nonzero ideal I of R . The
other case that φ(δ j(X), δ′δ j(X)) j<pn is a DI is proved analogously. We order δ′, δ, δp, . . . , δp
n−1
by
setting
δ < δp < · · · < δpn−1 < δ′.
For 0 j < pn , write j =∑n−1k=0 ik pk , where 0 ik < p. For s = 0,1, (δ′)sδ j = (δ′)s(δpn−1 )in−1 · · · (δp)i1δi0
is a regular word. Apply Theorem 1.1 to the reduced DI φ(δ j(X), δ′δ j(X)) j<pn for I . We have the iden-
tity φ(x j, y j) j<pn = 0 for all x j, y j ∈ R .
We turn to two lemmas concerning the ranges of derivations, which will be used in the proof of
Theorem 2.1. Lemma 1.4 is also interesting in itself.
Lemma 1.3. For δ ∈D and a ∈ Q , if [a, I] ⊆R(δ) for an essential ideal I of R then for any b ∈ C[a], [b, J ] ⊆
R(δ) for an essential ideal J of R.
Proof. It suﬃces to prove the assertion for b = am , m  1. The case for m = 1 is merely the as-
sumption. For k = 1,2, . . . ,m − 1, suppose that we have found essential ideals Jk of R such that
[ak, Jk] ⊆R(δ). Observe the equality[
am, x
]= [am−1,ax+ xa]− [am−2,axa]
for x ∈ Q . We hence let Jm be an essential ideal of R such that a Jm + Jma ⊆ Jm−1 and such that
a Jma ⊆ Jm−2. 
Lemma 1.4. Let δ be a derivation of R and φ(x)
def.= ∑ni=1 βiδi(x), where βi ∈ C. If∑ni=1(−1)iδi(βi) = 0 then
φ(I) ⊆R(δ) for an essential ideal I of R. The converse also holds if δ is C-integral.
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βδi(x) =
i−1∑
j=0
(−1) jδ(δ j(β)δi− j−1(x))+ (−1)iδi(β)x. (1.1)
This follows immediately from the Leibnitz expansion
δ
(
δ j(β)δi− j−1(x)
)= δ j+1(β)δi− j−1(x) + δ j(β)δi− j(x).
Apply (1.1) to each term of φ(x) and write μ
def.= ∑ni=1(−1)iδi(βi). We have
φ(x) =
n∑
i=1
i−1∑
j=0
(−1) jδ(δ j(βi)δi− j−1(x))+ μx.
By the continuity of δ, we choose an essential ideal I of R such that δ j(βi)δi− j−1(I) ⊆ R for all i, j
involved. For x ∈ I , we have φ(x) ∈ δ(R) + μx.
If μ = 0 then φ(I) ⊆ δ(R), as asserted. Conversely, assume that δ is C-integral and that φ( J ) ⊆ δ(R)
for an essential ideal J of R . For x ∈ I ∩ J , we have
μx ∈ δ(R) + φ( J ) ⊆ δ(R).
That is, μ(I ∩ J ) ⊆ δ(R). By the C-integrality of δ, ∑mi=1 αiδi = 0 for some αi ∈ E[μ]C and αm = E[μ].
We may let m 1 be the minimal such integer. Given x ∈ I ∩ J , since μ(I ∩ J ) ⊆ δ(R), we may write
μx = δ(y) for some y ∈ R . So
m∑
i=1
αiδ
i−1(μx) =
m∑
i=1
αiδ
i(y) = 0.
So the identity
∑m
i=1 αiδi−1(μx) = 0 holds for x in the essential ideal I ∩ J and hence for all x ∈ Q .
In other words, the identity
m∑
i=1
αiδ
i−1(x) = 0 (1.2)
holds for x ∈ μQ . But μQ = E[μ]Q by the abelian regularity of C . Since αi ∈ E[μ]C and δ(E[μ]) = 0,
we have for any x ∈ Q
m∑
i=1
αiδ
i−1(x) = E[μ]
(
m∑
i=1
αiδ
i−1(x)
)
=
m∑
i=1
αiδ
i−1(E[μ]x)= 0.
So (1.2) holds for any x ∈ Q . Setting x = E[μ] and using δ(E[μ]) = 0 again, we see 0 = α1E[μ] = α1.
This contradicts the minimality of m if m > 1. So m = 1. But then α1 def.= E[μ]. We have seen α1 = 0.
So E[μ] = 0 and hence μ = 0, as asserted.
The converse of Lemma 1.4 fails in general if δ is not C-integral. A counterexample is provided by
the ordinary derivation δ
def.= ddx on the polynomial ring F [x] over a ﬁeld F of characteristic 0. 
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In this section we assume that R is a prime ring with char R = p > 0. Suppose that δ is a C-
algebraic derivation of R . By [7, Corollary 3] or [2, Theorem 7.9.8], there exists the greatest integer
n  0 such that δpi , i = 0, . . . ,n − 1, are mutually outer. We call pn the outer degree of δ. We remark
that δ is X-inner if and only if its outer degree is 1, that is, n = 0. By the maximality of n, δ, δp, . . . , δpn
are no longer mutually outer. So there exist αi ∈ C and a ∈ Q such that
δp
n + α1δpn−1 + · · · + αnδ = ad(a). (2.1)
Clearly, all αi and ad(a) are uniquely determined by the derivation δ. We call ad(a) the associated
X-inner derivation of δ. Multiply (2.1) by δ on the right and on the left. Compare the two resulted
expressions. It follows that all δ(αi) = 0 and δ(a) ∈ C . With this, since δ is C-algebraic, the derivation
ad(a) and hence the element a also are both C-algebraic. The main theorem in this section is the
following:
Theorem 2.1. Let R be a prime ring of char R = p > 0. Let δ be a C-algebraic derivation of R with outer degree
pn and with the associated X-inner derivation ad(a), where a ∈ Q . Given a derivation δ′ of R, we have the
following
(1) KerI (δ) ⊆ Ker(δ′) for a nonzero ideal I of R if and only if
δ′ =
n−1∑
i=0
μiδ
pi + ad(b) (2.2)
for some μi ∈ C and b ∈ C[a].
(2) RI (δ′) ⊆R(δ) for a nonzero ideal I of R if and only if (2.2) holds with∑n−1i=0 δpi (μi) = 0.
To prove Theorem 2.1, we need the well-known result of Martindale [13, Theorem 2(a)], stated
below in a form convenient for our purpose.
Lemma 2.2 (Martindale). Let ai,bi, c j,d j ∈ Q be such that
∑
i=1
aixbi +
m∑
j=1
c jxd j = 0
for all x in a nonzero ideal of R. If a1, . . . ,a are linearly independent over C , then each bi is a C-linear
combination of the d j ’s. Analogously, if b1, . . . ,b are linearly independent over C , then each ai is a C-linear
combination of the c j ’s.
Let a ∈ Q . For a polynomial f (λ) = β0 + β1λ + · · · + βsλs ∈ C[λ], we deﬁne
f˜a(x) = β1x+
s∑
i=2
(
βi
i−1∑
j=0
ai−1− j xa j
)
.
The crucial property is that
f˜a
([a, x])= [a, f˜a(x)]= [ f (a), x] for x ∈ Q . (2.3)
This can be veriﬁed by a direct computation. The next lemma is important and is frequently used in
the sequel.
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b ∈ Q , we have
(1) If f˜ (bx) = 0 or if f˜ (xb) = 0 for all x in a nonzero ideal of R, then b = 0.
(2) If b f˜ (x) = 0 or if f˜ (x)b = 0 for all x in a nonzero ideal of R, then b = 0.
(3) If [b, f˜ (x)] = 0 or if f˜ ([b, x] + μx) = 0 for all x in a nonzero ideal of R, where μ ∈ C, then b ∈ C[a] and
μ = 0.
Proof. Let f (λ) = β0 + β1λ + · · · + βsλs ∈ C[λ], where βs = 1. Rewrite f˜ (x) as
f˜ (x) =
s−1∑
i=0
gi(a)xa
s−1−i = g0(a)xas−1 + g1(a)xas−2 + · · · + gs−1(a)x (2.4)
where gi(λ) ∈ C[λ] and g0(λ) = 1. Let I be a nonzero ideal of R .
(1) and (2): If
f˜ (bx) =
s−1∑
i=0
gi(a)bxa
s−1−i = 0
for all x ∈ I or if
b f˜ (x) =
s−1∑
i=0
bgi(a)xa
s−1−i = 0
for all x ∈ I , then we have b = g0(a)b = bg0(a) = 0 by Lemma 2.2, since as−1, . . . ,1 are C-independent.
The rest cases are proved analogously.
(3): If [b, f˜ (x)] = 0 for x ∈ I then
s−1∑
i=0
bgi(a)xa
s−1−i =
s−1∑
i=0
gi(a)xa
s−1−ib
for x ∈ I . Since 1,a, . . . ,as−1 are C-independent, it follows from Lemma 2.2 again that b = bg0(a) is a
C-linear combination of the gi(a)’s. Therefore, b ∈ C[a]. If f˜ ([b, x] + μx) = 0 for x ∈ I then
s−1∑
i=0
gi(a)bxa
s−1−i =
s−1∑
i=0
gi(a)x(b − μ)as−1−i
for x ∈ I and we have b ∈ C[a] analogously. But for b ∈ C[a], f˜ ([b, x]) = [b, f˜ (x)] = 0. So 0= f˜ ([b, x] +
μx) = f˜ (μx). It follows from (1) that μ = 0, as asserted. 
We assume that δ is a C-algebraic derivation of R satisfying (2.1) with n minimal. For x ∈ Q we
deﬁne
H(x) = δpn−1(x) + α1δpn−1−1(x) + · · · + αnx. (2.5)
Since δ(αi) = 0 for all i, we see that
δH = ad(a) = Hδ. (2.6)
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Proof of (1) of Theorem 2.1. Since δ is C-algebraic, we may assume that δ satisﬁes (2.1) with n the
minimum. The implication ⇐ is easy: Suppose that δ, δ′ satisfy the equality (2.2). Let y ∈ Ker(δ).
Then [a, y] = 0 by (2.1) and so [b, y] = 0. Since δ′ is of the form (2.2), δ′(y) = 0 follows. That is,
Ker(δ) ⊆ Ker(δ′) as asserted.
For the implication ⇒, suppose that KerI (δ) ⊆ Ker(δ′) for a nonzero ideal I of R . Let f (λ) =
β0 + β1λ + · · · + βsλs ∈ C[λ], where βs = 1, be the minimal polynomial of a over C . Write f˜ = f˜a for
short. By (2.6) and (2.3), we have
δ
(
H
(
f˜ (x)
))= [a, f˜ (x)]= [ f (a), x]= 0 (2.7)
for all x ∈ R . Choose a nonzero ideal I ′ of R such that I ′ ⊆ I and such that H( f˜ (x)) ∈ I for all x ∈ I ′ . It
follows from (2.7) that H( f˜ (x)) ∈ KerI (δ) for all x ∈ I ′ . We notice that
H
(
f˜ (x)
)= f˜ (δpn−1(x))+ pn−2∑
i=0
(
terms with δi(x)
)
.
By assumption that KerI (δ) ⊆ Ker(δ′), it follows that
δ′
(
H
(
f˜ (x)
))= 0 (2.8)
for all x ∈ I ′ . Expand this as
δ′
(
H
(
f˜ (x)
))= f˜ (δ′δpn−1(x))+∑(terms with (δ′)iδ j(x)),
where
∑
ranges over all i = 0,1 and 0  j < pn with (i, j) = (1, pn − 1). If δ′, δ, δp, . . . , δpn−1 are
mutually outer then we order them by δ < δp < · · · < δpn−1 < δ′ . Given 0  j < pn , let 0  jk < p
satisfy j =∑n−1k=0 jk pk . For i = 0,1,
(δ′)iδ j = (δ′)i(δpn−1) jn−1 · · · (δp) j1δ j0 ,
is a regular word in δ′, δ, δp, . . . , δpn−1 . Apply Theorem 1.2 to the above expression of δ′(H( f˜ (x))) by
substituting a new variable y for δ′δpn−1(x) and by setting (δ′)iδ j(x) for (i, j) = (1, pn−1) to be 0. The
identity f˜ (y) = 0 for all y ∈ R follows. By Lemma 2.2, 1,a, . . . ,as−1 are C-dependent, contradicting
the fact that s is the degree of the C-algebraicity of a. So δ′ is C-dependent on δ, δp, . . . , δpn−1 modulo
X-inner derivations. We write
δ′ =
n−1∑
i=0
μiδ
pi + ad(b), (2.9)
where μi ∈ C and b ∈ Q . By (2.7)–(2.9) we see that [b, H( f˜ (x))] = 0 for x ∈ I ′ . But
0= [b, H( f˜ (x))]= [b, f˜ (δpn−1(x))]+ pn−2∑
i=0
(
terms with δi(x)
)
. (2.10)
Applying Theorem 1.2 to (2.10), we see that [b, f˜ (y)] = 0 for all y ∈ R . By (3) of Lemma 2.3, b ∈ C[a],
as asserted. 
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b ∈ C[a] and where μi ∈ C satisfy ∑n−1i=0 δpi (μi) = 0. By (2.1), [a, J ] ⊆R(δ) for some ideal J = 0. By
Lemma 1.3, [b, K ] ⊆R(δ) for an ideal K = 0 of R . Note that
n−1∑
i=0
(−1)pi δpi (μi) = −
n−1∑
i=0
δp
i
(μi) = 0.
By Lemma 1.4, there is an ideal L = 0 such that ∑n−1i=0 μiδpi (x) ∈ R(δ) for x ∈ L. So RK∩L(δ′) =
δ′(K ∩ L) ⊆R(δ), as asserted.
We now prove the implication ⇒. In view of (2.3) and (2.6), we have
f˜
(
H
(
δ(x)
))= f˜ ([a, x])= [a, f˜ (x)]= [ f (a), x]= 0 for all x ∈ Q . (2.11)
Since RI (δ′) ⊆R(δ) for a nonzero ideal I of R , it follows that
f˜
(
H
(
δ′(x)
))= 0 for all x ∈ I. (2.12)
We expand this above as
0= f˜ (H(δ′(x)))= f˜ (δpn−1δ′(x))+ pn−2∑
j=0
(
terms with δ jδ′(x)
)
(2.13)
for all x ∈ I . If δ′, δ, δp, . . . , δpn−1 are mutually outer, we see analogously that δi(δ′) j , where 0 i < pn
and j = 0,1, are regular words in δ′, δ, δp, . . . , δpn−1 ordered by δ′ < δ < δp < · · · < δpn−1 . Applying
Theorem 1.2 to (2.13) we see that f˜ (y) = 0 for all y ∈ R . By Lemma 2.2, this implies the C-dependence
of 1,a, . . . ,as−1, contradicting the fact that s is the degree of the C-algebraicity of a. Therefore,
δ′, δ, δp, . . . , δpn−1 are C-dependent modulo X-inner derivations. Write
δ′ =
n−1∑
i=0
μiδ
pi + ad(b),
where μi ∈ C and b ∈ Q . Set μ def.= ∑n−1i=0 δpi (μi). Since δpi are derivations, we have
δ′(x) =
n−1∑
i=0
μiδ
pi (x) + [b, x] =
n−1∑
i=0
(
δp
i
(μi x) − δpi (μi)x
)+ [b, x]
=
n−1∑
i=0
δp
i
(μi x) − μx+ [b, x].
By (2.11) and (2.12), we have f˜ (H([b, x] − μx)) = 0. Observe that
f˜
(
H
([b, x] − μx))= f˜ ([b, δpn−1(x)]− μδpn−1(x))+ pn−2∑
j=0
(
terms with δ j(x)
)
.
We apply Theorem 1.2 to this expansion: Set δp
n−1(x) to be a new variable y and δ j(x) to be 0 for
0 j < pn − 1. The identity f˜ ([b, y] − μy) = 0 for y ∈ R follows. By (3) of Lemma 2.3, b ∈ C[a] and
μ = 0, as asserted. This completes the proof. 
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Our aim here is to generalize Theorem 2.1 to semiprime rings. Throughout this section, R is a
semiprime ring. Recall that B
def.= {e ∈ C | e2 = e}. We call a family eν ∈ B, ν ∈ Λ, orthogonal if eνeμ = 0
for ν = μ. The family is maximal if and only if ∨ν∈Λ eν = 1. The symmetric Martindale quotient
ring Q of R is orthogonally complete in the following sense: Given any maximal orthogonal family
{eα | α ∈ Λ} of B, Q is ring-isomorphic to the direct product ∏ν∈Λ eν Q via the map
x ∈ Q → 〈eνx〉 ∈
∏
ν∈Λ
eν Q .
Therefore, given any family {aν ∈ Q | ν ∈ Λ}, there exists a unique a ∈ Q such that a → 〈eνaν〉. The
element a is written as
∑⊥
ν∈Λ eνaν (see [2]) and is characterized by the property that aeν = aνeν for
ν ∈ Λ.
Deﬁnition 3.1. (See [12].) We call δ ∈D quasi-algebraic if there exist ai,a ∈ Q , i = 1, . . . ,n − 1, such
that δn(x) +∑n−1i=1 aiδi(x) = ad(a)(x) for all x ∈ R . The minimal such n is called the quasi-algebraic
degree of δ. If δs , 1 s < n, are also (respectively fully) mutually outer we call δn +∑n−1i=0 aiδi = ad(a)
a (respectively fully) minimal quasi-algebraic relation of δ. A fully minimal quasi-algebraic relation
of δ, if it exists, is unique.
A C-integral derivation δ is clearly quasi-algebraic but may not have (fully) minimal quasi-algebraic
relations. However, applying the same proofs as those of [5, Theorems 1.6 and 1.7], we have the
following two theorems.
Theorem 3.2. Let δ be a quasi-algebraic derivation of R of degree n. If char R = 0 then δ = ad(a) for some
a ∈ Q .
Theorem 3.3. Let δ be a quasi-algebraic derivation of R of degree n and let m be the maximal nonnegative in-
teger satisfying pm  n. Suppose that char R = p  2. Then there exist uniquely orthogonal e0, e1, . . . , em ∈ B,
where
∑m
i=0 ei = 1, such that the restriction of δ to ei Q , denoted by δi , if it is nonzero, has a fully minimal
quasi-algebraic relation of the form
δ
pi
i +
i−1∑
s=0
αisδ
ps
i = ad(ai),
where ai ∈ ei Q , αis ∈ eiC and δi(αis) = 0 for all i, s.
The two theorems above give the following important
Deﬁnition 3.4. Let δ be a quasi-algebraic derivation of R .
(1) In the notation of Theorems 3.2 and 3.3, we deﬁne the associated X-inner derivation of δ to be
ad(a) if char R = 0 and to be ad(∑mi=0 eiai) if char R = p  2.
(2) Given an arbitrary semiprime ring R , we deﬁne Q p
def.= {x ∈ Q | px = 0} for each prime p  2 and
Q 0
def.= (1 −∨p: prime E[Q p])Q . Let ad(bp) be the associated X-inner derivation of δ restricted to
Q p for p = 0 or p a prime  2. We deﬁne the associated X-inner derivation of δ to be ad(b),
where b
def.= ∑⊥p0 E[Q p]bp .
We are now ready to state the main result of this paper:
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associated X-inner derivation ad(a), where a ∈ Q . Given a derivation δ′ of R, we have the following two equiv-
alences:
(1) KerI (δ) ⊆ Ker(δ′) for an essential ideal I of R if and only if
δ′ =
∑
i1
μiδ
i + ad(b), (3.1)
for some μi ∈ C and b ∈ C[a].
(2) RI (δ′) ⊆R(δ) for an essential ideal I of R if and only if (3.1) holds and∑i1(−1)iδi(μi) = 0.
For the proof of Theorem 3.5, we need some more notions.
Deﬁnition 3.6.
(1) We say that ai ∈ Q , i = 1, . . . ,n, are C-independent if all ai = 0 and for any αi ∈ C , ∑ni=1 αiai = 0
implies all αiai = 0. If all E[ai] = 1 also then we call ai ∈ Q , 1  i  n, fully C-independent in
which case each αi = 0.
(2) We call a ∈ Q integral over C if an +∑n−1i=0 αiai = 0 for some αi ∈ C . The minimal such n is
called the integral degree of a. If as , 0 s < n, are also (respectively fully) C-independent we call
λn +∑n−1i=0 αiλi ∈ C[λ] a (respectively fully) minimal polynomial of a. A fully minimal polynomial
of a, if it exists, is unique.
A C-integral a ∈ Q may not possess (fully) minimal polynomials. However, we have
Theorem 3.7. (See [5, Theorem 1.5].) If a ∈ Q is a C-integral element of degree m then there exist uniquely
orthogonal gi ∈ B, 1 i m, with∑mi=1 gi = 1 such that each agi , if gi = 0, has a fully minimal polynomial
of degree i in the ring gi Q .
We also need the following
Theorem 3.8. (See [1, Proposition 2.2].) For a ∈ Q , the derivation ad(a) is C-integral if and only if a is C-
integral.
Let δ be a C-integral derivation with integral degree n and with the associated X-inner derivation
ad(a), as given in Theorem 3.5. Let Q p , where p is either 0 or a prime  2, be as deﬁned in Deﬁni-
tion 3.4. In the case of p = 0, deﬁne H0(x) def.= x for x ∈ Q . So δH0(x) = ad(a)(x) = H0δ(x) for x ∈ Q 0.
In the case of p  2, let ei be as given in Theorem 3.3 for the restriction of δ to Q p . So the restriction
of δ to ei Q p , denoted by δi , if it is nonzero, has the fully minimal quasi-algebraic relation of the form
δ
pi
i +
i−1∑
s=0
αisδ
ps
i = ad(eia),
where pi  n, αis ∈ eiC and δi(αis) = 0. Deﬁne
H(i)(x) = eiδpi−1(x) +
i−1∑
αisδ
ps−1(x)s=0
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Hp(x)
def.=
∑
i: pin
H(i)(x).
So δHp(x) = Hpδ(x) = ad(a)(x) for x ∈ E[Q p]Q . Finally, deﬁne
H(x)
def.=
∑
p0
⊥
E[Q p]Hp(x),
where the summation ranges over p = 0 or p a prime  2. Here, H(x) is well deﬁned since, for each
Hp(x), its δ-degree is less that n, the C-integral degree of δ, and C is orthogonally complete. So we
have
δH(x) = Hδ(x) = ad(a)(x) = [a, x] for x ∈ Q . (3.2)
By Theorem 3.8, the C-integrality of δ implies the C-integrality of a. Let gi ∈ B be as asserted in
Theorem 3.7 for a. If gi = 0 then gia ∈ gi Q has the fully minimal polynomial
f i(λ) =
i∑
s=0
βsλ
s = β0 + β1λ + · · · + βiλi ∈ giC[λ],
where βs ∈ giC and βi = gi . As in Section 2, we deﬁne
f˜ i(x)
def.= f˜ gia(x) = β1x+
s∑
i=2
(
βi
i−1∑
j=0
ai−1− j xa j
)
.
If gi = 0 we set f i(x) = 0. For x ∈ gi Q , we always have
f˜ i
([a, x])= [a, f˜ i(x)]= [gia, f˜ i(x)]= [ f i(gia), x]= 0.
Deﬁne
f˜ (x)
def.=
∑
i
⊥
ei f˜ i(x) =
∑
i
f˜ i(x)
for x ∈ Q . Then f˜ ([a, x]) = [a, f˜ (x)] = [ f (a), x] = 0 for x ∈ Q . Combining with (3.2), we have
δH
(
f˜ (x)
)= 0= Hδ( f˜ (x)) for x ∈ Q . (3.3)
With H(x) and f˜ (x) deﬁned above, we can prove Theorem 3.5 in exactly the same way as Theo-
rem 2.1. But in this approach, the complexity of the semiprimeness seems to blur the crucial points.
We will hence deduce Theorem 3.5 from Theorem 2.1 by considering prime images of Q . The follow-
ing gives the bridge for this purpose.
Lemma 3.9. Given a maximal ideal m of B, we let
Q
def.= Q /mQ and C def.= C +mQ /mQ ∼= C/mC .
For a ∈ Q and δ a derivation of R, let a denote the image of a in Q and let δ denote the derivation of Q induced
canonically by δ.
C.-L. Chuang et al. / Journal of Algebra 320 (2008) 2643–2658 2655(1) The images of ﬁnitely many fully C-independent elements ai ’s of Q in Q are C-independent.
(2) The derivations δi ’s of Q induced by ﬁnitely many fully mutually outer derivations δi ’s of R are mutually
outer.
(3) Let δ′, δ ∈D and a ∈ Q . Given integers n  1 and m  0, let Cm[λ] be the set of polynomials of degrees
m in C[λ]. If for any maximal ideal m of B, in the ring Q , there exist h(λ) ∈ Cm[λ] and αi ∈ C (with∑n
i=1(−1)iδi(αi) = 0 respectively) such that
δ′ =
n∑
i=1
αiδ
i + ad(h(a))
then, in the ring Q , there exist h(λ) ∈ Cm[λ] and αi ∈ C (with∑ni=1(−1)iδi(αi) = 0 respectively) such
that
δ′ =
n∑
i=1
αiδ
i + ad(h(a)).
With Lemma 3.9, we have the following for the quotient ring Q
def.= Q /mQ , where m is a maximal
ideal of B: Let p be 0 or a prime 2. Then E[Q p] /∈ m if and only if char Q = p. In the case of
char Q = p  2, let δ be as given in Theorem 3.3. In the notation there, ei /∈m if and only if δ has the
minimal quasi-algebraic relation δ
pi +∑i−1s=0 αisδps = ad(ai). Let a be as given in Theorem 3.7. In the
notation there, gi /∈m if and only if a has the minimal polynomial of degree i. By our construction of
H(x), δ has the minimal quasi-algebraic relation
δH(x) = [a, x] = Hδ(x).
By our construction of f˜ (x), if g(x) ∈ C[x] is the minimal polynomial of a then g˜a(x) is equal to the
homomorphic image of f˜ (x). We are now ready for
Proof of (1) of Theorem 3.5. The implication ⇐ is proved in the same way as that of (1) of Theo-
rem 2.1. For the implication ⇒, suppose that KerI (δ) ⊆ Ker(δ′) for an essential ideal I of R . By the
continuity, we choose an essential ideal I ′ of R such that I ′ ⊆ I and such that H( f˜ (I ′)) ⊆ I . By (3.3),
H( f˜ (I ′)) ⊆ KerI (δ) and by assumption, KerI (δ) ⊆ Ker(δ′). So H( f˜ (I ′)) ⊆ Ker(δ′). We have
δ′
(
H
(
f˜ (x)
))= 0
for all x ∈ I ′ and hence for all x ∈ Q . For a maximal ideal m of B, the homomorphic image of the
above identity in Q
def.= Q /mQ gives
δ′
(
H
(˜
ga(x)
))= 0 for all x ∈ Q , (3.4)
where g(λ) is the minimal polynomial of a over C . In the proof of (1) of Theorem 2.1, we observe
that (2.8) already suﬃces imply (2.2). Let δ be of the integral degree n. Then b is also of degree  n.
Applying this crucial observation to (3.4), we have
δ′ =
n∑
i=1
μiδ
i + ad(b)
for some μi ∈ C and b ∈ Cn[a]. This is true for any maximal ideal m of B. So (1) of Theorem 3.5
follows by (3) of Lemma 3.9. 
2656 C.-L. Chuang et al. / Journal of Algebra 320 (2008) 2643–2658Proof of (2) of Theorem 3.5. The implication ⇐ is proved in the same way as that of (2) of Theo-
rem 2.1. For the implication ⇒, suppose that RI (δ′) ⊆R(δ) for an essential ideal I of R . By (3.3),
f˜ (Hδ(x)) = 0 for x ∈ Q . So we have
f˜
(
H
(
δ′(x)
))= 0
for all x ∈ I and hence for all x ∈ Q . For a maximal ideal m of B, the homomorphic image of the
above identity in Q
def.= Q /mQ gives
g˜a
(
H
(
δ′(x)
))= 0 for all x ∈ Q , (3.5)
where g(λ) is the minimal polynomial of a over C . In the proof of (2) of Theorem 2.1, we observe
that (2.11) already suﬃces imply the desired conclusion. Let δ be of the integral degree n. Then b is
also of degree  n. Applying this observation to (3.5), we have
δ′ =
n∑
i=1
μiδ
i + ad(b)
for some b ∈ Cn[a] and μi ∈ C with ∑ni=1(−1)iδi(μi) = 0. This is true for any maximal ideal m of B.
So (1) of Theorem 3.5 follows by (3) of Lemma 3.9. 
We are left with the proof of Lemma 3.9. This is somewhat standard in [8] and [2]. We include it
here for convenience of reference. We recall the following:
(1) We call S ⊆ Q orthogonally complete if ∑⊥ν∈Λ eνaν ∈ S for any maximal orthogonal family
eν ∈ B, ν ∈ Λ and for any aν ∈ S , ν ∈ Λ. If S is orthogonally complete and 0 ∈ S then E[S] = E[a] for
some a ∈ S (see [2, Proposition 3.1.11] or [8, Lemma 10]). A map f : Q → Q is B-linear if ef (a) = f (ea)
for e ∈ B and a ∈ Q . For a B-linear map f : Q → Q , if S ⊆ Q is orthogonally complete then so is f (S).
(2) Let m be a maximal ideal of B. Then mQ is a two-sided ideal of Q . For b ∈ Q , b ∈ mQ if
and only if E[b] ∈m. For an orthogonally complete subset S of Q and for a B-linear map ϕ : Q → Q ,
ϕ(S) ⊆mQ if and only if E[ϕ(S)] ∈m (see [2, Lemma 3.2.5] or [8, Lemma 10]).
Proof of Lemma 3.9. (1) Suppose that
∑n
i=1 βiai = 0, where βi ∈ C . Then
∑n
i=1 βiai ∈ mQ . So e def.=
E[∑ni=1 βiai] ∈ m. Hence, 0 = (1 − e)∑ni=1 βiai . Since a1,a2, . . . ,an are C-independent, this implies
that all (1 − e)βiai = 0. But E[ai] = 1, we get (1 − e)βi = 0 and so βi = eβi ∈ mQ . That is, βi = 0 as
asserted.
(2) Let δ1, . . . , δn be fully mutually outer derivations of R . Suppose that
n∑
i=1
β iδi(x) + [x,w] = 0
for all x ∈ Q , where βi ∈ C and where w lies in the symmetric Martindale quotient ring of Q . Choose
an ideal I of Q such that I is a nonzero ideal of Q with Iw + wI ⊆ Q . Given any a ∈ I , write aw = b,
wa = c, where b, c ∈ Q . Then
n∑
aβ iδi(x)a + a[x,w]a = 0,i=1
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i=1 βiaδi(x)a+axc−bxa ∈mQ for all x ∈ Q . The map ϕ(x) def.=
∑n
i=1 βiaδi(x)a+axc−
bxa is B-linear. So the subset
S
def.=
{
n∑
i=1
βiax
δi a + axc − bxa
∣∣∣ x ∈ Q }
is orthogonally complete. We hence have e
def.= E[S] ∈m. Also,
0= (1− e)
(
n∑
i=1
βiaδi(x)a + axc − bxa
)
=
n∑
i=1
(1− e)βiaδi(x)a + (1− e)axc − (1− e)bxa
for all x ∈ Q . But δ1, . . . , δn are fully mutually outer derivations of R . In view of Theorem 1.1 or
[8, Lemma 11], (1 − e)βiaQ a = 0 for i = 1, . . . ,n. Since R is semiprime, we have (1 − e)βia = 0 and
hence βia = eβia ∈m. So β ia = 0. Since a ∈ I is arbitrary, we have β I = 0. But I = 0. So β i = 0 follows
by the primeness of Q .
(3) Let Φ be the set of maps from Q into Q deﬁned by
ϕ : x → δ′(x) −
n∑
i=1
αiδ
i(x) − [h(a), x],
where αi ∈ C (with ∑ni=1(−1)iδi(αi) = 0 respectively) and h(λ) ∈ Cm[λ]. Each ϕ ∈ Φ is clearly B-
linear. Let E[ϕ] def.= E[ϕ(Q )] for ϕ ∈ Φ . For any maximal ideal m of B, we have
the identity ϕ(x) = 0 holds on Q /mQ ⇔ ϕ(Q ) ⊆mQ ⇔ E[ϕ] ∈m.
If
∧
ϕ∈Φ E[ϕ] = 0 then any maximal ideal m of B containing 1 −
∧
ϕ∈Φ E[ϕ] cannot contain any
E[ϕ] and hence Q /mQ fails to satisfy ϕ(x) = 0 for any ϕ ∈ Φ , contradicting our assumption. So∧
ϕ∈Φ E[ϕ] = 0 or, equivalently,
∨
ϕ∈Φ(1 − E[ϕ]) = 1. Well order Φ by ϕ0 < ϕ1 < · · ·. Set eν def.=
1−E[ϕν ]. We have seen ∨ν eν = 1. Deﬁne fν def.= eν −∨i<ν ei . Then fν ∈ B form an orthogonal family
with
∨
ν fν =
∨
ν eν = 1. Clearly, Q satisﬁes the identity deﬁned by ϕ(x) def.=
∑⊥
ν fνϕν(x) ∈ Φ . 
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