INTRODUCTION
Although there are many Recurrent Neural Network (RNN) to solve the constraint/ unconstraint convex programming problems [12] - [17] , [24, 25, 27] there are few non-convex problem solvers. In addition, a very broad class of difficult combinatorial optimization problems such as integer programming, Celis-Dennis-Tapia (CDT) problem, quadratic assignment and the maximum clique problem can be formulated as non-convex quadratic programming problems. However, the neural network models for convex optimization problems are not successful in solving non-convex optimization problems, hence, the study of neural network models for non-convex optimization problems, is of quite importance. In last decade, some RNN models are used to solve non-convex optimization problems. Two neural network models for unconstrained non-convex optimization problems are presented by Beyer and Ogier [2] and Sun and Feng [20] . Two neural network models for non-convex quadratic objective function subject to a set of affine constraints and a box set are presented in [5] and [21] , respectively. Xia et al. [24] and Hu [7] studied two different neural network models for solving differentiable and non-convex DOI: 10.14736/kyb-2015- optimization problems. In the year 2009, a neural network model based on differential inclusion for nonsmooth and non-convex optimization problems is introduced [3] . Yan et al. [26] presented a collective neurodynamic optimization method for solving non-convex optimization problems with bound constraints. Their approach is based on the KKT conditions that is necessary condition for the optimal point in the non-convex problems. The practical technique in this paper uses both necessary and sufficient conditions to solve the specified class of non-convex optimization problems. In this paper, we consider a non-convex quadratic optimization problem with finitely many quadratic inequality constraints involving Z-matrices, which are matrices with non-positive off diagonal elements. Then, by designing a neurodynamic system (RNN model), we establish a practical way of finding the global optimal solution while we obey the corresponding sufficient conditions. First, we establish a relationship between optimality condition of the problem and mixed nonlinear complementarity problem. Then we propose a modified RNN model to transfer the non-convex quadratic problem into a specific dynamical system of the first order differential equations along with a modification parameter which leads to the stability of its equilibrium points. In the following, everything is boiled down to the study of the resulting dynamical system. The outline of the paper is as follows. In Section 2, we introduce some preliminary definitions, lemmas and theorems for global optimality conditions for a class of non-convex constrained quadratic optimization problems. In Section 3, a RNN model is designed based on necessary and sufficient conditions for non-convex quadratic objective function subject to quadratic constraints. Moreover, the global convergence of the proposed neural network is analyzed. In Section 4, numerical examples are given to illustrate the efficiency of the proposed model. Comparisons with two other existing models are made. As an application, we apply the proposed neural network model for solving the CDT subproblem, which arises in some trust region algorithms for nonlinear optimization problems. Finally, some concluding remarks will be drawn in Section 5.
PROBLEM FORMULATION
In this section, we present basic results on global optimality and Lagrange multipliers for non-convex constrained quadratic optimization problems. In what follows, . denotes
) and e i denotes the column vector with a 1 in the ith coordinate and 0's elsewhere. The space of all n × n symmetric matrices is denoted by S n . For g : R n → R, g(x ) ∈ R n and 2 g(x ) ∈ R n×n stand for gradient and the Hessian of g at x . For vectors x , y ∈ R n , x ≥ y means that x i ≥ y i , for i = 1, . . . , n. The notation A 0 (A 0) shows that the matrix A is positive (negative) semi-definite. Furthermore, if there exists a nonzero vector x ∈ R n such that x T Ax < 0 then we write A 0. Consider the following smooth non-convex quadratic optimization problem:
where f, g i :
Definition 2.1. (Malek et al. [14] ) A mixed nonlinear complementarity problem (MNCP) is finding a point x ∈ R n such that
where F is a continuously differentiable mapping from X = {x ∈ R n |x i ≥ 0, i ∈ I} into R n , N = {1, 2, . . . , n} and I ⊆ N .
Remark 2.2.
A matrix A ∈ S n is called a Z-matrix if a ij ≤ 0 for all i = j. Therefore any diagonal matrix is a Z-matrix.
The fundamental lemma which has played a key role in many areas of optimization and control theory is given as follows. [19] ) Let f, g : R n → R be quadratic functions, defined by
Lemma 2.3. (S-Lemma) (Polik and Terlaky
Suppose that there exists x 0 ∈ R n such that g(x 0 ) < 0. Then the following statements are equivalent
. . , m. Suppose that H fi , i = 1 . . . , m are all Z-matrices. Then, exactly one of the following two statements holds.
hold, then x * is a global minimizer of (1).
Remark 2.6. For the non-convex optimization problem (1) when m = 1 and the strict feasibility condition holds, then conditions (4) are necessary and sufficient conditions [10] .
A relevant counterexample for m > 1: Consider the following non-convex problem [8] :
For the feasible point x * = (1, 1, 0) T and λ * = (1, 1) T > 0, the following KKT necessary conditions hold at x * :
Thus the sufficient optimality conditions (4) do not hold at this point (see also Example 4.4). Hence for m > 1 the condition (a) of (4) is just a sufficient (not necessary) global optimality condition.
Theorem 2.7. (Jeyakumar et al. [9] ) For the non-convex quadratic problem (1), suppose that H f and H gi , i = 1, . . . , m are Z-matrices and the Slater condition holds, i. e., there exists
is a global optimal solution if and only if (4) holds.
Theorem 2.8. For the non-convex quadratic problem (1), suppose that H gi , i = 1, . . . , m are Z-matrices. In the feasible set S 0 , assume that there exists a Z-matrix
* is a global optimal solution of (1) and ∇f (
P r o o f . See Appendix.
DYNAMICAL SYSTEM
In this section, first we reformulate the optimality conditions of the problem (1) as the mixed nonlinear complementarity problem. Then we design a neurodynamic system along with a modification parameter to guarantee the stability of the equilibrium points. Hereafter, for the non-convex quadratic problem (1) suppose that H f and H gi , i = 1, . . . , m are Z-matrices. Let x * be a global optimal solution of (1) and the Slater condition holds. According to the Theorem 2.7, there exists λ
T satisfies the following generalized KKT conditions for i = 1, . . . , m:
Consider the continuously differentiable function G : Y → R n+m as follows:
. . .
for
From the definition of MNCP(G), we conclude that y * satisfies the generalized KKT conditions (6) . Thus x * is a global optimal solution for problem (1) by Theorem 2.7. This proves the following proposition. 
, where G is defined as in (7).
Neurodynamic model (RNN model)
Now, let x (.), λ(.) and y (.) be some time dependent variables. The aim is to construct a continuous-time dynamical system that will settle down to the global optimal solution of the problem (1). We propose a modified recurrent neural network model for solving (1), whose dynamical system for initial point (
T is defined as follows:
Define
where
We propose the following neurodynamic model (RNN model):
T is the state vector, x (t) is the output vector and
is modification parameter. Model (11) is a modification of the neural network model in Ref [6] with (λ + g(x )) + replaced by
to solve non-convex optimization problem (1) . This kind of modification have a serious role in making the RNN model (11) stable.
Connection between equilibrium point and global solution Proposition 3.2.
Let Ω * be the set of equilibrium points of the model (11) 
T is the solution for MNCP(G).
Now by substituting (13) into (12) we have
Moreover, it is clear that (
(15) From (14) and (15) we conclude that y * = (x * T , λ * T ) T is a solution of MNCP(G) when N = {1, 2, . . . , n + m} and I = {n + 1, . . . , n + m}. The converse is immediate.
. On the other hand, if H f and H gi , i = 1, . . . , m are Z-matrices and x * is a global optimal solution of (1), then there exists λ * ∈ R m \ {0} such that (x * T , λ * T ) T is an equilibrium point of the RNN model (11) . P r o o f . Let y * be an equilibrium point for the modified neural network model (11) and its associated λ
It follows from Proposition 3.2 that y * is a solution of MNCP(G) and it satisfies in the conditions (4) . Hence x * = (I n , 0 n×m )y * is a global optimal solution for the problem (1) by Proposition 2.5. The converse is straightforward. [18] ) A continuous-time neural network model is said to be globally convergent, if for any given initial point, the corresponding trajectory of the related dynamical system converges to an equilibrium point.
Stability and convergent analysis Definition 3.4. (Miller and Michel
Definition 3.5. (Khalil [11] ) The equilibrium point y * is Lyapunov stable if, for each > 0, there is δ > 0 such that if y (t 0 ) − y * < δ, then y (t) − y * < , for t ≥ t 0 .
Theorem 3.6. (Khalil [11] ) Let y * be an equilibrium point for (11) and
then y * is stable.
A continuously differentiable function E(y ) satisfying (16) is called a Lyapunov function.
Lemma 3.7. For any initial point y(t 0 ) there exists a unique continuous solution y (t) for model (11) . P r o o f . It is easily to verify that the right-hand term of (11) are locally Lipschitz continuous. According to the local existence uniqueness theorem of ODEs [4] , there exists a unique local continuous solution for model (11) in the interval (t 0 , t 0 + τ ), where τ > 0.
0. Then the Jacobian matrix ∇H(y ) of the mapping H defined in (10) is a negative semi-definite matrix for y ∈ ℵ. P r o o f . See Appendix. (11) is stable in the sense of Lyapunov,
(ii) the model (11) is globally convergent to the stationary point y * = (x * T , λ * T ) T of (11).
NUMERICAL EXAMPLES
In order to demonstrate the efficiency and performance of the RNN model (11) in solving a class of non-convex quadratic optimization problems, we give several illustrative examples in this section. Codes are written in MATLAB and have done on a Core i3-380M PC (2.53GHz) Processor. 
We use the proposed model (11) for solving this problem, it is seen that the state trajectory converges to (x * T , λ * T ) where x * = (−0.2190, −0.2680) T and λ * = (2.0148, 0, 0) T . We have
19.1184 0.
Therefore x * is a global optimal solution by Theorem 3.3. In Figure 1 (a) the trajectories of the RNN model (11) with ten random initial vector points are illustrated. Figure 1 (b) displays the transient behavior of x (t) with five random initial points starting from outside of the feasible region S 0 .
Note that if we use an adjusted parameter κ in RNN model (11), we will have
then a sufficiently large κ could accelerate the neurodynamic. This means that, it is possible for the RNN model to converge in millisecond scale, or even micro second scale. For κ = 2000, the state trajectories of the RNN model (18) with ten random initial points are converged in 6 milisecond (see Figure 1 (c) ). Comparison between Figure 1 (a) and Figure 1 (c) shows that increasing the adjustable parameter κ leads to an appropriate gain. T such that (x * T , λ * T ) satisfies the KKT necessary condition, while (x * T , λ * T ) does not satisfy the global optimality sufficient condition (4) (a). However, if H f could be established such that satisfies in Z-matrix definition, then one must have the global optimality sufficient condition by Theorem 2.7.
In the following it is shown that non-convex problems involving Z-matrices (see Examples 4.3 and 4.4) satisfy both necessary and sufficient global optimality conditions (6). where B ∈ S n , A ∈ R n×m (m ≤ n), b ∈ R n , a ∈ R m , θ > 0 and δ > 0. In this paper, it is assumed that f (d ) is non-convex quadratic function, namely, B may be indefinite.
The problem (19) comes from applying the successive quadratic programming (SQP) method and a trust-region technique to minimize a general function q(x ) subject to h(x ) = 0. At the kth iteration, one must calculate the correction step d k to the current x k by minimizing a quadratic function
T Bd subject to the norm of the linearized constraints A T d + a, in a given tolerance where b = ∇q(x k ), B is the Hessian or an approximate Hessian of the Lagrangian function with respect to x , A = ∇h(x k ) and a = h(x k ). Meanwhile, the trust-region restriction d ≤ δ must be impose [28] .
In order to solve the CDT problem (19) by the theories of this paper, we replace (19) by (11) Example 4.3. Figure 3 (a) shows that the trajectories of the neural network model (11) with fifteen random initial vector points converge to the global optimal solutions of this problem. Figure 3 (b) displays the transient behavior of d (t) when one may start from points inside, outside and on the boundary of the feasible region. Furthermore, we compare the modified neural network with the existing projection neural network (PNN) defined in Ref. [24] and the augmented Lagrange network (ALN) algorithm defined in Ref. [7] , where adjusted parameters in PNN and ALN algorithms are assumed to be 1. Table 1 gives their computational results under different initial points. It shows that the modified neural network has a better performance in convergence time and solution accuracy than the PNN and ALN algorithms. Example 4.4. Consider the following non-convex programming problem:
This problem is solved using the proposed model (11) . Simulation results show that the state trajectories of the model (11) converge to x * = (3.6051, 0.0000, 0.0000, 1.0000, 0.0556) T and x * * = (−3.6051, 0.0000, 0.0000, 1.0000, 0.0556) T with λ * = λ * * = (5.2840, 6.7160, 0.0000, 0.0741, 0.0000)
0 and since H f and H gi , i = 1, . . . , m are Z-matrices, thus we can conclude by Theorem 3.3 that x * and x * * are two different global solutions of this problem. Trajectories of the neural network model (11) with ten random initial vector points, are shown in Figure 4 (a). The RNN model (11), the PNN and ALN algorithms are compared in Table 2 . Simulation results show that the trajectory of the PNN algorithm does not converge to the global solutions, whereas the RNN (11) calculates converge to x * and x * * as global solutions. 
Practical neurodynamic optimization technique:
Theories that is proposed in this paper may be applied to the PNN algorithm, in order to make this algorithm stable. This may be done by
Step 1: Replacing the given non-convex quadratic problem by a problem of the type:
where Q is a Z-matrix and A f − Q 0.
Step 2: Solve (20) by the PNN algorithm and find x * as a global optimal solution.
Step 3: If ∇f (x * ) − Qx * ≤ 0 and there exists λ ≥ 0 such that (x * T , λ T ) T satisfies in condition (5), Go to Step 4. Otherwise, Go to Step 1.
Step 4: If x * satisfies (4) (a), then the necessary and sufficient condition holds, Stop. Otherwise, Go to Step 1.
This practical technique is explained in the following example. Example 4.6. In the similar way we propose Q = diag (−5, 2, 3, 8, 6 ) and obtain λ = (5.2840, 6.7160, 0.0000, 0.0741, 0.0000)
T for the PNN algorithm in Example 4.4, in order to find stable global optimal solutions as those are given by current method.
CONCLUSION
In this paper, we have established a connection between the global optimality conditions of a class of non-convex quadratic optimization problems and mixed nonlinear complementarity problems. Based on this connection, we have proposed a neurodynamic model with a modification parameter which leads to the stability condition for RNN equilibrium points. It is proved that steady states of the dynamic system is exactly the solution of MNCP problem. Then by using results from S-lemma, we have shown certain conditions for guaranteeing the global solutions. Furthermore, we obtained necessary condition for global minimizers of a class of non-convex quadratic programming problems involving Zmatrices. We have given a practical neurodynamic optimization technique to determine global solutions for some algorithms that fail to solve some non-convex problems.
FUTURE WORK
The proposed RNN model in this paper is based on the KKT conditions, which is generally not the sufficient for global optimality. The proposed RNN model can converge to a KKT point from any initial state, but this solution may not be the global optimal solution. Idea here to compute the global optimal solution from a KKT point is based on the sufficient condition that is related to the matrices * is a global minimizer of (1). Let
and
Note that Hh is a Z-matrix if and only if Q is a Z-matrix and ∇f (x * ) − Qx * ≤ 0.
Then the systemh(x ) < 0, g i (x ) < 0, i = 1, . . . , m, has no solution. Thus, from Theorem 2.4, there exists (µ 0 , . . . , µ m ) ∈ R m+1 + \ {0} such that for all x ∈ S 0
In particular, one has 
P r o o f . o f T h e o r e m 3.8. For y ∈ ℵ consider the following three cases.
Case 1. Without loss of generality, assume that there exists 0 < p < m such that
An easy computation shows that the Jacobian matrix of H is
It is clear that
T is a positive semi-definite matrix. Moreover, since
λi 2 A gi and A gi , i = 1, . . . , m are positive semi-definite matrices and λ i + g i (x ) ≥ 0 for i = 1, . . . , p, we see that
Therefore −ξ 0 and we conclude that ∇H(y ) is negative semi-definite.
. Similar to the previous case, it is easily proved that ∇H(y) is a negative semi-definite. 
In this case, the Jacobian matrix ∇H(y) is a negative semi-definite since
is positive semi-definite for y ∈ ℵ.
P r o o f . o f T h e o r e m 3.9. (i) We first prove that the equilibrium point of the model (11) is stable in the sense of Lyapunov. Let y (t) be the trajectory of the model (11) with arbitrary initial point y (t 0 ) andỹ as an equilibrium point of (11) . Consider the Lyapunov function E : ℵ → R as
where β is a positive constant. By the definition of H(y ) it is seen that dH(y ) dt = ∂H(y ) ∂y dy dt = ∇H(y )H(y ).
Calculating the derivative of E(y (t)) along the trajectory of the proposed neural network ( 
Theorem 3.8 now shows that ∇H(y ) 0 for y ∈ ℵ. Thus, we have dE(y (t)) dt ≤ 2β(y −ỹ ) T H(y ).
Now, according to the mean value theorem, there existsŷ = γy + (1 − γ)ỹ , where 0 < γ < 1, such that H(y ) − H(ỹ ) = ∇H(ŷ )(y −ỹ ).
Since y ,ỹ ∈ ℵ thenŷ ∈ ℵ and consequently ∇H(ŷ ) 0. By multiplying both sides of the above equation by (y −ỹ ) T , we have (y −ỹ ) T (H(y ) − H(ỹ )) = (y −ỹ ) T ∇H(ŷ )(y −ỹ ) ≤ 0.
Hence (y −ỹ ) T (H(y ) − H(ỹ )) = (y −ỹ ) T H(y ) ≤ 0.
We conclude from (25) and (27) that
It follows from Theorem 3.6 thatỹ is stable in the sense of Lyapunov.
(ii) It remains to prove that the proposed model (11) is globally convergent. Since β y −ỹ 2 ≤ E(y ), then y is bounded for t ≥ t 0 . It follows that for any initial point y (t 0 ) ∈ Y , there exists a convergent subsequence {y (t k )} +∞ k=1 such that, lim k→+∞ y (t k ) = y * . Thus y * is a positive limit point of y (t). Let L + denote the set of all positive limit point of y (t). Since L + is a compact and invariant set [11] , we have 
ThenĒ(y ) is continuously differentiable andĒ(y * ) = 0. Therefore we have lim k→+∞Ē (y (t k )) =Ē(y * ).
So, ∀ ≥ 0 there exists q ≥ 0 such that for all t ≥ t q , we haveĒ(y (t)) ≤ . Similarly, we can obtain dĒ(y (t)) dt ≤ 0. It follows that for t ≥ t q 1 2 y (t) − y * 2 ≤Ē(y (t)) ≤ .
Thus lim t→+∞ y (t) − y * = 0 and lim t→+∞ y (t) = y * . Therefore the proposed neural network model (11) is globally convergent to an equilibrium point y * = (x * T , λ * ) T .
