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Abstract
Although many different accounts of the functions of the default mode network (DMN) have
been proposed, few can adequately account for the spectrum of different cognitive functions
that utilize this network. The current study used functional magnetic resonance imaging
(fMRI) to explore the hypothesis that the role of the DMN in higher order cognition is to allow
cognition to be shaped by information from stored representations rather than information in
the immediate environment. Using a novel task paradigm, we observed increased BOLD
activity in regions of the medial prefrontal cortex and posterior cingulate cortex when individ-
uals made decisions on the location of shapes from the prior trial and decreased BOLD
activity when individuals made decisions on the location of shapes on the current trial.
These data are inconsistent with views of the DMN as a task-negative system or one that is
sensitive only to stimuli with strong personal or emotional ties. Instead the involvement of
the DMN when people make decisions about where a shape was, rather than where it is
now, supports the hypothesis that the core hubs of the DMN allow cognition to be guided by
information other than the immediate perceptual input. We propose that a variety of different
forms of higher order thought (such as imagining the future or considering the perspective
of another person) engage the DMN because these more complex introspective forms of
higher order thought all depend on the capacity for cognition to be shaped by representa-
tions that are not present in the external environment.
Introduction
Understanding the function of the default mode network (DMN) has become an important
question in cognitive neuroscience [1]. This core brain network, focused on hubs in both the
medial prefrontal cortex (mPFC) and the posterior cingulate cortex (PCC), was initially identi-
fied via meta-analysis because of its tendency to deactivate during tasks that demand external
focus [2]. Since then functional magnetic resonance imaging (fMRI) has shown that these
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regions show patterns of temporally correlated activity during the resting state [3] and compar-
ative studies have identified an analogue of the DMN in many species including rats [4], chim-
panzees [5] and macaques [6]. Developmental studies have shown this network matures
relatively late in life in humans [7] and degeneration within key structures of the DMN occurs
with age and is particularly prevalent in dementias such as Alzheimer’s Disease [8,9].
Such evidence indicates that the DMN plays an important functional role in cognition [1].
Task based studies suggest the DMN is involved in a wide variety of cognitive functions includ-
ing semantic processing [10], thinking about oneself [11], imagining one’s future [12–15],
encoding and retrieving episodic memories [16], retrieving autobiographical memories
[17,18], considering the world from the perspective of another person [19,20] and thinking cre-
atively about a problem [21–23] (for quantitative meta analyses see [24–27]).
The large number of functions utilizing the DMN has generated several hypotheses of this
networks function. For example, the association between DMN and states of personally rele-
vant processing has led to the suggestion that it supports information important for the auto-
biographical [28] or social aspects of the self [19]. The DMN has also been identified as
important in task-irrelevant states such as mind wandering or daydreaming [29–35] and has
been shown to lead to errors on tasks demanding external perception [36]. This latter point,
coupled with the DMNs tendency to deactivate when performing such tasks [37], has led some
authors to describe it as a task negative network [38–41] (although see [42]). Although the
interpretations of the DMN as reflecting aspects of the self or as a task-negative system capture
isolated aspects of the literature, they fail to provide an overarching account of the functions
that this network performs. What is common, for example, to imaging the future or adopting
another’s perspective and to deactivations during demanding perceptual tasks?
One possibility is that the DMN allows cognition to process representations that are not
presently available to the senses, an account we will refer to as themnemonic facilitation
hypothesis. Two recent studies support this basic premise. Smallwood and colleagues [43] used
a paradigm in which individuals made decisions using information from past trials or from
information available on that particular trial. They found that under conditions when individu-
als were asked to recollect details of the parity of numerical stimuli, regions of the medial pre-
frontal cortex and the posterior cingulate cortex exhibited greater activity when this judgement
was made rapidly rather than when it was made slowly. The opposite pattern was observed
when decisions were made when the stimulus was available to perception. More recently,
Spreng and colleagues [44] explored the neural recruitment that occurs when participants per-
form a working memory task containing famous and non-famous faces. They found that the
core aspects of the DMN show enhanced activity in a two back task when the target to be
retrieved was a famous face, thus involving a combination of working memory and episodic
memory. Together these two studies suggest that the role of the DMN in cognition is neither
task-negative nor related to personally significant information but may reflect a system that
supports a wide range of psychological states that depend on representations that are not avail-
able to the senses.
If a primary function of the DMN was to allow representations unrelated to perceptual
input to guide thought and behaviour this could also explain why it is implicated in states of
imagination that rely on memorial input for their content (such as thinking about the past or
the future). Guiding thoughts and actions based on memory is also unnecessary for tasks that
rely on a continuous focus on perception, explaining why the DMN often deactivates in tasks
as the Eriksen Flanker task or Go–No Go tasks and why, under these conditions, its activity
can be a cause of error [1,29,36,45]. Themnemonic facilitation hypothesis can also explain why
aspects of the DMN are involved in semantic associative processes that depend on representa-
tions gained through experience [10] and why it exhibits activation when working memory
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targets are also encoded in long term memory (such as when they are a famous face) [44].
Importantly, it also explains the encoding-retrieval flip phenomenon where the DMN deacti-
vates during encoding and activates during retrieval [16]. Relative to both the task-negative
and autobiographical/social hypothesis, themnemonic facilitation hypothesis leads to a simple
prediction: Regions of the DMN should be more engaged when a decision is made based on infor-
mation represented in memory rather than immediate perceptual input.
Current study
We developed a paradigm to test of our account of DMN function that builds on both our
prior work and that of Spreng and colleagues. Participants alternate between task blocks in
which they either make decisions about the location of shapes as they are presented on screen
(0-back) or with respect to their location on the prior trial (1-back, see Fig 1). Engaging work-
ing memory reduces the occurrence of task unrelated thought [30,46–48]. Based on prior stud-
ies, therefore, we expected to replicate an increase in off task thoughts in the 0-back task and to
find greater sustained activity in the DMN during this period because of its documented role in
cognition that is generated by the individual [29–33].
Critical to the current investigation, however, is whether the DMN allows operations to be
performed on previously acquired representations rather than that which is available to the
senses. If it does, it should exhibit greater activity when decisions are made on the position of
the shapes in the 1-back task relative to the 0-back task. Importantly because the judgment is
regarding the spatial location of triangles, circles or squares, activation of the DMN under
these conditions could not be attributed to the personal or emotional significance of the stimu-
lus. Moreover because the 1-back task is more demanding than the 0-back task, greater DMN
activity in this context could not be accounted for by the task-negative hypothesis. Finally,
because we manipulate whether the same stimulus is available to perception or not, we can rule
out differences in the role of long-term memory (such as familiarity with a famous face). To
understand these questions we conducted a behavioural experiment to confirm that our modu-
lation of working memory reduced off task thought and an fMRI experiment to explore the
mnemonic facilitation hypothesis of DMN function.
Methods
Participants
Behavioral. Twenty-nine participants (9 males, age = 21.7±2 years) completed the beha-
vioural study. Participants were recruited using the Psychology Electronic Experiment Booking
System (PEEBS) of the University of York.
Task-based fMRI. Twenty participants (9 males, age = 23.8±3 years) completed the fMRI
study. Participants were recruited using both PEEBS and the York Neuroimaging Center
(YNiC) participants’ pool.
Both studies were approved by the Ethics Committee of the Psychology Department of the
University of York. All investigation was conducted according to the principles expressed in
the Declaration of Helsinki and for both studies participants provided written informed
consent.
Task paradigm
Behavioral. The task used in this experiment was programmed using PsychoPy [49]. The
task featured a 0-back and a 1-back condition that continuously switched from one another
throughout the experimental session (see Fig 1). Our paradigm is broadly similar to the
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paradigm used by Smallwood and colleagues [43] and was modified with the specific aim of
maximising the differences between the 0-back and the 1-back conditions. In both conditions
participants saw different pairs of shapes (Non-Targets, NT) appearing on the screen divided
by a vertical line; the pairs could be: a circle and a square, a circle and a triangle, or a square
and a triangle for a total of 6 possible pairs (two different left/right configurations for each).
The pairs never had shapes of the same kind (e.g. a square and a square). In both tasks a block
of NT was followed by target requiring participants to make a manual response. The target was
a small stimulus presented in either blue or red and the colour was counterbalanced across par-
ticipants. In the 0-back condition the target was flanked by one of two shapes and participants
Fig 1. Experimental paradigm. Participants alternated between two tasks. One task involved observing non-coloured shapes presented at fixation waiting
for the presentation of a coloured slide at which point they would indicate using a button press which side of the fixation cross a target shape was (0-back). In
the other task participants had to encode the identity of shapes presented on screen and when prompted by a coloured slide to respond based on the position
of a specific target shape on the prior trial (1-back). This paradigm requires participants to indicate the location of the same stimulus (for example the position
of a square) which depends on whether the stimulus is immediately present or absent at the point at which the decision is made.
doi:10.1371/journal.pone.0132209.g001
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had to indicate by pressing the appropriate button which shape matched the target shape. In
the 1-back condition, the target was flanked by two question marks and participants had to
respond depending on which side the target shape was on the prior trial. For the behavioural
study responses were made using the left and right arrow keys, for the neuroimaging study
responses were made using a button box. Importantly, unlike the paradigm employed by
Smallwood and colleagues [43] this design ensures that the participants cannot know what
response to make when presented with the to be encoded stimulus.
Each block lasted between 40 to 120 seconds before switching to the other condition; the
change of condition was signalled by a message (“SWITCH”) that remained on screen for 5
seconds. On each trial the number of NTs preceding the Targets varied between 2 and 6, the
number of trials per block varied between 2 and 5 and the total number of blocks was 8 for
each condition. The order of conditions was counterbalanced across participants and the
whole task lasted ~35 minutes. The total number of targets was 15 to 20 per condition (0-back
and 1-back). Also, in every block the word “STAY” was presented at the end of a trial indicating
that participants were to remain in that condition. In order to sample the participants’ ongoing
experiences we used a probe-caught, experience sampling method [50,51].The task was built so
that there was a 50% chance of a thought probe being presented in place of a Target in a condi-
tion block and a maximum of one probe per condition block was allowed. The thought probe
consisted in a screen prompting the participants to rate their focus level (“Where you focused
on the task or were you thinking about something else?”) on a scale from 0 (completely off
task) to 9 (completely on task).
Presentation rate of the stimuli was jittered in the following way. Fixation crosses ranged
from 2–4 seconds in steps of 0.1s, Non-targets were varied from 1–3 seconds in steps of 0.1s.
Targets always lasted a maximum of 4 seconds and a response from participants immediately
ended the target presentation.
Task-based fMRI data acquisition. The paradigm used for the fMRI study was essentially
the same with the following changes: there were no thought probes presented, fixation crosses
were jittered between 2–3 seconds in steps of 0.1s, non-targets were jittered between 1–2 sec-
onds in steps of 0.1s, targets stayed on the screen for 2.5 seconds regardless of a response being
made by participants, switches and stay screens lasted 4 seconds, responses were made using
an MRI compatible button box. The total number of blocks was 6 per condition in each run
and the total number of targets was 8 to 12 per condition (0-back and 1-back) in each run,
making it 12 blocks and 16 to 24 targets per condition in total.
Imaging was performed at the York Neuroimaging Centre (YNiC) using a GE 3.0 Tesla
HDx Excite MRI scanner using an 8-channel head coil. Functional data were acquired using a
T2-weighted gradient echo planar imaging sequence with the following parameters: 32 inter-
leaved axial slices, repetition time = 2000ms, echo time = 30ms, flip angle = 90°, slice
thickness = 3mm, field of view = 192x192, matrix 64x64). The first 10 time points were
removed to allow magnetization equilibrium. T1-weighted scans were acquired to confirm no
participants had brain abnormalities and for normalization with the following parameters: rep-
etition time = 7.8ms, echo time = 3ms, flip angle = 20°, slice thickness = 1.13 x 1.13 x 1.0 mm,
field of view = 290 x 290 x 176, matrix = 256 x 256 x 176. The scanning session involved a 7
minutes resting state scan (eyes open, fixating on a black cross on grey background) followed
by two task runs each lasting approximately 15 minutes. Between the two sessions participants
were given a short break. Finally, we recorded a seven minute structural scan.
The Default Mode Network and Memory-Guided Cognition
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Pre-processing
Task-based fMRI. Pre-processing of the task based fMRI data was performed using Statis-
tical Parametric Mapping (SPM8 [52]; available at: http://www.fil.ion.ucl.ac.uk/spm/software/
spm8) implemented in Matlab R 2013a (The Mathworks Inc.; available at: http://www.
mathworks.com). Data underwent the following processing steps: (1) slice-time correction, (2)
motion correction, (3) co-registration of the T1-weighted image to the mean EPI scans, (4)
normalized to MNI space using the T1-weighted normalization parameters computed during
unified segmentation, (5) resampled to 2mm isotropic voxels, and (6) smoothed using a 6mm
FWHMGaussian kernel.
Resting state fMRI. Pre-processing of the resting state data used the DPARSF v2.3 tool-
box [53] implemented in Matlab R 2013a. Data underwent the following processing steps: (1)
slice-time correction, (2) motion correction, (3) co-registered the T1-weighted image to the
mean functional image, (4) normalized to MNI space using the T1-weighted normalization
parameters computed during New Segment and DARTEL, (5) resampled to 2mm isotropic
voxels, and (6) smoothed using a 6mm FWHMGaussian kernel, (7) nuisance regression using
the six movement parameters, the signal from the the white matter and the signal from the
CSF, and (8) band-pass filtered .008 to .01Hz.
First level analysis
Task based fMRI. To analyse our mixed block-event related design (Fig 2) [54,55], we
employed a GLM to model each event type. The transient events in each task (targets, switches
and stays) were modelled as single events with the relevant duration in seconds (2, 4 and 4
respectively). The sustained activity in each task was modelled by creating a block that began at
the first NT in each block and lasted until the participant switched to the other task. Each of
these events was convolved with the canonical haemodynamic response function as imple-
mented in SPM 8. The GLMs included a constant term per run, a high frequency signal filter-
ing (cut off = 128 s), an AR(1) filter and the motion parameters. For each individual we
computed two contrast images: (1) 1-back greater than 0-back sustained responses and (2)
1-back greater than 0-back target transient responses.
Resting state fMRI. To provide a quantitative description of the spatial extent of the
DMN we calculated the functional connectivity of the PCC region using the resting state scans
acquired as part of this study. We calculated the time series of two 6mm diameter spheres cen-
tred on the co-ordinates of the PCC [–8, –52, 26] in each hemisphere reported by Andrews-
Hanna et al. [56] and used these as regressors in a standard functional connectivity analysis
implemented using the DPARSF toolbox for SPM. Correlation coefficients were then trans-
formed to Z-scores using Fisher’s r-to-Z transformation for group level analyses.
Group Level Analysis
Task-based fMRI. One-sample t-tests were used to evaluate the differences in 1-back and
0-back BOLD responses for transient and sustained events separately. Results were masked
with the grey matter mask provided by DPARSF. We used a voxel wise threshold of p< 0.01
and topological False Discovery Rate with a p-value of p< 0.05 as implemented in SPM to con-
trol for multiple comparisons.
Resting-state fMRI. A one-sample t-test was used to determine the extent of the DMN.
The subsequent images were thresholded with a T of 7 and binarised. This was used as a mask
for analysis of the task based data.
Conjunction analysis. One-sample t-tests were used for the transient and sustained events
on the 1-back and 0-back conditions using a cluster-forming threshold of p< 0.05. We then
The Default Mode Network and Memory-Guided Cognition
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calculated the overlap between the resulting maps and masked them with the DMNmask
obtained from the resting-state analysis.
Results
Behavioural
We analysed accuracy and response time data for both the behavioural and neuroimaging sam-
ples using paired sample t-tests. These demonstrated that participants were both slower and
less accurate in the 1-back than in the 0-back task in both experiments (behavioural RTs:
t (25) = 3.75, p< 0.001; behavioural accuracy: t (25) = -4.92, p< 0.001; fMRI RTs: t (19) =
6.70, p< 0.001; fMRI accuracy: t (19) = 2.38, p = 0.03; see Fig 3A and 3B). In addition analysis
of the experience sampling reports collected in the behavioural study indicated that partici-
pants rated their experience as reflecting greater off task thought in the 0-back than the 1-back
task (t (25) = 2.45, p = 0.02; Fig 3 C).
Functional Magnetic Resonance Imaging (fMRI)
Whole brain analysis–Transient activity. We identified a large set of regions that were
significantly more activated for correct responses to the targets in the 1-back task than the
0-back task (see Table 1 and Fig 4). These included regions traditionally associated with
Fig 2. Analytic strategy. The task-based data was analysed using a mixed block / event design. Wemodelled transient events in both tasks as single event
with a length equivalent to the stimulus duration. To model the sustained changes that occur during each task block we created a box-car that began at the
beginning of the task block and lasted until the participant received the instruction to switch to the other task.
doi:10.1371/journal.pone.0132209.g002
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working memory including the anterior cingulate cortex, the anterior insula (bilaterally), infe-
rior parietal sulcus (IPS) and regions of the lateral pre-frontal cortex (bilaterally). To ascertain
whether this pattern of activity is consistently observed in working memory tasks we explored
the overlap between our findings and those observed in a meta-analysis of studies involving the
term working memory using Neurosynth [57]. We saw overlaps in regions of mid cingulate
cortex as well as dorsal regions of lateral pre-frontal and parietal cortex. This information is
presented as a sub panel in Fig 4.
More relevant to the current investigation was the enhanced activity for targets in the
1-back task that extended into regions of the core DMN including the PCC and mPFC (Fig 4).
We found no region exhibiting activity surpassing the cluster-forming threshold for the oppo-
site contrast (0-back> 1-back).
Whole brain analysis–Sustained activity. The easier 0-back task activated areas of the
DMN to a greater extent than in the harder 1-back task (see Table 2 and Fig 4). These included
anterior and posterior regions of the mPFC and the PCC, as well as regions in the temporal
Fig 3. Behavioral results. Analysis of the behavioural data collected during both the behavioural (top three graphs) and fMRI (bottom two graphs)
experiment indicated that participants were both faster (shown in ms) and more accurate when they were asked to make decisions about the location of a
shape based on the present trial relative to where it was on the previous trial. In addition, analysis of the experience sampling data recorded in the
behavioural experiment (top right graph), demonstrated that participants engaged in more off task thought during the 0-back than the 1-back task:
participants rated their task focus on a scale from 0 (completely off task) to 9 (completely on task). The mean of participants’ responses to the probes in each
condition is shown. ** p < 0.001, * p < 0.05.
doi:10.1371/journal.pone.0132209.g003
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parietal junction and the lateral temporal lobes. Activity was also enhanced in the several sub-
cortical structures including the caudate / putamen, thalamus, hippocampus. We found no
region exhibiting activity surpassing the cluster-forming threshold for the opposite contrast
(1-back> 0-back).
DMN Region of interest analysis. We repeated the one-sample t-tests reported above
using our mask of the DMN (see Fig 5). We found that regions of the precuneus (Prec), the
PCC, the mPFC and regions of the right dorsomedial prefrontal cortex (dmPFC) exhibited
greater transient activity for correct responses to the 1-back than the 0-back targets (see Fig 5).
Similarly, regions of the PCC, the inferior parietal lobule (IPL), the left middle temporal gyrus
(L. MTG) and the hippocampus (Hipp.) exhibited greater sustained activity in the 0-back than
the 1-back task (see Fig 6). To demonstrate that these transient and sustained changes consti-
tute increases in the BOLD signal we extracted beta weights from each cluster using the rfxplot
toolbox for SPM (Figs 5 and 6).
Conjunction analysis. Finally we explored the spatial similarities in the sustained and
transient changes in the DMN by examining their spatial conjunction. As the logic of conjunc-
tion of temporally different events is a relatively stringent statistical test we used a liberal clus-
ter-forming threshold of p< 0.05 to rule out a Type II error. We calculated the overlap
between the whole brain analysis of transient increases in the 1-Back task and the sustained
increases in the 0-back condition using this liberal threshold. This image was masked by the
DMNmask generated from the resting-state fMRI study. This analysis revealed patterns of
cluster corrected sustained activity in the 0-back task and of target related activity in the 1-back
task, which overlapped in a region of the PCC / retrosplenial cortex and in the mPFC (see Fig
7).
Discussion
Using fMRI during performance of our working memory task, we found brain activity in work-
ing memory regions when participants performed a 1-back rather than a 0-back task, confirm-
ing previous findings. Importantly, however, these regions were accompanied by activity in
regions within the mPFC and PCC corresponding to core hubs of the DMN. These results are
Table 1. Transient activity. Regions showing increased transient BOLD activity during correct responding in the 1-Back > 0 Back task.
Region Peak T Peak equivZ Peak p(unc) x,y,z (mm)
Precuneus 5.27 3.85 0.001 14–64 30
4.65 3.56 0.001 18–52 16
4.62 3.54 0.001 10–46 0
Right Dorsolateral Prefrontal Cortex 5.05 3.75 0.001 32 14 42
4.47 3.46 0.001 22 42 40
4.22 3.33 0.001 28 20 46
Medial Prefrontal Cortex 4.98 3.72 0.001 0 36 22
4.83 3.64 0.001 16 64 0
4.72 3.59 0.001 28 56 8
Right Inferior Parietal Lobule 4.8 3.63 0.001 44–58 36
4.6 3.53 0.001 36–62 26
4.33 3.39 0.001 40–68 44
Posterior Cingulate Cortex 4.54 3.5 0.001 2–32 36
4.01 3.22 0.001 10–46 34
3.79 3.09 0.001 8–16 30
doi:10.1371/journal.pone.0132209.t001
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inconsistent with at least two prevalent views of the functions of this network. Regions of
mPFC and PCC increased activity when making a decision about a shapes position from mem-
ory and decreased activity when making the same decision using immediate perceptual input.
As deciding where a shape was is more difficult than deciding where a shape is, the patterns of
activation and deactivation of the mPFC and PCC in the more demanding 1-bask task indi-
cates that this activity is not a task deactivation [38]. Furthermore, the relative activation of the
mPFC and PCC by decisions regarding the position of a shape demonstrates that strong emo-
tive or autobiographical ties with a stimulus are not necessary to activate these regions [24].
Nor must the stimulus be encoded in long-term memory [44] as is the case for a famous face:
our study shows that this capacity to guide cognition based on information from memory is
not equivalent to long–term memory because the core of the DMN was activated when deci-
sions were made based on representations of information that was presented a matter of sec-
onds ago. Instead these data can simply be accounted for by the mnemonic facilitation
Fig 4. Whole brain analyses.We conducted a whole brain analysis of the observed transient and sustained changes in the BOLD signal. Row A): Yellow
areas show sustained activation for the 0-back task. Row B): Blue areas show transient activation for the 1-back task. Importantly regions of both the medial
prefrontal cortex and the posterior cingulate cortex exhibited greater activity during target retrieval in the 1-back task (B) and increased sustained activity in
the 0-back condition (A). These images were created using a cluster forming threshold of p < .01 and multiple comparisons were controlled for using
topological FDR (p < .05). Subpanel C) on the bottom-right shows the overlap in frontal and posterior dorsal regions between the transient activation for the
1-back task (light blue) and a meta-analysis using the term “working memory” using Neurosynth (dark blue).
doi:10.1371/journal.pone.0132209.g004
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hypothesis: that core regions of the DMN allow cognitive operations to be guided by information
unrelated to immediate perceptual input.
Further support for our hypothesis comes from the observation that overlapping regions of
the PCC and mPFC exhibited sustained activity in the 0-back task as well as transient target
related activity in 1-back task. Our experience exampling study confirmed that the 0-back task
was characterized by greater off task thought (see Fig 3) making it possible that the pattern of
activity seen in both the PCC and mPFC may indicate a common role for these regions in
allowing cognition the freedom to perform operations that are not constrained by immediate
input whether it is to do with the momentary demands of a task or not. Without direct evi-
dence linking DMN activity in the task to the experiences reported by the participants, this
interpretation should be treated with caution; however, we hope to test this hypothesis in a
larger sample of participants with online measures of self-generated thought in the future.
Our hypothesis that the DMN allows thought and behaviour to be guided by memory
explains why this network is prominent in a range of higher order cognitive states such as
future thinking, mentalizing or creativity, as well as task irrelevant activities such as daydream-
ing or mind wandering. All of these states depend on being able to consider information from
memory, often to the extent that this can be detrimental to perceptual processing (as in the
case of mind-wandering, [58–60]). Our hypothesis that the DMN allows thought to be shaped
by representations from memory also explains why this network has an analogue in a wide
range of non-human species. While it is a matter of debate whether complex abilities like men-
tal time travel or language are unique to humans [61], the capacity to guide behaviour using
information from memory is a universal feature of mammalian cognition. As our data suggests
that the DMN can support relatively mundane cognitive processes in humans (“Which side
was the triangle on?”) it seems that the presence of analogues for this network in different spe-
cies may simply reflect the fact that they are also capable of guiding behaviour based on infor-
mation other than immediate perceptual input.
Our hypothesis gains further support from work showing that perceptual input and DMN
activity are often in opposition [16,62,63]. For example, the recent work of Huijbers and col-
leagues [16] showing DMN increases in episodic memory retrieval and decreases during epi-
sodic memory encoding. This suppression of the DMN during encoding is consistent with the
Table 2. Sustained activity. Areas showing greater sustained BOLD activity in the O-Back than 1-Back blocks.
Region PeakT Peak Z Peakp(unc) x,y,z (mm)
Left Hippocampus 7.7 4.74 0.001 -24–20–18
5.76 4.06 0.001 -22–34–8
5.63 4 0.001 -16–34 2
Left Middle Temporal Gyrus 5.2 3.82 0.001 -54–8–18
4.06 3.24 0.001 -62–18–10
4.03 3.23 0.001 -52–16–22
Left Inferior Parietal Lobule 4.65 3.56 0.001 -38–72 36
4.29 3.37 0.001 -48–62 42
4.24 3.34 0.001 -38–74 28
Posterior Cingulate Cortex 4.59 3.53 0.001 -8–60 38
4.02 3.23 0.001 -10–38 28
4 3.21 0.001 -2–48 34
Retrosplenial Cortex 3.86 3.13 0.001 -6–66 6
3.49 2.91 0.002 -18–66 18
3.32 2.81 0.003 -18–64 8
doi:10.1371/journal.pone.0132209.t002
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reduction in sustained activity we observe in the 1-Back task because under these conditions
participants must continually encode information from the environment. Our hypothesis also
predicts that changes in the value of immediate input for a specific stimulus or task will be asso-
ciated with increased activity in the DMN. This prediction is supported by a recent study of
Fig 5. Transient changes with the Default mode network.We repeated the analysis using a mask of the
DMN created using functional connectivity from a sample of 39 healthy participants. This analysis revealed
clusters in the posterior cingulate cortex, regions of the ventral and dorso-medial pre-frontal cortex and the
right tempo parietal junction. To identify whether these clusters of activity constituted increases in activity in
the 1-back task we extracted the beta weights for each and plotted the group averages. These images were
created using a cluster forming threshold of p < .01 and multiple comparisons were controlled for using
topological FDR (p < .05). The image used as a mask is presented in the sub-panel.
doi:10.1371/journal.pone.0132209.g005
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repetition suppression, which observed decreases in DMN deactivations during encoding as
participants viewed the same items, suggest that the DMN deactivates less as participants form
a stronger memory trace of a stimulus [62].
When participants made decisions in the 1-back task we also observed increased activity in
cortical regions outside of the DMN. For example, we found increased activity in the DLPFC
and IPS: both elements of the fronto-parietal network (FPN [64,65]). BOLD increases during
1-back decisions were also observed in the anterior insula and anterior cingulate, regions
which are important in the cingular-opercular, or saliency network [66]. Variations on this pat-
tern of network activity has been observed when participants make plans for their future [67–
69], engage in creative thought [23], resist future rewards in the service of greater long term
return [70], and when maintaining social information in memory [71]. Most recently, Spreng
and colleagues demonstrated that the DMN and the FPN co-operate to perform a working
memory task with famous faces as the target [44]. Our study, therefore, adds to a growing body
of research that demonstrates that many complex higher order tasks cannot be attributed to a
single neural network and instead depend on the coordinated activity of multiple networks in a
flexible fashion (for further discussion see [42,72–74]).
Our data demonstrate that core regions of the DMN are activated when participants are
asked where a shape was rather than where it is right now. A simple account of these data is
Fig 6. Sustained changes within the Default mode network. To identify which patterns of increased sustained activity in the 0-back task observed in the
whole brain analysis we repeated the analysis using a mask of the DMN created using functional connectivity from a sample of 39 healthy participants. This
analysis revealed clusters in the posterior cingulate cortex, the left hippocampus, the left middle temporal gyrus and the right tempo parietal junction. To
identify whether these clusters of activity constituted increases in sustained activity in the 0-back task we extracted the beta weights for each and plotted the
group averages. These images were created using a cluster forming threshold of p < .01 and multiple comparisons were controlled for using topological FDR
(p < .05). The images used as masks are presented in the sub-panel.
doi:10.1371/journal.pone.0132209.g006
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that it reflects the role of the DMN in allowing cognition to be shaped by representations that
are distinct from those provided by immediate perceptual input. We propose this process is
necessary for a range of different functions including task judgements that depend on recollec-
tions based on memory but also daydreams about a holiday or ruminations about a personal
problem, thus accounting in a parsimonious manner for many of the functions that utilize the
DMN. While this hypothesis is important because it offers an account for why the DMN is
common to seemingly disparate functions, it offers no explanation for how these functions are
differentiated within the DMN, nor the precise mechanisms that allow behaviour to be guided
by information that is represented internally rather in the external environment. Moving for-
ward it is likely we will need more sophisticated models of the cognitive functions that the
DMN supports, as well as more comprehensive accounts of the functions that different regions
perform, in order to truly understand the complex role this network plays in human cognition.
Fig 7. Spatial conjunction analysis. To formally compare the activations arising from the sustained and transient increases in DMN activity observed in this
experiment we created whole brain images for the Targets (1-back > 0-back) and the Blocks (0-back > 1-back). This analysis used a cluster forming threshold
of p < .05 controlling for multiple comparisons using FDR (p < .05). These images were binarised and we calculated their overlap with each other as well as
the DMNmask used in the prior analyses using ImCalc function of SPM.
doi:10.1371/journal.pone.0132209.g007
The Default Mode Network and Memory-Guided Cognition
PLOS ONE | DOI:10.1371/journal.pone.0132209 June 30, 2015 14 / 18
Acknowledgments
Thanks to Florence Ruby, Tanya Jonker, Paul Seli, Hao Ting-Wang and Irene de Caso for their
assistance with the data collection for this study. We also wish to thank Micah Allen, Beth Jeff-
eries, Shirley Ann-Ruschmeyer and Glyn Hallam for their help with the analysis and for their
input into the interpretation of these data.
Author Contributions
Conceived and designed the experiments: MK JS. Performed the experiments: MK JS. Analyzed
the data: MK DGMHE JS. Contributed reagents/materials/analysis tools: MK DGMHE JS.
Wrote the paper: MK DGMHE JS.
References
1. Buckner RL, Andrews-Hanna JR, Schacter DL (2008) The brain's default network: anatomy, function,
and relevance to disease. Annals of the New York Academy of Sciences 1124: 1–38. doi: 10.1196/
annals.1440.011 PMID: 18400922
2. Raichle ME, MacLeod AM, Snyder AZ, PowersWJ, Gusnard DA, Shulman GL (2001) A default mode
of brain function. Proceedings of the National Academy of Sciences of the United States of America
98: 676–682. PMID: 11209064
3. Greicius MD, Krasnow B, Reiss AL, Menon V (2003) Functional connectivity in the resting brain: a net-
work analysis of the default mode hypothesis. Proceedings of the National Academy of Sciences of the
United States of America 100: 253–258. PMID: 12506194
4. Lu H, Zou Q, Gu H, Raichle ME, Stein EA, Yang Y (2012) Rat brains also have a default mode network.
Proceedings of the National Academy of Sciences 109: 3979–3984.
5. Barks SK, Parr LA, Rilling JK (2013) The default mode network in chimpanzees (Pan troglodytes) is
similar to that of humans. Cerebral cortex: bht253.
6. Mantini D, Gerits A, Nelissen K, Durand J- B, Joly O, Simone L, et al. (2011) Default mode of brain func-
tion in monkeys. The Journal of Neuroscience 31: 12954–12962. doi: 10.1523/JNEUROSCI.2318-11.
2011 PMID: 21900574
7. Fair DA, Cohen AL, Dosenbach NU, Church JA, Miezin FM, Barch DM, et al. (2008) The maturing archi-
tecture of the brain's default network. Proceedings of the National Academy of Sciences 105: 4028–
4032.
8. Jones D, Machulda M, Vemuri P, McDade E, Zeng G, SenjemM, et al. (2011) Age-related changes in
the default mode network are more advanced in Alzheimer disease. Neurology 77: 1524–1531. doi:
10.1212/WNL.0b013e318233b33d PMID: 21975202
9. Mevel K, Chételat G, Eustache F, Desgranges B (2011) The default mode network in healthy aging and
Alzheimer's disease. International journal of Alzheimer's disease 2011.
10. Binder JR, Desai RH (2011) The neurobiology of semantic memory. Trends in cognitive sciences 15:
527–536. doi: 10.1016/j.tics.2011.10.001 PMID: 22001867
11. Kelley WM, Macrae CN, Wyland CL, Caglar S, Inati S, Heatherton TF (2002) Finding the self? An
event-related fMRI study. Journal of cognitive neuroscience 14: 785–794. PMID: 12167262
12. Gaesser B, Spreng RN, McLelland VC, Addis DR, Schacter DL (2013) Imagining the future: Evidence
for a hippocampal contribution to constructive processing. Hippocampus 23: 1150–1161. doi: 10.1002/
hipo.22152 PMID: 23749314
13. Schacter DL, Addis DR (2007) On the constructive episodic simulation of past and future events.
Behavioral and Brain Sciences 30: 331–+.
14. Schacter DL, Addis DR (2007) The ghosts of past and future. Nature 445: 27–27. PMID: 17203045
15. Schacter DL, Addis DR, Hassabis D, Martin VC, Spreng RN, Szpunar KK (2012) The Future of Mem-
ory: Remembering, Imagining, and the Brain. Neuron 76: 677–694. doi: 10.1016/j.neuron.2012.11.001
PMID: 23177955
16. Huijbers W, Schultz AP, Vannini P, McLaren DG, Wigman SE, Ward AM, et al. (2013) The encoding/
retrieval flip: interactions between memory performance and memory stage and relationship to intrinsic
cortical networks. Journal of cognitive neuroscience 25: 1163–1179. doi: 10.1162/jocn_a_00366
PMID: 23384193
17. Philippi CL, Tranel D, Duff M, Rudrauf D (2014) Damage to the Default Mode Network Disrupts Autobio-
graphical Memory Retrieval. Social cognitive and affective neuroscience: nsu070.
The Default Mode Network and Memory-Guided Cognition
PLOS ONE | DOI:10.1371/journal.pone.0132209 June 30, 2015 15 / 18
18. Kim H (2010) Dissociating the roles of the default-mode, dorsal, and ventral networks in episodic mem-
ory retrieval. NeuroImage 50: 1648–1657. doi: 10.1016/j.neuroimage.2010.01.051 PMID: 20097295
19. Schilbach L, Eickhoff SB, Rotarska-Jagiela A, Fink GR, Vogeley K (2008) Minds at rest? Social cogni-
tion as the default mode of cognizing and its putative relationship to the “default system” of the brain.
Consciousness and cognition 17: 457–467. doi: 10.1016/j.concog.2008.03.013 PMID: 18434197
20. Mitchell JP, Banaji MR, MacRae CN (2005) The link between social cognition and self-referential
thought in the medial prefrontal cortex. Journal of cognitive neuroscience 17: 1306–1315. PMID:
16197685
21. Takeuchi H, Taki Y, Hashizume H, Sassa Y, Nagase T, Nouchi R, et al. (2011) Failing to deactivate: the
association between brain activity during a working memory task and creativity. NeuroImage 55: 681–
687. doi: 10.1016/j.neuroimage.2010.11.052 PMID: 21111830
22. Kühn S, Ritter SM, Müller BC, Baaren RB, Brass M, Dijksterhuis A (2014) The Importance of the Default
Mode Network in Creativity—A Structural MRI Study. The Journal of Creative Behavior 48: 152–163.
23. Ellamil M, Dobson C, BeemanM, Christoff K (2012) Evaluative and generative modes of thought during
the creative process. NeuroImage 59: 1783–1794. doi: 10.1016/j.neuroimage.2011.08.008 PMID:
21854855
24. Spreng RN, Grady CL (2010) Patterns of brain activity supporting autobiographical memory, prospec-
tion, and theory of mind, and their relationship to the default mode network. Journal of cognitive neuro-
science 22: 1112–1123. doi: 10.1162/jocn.2009.21282 PMID: 19580387
25. Andrews‐Hanna JR, Smallwood J, Spreng RN (2014) The default network and self‐generated thought:
component processes, dynamic control, and clinical relevance. Annals of the New York Academy of
Sciences 1316: 29–52. doi: 10.1111/nyas.12360 PMID: 24502540
26. Spreng RN, Mar RA (2012) I remember you: a role for memory in social cognition and the functional
neuroanatomy of their interaction. Brain research 1428: 43–50. doi: 10.1016/j.brainres.2010.12.024
PMID: 21172325
27. Spreng RN, Mar RA, Kim AS (2009) The common neural basis of autobiographical memory, prospec-
tion, navigation, theory of mind, and the default mode: a quantitative meta-analysis. Journal of cognitive
neuroscience 21: 489–510. doi: 10.1162/jocn.2008.21029 PMID: 18510452
28. Qin P, Northoff G (2011) How is our self related to midline regions and the default-mode network? Neu-
roImage 57: 1221–1233. doi: 10.1016/j.neuroimage.2011.05.028 PMID: 21609772
29. Christoff K, Gordon AM, Smallwood J, Smith R, Schooler JW (2009) Experience sampling during fMRI
reveals default network and executive system contributions to mind wandering. Proceedings of the
National Academy of Sciences of the United States of America 106: 8719–8724. doi: 10.1073/pnas.
0900234106 PMID: 19433790
30. Mason MF, Norton MI, Van Horn JD, Wegner DM, Grafton ST, Macrae CN (2007) Wandering minds:
the default network and stimulus-independent thought. Science 315: 393–395. PMID: 17234951
31. Stawarczyk D, Majerus S, Maquet P, D'Argembeau A (2011) Neural correlates of ongoing conscious
experience: both task-unrelatedness and stimulus-independence are related to default network activity.
PloS one 6: e16997. doi: 10.1371/journal.pone.0016997 PMID: 21347270
32. McKiernan KA, D'Angelo BR, Kaufman JN, Binder JR (2006) Interrupting the "stream of conscious-
ness": an fMRI investigation. NeuroImage 29: 1185–1191. PMID: 16269249
33. Allen M, Smallwood J, Christensen J, GrammD, Rasmussen B, Jensen CG, et al. (2013) The balanced
mind: the variability of task-unrelated thoughts predicts error monitoring. Front Hum Neurosci 7: 743.
doi: 10.3389/fnhum.2013.00743 PMID: 24223545
34. Stawarczyk D, D'Argembeau A (2015) Neural correlates of personal goal processing during episodic
future thinking and mind‐wandering: An ALEmeta‐analysis. Human brain mapping.
35. Fox KC, Spreng RN, Ellamil M, Andrews-Hanna JR, Christoff K (2015) The wandering brain: Meta-anal-
ysis of functional neuroimaging studies of mind-wandering and related spontaneous thought pro-
cesses. NeuroImage 111: 611–621. doi: 10.1016/j.neuroimage.2015.02.039 PMID: 25725466
36. Eichele T, Debener S, Calhoun VD, Specht K, Engel AK, Hugdahl K, et al. (2008) Prediction of human
errors by maladaptive changes in event-related brain networks. Proceedings of the National Academy
of Sciences of the United States of America 105: 6173–6178. doi: 10.1073/pnas.0708965105 PMID:
18427123
37. Raichle ME, MacLeod AM, Snyder AZ, PowersWJ, Gusnard DA, Shulman GL (2001) A default mode
of brain function. Proceedings of the National Academy of Sciences 98: 676–682.
38. Fox MD, Snyder AZ, Vincent JL, Corbetta M, Van Essen DC, Raichle ME (2005) The human brain is
intrinsically organized into dynamic, anticorrelated functional networks. Proceedings of the National
Academy of Sciences of the United States of America 102: 9673–9678. PMID: 15976020
The Default Mode Network and Memory-Guided Cognition
PLOS ONE | DOI:10.1371/journal.pone.0132209 June 30, 2015 16 / 18
39. Bentley WJ, Li JM, Snyder AZ, Raichle ME, Snyder LH (2014) Oxygen Level and LFP in Task-Positive
and Task-Negative Areas: Bridging BOLD fMRI and Electrophysiology. Cerebral cortex: bhu260.
40. Landsiedel J, Gilbert SJ (2014) Creating external reminders for delayed intentions: Dissociable influ-
ence on “task-positive” and “task-negative” brain networks. NeuroImage.
41. Spreng RN (2012) The fallacy of a “task-negative” network. Frontiers in psychology 3.
42. Spreng RN (2012) The fallacy of a "task-negative" network. Frontiers in psychology 3: 145. doi: 10.
3389/fpsyg.2012.00145 PMID: 22593750
43. Smallwood J, Tipper C, Brown K, Baird B, Engen H, Michaels JR, et al. (2013) Escaping the here and
now: evidence for a role of the default mode network in perceptually decoupled thought. Neuroimage
69: 120–125. doi: 10.1016/j.neuroimage.2012.12.012 PMID: 23261640
44. Spreng RN, DuPre E, Selarka D, Garcia J, Gojkovic S, Mildner J, et al. (2014) Goal-Congruent Default
Network Activity Facilitates Cognitive Control. The Journal of Neuroscience 34: 14108–14114. doi: 10.
1523/JNEUROSCI.2815-14.2014 PMID: 25319706
45. Li C-SR, Yan P, Bergquist KL, Sinha R (2007) Greater activation of the “default” brain regions predicts
stop signal errors. NeuroImage 38: 640–648. PMID: 17884586
46. Teasdale JD, Dritschel BH, Taylor MJ, Proctor L, Lloyd CA, Nimmo-Smith I, et al. (1995) Stimulus-inde-
pendent thought depends on central executive resources. Memory & cognition 23: 551–559.
47. Smallwood J, Nind L, O'Connor RC (2009) When is your head at? An exploration of the factors associ-
ated with the temporal focus of the wandering mind. Consciousness and cognition 18: 118–125. doi:
10.1016/j.concog.2008.11.004 PMID: 19121953
48. Smallwood J, Ruby FJ, Singer T (2013) Letting go of the present: Mind-wandering is associated with
reduced delay discounting. Consciousness and cognition 22: 1–7. doi: 10.1016/j.concog.2012.10.007
PMID: 23178292
49. Peirce JW (2007) PsychoPy—psychophysics software in Python. Journal of neuroscience methods
162: 8–13. PMID: 17254636
50. Kahneman D, Krueger AB, Schkade DA, Schwarz N, Stone AA (2004) A survey method for characteriz-
ing daily life experience: The day reconstruction method. Science 306: 1776–1780. PMID: 15576620
51. Smallwood J, Schooler JW (2006) The restless mind. Psychological bulletin 132: 946. PMID:
17073528
52. PennyWD, Friston KJ, Ashburner JT, Kiebel SJ, Nichols TE (2011) Statistical Parametric Mapping:
The Analysis of Functional Brain Images: The Analysis of Functional Brain Images: Academic Press.
53. Chao-Gan Y, Yu-Feng Z (2010) DPARSF: a MATLAB toolbox for “pipeline” data analysis of resting-
state fMRI. Frontiers in systems neuroscience 4.
54. Petersen SE, Dubis JW (2012) The mixed block/event-related design. NeuroImage 62: 1177–1184.
doi: 10.1016/j.neuroimage.2011.09.084 PMID: 22008373
55. Fair DA, Schlaggar BL, Cohen AL, Miezin FM, Dosenbach NU, Wenger KK, et al. (2007) A method for
using blocked and event-related fMRI data to study “resting state” functional connectivity. NeuroImage
35: 396–405. PMID: 17239622
56. Andrews-Hanna JR, Reidler JS, Sepulcre J, Poulin R, Buckner RL (2010) Functional-anatomic fraction-
ation of the brain's default network. Neuron 65: 550–562. doi: 10.1016/j.neuron.2010.02.005 PMID:
20188659
57. Yarkoni T, Poldrack RA, Nichols TE, Van Essen DC, Wager TD (2011) Large-scale automated synthe-
sis of human functional neuroimaging data. Nature methods 8: 665–670. doi: 10.1038/nmeth.1635
PMID: 21706013
58. Smallwood J, Beach E, Schooler JW, Handy TC (2008) Going AWOL in the brain: mind wandering
reduces cortical analysis of external events. Journal of cognitive neuroscience 20: 458–469. PMID:
18004943
59. Kam JW, Dao E, Farley J, Fitzpatrick K, Smallwood J, Schooler JW, et al. (2011) Slow fluctuations in
attentional control of sensory cortex. Journal of cognitive neuroscience 23: 460–470. doi: 10.1162/
jocn.2010.21443 PMID: 20146593
60. Baird B, Smallwood J, Lutz A, Schooler JW (2014) The Decoupled Mind: Mind-wandering Disrupts Cor-
tical Phase-locking to Perceptual Events.
61. Suddendorf T, Busby J (2003) Mental time travel in animals? Trends in cognitive sciences 7: 391–396.
PMID: 12963469
62. Vannini P, Hedden T, Becker JA, Sullivan C, Putcha D, Rentz D, et al. (2012) Age and amyloid-related
alterations in default network habituation to stimulus repetition. Neurobiology of aging 33: 1237–1252.
doi: 10.1016/j.neurobiolaging.2011.01.003 PMID: 21334099
The Default Mode Network and Memory-Guided Cognition
PLOS ONE | DOI:10.1371/journal.pone.0132209 June 30, 2015 17 / 18
63. Sperling RA, Dickerson BC, Pihlajamaki M, Vannini P, LaViolette PS, Vitolo OV, et al. (2010) Functional
alterations in memory networks in early Alzheimer’s disease. Neuromolecular medicine 12: 27–43. doi:
10.1007/s12017-009-8109-7 PMID: 20069392
64. Coull J, Frith C, Frackowiak RSJ, Grasby P (1996) A fronto-parietal network for rapid visual information
processing: a PET study of sustained attention and working memory. Neuropsychologia 34: 1085–
1095. PMID: 8904746
65. Duncan J (2010) The multiple-demand (MD) system of the primate brain: mental programs for intelligent
behaviour. Trends in cognitive sciences 14: 172–179. doi: 10.1016/j.tics.2010.01.004 PMID:
20171926
66. SeeleyWW, Menon V, Schatzberg AF, Keller J, Glover GH, Kenna H, et al. (2007) Dissociable intrinsic
connectivity networks for salience processing and executive control. The Journal of neuroscience: the
official journal of the Society for Neuroscience 27: 2349–2356.
67. Spreng RN, StevensWD, Chamberlain JP, Gilmore AW, Schacter DL (2010) Default network activity,
coupled with the frontoparietal control network, supports goal-directed cognition. NeuroImage 53:
303–317. doi: 10.1016/j.neuroimage.2010.06.016 PMID: 20600998
68. Gerlach KD, Spreng RN, Gilmore AW, Schacter DL (2011) Solving future problems: default network
and executive activity associated with goal-directed mental simulations. NeuroImage 55: 1816–1824.
doi: 10.1016/j.neuroimage.2011.01.030 PMID: 21256228
69. Gerlach KD, Spreng RN, Madore KP, Schacter DL (2014) Future planning: default network activity cou-
ples with frontoparietal control network and reward-processing regions during process and outcome
simulations. Social cognitive and affective neuroscience: nsu001.
70. Benoit RG, Gilbert SJ, Burgess PW (2011) A neural mechanismmediating the impact of episodic pro-
spection on farsighted decisions. The Journal of Neuroscience 31: 6771–6779. doi: 10.1523/
JNEUROSCI.6559-10.2011 PMID: 21543607
71. Meyer ML, Spunt RP, Berkman ET, Taylor SE, Lieberman MD (2012) Evidence for social working mem-
ory from a parametric functional MRI study. Proceedings of the National Academy of Sciences 109:
1883–1888.
72. Smallwood J, Brown K, Baird B, Schooler JW (2011) Cooperation between the default mode network
and the frontal-parietal network in the production of an internal train of thought. Brain research.
73. Schacter DL (2012) Adaptive Constructive Processes and the Future of Memory. American Psycholo-
gist 67: 603–613. doi: 10.1037/a0029869 PMID: 23163437
74. McLaren DG, Ries ML, Xu G, Johnson SC (2012) A generalized form of context-dependent psycho-
physiological interactions (gPPI): a comparison to standard approaches. Neuroimage 61: 1277–1286.
doi: 10.1016/j.neuroimage.2012.03.068 PMID: 22484411
The Default Mode Network and Memory-Guided Cognition
PLOS ONE | DOI:10.1371/journal.pone.0132209 June 30, 2015 18 / 18
