Abstract: To unambiguously evaluate the indium and nitrogen concentrations in In x Ga 1 − x N y As 1 − y , two independent sources of information must be obtained experimentally. Based on high-resolution scanning transmission electron microscopy (STEM) images taken with a high-angle annular dark-field (HAADF) detector the strain state of the InGaNAs quantum well is determined as well as its characteristic HAADF-scattering intensity. The strain state is evaluated by applying elasticity theory and the HAADF intensity is used for a comparison with multislice simulations. The combination of both allows for determination of the chemical composition where the results are in accordance with X-ray diffraction measurements, three-dimensional atom probe tomography, and further transmission electron microscopy analysis. The HAADF-STEM evaluation was used to investigate the influence of As-stabilized annealing on the InGaNAs/GaAs sample. Photoluminescence measurements show an annealing-induced blue shift of the emission wavelength. The chemical analysis precludes an elemental diffusion as origin of the energy shift-instead the results are in agreement with a model based on an annealing-induced redistribution of the atomic next-neighbor configuration.
INTRODUCTION
As even small amounts of incorporated nitrogen drastically lower the band gap of the III-V semiconductor In x Ga 1−x N y As 1 − y , the material is of high technological interest for the design of laser diodes with emission wavelengths of 1.3 or 1.55 μm, which are called telecom windows in glass-fiber guidance (Kondow et al., 1997; Riechert et al., 2002) . A second application is the incorporation of InGaNAs into multijunction solar cells (see, e.g., Friedman et al., 1998; Volz et al., 2004) .
Usually the epitaxially grown structures are annealed thermally in order to increase the optical efficiency. This annealing process is attended by an increase of the band-gap energy, or a blue shift of the emission wavelength. Different annealing-induced structural changes have been reported, such as indium homogenization (Buyanova et al., 2000; Kitatani et al., 2000; Albrecht et al., 2002) , diffusion of nitrogen (out of the quantum well; Spruytte et al., 2001) or toward the quantum-well interfaces (Litvinov et al., 2004) , or changing of the atomic next-neighbor correlation (Klar et al., 2001; Kurtz et al., 2001; Volz et al., 2008) . For technological purposes it is important to understand the origin of the blue shift, so it is necessary to achieve quantitative information from the structures on the atomic scale.
For materials with only one unknown chemical concentration, many methods exist to perform quantitative analyses: X-ray diffraction (XRD) is a common tool to investigate bulk materials. For small structures such as quantum wells, transmission electron microscopy (TEM) offers further methods: strain state analysis (SSA) allows for calculation of the chemical concentration from the measured local strain. A special feature of zincblende crystals is the chemical sensitivity of the 002-beam intensity, which can be used for quantitative analyses (e.g., Rosenauer et al., 1998) .
Investigation of the quaternary material In x Ga 1−x N y As 1−y is complex: most signals, such as the local strain or the 002-beam intensity in TEM depend on both compositions, x and y. An unambiguous evaluation is therefore not possible with a single method and without further information.
Effort was made to develop methods for evaluation of the indium and the nitrogen concentration in InGaNAs. Grillo et al. (2001) combined the information of local strain measured from a high-resolution TEM image and the chemically sensitive 002 intensity measured from a dark-field TEM image. Müller et al. (2011) presented the 3-beam method that evaluates a single TEM lattice-fringe image from the interference of the 000, 002, and 022 beams using a special aperture.
TEM analysis can be supported by spectroscopy methods as electron energy-loss spectroscopy or energy-dispersive X-ray spectroscopy. However, in the case of InGaNAs, both methods suffer from the fact that small amounts of nitrogen (1-2%) are hardly measurable in a quantitative way.
The quantification method presented in this paper is based on the evaluation of high-angle annular dark-field (HAADF) intensity in scanning transmission electron microscopy (STEM) by a comparison of experimental intensities with simulated ones. The application of this technique to perform compositional mapping was already shown for ternary materials, e.g., for zincblende InGaAs (Carlino, 2010) , GaNAs (Grieb et al., 2012) , InAsP (Molina et al., 2009) , and for wurtzite AlGaN and InGaN .
In order to simultaneously analyze the indium and the nitrogen concentration, a SSA from high-resolution scanning transmission electron microscopy (HRSTEM) images is combined with an evaluation of the HAADF intensity from the same image. It has already been shown that even for a large specimen thickness SSA of HRSTEM images is an adequate tool for quantitative evaluations (Grieb et al., 2012) . Determining the strain state directly from HRSTEM images has the advantage that both types of information, strain and HAADF intensity, can be obtained from the same image and therefore from the same specimen position.
To evaluate strain state, the elasticity theory is applied. The HAADF intensity is then evaluated by a comparison with simulations based on the multislice algorithm. It was shown, e.g., by Grillo et al. (2008) , Glas (2004) , and Müller et al. (2010) that the influence of static atomic displacements (SADs) related to In or N atoms has a large influence on the scattering intensity of (In)Ga(N)As. SADs are local distortions of the ideal atomic lattice, here caused by the small covalent radius of nitrogen compared with arsenic and the large covalent radius of indium compared with gallium (Glas, 2004) . It was also shown that SADs play an important role also in HAADF-STEM of ternary dilute GaNAs, containing <5% nitrogen (Grieb et al., 2012) ). For this reason, SADs were taken into account in the HAADF-intensity simulations for InGaNAs presented in this paper.
MATERIALS AND METHODS

Specimen Preparation
Two types of InGaNAs/GaAs quantum-well samples were investigated. The sample with a nominal indium concentration of 8% will be named sample A in the following, the sample with a higher indium content of 31% sample B.
The zincblende InGaNAs/GaAs samples were grown in the [001] direction by metal organic vapor phase epitaxy (MOVPE) in a horizontal AIX 200 GFR reactor. The nominal values of the indium and nitrogen concentrations were determined from high-resoluion X-ray diffraction (HRXRD) measurements. The nominal thicknesses of the quaternary layer was 8.5 nm in sample B with a GaAs-capping layer of 130 nm. The investigated layer in sample A with a nominal thickness of 15 nm was part of a multilayer structure. The layer was separated by 100-nm GaAs barriers to both sides.
Rocking curves (ω − 2θ) of the 004 reflection were acquired using an X'Pert Pro PANalytical diffractometer.
The profiles were fitted by fixing the indium concentrations. The amount of indium was derived from HRXRD investigations of ternary InGaAs samples grown under identical growth conditions. The nitrogen content was derived to be 3% (sample A) and 1.5% (sample B).
For sample B, two specimens were investigated where one remained without temperature treatment (named as-grown), the second one (identically grown) was annealed for 60 min at 725ºC in the MOVPE reactor under stabilizing As atmosphere (named annealed) to investigate the effects of annealing. For details of the annealing procedure see Klar et al. (2001) . Room temperature PL measurements were performed on both samples.
All TEM lamellae were prepared using the focused ion beam (FIB) system FEI Nova Nanolab 200 and subsequently milled at 400 V in a Technoorg Linda Gentle Mill IV5 to reduce the amorphous surface layer occurring during FIB preparation (Scott et al., 2006; Mehrtens et al., 2012) . Each lamella was plasma cleaned shortly before TEM investigations, using a Binder TPS 216 plasma cleaner operated with Ar/O plasma. The plasma cleaning reduced the effect of electron-beam deposition of parasitic carbohydrates on the specimen surface.
Instruments
We used an FEI Titan 80/300 microscope at an acceleration voltage of 300 kV. The measured semi-convergence angle in STEM was 8 mrad and the spherical aberration constant of the microscope was 1.2 mm. The gun-lens setting was 6, the spot size 9, and the extraction voltage 4.5 kV. See Rosenauer et al. (2009 Rosenauer et al. ( , 2011 for further details on the STEM measurements.
A Fischione 3000 HAADF detector was used at a camera length of 196 mm, which corresponds to a range of detection angles between 36 and 230 mrad (Grieb et al., 2012) .
For TEM analysis, C S -corrected images were taken with microscope settings presented by Müller et al. (2011) . All (S)TEM measurements were performed at room temperature.
The Titan 80/300 microscope allows collection of an image of the HAADF detector simply by switching into the imaging mode. This detector scan shown in Figure 1a directly visualizes the local sensitivity of the detector. Owing to the obvious nonuniform sensitivity of the HAADF detector, whose sensitive area deviates from a uniform ring, the local sensitivity obtained from the detector scan has to be taken into account when simulating HAADF intensities . For the STEM measurements, the central beam was positioned at the center of the HAADF detector as described by LeBeau & Stemmer (2008) in more detail.
The detector scan also provides information on the total probe intensity. For normalization of the STEM images, the mean intensity on the detector I det and the mean intensity in the vacuum I vac can be derived from the detector scan (see Fig. 1 ). The value of I vac is not 0 owing to an offset of the amplifier. To provide a linear signal transfer of the amplifier, contrast and brightness were adjusted so that I det was ∼4 × 10 4 and I vac ∼1 × 10 4 ).
Sample B was investigated with the three-dimensional (3D) atom probe on a laser-assisted 3DAP CamecaLaWaTAP. The analysis was performed at 5 × 10 −10 Torr rest pressure and a specimen temperature fixed at 80 K. The laser system is an amplified ytterbium-doped laser (Amplitude system s-pulse, λ = 1,030 nm). An ∼50 nJ/450 fs pulse focused onto an ∼0.1 mm 2 spot is used to obtain a Ga/As ratio close to 1 in the GaAs substrate. Preliminary testing results confirm that the use of infrared laser pulses, instead of blue-and green-laser pulses, lead to a homogeneous distribution of gallium atoms within the 3DAP reconstructed volumes. A shank angle-based method was used to reconstruct the 3DAP data. This method uses simple geometric considerations that give the change in radius of curvature as a function of the depth and shank angle. For a given atomic density and detection efficiency, the reconstruction parameters were the initial radius of curvature and the shank angle (the specimen shape was obtained from scanning electron micrographs). By adjusting these parameters, the In-layer thickness was adjusted to match with the HRSTEM image of the InGaNAs layer. By adjusting a curvation correction factor, a debend of the In layer was obtained to make it straight.
For 3DAP, a needle-shaped specimen with a tip radius of 100 nm was prepared using a FIB-SEM Zeiss NVision40. For details of the preparation method see Thompson et al. (2007) .
Before milling operations, the top surface of the wafer was protected by a 100-nm sputter-deposited silicon layer. A 200-nm platinum layer was also deposited using the 30-kV-Ga beam of the FIB to prevent degradation during the rough milling process. To clean the specimen and minimize ion beam damages, an 1-kV-Ga beam with low incidence angles was used at the end of the milling process. Figure 2 shows a small part (15 × 15 × 50 nm 3 ) of the reconstructed volume related to the 3DAP analysis of the as-grown sample B. Only indium (pink) and gallium (blue) atoms are shown. The quantum well can be seen as a continuous thin film formed by the indium atoms.
A mass spectrum related to the volume of reconstruction is given in Figure 3 . For this particular data set, the noise floor was estimated in a region close to the N peak at 20 atomic ppm/atom mass unit. Gallium and indium were mainly field evaporated as single charged ions. Numerous molecular ions such as N + 2 , As 
REFERENCE DATA SETS FOR HAADF-STEM EVALUATION
For the analysis presented below, two types of information are extracted from the image: the local distances between atomic columns visible in the high-resolution pattern, and the local HAADF intensities. In order to compare these experimental quantities to theoretical ones, two sets of reference data were created containing the theoretical strain and the simulated HAADF intensity as a function of the indium and the nitrogen concentration as well as a function of specimen thickness.
Reference: Strain
The lattice parameter of the In x Ga 1 − x N y As 1 − y unit cell depends on the indium and nitrogen concentrations x and y, respectively. Based on the binary lattice constants and on the elastic constants shown in Table 1 , the constants of the quaternary system were calculated by a linear combination. The quaternary quantity A InGaNAs ðx; yÞ is determined from the binary quantities (e.g., A GaN ) as follows:
HRXRD measurements and TEM investigations showed that the InGaNAs quantum wells were pseudomorphically grown on GaAs. Owing to the high thickness (see Determination of the Local Specimen Thickness section) of the prepared TEM lamellae, a relaxation of the crystal in the electron-beam direction was neglected. As a consequence, the In x Ga 1 − x N y As 1 − y unit cell is biaxially strained with tetragonal distortion. The distorted lattice constant a 0 ðx; yÞ of InGaNAs along [001] depends on the bulk-lattice constants aðx; yÞ of InGaNAs and að0; 0Þ ¼ a GaAs for GaAs (substrate) and the elastic constants c 11 and c 12 for InGaNAs:
with ε ¼ -2 c 12 ðx; yÞ c 11 ðx; yÞ Á a GaAs -aðx; yÞ aðx; yÞ ;
derived from Hooke's law. A reference table was created for the InGaNAs lattice constant in the growth direction that contains the relative InGaNAs lattice constant:
as a function of the concentration values x s and y s : 
The index s indicates a quantity obtained by simulation, whereas the index n shows that the quantity is normalized to a reference value [e.g., the lattice constant of GaAs in equation (4)]. This subscription is used in the whole paper.
Reference: HAADF Intensity
The HAADF intensity of InGaNAs was simulated using the multislice algorithm in the STEMsim (Rosenauer & Schowalter, 2007) Periodic boundary conditions were applied perpendicular to the electron-beam direction. In all atomic columns, gallium atoms were statistically replaced by indium atoms and arsenic by nitrogen atoms to achieve an In x Ga 1 − x N y As 1 − y supercell with the indium and nitrogen concentrations x and y. The lattice constants in the [100] and [010] directions were set to a GaAs , and the one in the [001] direction to a 0 ðx; yÞ, according to equation (2). Atomic form factors were used, as suggested by Weickenmeier & Kohl (1991) , for calculating the atomic potentials. The whole supercell was relaxed using valence force field (VFF) routines implemented in the LAMMPS code (Plimpton, 1995; Schowalter et al., 2012) . Total energy and force of the supercell were minimized according to the method suggested by Keating (1966) . Keating potentials were calculated based on the lattice constants and elastic constants in Table 1 . It was shown by Müller et al. (2010) , Müller et al. (2011), and Volz et al. (2008) that the VFF relaxation is an adequate approach to consider the scattering at SADs in conventional TEM simulations of InGaNAs.
Thermal diffuse scattering was taken into account in terms of the frozen-lattice method, which is an adequate approach to describe electron scattering at phonons in crystals (Wang, 1998 (Wang, , 2003 Van Dyck, 2009; Forbes et al., 2010) . For this purpose, all atoms were statistically displaced according to a Gaussian with the width of the mean square displacements hu 2 i, which was calculated by density functional theory . As it was shown by Schowalter et al. (2009) , the generalized-gradient approximation (GGA) in DFT typically leads to an overestimation, e.g., of the lattice parameters, whereas the local-density approximation (LDA) leads to an underestimation. For this reason, the mean values of LDA and GGA were used. Table 1 contains the resulting Debye-Waller temperature factors B in the notation B ¼ 8π 2 hu 2 i. B is given for all atoms in the specific binary crystal. The Debye-Waller factors of the group-III sublattice were assumed to depend only on the chemical composition of the group-V sublattice (and vice versa). They were linearly interpolated using equation (1).
Identical microscope parameters to those given in Materials and Methods section were applied to simulate an electron probe. One unit cell of the supercell was scanned by setting 20 × 20 scan points. After each slice, the intensity into the angle range between 36 and 230 mrad was multiplied with the sensitivity of the HAADF detector (see Fig. 1b ) to take the nonuniform sensitivity of the detector into account. The sum over this HAADF intensity was stored for every slice to achieve scattering data dependent on specimen thickness t. Finally, the results of all scan points were averaged to obtain a mean HAADF intensity per unit cell. The scattering intensity represents a fraction of the total probe intensity and is therefore unit less and <1.
Simulations were done for all combinations of the concentrations x ¼ ð0; 0:1; 0:2; 0:3; 0:4Þ and y ¼ ð0; 0:02; 0:04; 0:08Þ. Each simulation, corresponding to a combination of x and y, was repeated 15 times with different chemical distributions (which implies different SADs) and different statistical (thermal) displacements. Averaging these 15 simulations gives a mean HAADF intensity per unit cell I s ðx; y; tÞ for the In x Ga 1 − x N y As 1 − y material.
I s is interpolated on denser grids (x s , y s , and t s ) by 3D cubic fitting. x s and y s values were used as shown in equation (5) 
I s,n are shown in Figure 4 for selected indium and nitrogen concentrations as a function of thickness. It can be seen that both increasing x and y leads to an increase of the intensity ratio and therefore also of the HAADF intensity. Between 50 and 70 nm the curves are crossing-here a quantitative evaluation is not possible as different concentrations cannot be distinguished by the measured HAADF intensity. Best conditions for the analysis are at high thicknesses, approximately between 100 and 200 nm: here the chemical contrast is high and the dependence on the specimen thickness is low.
CHEMICAL ANALYSIS OF INDIUM AND NITROGEN
The description of the method to determine the indium and the nitrogen concentration, from an InGaNAs quantum well is demonstrated by means of the HRSTEM image shown in Figure 5a . It contains a part of the quantum well from sample B (as-grown). The evaluations of sample A and of the annealed sample B were performed in the same way.
Information from the HRSTEM Image
The smallest scale on which the local strain state can be measured is the distance between two atomic column positions in the HRSTEM image. HAADF contrast within a unit cell depends on the spatial incoherence of the electron beam owing to the source-size effect (Nellist & Rodenburg, 1994 )-whereas the mean intensity per unit cell is unaffected. Owing to these reasons, we evaluated the mean intensity per atom column as described in detail below.
All atomic column positions P (called positions in the following) are found in the noise-filtered HRSTEM image by an iterative routine that allocates the position coordinates to the brightest pixels. For noise filtering, a Wiener and a low pass filter were applied to the original image.
The intensities of all pixels in the unfiltered image whose closest position is the position j 2 P were averaged to the mean intensity I raw ðjÞ. I raw ðjÞ therefore is the mean value of a patch of pixels around the position j. The procedure is called the Voronoi-cell method (see Rosenauer et al., 2011 for details) . This is done for all positions P to achieve the mean intensities I raw ðPÞ. As a consequence of the large specimen thickness and the finite probe size, scattering intensity from one scan point (one pixel) stems from a larger lateral region. It is therefore not possible to distinguish between columns of the group-III and the group-V sublattice by comparing the mean intensities per atom column position: all I raw ðPÞ can therefore be seen as mean intensities per unit cell.
I raw ðPÞ was normalized with respect to the probe intensity (LeBeau & Stemmer, 2008; Rosenauer et al., 2009) in order to be able to directly compare the measured intensities with the simulated intensities I s . I det and I vac were measured from the detector scan as explained in Materials and Methods section. All positions P were determined with subpixel accuracy using a fitting procedure (Grieb et al., 2012) , which is not affected by fly-back errors leading to shifted pixel rows caused by the microscope's deflection system. d(j) is the distance in growth direction between two adjacent subpixel positions j 2 P and k 2 P. In general, it is necessary to choose the scan direction so that the fast scan direction is parallel to the direction along which strain is to be measured.
according to
A problem for imaging highly strained quantum wells (owing to the high amount of indium) is the contrast modification of the HAADF intensity owing to effects of surface strain fields. Surface strain fields occur when the material relaxes along the lamella normal owing to the strained quantum well region. This leads to bending of the lattice planes parallel to the electron-beam direction, which causes dechanneling, resulting in an artificial decrease of the HAADF intensity (Grillo, 2009 ). The GaAs substrate is affected up to a distance of ∼20 nm away from the quantum well. The InGaNAs itself is less affected, as will be shown below, so that a quantitative evaluation is still possible. Owing to this reason, we do not go into detail on the surface strain fields, instead the reader is referred to Grillo (2009), Grillo & Rossi (2011) , and Grieb et al. (2013) .
For determination of the specimen thickness presented below a GaAs background free of surface strain artifacts is needed. Therefore, a second image with lower magnification (shown in Fig. 5c ) was taken, including the region depicted in Figure 5a . An area of 1 × 1 nm 2 is averaged to achieve a low-resolution (LR) image containing mean HAADF intensities. Two regions in this low-resolution scanning transmission electron microscopy image are defined where unstrained GaAs substrate can be assumed (marked with boxes in Fig. 5c ). Based on the intensities in these regions, a 2D linear polynomial is fitted so that the GaAs intensity is interpolated on the whole image. Finally, the part which would belong to the area of the HR image (marked by a square in Fig. 5c ) is cut out and the GaAs intensities are allocated to all positions P. The resulting intensities I GaAs ðPÞ can be seen as the GaAs intensity taking linear thickness variations into account.
By defining a region U & P in the GaAs of the highresolution image (not shown in Fig. 5a ), the mean atomic distance in growth direction d GaAs within the GaAs is determined by averaging the local distances in this region: d GaAs ¼ hdðUÞi. This is possible as surface strain fields have a high influence on the HAADF intensity but less effect on the measurement of strain (Grieb et al., 2012) .
The normalized intensities I n (P) are created by dividing all I(P) by the GaAs intensities, I GaAs ðPÞ and normalized distances d n ðPÞ are created by dividing all d(P) by the GaAslattice distance d GaAs : . a: The HAADF-HRSTEM image of the as-grown sample B. The image was filtered to detect the atomic column positions that can be seen in the magnification (b). As the GaAs next to the InGaNAs quantum well shows artificially decreased intensity owing to surface strain effects, a larger low-resolution (LR) image (c) was taken at the same position. The GaAs reference regions in (c) contain surface-strain-free GaAs. The thickness was obtained from the unstrained GaAs reference regions of the specimen.
For this reason, the GaAs intensities I GaAs ðPÞ are compared with the simulated intensities I s ð0; 0; t s Þ for GaAs. For each position j 2 P the local thickness t(j) was derived. The mean thickness of the region was 184 nm, where the thickness variation over the image was in the range of the accuracy of the measurement.
There are a few reasons why the measurements were performed at lamellae with comparatively high thicknesses:
(1) As shown in Figure 4 , the material contrast is high for specimen thicknesses larger than 120 nm. (2) The slope of the signal is smaller for high thicknesses that makes the evaluation less sensitive to errors of the measured thickness. (3) A high thickness is needed to have a significant amount of nitrogen in each group-V column (statistically 1 nitrogen atom was found in 38-nm thickness). (4) At high thicknesses the strain state of the quantum well can be described by a tetragonal distortion, which simplifies the SSA so simulations of the relaxation state are not necessary.
The Method
Each atom column position is handled separately. For a certain position j 2 P the following information is known: the local thickness t(j), the local strain d n (j), and the local (normalized) HAADF intensity I n (j). The reference data cube for the HAADF intensity is reduced to a 2D reference map I s;n ðx s ; y s ; tðjÞÞ ¼ I s;n ðx s ; y s Þ as the local thickness is known. Both reference maps I s,n and d s,n are extrapolated to negative indium and nitrogen concentrations to avoid an artificial biasing of the concentrations owing to noise. Figures 6a and 6b show both reference sets for a thickness of tðjÞ ¼ 150 nm, where the extrapolated parts are not shown. The HAADF-intensity map shows isolines that are not parallel to the isolines of the strain and therefore allows for unambiguously determining x and y. In both reference maps the isolines are found that belong to the local intensity I n ðjÞ and the local strain d n ðjÞ, respectively. A good way to find these regions is (exemplarily for the strain) to calculate the map d log s;n;j ¼ log j d s;n -d n ðjÞ j À Á . This map is shown in Figure 6c , where the isoline for d n ðjÞ is in the center of the bright valley (minima), visible in the map. Possible concentration pairs C d xy;j for the given strain d n ðjÞ are defined as those for which d log s;n;j ðx s ; y s Þ ≤ σ. The threshold σ defines the width of the bright valleys shown in Figure 6c and therefore the number of concentration pairs. A threshold σ ¼ ð2:5 Á meanfd log s;n;j g -maxfd log s;n;j gÞ was used, but slight deviations from this threshold do not affect the evaluation. Possible concentration pairs C I xy;j were found in the same way for the given HAADF intensity I n ðjÞ (map I log s;n;j shown in Fig. 6d ).
As shown in Figure 6e , C xy;j is the set of all overlapping C I xy;j and C d xy;j . Finally, the local indium and nitrogen concentrations C x ðjÞ and C y ðjÞ at the position j are determined from averaging all pairs ðx s ; y s Þ 2 C xy;j . In the case of the example in Figure 6 Performing this procedure for all atom-column positions, an indium map C x ðPÞ and a nitrogen map C y ðPÞ are achieved, containing the local concentrations of indium or nitrogen at the positions P.
RESULTS AND DISCUSSION
Sample A: Low Indium Content
First, sample A with nominal concentrations of 8% indium and 3% nitrogen (from HRXRD) was investigated. A sample of the same growth series was investigated by Müller et al. (2011) and the nominal values could be validated. Because this sample is grown lattice matched to GaAs, no artifacts occurred due to surface-strain fields. Figure 7 shows the concentration maps and profiles from the HAADF-STEM evaluation by the method presented above. On average, 8.5 ± 0.9% of indium and 2.5 ± 0.3% of nitrogen are measured that are in good agreement with the nominal values within the accuracy of the method.
To further validate the simulations, a wedge-shaped specimen was prepared using FIB to achieve a thickness gradient between ∼40 and 190 nm.
A large-scale HAADF-STEM intensity map as shown in Figure 8a was acquired: in the center (horizontally) the quantum well can be seen, embedded in GaAs, and no surface strain-induced artifacts are visible. The intensity was normalized according to equation (8) to allow a comparison with simulations.
From the GaAs regions in Figure 8a , the GaAs intensity was obtained and interpolated on the quantum well region as shown in Figure 8b . By comparing GaAs intensities with I s ð0; 0; t s Þ the thickness was obtained.
In Figure 8c , the measured HAADF intensity is shown as a function of this measured thickness (data points). The straight curves show the simulated intensities for In 0.08 Ga 0.92 N 0.03 As 0.97 , GaN 0.03 As 0.97 , In 0.08 Ga 0.92 , As, and GaAs, with and without simulating the effect of SADs.
One can see that the simulations for In 0.08 Ga 0.92 N 0.03 As 0.97 taking SADs into account describe the experimental data well, whereas simulations that ignore the effects of SADs do not. Further curves show that the intensities of the a b Figure 7 . Concentration maps and profiles from high-angle annular dark-field intensity evaluation for the sample A for (a) indium and (b) nitrogen. Horizontal lines mark 0% and nominal values from HRXRD (8% indium and 3% nitrogen).
ternary In 0.08 GaAs (or GaN 0.03 As) differ strongly from the experimental data.
Sample B: High Indium Content Figure 9 shows the concentration maps obtained (a) for the indium and (b) for the nitrogen concentration for the as-grown sample. In both maps, the quantum-well region is clearly visible by the higher concentrations. Based on these maps, concentration profiles were obtained by averaging the maps perpendicular to growth direction. Figure 10a shows the averaged profiles for the indium concentration and the nitrogen concentration. Gray regions behind both curves show standard deviations calculated when averaging the maps.
Both profiles show negative concentrations in the GaAs region on both sides of the quantum well. This is an artifact owing to the surface strain fields in the vicinity of the quantum well mentioned before. To be able to correctly interpret the concentrations within the quantum well, we determined the specimen thickness from a second STEM image as explained above.
The nominal concentrations from HRXRD measurements are 31% indium and 1.5% nitrogen. These values are marked by arrows in Figure 10a . It can be seen that the HAADF-STEM evaluation gives results that are in good agreement with the results from HRXRD (32% indium and 2% nitrogen in the center of the well).
The accuracy of the presented technique is limited as both methods, SSA and HAADF-intensity evaluation, are sensitive to the imaging process and the quality of the highresolution image (affected by noise, high thicknesses, or surface conditions of the specimen). For both individual methods it was shown that they obtain correct concentrations (see, e.g., Rosenauer et al., 2009 Rosenauer et al., , 2011 Grieb et al., 2012) but show a large spread over a full STEM image. The lateral resolution of the method is worse than atomic distances (minimum distance 0.2 nm), as cross-talking effects and beam broadening occur.
An HAADF-STEM simulation of a GaAs/InAs interface was performed to estimate the possible lateral resolution. Figure 11 shows the normalized mean intensities for specimen thicknesses of 30, 65, and 100 nm versus distance in units of lattice-plane distances. The interface becomes broader with higher thickness, but the additional broadening increases only slightly with thickness. For the investigated samples, the lateral resolution is expected to be worse than 3 atomic distances (0.4 nm) as SADs and random variations are not included in the simulation.
The third curve ("3DAP") in Figure 10a shows the indium profile obtained from a 3DAP analysis. For verification, two 3DAP measurements were performed at different positions of the sample, showing comparable results. The mean concentration within the quantum well (30 ± 1%) corresponds to the results from HAADF-STEM and HRXRD. The concentration gradient in the quantum well, measured also by HAADF-STEM analysis, is clearly reproduced. The width of the quantum well in the 3DAP profile is slightly larger in comparison with the HAADF-STEM profile. Here 3DAP is more reliable as the HAADF result is influenced at the InGaNAs/GaAs interfaces by the effects of surface strain fields and beam broadening within the specimen. Nevertheless, it can be seen that both the 3DAP and the HAADF-STEM profiles show same characteristics.
The nitrogen concentration measured by 3DAP is not shown in Figure 10a . Approximately 0.46 ± 0.14% N were obtained in the quantum well region, where HAADF-STEM measures 2%, which is in agreement with the results obtained from HRXRD. The missing nitrogen atoms in the 3DAP experiment can be explained by the specific tendency of N to form molecular ions with other atoms during field evaporation. The existence of N + N and Ga + N molecular ions have been reported (Saxey, 2011; Riley et al., 2012) . One explanation for measuring less nitrogen could be that such molecular ions could be dissociated during flight leading to the formation of neutral N, which would not be detected by the detection system (Saxey, 2011) . Another reason could be the preferential evaporation of N at the low field exerted by the DC voltage during the intervals between superposing laser pulses. In this case, N is not detected by time-of-flight mass spectrometry.
Furthermore, HRTEM analyses of the chemical composition was performed using the 3-beam technique as suggested by Müller et al. (2011) . With a special L-shaped objective aperture the 000, 002, and 022 beams were selected for image formation. By Fourier filtering 002-fringe amplitude as well as the 022-fringe distances D 022 were independently extracted from the HRTEM image. The amplitude ratio was normalized to the GaAs signal, which was interpolated to the entire image. This normalized ratio a N strongly depends on the local chemical composition as for zincblende crystals the 002 beam shows chemical sensitivity. The local strain ε 001 in the growth direction was determined from the 001 projection of the distances D 022 normalized to the distances in GaAs.
As shown by Müller et al. (2011) a N can be compared with Bloch-wave simulations taking SADs and bonding effects (MASAs, Rosenauer et al., 2005) into account to get possible combinations for indium and nitrogen concentrations. Here the specimen thickness was ∼35 nm. The strain was compared with theoretical values calculated by elasticity theory for different indium and nitrogen concentrations. In combination, a N and ε 001 allow determination of the chemical composition at every point in the image. Figure 12 shows concentration profiles from averaging those composition maps for indium and nitrogen. The gray areas behind the curves show standard deviations from the average. Regions at the quantum-well interface can feature artifacts induced by the analysis as the 002 beam receives a chemical phase jump of π at an indium concentration of ∼12% . The center part of the profile is not influenced by this effect.
The analysis gives concentrations of 28 ± 2% indium and 1.5 ± 1.5% nitrogen. Evaluations were performed at different thicknesses within the range of 35 ± 15 nm in order to check how the exact specimen thickness influences the obtained concentrations. Only small deviations in the mean concentrations were observed: the range of concentration difference is <1% of indium and <0.5% of nitrogen. Within the uncertainty of both measurements, these results are in agreement with those obtained from HAADF-STEM analysis.
Annealing Effects
The same evaluation of the HAADF-STEM intensity was also performed for the annealed sample B. Figure 10b shows the concentration profiles for the annealed sample with the identical line style as used in Figure 10a . The indium concentration obtained from HAADF-STEM (∼32%) is in agreement with the HRXRD results (31%), where the nitrogen concentration is slightly higher (∼2.7%, HRXRD: 1.5%). Nevertheless, deviation for the nitrogen concentration is in the range of the accuracy of the evaluation method. Comparing the indium profiles of the annealed and the as-grown sample, differences in the mean indium concentration cannot be observed within the accuracy of the method.
The PL measurements shown in Figure 13 result in a peak maximum at 0.966 eV for the as-grown and 1.025 eV for the annealed sample. The presented concentration measurements give no hints for elemental diffusion or homogenization in a range that would explain an energy shift of 59 meV-therefore the observed blue shift must have a different reason. As the energy shift is similar to what was measured by Klar et al. (2001) (a shift of ∼70 meV for an In 0.3 Ga 0.7 N 0.01 As 0.99 sample), this leads to the assumption that the observed shift is caused as suggested by Klar et al. (2001) and by Kurtz et al. (2001) , namely by a redistribution of the next-neighbor correlation of the elements. The thermal energy allows nitrogen atoms to switch from gallium-rich to indium-rich lattice sites (Klar et al., 2001; Kurtz et al., 2001 ) (N-hopping) as In-N bonds in the bulk crystal are energetically more favorable (Wagner et al., 2003) compared with Ga-N bonds. That this redistribution leads to a reduction of the band gap resulting in a blue shift of the PL spectrum was shown by Kim & Zunger (2001) .
CONCLUSION AND SUMMARY
HAADF-STEM scattering intensity of InGaNAs can be simulated using a frozen-lattice multislice approach. The influence Figure 13 . Room temperature photoluminescence data of sample B. The intensity profiles were normalized with respect to their maximum intensity. An annealing-induced energy shift of 60.6 meV from 0.966 eV (as-grown) to 1.025 eV (annealed) was observed. of SADs by relaxing the supercell using VFF routines, as well as the nonhomogeneous sensitivity of the HAADF detector, were taken into account.
We suggest a method to evaluate the indium and the nitrogen concentration of InGaNAs quantum wells simultaneously from a STEM image. For this purpose, two methods of evaluation are combined: the HAADF intensity was compared with simulations and the local lattice distances from the high-resolution STEM image were measured and a SSA was applied. With both types of information, the local HAADF intensity and the local strain, concentration maps and profiles were obtained from two InGaNAs/GaAs quantum well samples A and B.
Sample A with a low indium content (nominal 8% indium and 3% nitrogen as used in solar cells) was investigated with the suggested HAADF-STEM analysis: the obtained concentrations are in agreement with HRXRD and TEM-3-beam analysis. By using a wedge-shaped sample it could be shown that the simulations accurately describe the measured intensity for the whole measured thickness range (40-190 nm) . This comparison clearly indicates that scattering at static SADs plays an important role and therefore has to be taken into account for the simulation of the HAADF intensity of InGaNAs.
Sample B with a high indium content (nominal 31% indium and 1.5% nitrogen as used in laser diodes) was investigated as-grown and annealed at 725°C under As-stabilized conditions. For the as-grown sample we determined the indium concentration to be about 32% that is in agreement with results from 3D atom probe analysis, HRXRD, and TEM-3-beam analysis. The nitrogen concentration was determined to be about 2%, which also fits well with the results from HRXRD and TEM-3-beam analysis.
Photoluminescence shows an annealing-induced energy shift of 59 meV, but we did not observe changes of composition that could explain this shift. Instead, the results can be explained by a model suggested by Klar et al. (2001) and Kurtz et al. (2001) , where only an internal redistribution of the nitrogen atoms takes place but the total composition remains constant. It is important to note that quantification of the effect on the HAADF intensity caused by this deviation from a random-alloy composition requires further simulations and is not a subject of this paper.
