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ABSTRACT: The scaling of the nucleation kinetics of glycine was
investigated in supersaturated aqueous solutions under isothermal conditions.
Induction times were measured in a Couette cell with a wide range of average
shear rates γȧvg (25−250 s
−1) and a range of glass−liquid interfacial areas A
(2.5−10 cm2 per mL solution). The probability distributions of induction
times were found to scale with shear rate and glass−liquid interfacial area,
with the characteristic time scale (γȧvgA)
−1. Primary nucleation rates and
growth times to reach detection (estimated from the probability
distributions) were both dependent on this time scale. In-situ dynamic
light scattering revealed mesoscale clusters in the solutions that increased in
size over time at rates which also depended on this time scale. The increase in
size was thought to be due to the shear-enhanced aggregation or coalescence
of mesoscale clusters leading to a higher number of larger mesoscale clusters,
resulting in higher rates of primary nucleation.
■ INTRODUCTION
Fluid shear has been reported to inﬂuence the nucleation of
crystals from solution. It is well-known to have an eﬀect on
secondary nucleation since shear forces imposed on a crystal
face can be suﬃcient to produce secondary nuclei from the
crystal surface,1,2 but the eﬀect that ﬂuid shear can have on
primary nucleation from solution is not well understood to
date, particularly for small organic molecules.3,4 Studies have
reported that ﬂuid shear can inﬂuence the primary nucleation of
various organic compounds from solution, including protein
molecules such as lysozyme5−7 and insulin8 and smaller
molecules such as glycine4,9 carbamazepine,10 butyl paraben,3
and m-hydroxybenzoic acid.11 In some cases, ﬂuid shear can
enhance primary nucleation rates,3,4,9−11 while in others, it can
suppress them,3,5−7 and the mechanisms behind the role of
ﬂuid shear on primary nucleation therefore remain unclear.
In many studies on the inﬂuence of ﬂuid shear on nucleation,
the shear rates were not well quantiﬁed so in our previous
work,4 Couette and capillary ﬂow devices were used to achieve
controlled, quantiﬁable ﬂow conditions. It was shown that this
controlled ﬂuid shear could be used to signiﬁcantly enhance
primary nucleation rates in supersaturated glycine solutions.4
Controlled ﬂuid shear in a Couette cell has been found to
enhance primary nucleation in other systems, including butyl
paraben3 and m-hydroxybenzoic acid.11 While it is recognized
that complex ﬂow ﬁelds are present in industrial crystallization
processes, it is useful to understand the eﬀect of simple, well-
controlled ﬂow ﬁelds on various aspects of the crystallization
process, such as primary nucleation, and then map this
information on more complex equipment through knowledge
of shear rate distributions obtained for example by computa-
tional ﬂuid dynamics.
In addition to ﬂuid shear, exposure of solutions to a solid
surface such as the walls of the glass Couette cell is known to
have an inﬂuence on nucleation.1,12 It is widely claimed that
true homogeneous nucleation is uncommon, so nucleation that
occurs heterogeneously is most likely.1 The overall free energy
barrier for heterogeneous nucleation is lower than the
corresponding free energy barrier for homogeneous nucleation,
and the overall free energy barrier for heterogeneous nucleation
decreases with increasing surface wettability.13 The eﬀect of
interfacial area had not been explored in our previous research.
In the present work, supersaturated glycine solutions were also
exposed to a range of diﬀerent glass−liquid interfacial areas to
investigate the eﬀect on nucleation kinetics. The results of
repeated experiments allowed a statistical analysis to be
performed, and the possibility of the measured induction
times scaling with shear rate and surface area was investigated.
The second element of this paper involves gaining a better
understanding of the mechanism by which nucleation takes
place. Classical nucleation theory has some well-known
shortcomings, and experimental and theoretical work has led
to the proposal of alternative theories, including a two-step
nucleation process.14−18 The two-step mechanism involves the
production of intermediate, disordered, metastable liquid-like
clusters of solute molecules, in which solute molecules then
order themselves into crystalline nuclei.14−18
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A previous study on glycine nucleation reported that glycine-
rich mesoscale clusters (nanodroplets) of around 250 nm
diameter with liquid-like properties exist in aqueous glycine
solutions.9,19 These were not thought to be directly involved in
productive crystal nucleation but could coalesce to larger
clusters to give access to a more rapid nucleation pathway.9 It
was proposed that productive nucleation of glycine was most
likely to occur in large glycine-rich clusters with a diameter
greater than about 750 nm, which were only observed in stirred
solutions.
The aggregation of clusters has been proposed to play a role
in other recent studies on nucleation. For example, super-
saturated solutions of calcium carbonate were found to contain
distinct cluster sizes, and this was interpreted as nucleation
taking place by cluster aggregation.15,20 The study of butyl
paraben solutions undergoing ﬂow in a Couette cell3 concluded
that enhanced cluster aggregation was a plausible explanation
for the enhanced nucleation rates seen under ﬂow, and a further
study on the inﬂuence of Couette ﬂow on m-hydroxybenzoic
acid11 nucleation was also supportive of the theory of enhanced
cluster aggregation. A study on the eﬀect of mixing on
mesoscale clusters in DL-valine solutions suggested that mixing
resulted in the presence of larger mesoscale clusters than in
quiescent solutions, and the presence of larger clusters
corresponded to faster nucleation. The larger clusters were
thought to form through shear-induced coalescence or surface-
assisted coalescence.21
In this paper, in situ dynamic light scattering (DLS)
measurements of glycine solutions that had been sheared
were taken to obtain information on the size of mesoscale
clusters in the solutions and how the sizes were aﬀected by ﬂuid
shear and glass−liquid interfacial area. These ﬁndings were then
compared with the induction time results to investigate the
relationship between mesoscale cluster size and induction time,
leading to a better understanding of the prevailing nucleation
mechanism.
■ EXPERIMENTAL SECTION
All experiments were carried out using supersaturated aqueous glycine
solutions in a Couette ﬂow cell. Two main measurements were carried
out: (1) induction time measurements and (2) in situ DLS
measurements.
Solution Preparation. Glycine (CAS number 56-40-6) of ≥99%
purity (Sigma-Aldrich item G8898) was used without further
puriﬁcation. Solutions were prepared by dissolving glycine in deionized
water. Two concentrations, c, of solution were prepared − 307 g
glycine/kg water and 325 g glycine/kg water. Solutions were prepared
in sealed glass bottles and were stirred at 55 °C for 24 h to ensure that
glycine was fully dissolved. For these concentrations of glycine in water
at 55 °C, solutions were undersaturated. During experiments, the 307
g/kg and 325 g/kg solutions were cooled to 20 and 23 °C respectively.
These temperatures and concentrations were chosen so that the level
of supersaturation was the same for the two solutions (the small
temperature diﬀerence was assumed to have a negligible inﬂuence on
nucleation rates). The solubility, c*, of glycine is 219 g glycine/kg
water at 20 °C and 232 g glycine/kg water at 23 °C.36 Cooling
therefore resulted in a supersaturation, S, of 1.40 for both solutions,
where
=
*
S
c
c (1)
Because of the pH of the glycine solutions used, the α-glycine
polymorph was expected to form during the experiments,22 and this
was conﬁrmed by XRD.
Couette Flow Setup. Nucleation experiments were performed
using a cylindrical Couette ﬂow geometry. To allow the role of the
glass surface to be studied, the area of the Couette cell surface in
contact with the liquid was varied for a ﬁxed volume of supersaturated
glycine solution. This was achieved by changing the diameter of the
Couette cell’s inner cylinder as shown in Figure 1. Supersaturated
glycine solutions were subjected to controlled ﬂow conditions in the
Couette ﬂow setups. The Couette ﬂow setup was similar to what was
used in our previous work,4 but in addition to using a 30 mm diameter
inner cylinder, 22 mm and 34 mm diameter inner cylinders were also
used. More details on the Couette ﬂow setup geometries are given in
the Supporting Information.
The inner cylinders were kept ﬁxed, while the outer cylinder was
rotated using a motor powered by a variable DC power supply. The
ﬁxed inner/rotating outer cylinder geometry does not result in the
Taylor instabilities (Taylor vortices superimposed on laminar Couette
ﬂow4,23), which would have occurred in a ﬁxed outer/rotating inner
cylinder for the conditions used.4,23 This meant that the laminar shear
rates in the gap between the two cylinders could be quantiﬁed by
solving the Navier−Stokes equation.
The velocity proﬁle across the vertical gap of the Couette cell was
approximated by solving a momentum balance across the system
(from the Navier−Stokes equation) assuming steady state operation.
The shear rate, γ ,̇ proﬁle across the gap could be found from the
derivative of the velocity proﬁle with respect to radial position, r. The
average shear rate across the gap, γ ȧvg, was calculated from
∫γ γ π̇ =
−
̇ =
−r r
r r
Nr
r r
1
( ) d
2
r
r
avg
out in
out
out inin
out
(2)
Here N is the rotational rate, rout is the radius of the outer cylinder,
and rin is the radius of the inner cylinder. The maximum and minimum
shear rates found to occur for a particular set of conditions varied by a
maximum of 15% from the average shear rate. The maximum shear
rate occurred at the inner cylinder walls. The range of average shear
rates that was investigated for each setup is given in Table 1. The
maximum shear rate was limited by the need to maintain mechanical
stability to ensure that the cylinders were accurately concentrically
aligned.
Using the velocity of the rotating outer cylinder and the distance
between the vertical cylinder walls, the range of Reynolds number (eq
Figure 1. Diagrams of the three Couette setups used to achieve diﬀerent surface areas for a ﬁxed volume of solution (15 mL in all cases).
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3), Re, investigated with each setup is given in Table 1. The kinematic
viscosity, η, was obtained by experiment and compared well to
correlations found in the literature.24
π
η
=
−
Re
Nr r r(2 )( )out out in
(3)
Critical Reynolds numbers for transition from laminar to complex
ﬂow depend on the geometry used and can be found experimentally.
To assess whether the ﬂow appeared to be steady for the experimental
conditions used, rheoscopic ﬂuid (suspension of mica platelets that
align with the ﬂow) and dye injections were used in the Couette cell,
and the ﬂow was visualized for the range of shear rates used in each
experimental setup. The ﬂow appeared to remain steady visually,
which is consistent with previously published studies, where the
laminar Couette regime is only observed when the inner cylinder is
stationary.25 We note that large instabilities were observed when the
inner cylinder was rotated and the outer cylinder was kept ﬁxed, in
agreement with what is expected from theory23 and with previous
experimental observations,25 but these conditions were not used for
experiments reported here.
Induction Time Measurement Setup. Couette ﬂow experiments
were monitored by one of two methods: (1) measurements of
transmitted light intensity; (2) imaging of the nucleation process
followed by image analysis. The layout is given in Figure 2.
Transmission data were obtained using a custom-built instrument,
similar to one used previously for in situ monitoring of stirring eﬀects
on the crystallization of carbamazepine10 and for measuring the
induction times of glycine solutions undergoing shear in a Couette
cell.4 When the induction time was reached, solutions became turbid
over a relatively short time scale (as short as around 10 s), leading to a
sharp decrease in transmission and an increase in mean pixel intensity.
Induction times were obtained by ﬁnding the point of inﬂection of the
rising (or falling) signals. The measurement methods were found to
give consistent results (for imaging, the mean induction times were
similar to those obtained through transmission measurements for
identical experimental conditions4). We note that the majority of
experiments carried out were monitored through transmission
measurements; imaging was only done for a small number of
experiments using the 30 mm inner cylinder setup.4
More information on the transmission and imaging setups is given
in the Supporting Information.
Induction Time Measurement Procedure. Induction time
measurements were carried out for a wide range of shear rates and
surface areas, as shown in Figure 3. Since each shear rate (with the
exception of 250 s−1) was repeated for each cylinder geometry, a
robust Design of Experiments analysis could be carried out on the
data. Experiments were repeated at least 10 times. Ten repetitions have
proven to be suﬃcient to allow reliable statistical trends to be obtained
from induction time data that was measured through a similar method
before.4 Details of the experimental procedure are given in the
Supporting Information.
Dynamic Light Scattering Setup. To allow in situ DLS
measurements to be made, hardware was set up as shown in Figure
4. The beam emerging from the laser was focused from 1 mm diameter
to a narrow beam waist of ∼100 μm diameter. This was necessary to
obtain a small enough measurement volume (calculated from cross
section of beam and external aperture of the optical ﬁber) so that local
ﬂuctuations in scattering intensity would not be lost through averaging.
The beam was focused at the center of the gap between the vertical
inner and outer cylinder walls. Light scattered at 90° was imaged onto
the plastic external aperture of optical ﬁber and collected by optical
ﬁber. The light was imaged onto the ﬁber at 1:1 magniﬁcation. A 2 mm
iris was present close to the Couette cell to stop strong reﬂections
from reaching the ﬁber and limit the range of angles reaching the
detector.
The optical ﬁber guided the scattered light to a detector (Excelitas
Single Photon Counting Module, SPCM-AQRH-14-FC). The
Table 1. Range of Average Shear Rates for Each Setup and
the Resulting Range of Reynolds Numbers
gap
(mm)
surface area per mL solution
contained within vertical cylinder
gap (cm2/cm3)
average shear
rate range
(s−1)
Reynolds
number range
8 2.5 25−125 1100−5500
4 5 25−250 280−2800
2 10 25−250 70−700
Figure 2. Diagram of monitoring equipment used to measure
induction times.
Figure 3. Diagram showing the diﬀerent combinations of shear rate
and glass−liquid interfacial area per unit solution volume used in the
induction time experiments.
Figure 4. Diagram of monitoring equipment used for DLS
measurements.
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resulting signal was processed by a digital correlator (ALV-7004/
USB), and the data were recorded using a standard PC.
Dynamic Light Scattering Couette Procedure. DLS measure-
ments at 90° were carried for a range of shear rate and surface area, as
shown in Figure 5. The DLS procedure involved shearing a solution
for a chosen duration of time, stopping shearing (gradually slowing
down the motor to zero rpm) and then taking DLS measurements.
The resulting intensity autocorrelation functions (g2(τ) − 1) were
analyzed through a cumulant analysis26 to obtain the average
hydrodynamic radius of clusters in the solutions. The experimental
procedure was similar to the one used for induction time
measurements, but rather than shearing the solution until it became
clouded by crystals, here the solution was sheared for shorter
durations. More information is given in the Supporting Information.
■ RESULTS AND DISCUSSION
Induction Time Measurements. Induction time measure-
ments are shown in Figure 6. Increasing the shear rate led to
shorter average induction times for every cylinder surface
arrangement studied. For each shear rate studied, cylinder
arrangements which exposed the glycine solution to larger
surface areas resulted in shorter average induction times than
cylinder arrangements with smaller surface areas. A Design of
Experiments statistical analysis was carried out, and this is
detailed in the Supporting Information.
The induction times measured for sheared solutions were
considerably less than those measured for unsheared solutions
for each shear rate used with the 10 cm2/cm3 cylinder
arrangement; however, the induction times measured for 25 s−1
experiments using the 2.5 cm2/cm3 and 5 cm2/cm3 cylinder
arrangements were fairly close to the unsheared induction
times.
It is noted that induction times for the unsheared solutions
were detected by visually observing solutions with the naked
eye, while induction times for sheared solutions were obtained
through the quantitative detection method described. The rate
at which turbidity increased with the 25 s−1 experiments using
the 2.5 cm2/cm3 and 5 cm2/cm3 cylinder arrangements was
lower than for all of the other experimental setups, suggesting
slower secondary nucleation. Suﬃcient secondary nucleation
had to take place before measured signals were aﬀected,
meaning that an overestimation of induction times may have
occurred for the 25 s−1 experiments using the 2.5 cm2/cm3 and
5 cm2/cm3 cylinder arrangements.4
Distributions of Induction Times. The distributions of
induction times obtained were further investigated to gain a
better understanding of underlying nucleation phenomena. In
our previous study on nucleation of glycine undergoing shear in
a Couette ﬂow cell, it was found that a log-normal distribution
of induction times or a distribution proposed by Jiang and ter
Horst27 ﬁtted the experimental distribution of induction times
well.4 We now verify that these distributions ﬁt the
experimental data obtained here (see Supporting Information).
The model proposed by Jiang and ter Horst27 allowed us to
obtain quantitative insight into nucleation phenomena from
experimentally observed distributions of induction time. With
the model, the cumulative distribution function of induction
time, P(ti), could be written as
= − − −P t JV t t( ) 1 exp( ( ))i i g (4)
Here J is the nucleation rate per unit volume, V is the volume
of the solution (a volume of 15 mL was used in the
experiments.), ti is the induction time measured by experiment,
and tg is the growth time. The growth time is interpreted as the
time taken after the formation of a nucleus for the crystal(s) to
reach a detectable level, for example, through extensive
secondary nucleation due to a primary crystal.
The best ﬁt values for J and tg (eq 4) were found for each
setup and are given in Figure 7 and Figure 8 respectively. It was
already seen that the observed induction times decrease with
increasing shear rate and surface area (cf. Figure 6). This is in
agreement with what is shown in Figure 7 and Figure 8. It can
be seen that nucleation rates can be enhanced by at least 1
order of magnitude by laminar shear. It can be also seen that
growth times decrease signiﬁcantly with increasing shear rates.
Nucleation rates are shown to increase with increasing surface
area, and growth times are shown to decrease with increasing
surface area.
Figure 5. Diagram showing the diﬀerent combinations of shear rate
and glass−liquid interfacial area per unit solution volume used in the
DLS experiments.
Figure 6. Mean (open symbols) and median (crossed symbols)
induction times measured for each shear rate/cylinder arrangement.
Triangles, squares and circles represent surface to volume ratios of 2.5
cm2/cm3, 5 cm2/cm3 and 10 cm2/cm3, respectively. Error bars
represent the full spread of measured induction times. Note that
circled data-points were recorded without shear and are therefore not
deﬁned on the x-axis.
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Scaling of Induction Times. Scaling was investigated to see
whether the distributions of induction times appeared to scale
by shear rate and surface area.
The induction times were scaled by both the average shear
rate and the surface area, and the cumulative probability
distributions of the scaled times were found.
γ γ= ̇ =t t A Ascaled i avg i (5)
Here γ is the total strain.
All of the cumulative probability distributions for each set of
conditions converged as shown in Figure 9. This suggested that
induction times were governed by one key time scale,
proportional to (1/(γȧvgA)). When dealing with the stochastic
nucleation of a crystal, the time scale appears rational as it
would be expected that nucleation rates could be enhanced by
increased shear rates3−5 and surface areas.12,13 The time scale,
however, is more diﬃcult to rationalize with the nonstochastic
growth phase, particularly why a larger surface area would result
in shorter growth times. This is discussed more in the following
sections.
An overall cumulative distribution function (CDF) of the
scaled data is shown in Figure 10. Since the log-normal and
Jiang and ter Horst models ﬁtted the distributions of induction
times well, they were also used to produce master ﬁts to the
scaled induction time data, as shown in Figure 10. The scaled
equations provided a good ﬁt to the individual experimental
CDFs, with R2 = 0.88 and R2 = 0.87 respectively.
For the Jiang and ter Horst model, eq 4 was written in terms
of the scaled induction times and ﬁtting parameters α and β:
= − α β− −P t e( ) 1 V tscaled i
( )scaled i (6)
A scaled equation was obtained by ﬁnding the best ﬁt values
of α and β (eq 6) to the overall CDF produced from all of the
scaled data (Figure 10). Nucleation rates and growth times
could be obtained from the ﬁtting parameters α and β using the
scaling factor ψ (ψ = γȧvgA), e.g., J = αψ and tg = (β/ψ).
This analysis therefore suggested that when induction times
were scaled by shear rate and surface area, probability
distributions converged and scaled equations, based on log-
normal distributions of induction times or the model given by
Jiang and ter Horst, provided good ﬁts to the data. It should be
noted that the two methods (log-normal and Jiang and ter
Horst model) make very diﬀerent assumptions about the
Figure 7. Nucleation rates J estimated from the best ﬁt of the model
by Jiang and ter Horst. Error bars represent 95% conﬁdence intervals.
Figure 8. Growth times tg estimated from the best ﬁt of the model by
Jiang and ter Horst. Error bars represent 95% conﬁdence intervals.
Figure 9. Experimental cumulative distribution functions of induction
times for each setup scaled by the average shear rate and surface area.
Squares, circles, pyramids and inverted pyramids represent shear rates
of 25 s−1, 62.5 s−1, 125 s−1 and 250 s−1, respectively. Crossed, open
and ﬁlled symbols represent surface to volume ratios of 2.5 cm2/cm3, 5
cm2/cm3 and 10 cm2/cm3, respectively.
Figure 10. Overall experimental cumulative distribution function of
scaled induction times (symbols) and cumulative distributions based
on log-normal (solid line) and Jiang and ter Horst (dashed line)
models ﬁtted to the data.
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independence of nucleation events. The diﬀerences essentially
stem from the independence of events (Poisson/Jiang and ter
Horst27,28) versus their dependence (resulting in a log-normal
distribution29).
Figure 11 shows the nucleation rates (J) and growth times
(tg) obtained using the model proposed by Jiang and ter
Horst27 (see Figure 7 and Figure 8) plotted as a function of
γȧvgA.
Dynamic Light Scattering. Examples of autocorrelation
functions that were obtained from DLS measurements are
given in Figure 12. The graph shows the average of the 25
functions obtained for a setup using a shear rate of 25 s−1 and
surface to volume ratio of 2.5 cm2/cm3 after 0 s and 1200 s of
applied shear.
Shearing appeared to result in the autocorrelation functions
decaying more slowly. To quantify this, the autocorrelation
functions obtained from the DLS measurements were analyzed
through a cumulant analysis26 to obtain information on the
average hydrodynamic radius (Rh) of mesoscale clusters in the
solutions.
Weighted Least Squares Method. In order to ensure trends
of increasing average hydrodynamic radius with increasing
duration of applied shear were statistically signiﬁcant, a
weighted least-squares linear regression method was used to
take the error of each average hydrodynamic radius value into
consideration. The conﬁdence intervals for the average
hydrodynamic radius values found from the nonlinear
regression aspect of the cumulant analysis were not symmetric,
but could be made symmetric by transforming the data through
the use of a power of −1. Since the conﬁdence intervals were
based on 95% conﬁdence (1.96 standard deviations), the
standard deviation of the transformed data (σi) could be
estimated for each measurement i from1
σ =
−
×
− −CI CI
2 1.96
i
upper
1
lower
1
(7)
Here CIupper is the upper average hydrodynamic radius 95%
conﬁdence interval from the cumulant analysis, and CIlower is
the lower average hydrodynamic radius 95% conﬁdence interval
from the cumulant analysis.
Therefore, to simplify the weighted linear least-squares
regression procedure, the conﬁdence intervals were made
symmetric and the slope of (1/Rh) as a function of the duration
of applied shear (and its error) was found for each set of
conditions (see Figure 5).
For the weighted regression, the following error term was
minimized. Here yi is based on experimental data point i
(reciprocal of the average hydrodynamic radius value from the
cumulant analysis), yi,f is the ﬁtted value for point i and wi is the
weighting of point i. i = 1, 2, ..., n where n is the number of data
points used in the least-squares procedure. Here wi = (1/σi
2).
∑= −
=
w y yerror ( )
i
n
i i i
1
,f
2
(8)
The data suggest with reasonable conﬁdence that the average
hydrodynamic radius increased with the duration of applied
shear because the slopes in Figure 13 remain negative within
their conﬁdence intervals. Higher shear rates and surface areas
resulted in a larger negative slope. This shows that growth of
Figure 11. Nucleation rates J and growth times tg estimated from the
best ﬁt of the model by Jiang and ter Horst plotted as a function of the
product of the average shear rate and surface area. Error bars represent
95% conﬁdence intervals.
Figure 12. Average of the 25 autocorrelation functions measured after
0 and 1200 s of applied shear for a setup using a shear rate of 25 s−1
and surface to volume ratio of 2.5 cm2/cm3. Error bars represent one
standard deviation.
Figure 13. Slopes found from the weighted least-squares analysis of
the reciprocal of the average hydrodynamic radius values plotted as a
function of shear duration for each set of conditions (the conditions
are represented by the product of the average shear rate and surface to
volume ratio). The error bars represent 95% conﬁdence.
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these mesoscale clusters is occurring during the induction
processes and is promoted by shear and surface area. Figure 14
shows the average cluster size that would be expected to occur
at the median nucleation time for each set of conditions. The
sizes are notably larger than the size of mesoscale clusters
observed under quiescent conditions, although smaller than the
750 nm found in a previous study.9 A Monte Carlo analysis was
also carried out to further validate the trends seen, and this is
detailed in the Supporting Information.
For unsheared solutions, DLS measurements showed a decay
in the autocorrelation function at delay times that indicated the
presence of clusters with an average hydrodynamic radius in the
region of 100−150 nm. This was similar to sizes reported in a
study by Jawor-Baczynska et al.,9 which found glycine solutions
to contain glycine-rich clusters in the region of 125 nm radius.
The increase in average hydrodynamic radius seen with the
application of shear may have been due to the coalescence of
glycine clusters, which is discussed in the following section.
Consideration of Results. The results obtained from
induction time and light scattering measurements suggested
that the shear rate and surface area that solutions were exposed
to had an impact on the rate of nucleation. Here possible
reasons for these eﬀects are discussed.
Nucleation Rates. Shear Rate. Reasons behind the role of
ﬂuid shear in primary nucleation are not clearly understood.
The increase of nucleation rate with increasing shear rate, as
shown in Figure 7, could potentially be explained by several
possible factors such as improved mass transfer,30−32 molecular
alignment,5,17,33 or cluster aggregation,3,9,20 resulting in higher
nucleation rates.3,9 The ﬁrst two factors, namely, improved
mass transfer and molecular alignment, were previously
discussed by Liu and Rasmuson,3 and it was concluded that
they are unlikely to explain shear rate eﬀects on primary
nucleation under common agitation conditions. We will
therefore discuss the cluster aggregation factor here in further
detail.
From the discussion of DLS measurement results above and
a previous study on glycine,9 it has been proposed that the
coalescence/aggregation of glycine mesoscale clusters may
occur under stirring conditions, and larger clusters may
facilitate a more rapid nucleation pathway. In order for two
clusters to coalesce, they must ﬁrst collide. Fluid dynamics can
have a strong inﬂuence on the collision step. In the case of
uniform, laminar shear ﬂow, the collision frequency, φ, is
proportional to the shear rate.34,35
φ γ= + ̇r r
4
3
( )1 2
3
avg (9)
Here r1 and r2 are the radii of the droplets to be coalesced.
This direct proportionality between collision frequency and
shear rate is interesting as the induction time data indicated that
the average induction times were inversely proportional to the
shear rate applied. The induction times, and hence rates of
primary nucleation and the growth phase, may therefore have
been a function of the collision frequency of mesoscale clusters.
For an eﬀective collision to occur, it would be expected that
shear ﬂow transport would be of at least a similar magnitude to
the Brownian transport, i.e., Pe ≥ 1. This would mean that
clusters can be brought together by shear at time scales shorter
than it takes for them to move away from each other due to
random Brownian motion. The Pećlet number can be
calculated from36
γ
′ =
̇
Pe
R
D
avg h
2
(10)
Here Rh is the average radius of particles and D is the
corresponding diﬀusion coeﬃcient.
For the conditions studied here, a Pećlet number of 1 would
occur for average hydrodynamic radii of 180 nm for a shear rate
of 25 s−1 and 80 nm for a shear rate of 250 s−1. These length
scales were of a similar magnitude to those encountered
through DLS measurements (generally in the region of 100−
200 nm radius), meaning that shear induced aggregation/
coalescence of mesoscale clusters remained a plausible
explanation. Shear ﬂow would not be expected to have a
signiﬁcant inﬂuence on small molecules or molecular clusters of
a few nanometers.
Since the presence of larger clusters was associated with the
onset of nucleation via a more rapid nucleation pathway, the
larger clusters may have resulted in higher primary nucleation
rates, and so the assumption of a constant nucleation rate value,
J, for Jiang and ter Horst’s model27 may not have been a valid
assumption. The nucleation rate may have actually been a
function of cluster size and thus a function of time, and so the
log-normal distribution may be better suited for further analysis
in this system. Nevertheless, since there is no detailed theory to
describe the dependence of nucleation rate on cluster size, we
use the Jiang and ter Horst model as a ﬁrst approximation, and
note that it seems to ﬁt the observed data well.
Since the DLS results suggested that higher shear rates and
surface areas resulted in a more rapid rate of increase of average
hydrodynamic radius, coalescence may have been enhanced by
both shear and surface. If surface-enhanced coalescence was
occurring, this may account for the patterns seen in the
decreasing growth time and increased nucleation rates with
increased surface area. With larger surface areas, coalescence
would have occurred more readily, and a suﬃciently large
cluster would have formed more quickly.
Surface Area. The increase of nucleation rates with
increased surface areas, as shown in Figure 7, could potentially
be explained in several ways. Having a larger surface area means
Figure 14. Average cluster radius that would be expected to occur at
the median nucleation time for each set of conditions (the conditions
are represented by the product of the average shear rate and surface to
volume ratio). The error bars are 95% conﬁdence intervals.
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there are more possible sites for heterogeneous nucleation at
the glass−liquid interface, which makes the probability of a
nucleation event taking place after a particular time higher
when nucleation occurs heterogeneously as the critical cluster
size and therefore free energy barrier for nucleation are lower
according to classical nucleation theory.1 Therefore, higher
nucleation rates would be expected. Alternatively, as discussed
above, increased surface areas may also have enhanced the
aggregation or coalescence of mesoscale clusters, with the larger
clusters leading to more rapid primary nucleation. In either
case, inspection of the Couette walls after an experiment
suggested that some crystals grew on both the inner and outer
glass walls, supporting the idea that primary nucleation may
have occurred preferentially at surfaces.
Growth Times. Increased shear rates and surface areas
resulted in shorter growth times, as shown in Figure 8.
Shear Rate. Higher shear rates lead to more rapid transport
of the mesoscale clusters and thus more rapid aggregation or
coalescence of clusters, resulting in access to faster primary
nucleation pathways, as discussed above. Once primary
nucleation has occurred, higher shear rates are expected to
lead to faster secondary nucleation, and therefore shorter
growth times are observed.
Surface Area. The observed decrease of growth time with
increased surface area requires careful consideration. If multiple
crystals formed during the induction time, it would be expected
that the growth time would be shorter since these crystals
would each eventually undergo secondary nucleation. This
would lead to a more rapid increase in turbidity. With larger
surface areas, the chances of multiple crystals forming would
have been higher since nucleation occurs preferentially at
surfaces, and indeed we observe multiple crystals formed at the
glass walls at the end of our experiments.
To see whether it was likely that multiple crystals could form
through primary nucleation during the induction time, ﬁrst the
nucleation rates and growth times obtained using Jiang and ter
Horst’s model were analyzed to see whether they supported the
idea that multiple crystals may have formed. The product of
JVtg varied between 0.1 and 1.1, which was of a similar order of
magnitude to JVtn (tn is the nucleation time, which is equal to
the measured induction time minus the time taken for crystals
to reach a detectable level) values calculated (0.03−5.6). This
suggested that additional crystals may have potentially formed
through primary nucleation during the growth time.
■ CONCLUSIONS
The nucleation of glycine was investigated in supersaturated
aqueous solutions exposed to well-controlled ﬂuid shear under
isothermal conditions. A wide range of average shear rates (25−
250 s−1) and surface areas (2.5−10 cm2 per mL solution) were
used, and induction times were measured. Because of the
stochastic nature of nucleation, experiments were repeated
multiple times. Great care was taken to eliminate any seeding in
order to avoid secondary nucleation preceding the formation of
ﬁrst crystals through primary nucleation.
Induction times obtained under shearing were found to be
considerably lower than those in unsheared solutions. The
distributions of induction times were found to scale with shear
rate and surface area, and scaled equations were ﬁtted to the
scaled data with low errors. In situ DLS measurements
suggested that shearing caused the average size of mesoscale
clusters in the solutions to increase. Larger shear rates and
surface areas resulted in a faster rate of increase of average
cluster size. The increases in size were thought to be due to the
aggregation or coalescence of glycine mesoscale clusters.
In combination, the results suggest the following picture for
primary nucleation, subsequent crystal growth, and ensuing
secondary nucleation. The single dominant time scale (γȧvgA)
−1
indicates that the process is a surface-related phenomenon, and
furthermore, the dependence on shear rate suggests that shear-
induced and surface-assisted aggregation or coalescence of
mesoscale clusters appears to be crucial. The proposed
nucleation pathway in this system includes mesoscale clusters,
where primary nucleation is more likely to happen within larger
clusters, regardless of whether they are located at the glass−
liquid interface or in the bulk. Larger shear rates and larger
surface areas thus result in higher primary nucleation rates as
well as shorter growth times to reach detection.
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■ NOMENCLATURE
A = total surface area of glass in contact with the solution
c = concentration of glycine
c* = solubility of glycine
CIupper = upper average hydrodynamic radius 95%
conﬁdence interval from the cumulant analysis
CIlower = lower average hydrodynamic radius 95% conﬁdence
interval from the cumulant analysis
D = diﬀusion coeﬃcient
g2 (τ) = normalized intensity autocorrelation function
J = nucleation rate
N = rotational rate
n = number of data points used in the least-squares
procedure
P(ti) = cumulative distribution of nucleation times for the
Jiang and ter Horst model
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P(tscaled i) = cumulative distribution of scaled nucleation
times for the Jiang and ter Horst model
r = radial position
r1 and r2 = radii of the droplets to be coalesced
rin = radius of inner cylinder
rout = radius of outer cylinder
R2 = coeﬃcient of determination
Rh = hydrodynamic radius of particle
S = supersaturation
tg = growth time for nuclei to become detectable
ti = experimentally observed induction time i
tn = nucleation time
tscaled i = scaled experimentally observed induction time
V = solution volume
wi = weighting of point i
yi = experimental data point i (reciprocal of the average
hydrodynamic radius value from the cumulant analysis)
yi,f = ﬁtted value for point i
α = ﬁtting parameter
β = ﬁtting parameter
γ = total strain
γ ̇ = shear rate
γȧvg = average shear rate
η = kinematic viscosity
σi = standard deviation of transformed data
φ = collision frequency
ψ = scaling factor
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