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Abstract
Magnetic and thermodynamical properties of a system of spins in a honeycomb
lattice, such as magnetization, magnetic susceptibility and specific heat, in a
low-temperature regime are investigated by considering the effects of a Kekule´
scalar exchange and QED vacuum polarization corrections to the interparticle
potential. The spin lattice calculations are carried out by means of Monte
Carlo simulations. We present a number of comparative plots of all the physical
quantities we have considered and a detailed analysis is presented to illustrate
the main features and the variation profiles of the properties with the applied
external magnetic field and temperature.
Keywords: honeycomb lattice, magnetic susceptibility, specific heat, Kekule´,
Monte Carlo, vacuum polarization
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1. Introduction
Graphene materials are of a great deal of interest to scientists and engineers
from all fields by virtue of their unusual and important properties[14, 16, 15,
26]. The atoms in graphene are arranged in one flat honeycomb (or hexagonal)
lattice, so we investigated the effects of some topological deformations in a
honeycomb lattice to shed some light on the influence of the topology of the
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honeycomb lattice that could possibily be extended to the discussion in graphene
samples. In particular, the properties of graphene and graphene-like materials
have been deeply inspected from both experimental and theoretical approaches
by means of different methods (e.g. see [27, 41, 25, 39, 49] for recent reviews.)
One of the most interesting aspects of graphene, from a theoretical point of
view, is the close relation with Quantum Field Theory (QFT)[43, 20, 18, 35].
Such a connection has arisen due to the fact that the dispersion relation is
linear near the Dirac points (also called ”valleys”, and are the points where
the energy is zero). This behavior leads to the appearance of low-energy ex-
citations described by a 2-dimensional massless Dirac equation, with a much
lower counterpart of the speed of light, v (experimentally v ∼ c/300). The ap-
pearance of quantum anomalies in hexagonal network graphene-type systems
is a neat example of this connection [43]. There has been a number of stud-
ies addressing fundamental questions of QFT-quantum anomalies [43, 20], and
more recently on the relationship between QFT and fractional fermion number
[23, 24, 44, 51, 40, 38].
Real graphene surfaces are not perfectly smooth and their physical proper-
ties depend on the geometry the deformations, lattice imperfections and also
whether the structure has a hollow form, like a sphere, ellipsoid or a tube (i.e.
fullerenes and carbon nanotubes) [50, 18, 17].
In the work [2], Chamon discusses the possibility of describing the curvature
of a carbon nanotube with a U(1) continuous symmetry, and its implications,
related to the Kekule´ distortions in the graphene plane. These are natural oscil-
lations of the carbon bond lengths simultaneously stretching and compressing
in alternating bonds. His results were supported by [29] at the time. In Ref.
[23, 3, 3], this idea is developed in further details. In the work [24], Jackiw
and Pi describe how a distortion in a lattice (called Peierls’ distortion) can be
represented by a coupling of the Dirac field to a massive scalar field, which is a
measure of the lattice distortion. They associate this scalar field to the Kekule´
texture, as shown in the previous works of Chamon et al. in order to develop a
chiral gauge theory of graphene.
From the studies on vortex formation in [23], it comes out that a chiral
gauge theory for graphene [24] presents a spinor structure of fermionic zero-
mode (fermionic excitations zero energy), which is not modified by the addition
of a gauge vector potential chiral coupled with fermions. In fact such coupling
promote the idea of magnetic fields fictitious in graphene. This has yielded very
fruitful consequences both experimentally and theoretically in the description of
elastic deformations and the study of the formation of topological defects with
its influences on the electronic properties of graphene [37, 5, 6, 45, 19, 28, 31,
7, 49, 4, 13]
In experimental scenarios, it is possible to observe (by Landau levels mea-
surements) intense pseudomagnetic field (up to 300T) due to tensions in graphene
[31]. It is possible to measure, through a microscope of scanning tunneling,
Aharonov-Bohm interference due to local deformations in the network [7]. A
detailed study of gauge fields in graphene can be found in [49], in a approach of
elastic deformations, the emergence of topological defects in a curved environ-
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ment is represented by a low-energy Hamiltonian for graphene and some of its
effects on electronic properties are discussed [4, 13].
We have explored the idea that these surface imperfections can be described
by a scalar massive field and propose that this scalar is a massive propagating
degree of freedom that couples electrons and yields an effective interaction,
which is spin-dependent and exhibits a screening parameter, ξ, that is the mass
of the exchanged boson which we call from now on Kekule´ particle.
In this work, we have simulated the physical properties (specific heat, mag-
netization and magnetic susceptibility) at low temperatures in a honeycomb spin
lattice under the influence of the potentials given by the electromagnetic inter-
action with loop correction and also due to the exchange of the Kekule´ boson, in
order to account for the non-smoothness of the honeycomb lattice surface. To
realize this property, we obtained non-relativistic interaction potentials given
by the exchange of a Kekule´ particle in a quantum field-theoretic description.
The procedure to obtain such potentials from a Feynman diagram was initially
stated by Sucher and Feinberg [48, 47, 11, 46]. Essentially, the method consists
of examining a scattering via Feynman diagrams and performing a low relativis-
tic approximation on the scattering amplitude. It is shown that this procedure
yields the correct interaction potentials previously known, including Coulomb
interaction from electron-electron QED scattering, first-order relativistic cor-
rections (known as Breit potential and Gaunt-Moller potential) and Yukawa
potential. This method is explored in further details in the works by Dobrescu
and Mocioiu [8] and enhanced in the following works [12, 34].
By following this path, we are able to obtain the interaction potentials neces-
sary to simulate the physical properties of graphene that we wish to explore con-
sidering the electron-electron scattering mediated by the exchange of a Kekule´
boson. We also compared our results with the works of [42, 21], where the
specific heat and susceptibility of graphene were analyzed theoretically using
renormalization group and gaussian correction methods for low temperatures.
The paper is organized as follows. In Section 2, we describe our method
of calculations and state the Hamiltonian used in our simulations. Also, we
describe in details all the computational methods, the variables and the units
that were used. In Section 3, we present the results of our calculations and
discuss their general aspects. Finally, Section 4, we discuss the details and
features of our results, present our conclusions and discuss positive and negative
aspects of our attempts and the limitations of the simulations we have carried
out.
2. Method of calculation
Our model consists of a flat surface square honeycomb lattice of 288 sites.
Each site contains a non-itinerant spin, or a vector, that is free to rotate through
a fixed point continuously throughout all possible values in a solid angle of 4π
but not move among lattices. In other words, we allowed the point of the
vector to rotate as if it was inside a sphere, assuming possibly every point in the
surface of this sphere. The curvature of the surface is modeled in the interaction
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via the Kekule´ scalar. In each site, the magnetic moment interact with its
neighboring sites by Heisenberg-type and dipole-dipole-type interactions given
by the Hamiltonian (1) and also by a vacuum polarization correction potential.
In regard to the issue of quantum interactions among classical agents, we
would like to state that we try in this paper to propose and analyze new kind of
interaction potentials. These potentials were obtained by an underlying more
fundamental physical interactions between fundamental particles. Despite that,
these are long range potentials that can reach macroscopic extents and could
be present among interaction of classical spins. This is in the heart of the
method. The same process of obtaining these kind of potentials described in
previous references can also result in classical Coulomb potentials, for example,
when considered the quantum interactions of electrons mediated by a photon
propagator.
A similar approach was used another recent reference [52] in which they
perform an experimental investigation of the contribution of spin interactions
of nucleons inside a nucleus of 3He, which was theoretically proposed in the
same fashion and actually share some of the same references with our work,
concerning the process of obtaining these long range interaction potentials.
We have used the Monte Carlo method with the Metropolis algorithm [36,
30, 1]. It was chosen due to its capability to obtain an equilibrium macro-state of
a physical system with many coupled degrees of freedom (such as cellular Potts
Models and its generalizations, like the Heisenberg model) at a given temper-
ature T. We chose an initial micro-state and performed a very large number
of random transformations by a deterministic procedure until we achieve an
equilibrium macro-state. The initial micro-state was a parallel array of spins
arranged in the sites of a honeycomb lattice. We then randomly changed this
configuration and evaluated the change of the overall energy of this mew micro-
state and compared to the previous configuration. If ∆E > 0, this micro-state
replaces the previous one with a probability e−∆E/kbT . In a preliminary simu-
lation, we evaluated that the number of steps required to reach the equilibrium
state was in the order of n = 104 for each site in the lattice and we used this
number of steps in all of our calculations. The final state corresponded to the
stable configuration and was interpreted as the equilibrium macro-state.
Using the method described above, we obtained spin configurations, ther-
mal equilibrium magnetization, magnetic susceptibility and specific heat of the
chosen structure. The Hamiltonian for the computed system used was
4
H =− ~B ·
∑
<i,j>
~Si −

J ∑
<i,j>
~Si · ~Sj + J˜
∑
<i,j>
e−ξrij
4πrij
~Si · ~Sj


− ω
∑
i<j
(~Si · eˆij)(~Sj · eˆij)− (~Si · ~Sj)
r3ij
− ω˜
∑
<i,j>
(3 + 3ξrij + ξ
2r2ij)(
~Si · eˆij)(~Sj · eˆij)− (1 + ξrij)(~Si · ~Sj)
4πm2r3ij
+
α
r2ij
∑
i<j
(
1 +
α
4π
e−2mrij
(mrij)3/2
)
. (1)
The first term in the first line, the summation represents the coupling of spins
to an external magnetic field B. The terms inside the parenthesis represents the
ferromagnetic exchange between the nearest neighbors due to the exchange of
a photon and the Kekule´ scalar respectively, with coupling constants J and
J˜ . The second line is the dipole-dipole interaction due to the electromagnetic
interaction with strength ω. The third line stands for the dipole-dipole inter-
action due to the exchange of the scalar boson with strength ω˜. The fourth
line represent the second order electromagnetic loop correction. The ~Si’s are
the three-dimensional magnetic moments of unit length; eˆij stands for the unit
vectors pointing from the lattice site i to the lattice j and rij represent the dis-
tances between these lattice sites. The quantities ω and ω˜ may be regarded as
the coupling constants for the exchange term and the dipole-dipole interaction
respectively. The parameter ξ is the mass of the scalar boson and m is the mass
of the electron.
We assume that the external magnetic field is orthogonal to the plane of the
structure. The energy and the applied magnetic field are expressed in units of
the coupling constant J . The temperature is expressed in the units of J/kb,
where J is the magnitude of the coupling constant and kb is the Boltzmann
constant.
We obtain the magnetic susceptibility χ (in this case along the OZ-axis), by
using the Monte Carlo method, according to the expression
χ =
1
kbTN
(
〈m2z〉 − 〈mz〉
2
)
, (2)
where N is the number of spins in the system and 〈mz〉 is the mean magnetization
per spin in the z-direction. the specific heat C is obtained from the energy
fluctuations relation
C =
1
kbT 2N
(
〈E2〉 − 〈E〉2
)
(3)
where 〈E〉 is the mean energy per spin. For calculating the specific heat we used
B = 0.
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3. Results
After the general presentation of the Hamiltonian model we have adopted
to pursue our investigations, we can from now start off the presentation of the
calculations and the corresponding plots for the physical properties we are inter-
ested in, namely, the magnetization (Subsection 3.1), the magnetic susceptibility
(Subsection 3.2) and the specific heat (Subsection 3.3).
Since there shall be shown many graphs, we have made the option to cast
our comments and general discussions of the results we have found in the final
Section (Section 4) of our paper.
3.1. Magnetization
We show the results for the calculation of the magnetization in terms of the
applied magnetic field for different values of ξ
-1
-0.5
 0
 0.5
 1
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1  0  1  2  3  4  5  6  7  8  9  10
M
a
g
n
e
ti
z
a
ti
o
n
B
=0.00
 =0.50
=1.00
=1.50
=2.00
Figure 1: Plots of magnetization versus applied field for all values of ξ for Heisenberg term
only. (color online)
In this graph, we calculated the magnetization considering only the Heisen-
berg interaction. Notice that since there is no exchange of the Kekule´ particle,
we see only one magnetization curve. There is a full magnetization at about
an external field strength of ±2, meaning that all spins are aligned. There is
a positive magnetization of 0.46 in the absence of the external field and no
magnetization at a field value of around −0.3.
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Figure 2: Plots of magnetization versus applied field for all values of ξ, with dipole term
included. (color online)
When we include the dipole interaction, we see that the full magnetization
occurs at field values of −3 and 4. In the absence of the external field, the
magnetization is 0.19 and there is no magnetization at a field value of −0.5.
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Figure 3: Plots of magnetization versus applied field for all values of ξ, with first Kekule´ term
included. (color online)
As we include the first Kekule´ interaction term, we clearly see a distinct
behavior for the magnetization curve of different masses of the Kekule´ boson.
For higher values of ξ, the magnetization pattern is exactly like 2. We bring
the attention to the magnetization curve for ξ = 0. It has a magnetization of
−0.25 in the absence of the external field and zero magnetization for field values
of 0.4. For the next higher value calculated, ξ = 0.5, we see a behavior only
slightly different from higher values of ξ.
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Figure 4: Plots of magnetization versus applied field for all values of ξ, with second Kekule´
term included. (color online)
In this calculation, we have all the previous interaction terms and have
included the second Kekule´ term. The ξ = 0 line shows that for a massless
Kekule´ particle, the material becomes much less responsive to external magnetic
fields. We see a clearer differentiation between the higher ξ curves, but they
maintain the same behavior as in previous calculations. In order to become fully
magnetized for ξ = 0, we need to apply a field twice as high as for higher ξ in
both orientations.
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Figure 5: Plots of magnetization versus applied field for all values of ξ, with loop correction
included. (color online)
In this calculation, we have included the loop correction term to the previous
calculations. The influence of this interaction is clear mainly in the responsive-
ness to the external magnetic field. All curves need about twice the strength of
the external field in order to achieve a full magnetization. Also, all the curves
show a negative magnetization in the absence of external fields of −0.12 for
ξ 6= 0 and −0.08 for ξ = 0.
3.2. Susceptibility
Here we present the results of the calculations for the magnetic susceptibility
for all values of ξ.
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Figure 6: Plots of the magnetic susceptibility versus applied field for all values of ξ, with the
Heisenberg interaction. (color online)
We see the highest magnetic susceptibility at B = 0, with a small asymmetry
for negative and positive external fields, but vanishing quickly for field values
of |B| > 2.
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Figure 7: Plots of the magnetic susceptibility versus applied field for all values of ξ, with the
dipole interaction included. (color online)
When included the dipole interaction term, the results show now 2 peaks of
magnetic susceptibility, being higher for negative fields. Also, notice that the
strength of the susceptibility decreases 3 times in comparison to 6.
12
 %
 &.1
 '.2
 (.3
 ).4
 *.5
 +.6
-1, -9 -- -7 -6 -5 -4 -3 -2 -1  .  1  2  3  4  5  6  7  /  9  11
S
u
s
c
e
p
ti
b
il
it
y
 2
B
ξ=3.45
ξ=6.57
ξ=1.9:
ξ=1.5;
ξ=2.<=
Figure 8: Plots of the magnetic susceptibility versus applied field for all values of ξ, with the
first Kekule´ term included. (color online)
Here we have included the first Kekule´ interaction term to the previous cal-
culations. We clearly see a pattern of asymmetry for the peaks of susceptibility
for positive and negative fields, being different for all values of ξ. For the lower
values of mass ξ = 0 and ξ = 0.5, we see that the system responds more strongly
to positive fields than negative fields, but that response comes with the cost of
applying a stronger positive field than a negative field, e.g., the peak occurs at
B = 2.1 and B = −1.0 for ξ = 0. Also, we see a third small peak at B = 5 for
a massless boson.
For the higher values of mass ξ = 1.0 and ξ = 1.5, we see the pattern is
reversed in relation to the previous lower masses. The lowest peak of magnetic
susceptibility is seen for the highest values of ξ, while at ξ = 2.0 we can see only
one diffuse peak at B = −1 that drops sharply for B > 1.0.
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Figure 9: Plots of the magnetic susceptibility versus applied field for all values of ξ, with the
second Kekule´ term included. (color online)
Here we have include the second Kekule´ interaction term to the previous
calculations. Now the lowest susceptibilities are seen with the lower values of ξ,
a behavior opposite from 8 with a prevalence for negative fields. Again, we see
for the highest value of ξ = 2.0 what seems to be only one peak, in contrast to
2 peaks for all other values of ξ and what seems to be even 3 peaks for ξ = 0.
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Figure 10: Plots of the magnetic susceptibility versus applied field for all values of ξ, with the
loop correction term included. (color online)
In this calculation we have included the loop correction to the previous
calculations. Again, we see a shift in the pattern of peaks, now favoring the
positive field values, opposite of 9. We bring the attention that with the inclusion
of the loop correction, the curve for ξ = 2.0 now became very similar to the
ξ = 1.5 curve, showing 2 distinct peaks.
Also, we point out that in 9, we see for ξ 6= 0 that the peaks occur to very
low values of the external fields, about ±1. In 10, both peaks occur at much
higher values of the external field, B = −2 and B = 3.
3.3. Specific Heat
In this section, we present the results of the calculations for the specific heat
for all values of ξ.
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Figure 11: Plots of the specific heat versus temperature for all values of ξ, with only the
Heisenberg interaction. (color online)
We see here the results for the specific heat when calculated with only the
Heisenberg interaction term. We see a domain of a high specific heat, possibly
with two peaks, in the temperature region from 0 to 4. From this temperature
on, we see a tendency of increasing specific heat.
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Figure 12: Plots of the specific heat versus temperature for all values of ξ, with the dipole
interaction included. (color online)
In figure 12, we have included the dipole interaction term. We see only small
changes from 11, barely visible, that can be attributed to the randomization
procedure of the Monte Carlo method.
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Figure 13: Plots of the specific heat versus temperature for all values of ξ, with the first
Kekule´ term included. (color online)
Here we have included the first Kekule´ term to the previous calculations.
Now we can see a difference in behaviour from 11 and 12. The curve for ξ = 0
is shifted to the right in relation to the other ξ 6= 0 lines. Also, for ξ = 0 we
have a clear distinctive second peak in the specific heat in relation to the first
peak, while for ξ 6= 0 we have what looks like two peaks in the region T = [0; 4].
For all lines, we have the same increasing specific heat for T > 4, with stronger
oscillations.
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Figure 14: Plots of the specific heat versus temperature for all values of ξ, with the second
Kekule´ term included. (color online)
Here we have included the second Kekule´ term to the previous calculations.
We see only small differences from the previous calculation 13 and we assume
that they are consistent with fluctuations from the Monte Carlo method.
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Figure 15: Plots of the specific heat versus temperature for all values of ξ, with the loop
correction term included. (color online)
In figure 15, we have include the loop correction term to the previous cal-
culations. This have a great influence on the behavior of the specific heat. We
see now only one small, distinctive peak in the region T = [0; 4], arising ex-
ponentially from the lower values of T . In the region T > 4, we see only an
elevation in the line, which then has a decreasing pattern. This contrasts with
the increasing pattern in the same region in the previous calculations.
We would like to call the attention to the change in the vertical scale in figure
15. It states that the values of the specific heat are 233 times larger than in
previous calculations, indicating a strong influence of the loop correction term
to the specific heat.
This is in agreement with [42], which predicts a specific heat for low tem-
peratures proportional to Cv ∝ T
2/| lnT 2| with second order loop corrections.
4. Discussion and final considerations
We have shown that our proposed method of obtaining interaction potentials
from quantum field theory and using them to simulate physical systems provide
results that can be tested against experiment or compared to other theoretical
methods of evaluation. Also, the idea that we explored that the surface curva-
ture of the honeycomb lattice can be modelled by a scalar particle, which we
called Kekule´ boson, has show to provide differences in the calculated properties
that can be looked for in experiments.
In Section 3.1, we have shown that the mass of the Kekule´ particle influences
the interaction with the external magnetic field. We see in all the calculations
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that the higher the mass of the Kekule´ boson, the stronger the interaction with
the external field is, given all the possible configurations. Since the high mass
of the Kekule´ boson is related to the curvature of the lattice plane, we conclude
that higher curvatures or defects in the planarity of the lattice make the material
more subject to the influence of external magnetic fields.
We also see that there is apparently a limit to the value of ξ, or in other words
the curvature, can be. We see in figures 3, 4 and 5 that for values of ξ ≥ 1.5,
the difference in the magnetization curve is practically non-existent among those
lines, indicating that if we increase the curvature further (i.e. increase the mass),
we would have no additional changes to the interaction with the external field.
In relation to the contributions of the individual terms calculated, we con-
clude that the greatest contribution to the magnetization of the system comes
from the the dipole-dipole interaction, aside from the mass ξ. When this term
is introduced in the calculations (Fig. 2 and 4 the spins in each lattice interact
with each other in such a way that the external field required to promote a
full alignment of the spins in the system is 50% greater. As the external field
interacts with each site of the lattice, in return each lattice site interact with
each other in such a way that the more energetically stable state is the one in
which all spins are perpendicular to each other and not parallel. Thus, when
this interaction is turned on in our computations, we see an immediate increase
in the required external field necessary to align all the spins parallel to each
other and also to the external field.
We have shown that in our model, the calculations without the Kekule´ par-
ticle resulted in a slightly self-magnetic material, with a positive ordering of
spins without the influence of an external magnetic field (Fig. 1 and 2). When
the Kekule´ terms were included in the calculation (Fig. 3 and 4), there was also
an ordering of the spin states, but the direction depended on the mass value of
the Kekule´ particle. For low values of ξ, it showed an overall orientation in the
negative direction and for higher values it showed an overall orientation in the
positive direction. We could not probe for which value of ξ when the switch from
negative to positive occurs, neither for which value there is zero magnetization
due to a limitation in our implementation of the algorithm. Our results when
included the loop correction term (Fig. 5) showed only negative orientation of
spins for all values of ξ, meaning that these second order correction terms may
have a strong influence in the ordering of spins in the lattice. Since graphene
materials have also honeycomb lattices, we include some references in relation
to the highly debated question of intrinsic magnetic properties of graphene (e.g.
see the references [27, 32, 10, 9, 22, 33], to which our calculations propose al-
ternative scenarios.
For this type of calculation, our algorithm swept from higher values of the
external magnetic field to the lower values in constant steps. We also think that
this method for probing the magnetization of the sample could possibly show
a characteristic of a hysteresis curve for the magnetization, and this could also
explain the asymmetry for positive and negative values of the external field B
in for the magnetization.
Our method consider a variety of possible scenarios and possible answers in
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each case, but one other limitation from our code implementation is that we
rely on experimental input for the parameters used, therefore making it unable
to present definitive answers to such questions with high degree of certainty in
topics where there is a current debate in literature and experiment. On a positive
note, we see that our model is flexible enough to adapt itself in such way that
may contemplate the possible scenarios in the debate and give some physical
insight in the issue, considering that new interaction terms can be quickly turned
on or off in order to account for the physical description inquired.
In the calculations of the magnetic susceptibility, we have shown that each
term added to the calculation (magnetic dipole-dipole, Kekule´ and loop) changes
the susceptibility to an external field, corroborating with the previous results
of the magnetization. We see an overall asymmetry in the susceptibility due to
positive fields v. negative fields. This is seen both in the range of the existing
susceptibility as well as it’s intensity. This seems to indicate a preferential direc-
tion of application of the magnetic field. This seemingly preferential direction
depends directly on the mass of the Kekule´ particle, when it is included in the
calculations, and also on the magnetic dipole-dipole interactions.
As we have shown in Fig. 6, the strongest susceptibility occurs for very weak
fields, both in the positive and negative directions. As we increase the intensity
of the applied magnetic field, the susceptibility quickly decreases for negative
values of the applied field and about 50% slower for positive values of the applied
field before it goes to zero. When the dipole-dipole interactions are turned on
in Fig. 7, we still see a slower decrease in the magnetic susceptibility towards
positive applied fields. But there is a remarkable difference from only Heisenberg
interaction: it increases for weak fields before it decreases for stronger fields. It
seems that for weak applied fields, there is a tendency of the spins to respond
strongly to the field, as they tend get parallel to each other. This quickly
reaches a limit value as the sample increases in the magnetization (more spins
get parallel to each other), and to increase further the number of such parallel
spins, it must be applied a much stronger magnetic field.
This pattern remains when Kekule´ terms are added in 8. When the Kekule´-
dipole interaction term was added in 9, this pattern becomes extremely depen-
dent on the value of ξ. For ξ = 0, for weak fields we see again a preferential
direction towards positive applied fields. The susceptibility increases as the pos-
itive field increases, but decreases for negative fields. The spins align themselves
faster in the positive direction than in the negative direction. For |B| = 2, we
see a point of change. For negative values of the field, the spins become aligned
faster and for positive values of the field, the rate of alignment of spins reaches
a peak value. As we increase the value of ξ, this quickly changes, becoming each
time more symmetric around weak fields. For ξ = 2, we see another asymmetry
occurring. For weak fields, the rate of alignment of the spins increases for neg-
ative applied fields, and decreases for positive applied fields, never increasing in
the latter and reaching a peak value in the former case. Nevertheless, it still
decreases slower for positive applied fields than for negative applied fields. We
conclude that the curvature of the lattice plane sheet, or the degree of irregu-
larities, have a strong influence in the magnetic susceptibility of the sample.
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When we included also the second order loop correction term in Fig. 10, we
still see an asymmetry highly dependent on the value of ξ similar to 9, but as we
increase the value of ξ, the magnetic susceptibility pattern tends to maintain the
symmetry around weak fields, being virtually the same for ξ = 1.5 and ξ = 2.0.
We still see a preference for positive applied fields for high |B| values, but this
is not seen in weak |B| values. This shows that the loop correction effects can
be significant when considering this property. In a disclaimer note, we admit to
a limitation in our analysis that we can’t be sure if we have overestimated or
underestimated the loop correction term. The value of the parameter used was
obtained via energy optimization considerations and is by no means unique since
our calculations were not ab initio. The parameters used for the other terms
were chosen from a very limited range established using the same considerations
used for the loop term, all showing the same characteristics, therefore not posing
the same concern for the loop term.
For the calculation of the specific heat, we have shown that the magnetic
dipole-dipole interaction does not influence this property, as can be seen in Fig.
12 and Fig. 14. This means that the interaction among spins in the lattice,
both via exchange of photons or the Kekule´ boson, do not influence in how the
lattice stores thermal energy. In other words, the magnetic interactions do not
influence the lattice vibrations due to thermal fluctuations.
We saw in Fig. 11 and 13 that the specific heat is slightly dependent on the
value of ξ. We see a clear distinction of two regions in the calculations: one
with 2 high peaks until a value of approximately T = 4 and another where the
specific heat steadily increases with some fluctuations for T > 4. As we saw in
Fig. 13, the value of ξ shifts these patterns sideways. As we increase the values
of ξ, the patterns shifts to the left, but we see that this quickly reaches a limit.
For ξ ≥ 0.5, there are only very small changes in the intensities of the peaks
but no shifting in their value for T . We also saw that for ξ > 0, there is also a
higher definition of the first peak in comparison to ξ = 0. We did not probe for
a higher resolution in the values of ξ to determine the precise value of ξ where
this occurs in this work. Although, we see that the influence of the ξ reaches a
limit fast in the capacity to store thermal energy, being greater for lower values
of ξ and low values of T .
What came as a surprise to us in our calculations was the importance of
loop corrections in determining the specific heat of the honeycomb lattice, as
seen in Fig. 15. We see an exponential increase in the Cv for low values of T ,
which was not present in the absence of the loop term. This is consistent with
the works of Pei-Song et al. [42]. They calculated the specific heat of graphene
due to loop corrections for low temperatures using the renormalization group.
In their work, they predicted that the specific heat should have a temperature
dependence proportional to Cv ∝ T
2/| lnT 2|, which we have reproduced in our
model calculations. We have also shown that there is a second and less sharp
peak in the specific heat for values of T about two times larger than the first
peak. Both peaks have significant higher values than those shown in Fig. 11
and 13. We also saw that the steadily increasing specific heat is absent in Fig.
15, but this could be due to the difference in scale of the previous calculations.
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We intend to broaden the range of temperature in future works. We see that
the value of ξ has the same peak-shifting property as seen in Fig. 13.
The aforementioned work of Pei-Song et al. [42] also predicted the de-
pendence of the magnetic susceptibility for low values of temperature to be
Cv ∝ T/| lnT
2|. Our algorithm did not allow for such calculations, and we
could not test the authors’ prediction, although we have calculated this prop-
erty and its relation to the applied external magnetic field. We should be able
to improve on the algorithm in order to allow for this calculation as well.
The property of the specific heat has shown to have a very low interfer-
ence from the magnetic dipole-dipole interaction. Both with and without the
Kekule´ terms, the inclusion of the dipole-dipole type interaction has shown to
not change any characteristics of this property. The Kekule´ interaction alone
was seen to have some influence in the specific heat, mostly considering the
calculated values for the mass of the Kekule´ scalar. Other than that, it does
not alter the main characteristics of this property in relation to the Heinsen-
berg interaction alone. The parameter that mostly affects the specific heat is
the loop correction. It increases the value of the property by 233 times, single
out one peak value in contrast to two peak values in the T = [0; 4] region and
shows a second peak value in the T > 4 region with a decreasing value of the
property for T > 7. The very high peak value obtained in the T = [0; 4] region
corroborates with the results obtained by [42] using other theoretical methods
of evaluation for the same system.
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