Upwelling in the California Current System (CCS) sustains a productive ecosystem and is mediated by alongshore, equatorward wind stress. A decades-old hypothesis proposes that global warming will accelerate these upwelling favorable winds. Recent analyses provide empirical support for upwelling intensification in the poleward portion of the CCS. However, these studies rely on proxies for upwelling and are limited in their ability to distinguish anthropogenic forcing from internal climate variability. Here we estimate simulated changes in CCS upwelling from 1920 to 2100 using monthly output from a single climate model ensemble, where divergences among simulations can be attributed entirely to internal climate variability. Our projections suggest that CCS upwelling will become more intense in the spring and less intense in the summer as a result of anthropogenic climate change. Anthropogenic changes in upwelling will emerge primarily in the second half of the century.
Introduction
Upwelling in the California Current System (CCS) replenishes surface waters that are forced offshore through Ekman transport in response to equatorward ("upwelling favorable") alongshore winds (⃗ u a ) [Huyer, 1983] . These winds are mediated by an atmospheric pressure gradient between the North Pacific High (NPH) and Continental Low. The nutrient-rich upwelled waters serve as a fertilizer for phytoplankton, fueling populations of commercially valuable fish [Ryther et al., 1969; Rykaczewski and Checkley, 2008] ; thus, the response of CCS upwelling to climate change is of concern for future food security and the overall health of the ecosystem. Bakun [1990] suggested that the coastal upwelling process is sensitive to anthropogenic climate change, as coastal landmasses are anticipated to warm more quickly than the neighboring ocean. Bakun [1990] hypothesized that this increased surface temperature difference would intensify onshore-offshore pressure gradients and accelerate ⃗ u a . This hypothesis has spurred a number of investigations, which are reviewed by García-Reyes et al. [2015] . In summary, consensus has not yet been reached regarding historical trends in ⃗ u a , due to the short time series and noisiness associated with coastal wind data, as well as inconsistencies in researchers' temporal definition of upwelling seasons . However, for the CCS in particular, García-Reyes and Largier [2010] suggest a long-term increase in ⃗ u a for March-July from 1982 to 2008 along central California. Narayan et al. [2010] report some evidence of an annual increase in upwelling favorable alongshore wind stress ( a ) from 1960 to 2001 for much of California. Lastly, Sydeman et al. [2014] 's meta-analysis of 22 studies using modeled and observed wind trends over the past six decades finds significant agreement with Bakun [1990] 's ⃗ u a intensification hypothesis in the poleward portion of the CCS during the "warm season," which spans May-August. Rykaczewski et al. [2015] and Wang et al. [2015] used "ensembles-of-opportunity," composed of a number of global Atmosphere-Ocean General Circulation Models (AOGCMs) from the Fifth Coupled Model Intercomparison Project (CMIP5) to investigate climate change-induced trends in coastal upwelling in the major eastern boundary currents. In the CCS, Rykaczewski et al. [2015] find that a majority of CMIP5 models project a significant weakening of summertime a in the equatorward portion of the system, with nonsignificant change projected for the poleward portion. Only in monthly averages of April and May do they find a significant intensification of a . Wang et al. [2015] use Ekman transport at daily resolution (calculated via ⃗ u a and the standard 10.1002/2017GL072945 bulk aerodynamic formula) as a proxy for upwelling. The only significant change they projected is a trend of weakening Ekman transport in the Southern California Bight, with no significant change elsewhere in the CCS.
While previous studies have provided insight into the possible future of upwelling systems under climate change, such attempts have been limited in their ability to distinguish anthropogenic forcing from internal climate variability. This is because each CMIP5 model projection is influenced by anthropogenic forcing, internal climate variability, and model structure [Hawkins and Sutton, 2009 ]. Thus, in multimodel studies, the impacts of these three sources of uncertainty cannot be reliably distinguished [Solomon et al., 2011] . To address this concern, modeling institutions have begun to develop single model "large ensembles," which consist of numerous independent runs separated only by minor differences in their initial atmospheric state and run under a common radiative forcing scenario [e.g., Kay et al., 2015] . Because simulations with large ensembles use a single climate model and common emission scenario, disparities between simulations are attributed entirely to internal variability. Thus, using this experiment design, one can assess the magnitude of the forced anthropogenic "signal" relative to the "noise" of internal climate variability to provide a probabilistic projection of climate change impacts in a system with internal variability.
In this study, we will use a large ensemble that is forced by historical emissions and the RCP 8.5 radiative forcing scenario [Riahi et al., 2011] to address the impacts of anthropogenic climate change-relative to internal climate variability-on upwelling in the CCS over 1920-2100. We consider trends at a monthly resolution to avoid inconsistencies in the temporal definition of the upwelling season and investigate vertical velocity ( ⃗ w) to directly project changes to ocean upwelling rather than using a as a proxy. We are interested in examining whether anthropogenic impacts are expected to be "emergent" over the next century in the CCS, given potentially large internal variability in upwelling.
Data and Methods

Numerical Model
We utilize monthly output from 40 members of the Community Earth System Model Large Ensemble Project (CESM-LE), which is documented extensively in Kay et al. [2015] and further described in Lovenduski et al. [2016] . Each ensemble member begins from a slightly different initial atmospheric temperature in 1920, is subject to historical radiative forcing through 2005, and then RCP 8.5 radiative forcing is applied from 2006 to 2100 [Riahi et al., 2011] .
Output from this study was generated over the 1 ∘ × 1 ∘ Parallel Ocean Program version 2 (POP2) grid [Smith et al., 2010] , the ocean component of the CESM, which has a vertical resolution of 10 m through the upper 250 m, thereby resolving the Ekman layer. We use ⃗ w at 50 m depth as our primary metric for coastal upwelling. This differs from previous studies that compute a coastal upwelling index [Bakun, 1973] via cross-shore atmospheric pressure fields or consider a values as a proxy for upwelling intensity. Here changes in ⃗ w represent changes in upwelling due to both Ekman processes and the net onshore geostrophic flow of water [Marchesiello and Estrade, 2010; Jacox et al., 2014] . We assess the model's ability to represent the observed seasonal cycle in wind stress by comparing the long-term historical climatology of the CESM-LE surface ocean wind stress ( x , y ) to a observations in the CCS. Figure 1c displays our model domain, which represents a portion of the CCS. It spans from 30 ∘ N to 45 ∘ N and is split into northern, central, and southern regions, with boundaries between these regions at the model's representation of Point Conception (34.4 ∘ N) and Cape Mendocino (40.4 ∘ N) [Dorman and Winant, 1995; Jacox et al., 2014] . ⃗ w values were retrieved from the first offshore grid cell to establish a monthly time series for each region. Projections of x and y onto a line parallel with the given region's average coastline orientation were used in deriving a (see Figure 1c ). A monthly a index was computed by taking the area-weighted average of a for two grid cells in the cross-shore direction throughout the alongshore expanse of each region, to compensate for the weak winds caused by friction over the coastline [Small et al., 2015] .
Statistical Methods
To quantify change over time, an epoch difference was calculated from two 30 year periods, spanning 1925-1954 and 2071-2100. We began the historical epoch 6 years after the initiation of the model to avoid artificial reduction in the spread of the ensemble due to the memory of ocean initial conditions [Deser et al., 2012] . For each month and region, 40 individual epoch differences of ⃗ w -one for each ensemble member-were calculated. The ensemble mean epoch difference (X) was considered to be the forced signal. This is the component of change shared by all ensemble members due to external anthropogenic forcing. The standard deviation of individual epoch differences around that mean ( ) was considered to be the noise or the component of change due to internal climate variability. We compute a signal-to-noise ratio (SNR) for each case, where a SNR of 2 (equation (1)) or greater was deemed a statistically significant emergence of the forced signal through 2100, as derived from the t test assuming 95% significance [Deser et al., 2014; Thompson et al., 2015] :
We used a time of emergence (TOE) analysis to quantify the specific year in which a statistically significant forced signal is expected to emerge for a given month and region. Following McKinley et al. [2016] , we computed linear regressions on ⃗ w for each month and region in each simulation for cumulative 5 year intervals (i.e., 1920-1925, 1920-1930, 1920-1935, …, 1920-2100) . We considered the TOE to be the last year of the interval in which the SNR exceeded a value of 2 for that interval and all subsequent intervals.
We approximated the minimum number of simulations required to reach a 95% confidence level in our detection of the forced signal for each month and region (N min ). If N min was found to be larger than 40 (the number of simulations available in the CESM-LE), we excluded that month and region from our analysis. We computed N min following the methodology outlined in Deser et al. [2012] 
(2)
Wind Stress Observations
To evaluate model skill in representing historical climatological a , we use data from Nelson [1977] , which provides 1 ∘ × 1 ∘ monthly fields of surface wind stress in the CCS from approximately one million shipboard observations over 1857-1972. a magnitudes from the first offshore grid cell were averaged over the aforementioned northern, central, and southern regions to produce a historical climatology of the region.
Results and Discussion
The historical climatologies of modeled ⃗ w and a for each region are displayed in Figures 1a and 1b , along with observational climatology for a from Nelson [1977] . Ensemble variability in both ⃗ w and a is small in all regions across each month in the CCS (as illustrated by the spread of individual circles on each panel), as the 85 year averages provide a robust estimate of the model's mean climate in the three regions. Each region displays a distinct seasonality in both the onset and intensity of ⃗ w (Figure 1a ): the southern region exhibits persistent annual, low-magnitude upwelling; the central region exhibits positive upwelling . Light red and blue dashed lines indicate a 25% increase and decrease in vertical velocity, relative to the historical mean, respectively, and dark red and blue dashed lines indicate a 50% change relative to the historical mean, respectively. Note that the y axes differ in each case to highlight the magnitude of ensemble spread.
beginning in March and ending in October, with a relatively moderate and stable magnitude of ⃗ w; and upwelling in the northern region begins latest-in April-but displays the highest magnitude upwelling that peaks in July and dissipates in October.
Modeled a displays similar seasonality as ⃗ w over each region (Figure 1b ). Further, observed winds show reasonable agreement with the seasonal progression of the model in both onset and magnitude. Such an agreement suggests that (1) despite having a coarse spatial resolution, the CESM-LE captures the seasonality and magnitude of upwelling favorable a ; and (2) we have chosen regions characterized by distinct seasonality in alongshore winds [Huyer, 1983] . Figure 3a , with the ensemble mean (forced signal) depicted as the black line and the spread of ensemble members in varying shades of gray. Note that the y axis scales are different for each subplot to highlight ensemble spread. We find that the forced signal does not progress linearly through time, where there is near-zero change to the system for roughly 80 years, followed by a trend of increasing or decreasing ⃗ w (Figure 2) . Also depicted is the high magnitude of internal variability in ⃗ w. For instance, the northern region in April is a climatologically active upwelling zone (Figure 1a ), but there is at least one simulation for nearly each year of the time series that models downwelling during this time, as seen by the outer gray band extending below the zero-upwelling line (Figure 2a ). Further, one can see a meridional dependency in the magnitude of internal variability. The northern region has large internal variability, with an average ensemble spread of 0.32 m day −1 and 0.23 m day −1 in April and September, respectively (Figures 2a and 2b) . On the other hand, the spread between ensemble members in the central and southern regions is more modest, with a value of 0.15 m day −1 in the central region (Figure 2c ) and 0.09 m day −1 in the southern region (2071-2100 -1925-1954) in ⃗ w by month and region. Black dots denote significant change, where the signal-to-noise ratio is greater than 2 (equation (1)), and hatching indicates that there are not enough ensemble members to detect significant change (equation (2)). (b) Year when forced change in ⃗ w is detectable by month and region, per methodology outlined in section 2.2. Black boxes denote that the change in upwelling is not detectable before 2100.
( Figure 2d ). Internal variability increases in the poleward direction for every month (Table 1) . Intuitively, these plots suggest a relatively late TOE for each case: the forced signal varies little until ∼2020, with a large degree of variability across simulations.
We display the results of our SNR and TOE analyses in Figure 3 . Browner shades in Figure 3a indicate a forced intensification of upwelling (positive change in ⃗ w), while bluer shades indicate a relative weakening of upwelling (negative change in ⃗ w). Dots identify cases where the forced signal is expected to be emergent over the length of the time series (equation (1)), and those with hatching are excluded from the analysis as there was less than 95% confidence in the forced signal (equation (2)).
We discover a pattern of intensified ⃗ w in the spring and a reduction of ⃗ w in the summer (Figure 3a) . The forced intensification is only significant in the northern region in April and in the southern region in June, while the forced reduction is significant in much of the summer in the central and northern regions and part of the summer in the southern region. The central and northern regions exhibit a more coherent pattern of seasonal change than the southern region across ensemble members. In other words, the southern region does not have as clear a shift between spring intensification and summer reduction of ⃗ w at a monthly resolution. We find the highest uncertainty in the forced signal in the winter months, as denoted by hatching. Raw values for the forced signal, internal variability, SNR, and N min can be found in Table 1 . Figure 3a illustrates that the sign of significant change in ⃗ w can be seasonally variable but is more likely to result in weakening, rather than intensification, of upwelling. By averaging across warm seasons or the annual cycle, one may miss finer-scale temporal changes to the system. Figure 3b displays the TOE for each month and region, with warmer colors denoting a year of emergence closer to 2100 and black expressing that the change in ⃗ w is not detectable prior to 2100. Here we project that the forced signal will not be emergent in statistically significant month-region pairs until the latter half of this century (Figure 3b ). We find the earliest emergence of intensified ⃗ w to be in 2055 in the southern region in June and the earliest of reduced ⃗ w to be Table 1 . The 30 Year Epoch Differences (2071 -2100 -1925 -1954 in 2050 in the southern region in August. No significant forced change in the northern region is expected to emerge until 2080 or later (Table 1) .
As highlighted earlier, studies such as Bakun [1990] , García-Reyes and Largier [2010] , Narayan et al. [2010] , suggest that observed historical trends in CCS upwelling may be the result of anthropogenic climate change. However, we find that such trends are unlikely to be distinguishable from internal variability until the second half of the 21st century. To better illustrate this point, we investigate the role of internal variability over the CCS based on linear trends of ⃗ w during the upwelling season spanning April-September from 1946 to 1988, the same time period used by Bakun [1990] , in Figure 4 . The first column is simply the linear trend over the aforementioned time frame for the given simulation, i.e., it can be considered the total trend that would be experienced in the "real world." We then decomposed the total trend into its internal and forced contributions, as seen in the second and third columns. To do so, we subtracted the ensemble mean (displayed in the third column) from each individual trend to estimate the contribution of internal variability to the total projected trend.
Simulations S02, S14, and S07 are individual, independent runs that were selected from the ensemble to illustrate that internal variability is the dominant factor in determining trends over multidecadal historical time scales (Figure 4 ). S02 exhibits a positive trend in upwelling that could be interpreted to be consistent with the hypothesis of Bakun [1990] , as we see a general intensification of ⃗ w along the entire coastline of the CCS. S14 shows a mixed response with latitude, with an intensification in the poleward portion of the CCS, and a weakening in the equatorward portion. S07 depicts nearly the opposite of S02, exhibiting trends of reduced upwelling along the entire coastline of the CCS. We also note variability in trends of offshore, curl-driven upwelling. Overall, we find that internal variability plays a dominant role in the direction and intensity of 40 year historical trends in ⃗ w over this time period. Qualitatively, we can see this by considering that the forced signal in Figure 4a is small in comparison to the total trend (the total trend is largely reflective of the internal trend). Quantitatively, in Figure 4b , we calculated the SNR for the CCS over this time period, resulting in a SNR < 1 everywhere in the domain. We would expect much higher values, an SNR of ≥ 2, if these historical changes were the result of external forcing [Deser et al., 2014] . This suggests that the aforementioned studies could have potentially attributed trends of intensifying a to external forcing, when they were instead the result of multidecadal climate variability.
Internal variability is expected to be large enough to obscure the forced signal during many months of the year, even through the end of the 21st century; this is particularly evident in winter and spring (Figure 3a) . Throughout the summer, the forced signal is expected to be strong enough to emerge from the noise of internal variability by 2100 ( Figure 3a ). However, multidecadal climate variability is still large enough to obscure clear identification of the forced signal until after 2050 in months and regions with significant changes due to external forcing ( Figure 3b and Table 1 ). We also note that at a monthly resolution, the sign of change in ⃗ w is seasonally variable (Figure 3a) . This is most evident in the northern region, where we project a significant intensification of ⃗ w in April, followed by significant weakening throughout much of the summer. There are a number of physical mechanisms that might lead to changes in upwelling rates. The major contributors are likely the following: (1) thermal stratification of the upper ocean, which would inhibit vertical mixing throughout the CCS [Di Lorenzo et al., 2005; Gruber, 2011; Bakun et al., 2015; García-Reyes et al., 2015] ; (2) changes to large-scale atmospheric circulation, such as the poleward expansion of Hadley circulation and shifts in the location of the NPH, which would alter local winds and wind stress curl [Lu et al., 2007; Yin, 2005; Rykaczewski et al., 2015] ; and (3) climate-driven changes to remote ocean forcing, e.g., changes to tropical Pacific variability which would affect the influence of coastally trapped waves on upwelling [Engida et al., 2016; Timmermann et al., 1999; Collins et al., 2010] .
We find two important changes in the phenology (amplitude and phasing) of CCS upwelling [Bograd et al., 2002 [Bograd et al., , 2009 : (1) a more intense spring transition, which may influence top predators in the ecosystem, and (2) a reduction in total seasonal upwelling, which is likely to impact lower trophic biota ( Figure S1 in the supporting information). One phenological event is the spring transition, during which the shift from winter downwelling to spring upwelling induces a dynamical and biological response within weeks [Lynn et al., 2003] . We cannot quantify expected changes to the exact onset day of seasonal upwelling, due to the 10.1002/2017GL072945 temporal resolution of our output. However, we do find that 85% and 93% of simulations project a more intense shift between February downwelling and March upwelling in the northern and central regions, respectively. Variability in the intensity of springtime upwelling has been associated with changes in the productivities of particular populations in the CCS. Earlier transitions to the upwelling season may act to increase the availability of prey for many seabirds and fishes, particularly those with life-history characteristics (e.g., spawning, egg laying, and chick rearing) with high energetic demands during late winter and spring [Black et al., 2011; Thompson et al., 2012; García-Reyes et al., 2013] . However, some top predators are more sensitive to upwelling variability in summer and may not exhibit relationships with the timing of the spring transition [Black et al., 2011] . On the other hand, a reduction in total seasonal upwelling would not necessarily inhibit primary production in the CCS. Moderate levels of upwelling have been suggested to be optimal for nearshore productivity [Cury and Roy, 1989; Botsford et al., 2003; García-Reyes et al., 2014; Jacox et al., 2016] . This is because more intense alongshore wind stress (and thus upwelling) leads to localized deep mixing and offshore advection of lower trophic biota. Thus, a lengthening and "flattening" of seasonal upwelling, which is particularly evident in the northern and central regions ( Figure S1 ), might lead to enhanced nearshore productivity. Changes in productivity will also be dependent upon the characteristics of future source waters [Bakun et al., 2015] . Although thermal stratification might reduce the depth from which waters are upwelled [Chhak and Di Lorenzo, 2007] , model projections have suggested that these effects may be counteracted by enhanced nitrate concentrations in source waters [Rykaczewski and Dunne, 2010] .
Our conclusions are subject to a few caveats. The spatial resolution of the CESM-LE at 1 ∘ × 1 ∘ is more coarse than the typical ∼10 km scale of coastal upwelling. However, the CESM-LE is the best available experiment design for assessing internal climate variability at the time of publication. Further, we expect the coarse ⃗ w from the AOGCM to be broadly representative of combined coastal and curl-driven upwelling processes within the nearshore grid cells [Wang et al., 2015] . Lastly, we assume that the model has a reasonable representation of the seasonality and magnitude of ⃗ w, as there are no observational data sets available of ⃗ w with which to evaluate the model. However, we mediated this concern by indirectly evaluating the modeled upwelling processes through the comparison of the CESM-CAM5 a with an observational data set of a .
This study showcases the need to consider the impacts of internal climate variability on future upwelling in the CCS. Furthermore, studies analyzing changes to the CCS at a daily or monthly resolution-rather than averaging across seasons or the annual cycle-may highlight finer-scale changes to ecosystem structure that may arise due to both cross-shore and alongshore variability in the CCS. Lastly, as more modeling institutions develop large ensembles and make their output publicly available, a multimodel ensemble of large ensembles will allow one not only to assess the influence of internal variability on our ability to identify long-term change in CCS upwelling but also to investigate the sensitivity of projected upwelling changes to model structure.
