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In [5] and [6] operators or subspaces in Hilbert spaces are described by means 
of Besselian-Hilbertian bases so as to be applicable directly to ordinary dif- 
ferential operators. The aim of this note is twofold: Firstly, we show that certain 
main results in [5] and [q are carried over when underlying spaces are Banach 
spaces provided that certain subspaces are complemented and are isomorphic 
to separable Hilbert spaces. Secondly, we introduce complementary boundary 
conditions for closed linear manifolds, which are applied to nonhomogeneous 
boundary value problems for abstract operators. 
Unexplained terminology and notation will be the same as [6]. Let X, and X2 
be Banach spaces over C. The Banach space of all continuous conjugate linear 
functionals on X, is denoted by XF. 
Let T be a linear manifold in Xi @ X2, and let T+ be one in X,i 0 X;i. Then 
the annihilatar TL of T, the adjoint T* of T, the preanihilatar IT+ of T+, and 
the preadjoint *T+ of T+ are defined as follows: 
*T+ = J(lT+), T* = J(Tl). 
The domain, S?(T), of T is defined by 
G’(T) ={u,EXJ(U,, a,) E T for some u2 E Xi>. 
If a, E 9(T), then 
T(u,) = {a2 E X2 j {uI , u,l, E Tl. 
I,” is the Hilbert space of all 1 x N constant complex vectors 01 such that 
OLOL* < GO .Thus lzN = 62,” if N < co, = l2 if IV = 00. By a boundary operator 
we mean a bounded linear operation from a Banach space onto ZzN. 
In extension theory of subspaces (closed linear manifolds) in Banach spaces, 
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boundary operator and Green’s formulas play an important role. Thus in Sect. 1 
we will show how to construct boundary operators and Green’s formulas. In 
section 2, we study extension theory of closed symmetric operators in Banach 
spaces. The idea of symmetric operators in Banach spaces was introduced and 
studied in [2]. But we will study this problem in a different method, and also 
allow for certain subspaces to be infinite dimensional. 
In section 3 we introduce complementary boundary conditions for subspaces, 
and generalize some works in [3] to an abstract setting. Nonhomogeneous 
boundary-value problems for abstract operators are also considered. 
1. BOUNDARY OPERATORS AND GENERALIZED GREEN'S FORMULAS 
Throughout this section Xr and Xa are Banach spaces. 
THEOREM 1.1. Let T,, C T1 be closed linear manifolds of X, @ X2 such that 
T,/T, is isomorphic to l,lv. Let (4, i T,, 1 1 <j < hr) be a Besselian-Hilbertian 
basis for TJT,, , and let (a, 1 1 < j < N} be one for (TJ T,,)*. Then the N x h’ 
matrix, whose (k, j)-entry is 01,(q$J, is a non-singular Hilbert matrix. 
Proof. Let B be an isomorphism from T,/T,, onto 12”. Define a semibilinear 
form <, > on VI/To) 0 (TJTJ by 
(ci, b) = B(d) (B(b))* 
for ci E a 4 TO, b = b q T,, , a E T1 , b E T1. Then ( , : is an inner product 
in T,/T,, and (Tl/To, < , .) ‘\ is a Hilbert space. Let 4, E TJT,, such that 15,(b) = 
(b,i),) for all ~ETJT,,. Now, (diI 1 <j<N} and {QjI 1 <j<N} are 
Besselian-Hilbertian bases, briefly BH bases, for T,/T,, . By Theorem 1.7 in [5], 
((4, , 4,)) is an hT x hr non-singular Hilbert matrix. Now the result follows at 
once because <q$ , 4,) = E,(#J~). 
In the following we show how to construct boundary operators. Notice that 
the functionals underconsideration need not beassociated co-ordinate functionals. 
The proof follows from Proposition 1.5 in [5] and Theorem 1 I .l in [8], p. 338. 
PROPOSITION I .2. (I) Let T,, C T1 be closed linear manifolds of X1 @ X2 such 
that T,/T,, is isomorphic to liv. If {{atl, Q} 1 1 < j < N} is a BH basis for (TJT,,)+, 
then the map {a, , 4 t-+ (Ejl(aJ + &2(a2))1,hl defines a bounded linear operator 
from T1 onto lzN whose kernel is T,, . 
(II) Let T1 C X, @ X2 be a subspace. If {{q , 01,~) 11 <j < N < 03) is a 
subset of Tz such that {a,, a2} w (S,l(al) + “_y,2(a2))1xI\, de$nes a bounded linear 
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operatorfrom TI onto 12~“, then T,/ TO is isomorphic to I?” and {{a,I , ale} 1 1 <j <N] 
is a BH basis for (T,/T,,)* where 
To = Ch , a?} E Tl I ajl(al) + +(ag) = 0, 1 < j < Nj. 
In the following we give a necessary and sufficient condition for a certain 
infinite dimensional space is complemented. 
PROPOSITION 1.3. Let G, C G, be closed linear man$olds of X; @ X2 such 
that GO is isomorphic to 12”. Let [(/3,I , Is,,) 1 1 <j < N} be a BH basis for Gz. 
Then GO is complemented in GI 1% and only if there exists an extension {b,, , p,,> E 
Gf of (P,l, /3,,] such that EL, I /&(al) i- j?j2(a2)lz < co for all [a,, a:] E Gl . 
Proof. The “only if” part is immediate. As for the “if” part, let {{Q , a,& / 
I <j < Sj be a subset of G,i such that {qi , qa}, 1 < j < :\I, are the associated 
coordinate functionals with respect to a given BH basis {d, / I <j < N} for GO . 
If o[ and /3 are the 1 x N vectors whose jth entries are (a,i , a,a> and {fijl , flj2) 
respectively, then /3 = ~xD for some -V x N nonsingular Hilbert matrix D 
(Proposition I .5 in [5]). By Banach-Steinhaus theorem the map 
defines a bounded linear operator from G, onto G, where CD is the 1 x N 
vector whose jth entry is 4, . It is now easy to check that the above map is a 
projection from G, onto G, , and so G, is complemented in G, . 
In the following we will give a neceassary and sufficient condition for a certain 
space to be direct sum of subspaces. This is characterized by means of BH bases. 
The corresponding result in finite dimensional cases is well-known. 
THEOREM 1.4. Suppose that T,, C TI are closed linear manifolds in AYI $1 S, 
such that T,/T, is isomorphic to &.“, and let (p, + T,, 1 I < j < :V) and (a, 1 
1 < j :< ;V] be BH bases for T,!T, and ( TI ! T,,)* respectively. Let M and A? 
be the linear closure of (4, I I sz j < -V) and [s, I I :< j 5; X) respectively. 
Here each 8, is an extension of a, to XT @ XF. Then 
(1) TO = TI n *(/(, A!)), T; = T,,r n JZ’:. 
(11) TI is the direct sum vf T,, and M $ (4, 1 I 2, j 2:;; nrj is a BH basrs 
for AI. 
(III) T,* is the direct sum qf TF and J(A’) <$ {Z, ~ I -5 j >< Xj is a BH 
basis -for .A?‘. 
Proof. (I) is straight forward. (II). Assume that {$, I s< j .c 11-1 IS a BH 
basis for Al. Let {Y,~ , rj2j E (T,jT,)* (1 < j <I X) be the associated coordinated 
functionals with respect to [$, q T,, 1 I sz j ::z -Vi, and let [,13,i , /3,2) E M* 
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(1 < j < N) be ones with respect to (& 1 1 < j < N}. Then {y3i , yjz} = {/Iii , &} 
on M, and 
N 
1 I Y,l(%) + Y&+)l” < co 
3=1 
for all (a, , a*} E Ti . Thus using the same method which is used to prove 
Proposition 1.3, there exists a projection9 from T1 onto M with the property that 
a-i(O) = TO . Thus TI is the direct sum of T,, and M. Assume now that TI 
is the direct sum of T,, and M. Let 9’ be a projection from TI onto M. Let @ 
be the operator from T,/T,, into M defined by @(u -& T,,) = .9(a). Then @ is 
an isomorphism onto M, and so {& / 1 6 j < N} is a BH basis for M as {& q TO 1 
1 <j < N} is one for TJT, . This proves (II). (III) follows from (II) as T,,-‘-/T,l 
is isometrically isomorphic to (T,/T,)*. 
The following is an analogue of Proposition 1.2. 
PROPOSITION 1.4. (I) Suppose that TO C TI are subspaces of Xl @ X2 such 
that T,/T, is isomorphic to 12N. Let {{4jl , $,2} r T,, 1 1 <j < N} be u BH basis 
for TJT,, . Then the map 
defines a w*-continuous linear operator from T,* onto lzN whose kernel is Tf. 
(II) Suppose that T,,+ C T,+ are w*-closed subspace of XT @ Xz such that 
T,+/T,+ is isomorphic to lzN. If {{& , &} q *T,+ j 1 <j ,< N} is a BH basis for 
*To+/*Tl+, then 
Moreover, the map {b, , b,} H (bp(&) - bl(4jl))lxN deJines a w*-continuous 
linear operator from T,+ onto lzN whose kernel is T,,+. 
(III) Suppose that {{& , +& I 1 <j < IV) (N < 03) is a subset of Xl @ X, 
such that the map 
defines a w*-continuous linear operator from T,+ onto I,“. Then 
is a w *-closed subspace of T,+ such that T,+/ T,,+ is isomorphic to IzN, and {{CjI , q$,} 4 
*T,+ I 1 <j < N} is a BH basis for *T,,+/*T,+. 
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In the following we show that operator part of a subspace always exists 
provided that the multi-valued part is isomorphic to a separable Hilbert space. 
This extends Theorems 3.1 and 3.4 in [2] to infinite dimensional cases. 
PROPOSITION 1 S. (I) Let T be a subspace of X, @ X2 and put T, = (0) @ 
T(0). Suppose that T(0) is somorphic to I, 1”. Let {Q 1 1 <j < N} be a BH basis 
for (T(O))*. Then 
(i) T is the direct sum of T, and T, where 
T, = {h , ~,}~T~~lj~(ap)=O,l~j~N}. 
In particular, T, is an operator part of T. 
(ii) Let C& c XF be an extension of aI2 , and let AZ be the linear closure of 
{& ) 1 < j < N). Then 
T, = T1 n *(A%!~ O(O)). 
In particular, T,* is the direct sum of TF and (A‘, @ (0)) $7 (~2,~ 1 1 <j < N} 
is a BH basis for A+?‘, . 
(II) Let T+ be a w*-closed subspace of X,i @ Xz. Let T,+ = (0) @ T+(O). 
Suppose that T+(O) is isomorphic to l2 N. Let (01,~ / I <j < N> be a BH basis for 
T+(O). 
Suppose further that there exist 4,1 E X, such that 
CQ(&) = 2jkj (1 < k, j < N, (6 = Kronecker delta). 
Then 
(i) T+ is the direct sum of T,+ and T,+ where 
T,+ = {{bz , 6,) E T+ 1 bl&) = 0, 1 <j < N}. 
In particular, T,+ is a w*-closed operator part of T+. 
(ii) T,+ = T+ n (M, @{O})* 
where M1 is the linear closure of {& 1 1 < j < N>. 
In particular, *T,+ is the direct sum of * T,+ and 
(Ml 0 (0) i#{& j 1 ,( j < N} is a BH basis for Ml . 
Proof. (I) (i) Let {$,e j 1 < j < N} be a BH basis for T(O), and&, (1 <j < N) 
be the associated coordinate functionals with respect to {& I 1 < j < N}. 
Then 3 defined on T by Y({a,, az}) = (0, x,i”=, &(aJ&} is a projection from T 
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onto T, , and so T is the direct sum of T, and S-l(O). However, S-i(O) = T, . 
(ii) follows from Proposition 1.4 together with (i). (II) (i) Let q3 E (T+(O))* 
(1 <j<N) be th e associated coordinate functionals with respect to (01~~ 1 
1 <j < N}. Then bl(&) = qr(bi) for b, E T+(O). Moreover, the map b,~ 
MM)lXN defines a w*-continuous linear operator from T+(O) onto Z2”, which 
is one-to-one. Now the operator B+ defined on T+ by 
is a projection from T+ onto T,+, and S+-‘(O) = T,+. 
(ii) The first part is immediate. Assume that {#~,i 1 1 <j < N} is a BH basis 
for kfi . Then Cy=, &,i(ai)$~i converges to a,. Clearly &Zi @ (0) C *T,+. Now 
the map B defined on *T,+ by 9((a, , a,}) = {xy=, &jl(Ul)4jl , 0) is a projection 
from *T,+ onto Ml @ (01, and so *T,+ is the direct sum of *T+ and (1Mi @ (0)). 
Suppose now that *T,+ is the direct sum of *T+ and (Mi @ (0)). Note that 
*T,7t/T+ is isomorphic to Mi @ {0}, and T+/T,+ is isomorphic to J(*T,+/*T+)*. 
Now, the functions (c~ii , 0} ,..., (ayN1 , 0} restricted to *T,+ is a BH basis for 
(*T,+/*T+)* as ((0, an} i- T,+ 1 1 <j < N} is a BH basis for *T,+/*T+. Thus 
{(& , 0} 1 1 < j < N} is a BH basis for 1Mi @ (0). 
The following is an extension of Theorem 1.7 in [Sj. 
THEOREM 1.6 (Generalized Green’s formula). Suppose that T, C Tl are 
subspaces of X, @ X2 such that T, is complemented in Tl and T,/T, is ismorphic 
to 12”. Let B and B+ be the operators. 
such that (i) B is bounded, onto, B-l(O) = T, , (ii) B’ is w*-continuous, onto, 
B+-l(O) = Tl*. Then there exists a unique N x N non-singular Hilbert matrix C 
such that 
6&z,) - b,(q) = &B(a) C(B+(b))* 
for alla = {a, , u2j E Tl , b = (6, , b,j E T,*. If, in addition, Xl = XT, X2 = XF, 
TL = T$ and B = B+, then C = C* 
Proof. Let Tl be the direct sum of T,, and a subspace MC Tl . Then M is 
isomorphic to lzN. Let B(#j),= e, , 1 < j < N, where {ej} is the standard 
orthonormal basis for lzN. Then (4, / 1 <j < N} is a BH basis for M. Let 
(a, 1 1 <j < N} be the associated coordinate functionals in kli associated with 
(4, / 1 .< j < N). Since Mr is isomorphic to Tol/Tll, there exists an extension 
s, E XT @ X,i of 0~) such that(2, & T,I ] 1 < j < N} is a BH basis for T,l/T,l. 
Let k! be the linear closure of (Z, 1 1 <j -< N}. Then (& 1 1 < j < N} is also a 
409/73/2-4 
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BH basis for A!, and T$ is the direct sum of TF and J(A). Now the map 
@2 Y bll (--b,(h) + U~~i2))1XN defines a w *-continuous linear operator 
from Tz onto lzh’ whose kernel is TF. Here 4, = (& , &). It follows from 
Proposition 1.5 in [.5] that there exists an N x N non-singular Hilbert matrix D 
such that 
for all b = {6,, 6,: E T,*. 
Take any a = {a, , az} E TI , b = (ba , b,j E Tz. Then 
for some a, E To , 6, E TF. Here @ is the 1 A N vector {#,}, and E is the I x N 
vector whose jth entry is Z, . Then it is easy to check that 
b2(u2) - b,(q) = iB(a) CL?+(b)* 
with C = iD*. This proves the first part. The second part follows similarly. 
The following theorem was proved in essence in Proposition 2.3 and Theorem 
3.1 in [5] because we are assuming that To is complemented in TI and T,/T, is 
isomorphic to a separable Hilbert space. 
THEOREM 1.7. Let To , TI , B, Bi and C be the same as in the jirst part in 
Theorem 1.6. Let 
T = {u E TI 1 PC*(B(u))* = Or,&, 
T = {u E T,* / PC(B+(b))* = O,&. 
Here P and P are m x N, @I x -V normalized Hilbert matrices where m < :V, 
iii < N. Then 
(i) T is closed, and any closed linear manifold T between To and TI is obtained 
us the above by some m x N (m < IV) normalized Hilbert matrix. 
(ii) T is a w*-closed linear manifold, and any w*-closed linear manifold T 
between T: and T$ is obtained as the above by some @i x N(rE ,< N) Hilbert 
matrix P). 
(iii) T == T* if, an d only ;f 1,” is the orthogonal direct sum of (PC*) and ::P‘~ .
(iv) Assume further that X, = XT, X-, = XT, I; = Tz, B = B+. Then 
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T C T* if, and only if there exists a fi x m(@i < m) normalized Hilbert matrix D 
such that 12* is the orthogonal direct sum of (PC) and (DP). In particular, T = T” 
if, and only if I,* is the orthogonal direct sum of (PC> and (PI,. 
2. EXTENSIONS 
In this section we will consider the following problems: For a given a closed 
operator 9r below, whose domain may not be dense 
(i) describe by boundary conditions any closed restriction 9 of Yi with 
dim si/Z < 00. 
(ii) describe by boundary conditions any closed symmetric restriction 2 of -EpL 
when YJ-rtp is isomorphic to l2 , and 5?Lp1* C 9r . The above problems when the 
underlying space is a Hilbert space are considered in [6j. The problem (i) was 
considered in [2] in a different method. We will coordinatize the above problems, 
that is, describe operators by means of Besselian-Hilbertian bases. We will use 
the same notations as in [6j whenever possible. 
For given Banach spaces X, and X, , let TI be the graph of a linear operator 
TI from 5+( TJ C X, into X, (9( TJ needs not be dense). Let N be a number 
which is either positive integer or +co. Let B be a bounded linear operator 
from TI onto lzN, and let B+ be a zo*-continuous operator from (B-l(O))* onto 
12a” whose kernel is T.f. We assume throughout this section that B-‘(O) is com- 
plemented in TI . It follows from Theorem 1.6 that there exists a unique N x N 
non-singular Hilbert matrix C such that 
b,(T,a,) - &(a,) = iB(a) C(B+(b))* (2.1) 
for all a = {ai , T,a,) E TI , b = {b, , b,} E (B-l(O))*. WTe can characterize 
(B-l(0))Y as follows: 
Let us write 
for all a = (a, , T,a,j E TI where {(~>i , a,J E TT. Since B-l(O) is complemented 
in T,, we can find an extension Ei, of (0~~~ , ajz} to XT @ X,i such that {G, 1 
1 < j < N] is a Besselian-Hilbertian basis for its linear closure, A?. Then 
(B-l(O))* is the direct sum of TF and J&4!). 
Let us consider the operator 9i whose domain is the same as LZ(T,), and 
whose range is in X, : 
=% = I{% 7 Au, + ixBt(a)j 1 a = {al , Ta,} E TIj. (2.2) 
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Here -4: X, t+ Xa is a bounded linear operator, and x is the I x N vector {xi} 
such that xj E X, , x:,“=, x,uj converges for all (u,} E Ziv, and {C,:, x,u, / {u,} E 1s~“) 
is isomorphic to a separable Hiibert space. 
The following results are similar to the ones in [6]. Since we assume that 
B-l(O) is complemented and TJB-l(0) is isomorphic to Zs”, the corresponding 
proofs are also similar. Thus we state the results for completeness and omit 
most of their proofs. 
PROPOSITION 2.1. Let C and YI be the same as (2.1) and (2.2). Then 
(I) 2: = Wz , 6, + A*&) I b = {b, , b,) E (B-1(0))*, 
B+(b) C* + (b~(xi))lm = O~YNI. 
(II) Assume that 
1 /aI , Tlal + 4 + 1 xPj/ 1 al E g(Tl), {Uj> E CN\ 
is closed in X, 8 X, . Then ZI is closed if, and only if .5@(5Z’Epl*) is w *-dense. 
(III) If A’ < CO and Q(B-l(0)) is dense, then g(Y,*) is w*-dense, and 9; is 
closed. 
Proof. For the proof of (I) and (II), see the proofs for Theorem 2.1 and (2.3) 
in [q. The first part of (III) follows from Part (I) together with a modification 
of Lemma 2.2 in [4]. 
Define an operator F: TI ti X, @ X, byF(a) = {al , T,a, + Au, -t- ixB’(a)I, 
a = {al , T,a,]. Then 9i = F(T,), and 9i is closed if, and only if F-l is con- 
tinuous. 
THEOREM 2.2. Suppose that 6” in (2.2) is closed. 
(I) Suppose that Y0 is an operator subspace (the graph of a closed operator) 
contained in Zl such that dim ZI/Y; = d < CQ. Then there exists a linearly 
independent set {/3, 1 1 < j < d} in TT such that 
% = {{al , 644 I &(a,) + P& Tlal) = 0, 1 < j G 4 
where /3, = {& , fij2}.For each j, let p= E X7 @ Xzbe an extension of /3, : F-‘, 
and let 9 be the linear span of {BF / I <j < d}. Then 
3” = gl n *(J(g)), and 9: is the direct sum of 9: and J(G). 
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(II) Let {pj 1 1 < j < d < a} be a linearly independent set in TT, and let 
{$, 1 1 <j < d] be a subset of T1 such that 
PO = {{al , oEP,aJ I al E -Q(Tlh B&J + AdT14 = 0, 1 <<j d 4 
is an operator subspace of 5f1 with dim LF,/9s = d. Define operators S’, W by 
for {al , $4,a,} E 9; , (6, , b,} E 9:. Then 4Y is a bounded linear operator from PI 
onto Cd with @-l(O) = Z0 , and W is a w*-continuous linear operator from A?$ 
onto cd whose kernel is 9:. In particular, 
&(a,) - b,(Ta, + Aa, + ixBt(a)) = --@(a) W(b)* (2.3) 
for all a = {a, , _Eplal} E T1 , b = (6, , b,} E 9:. 
Remark. If we wish to describe all the closed operators between 9s and 9i 
appearing in the above theorem, then Theorem 1.7 is applicable with the Green’s 
formula in (2.3). 
In the rest of this section we assume further the assumption (H): 
(i) X1 @ ;k-, = X1 @ XT, X1 = X,ii. 
(ii) TT C T1 , and TX/T,* is isomorphic to lzN. 
(iii) TT is complemented in T1 . 
(iv) B-‘(O) = T:, Bt = B. 
The first assumption in (ii) implies that 9(T,*) is dense. We identify any 
element x E Xr as an element x* in x;** by x:(f) = j(q) for all f E X,*. 
THEOREM 2.3. Assume (H). Then 
(I) If B(L?‘T) U dense, then 9: C ,Ep1 if and only if 
Ab = A*b + i(%(b)hv C-l(%)NX1 
for all b E X, . 
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(II) Assume that ZI is closed and 55’: C 9, . Let p be the map defined on 
S$TZl) b3 
Then 
g(b) = Wb, T,b})C + (xi(b))l,,v . 
(c&z) (6) - (gIb) (a) = i&z) C-%‘(b)* 
for all a, b E S’&J&J 
(2.4) 
A!loreover, 59 defines a YI-bounded linear operator from 9(9J onto lzi” such 
that B-l(O) = S?(Yp1”). 
Proof. Compare the proof of Theorem 3.3 in [6j. 
Remark. With the Green’s formula (2.4), the theorem 1.7 is applicable to the 
problem of describing all the closed operators between 9: and J.Zi . 
3. COMPLEMENTARY BOUNDARY CONDITIONS 
Complementary boundary conditions play an important role in nonhomo- 
geneous boundary-value problems for differential operators (Chap. 11, Sect. 4, 
[3]). In this section complementary boundary conditions for subspaces will be 
introduced, and then will be applied to abstract nonhomogeneous boundary- 
value problems. 
Throughout this section 7’s , TI , B, B+ and C will be the same as in the first 
part of Theorem 1.6. Let P be m x N(m < N) normalized Hilbert matrix. 
Decompose Zz” by 
lzN = (PC*> t (p) (orthogonal sum) 
= (P> c <m 
where P is a #r x N(r,% < N) normalized Hilbert matrix. Consider the conditions: 
PC*(B(a))” = O,nX1, (3.1) 
P(W)* = On,, , (3.l)c 
PC(B+(b))* = On,, , (3.2) 
P(B+(b))* = O,,, . (3.2)~ 
We will say that the conditions (3.1) and (3.1)~ are complementary to each 
other, and (3.2) and (3.2)~ are complementary to each other. Let 
T G (a E T, 1 PC*(B(a))” = OVnX1}, 
(T)c = {a E Tl I ~(44)* = 0~x1~. 
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Then 
T* = {b E T,* [ PC@+(b))* = OdX1}, 
((T),)* = {b E T,* I PC*C(B+(b))* = O,,,}. 
Define 
Then 
(T*)c = {b E T,* 1 P(B+(b))* = 0,x1}. 
*((T*),) = {u E Tl 1 PCC*(B(a))* = O,,,}. 
We will say that T and ( T)c are complementary to each other, and T* and ( T*)e 
are complementary to each other. 
Part (II) of the following theorem is an abstract generalization of Theorem 2.1 
[P. 2% 1311. 
THEOREM 3.1. (I) ((T),)* = (T*)c if, and only if ZzN = (H-1) i(P) 
(orthogonaz sum). 
(II) (Boudary-form formula). Assume N < co. Let E and D be the 
m x m and fi x rz1 non-singular constant matrices such that the N x N matrix 
is unitary. Then 
&(a,) - &(a,) = i(PC*(B(a))*)*E*E(PC*C(B+(b))*) 
+ i(~(B(u))*)*D*D(&‘(B+(b))*) 
for all a = {(II, a,} E Tl, b = {b, , 6,) E T$. 
(III) (Boundary-form formula) Assume N < CYX. Let D, and El be the 
m x m and lil x 6 constant invertible matrix such that the N x N matrix 
is unitary. Then 
&(a,) - 6,(q) = i(PC*(B(a))*) *El*E1(P(B+(b))*) 
+ i(PCC*(B(a))*) *D,*D,(PC(B+(b))*) 
for all a = {al , a,} E Tl , 6 = (6, , 6,) E T$. 
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Proof. (I) follows from Theorem 1.7. 
B(a) C(B+(b))* = B(a) (E;;*)-’ (E;;*) C(B+(b))*. 
Thus the result follows from Theorem 1.6. (III) can be proved similarly. 
Remark 3.1. The boundary-form in (II) is expressed by means of the 
conditions defining T, ((T),)*, ( T)c and T*. Similarly the boundary-form in (III) 
is expressed by means of the conditions defining T, (T*)c , *((T*),) and T*. 
Remark 3.2. The “boundary forms” U, UC+, U, and U+ appearing in 
Theorem 2.1 [p. 288, [3]] correspond to our cases as follows: 
U(x) = PC*(B({x, TZ}))*, 
U,+(y) = iE*E PC*C(B+((y, ~+y}))* 
UC(X) = Jv@, 49>*, 
U+(y) = iD*D hI’(B+({y, ~+y)))* 
where 7, T+, Bt B+ and C are defined as follows: 
7+x = f (- 1)” (j@)(k), 
8-O 
t E [a, bl 
where p, E (?[a, b], p,(t) # 0 for all t E [a, 61. Let To and Tl be the graphs of 
the minimal and maximal closed operators in L,[a, b] associatde with T. Thus in 
this case X1 = X, = L,[a, 61. Let C be the N x N(N = 2n) invertible matrix 
such that 
I ab [(Ty) 5 - y(x)] dt = iB(a) C(B+(z))* 
for all a = {y, Ty} E Tl , b = {z, Ttz} E T,* where 
NY, 7~)) = (y(a), Y’(a),..., y(n-l)(a), y(b), y’(b),..., y(+l’(b)), 
B+({z, ~+2}) = (Z(a), Z’(a) ,..., z@-‘)(a), a(b), z’(b) ,..., z@-l)(b)). 
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THEOREM 3.2. Assume N < co, and let E, El be as in Theorem 3.1. Suppose 
that a E TI and y E @” are given. Then the followings are equivalent: 
(i) PC*(B(a))* = yt 
(ii) &(a,) - &(a,) = i(y*)*E*EPC*C(B+(b))* 
for all b = {b, , b,} E T*. 
(iii) &(a,) - &(a,) = i(yt) *E,*E,P(B+(b))* for alZ b = {b, , b,) E T*. 
for all b = (6, , b,} E T*. 
Proof. (i) M (ii) follows immediately from Theorem 3.1. Assume (ii). Let 
R = yf - PC*(B(a))*. Then R*E*EPC*C(B+(b))* = O,,, . Since B+(T*) = 
(Pj (Proposition 2.3, [5]), it follows that R*E*EPC* E (P>, and so R*E*EPC*= 
0 lX,n . Thus R = OmXl . This proves that (ii) => (i). Similarly (i) =z- (iii). 
We remark here that for a given y E C m, there always exists a E TI satisfying(i). 
We now consider an unhomogeneous boundary-value problem. Suppose 
further that the TI is an operator subspace (the graph of an operator). We do 
not require that a( TJ is dense. The range of TI , &?( T,), is defined by 
d(T,) = {a, E X2 1 (a, , a*} E TI for some a, E X,} 
Let f EW( TI) and y E C” be given. Consider the unhomogeneous boundary- 
value problem: Find a, E B( TI) such that 
T,a, = f, PC*(J%al , f 1)) * = yt. (3.3) 
COROLLARY 3.3. Suppose that TI is an operator subspace and N < co. Let 
Eand E1 beasin Theorem 3.1. If (3.3) h as a solution a, E 5B( T,), then the followings 
hold: 
(i) &(f) = i(yt)*E*EPC*C(B+(b))* 
for all b = (6, , 0} E T*. 
(ii) bz(f) = i(yt) *E,*E,P(B+(b))* for all 6 = (6, , 0} E T*. 
Remark 3.3. The converse of Corollary 3.3 holds in the case when T0 C TI 
are differential operator subspaces (Theorem 4.1, p. 294, [3]). We do not know 
whether or not the converse is true in general. 
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