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Abstrakt
Tato bakaláøská práce se vìnuje analýze optického toku. První èást je vìnovaná teoretic-
kému rozboru problematiky sledování bodù a jejich pohybu v obraze, zejména nalezení
kvalitních význaèných bodù a jejich následné sledování ve videosekvenci. Tyto algoritmy
jsou detailnì vysvìtleny na matematickém základì. Druhá èást práce popisuje navr¾ený
software s implementací algoritmù a jeho funkce. Tou hlavní je schopnost urèit vzdálenost
snímacího èlenu od pøeká¾ky. Dále jsou v práci popsána praktická mìøení.
Summary
This bachelor thesis is focused on the analysis of optical ow. The rst part is dedicated
to the theoretical analysis of the motion of image features. Especially important is nding
quality features that can be tracked in a videosequence. Detailed mathematical description
of the necessary algorithms is presented. The second part describes the software and its
functions with the implemented algorithms. The main function is determining the distance
of an object from the camera based on its velocity. Empirical tests of this function are
presented.
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reprezentace obrazu.
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Úvod
Navigace mobilních robotù je komplexní problém, jeho¾ øe¹ení vy¾aduje vyu¾ití in-
formací z nìkolika druhù senzorù. Pøedkládaná práce se zabývá vyu¾itím kamery jako
hlavního senzoru. Ta doká¾e snímat okolí robota a urèovat parametry dal¹ího pohybu.
Dá se takto vyhnout napø. kolizím èi nesprávnému smìru pohybu, ale také lze z tìchto
kamer získat i dal¹í informace. Pøíkladem mù¾e být napøíklad vý¹komìr, kterému pro
urèení vý¹ky bude staèit právì jen výstup kamerových èidel na robotu. Cílem bude napo-
dobit systém, který pøi letu vyu¾ívá hmyz, který vý¹ku letu pozná podle rychlosti míhání
povrchu pod sebou. Rychlost míhání ve videosekvenci je nazývána optický tok. Tento v
pøírodì pozorovaný princip bude implementován do softwaru pomocí algoritmù pro vy-
hledávání a trasování význaèných bodù obrazu, tedy pro výpoèet optického toku. Rùzné
pøístupy pro zpracování dat z kamery a získání optického toku jsou popsány v kapitole 2,
kde je pøedstaveno nìkolik hlavních metod, co¾ jsou hlavnì napø. diferenèní pøístup nebo
vyhledávání oblastí. Zpùsob výpoètu pou¾itý v samotném softwaru je popsán v kapito-
lách 3 a 4. Provedeme také simulaèní mìøení pro zji¹tìní závislosti mezi velikostí optického
toku a vý¹kou nad snímaným povrchem. Výsledkem bude návrh systému, na kterém mù¾e
pracovat reálný vý¹komìr.
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Kapitola 1
Analýza obrazu
1.1 Pohyb kamery
Samotným pohybem kamery se rozumí zmìna rozmístìní pixelù mezi dvìma po sobì
jdoucími obrazy. Ka¾dý pixel se posune o urèitou vzdálenost v urèitém smìru, co¾ lze vy-
jádøit vektorem. Jsou uva¾ovány takové videosekvence, kde se celý obraz bude pohybovat
jako celek, tedy v¹echny vektory budou nenulové. Je mo¾né rozli¹it v podstatì dva hlavní
typy pohybu - translanèní(posuvný) a rotaèní s osou rotace blízko støedu obrazu. To je
kvùli faktu, ¾e pøi rotaci s osou daleko od obrazu je pohyb ve skuteènosti rotaèní, ale
v ka¾dém samostatném okam¾iku videosekvence se jeví jako translaèní. Rotace vynikne
a¾ teprve po del¹ím sledování videa. Se získanými vektory se dá dále lehce pracovat a
poslou¾í jako vstupní data pro detailnìj¹í analýzu pohybu.
1.2 Vyhodnocení pohybu kamery
V zásadì mù¾eme pøedpovídat oddìlenì velikost i smìr vektoru. Za zmínku stojí
fakt, ¾e videozáznam je pouze dvojrozmìrná reprezentace na¹eho reálného trojrozmìrného
svìta. Jde tedy o urèitý prùmìt v¹ech kamerou viditelných bodù do roviny a body, které
od sebe mohou být reálnì relativnì daleko se k sobì pøiblí¾í.
Nech» A a B jsou dva body, které jsou nìkde v prostoru a jejich euklidovská vzdálenost
je "velká". Jakmile se zaène snímat prostor (s obìma body) kamerou, prostor se redukuje
na rovinu a na této rovinì se k sobì mohou body pøiblí¾it. Pøi následném pohybu kamery
se ka¾dý z nich ale bude chovat odli¹nì. Bod bli¾¹í snímacímu èlenu se bude pohybovat
rychleji ne¾ bod ve vìt¹í vzdálenosti. Èili rychlost pohybu bodu mù¾e napovìdìt nìco o
jeho vzdálenosti od snímacího èlenu. Druhou vìcí, kterou mù¾eme vyu¾ít pøi vyhodno-
cování pohybu, je smìr(smìrnice) vektoru. Pokud se bude snímací èlen pohybovat pouze
jedním smìrem (translaènì), budou vektory posunu s malými odchylkami rovnobì¾né. V
pøípadì rotaèního pohybu budou mít smìrnice vektorù v jednom okam¾iku rùzné hodnoty.
Ní¾e je struènì popsán pou¾itý algoritmus pro výpoèet tìchto vektorù. Detailnìji bude
popsán v následujících kapitolách.
Nejprve bude nutné nalézt dostateèného mno¾ství bodù, které budeme sledovat. Budou
to rùzné ¹mouhy, rohy, hrany, izolované body apod. Tímto úkolem se zabývají algoritmy
hledání význaèných bodù (více v kapitole 3). V dal¹í fázi nalezneme vektory pohybu
jednotlivých bodù, s kterými budeme dále pracovat. Pro nalezení tìchto vektorù pou¾iji
algoritmus Lucas Kanade (kapitola 4)
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Kapitola 2
Optický tok
2.1 Poèáteèní problém
V této kapitole bude nejprve problém popsán z matematického hlediska a na konci
bude denován pojem optický tok. Jak bylo øeèeno, video se skládá z mno¾ství obrazù,
které se promítají za sebou na výstupu a tím vzniká dojem pohybujícího se videa. Prvním
krokem bude pøevedení videa do èernobílých odstínù. Je to z praktických dùvodù, jeliko¾
je ka¾dému pixelu pøiøazena pouze jedna èíselná hodnota, tedy jeho odstín ¹edi. Je to
mnohem praktiètìj¹í, ne¾ kdyby byla ka¾dému pixelu pøiøazena èísla tøi, tedy slo¾ky RGB.
Nech» I a J jsou dva èernobílé po sobì jdoucí obrázky z videa. Mno¾iny
I(x) = I(x, y) J (x) = J (x , y) (2.1)
vyjadøují odstíny ¹edi na pozici, kam smìøuje vektor x = [x , y ], kde x a y jsou souøadnice
daného obrazového bodu. Ka¾dý obrazový bod si tedy pøedstavíme jako polohový vektor
smìøující z poèátku do souøadnic uva¾ovaného bodu. Obrázek I budu nìkdy pro zjedno-
du¹ení nazývat jako první obrázek a J jako druhý. Obrázky se uva¾ují jako matice, kde
aij vyjadøuje odstín ¹edi pixelu na pozici [i, j]. V pou¾itých algoritmech se ale uva¾uje ob-
rázek jako funkce. Ta je ale pøirozenì diskrétní a nespojitá, funkèní hodnota (odstín ¹edi)
je konstantní pro celý pixel(ètverec). Proto je vyu¾ita bilineární interpolace, abychom do-
stali funkci spojitou. Taková funkce obrazu se nazývá jasová funkce nebo funkce intenzity.
Dále je dùle¾ité uvìdomit si, ¾e souøadná soustava pro tuto funkci má poèátek [0, 0] v
levém horním rohu obrazu. Osa x smìøuje doprava a osa y dolù. Je také tøeba obecnì
oznaèit rozmìry obrazu. nx bude pøedstavovat ¹íøku a ny vý¹ku. Pravý dolní roh obrazu
má tedy souøadnice [nx−1, ny−1]. Uva¾ujme obecný obrazový bod u = [ux, uy] na prvním
obrazu I. Úkolem celého algoritmu je nalézt obrazový bod v = u+ d = [ux + dx, uy + dy]
na druhém obrazu J takový, aby I(u) a J(v) byly maximálnì podobné. Pou¾itý vektor
d = [dx, dy] je vlastnì rozdíl poloh stejného bodu na po sobì jdoucích obrazech. Nazývá
se obrazová rychlost, nebo také optický tok [3].
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2.2 Zpùsoby urèování optického toku
S denovaným optickým tokem je mo¾né pøedstavit nìkolik zpùsobù jeho urèení.
Jsou ètyøi hlavní zpùsoby podle [5]
- Diferenèní pøístup
- Vyhledávání oblastí
- Metody zalo¾ené na energii
- Metody zalo¾ené na fázi
Tyto metody mají spoleèné to, ¾e vycházejí z pøedpokladu zachování intenzity. Funkce
intenzity byla vysvìtlena v pøedchozí èásti textu. Aby byla obsáhlá celá délka videozá-
znamu a ne jen dva po sobì jdoucí obrázky, tuto funkci lze roz¹íøit na obecnìj¹í tvar jako
promìnlivou v èase, tedy I(x, t) = I(x, y, t) na dvojrozmìrném obrázku, t pøedstavuje
èas. Pøedpoklad zachování intenzity lze vyjádøit vztahem
I(x, t) = I(x− dδt, t− δt), (2.2)
kde d = (dx, dy) je optický tok patøící bodu x [4,5]. Charakteristiky tìchto zpùsobù jsou
vysvìtleny v následujících odstavcích.
Diferenèní pøístup
Diferenèní pøístupy jsou jedny z prvních pøístupù, které se objevily pro výpoèet op-
tického toku. Jejich hlavním pøedpokladem je zachování intenzity (rovnice 2.3).
Vyu¾ívají diference rùzných øádù a získané diferenciální rovnice slou¾í jako aproximace
pøedpokladu zachování intenzity. Odtud ov¹em plynou chyby, které se sna¾íme minimali-
zovat. Dále se objevuje problém apertury. Ten nastane, pokud sledovaný bod le¾í napø.
na hranì. Z dùvodu malého integraèního okna není mo¾né pøesnì urèit smìr pohybu. Z
Obrázek 2.1: Aperturní problém[8]
tohoto dùvodu se dodá dal¹í chybový èlen èi dal¹í omezující pøedpoklady. Díky tìmto do-
datkùm se sni¾uje vliv aperturního problému, ale zároveò se zvy¹uje slo¾itost numerického
øe¹ení. Diferenèní metody mají tedy za úkol najít co nejmen¹í celkovou chybu takovou, aby
byla kompromisem mezi splnìním pøedpokladu zachování intenzity, celkovou výpoètovou
nároèností a zároveò aby vyhovovala reálným omezením, které na optický tok klademe.
Pøesnost výpoètu nám také stoupá pøi pou¾ití diferencí vy¹¹ích øádù, nicménì to má za
následek zvý¹enou citlivost napø. na obrazový ¹um, a ne v¾dy se jejich vyu¾ití vyplatí.
Pro bli¾¹í pohled na problematiku je vhodná literatura [5].
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Vyhledávání oblastí
Tato metoda vyu¾ívá korelaèních funkcí, které doká¾í urèit, do jaké míry jsou dva
rùzné objekty podobné. Jde tedy o míru podobnosti mezi obrazci. Optický tok d =
(dx, dy, t) si mù¾eme pøedstavit jako nìjakou transformaèní funkci, která urèuje pomocí
transformace v èase t − δt obraz v èase t. Pokud tedy budeme znát odhad optického
toku, mù¾eme zjistit pøesnost mezi dvìma obrazy I(x−dδt, t−δt) a J(x, t). Úkolem tedy
zùstává vybrat z prostoru mo¾ných optický tokù ten, který má nejvìt¹í korelaèní pøesnost.
Jako korelaèní funkce  se pou¾ívá napøíklad souèet rozdílù ètvercù Nech» ωx a ωy jsou celá
èísla. Denujeme okolí bodu jako (2ωx+1)× (2ωy +1). Tento obdélník je nìkdy nazýván
integraèní okno. Typické hodnoty pro ωx a ωy jsou 2,3,4,5,6,7 pixelù. Nejvhodnìj¹ím
optickým tokem je vektor, který minimalizuje zadanou korelaèní funkci .
(d) = (dx, dy) =
ux+ωx∑
x=ux−ωx
uy+ωy∑
y=uy−ωy
(I(x, y)− J(x+ dx, y + dy))2 (2.3)
Tato minimalizace se provádí právì na vý¹e denovaném integraèním oknì a minimaliza-
èní vektor je ná¹ hledaný optický tok.
Jak je vidìt, tento zpùsob výpoètu optického toku je øe¹en "hrubou silou", a jeliko¾ pro-
vìøuje v¹echny mo¾nosti, je velmi numericky nároèný, ale na druhou stranu univerzální
a pøesný. Pokroèilej¹í metody jako tøeba iteraèní Lucas-Kanade algoritmus se ji¾ sou-
støedí na vymezené prostory, napø. zjemòováním výpoètu. Toto zjemòování je realizováno
pomocí tzv. pyramidové reprezentace obrazu a sledovacího algoritmu. Tìmto vìcem se
detailnì vìnuje kapitola 4.
Dal¹í metody budou popsány jen velmi struènì, na konci odstavcù se nachází odkazy
na detailnìj¹í literaturu.
Metody zalo¾ené na energii
Tyto metody jsou tvoøeny sadami ltrù, které urèují optický tok pomocí odezvy jed-
notlivých ltrù pro jednotlivé pixely. Vyu¾ívají takté¾ Fourierovu transformaci. Pøíklady
jsou uvedeny [5].
Metody zalo¾ené na fázi
Stejnì jako u pøede¹lé metody jsou vyu¾ity vlastnosti Fourierova obrazu. Vyu¾ívá
se fakt, ¾e posuvy v doménì prostorové a frekvenèní jsou spolu spjaty. Vyu¾ívá se tedy
gradientu fáze, nikoli intenzity, co¾ je v mnoha pøípadech vhodnìj¹í a stabilnìj¹í zpùsob
výpoètu optického toku. Této metodì je vìnována literatura [5].
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Kapitola 3
Vyhledávání význaèných bodù
Tato kapitola je vìnována vyhledávání význaèných bodù. Pøi vyhledávání optického
toku je na vstupu vy¾adována mno¾ina pixelù jednoznaènì denovaných dvìma souøad-
nicemi. První pøirozenou mo¾ností je hledání optického toku pro v¹echny body obrazu.
Pøedstavme si ale obraz velikosti nx a ny. Celkový poèet pixelù je souèin tìchto èísel,
a jeliko¾ dne¹ní kamery pracují ji¾ ve vysokých rozli¹eních, dostáváme øádovì statisíce
a¾ miliony bodù. To je pro numerický výpoèet velmi nároèné a proto se tento zpùsob
vìt¹inou nepou¾ívá. Místo toho vznikly metody, které doká¾í na daném obraze vybrat
ni¾¹í poèet pixelù, který je dostaèující pro dal¹í práci s obrazem. Tyto body se nevybírají
nahodile, ale naopak se vyhledávají sostikovanými algorimy, aby jejich kvalita byla co
nejvy¹¹í. Pro trasovací algoritmy jsou toti¾ nejatraktivnìj¹í právì ty body, které lze lehce
identikovat. Pøedstavme si situaci zobrazenou na obrázku 3.1.
(a) (b)
Obrázek 3.1: Dva po sobì jdoucí obrázky videa
Pokud by tyto obrázky byly po sobì jdoucí ve zjednodu¹ené videosekvenci, lze na nich
ukázat, jaké body algoritmus vyhledává. Pro jednoduchost bude sledován jeden bod z
celého obrázku. Pokud by byl vybrán jeden èistì náhodný, mù¾e se stát, ¾e to bude jeden
z bodù uprostøed èerné plochy. Tento bod je ale poté zpìtnì po posunu obrazu neiden-
tikovatelný. Mnohem zajímavìj¹í je bod na ¹pici èerného obdélníku. Po posuvu jej lze
opìt lehce identikovat a lze tedy vypoèítat jeho optický tok. Mezi algoritmy, které se
pro hledání tìchto bodù pou¾ívají, se øadí následující.
3.1 Harrisùv operátor
Harrisùv operátor vychází z Moravcova detektoru a cílem je odstranit jeho nedo-
statky. Doká¾e na obrázku rozli¹it body na hranách a rohy, co¾ jsou body, kde se spojují
dvì hrany, tedy smìr hrany se v podstatì mìní.
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Obrázek 3.2: Typický testovací obrázek s hranami a rohy[7]
Nech» I je jasová funkce, dále èást obrazová funkce w(u, v) nazývané okno, le¾ící na sou-
øadnicích (u, v) s posuvy x v x-ové souøadnici a y v y-ové souøadnici. Souèet rozdílù
ètvercù je
S(x, y) =
∑
u
∑
v
w(u, v)(I(u+ x, v + y)− I(u, v))2 (3.1)
Tento souèet lze aproximovat I(u+x, v+y) Taylorovým rozvojem. Parciální derivace jsou
znaèeny jako Ix a Iy. Výsledkem je
I(u+ x, v + y) ≈ I(u, v) + Ix(u, v)x+ Iy(u, v)y (3.2)
a dosazením do pùvodní rovnice se tvar zmìní na
S(x, y) ≈
∑
u
∑
v
w(u, v)(Ix(u, v)x+ Iy(u, v)y)
2 (3.3)
co¾ je v maticovém zápisu
S(x, y) ≈ ( x y )A( x
y
)
kde matice A je
A =
∑
u
∑
v
w(u, v)
[
I2x IxIy
IxIy I
2
y
]
.
Vlastní èísla této matice λ1 , λ2 urèí typ význaèného bodu a jeho významnost. Mohou
nastat tøi mo¾nosti podle obrázku 3.3.
- pokud λ1 ≈ 0 a λ2 ≈ 0, pak pixel (x, y) není význaèným bodem
- pokud λ1 ≈ 0 a λ2 má velkou kladnou hodnotu, le¾í pixel na hranì
- pokud λ1 i λ2 mají velkou kladnou hodnotu, pixel je rohem.
Jako kritérium pro rozhodnutí mezi tìmito tøemi podmínkami se poèítá indikátor pøítom-
nosti rohu R:
R = det(A)− k ∗ tr2(A)
kde funkce det znaèí determinant matice, funkce tr je stopa matice, tedy suma hodnot na
diagonále, a k je empiricky získaná hodnota pohybující se podle literatury mezi 0,04-0,15,
pøièem¾ nejèastìji pou¾ívaná hodnota je 0,04.
Pokud je R kladné, jedná se o roh, záporná hodnota ukazuje na hranu a hodnoty blízké
nule znaèí plochu o pøibli¾nì konstantní intenzitì[6].
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Obrázek 3.3: Oblasti hran a rohù s vlastními èísly α a β[10]
Obrázek 3.4: Body nalezené Harrisovým operátorem[6]
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3.2 Good Features to track
Algoritmus Good Features To Track byl pøedstaven v roce 1994, pøièem¾ si kladl
za cíl nalezení dostateèného mno¾ství co nejvýraznìj¹ích bodù vhodných ke sledování
pohybu mezi dvìma obrázky. Výhodou algoritmu je jeho schopnost nalezení tìchto bodù
bez pøedchozích znalostí jejich vlastností. Jeho základem je Harrisùv operátor (viz 3.1), ale
na rozdíl od nìj doká¾e urèit poøadí vhodnosti ke sledování. Tedy seøadí nalezené body
podle výraznosti a výstupem je pouze námi daný poèet nejlep¹ích bodù. Zjednodu¹uje
také oproti Harrisovu operátoru vzorec pro výpoèet indikátoru pøítomnosti rohù. V tomto
pøípadì platí
R = min(λ1, λ2)
Tedy hodnota indikátoru je rovna men¹ímu z vlastních èísel. Dùvod je jednoduchý. Pokud
je men¹í z hodnot dostateènì velká, abychom daný bod mohli oznaèit za význaèný bod,
vy¹¹í hodnota tuto podmínku musí splòovat také. Takto se postupuje po celém obrázku a
ka¾dému pixelu je pøiøazena hodnota R. Poté se podle koecientu kvality vyberou body
s vy¹¹í hodnotou R, ne¾ je hodnota mezní. Ta se získá pomìrem k nejlep¹ímu bodu (tedy
s nejvy¹¹í hodnotou R). Pokud má koecient hodnotu c, pak mezní hodnota Rmezni = c ∗
Rmax. Dal¹ím omezením je zadaný poèet bodùNmax. Odstraní se tedy pøípadné pøebyteèné
body a posledním krokem je odstranìní jednoho z bodù, jejich¾ vzájemná vzdálenost je
men¹í ne¾ zadaná minimální vzdálenost. V tomto pøípadì se samozøejmì odstraní bod s
ni¾¹í hodnotou R. Výstupem je tedy mno¾ina bodù s nejvy¹¹ími hodnotami R, pøièem¾
splòuje námi zadané parametry [3].
Obrázek 3.5: Body nalezené metodou Good Features To Track[9]
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Kapitola 4
Algoritmus Lucas - Kanade
V této kapitole bude detailnì rozebrán algoritmus Lucas Kanade. Nejdøíve bude
vysvìtleno, jak lze pyramidovì chápat obraz a jak toho lze vyu¾ít v algoritmu Lucas
Kanade.
4.1 Pyramidová reprezentace obrazu
Nyní je tedy tøeba øíci, co je my¹leno pyramidovou reprezentací obrazu. Nech» I je
obraz velikosti nx×ny. I0 = I znaèí "nultou"úroveò obrazu, má tedy maximální rozli¹ení.
Obrazová ¹íøka je rovna n0x = nx a vý¹ka je rovna n
0
y = ny. Dal¹í úrovnì se získávají
rekurzivnì. Tedy získáme postupnì I0, I1, I2, I3. . . Nech» tedy L = 1, 2, 3... je pyramidová
úroveò a IL−1 je obraz úrovnì L− 1. ©íøku a vý¹ku oznaèíme nL−1x a nL−1y . Obraz IL−1 je
poté denován jako
IL(x, y) =
1
4
IL−1(2x, 2y)
+
1
8
[IL−1(2x− 1, 2y) + IL−1(2x+ 1, 2y) + IL−1(2x, 2y − 1) + IL−1(2x, 2y + 1)]
+
1
16
[IL−1(2x−1, 2−1)+IL−1(2x+1, 2y+1)+ IL−1(2x+1, 2y−1)+IL−1(2x−1, 2y+1)]
(4.1)
Odstín ka¾dého bodu obrazu IL je vypoèten z obrazu IL−1 podle vzorce 4.1. Mù¾e ale
nastat problém. Pro krajní body obrazu neexistují v¹echny okolní body potøebné pro
výpoèet. Proto se tìmto neexistujícím bodùm pøiøadí následující hodnoty
IL−1(−1, y) ∼= IL−1(0, y)
IL−1(x,−1) ∼= IL−1(x, 0)
IL−1(nL−1x , y) ∼= IL−1(nL−1x − 1, y)
IL−1(x, nL−1y ) ∼= IL−1(x, nL−1y − 1)
IL−1(nL−1x , n
L−1
y )
∼= IL−1(nL−1x − 1, nL−1y − 1)
Takto se získá rovnice správnì denovaná pro v¹echny body 0 ≤ 2x ≤ nL−1x −1, 0 ≤ 2y ≤
nL−1y −1. Z tìchto vzorcù lze mimo jiné vyèíst fakt, ¾e ¹íøka nLx a vý¹ka nLy obrazu IL jsou
nejvìt¹í celá èísla splòující
nLx ≤
nL−1x + 1
2
(4.2)
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nLy ≤
nL−1y + 1
2
(4.3)
Rovnice 4.1,4.2 a 4.3 jsou dostaèující je kompletní rekurzivní konstrukci obrazù {IL}L=0,1,...,Lm
a {JL}L=0,1,...,Lm . Hodnota Lm je nazývána hloubkou pyramidy a èíselnì je denována dle
potøeby, pøièem¾ pøi jejím denování je nutné brát ohled na pøedpokládanou velikost op-
tického toku. V praxi se vìt¹inou vyu¾ívají pouze hodnoty 2,3,4. Pro obrazy typických
Obrázek 4.1: Pyramidová reprezentace obrazu
velikostí nemá smysl jít ní¾e ne¾ je hodnota 4. Napøíklad pro obraz I velikosti 640x480
obrazových bodù mají obrazy I1, I2, I3 a I4 velikosti 320x240, 160x120, 80x60 a 40x30.
Pokraèovat na úroveò 5 ji¾ nemá smysl, jeliko¾ rozli¹ení by bylo velmi nízké. Velkou vý-
hodou pyramidové reprezentace obrazu je to, ¾e mù¾eme zachytit velké posuvy pixelu, a
to mnohem vìt¹í, ne¾ je velikost denovaného integraèního okna. Výsledkem je mnohem
men¹í èasová nároènost výpoètu[4].
4.2 Pyramidová implementace sledovacího algoritmu
Cílem sledování je pro daný vektor u na obrázku I najít související vektor v = u+d
na obrázku J . Pro L = 0, ..., Lm platí uL = (uLx , u
L
y ), co¾ jsou upravené souøadnice vektoru
u na pyramidových obrázcích IL. Z rovnic 4.1,4.2 a 4.3 vyplývá vztah pro výpoèet vektoru
uL =
u
2L
(4.4)
Operace dìlení je v tomto vztahu aplikována nezávisle pro obì souøadnice, tedy po slo¾-
kách vektoru. Algoritmus probíhá následovnì. Nejprve je optický tok vypoèítán pro nej-
ni¾¹í úroveò pyramidy Lm. Výsledek je vyu¾it na úrovni Lm − 1 jako aktuální odhad
posunu. Poté je optický tok vypoèítán na úrovni Lm − 1 a výsledek je opìt pou¾it jako
odhad na vy¹¹í úrovni. Tímto zpùsobem se pokraèuje a¾ k L = 0, tedy k originálnímu ob-
rázku. Samotnou rekurzivní operace probíhá následovnì. Nech» existuje odhad na úrovni
L, který oznaèíme gL = (gLx , g
L
y ) a je získán z výpoètu optického toku na úrovni L + 1.
Nyní je tøeba vypoèítat optický tok na úrovni L. Výpoèet se provádí nalezením vektoru
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dL = (dLx , d
L
y ), který minimalizuje chybovou funkci 
L
L(dL) = L(dLx , d
L
y ) =
uLx+ωx∑
x=uLx−ωx
uLy+ωy∑
y=uLy−ωy
(IL(x, y)− JL(x+ gLx + dLx , y + gLy + dLy ))2 (4.5)
Vidíme také, ¾e integraèní okno zùstává stejnì velké pro v¹echny úrovnì L. Získaný optický
tok dL se vyu¾ije pro vytvoøení odhadu pro úroveò L− 1 vztahem
gL−1 = 2(gL + dL)
Tento odhad se vyu¾ije pro nalezení vektoru dL−1 , který minimalizuje funkce L−1, co¾ se
opakuje a¾ po dosa¾ení úrovnì L = 0. Poznamenejme, ¾e poèáteèní odhad gLm = (0, 0).
Vztah pro výpoèet výsledného optického toku je tedy
d = g0 + d0, (4.6)
co¾ lze také vyjádøit souètem optických tokù na v¹ech úrovních pyramidového obrazu,
ov¹em s koecientem pøevodu 2L. Výsledkem je tedy
d =
Lm∑
L=0
2LdL (4.7)
Velkou výhodou pyramidové implementace je fakt, ¾e ka¾dý reziduální vektor dL je ve
výsledku velmi malý v porovnání s výsledným optickým tokem, který mù¾e být obecnì
velmi velký. Pokud by byl ka¾dý elementární krok výpoètu optického toku omezen ve-
likostí dmax, pak celkový pohyb pixelu, který je dosa¾itelný pyramidovou implementací
sledovacího algoritmu, je
dmax,final = (2
Lm+1 − 1)dmax (4.8)
Z této rovnice vyplývá, ¾e napø. ji¾ pro hloubku Lm = 2 dostaneme posun sedmkrát vìt¹í
ne¾ pøi pou¾ití klasického ("nepyramidového") algoritmu Lucas Kanade[4].
4.3 Matematický popis iteraèního algoritmu
Stále zde chybí popis jádra algoritmu, tedy samotného iteraèního výpoètu optického
toku.
Jeliko¾ pro ka¾dou úroveò je proces stejný, v tomto odstavci bude vynechán index L.
Denujme si nové obrázky A a B.
∀(x, y) ∈ (px − ωx − 1, px + ωx + 1)× (py − ωy − 1, py + ωy + 1) (4.9)
, A(x, y)
.
= IL(x, y)
∀(x, y) ∈ (px − ωx, px + ωx)× (py − ωy, py + ωy) (4.10)
, B(x, y)
.
= JL(x+ gLx , y + g
L
y )
Pro výpoèet vektoru d platí, ¾e v ideálním pøípadì bude derivace  nulová, tedy
∂(d)
∂(d)
= (0, 0), (4.11)
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její¾ rozepsání je
∂(d)
∂d
= −2
px+ωx∑
x=px−ωx
py+ωy∑
y=py−ωy
(A(x, y)−B(x+ dx, y + dy))
(
∂B
∂x
,
∂B
∂y
)
Dal¹í úpravou (odkaz literatura. . . . .) se tvar mìní na
1
2
[
∂(d)
∂(d)
]T
≈ Gd− b (4.12)
z èeho¾ lze s ohledem na (4.11) vyèíst
dopt = G
−1b, (4.13)
kde
G
.
=
px+ωx∑
x=px−ωx
py+ωy∑
y=py−ωy
[
I2x IxIy
IxIy I
2
y
]
(4.14)
b
.
=
px+ωx∑
x=px−ωx
py+ωy∑
y=py−ωy
[
δIIx
δIIy
]
(4.15)
pøièem¾ δI a parciální derivace Ix, Iy jsou denovány takto:
δI = A(x, y)−B(x, y) (4.16)
Ix(x, y) =
∂A(x, y)
∂x
=
A(x+ 1, y)− A(x− 1, y)
2
(4.17)
Iy(x, y) =
∂A(x, y)
∂y
=
A(x, y + 1)− A(x, y − 1)
2
(4.18)
Rovnice (4.13) je standardní Lucas-Kanadeho rovnice pro výpoèet optického toku. Je ale
platná pouze pro malé posuvy, proto je nezbytné v praxi tento postup nìkolikrát iterovat.
Iteraèní index bude znaèen k, na poèátku má hodnotu 1. Nech» probìhly pøedchozí vý-
poèty a z iterací 1,2,. . .,k - 1 získaly odhad dk−1 = (dk−1x , d
k−1
y ) pro posun d. Novì získaný
obraz s pøihlédnutím na odhad gk−1 je znaèem Bk a platí:
∀(x, y) ∈ (px − ωx, px + ωx)× (py − ωy, py + ωy), Bk(x, y) = B(x+ gk−1x , y + gk−1y ) (4.19)
Cílem je tedy vypoèítat vektor posunu dk, který minimalizuje chybovou funkci
k(dk) = k(dkx, d
k
y)
px+ωx∑
x=px−ωx
py+ωy∑
y=py−ωy
(A(x, y)−Bk(x+ dkx, y + dky))2 (4.20)
Tato minimalizace mù¾e být vypoèítána pomocí standardní Lucas-Kanadeho rovnice
(4.13), do které pøidáme iteraèní index k
dk = G−1bk (4.21)
,kde je vektor bk denován jako
bk
.
=
px+ωx∑
x=px−ωx
py+ωy∑
y=py−ωy
[
δIkIx
δIkIy
]
(4.22)
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a diference k-tého obrázku δIk je rovna
δIk(x, y) = A(x, y)−Bk(x, y), ∀(x, y) ∈ (px − ωx, px + ωx)× (py − ωy, py + ωy) (4.23)
Dùle¾ité je poznamenat, ¾e parciální derivace Ix a Iy i matice G se poèítají pouze jednou
na poèátku algoritmu a pøes celý proces se nemìní. Je tedy nutné pøi ka¾dé iteraci k
pøepoèítat pouze vektor bk a obrazovou diferenci δIk, co¾ velmi ¹etøí výpoèetní èas.
Jakmile je vypoèítán pomocí rovnice (4.21) optický tok dk, vypoèítá se aktuální odhad
pro dal¹í iteraci k + 1
gk = gk−1 + dk (4.24)
Iteraèní proces pokraèuje, dokud nedosáhne zadaného poètu iterací, nebo vypoèítaný
optický tok dk je men¹í ne¾ tolerance. Nech» celý proces probìhl v K iteracích. Pak
výsledný optický tok je roven
d = gK =
K∑
k=1
dK (4.25)
Tento vektor minimalizuje chybovou funkci  popsanou ji¾ mnohokrát vý¹e[4].
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Kapitola 5
Vý¹komìr
Hlavním úkolem navrhovaného softwaru je pomocí vý¹e zmínìných metod zjistit vý-
¹ku snímacího èlenu nad povrchem. Jako snímací èlen slou¾í bì¾ná kamera nebo webka-
mera. V prvním, jednodu¹¹ím, pøípadì se natoèí video a zpìtnì se analyzuje na poèítaèi.
Snímání webkamerou je mnohem slo¾itìj¹í, jeliko¾ software musí zpracovávat videosek-
venci v reálném èase. Jsou zde tedy mnohem vìt¹í nároky na výpoètovou nároènost, aby
se obraz analyzoval plynule a bez zpo¾dìní. Vý¹komìr vyu¾ívá vý¹e zmínìné metody pro
analýzu obrazu.
5.1 Princip funkce
Hlavní my¹lenkou je rozdílnost rychlosti pohybu bodu pøi rùzných vzdálenostech od
snímacího èlenu. Je to stejné, jako kdy¾ jede èlovìk v autì a dívá se boèním okénkem
ven. Stromy kolem silnice ubíhají velmi rychle, ¾e je ani témìø nepostøehne. Naopak
stromy ve vìt¹í vzdálenosti se pohybují o poznání pomaleji. V¹e je samozøejmì relativní k
rychlosti, pokud se bude auto pohybovat minimální rychlosti, i stromy u silnice se budou
pohybovat pomalu. Je tedy zøejmé, ¾e bude potøeba znát nìjakou výchozí podmínku pro
urèení zbylých velièin, co¾ bude v tomto pøípadì rychlost pohybující se kamery.
5.2 Vyu¾ití vý¹komìru
Výsledný software se dá pou¾ít pro urèení vzdálenosti od libovolné ploché pøeká¾ky,
pokud se snímací èlen pohybuje podél této pøeká¾ky. Lze to tedy pou¾ít jako vý¹komìr
pro létající modely nebo na urèování vzdálenosti pozemního modelu ode zdi, pro vyhnutí
se srá¾ce apod. Dùle¾itou podmínkou je ale, aby model ,který nese snímací èlen, byl
schopen urèit svoji okam¾itou rychlost, popøípadì aby dokázal udr¾ovat pøedem zadanou
konstantní rychlost.
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Kapitola 6
Realizace softwaru
6.1 EmguCV a jeho metody
Pomùckou pøi tvorbì softwaru bude knihovna EmguCV. Je to volnì ¹iøitelná knihovna
pro práci s videem. Vychází z knihovny OpenCV, její¾ je wrapper pro programovací jazyk
C# .OpenCV je toti¾ naprogramované pro C++ a Javu. EmguCV obsahuje v¹echny døíve
zmínìné algoritmy a metody v optimalizovaném tvaru, proto jsou ideální pro vyu¾ití v
navrhovaném softwaru, a díky tomu tyto metody spotøebují minimum výpoèetní kapacity
procesoru. V celém textu jsou vyu¾ity pojmy z prostøedí objektového programování. Pro
nalezení význaèných bodù je pou¾it ji¾ vý¹e popsaný algoritmus, v EmguCV je denován
pod jménem GoodFeaturesToTrack. Parametry jsou vysvìtleny ní¾e a jejich pou¾ití je
podle kapitoly 3.2
Good Features To Track
public Point2D<oat>[ ][ ] GoodFeaturesToTrack(
int maxFeaturesPerChannel,
double qualityLevel,
double minDistance,
int blockSize)
maxFeaturesPerChannel maximální poèet význaèných bodù
qualityLevel specikuje nejni¾¹í povolenou kvalitu bodù
minDistance nejmen¹í vzájemná euklidovská vzdálenost
mezi jednotlivými body
blockSize velikost porovnávacího okna
Dále je vyu¾it Lucas Kanadeho pyramidový interaèní algoritmus pro nalezení posunu
význaèného bodu. Ten je v EmguCV naprogramován jako souèást tøídy OpticalFlow.
Parametry jsou pou¾ity podle kapitoly 4.
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Pyramidal Lucas Kanade algorithm
public static void PyrLK(
Image<Gray, byte> prev,
Image<Gray, byte> curr,
PointF[ ] prevFeatures,
Size winSize,
int level,
MCvTermCriteria criteria,
out PointF[ ] currFeatures,
out byte[ ] status,
out oat[ ] trackError)
prev první ¹edotónový obrázek (v èase t)
curr druhý ¹edotónový obrázek (v èase t + δt)
prevFeatures pole bodù, které chceme sledovat
winSize velikost integraèního okna
level max. pyramidová úroveò (0 znaèí nevyu¾ití pyramid)
criteria specikuje, za jakých podmínek se ukonèí iteraèní proces
(poèet iterací, pøesnost)
currFeatures výstup, nové body nalezené trasovacím algoritmem
status výstup, pole jednièek a nul, obsahuje informace o tom,
které body se podaøilo trasovat
trackError èísla pole vyjadøují zmìnu okolí mezi originálními a posunutými body
6.2 Popis grackého rozhraní
Software je naprogramován v programovacím jazyce C# s vyu¾itím knihovny Em-
guCV a .NET frameworku. Maximálnì je pøi tom vyu¾it objektový potenciál jazyka,
proto ka¾dá významná èást programu má svoji tøídu. Jako vývojové prostøedí poslou¾ilo
Microsoft Visual Studio, které je v distribuci Express poskytováno zdarma. Vizuálnì je
software øe¹en v rozhraní Windows Forms.
Na obrázku 6.1 je zobrazeno ovládací rozhraní softwaru. Na obrázku je oznaèeno nì-
kolik dùle¾itých oblastí a zde je jejich popis.
1) Sekce upravuje zdroj videa. Jsou zde na výbìr dvì mo¾nosti, webkamera a soubor
na disku. V kolonce Input je aktuální cesta k souboru, tlaèítkem Browse mù¾eme soubor
lehce vybrat. Pokud je aktivní re¾im webkamery, objeví se výbìr èísla kamery. Napøíklad
u notebookù s vestavìnou kamerou platí, ¾e tato kamera má èíslo 0, jiné kamery, napø.
pøipojené pøes USB mají èísla vy¹¹í.
2) Zde se zatrhnutím aktivuje délkový ltr. Více v sekci 6.4
3) Zde lze mìnit parametry metody GoodFeaturesToTrack, pøesnìji poèet bodù, kva-
litu a minimální vzdálenost. V¹e lze mìnit i pøi probíhajícím zpracovávání videa.
4) Velké písmeno R pøedstavuje odhad typu pohybu. Doká¾e rozli¹it mezi translaè-
ním(T) a rotaèním(R). Èísla ní¾e pøedstavují aktuální poèet sledovaných bodù a celkový
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Obrázek 6.1: Ovládací rozhraní softwaru
poèet bodù odstranìných délkovým ltrem.
5) Dále lze také mìnit barvu a velikost vykreslovaných bodù, vektorù a hlavních vý-
chylek.
6) Toto textové pole je pro zadání cesty k výstupnímu textovému souboru pro výpis
zpracovaných dat. Tomuto je vìnována sekce 6.5. Tlaèítkem Browse se dá opìt lehce sou-
bor vybrat.
7) Zde je mo¾né zapnout vý¹komìr. jak bylo øeèeno v kapitole 5, je nutné znát aktu-
ální rychlost snímacího èlenu. Jeliko¾ je pøedpokladem konstantní rychlost, zde je nutné
tuto rychlost uvést.
8) V poslední èásti je tlaèítko Start/Pause pro spu¹tìní/zastavení práce softwaru.
Nakonec po stisknutí èerveného tlaèítka zaène ukládání dat do výstupního textového sou-
boru.
Dal¹í èástí okenní aplikace je výstup pro video. Ten je zobrazen na obrázku 4.2.
Zobrazují se zde tøi výstupy. Modrou barvou jsou vyznaèeny nalezené význaèné body
(viz kap. 3). Èervenou barvou jsou vyznaèeny optické toky tìchto bodù, pøièem¾ výchozí
význaèný bod je poèáteèním bodem vektoru. Uprostøed se zobrazuje hlavní (prùmìrná)
výchylka a je oddìlenì v x-ové a y-ové ose. Platí, ¾e tato výchylka urèuje reálný posun
kamery, ne obrazu. Tedy ve vyobrazeném pøípadì se kamera posunuje dolù a vzorová
¹achovnice vùèi kameøe nahoru.
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Obrázek 6.2: Videovýstup softwaru
6.3 Vstupy
Jak u¾ bylo øeèeno, vstupní video je mo¾né získat ze dvou zdrojù. O naètení video-
souborù èi videa z realtimové kamery se stará tøída Capture, která je souèástí knihovny
EmguCV. Ta poté pomocí metody QueryFrame získá jeden ze snímkù videa. Pokud pou-
¾íváme jako zdroj webkameru, pak naète obraz, který kamera vidí v okam¾iku odeslání
po¾adavku. V opaèném pøípadì naète snímek, který následuje v poøadí.
6.4 Zpracování videa, ltry a ukládání
V následujícím odstavci bude vysvìtleno jádro softwaru, tedy zpracování videa. To
je øe¹eno pomocí vytvoøené tøídy ImgProcess a její metody ProcessImage. Tato metoda
je volána poka¾dé, kdy¾ se naète nový obrázek videa. Nejprve nalezne pomocí metody
GoodFeaturesToTrack() význaèné body na pøedchozím obrázku (s parametry zadanými
v grackém rozhraní) a jejich posun metodou OpticalFlow.PyrLK(). Hlavními výstupy
tìchto metod jsou tøi pole (podle odstavce 6.1 - prevFeatures, currFeatures a status). Pro
jednodu¹¹í práci jsou tato pole pøevedena na generické listy. Dal¹ím krokem je odstranìní
bodù, které se nepovedlo sledovat. Tato informace je v poli status, kde se na proble-
matických indexech vyskytují nuly. Body z tìmito indexy jsou tedy odstranìny z obou
kolekcí bodù. I kdy¾ se nìkteré body povedlo "spárovat", mohou nastat urèité problémy
a výsledné vektory jsou nesmyslnì velké èi nesmyslnì umístìné. Taková situace je zobra-
zena na obr 6.2 Jde napøíklad o situace, kdy význaèný bod zmizí ze zabíraného okna. Je
samozøejmì ne¾ádoucí ukládat tyto vektory, navíc by zkreslovaly prùmìrnou délku pohy-
bového vektoru. Pro úèely ltrace byla vytvoøena tøída Filter. Pøedpokladem je fakt, ¾e
pohybové vektory budou pøi translaci pøibli¾nì stejnì velké, proto staèí vypoèítat medián
ze v¹ech velikostí a odstranit vektory, které se od mediánu výraznì odli¹ují, nebo pøesnìji,
které jsou mnohem del¹í. Medián je pou¾it kvùli tomu, ¾e jeho hodnota není ovlivnìna
dlouhými chybnými vektory. Oproti tomu aritmetický prùmìr by byl znaènì deformován.
20
Obrázek 6.3: Nalezené posuvy bez délkové ltrace
Jeliko¾ je ltr aktivní i pøi rotaèním pohybu, je nutné ponechat vektory, které jsou vý-
raznì men¹í ne¾ medián(obr. 6.1). Dùvodem je fakt, ¾e pøi rotaci se objevuje ¹iroká ¹kála
délek vektorù s minimem ve støedu otáèení. Výraznì velké vektory se odstraní a malé po-
nechají. Tyto vektory toti¾ nejsou zpravidla chybné a pøi jejich odstranìní by se výraznì
sní¾il poèet ponechaných vektorù, co¾ není ¾ádoucí.
Ukládání dat je øe¹eno tøídou Data. Výstupním souborem je textový soubor, odkud
se dají hodnoty lehce naèíst z libovolného softwaru pro práci s daty, napø. Excel nebo
Matlab. Pøímo v kódu lze nastavit v jakém tvaru se budou vektory ukládat.
6.5 Kalibrace vý¹komìru
Pro jednoznaèné urèení vý¹ky je nutné znát dva parametry pohybu. V první øadì ak-
tuální, pøesnou rychlost pohybu kamery. Tato nutná znalost je velmi problematická, jeliko¾
je obtí¾né jednoduchým zpùsobem urèit rychlost pohybu. Plyne to z pou¾ití vý¹komìru pro
mobilní roboty, které v naprosté vìt¹inì pøípadù nenesou zaøízení pro zji¹tìní rychlosti.
Dal¹ím nutným vstupem je velikost vektorù optického toku získaných z navrhovaného
softwaru. Ze znalosti tìchto dvou parametrù je mo¾né získat aktuální vý¹ku/vzdálenost
od povrchu.
Nejpøesnìj¹ím zpùsobem øe¹ení je simulace snímání plochy pøi známé rychlosti. Z namìøe-
ných dat lze získat data o optickém toku v obrazu. Pøi dostateèném mno¾ství mìøení je
poté mo¾né získat grafy pro konstantní rychlosti a z nich urèovat vý¹ky pro dané velikosti
optického toku.
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Simulace
Pro simulaci mìøení vý¹ky bylo nutné pou¾ít nosiè kamery, u kterého je mo¾né co
nejpøesnìj¹í urèení rychlosti. Pro tento úèel je vyu¾it model buginy, který doká¾e udr¾ovat
témìø konstantní rychlost a smìr jízdy. Na tento model byla pøidána kamera pro snímání
povrchu s èlenitým ¹achovnicovým vzorem pro rùzné vzdálenosti od pøeká¾ky. Po sérii
mìøení byla natoèená videa zpracována vytvoøeným softwarem, získaná data zprùmìro-
vána a zakreslena do grafù. Pøíkladem je graf na obrázku 6.4, kde jsou hodnoty namìøeny
pøi rychlosti 0,668 m/s. Pøi vìt¹ím mno¾ství namìøených grafù a jejich prolo¾ením vhod-
nou køivkou lze vý¹ku vypoèítat pro libovolný bod v namìøené oblasti interpolací. Pro
Obrázek 6.4: Graf závislosti velikosti optického toku na vzdálenosti od pøeká¾ky pøi kon-
stantní rychlosti
nízké rychlosti (pøibli¾nì do 0,8 m/s) byla získaná data pomìrnì pøesná, ale pro vy¹¹í
rychlosti se do výsledku promítaly ne¾ádoucí okolnosti. Hlavním problémem byla doba,
ne¾ model dosáhl konstantní rychlosti. Po dobu mìøení se rychlost pohybu lehce zvy¹ovala.
Druhým problémem byly vibrace pøená¹ené z odpru¾ení podvozku pøes dr¾ák kamery. Tím
bylo video také dost negativnì ovlivnìno.
Pro vyu¾ití softwaru jako pøesného a univerzálního vý¹komìru je nutná kalibrace pro
odpovídající rychlosti a odpovídající vý¹ky. S tím souvisí zaji¹tìní dostateènì pøesného a
stabilního nosièe kamery pøi vy¹¹ích rychlostech pohybu.
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Závìr
Pøedkládaná práce je vìnována návrhu vý¹komìru, který je zalo¾en na analýze optic-
kého toku v obraze snímaném kamerou. Zaèátek práce je vìnován teoretickému popisu
algoritmù. V kapitole 2 jsou popsány metody vhodné pro zpracování optického toku, de-
tailnìji jsou popsány metody diferenèní a vyhledávání oblastí. Kapitola 3 pojednává o
vyhledávání význaèných bodù pøes Harrisùv operátor a metodu GoodFeaturesToTrack.
Jádro urèování optického toku je Lucas-Kanadeho iteraèní algoritmus, který je popsán v
kapitole 4. V¹echny tyto oddíly byly matematicky popsány pro lep¹í pochopení celé pro-
blematiky. Dále byl vytvoøen software v programovacím jazyce C# s vyu¾itím knihovny
EmguCV, který vyu¾íval v¹echny popsané poznatky. Jeho hlavní funkcí bylo nalezení
optického toku pro vstupní videosekvenci. Dále dokázal urèit smìr translaèního pohybu
kamery a vykreslit jej do grackého výstupu. Ve vstupní videosekvenci také dokázal urèit
typ pohybu, rotaci a translaci. Výstup softwaru ve tvaru vektorù optického toku byl poté
vyu¾it pro návrh funkce vý¹komìru. Byla provedena mìøení, která mìla urèit závislost
velikosti optického toku a vzdálenosti snímacího èlenu od pøeká¾ky. O výsledcích mìøení
pojednává kapitola 6. Pro nízké rychlosti byly nalezeny pomìrnì pøesné mocninné zá-
vislostní grafy, ale pro vy¹¹í rychlosti se ukázalo velmi problematické vlastní mechanické
pøipevnìní kamery k buginì. Výsledkem práce je tedy návrh systému, na jeho¾ principu
mù¾e pracovat reálný vý¹komìr.
Dal¹í vývoj softwaru by mìl jít smìrem roz¹íøení pracovní oblasti, v ideálním pøípadì
získat data pro libovolnou rozumnou rychlost a vzdálenost. Pro tato mìøení je ov¹em
nutné obstarat dostateènì pøesný a stabilní snímací èlen a jeho upevnìní na pojezdu.
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