We present a method, based on the Routh stability criterion, for finding the complex roots of polynomials with real coefficients. As in Gauss's 1815 proof of the Fundamental Theorem of Algebra, we reduce the problem to that of finding real roots and square roots of certain associated polynomials. Unlike Gauss's proof, our method generates these associated polynomials in an algorithmic way.
Introduction
In his second (1815) proof of the Fundamental Theorem of Algebra, Gauss reduced the problem of finding the complex roots of a polynomial to that of finding the real roots of a transformed polynomial with real coefficients, along with finding square roots.
1 This proof does not, however, give an efficient means of computing the transformed polynomial.
In this paper, we present a method, conceived by the first author in 1948 but never published by him (nor subsequently, it appears to us, by anyone else), which transforms the problem of finding the complex roots of polynomials with real coefficients to that of finding only real roots and square roots. As explained below and in subsequent sections, this method uses an algorithm central to the well-known (at least to control system engineers) Routh stability criterion (RSC) and we therefore refer to it as the RSC-based transformation method.
Although the method is valid for polynomials which may have real roots, we will assume that any real roots will have been found by bisection (or some other method) and eliminated by division. Under these circumstances, the method determines the locations of the pairs of conjugate complex roots by using an algorithm for generating the Routh array which transforms a polynomial P (x) into three subsidiary polynomials. The real parts of the complex roots of P (x) are n/2 of the real roots of the subsidiary polynomial Q, of degree n(n − 1)/2 (for generic P (x), these are all of the real roots); the imaginary parts are the square roots of the ratio of the other two subsidiary polynomials.
After a section summarizing the relevant aspects of the Routh stability criterion and its root-finding potential, we will outline the steps by means of which the RSC-based transformation method was conceived.
The examples in this paper are limited to fourth-degree polynomials because, in 1948, all calculations had to be performed by hand. Nevertheless, it will be shown that the RSC-based transformation is valid for polynomials of any degree. Furthermore, the subsidiary polynomials can be calculated using general rather than known coefficients, in which case, for polynomials of any particular degree n, the coefficients of these polynomials can be "stockpiled" and used as the starting points for finding the complex roots of all polynomials of that degree.
2 The Routh stability criterion and its rootfinding potential
The behavior of a physical (e.g. mechanical or electrical) system, as modeled by a system of linear differential equations with constant coefficients, depends on the location of the complex roots of the system's characteristic polynomial, which has real coefficients and a degree equal to the number of reactive elements in the physical system. In particular, the system is stable in its response to transient disturbances if all of these roots lie in the left half-plane. The Routh stability criterion (RSC) is an algorithm for determining whether a given polynomial has this stability property. It involves the construction of the successive rows of the Routh array {b i,j }, which we now describe. We begin with a polynomial P (x) = a n x n + a n−1 x n−1 + · · · + a 1 x + a 0 of even degree n, assumed to have no real roots. Being concerned only with the roots, we may assume that a n = 1. To form the Routh array, we first place in the top row the n/2 + 1 coefficients with even subscripts and in the second row the n/2 coefficients with odd subscripts. Each of the remaining n − 1 rows of the array is then calculated by simple rational operations from the two rows immediately above it. Namely (following [3] ),
The number of entries in each calculated row is one less than the number in the next to last preceding row, with the final rows consisting of the single elements b n,1 and b n+1,1 .
The number of roots of P , if any, in the right half-plane turns out to be equal to the number of sign changes as one reads off the n + 1 numbers in the left column of the array. If, rather than determining the exact number of roots in the right half of the complex plane, one wishes only to check the stability condition, the calculation of successive rows is simplified if one multiplies through by the factor b i−1,1 , leading to the recursion rule
The root-finding potential of the Routh array resides in the combined effect of the fact that, if b n,1 , the single element in row n, is zero: (a) it indicates the existence of two roots of P whose sum (or midpoint) is zero, which except for special real polynomials means a pair of imaginary roots; (b) the values of those roots can be calculated from the two elements in row n − 1 from the quadratic equation
which, for the case of a pair of imaginary roots lying on the vertical axis of the complex plane amounts to the calculation of a square root, viz.,
Although the condition b n,1 = 0 is rare for a typical polynomial, it will be achieved when the origin of the complex plane is translated by the real part h of a pair of complex roots, i.e when P (x) is replaced by P (x + h). The problem of determining the appropriate values of h is examined in the following sections of this paper.
3 The RSC-based iteration method for polynomials of degree 4
In 1948, the first author, while teaching an electrical engineering course on "Transients in linear systems", wished to be able to calculate the transient response to a disturbance of an electrical system with four reactive elements, which calculation entailed finding the complex roots of quartic polynomials. Dissatisfied with methods then known to him for finding such roots, and aware of the root-finding potential of the Routh array, he decided to experiment with the process indicated in the preceding section, using the recursion rule without denominators.
Finding the appropriate values of h entailed the iterative process of successively shifting the origin by increasingly smaller values of h and repeating the generation of the Routh array to find b n,1 , for which reason this method is hereinafter referred to as the RSC-based iteration method. However, because, in 1948, all calculations had to be done by hand, it was found that this RSC-based iteration method was not practical.
Later that year, the first author learned from an exchange of correspondence with George R. Stibitz that, while a research mathematician at the Bell Telephone Laboratories in the 1930's, Stibitz had conceived and experimented with the RSC-based iteration method, with the result that, as he wrote, "I do not think the method is very valuable because of the large amount of calculation needed. . . this process will be quite tedious unless some form of automatic calculator is available".
2
In 1959, Chao [1] also discussed the application of the RSC-based iteration method as a means of finding the imaginary parts of complex roots, but with no mention of calculating them from the last two-entry row of the Routh array, nor any mention of machine computation.
Finally, in 1996, Lucas [3] showed that, "automatic calculators" then being available, the RSC-based iteration method was now practical. He wrote that "The well-known Routh array, associated with polynomial coefficients, can be used to determine the roots of a polynomial to any specified accuracy" and that "computational requirements are quite modest for today's computers, requiring a simple polynomial shift procedure for the coefficients of f (z+p) and calculation of the associated Routh array for each iteration." So, the RSC-based iteration method, which Stibitz had conceived in the 1930's and which, in 1948, he had considered "too tedious", has now been shown to be practical.
The RSC-based transformation method for polynomials of degree 4
Back in 1948, the first author, frustrated with the RSC-based iteration method, conceived the idea of calculating the Routh tableau once and for all in terms of h as a variable, rather than recomputing it for each trial variable of h. To test this method, which we are calling the RSC-based transformation method, he created the fourth-degree polynomial x 4 + 8x 3 + 42x 2 + 80x + 125, with roots at −1 ± 2i and −3 ± 4i. Substitution of x + h for x in this polynomial and generation of the Routh array led to the expressions 
Thus, the original polynomial of fourth degree was transformed into the polynomial b 41 of sixth degree in h. The equation b 41 = 0 had, as expected, its two real roots at −1 and −3, the real parts of the original pairs of conjugate complex roots, and these values of h led to values ±2 and ±4 for ±i b 3,2 /b 3,1 , which are the imaginary parts of the original complex roots.
Although he had succeeded in his goal of finding a practical way of finding the roots of quartic polynomials with known coefficients, the first author decided to explore the meaning, if any, of the other four roots of b 41 = 0, which turned out to be −2 ± i and −2 ± 3i, the midpoints of the line segments connecting pairs of original roots which are not conjugates. The same behavior was observed for quartic polynomials with other root patterns; reflection on this observation showed that the unknown h, intended as a real number corresponding to a shift along the horizontal axis, could be viewed as a complex number and that, for a polynomial of degree 4, the six roots of b 41 were the locations in the complex plane which, if the origin were to be moved there, would be the midpoints of the line segments joining all pairs of the original roots, consistent with the statements in Section 304 of [2] , a pioneering textbook on automatic control theory which the first author happened to be using at the time.
After further numerical experiments, the first author decided to insert x + h for x in the general quartic polynomial a 4 x 4 + a 3 x 3 + a 2 x 2 + a 1 x + a 0 , and to generate the resulting Routh array, leading to the following expressions for the two crucial rows:
+ (32a 2 a 3 a 4 + 8a
At this point, it was no longer necessarily to repeat the Routh algorithm for different values of h, or for different polynomials, but merely to find the roots of (4) after substituting the coefficients of any given polynomial. Had this RSC-based transformation method been made known by the first author in 1948, it would have been a valuable alternative for finding the complex roots of fourth-degree polynomials. However, because of the first author's radical career change at that time, this was not done, and we now very belatedly wish to make this method known.
5 The RSC-based transformation method for polynomials of any even degree
From the same section of [2] cited above, it is clear that the RSC-based transformation method may be applied to polynomials P (x) of any even degree n, leading to a polynomial expression for b n,1 having degree n(n − 1)/2 in h whose roots are the midpoints of all line segments in the complex plane connecting the roots of P (x). In particular, among the real roots of the transformed polynomial are (for P (x) having no real roots itself) the n/2 real parts of the conjugate pairs of roots of P (x). Again, the corresponding imaginary parts may by found by using the values of b n−1,1 and b n−1,2 when the roots of b n,1 are substituted for h. For any particular even n, the expressions for b n,1 , b n−1,1 , and b n−1,2 in terms of a n , . . . a 0 may be calculated once and for all by a symbolic algebra program, with their coefficients "stockpiled" on a website for public use.
Summary
In 1948, the first author, when exploring ways of finding the complex roots of quartic polynomials with real coefficients, conceived but abandoned as im-practical what we are calling the RSC-based iteration method; later that year, correspondence revealed that Stibitz had already conceived this method in the 1930's but had also abandoned it. In the same year, the first author conceived the RSC-based transformation method, which transforms the problem of finding the complex roots of polynomials with real coefficients into those of finding the real roots of a transformed polynomial and of finding the square roots of the ratio of associated polynomials generated by this method. In the preparation of this paper, the second author recognized that the RSC-based transformation method provides an algorithmic complement to Gauss's second proof of the Fundamental Theorem of Algebra.
We have illustrated the RSC-based transformation method for polynomials of degree 4 and explained how it could be applied to polynomials of any even degree. We do not know whether, under certain conditions, our method is a practical and efficient alternative to other root-finding methods; we invite others to explore this.
