









Colony System (MOACS),  based on Ant  Colony Optimization (ACO).  The 
proposed MOACS simultaneously optimizes the maximum link utilization, the 
cost of  the multicast   tree,  the averages delay and the maximum end­to­end 
delay. In this way, a set of optimal solutions, known as Pareto set is calculated 
in only one run of the algorithm, without a priori restrictions. Experimental 






recently   received   great   attention   due   to   the   increased   use   of   recent   point­to­
multipoint   applications,   such   as   radio   and   TV   transmission,   on­demand   video, 






























clearly  noticed that  previous algorithms  treated the Traffic  Engineering Multicast 









every destination node are looked for,  and (2)  finding out  the trees based on the 
distance   values   and   the   available   capacity   of   the   paths,   in   the  modified   graph. 
Crichigno   and   Barán   [7]   have   proposed   a  Multiobjective  Multicast   Algorithm 
(MMA), based on the Strength Pareto Evolutionary Algorithm (SPEA) [8], which 
simultaneously  optimizes   the  maximum  link  utilization,   the   cost   of   the   tree,   the 
maximum end­to­end delay and the average delay. This MMA algorithm finds a set 















restrictions  e(x)≥0   determines   the   set   of   feasible   solutions  Xf  ⊆  X  and   its 
corresponding set of objective vectors Yf ⊆ Y. The problem consists in finding x that 
optimizes  f(x). In general, there is no unique “best” solution but a set of solutions, 
















non­dominated  with   respect   to   the  whole   set  Xf,   it   is   called   an   optimal  Pareto 
solution; therefore, the Optimal Pareto set Xtrue may be formally defined as:
Xtrue ={x∈Xf | x is non­dominated with respect to Xf} (4)





(i,j)  ∈  E : link from node i to node j; i, j ∈ V.
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cij  ∈  ℜ+ : cost of link (i,j).
dij ∈  ℜ+ : delay of link (i,j), in ms.
zij  ∈ ℜ+ : capacity of link (i,j), in Mbps.
tij  ∈  ℜ+ : current traffic of link (i,j), in Mbps.
φ  ∈ ℜ+ : traffic demand, in Mbps.






d p s , n = ∑







 i , j ∈T
{αij } (6)
where  αij=φ tij / zij .
2­ Cost of the multicast tree:
C=φ∗ ∑
i , j ∈T
c ij (7)
3­ Maximum end­to­end delay of the multicast tree:




























(i,j) (5,4) (4,2) (2,0) (5,6) (6,9) (9,13)
dij 7 7 9 7 7 8
cij 6 4 2 1 10 9
tij 0.1 0.1 0.9 0.6 0.7 0.8
zij 1.5 1.5 1.5 1.5 1.5 1.5













For   the   same   example,   Figure   2   presents   in   (a),   (b)   and   (c)   three   different 
alternative solutions, for  the same multicast group,  to clarify the concept of non­
dominance. Notice that each tree is better than any other in at least one objective.
It   is   important   to   notice,   from   the   mathematical   formulation   that   the   four 
objective   functions   are   treated   independently   and   should   be   minimized 











αm C Dm Da
S1 (5,6),(5,4),(4,2),(4,10),(2,0),(10,12),(12,13) 0.73 5 20 36
S2 (5,6),(5,4),(6,1),(6,9),(4,2),(1,0),(9,8),(8,12),(12,13) 0.6 8.6 21.75 36
S3 (5,6),(5,4),(6,1),(6,9),(4,2),(1,0),(9,13) 0.67 7.6 19.75 36
S4 (5,6),(5,4),(6,9),(4,2),(9,13),(2,0) 0.73 6.4 16.50 23
S5 (5,6),(5,4),(6,1),(4,2),(4,10),(1,0),(10,12),(12,13) 0.73 4 26.75 63
S6 (5,6),(5,4),(6,1),(4,2),(4,10),(1,0),(10,12),(12,13) 0.6 6.2 23.25 36
S7 (5,6),(6,1),(1,0),(0,3),(0,2),(3,10),(10,12),(12,13) 0.73 3.6 41 76
S8 (5,6),(5,4),(6,1),(4,2),(1,0),(2,7),(7,13) 0.53 7 23.75 38
S9 (5,6),(5,4),(4,2),(4,10),(10,12),(10,3),(12,13),(3,0) 0.6 5.2 24.25 4








For   the   presented   example,   the   set   of   optimal   Pareto   set   and   corresponding 
objective  functions  are  shown in Table  2.  Notice  that   solution S1  corresponds  to 
Figure 2(a), S2 corresponds to Figure 2(b) and S3 corresponds to Figure 3(c).
5 Ant Colony Optimization Approach






ACO uses   a   pheromone  matrix  τ  =  {τij}  for   the   construction   of   potential   good 
solutions. The initial values of τ are set as τij = τ0 ∀(i, j), where τ0 > 0. It also takes 
advantage of heuristic information (known as visibility) using ηij = 1/dij. Parameters 




colony   constructs   a   complete   solution  T  using   (11),   starting   at   source   node  s. 
Pheromone evaporation is applied for all (i, j) of τ, according to τij = (1 ­ ρ) •τij, where 
parameter ρ ∈ (0; 1] determines the evaporation rate. Considering an elitist strategy, 





























known solutions. Note that only the links of found solutions  T  in  Yknow are used to 
update the pheromone matrix τij. To construct a solution, an ant begins its job in the 
source node s. A non­visited node is pseudo­randomly [4] selected at each step. This 




















































































Build routing tables: For each  ni ∈ Nr, a routing table is built. It consists of the  ψ 
shortest and ψ cheapest paths. ψ  is a parameter of the algorithm. A chromosome is 
represented by a string of length  |Nr|  in which each element (gene)  gi  represents a 
path between s and ni. See Fig. 4(b) to see a chromosome that represents the tree in 
Fig. 4(b).
Discard   individuals:  In  P,   there   may   be   duplicated   chromosomes.   Thus,   new 
randomly generated individuals replace duplicated chromosomes.
















In   order   to   evaluate   the   proposed  MOACS  approach   to   a   recently   published 







MMA   parameters   were:   40   chromosomes   and   mutation   probability   of   0.3, 
suggested   in   [7],  while  MOACS  parameters  were:   40   ant,   0.95   pseudo­random 
probability, 0.95 trail persistence. The runs stopped after 2000 generations. 

























7 {12},{0,1,3,5,6,8,9,11,13 } 9
8 {2},{0,4,5,7,9,10,12,13} 8














1 62 51 62 26
2 33 21 32 23
3 19 25 25 13
4 11 14 10 10
5 20 15 9 17
6 45 29 31 18
7 20 19 13 13
8 14 16 14 5
9 18 16 19 15


























































1 105 79 35 11
2 140 182 130 25
3 97 67 58 12
4 56 50 27 23
5 57 41 26 14
6 27 86 23 2
7 25 7 11 4
8 83 14 17 44
9 49 33 9 5
10 24 35 80 48
8 Experimental Results
Next,   the experimental   results   for  each test  problem and different   load  levels are 




that   in   general  MOACS   outperforms  MMA   finding   a   larger   number   of   Pareto 
solutions   (see  averages   in  Table  7).  Only  in  column “Average  for  each  MG”  for 
multicast groups 4 (42 %) and 9 (49.25%) MMA may seem better than MOACS, but 
in the rest of the tests, MOACS is widely superior. 
Table  7.  Comparison  of   solutions   in  Ytrue  for   each  MG and   load   level,   for  Test 
Problem 1.
MG
Low Medium High Saturation
Average for each 
MG
MOACS MMA MOACS MMA MOACS MMA MOACS MMA MOACS MMA
1 80 % 1 % 96 % 0 % 86 % 0 % 100 % 0 % 90.50 % 0.25 %
2 27 % 1 % 28 % 21 % 3 % 44 % 100 % 0 % 39.50 % 24.50 %
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3 95 % 1 % 96 % 0 % 88 % 2 % 94 % 0 % 93.25 % 0.75%
4 36 % 41 % 21 % 43 % 10 % 34 % 50 % 50 % 29.25 % 42 %
5 82 % 2 % 87 % 1 % 68 % 7 % 58 % 29 % 73.75 % 9.75 %
6 76 % 0 % 59 % 2 % 87 % 0 % 91 % 0 % 78.25 % 0.50 %
7 20 % 28 % 40 % 22 % 15 % 32 % 100 % 0 % 43.75 % 20.50 %
8 100 % 0 % 91 % 4 % 93 % 1 % 100 % 0 % 96 % 1.25 %
9 28 % 37 % 12 % 76 % 16 % 51 % 65 % 33 % 30.25 % 49.25 %
10 55 % 19 % 89 % 11 % 77 % 16 % 57 % 43 % 69.50 % 22.25 %
Average for each Load Level Global Average





calculated   40  %   of  Ytrue  solutions   while  MMA   only   found   3  %.   Even  more, 





Low Medium High Saturation
Average for each 
MG
MOACS MMA MOACS MMA MOACS MMA MOACS MMA MOACS MMA
1 42 % 5 % 46 % 1 % 59 % 5 % 89 % 0 % 59 % 3 %
2 10 % 3 % 10 % 0 % 11 % 0 % 58 % 0 % 22 % 1 %
3 27 % 0 % 25 % 0 % 27 % 0 % 65 % 0 % 36 % 0 %
4 9 % 1 % 8 % 2 % 10 % 1 % 68 % 0 % 24 % 1 %
5 7 % 6 % 2 % 14 % 3 % 7 % 4 % 34 % 4 % 15 %
6 96 % 0 % 64 % 0 % 86 % 0 % 100 % 0 % 87 % 0 %
7 70 % 1 % 36 % 7 % 60 % 1 % 75 % 25 % 60 % 9 %
8 10 % 0 % 10 % 1 % 8 % 2 % 40 % 0 % 17 % 1 %
9 64 % 0 % 85 % 0 % 42 % 7 % 100 % 0 % 73 % 2 %
10 10 % 0 % 10 % 0 % 9 % 1 % 52 % 0 % 20 % 0 %
Average for Load Level Global Average
35 % 2 % 30 % 3 % 32 % 2 % 65 % 6 % 40 % 3 %
It can be concluded from Tables 7 and 8 that MOACS outperforms MMA for this 
type of MOP, finding a larger number of Pareto solutions.
From   these   experimental   results,   the   following   conjecture   can   be   stated.   ACO 
algorithms as MOACS build relatively good solutions using heuristic   information 
(visibility) and avoiding not feasible solutions; therefore, in general, ACO algorithms 







This  paper   introduces   a  new  approach  based  on  MOACS  to   solve   the  multicast 
routing  problem.  The  proposed  MOACS  is  able   to  optimize   simultaneously   four 






This   last   feature   is  especially   important  since  the most  adequate solution can be 
chosen   for   each   particular   case  without  a  priori  restrictions   that  may   eliminate 
otherwise good solutions. To validate the new approach, MOACS was compared to 
the MMA, a representative algorithm for solving the multicast routing problem in a 
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