We establish new regularity estimates, in terms of Sobolev spaces, of the solution f to a kinetic equation. The right-hand side can contain partial derivatives in time, space and velocity, as in classical averaging, and f is assumed to have a certain amount of regularity in velocity. The result is that f is also regular in time and space, and this is related to a commutator identity introduced by H ormander for hypoelliptic operators. In contrast with averaging, the number of derivatives does not depend on the L p space considered. Three type of proofs are provided: one relies on the Fourier transform, another one uses H ormander's commutators, and the last uses a characteristics commutator. Regularity of averages in velocity are deduced. We apply our method to the linear Fokker-Planck operator and recover the known optimal regularity, by direct estimates using H ormander's commutator.
Here and all throughout the paper, we denote D v = ( v ) =2 ; D s x = ( x ) s=2 : (1.4) In the most simple situation as above, the result is the following. ; (1.5) where C N; is a constant depending only on N and . The optimal regularity of the averages (1.2) under assumption (1.3) has been obtained recently in 13] , and it can be also deduced from (1.5). t;x (R t R N x ): (1.7)
We can also consider L p data and derivatives in the right-hand side, as is done usually in averaging. Our most general result in this direction is the following. Theorem 1.3 Assume that f 2 L p (R t R N x R N v ), 1 < p < 1, satis es @ t f + v r x f = ( 2 x 2 @ 2 t ) r=2 X j j m @ v g ; (1.8) for some g such that (1.13) where C only depends on N, r, m, , p, and not on , . It is noticeable that the Sobolev exponent s in (1.12) does not depend on p. This is very di erent from the usual case of the regularity of averages. Here, as p tends to 1, the smoothing in time and space remains as e cient as in the L 2 case. However, the exponent p appears again if we write the regularity of averages that we deduce. (1.14)
The proofs of the results above are detailed in Section 2, and rely mainly on the tools developed in averaging techniques.
Another type of proof of the direct estimate (1.5) on f is developed in Section 3. Indeed, Proposition 1.1 is reminiscent of the regularity of the solution to hypoelliptic equations like the Vlasov-Fokker-Planck equation
( (1.16) which is the heart of the regularizing e ect in Proposition 1.1. The drawback of 16] is that the estimates are very complicate. A simpli ed approach was proposed in 6], but however, the author does not get the optimal exponent. We propose here to improve this last approach in order to get the optimal regularity. The key point is to prove that we have indeed two derivatives in the variable v. We have to notice that it we make = 0 in Theorem 1.6, we recover Proposition 1.1, but with the extra assumption that 1. We conjecture that in the general case the assumption 1 is unnecessary in Theorem 1.6. Another interesting choice is = 1, in this case s = 1 and we obtain a full derivative in x on f.
The remainder of the paper is organized as follows. Section 2 is devoted to the proof of Proposition 1. 
Since by (2.4) j1 b " ( )j C N; j" j , we can estimate the second term by k b f(!; k; :
Then, we estimate the rst term in (2.5) as usual in averaging lemma. We introduce an interpolation parameter > 0, and from (2.1) we get (2.8) and
We estimate this integral by the Cauchy-Schwarz inequality,
: (2.10) In order to estimate the last integral, we notice that j " (v)j C N; " N 1I jvj<" , and writing the decomposition = e k jkj + 0 with e = k jkj and 0 k = 0, we obtain
j1 + i(! + jkje )= j 2 de C N; "jkj :
Therefore, taking the L 2 norm in velocity in (2.10), we get
Now, we choose = kb g(!; k; :)k L 2=k b f(!; k; :)k L 2, which depends on ! and k, but this is not a problem since the previous computations are valid at xed ! and k, and this yields
Together with (2.6), this enables to estimate (2.5),
(2.14) Next, we choose " in order to optimize the right-hand side (thus " also depends on ! and k), and we obtain 
(2.29) We observe that the multiplier for some constants C 2 ; 2 independent of 0 and , thus we deduce by Lemma 2.3 that it de nes a bounded operator on L p (R R N ) for any 1 < p < 1.
Therefore, by the similarity formula (2.42) and since the transformation (2.40) is an isometry of L p , we conclude that M is bounded on L p (R R N R N ) with a constant independent of 0 and . But by a direct estimate similar to (2.30)-(2.31), P is bounded on L p (R R N R N ), hence Q also by composition,
(2.44) where C is independent of 0 , " 0 and . Next, we notice that the estimates (2.9)-(2.12) in the proof of Proposition 1.1 give we get the result.
We wish now to establish estimates for derivatives with respect to time in order to obtain Theorem 1.3. This is done by rst proving a generalization of the estimate (2.11). 3 The H ormander commutator
We prove here Theorems 1.5 and 1.6, with the method of 6], which is based on writing the commutator identity
and taking the L 2 bracket of it against an x-derivative of f. We shall denote hf; gi = ZZZ R R N R N fg dtdxdv: (3. 2)
The main drawback of this method is however that it cannot handle L p functions.
Proof of Theorem 1. 
The characteristics commutator
We prove here a result that is similar to Proposition 1.1, but with a very simple and direct approach that is based on the characteristics of the transport operator. It enables to consider data in L p for any 1 p 1, but however we get estimates in spaces that slightly di er from the usual Sobolev spaces. At the present time, we are not able to treat derivatives in the right-hand side. 
