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GLOBAL MAXIMIZERS FOR ADJOINT FOURIER RESTRICTION
INEQUALITIES ON LOW DIMENSIONAL SPHERES
DIOGO OLIVEIRA E SILVA AND RENE´ QUILODRA´N
Abstract. We prove that constant functions are the unique real-valued maxi-
mizers for all L2 − L2n adjoint Fourier restriction inequalities on the unit sphere
Sd−1 ⊂ Rd, d ∈ {3, 4, 5, 6, 7}, where n > 3 is an integer. The proof uses tools from
probability theory, Lie theory, functional analysis, and the theory of special func-
tions. It also relies on general solutions of the underlying Euler–Lagrange equation
being smooth, a fact of independent interest which we establish in the companion
paper [51]. We further show that complex-valued maximizers coincide with nonneg-
ative maximizers multiplied by the character eiξ·ω, for some ξ, thereby extending
previous work of Christ & Shao [18] to arbitrary dimensions d > 2 and general even
exponents.
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1. Introduction
The Fourier adjoint restriction operator, also known as the extension operator, of a
complex-valued function f : Sd−1 → C on the unit sphere is defined at a point x ∈ Rd
as
f̂σd−1(x) =
ˆ
Sd−1
f(ω)e−ix·ω dσd−1(ω), (1.1)
where we denote the usual surface measure on Sd−1 by σd−1. The cornerstone Tomas–
Stein inequality [59, 62] states that
‖f̂σd−1‖Lq(Rd) 6 Td,q‖f‖L2(Sd−1), (1.2)
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provided d > 2 and q > qd := 2d+1d−1 . Here Td,q denotes the optimal constant given by
Tqd,q = sup
0 6=f∈L2
Φd,q(f), (1.3)
where the functional Φd,q : L
2(Sd−1)→ R is defined via
Φd,q(f) =
‖f̂σd−1‖qLq(Rd)
‖f‖q
L2(Sd−1)
. (1.4)
By a maximizer of (1.2) we mean a nonzero, complex-valued function f ∈ L2(Sd−1) for
which ‖f̂σd−1‖Lq(Rd) = Td,q‖f‖L2(Sd−1). In this case, we will also say that f maximizes
the functional Φd,q.
There has been a surge in attention given in the recent literature to Sharp Fourier
Restriction Theory. In particular, the sharp form of inequality (1.2) has motivated
a great deal of interesting work. It has been shown in [22] that complex-valued
maximizers of inequality (1.2) exist in the non-endpoint case q > qd, in any dimension
d > 2. If q is an even integer, then maximizers are known to exist among the class of
non-negative functions. Existence of maximizers in the endpoint case q = qd was first
established in [17] for d = 3, then in [57] for d = 2 and in [25] for all d > 2, the cases
d > 4 being conditional on a celebrated conjecture concerning Gaussian maximizers
for the Fourier extension inequality on the paraboloid.
If q = ∞, then one easily checks that the unique real-valued maximizers of (1.2)
are the constant functions. It has been proved [13, 23] that constant functions are
the unique real-valued maximizers of Φd,4 when d ∈ {3, 4, 5, 6, 7}, while evidence has
been provided in [14, 53] to support the natural conjecture that constants maximize
Φ2,6 as well.
So far no explicit maximizer of (1.2) has been found when q ∈ (4,∞), in any
dimension d > 2. In this paper, we consider the case of even integers q in low
dimensions. Our main result is the following.
Theorem 1.1. Let d ∈ {3, 4, 5, 6, 7} and q > 6 be an even integer. Then constant
functions are the unique real-valued maximizers of the functional Φd,q. The same
conclusion holds for d = 2 and even integers q > 8, provided that constants maximize
the functional Φ2,6.
Our methods are tailored to handle even exponents q ∈ 2N, and partly rely on
the aforementioned works [13, 23] which are only available in dimensions d 6 7.
It remains an interesting open problem to determine whether constant functions
maximize the functional Φd,q in any dimension d > 8, for any exponent q ∈ [qd,∞),
as well as for the remaining exponents q ∈ [qd,∞)\2N in the lower dimensional cases
2 6 d 6 7.
It is natural to ask about more general complex-valued maximizers. Our second
result shows that any complex-valued maximizer of (1.2) coincides with an even,
nonnegative maximizer multiplied by the character eiω·ξ for some ξ, provided q is an
even integer.
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Theorem 1.2. Let d > 2 and q > 2d+1
d−1 be an even integer. Then each complex-valued
maximizer of the functional Φd,q is of the form
ceiξ·ωF (ω), (1.5)
for some ξ ∈ Rd, some c ∈ C \ {0}, and some nonnegative maximizer F of Φd,q
satisfying F (ω) = F (−ω), for every ω ∈ Sd−1.
Theorem 1.2 extends [18, Theorem 1.2] to arbitrary dimensions and general even
exponents. As an immediate consequence of Theorems 1.1 and 1.2, we obtain the
following partial extension of [13, Theorem 1].
Corollary 1.3. Let d ∈ {3, 4, 5, 6, 7} and q > 4 be an even integer. Then all complex-
valued maximizers of the functional Φd,q are given by
f(ω) = ceiξ·ω,
for some ξ ∈ Rd and c ∈ C \ {0}. The same conclusion holds for d = 2 and even
integers q > 8, provided that constants maximize Φ2,6.
In the companion paper [51], we explored the fact that a maximizer of (1.2) satisfies
the Euler–Lagrange equation(
|f̂σd−1|q−2f̂σd−1
)∨∣∣∣
Sd−1
= λ‖f‖q−2
L2(Sd−1)f, σd−1-a.e. on S
d−1, (1.6)
with λ = Tqd,q. Nonzero solutions of (1.6) corresponding to generic values λ ∈ C
are called critical points of the functional Φd,q. If q = 2n is an even integer, then
the Tomas–Stein inequality (1.2) can be equivalently stated in convolution form via
Plancherel’s Theorem as
‖(fσd−1)∗n‖2L2(Rd) 6 (2pi)−dT2nd,2n‖f‖2nL2(Sd−1), (1.7)
where the n-fold convolution measure (fσd−1)∗n is recursively defined for integral
values of n > 2 via
(fσd−1)∗2 = fσd−1 ∗ fσd−1, and (fσd−1)∗(n+1) = (fσd−1)∗n ∗ fσd−1. (1.8)
The functional Φd,2n can then be recast as
Φd,2n(f) = (2pi)
d
‖(fσd−1)∗n‖2L2(Rd)
‖f‖2n
L2(Sd−1)
, (1.9)
and the Euler–Lagrange equation (1.6) translates into(
(fσd−1)∗n ∗ (f?σd−1)∗(n−1)
)∣∣∣
Sd−1
= (2pi)−dλ‖f‖2n−2
L2(Sd−1)f, σd−1-a.e. on S
d−1, (1.10)
where f? denotes the conjugate reflection of f around the origin, defined via
f?(ω) = f(−ω), for all ω ∈ Sd−1.
A function f : Sd−1 → C is said to be antipodally symmetric if f = f?, in which case
f̂σd−1 is easily seen to be real-valued.
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In [51], we considered a more general version of the Euler–Lagrange equation (1.10),
and proved that all the corresponding solutions are C∞-smooth. A particular conse-
quence which will be relevant for the purposes of the present paper is the following
generalization of [18, Theorem 1.1].
Theorem 1.4 ([51]). Let d > 2 and q > 2d+1
d−1 be an even integer. If f ∈ L2(Sd−1) is
a critical point of the functional Φd,q, then f ∈ C∞(Sd−1). In particular, maximizers
of Φd,q are C
∞-smooth.
It would be useful to extend Theorem 1.4 to the case of general exponents q ∈ [qd,∞),
as it is one of the missing ingredients to turn our next result into an unconditional
one. In fact, Theorem 1.5 provides some sufficient conditions for constant functions to
be the unique real-valued maximizers among the class of continuously differentiable
functions, C1(Sd−1), and follows from the methods developed in the present paper.
Theorem 1.5. Let d > 2. Then there exists q? = q?(d) ∈ [2d+1d−1 ,∞) with the following
property. If constant functions maximize Φd,q for some q > q?, then any real-valued,
continuously differentiable maximizer of Φd,q+2 is a constant function.
As a further application of our methods, we show that, if d ∈ {3, 4, 5, 6, 7}, then the
optimal constant Td,q is continuous at q = ∞. More precisely, the following result
holds.
Theorem 1.6. Let d ∈ {3, 4, 5, 6, 7}. Then
lim
q→∞
Td,q = Td,∞ =
(
2pi
d
2
Γ(d
2
)
) 1
2
. (1.11)
1.1. Outline. In §2, we investigate monotonicity properties of the functional Φd,q. In
particular, we show that the value of Φd,q does not decrease under a certain antipodal
symmetrization, via an argument from [10] that does not depend on the possible
convolution structure of the functional Φd,q, and can therefore be extended to handle
general exponents q > qd. Under the additional assumption that q ∈ 2N is an
even integer, we further observe as in [17] that Φd,q(f) 6 Φd,q(|f |). Both of these
monotonicity results are completed with a characterization of the cases of equality,
and together lead to a proof of Theorem 1.2.
In §3, we study convolution measures on the sphere. We rely on explicit formulae
for the 2- and 3-fold convolution measures σ∗2d−1 and σ
∗3
d−1 which enable the exact
computation of some of the corresponding L2-norms. We further discuss the case
of higher order k-fold convolutions, and highlight a fundamental distinction between
even and odd dimensions. The latter turns out to be related to the theory of uniform
random walks in d-dimensional Euclidean space. Given that this is a very classical
field of research in probability theory, it is remarkable that some of the explicit
formulae which we rely upon only seem to have appeared in the literature a few years
ago; see [5, 26], and Appendix A for further details.
In §4, we consider the Euler–Lagrange equation (1.6) from a different point of view,
by rewriting it as the eigenvalue problem for a certain integral operator, denoted Tf .
We prove that Tf is self-adjoint, positive definite, and trace class. Some inspiration
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stems from the seemingly unknown but very interesting work [27], where a similar
route was undertaken in order to investigate some extremal positive definite functions
on the real line and on the periodic torus R/Z.
In §5, we show how certain symmetries of the functional Φd,q imply the existence
of further eigenfunctions for the operator Tf considered in §4. This step relies on
some non-trivial information about the Lie theory underlying the special orthogonal
group, SO(d), and its Lie algebra, so(d). In particular, we are led to the problem
of determining the minimal codimension of the proper subalgebras of so(d). This
question has been addressed in the literature [2, 31], and the answer reveals a curious
difference that occurs in the four-dimensional case d = 4.
All of the aforementioned ingredients come together nicely in §6 and §7. We use
them to show that if constant functions are known to maximize the functional Φd,q, for
some q ∈ 2N, then they necessarily are the unique real-valued maximizers for Φd,q+2,
provided that a certain inequality between the values Φd,q(1) and Φd,q+2(1) holds. In
§6, we thus reduce the proof of Theorem 1.1 to the verification of a single numerical
inequality, which in turn is proved in §7, following two steps. We first verify that
such an inequality holds for “small” values of q ∈ 2N, and here dimensional parity
is again seen to play a role. If d is odd, then the explicit convolution formulae from
§3 lead to an analytic proof of the inequality in question. If d is even, then we resort
to a rigorous numerical verification; see Appendix B for details. The second step
is an analytic proof of the inequality in question which applies to all q > q?(d), for
some q?(d) ∈ [8, 12] ∩ 2N. For the sake of clarity and to better illustrate the main
ideas, we first deal with the case d = 3, where matters reduce to the analysis of
weighted integrals of powers of the sinc function, a topic which has a rich history in
connection to the cube slicing problem; see [3, 49]. For general 2 6 d 6 7, matters
are less straightforward. We are led to establish very fine tailored asymptotics for
certain integrals involving powers of Bessel functions, and obtain precise estimates
with absolute error smaller than what is needed for our purposes.
Integrals involving products of Bessel functions play an important role in many
areas of mathematics, and have made prominent appearances in the context of Sharp
Fourier Restriction Theory [13, 14, 15, 24, 52, 53]. Further examples include cube,
polydisc and cylinder slicing [3, 11, 12, 20, 21, 37, 38, 49, 50], Khintchine-type in-
equalities [36, 39, 46, 49, 56], the aforementioned case of uniform random walks in
Euclidean space (see §3.1 below), as well as more applied topics; see e.g. the intro-
duction in [63, 64]. In §8, we discuss the general asymptotic expansion for a certain
class of Bessel integrals which contains those considered in §7. As a consequence, we
provide short proofs of Theorems 1.5 and 1.6.
1.2. Notation. We reserve the letter d to denote the dimension of the ambient space
Rd, and qd to denote the endpoint Tomas–Stein exponent, qd = 2d+1d−1 . The set of
natural numbers is N = {1, 2, 3, . . .}, and N0 = N ∪ {0}. The constant function is
denoted 1 : Sd−1 → R, 1(ω) ≡ 1, and the zero function is denoted 0 : Sd−1 → R,
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0(ω) ≡ 0. We find it convenient to define
ωd−1 := σd−1(Sd−1) =
ˆ
Sd−1
1(ω) dσd−1(ω) =
2pi
d
2
Γ(d
2
)
. (1.12)
The indicator function of a set E ⊂ Rd is denoted by 1E or 1(E). Real and imaginary
parts of a complex number z ∈ C will be denoted by <(z) and =(z), respectively.
We let Br ⊂ Rd denote the closed ball of radius r > 0 centered at the origin, and will
continue to denote by (fσd−1)∗k the k-fold convolution measure, recursively defined in
(1.8). We emphasize that σ∗kd−1 should not be confused with the usual k-fold product
measure, denoted σkd−1.
2. Symmetrization and C-valued maximizers
In the search of maximizers for the functional Φd,q, defined in (1.4) for general
q > qd, we would like to restrict attention to antipodally symmetric functions f =
f?. That this can be done is hinted by the previous works [14, 17, 23, 57], and
was accomplished in [10]. For the convenience of the reader, we present a brief
outline of the argument in [10, Prop. 6.7]. Interestingly enough and contrary to the
aforementioned works, the argument does not depend on the convolution form of the
functional Φd,q, and therefore extends to general exponents q.
Proposition 2.1. Given d > 2 and q > qd, let 0 6= f ∈ L2(Sd−1). Then
Φd,q(f) 6 sup
0 6=F∈L2
F=F?
Φd,q(F ). (2.1)
If equality holds in (2.1), then there exist 0 6= F ∈ L2(Sd−1) and κ ∈ C \ {0},
satisfying F = F? and f = κF .
Proof. We can assume q 6=∞, otherwise the right-hand side of (2.1) equals Φd,∞(1)
and equality holds if and only if f(ω) = κeiξ·ω, for some κ ∈ C \ {0} and ξ ∈ Rd. Let
0 6= f : Sd−1 → C be given. We may decompose f = F + iG, where F = 1
2
(f + f?)
and G = 1
2i
(f − f?). The functions F and G are complex-valued and antipodally
symmetric, and one easily checks that ‖f‖2L2 = ‖F‖2L2 + ‖G‖2L2 . By linearity of the
extension operator, f̂σd−1 = F̂ σd−1 + iĜσd−1. The antipodal symmetry of F and G
implies that F̂ σd−1 and Ĝσd−1 are real-valued functions. Consequently, |f̂σd−1|2 =
|F̂ σd−1|2 + |Ĝσd−1|2, and Minkowski’s inequality on Lq/2(Rd) then implies∥∥|f̂σd−1|2∥∥Lq/2 6 ∥∥|F̂ σd−1|2∥∥Lq/2 + ∥∥|Ĝσd−1|2∥∥Lq/2 . (2.2)
In turn, this can be rewritten as∥∥f̂σd−1∥∥2Lq 6 ∥∥F̂ σd−1∥∥2Lq + ∥∥Ĝσd−1∥∥2Lq .
We conclude that
‖f̂σd−1‖2Lq
‖f‖2L2
6 ‖F̂ σd−1‖
2
Lq + ‖Ĝσd−1‖2Lq
‖F‖2L2 + ‖G‖2L2
6 max
{
‖F̂ σd−1‖2Lq
‖F‖2L2
,
‖Ĝσd−1‖2Lq
‖G‖2L2
}
, (2.3)
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where in the latter expression the ratio is set to zero if either F or G happen to vanish
identically. In order for equality to hold in (2.1), both inequalities in (2.3) must be
equalities. Then necessarily one of the following alternatives must hold:
• ‖G‖L2 = 0, in which case f = F , and so κ = 1 and f is antipodally symmetric;
or
• ‖F‖L2 = 0, in which case f = iG, and so κ = i and if is antipodally
symmetric; or
• ‖F‖L2‖G‖L2 6= 0 and ‖F̂ σd−1‖Lq‖F‖−1L2 = ‖Ĝσd−1‖Lq‖G‖−1L2 .
In the latter case, equality must hold in the application of Minkowski’s inequality
(2.2). Since q/2 ∈ (1,∞), we conclude the existence of a constant µ > 0 such that
|F̂ σd−1| = µ|Ĝσd−1|, a.e. in Rd. (2.4)
The functions F̂ σd−1, Ĝσd−1 are real-valued and analytic. The latter property follows
from the fact that they are both the Fourier transform of compactly supported, finite
measures. Since F̂ σd−1, Ĝσd−1 are continuous and not identically zero, there must
exist ξ0 ∈ Rd and r > 0, such that either
F̂ σd−1(ξ) = µĜσd−1(ξ), for every |ξ − ξ0| < r,
or else
F̂ σd−1(ξ) = −µĜσd−1(ξ), for every |ξ − ξ0| < r.
Analiticity then forces F = µG in the first case, and F = −µG in the second case.
It follows that f = κF , where κ equals either 1 + i/µ or 1− i/µ, and this concludes
the proof of the proposition. 
If q = 2n is an even integer, then the following result shows that the value of
Φd,2n(f) does not decrease if the function f is replaced by its absolute value |f |.
Lemma 2.2. Given d > 2, let n ∈ N be such that n > 3 if d = 2 and n > 2 if d > 3.
Let f ∈ L2(Sd−1). Then
‖(fσd−1)∗n‖L2(Rd) 6 ‖(|f |σd−1)∗n‖L2(Rd), (2.5)
with equality if and only if there exists a measurable function h : Bn → C such that
n∏
j=1
f(ωj) = h
( n∑
j=1
ωj
)∣∣∣ n∏
j=1
f(ωj)
∣∣∣, (2.6)
for σnd−1-a.e. (ω1, . . . , ωn) ∈ (Sd−1)n.
Proof. The proof follows similar lines to those of [13, Lemma 8]. We have that
(fσd−1)∗n(ξ) =
ˆ
(Sd−1)n
n∏
j=1
f(ωj) δ
(
ξ −∑nj=1 ωj) n∏
j=1
dσd−1(ωj), (2.7)
where δ denotes the d-dimensional Dirac delta distribution; see [24, Appendix A] and
the references therein for a discussion of the relevant delta-calculus. Identity (2.7)
readily implies
|(fσd−1)∗n(ξ)| 6 (|f |σd−1)∗n(ξ), for all ξ ∈ Rd, (2.8)
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which, upon integration, yields (2.5). If equality holds in (2.5), then we must have
equality in (2.8), for almost every ξ ∈ Rd. For each such ξ ∈ Rd, there exists h(ξ) ∈ C
satisfying
n∏
j=1
f(ωj) = h(ξ)
∣∣∣ n∏
j=1
f(ωj)
∣∣∣, for Σξ-a.e. (ω1, . . . , ωn) ∈ (Sd−1)n, (2.9)
where the singular measure Σξ on (Sd−1)n is given by
dΣξ(ω1, . . . , ωn) = δ
(
ξ −∑nj=1 ωj) n∏
j=1
dσd−1(ωj).
Integrating (2.9) with respect to the measure Σξ on (Sd−1)n, we find that
(fσd−1)∗n(ξ) = h(ξ)(|f |σd−1)∗n(ξ),
which in particular shows that h is indeed measurable. We may now reason similarly
to the second part of [13, §2.3] and arrive at (2.6). We claim that the set
E :=
{
(ω1, . . . , ωn) ∈ (Sd−1)n :
n∏
j=1
f(ωj) 6= h
( n∑
j=1
ωj
)∣∣∣ n∏
j=1
f(ωj)
∣∣∣}
satisfies σnd−1(E) = 0. Indeed, appealing to Fubini’s Theorem,
σnd−1(E) =
ˆ
(Sd−1)n
1E(ω1, . . . , ωn)
n∏
j=1
dσd−1(ωj)
=
ˆ
(Sd−1)n
ˆ
Rd
1E(ω1, . . . , ωn) δ
(
ξ −∑nj=1 ωj) dξ n∏
j=1
dσd−1(ωj)
=
ˆ
Rd
( ˆ
(Sd−1)n
1E(ω1, . . . , ωn) δ
(
ξ −∑nj=1 ωj) n∏
j=1
dσd−1(ωj)
)
dξ
= 0,
where the last identity holds in view of (2.9). This implies (2.6), as desired.
Conversely, if (2.6) holds, we may argue as in the previous paragraph to conclude
that identity (2.9) holds, for almost every ξ ∈ Rd. Then equality holds in (2.8), and
therefore in (2.5) as well. This concludes the proof of the lemma. 
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let d > 2 and n = q
2
> d+1
d−1 be integers, and let 0 6= f ∈
L2(Sd−1) be a complex-valued maximizer of the corresponding inequality (1.2). Since
q = 2n is an even integer, inequality (1.2) can be rewritten in convolution form
(1.7). In view of Lemma 2.2, the function |f | is likewise a maximizer of (1.2). Write
f = eiϕF , where the function ϕ is real-valued and measurable, and F = |f | is a
nonnegative maximizer of (1.2). By Proposition 2.1, we necessarily have F = F?.
We claim that there exists δ > 0, such that
F (ω) > δ, for a.e. ω ∈ Sd−1. (2.10)
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We postpone the proof of the claim for a moment, and proceed with the main
argument. As a consequence of (2.10), we have that (Fσd−1)∗n(ζ) > 0, for al-
most every ζ ∈ Bn ⊂ Rd (and naturally, (Fσd−1)∗n(ζ) = 0 if |ζ| > n). Since
|(fσd−1)∗n(ζ)| 6 |(Fσd−1)∗n(ζ)| for almost every ζ ∈ Rd, and f is a maximizer by
assumption, we further have that
|(fσd−1)∗n(ζ)| = |(Fσd−1)∗n(ζ)|, for a.e. ζ ∈ Bn.
By Lemma 2.2, this implies the existence of a measurable function ψ : Bn → C, such
that
n∏
j=1
eiϕ(ωj) = exp
(
iψ(
n∑
j=1
ωj)
)
, for σnd−1-a.e. (ω1, . . . , ωn) ∈ (Sd−1)n, (2.11)
where we used the fact that F > 0 to cancel out the appropriate terms. But then [13,
Theorem 4] implies the existence of c ∈ C \ {0} and ν ∈ Cd, such that eiϕ(ω) = ceν·ω,
for almost every ω ∈ Sd−1. Since |eiϕ| ≡ 1, we must have |c| = 1 and <(ν) = 0. The
conclusion is that eiϕ(ω) = ceiξ·ω, for some ξ ∈ Rd and unimodular c ∈ C, and so the
proof is complete modulo the verification of the claim.
In order to prove the claim (2.10), let us start by recalling some facts about con-
volutions of regular functions supported on Sd−1. With F as above, from Theorem
1.4 it follows that F ∈ C∞(Sd−1). The convolution Fσd−1 ∗ Fσd−1 is supported on
B2 ⊂ Rd, and can be written explicitly in the following integral form:
(Fσd−1 ∗ Fσd−1)(x) =
ˆ
Γx
F (x− ν)F (ν) dσ¯x(ν)
(
σd−1 ∗ σd−1
)
(x),
for all x ∈ Rd satisfying 0 < |x| < 2. Here, Γx = Sd−1 ∩ (x + Sd−1) is a (d − 2)-
dimensional sphere, and σ¯x denotes the normalized surface measure on Γx, satisfying
σ¯x(Γx) = 1; see [51, §4.1]. For k > 3, the k-fold convolution (Fσd−1)∗k can be written
recursively via
(Fσd−1)∗k(x) =
ˆ
Sd−1
(
Fσd−1)∗(k−1)(x− ω)F (ω) dσd−1(ω), for all x ∈ Rd. (2.12)
If d = 2 and k > 5, or if d, k > 3, it then follows from [51, Prop. 3.1] and [51, Prop.
4.3 and Remark 4.4] that the function (Fσd−1)∗k is Ho¨lder continuous on Rd of some
parameter α = α(d, k) > 0. As a consequence, the Euler–Lagrange equation (1.10)
satisfied by F ,
(Fσd−1)∗(2n−1)
∣∣
Sd−1 = (2pi)
−dT2nd,2n‖F‖2n−2L2(Sd−1)F, (2.13)
holds everywhere on Sd−1, and not merely σd−1-almost everywhere.
Coming back to the proof of (2.10), start by assuming that n > 3. We follow some
of the steps outlined in [18, Lemma 4.1]. Since F does not vanish identically, there
exists ω0 ∈ Sd−1 for which F (ω0) > 0. Since F (ω0) = F (−ω0), F is continuous, and
F > 0 everywhere, there exists a neighborhood of the origin on which the function
(Fσd−1)∗(2n−2) is uniformly bounded from below by some strictly positive number.
To see why this is necessarily the case, consider a closed cap C ⊆ Sd−1 on which F is
bounded from below away from zero; in other words, F (ω) > c, for some c > 0 and
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every ω ∈ C. Let E = (n − 1)(C − C) denote the Minkowski sum of n − 1 copies of
the difference set C − C. Since the function 1Cσd−1 ∗ 1−Cσd−1 is supported on C − C,
and
‖1Cσd−1 ∗ 1−Cσd−1‖L1(Rd) = σd−1(C)2 > 0,
we conclude that C −C has positive Lebesgue measure. Since C −C is also symmetric
with respect to the origin, and n > 3, it then follows by a theorem of Steinhaus
[60, 61] that the set E contains a neighborhood of the origin. But E is contained
in the support of the function (Fσd−1)∗(2n−2), and in fact it follows from (2.12) that
(Fσd−1)∗(2n−2) > 0 on the interior of E. As a consequence, for any given µ > 0, we
have that µ(Fσd−1)∗(2n−1) > Fσd−1 ∗K, for some nonnegative function K ∈ C0(Rd)
which satisfies K(0) > 0. By the Euler–Lagrange equation (2.13), we have that
µ(Fσd−1)∗(2n−1)|Sd−1 = F , where µ is defined by the identity
µ−1 = (2pi)−dT2nd,2n‖F‖2n−2L2(Sd−1).
But the inequality F > Fσd−1 ∗K forces F > 0 everywhere. Indeed, if ω ∈ Sd−1 is
such that F (ω) > 0, and r, ε > 0 are such that F (ω′) > ε, for all ω′ contained in the
closed cap centered at ω and of radius r, denoted C(ω, r), then
F (ν) >
ˆ
Sd−1
K(ν − ω′)F (ω′) dσd−1(ω′) > ε
ˆ
C(ω,r)
K(ν − ω′) dσd−1(ω′) > 0,
for all ν ∈ Sd−1 satisfying |ν −ω| 6 ρ, where ρ > 0 depends only on K. We conclude
that there exists ρ > 0 such that, if F (ω) > 0, then F (ω′) > 0, for all ω′ satisfying
|ω − ω′| 6 ρ. This immediately implies that F > 0 on Sd−1, and inequality (2.10)
is then a consequence of the compactness of Sd−1. This completes the proof of the
claim in the special case when n > 3.
If n = 2 > d+1
d−1 , then d > 3. Moreover, the above argument fails since the set
E = C − C does not contain a neighborhood of the origin as long as C is contained
in a hemisphere: for instance, if ω0 ∈ Sd−1 denotes the center of C, then λω0 /∈ E,
for any λ ∈ R \ {0} (see Figure 1). Therefore, a nonnegative function K ∈ C0(Rd)
satisfying K(0) > 0 and (Fσd−1)∗3 > Fσd−1 ∗ K does not exist in general. We
circumvent this difficult by following the line of reasoning in [16, Lemma 3.2]. Define
O = {ω ∈ Sd−1 : F (ω) > 0}, which is a non-empty, open subset of the unit sphere
satisfying O = −O (since F is continuous, even, and does not vanish identically).
Let C ⊆ Sd−1 be as before, i.e. C is a closed cap on which F is bounded from below
away from zero. As remarked above, the function (Fσd−1)∗3 as defined in (2.12),
(Fσd−1)∗3(x) =
ˆ
Sd−1
(
Fσd−1 ∗ Fσd−1
)
(x− ω)F (ω) dσd−1(ω), (2.14)
is Ho¨lder continuous on Rd of some parameter α = α(d) > 0. Moreover, the equality
in the Euler–Lagrange equation (1.10) satisfied by F ,
(Fσd−1 ∗ Fσd−1 ∗ Fσd−1)
∣∣
Sd−1 = (2pi)
−dT4d,4‖F‖2L2(Sd−1)F, (2.15)
holds everywhere on Sd−1. It follows from (2.14) that (Fσd−1)∗3 > 0 on (O + O +
O) ∩ Sd−1, and from (2.15) that (O +O +O) ∩ Sd−1 ⊆ O. Since C ⊆ O = −O, we
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Figure 1. The set C−C (blue), where C ⊂ S1 is the (red) cap centered
at the north pole with half-angle pi
8
.
then have that
(C − C + ω0) ∩ Sd−1 ⊆ O, for every ω0 ∈ O. (2.16)
Note that, since d > 3, we have that1 σd−1(C − C + ω) > 0, for every ω ∈ Sd−1. We
want to show that2 O = cl(O). With this purpose in mind, let ν0 ∈ cl(O). For all
ω0 ∈ O sufficiently close to ν0, we have that
int[(C − C + ω0) ∩ Sd−1] ∩ int[(C − C + ν0) ∩ Sd−1] 6= ∅.
By (2.16), it then follows that O ∩ int[(C − C + ν0) ∩ Sd−1] 6= ∅, and so there exist
ω˜0 ∈ O and ζ0, ζ ′0 ∈ C, such that ω˜0 = ζ0 − ζ ′0 + ν0. Rearranging, we see that
ν0 = ζ
′
0 − ζ0 + ω˜0 ∈ (C − C + ω˜0) ∩ Sd−1 ⊆ O, where the last containment is again
a consequence of (2.16). This shows that ν0 ∈ O. Since ν0 ∈ cl(O) was arbitrary,
it follows that O = cl(O). But O ⊆ Sd−1 is also open and non-empty, and Sd−1 is
connected, therefore O = Sd−1, as desired.
The proof of the theorem is now complete. 
3. Spherical convolutions
This section will focus on convolutions of the surface measure σd−1 on Sd−1. One of
our goals is to obtain, insofar as possible, explicit formulae for the L2-norms ‖σ∗nd−1‖L2 ,
for integers n > 2. These are related to the value Φd,2n(1) via the identity
Φd,2n(1) = (2pi)
dω−nd−1‖σ∗nd−1‖2L2(Rd), (3.1)
1This fails if d = 2. Indeed, if C ⊆ S1 is a cap, then (C − C + ω) ∩ S1 = {ω} if ω ∈ S1 \ (C ∪ −C).
2Here, cl(X) and int(X) respectively denote the closure and the interior of a subset X ⊂ Sd−1
with respect to the induced topology on the unit sphere Sd−1 ⊂ Rd.
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where ωd−1 = σd−1(Sd−1) as usual.
Let us start with the simplest case n = 2. It is known, see [13, Lemma 5], that
the 2-fold convolution σ∗2d−1 defines a measure supported on the ball B2 ⊂ Rd, abso-
lutely continuous with respect to Lebesgue measure on B2, whose Radon–Nikodym
derivative equals
σ∗2d−1(ξ) =
ˆ
(Sd−1)2
δ
(
ξ − ω − ν) dσd−1(ω) dσd−1(ν) = ωd−2
2d−3
1
|ξ|(4− |ξ|
2)
d−3
2
+ . (3.2)
Here x+ := max{0, x} for x ∈ R, and (4 − |ξ|2)
d−3
2
+ :=
(
(4 − |ξ|2)+
) d−3
2 . The corre-
sponding L2-norms can be easily computed in terms of the Gamma function, as the
next result shows.
Lemma 3.1. Let d > 3. Then:
‖σ∗2d−1‖2L2(Rd) = 2dpi
3d
2
−1 Γ(
d
2
− 1)Γ(d− 2)
Γ(d−1
2
)2Γ(d
2
)Γ(3d
2
− 3) . (3.3)
Note that the right-hand side of (3.3) diverges to ∞ as d → 2+, reflecting the well-
known fact that σ̂1 /∈ L4(R2).
Proof. Let cd = 2
−d+3ωd−2. Identity (3.2) and a computation in polar coordinates
yield:
‖σ∗2d−1‖2L2(Rd) =
ˆ
B2
(
cd
|ξ|
)2
(4− |ξ|2)d−3 dξ = c2dωd−1
ˆ 2
0
(4− r2)d−3rd−3 dr
= c2dωd−1
ˆ 1
0
(4− 4t)d−3(4t) d2−2 2 dt = c2dωd−18d−3B(d2 − 1, d− 2)
= c2dωd−18
d−3 Γ(
d
2
− 1)Γ(d− 2)
Γ(3d
2
− 3) .
From the first to the second line, we changed variables r2 = 4t, and then expressed
the Beta function in terms of the Gamma function, B(a, b) = Γ(a)Γ(b)
Γ(a+b)
. The result
then follows from invoking (1.12). 
We now address the case n = 3. The following result is the first instance in which
a distinction between even and odd dimensions arises.
Lemma 3.2. Let d > 2. Then the following integral expression holds for the 3-fold
convolution:
σ∗3d−1(ξ) =
ω2d−2
22(d−3)|ξ|d−2
×

´ 1+|ξ|
1−|ξ| (4− t2)
d−3
2
(
4|ξ|2 − (1 + |ξ|2 − t2)2
) d−3
2
dt, if |ξ| 6 1,
´ 2
|ξ|−1(4− t2)
d−3
2
(
4|ξ|2 − (1 + |ξ|2 − t2)2
) d−3
2
dt, if 1 6 |ξ| 6 3.
(3.4)
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In particular, if d > 3 is an odd integer, then there exist an even polynomial P0,3 and
polynomials P1,3, Q1,3, all with rational coefficients, such that
σ∗3d−1(ξ) =
ω2d−2
22(d−3)
×
{
P0,3(|ξ|), if |ξ| 6 1,
P1,3(|ξ|) +Q1,3(|ξ|−1), if 1 6 |ξ| 6 3.
Proof. Let d > 2, and consider ξ 6= 0. Using spherical coordinates with axis parallel
to ξ together with identity (3.2), we compute
σ∗3d−1(ξ) =
ˆ
Sd−1
σ∗2d−1(ξ − η) dσd−1(η)
=
ωd−2
2d−3
ˆ
Sd−1
(3− |ξ|2 + 2ξ · η) d−32
(1 + |ξ|2 − 2ξ · η) 12 1((1 + |ξ|
2 − 2ξ · η) 12 6 2) dσd−1(η)
=
ω2d−2
2d−3
ˆ pi
0
(3− |ξ|2 + 2|ξ| cosφ) d−32
(1 + |ξ|2 − 2|ξ| cosφ) 12 1((1 + |ξ|
2 − 2|ξ| cosφ) 12 6 2) sind−2 φ dφ
=
ω2d−2
2d−3
ˆ 1
−1
(3− |ξ|2 + 2|ξ|u) d−32
(1 + |ξ|2 − 2|ξ|u) 12 1((1 + |ξ|
2 − 2|ξ|u) 12 6 2)(1− u2) d−32 du,
where in the last line we changed variables cosφ = u. Another change of variables
yields
σ∗3d−1(ξ) =
ω2d−2
22(d−3)|ξ|d−2
ˆ 1+|ξ|
|1−|ξ||
(4− t2) d−32
(
4|ξ|2 − (1 + |ξ|2 − t2)2
) d−3
2
1(t 6 2) dt.
For |ξ| 6 1, we obtain
σ∗3d−1(ξ) =
ω2d−2
22(d−3)|ξ|d−2
ˆ 1+|ξ|
1−|ξ|
(4− t2) d−32
(
4|ξ|2 − (1 + |ξ|2 − t2)2
) d−3
2
dt, (3.5)
whereas, for 1 6 |ξ| 6 3,
σ∗3d−1(ξ) =
ω2d−2
22(d−3)|ξ|d−2
ˆ 2
|ξ|−1
(4− t2) d−32
(
4|ξ|2 − (1 + |ξ|2 − t2)2
) d−3
2
dt. (3.6)
This concludes the verification of (3.4).
Now let d > 3 be an odd integer, so that d−3
2
is an integer as well. In this case,
it is clear that both integrals (3.5) and (3.6) can be computed explicitly, yielding a
polynomial with rational coefficients in the variable |ξ|. Moreover, the right-hand
side of (3.6) admits a representation of the form
σ∗3d−1(ξ) =
ω2d−2
22(d−3)
(P1,3(|ξ|) +Q1,3(|ξ|−1)), 1 6 |ξ| 6 3,
for some polynomials P1,3, Q1,3 ∈ Q[x] with rational coefficients, the degree of Q1,3
being at most d− 2.
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On the other hand, if |ξ| 6 1, a change of variables in (3.5) via |ξ|−1(t − 1) = s,
dt = |ξ| ds, yields
σ∗3d−1(ξ) =
ω2d−2
22(d−3)
ˆ 1
−1
(4− (1 + |ξ|s)2) d−32
(
4− (|ξ|(1− s2)− 2s)2
) d−3
2
ds,
for every |ξ| 6 1. In particular, σ∗3d−1(ξ) is then seen to be a polynomial in the variable
|ξ|. Moreover, the substitution s −s reveals that the function
r 7→
ˆ 1
−1
(4− (1 + rs)2) d−32
(
4− (r(1− s2)− 2s)2
) d−3
2
ds
defines an even polynomial in r. We conclude that
σ∗3d−1(ξ) = ω
2
d−22
−2(d−3)P0,3(|ξ|), |ξ| 6 1,
for some even polynomial P0,3 ∈ Q[x] of degree 2(d− 3). This completes the proof of
the lemma. 
Lemmata 3.1 and 3.2 pave the way towards the following exact calculations.
Lemma 3.3. The following identities hold:
‖σ∗22 ‖2L2(R3) = 32pi3, ‖σ∗32 ‖2L2(R3) = 256pi5, (3.7)
‖σ∗24 ‖2L2(R5) =
2048pi6
315
, ‖σ∗34 ‖2L2(R5) =
12402688pi10
675675
, (3.8)
‖σ∗26 ‖2L2(R7) =
65536pi9
225225
, ‖σ∗36 ‖2L2(R7) =
1718574645248pi15
18446991688125
, (3.9)
‖σ∗28 ‖2L2(R9) =
4194304pi12
916620705
, ‖σ∗38 ‖2L2(R9) =
1240907332251025408pi20
14790982571478431443125
. (3.10)
Proof. The L2-norm of the 2-fold convolution σ∗2d−1 was already computed in Lemma
3.1. The values on the left-hand side of (3.7)–(3.10) follow from specializing identity
(3.3) to the cases d ∈ {3, 5, 7, 9}.
For the 3-fold convolution σ∗3d−1, we consider the integral expression (3.4) in each
dimension separately. All formulae are easily programmable in a computer algebra
system, which calculates all expressions exactly whenever d is an odd integer. We
proceed to list the explicit formulae for the 3-fold convolutions which were obtained
in this way.
Case d = 3. Here d−3
2
= 0 and ωd−2 = ω1 = 2pi, so that computation of the
corresponding integrals in (3.4) yields
σ∗32 (ξ) =
8pi
2, if |ξ| 6 1,
4pi2
(
−1 + 3|ξ|
)
, if 1 6 |ξ| 6 3. (3.11)
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Case d = 5. Here d−3
2
= 1 and ωd−2 = ω3 = 2pi
2
Γ(2)
= 2pi2, so that computation of the
corresponding integrals in (3.4) yields
σ∗34 (ξ) =

pi4
105
(4|ξ|4 − 168|ξ|2 + 420), if |ξ| 6 1,
− pi
4
105|ξ|3 (2|ξ|
7 − 84|ξ|5 + 210|ξ|4
+ 210|ξ|3 − 756|ξ|2 + 162)
, if 1 6 |ξ| 6 3.
(3.12)
Case d = 7. Here d−3
2
= 2 and ωd−2 = ω5 = 2pi
3
Γ(3)
= pi3, so that computation of the
corresponding integrals in (3.4) yields
σ∗36 (ξ) =

pi6
15015
(|ξ|8 − 52|ξ|6 + 1430|ξ|4 − 6292|ξ|2 + 9009), if |ξ| 6 1,
− pi
6
30030|ξ|5 (|ξ|
13 − 52|ξ|11 + 1430|ξ|9 − 3003|ξ|8
− 6292|ξ|7 + 18876|ξ|6 + 9009|ξ|5 − 38610|ξ|4
+ 12636|ξ|2 − 2187)
, if 1 6 |ξ| 6 3.
(3.13)
Case d = 9. Here d−3
2
= 3 and ωd−2 = ω7 = 2pi
4
Γ(4)
= pi
4
3
, so that computation of the
corresponding integrals in (3.4) yields
σ∗38 (ξ) =

pi8
87297210
(5|ξ|12 − 342|ξ|10 + 10659|ξ|8 − 236436|ξ|6
+ 1398267|ξ|4 − 3602742|ξ|2 + 3741309)
, if |ξ| 6 1,
− pi
8
174594420|ξ|7 (5|ξ|
19 − 342|ξ|17 + 10659|ξ|15
− 236436|ξ|13 + 415701|ξ|12 + 1398267|ξ|11
− 3602742|ξ|10 − 3602742|ξ|9 + 12584403|ξ|8
+ 3741309|ξ|7 − 19151316|ξ|6 + 7770411|ξ|4
− 2243862|ξ|2 + 295245)
, if 1 6 |ξ| 6 3.
(3.14)
The corresponding L2-norms can be computed directly via the use of polar coordi-
nates, as exemplified in the course of the proof Lemma 3.1 for the case of 2-fold
convolutions. This concludes the proof of the lemma. 
Remark 3.4. Formula (3.11) and [51, Prop. 3.1] together imply that the convolution
σ∗md−1 defines a continuous function on Rd, provided d = 2 and m > 5, or d > 3 and
m > 3. As a consequence, if d = 2 and m > 3, or d > 3 and m > 2, then
‖σ∗md−1‖2L2(Rd) = σ∗(2m)d−1 (0) = ωd−1σ∗(2m−1)d−1 (1). (3.15)
To verify the first identity, write σ
∗(2m)
d−1 (0) = (σ
∗m
d−1 ∗ σ∗md−1)(0), and then use the
integral expression for the convolution. The second identity is obtained by writing
σ
∗(2m)
d−1 (0) = (σ
∗(2m−1)
d−1 ∗ σd−1)(0), and then appealing to the radiality of σ∗(2m−1)d−1 .
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By following similar steps to those in the proof of Lemma 3.2, it is possible to ob-
tain integral formulae for the higher order n-fold convolutions σ∗nd−1 in terms of σ
∗(n−1)
d−1 ,
thereby establishing a recurrence relation. If d > 3 is an odd integer, then the recur-
rence can be resolved up to any given N by integrating one value of n ∈ {3, 4, . . . , N}
at a time. We leave the details to the interested reader since such recurrence rela-
tions will not be needed in our main argument. Indeed, explicit expressions for σ∗nd−1
already exist in the literature, and we proceed to describe them.
The following theorem (which has been translated into our notation) appears in
recent work of Garc´ıa-Pelayo [26, §V, §VI], in connection to the study of uniform ran-
dom walks in Euclidean space. We further comment on the link between convolution
measures on the sphere and uniform random walks in §3.1 below.
Theorem 3.5 ([26]). Let d, n be integers, with d > 3 odd, and n > 2. Then,3 for
every r > 0,
σ∗nd−1(r) =
2npi
n(d−1)
2
Γ(d−1
2
)n
(
− 1
2pir
d
dr
) d−1
2
(
(1− r2)
d−3
2
+
)∗n
. (3.16)
In particular, if n > 2, then, for every r > 0,
σ∗n2 (r) = −
(4pi)n
8pir(n− 2)!
b r+n
2
c∑
j=0
(
n
j
)
(−1)j
(r
2
+
n
2
− j
)n−2
. (3.17)
Here b·c denotes the floor function.
In formula (3.16), the expression (1 − r2)
d−3
2
+ is supported on the interval [−1, 1].
The convolution on the right-hand side of (3.16) is understood in the usual sense of
convolutions of functions on the real line, whereas that on the left-hand side of (3.16)
denotes the n-fold convolution of σd−1 in Rd, as defined in (2.7) above. In Appendix
A, we revisit the argument of [26], and summarize the proof of (3.16). If d = 3, then
(1− r2)
d−3
2
+ = 1[−1,1](r),
in which case the explicit evaluation of the n-fold convolution (1[−1,1])∗n is more
accessible, whereas the differential operator acting on it reduces to − 1
2pir
d
dr
. These
two observations eventually lead to identity (3.17).
Borwein & Sinnamon [5], taking (3.16) as a starting point, derived a general formula
for σ∗nd−1 similar to (3.17), for all odd integers d > 3. Prior to stating the relevant
result from [5], we introduce some notation. Let H(x) denote the Heaviside step
function,
H(x) =

0, if x < 0,
1
2
, if x = 0,
1, if x > 0.
3We report a typographical error in [26, Formula (32)], where the power 2(d−1)/2 in the denomi-
nator of the factor on the right-hand side should be replaced by 2; see Appendix A for details.
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If Q is a polynomial in the variable r, then [rj]Q will denote the coefficient of the
monomial rj in Q. For m > 1, we further set
Cm(r) :=
m−1∑
k=0
(m− 1 + k)!
2k k!(m− 1− k)!r
k.
Translated into our notation,4 [5, Cor. 6] states the following.
Theorem 3.6 ([5]). Let d, n be integers, with d > 3 odd, and n > 2. Set m = d−1
2
.
Then, for every r > 0,
σ∗nd−1(r) =
1
rd−1
(
2pim+
1
2
Γ(m+ 1
2
)
)n−1(
Γ(2m)
2mΓ(m)
)n bn−12 c∑
`=0
(
n
`
)
(−1)m`H(n− 2`− r)
×
m∑
k=1
2k
(
m− 1
k − 1
)
(2m− 1− k)!
(2m− 1)! r
k
(m−1)n∑
j=0
(n− 2`− r)mn−1+j−k
(mn− 1 + j − k)! [r
j](Cm(r)
`Cm(−r)n−`).
(3.18)
Theorem 3.6 will play a key role in the proof of Proposition 7.3 below.
Remark 3.7. At first sight, formula (3.18) may look complicated. However, it is only
the closed-form expression of a piecewise polynomial in the variable r, divided by the
normalizing power rd−1. It defines a continuous function on the half-line r ∈ (0,∞),
except when (d, n) = (3, 2), in which case it defines a continuous function on the
interval r ∈ (0, 2). To see why this is indeed the case, note that the term
H(n− 2`− r)(n− 2`− r)mn−1+j−k
defines a continuous function of r on the whole real line, for any ` ∈ {0, . . . , bn−1
2
c},
k ∈ {1, . . . ,m} and j ∈ {0, . . . , (m− 1)n}, since mn− 1 + j − k > m(n− 1)− 1 > 0
for m > 1 and n > 3, and for m > 2 and n > 2. On the other hand, if (m,n) = (1, 2),
then (3.18) reduces to the case d = 3 of (3.2). Even though the continuity at r = 0
for d > 3, n > 3 may not seem evident from formula (3.18), it follows from [51, Prop.
3.1 and Remark 3.2]; while the case (d, n) = (3, 3) is not covered by these results, it
follows easily from the fact that (3.11) defines a continuous function of ξ.
3.1. Connection with the theory of uniform random walks. Consider n inde-
pendent, identically distributed random variables {Xj}nj=1 taking values on the unit
sphere Sd−1 with uniform distribution. In other words, for any Borel subset Σ ⊆ Sd−1,
we require that
P(Xj ∈ Σ) = ω−1d−1σd−1(Σ).
In this case, the random variable Yn =
∑n
j=1Xj corresponds to the so-called uniform
n-step random walk in Rd, and is distributed according to the n-fold convolution of
4See Remark A.1 in Appendix A.
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the normalized surface measure on the sphere, σ¯d−1 := ω−1d−1σd−1. In other words, for
any Borel subset Ω ⊆ Rd,
P(Yn ∈ Ω) =
ˆ
Ω
σ¯∗nd−1(ξ) dξ.
Following Borwein et al. [5, 6, 7], we set m = (d−1)/2, and let pn(m−1/2; r) denote
the probability density associated to the random variable |Yn|. For any Lebesgue-
measurable subset E ⊆ (0,∞), we thus have that
P(|Yn| ∈ E) =
ˆ
E
pn(m− 1/2; r) dr.
A direct computation in polar coordinates establishes the following identities:
σ¯∗nd−1(r) = ω
−1
d−1
pn(m− 1/2; r)
rd−1
, σ∗nd−1(r) = ω
n−1
d−1
pn(m− 1/2; r)
rd−1
. (3.19)
Since random walks have been the object of intense investigation for more than a
century, it is surprising that the explicit formula (3.18) for the odd dimensional case
of σ¯∗nd−1, and therefore for pn(m − 1/2; r), has been obtained only very recently. As
far as we can tell, the even dimensional case remains a fascinating and largely open
problem. Some interesting identities for the planar case d = 2 appear in [7], including
modular and hypergeometric representations of the densities p3(0; r) and p4(0; r) for
3- and 4-step random walks, respectively, as well as some asymptotic expansions near
r = 0; see also [68, 69]. For instance, [7, Ex. 4.3] reveals that
p4(0; r) = − 3
2pi2
r log r +
9
2pi2
log(2)r +O(r3), as r → 0+. (3.20)
In view of (3.19), it follows from (3.20) that the 4-fold convolution measure σ∗41 has
a logarithmic singularity at the origin, quantified as follows:
σ∗41 (r) = −12pi log r + 36pi log(2) +O(r2), as r → 0+. (3.21)
4. Tools from functional analysis
In this section, we rephrase the Euler–Lagrange equation (1.6) as an eigenvalue
problem for a certain operator, whose functional analytic properties will be of impor-
tance to the forthcoming analysis.
Given a function f ∈ L2(Sd−1), define the integral operator Tf : L2(Sd−1) →
L2(Sd−1),
Tf (g)(ω) = (g ∗Kf )(ω) =
ˆ
Sd−1
g(ν)Kf (ω − ν) dσd−1(ν), (4.1)
acting on functions g ∈ L2(Sd−1) by convolution with the kernel Kf ,
Kf (ξ) = (|f̂σd−1|q−2)∨(ξ) =
ˆ
Rd
eiz·ξ|f̂σd−1(z)|q−2 dz. (4.2)
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If q > qd, then the stated mapping property, Tf : L2(Sd−1)→ L2(Sd−1), follows from
Fourier inversion, Ho¨lder’s inequality, and (1.2), since together they imply
|〈Tf (g), h〉L2(Sd−1)| =
∣∣∣∣ˆ
Sd−1
(g ∗Kf )(ω)h(ω) dσd−1(ω)
∣∣∣∣
=
∣∣∣∣ˆ
Rd
|f̂σd−1(x)|q−2ĝσd−1(x)ĥσd−1(x) dx
∣∣∣∣ (4.3)
6 ‖f̂σd−1‖q−2Lq(Rd)‖ĝσd−1‖Lq(Rd)‖ĥσd−1‖Lq(Rd)
. ‖f‖q−2
L2(Sd−1)‖g‖L2(Sd−1)‖h‖L2(Sd−1).
Equation (1.6) is seen to be equivalent to the eigenvalue problem
Tf (f) = λ‖f‖q−2L2(Sd−1)f, σd−1-a.e. on Sd−1. (4.4)
The following results capture some of the properties enjoyed by the kernel Kf and
the associated operator Tf .
Lemma 4.1. Let d > 2 and q > 2d+1
d−1 . Let 0 6= f ∈ L2(Sd−1). Then the kernel Kf
in (4.2) satisfies
Kf (−ξ) = Kf (ξ), for every ξ ∈ Rd. (4.5)
Moreover, the associated operator Tf in (4.1) is self-adjoint and positive definite.
Proof. Identity (4.5) follows at once form the fact that |f̂σd−1|q−2 is real-valued. Self-
adjointness of Tf can then be checked directly:
〈Tf (g), h〉L2(Sd−1) =
ˆ
Sd−1
(g ∗Kf )(ω)h(ω) dσd−1(ω)
=
ˆ
Sd−1
ˆ
Sd−1
g(ν)Kf (ω − ν) dσd−1(ν)h(ω) dσd−1(ω)
=
ˆ
Sd−1
g(ν)
ˆ
Sd−1
h(ω)Kf (ν − ω) dσd−1(ω) dσd−1(ν)
= 〈g, Tf (h)〉L2(Sd−1).
Positive definiteness of Tf is also straightforward to verify. By specializing (4.3) to
h = g, we have that
〈Tf (g), g〉L2(Sd−1) =
ˆ
Rd
|f̂σd−1(x)|q−2|ĝσd−1(x)|2 dx > 0.
The latter identity can be used to show that 〈Tf (g), g〉L2 = 0 if and only if g = 0,
for the functions f̂σd−1 and ĝσd−1 are the Fourier transform of compactly supported
measures, and therefore real-analytic.5 Indeed, assume 〈Tf (g), g〉L2 = 0. Since f̂σd−1
is not identically zero, there exist x ∈ Rd and r > 0, such that
|f̂σd−1| > 0 and ĝσd−1 ≡ 0 on x+Br.
5See the discussion in [10, §6.1], and in particular the proof of [10, Prop. 6.7] together with the
comment immediately following it.
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By the Identity Theorem for real-analytic functions on Rd, the last condition forces
ĝσd−1 ≡ 0 in Rd, and consequently g = 0. 
Lemma 4.2. Let d > 2 and q > 4d
d−1 . Let 0 6= f ∈ L2(Sd−1). Then the kernel
Kf in (4.2) defines a continuous, bounded function on Rd. Moreover, the associated
operator Tf in (4.1) is Hilbert–Schmidt.
Proof. Start by noting thatˆ
Rd
|f̂σd−1(x)|q−2 dx = ‖f̂σd−1‖q−2Lq−2(Rd) . ‖f‖q−2L2(Sd−1) <∞.
The latter estimate follows from the Tomas–Stein inequality (1.2), which can be
invoked since q > 4d
d−1 , or equivalently q − 2 > 2d+1d−1 . In particular, we see that
|f̂σd−1|q−2 ∈ L1(Rd). By the Riemann–Lebesgue Lemma, it then follows that the
function Kf = (|f̂σd−1|q−2)∨ is continuous and bounded. Define K˜f : Sd−1 × Sd−1 →
C, K˜f (ω, ν) = Kf (ω−ν). The previous discussion implies that K˜f ∈ L2(Sd−1×Sd−1),
and therefore the operator Tf is Hilbert–Schmidt. 
Remark 4.3. Lemma 4.2 covers in particular the ranges q > 8 if d = 2, and q > 6
if d > 3. For the case of even exponents contained in these ranges, an alternative
argument towards the continuity and boundedness of Kf is available. Indeed, if d > 3
and q = 6, then
Kf = (|f̂σd−1|4)∨ = (2pi)d(fσd−1)∗2 ∗ (f?σd−1)∗2,
which is readily seen to define a continuous function on Rd since it coincides with a
multiple of the convolution of fσd−1 ∗ f?σd−1 ∈ L2(Rd) with itself. The cases q = 2n,
n > 4, are then a straightforward consequence. A similar reasoning applies to the
case (d, q) = (2, 8), by noting that
Kf = (|f̂σ1|6)∨ = (2pi)2(fσ1)∗3 ∗ (f?σ1)∗3,
and that both functions (fσ1)
∗3 and (f?σ1)∗3 belong to L2(R2). We may then conclude
the cases (d, q) = (2, 2n), n > 5. On the other hand, the even endpoint cases
(d, q) = (2, 6) and (d, 4) for d > 3 lead to kernels which do not necessarily satisfy the
conclusions of Lemma 4.2. For instance, if (d, q) = (2, 6), then
K1 = (|σ̂1|4)∨ = (2pi)2σ∗41 ,
which according to the asymptotic expansion (3.21) defines a function which is un-
bounded at the origin. In particular, this shows that Lemma 4.2 cannot be expected
to hold in the full Tomas–Stein range q > qd in all dimensions.
From Lemma 4.2, we know that Tf is a Hilbert–Schmidt operator, and in particular
it is compact. The spectral theorem for compact, self-adjoint operators then implies
the existence of an orthonormal basis of L2(Sd−1) consisting of eigenfunction of Tf .
It turns out that the operator Tf is even trace class, as the next result indicates.
Proposition 4.4. Let d > 2 and q > 4d
d−1 . Let 0 6= f ∈ L2(Sd−1). Then the operator
Tf defined by (4.1) above is trace class.
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The proof of Proposition 4.4 relies on a classical theorem of Mercer, which is the
infinite-dimensional analogue of the well-known statement that any positive semidef-
inite matrix is the Gram matrix of a certain set of vectors.
Theorem 4.5 (Mercer’s Theorem). Let d > 2. Given K ∈ C0(Sd−1 × Sd−1), let
TK : L
2(Sd−1)→ L2(Sd−1) be the corresponding integral operator, defined by
(TKf)(ω) =
ˆ
Sd−1
f(ν)K(ω, ν) dσd−1(ν). (4.6)
Assume K(ω, ν) = K(ν, ω) for all ω, ν ∈ Sd−1, so that TK is self-adjoint. Let {λj}∞j=0
be the eigenvalues of TK, counted with multiplicity, with L
2-normalized eigenfunctions
{ϕj}∞j=0. If TK is positive definite, then
K(ω, ν) =
∞∑
j=0
λjϕj(ω)ϕj(ν), ∀ω, ν ∈ Sd−1, (4.7)
where the series converges absolutely and uniformly.
A self-contained proof of Mercer’s Theorem can be found in [67, §VI.4]; see also [8, 9].
Proof of Proposition 4.4. Given f ∈ L2(Sd−1), consider the kernel Kf in (4.2), and
K˜f : Sd−1 × Sd−1 → C, K˜f (ω, ν) = Kf (ω − ν) as before. In light of Lemma 4.2, we
have that K˜f ∈ C0(Sd−1 × Sd−1), and that
K˜f (ω, ν) = K˜f (ν, ω), for every ω, ν ∈ Sd−1.
In light of Lemma 4.1, the operator Tf (associated to the kernel K˜f in the sense of
(4.6)) is self-adjoint and positive definite. Let {λj}∞j=0 ⊂ (0,∞) denote the sequence
of eigenvalues of Tf , counted with multiplicity, with corresponding L
2-normalized
eigenfunctions {ϕj}∞j=0. Then Mercer’s Theorem applies, and implies that
Tr(Tf ) =
∞∑
j=0
〈Tf (ϕj), ϕj〉L2(Sd−1) =
∞∑
j=0
λj =
ˆ
Sd−1
K˜f (ω, ω) dσd−1(ω)
= ωd−1Kf (0) = ωd−1‖f̂σ‖q−2Lq−2(Rd) . ‖f‖q−2L2(Sd−1) <∞.
In the third identity, we appealed to the absolute and uniform convergence of the
series (4.7) in order to exchange the order of the sum and the integral. This shows
that the operator Tf is trace class, and completes the proof of the proposition. 
5. New eigenfunctions from old
In the previous section, we recast the Euler–Lagrange equation (1.6) as the eigen-
value problem (4.4) for the operator Tf , defined in (4.1). In particular, maximizers of
the Tomas–Stein inequality (1.2) were seen to be eigenfunctions of the corresponding
operator Tf . In this section, we look for further linearly independent eigenfunctions
of Tf .
Let us recall a few basic facts about the special orthogonal group SO(d) of all d×d
orthogonal matrices of unit determinant. It acts transitively on Sd−1 in the natural
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way. As a Lie group, SO(d) is compact, connected, and has dimension d(d − 1)/2.
Its Lie algebra consists of skew-symmetric matrices,
so(d) = {A ∈ Mat(d× d;R) : Aᵀ = −A}.
The exponential map, exp : so(d) → SO(d), A 7→ eA, is surjective onto SO(d). For
more information on matrix Lie groups and algebras, we refer the interested reader
to [30] and the references therein.
Given d > 2 and A ∈ so(d), we define the vector field ∂A acting on continuously
differentiable functions f : Sd−1 → C via
∂Af =
∂
∂t
∣∣∣
t=0
f(etA·). (5.1)
In other words, if Θ(t) := etA, then for each ω ∈ Sd−1 we have that
(∂Af)(ω) = lim
t→0
f(Θ(t)ω)− f(ω)
t
.
Lemma 5.1. Let f ∈ C1(Sd−1). Then the map so(d) → C0(Sd−1), A 7→ ∂Af, is
linear.
Proof. A function f : Sd−1 → C can be extended radially via F (x) = f(x/|x|). If
f ∈ C1(Sd−1), then the function F is differentiable away from the origin. Since etA
acts on spheres, we have that f(etAω) = F (etAω), for every A ∈ so(d) and ω ∈ Sd−1.
Consequently,
∂Af(ω) = ∇F (ω) · Aω, for every ω ∈ Sd−1,
from where the claimed linearity follows at once. 
The functional Φd,q defined in (1.4) is invariant under the continuous actions
(t, A) ∈ R × so(d) 7→ etAf and ξ ∈ Rd 7→ eξf in the following sense: For every
0 6= f ∈ L2(Sd−1),
Φd,q(e
tAf) = Φd,q(f) = Φd,q(eξf),
for any t ∈ R, A ∈ so(d) and ξ ∈ Rd, where eξ stands for the character eξ(ω) = eiξ·ω.
These symmetries give rise to new eigenfunctions in a natural way, as the next result
indicates. We write ν = (ν1, . . . , νd) ∈ Sd−1, and by νjf we mean the function defined
via (νjf)(ν) = νjf(ν).
Proposition 5.2. Let d > 2 and q > 2d+1
d−1 . Let f ∈ C1(Sd−1) be such that f = f?,
and assume Tf (f) = λ‖f‖q−2L2(Sd−1)f . Then:
Tf (νjf) =
λ
q − 1‖f‖
q−2
L2(Sd−1)(νjf), for every j ∈ {1, . . . , d}, (5.2)
Tf (∂Af) =
λ
q − 1‖f‖
q−2
L2(Sd−1)∂Af, for every A ∈ so(d). (5.3)
Proof. Fix d > 2 and q > qd. Since there is no danger of confusion, in the course of
this proof we shall abbreviate dσ = dσd−1. Let g, h ∈ C1(Sd−1) and A ∈ so(d). We
claim that ˆ
Sd−1
h(∂Ag) dσ = −
ˆ
Sd−1
(∂Ah)g dσ. (5.4)
MAXIMIZERS FOR SPHERICAL RESTRICTION 23
Indeed, let Θ(t) = etA. By a change of variables,
ˆ
Sd−1
h(∂Ag) dσ = lim
t→0
1
t
ˆ
Sd−1
h(ω)(g(Θ(t)ω)− g(ω)) dσ(ω)
= lim
t→0
1
t
ˆ
Sd−1
(h(Θ(−t)ω)− h(ω))g(ω) dσ(ω)
= −
ˆ
Sd−1
(∂Ah)g dσ.
Here, we used the SO(d)-invariance of the measure dσ, together with the fact that
the functions g, h are continuously differentiable, so that the limit commutes with
the integral. This establishes the claim. As a consequence (recall that Aᵀ = −A),
ˆ
Sd−1
e−ix·ω(∂Ag)(ω) dσ(ω) = −
ˆ
Sd−1
∂A(e
−ix·ω)g(ω) dσ(ω)
= −
ˆ
Sd−1
ie−ix·ω(Ax · ω)g(ω) dσ(ω) = ∂A
ˆ
Sd−1
e−ix·ωg(ω) dσ(ω),
where the application of ∂A to ĝσ is understood as in (5.1), but for more general
functions defined on Rd. In short, we have verified that the Fourier extension operator
commutes with the vector field ∂A,
(̂∂Ag)σ = ∂A(ĝσ).
Equation (4.4) can be written, for each ω ∈ Sd−1, as
ˆ
Sd−1
ˆ
Rd
eiz·(ω−ν)f(ν)|f̂σ(z)|q−2 dz dσ(ν) = λ‖f‖q−2
L2(Sd−1)f(ω). (5.5)
Let g ∈ C1(Sd−1) be arbitrary. Multiplying both sides of (5.5) by ∂Ag(ω), and then
integrating, yields on the right-hand side
λ‖f‖q−2
L2(Sd−1)
ˆ
Sd−1
f∂Ag dσ = −λ‖f‖q−2L2(Sd−1)
ˆ
Sd−1
(∂Af)g dσ,
and on the left-hand sideˆ
Rd
|f̂σ(z)|q−2f̂σ(z)(̂∂Ag)σ(z) dz =
ˆ
Rd
|f̂σ(z)|q−2f̂σ(z)∂Aĝσ(z) dz
=
ˆ ∞
0
ˆ
Sd−1
|f̂σd−1(rω)|q−2f̂σ(rω)∂Aĝσ(rω) dσ(ω) rd−1 dr (5.6)
= −
ˆ ∞
0
ˆ
Sd−1
∂A(|f̂σ(rω)|q−2f̂σ(rω)) ĝσ(rω) dσ(ω) rd−1 dr.
Since q > 2 and f̂σ is real-valued (recall that f = f?), the function ω ∈ Sd−1 7→
|f̂σ(rω)|q−2f̂σ(rω) is of class C1 whenever r > 0. In particular, the integration by
parts with respect to ∂A in the inner integral of (5.6) is fully justified. Next, we
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compute the derivative of the product in the last integrand. If f̂σ(rω) = 0, then
∂A(|f̂σ(rω)|q−2f̂σ(rω)) = lim
t→0
|f̂σ(retAω)|q−2 f̂σ(re
tAω)− f̂σ(rω)
t
= |f̂σ(rω)|q−2∂A(f̂σ)(rω) = 0.
If f̂σ(rω) 6= 0, then f̂σ(z) 6= 0, for every z in a neighborhood of rω, and moreover
∂A(|f̂σ(rω)|q−2f̂σ(rω)) = d
dt
∣∣∣
t=0
(
|f̂σ(retAω)|q−2f̂σ(retAω)
)
= |f̂σ(rω)|q−2∂Af̂σ(rω) + ∂A(|f̂σ(rω)|q−2)f̂σ(rω)
= |f̂σ(rω)|q−2 ̂(∂Af)σ(rω) + (q − 2)|f̂σ(rω)|q−4<(f̂σ(rω) ̂(∂Af)σ(rω))f̂σ(rω).
If f = f?, then ∂Af = (∂Af)?, and both functions f̂σ and ̂(∂Af)σ are real-valued.
This implies
∂A(|f̂σ(rω)|q−2f̂σ(rω)) = (q − 1)|f̂σ(rω)|q−2 ̂(∂Af)σ(rω).
The right-hand side of the latter identity defines a continuous function on Rd which
vanishes whenever f̂σ vanishes, and we see that |f̂σ(r·)|q−2f̂σ(r·) is indeed of class
C1(Sd−1). The conclusion is thatˆ
Rd
|f̂σ(z)|q−2f̂σ(z)(̂∂Ag)σ(z) dz = −(q − 1)
ˆ
Rd
|f̂σ(z)|q−2 ̂(∂Af)σ(z)ĝσ(z) dz,
and therefore
(q − 1)
ˆ
Rd
|f̂σ(z)|q−2 ̂(∂Af)σ(z)ĝσ(z) dz = λ‖f‖q−2L2(Sd−1)
ˆ
Sd−1
(∂Af)g dσ.
Recall that g ∈ C1(Sd−1) was arbitrary. Thus we now know that
(q − 1)〈Tf (∂Af), g〉L2(Sd−1) = λ‖f‖q−2L2(Sd−1)〈∂Af, g〉L2(Sd−1),
for every g ∈ C1(Sd−1), from where it becomes apparent that
Tf (∂Af) =
λ
q − 1‖f‖
q−2
L2(Sd−1)∂Af, σ-a.e. in S
d−1.
The proof of (5.3) is now complete.
The verification of (5.2) is analogous, but simpler since one does not need to
differentiate the function f . One first realizes that the function eitνjf is also a critical
point of Φd,q, and as such it satisfies the Euler–Lagrange equation (1.6) with the same
eigenvalue as f . Both sides of this equation are then differentiated with respect to t,
and finally one sets t = 0. This concludes the proof of the proposition. 
The proof of Proposition 5.2 can be simplified in the special case when q is an
even integer, since the Euler–Lagrange equation in convolution form, (1.10), leads to
expressions which are easier to handle. We leave the details to the interested reader,
and proceed to study the linear independence of the new eigenfunctions which have
just been discovered. The next result is elementary.
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Lemma 5.3. Let d > 2. If f : Sd−1 → C is not identically zero in L2(Sd−1), then the
d functions ν1f, . . . , νdf are linearly independent over C.
Proof. Consider a linear combination satisfying
z1ν1f(ν) + . . .+ zdνdf(ν) = 0,
for σd−1-almost every ν ∈ Sd−1, for some z = (z1, . . . , zd) ∈ Cd. Let E = {ν ∈ Sd−1 :
f(ν) 6= 0} be the subset of the sphere, of positive σd−1-measure, where f does not
vanish. Write z = a + ib, with a, b ∈ Rd. We then have that a · ν = b · ν = 0,
for every ν ∈ E. It will be enough to find a basis of Rd inside E, for that will
imply a = b = (0, . . . , 0), and consequently the linear independence over C of the set
{νjf}dj=1.
We proceed by induction on the dimension. If d = 2, then we can find two linearly
independent vectors ζ1, ζ2 ∈ E, for otherwise the set E has at most two elements. Let
d > 3. Reasoning as before, there exist two linearly independent vectors ζ1, ζ2 ∈ E.
If the existence of k ∈ {2, . . . , d− 1} linearly independent vectors ζ1, . . . , ζk ∈ E has
already been established, then we can find a next one ζk+1 ∈ E so that {ζ1, . . . , ζk+1}
is still a linearly independent set, for otherwise E ⊆ span{ζ1, . . . , ζk} ∩ Sd−1 would
be a σd−1-null set. This concludes the proof of the lemma. 
In order to determine the maximal number of linearly independent eigenfunctions
∂Af , we need the following fact from Lie theory, which is only of interest if d > 3
since dim so(2) = 1. It also reveals an curious difference that occurs in the case d = 4.
Lemma 5.4. The minimal codimension of a proper subalgebra of so(d) equals d− 1
if d > 3, d 6= 4, and equals 2 if d = 4.
This result is classical. The proof is essentially contained in [2, 31], but for com-
pleteness we provide the details, in a language which may be friendlier to the more
analytically-minded reader. Lemma 5.4 also follows from an inspection of the list of
maximal subalgebras of the classical compact Lie algebras; see e.g. [45, Table on p.
539]. The special role played by dimension d = 4 stems from the fact that the group
SO(4)/{±I} is not simple, as opposed to all other groups SO(d), d 6= 4, which are
simple (after modding out by {±I} if d is even). This is related to the fact that a
rotation in R4 is determined by two 2-planes and two angles. In turn, this gives rise
to a non-trivial proper normal subgroup (associated to one 2-plane and one angle),
which reveals that SO(4)/{±I} is not simple.
Proof of Lemma 5.4. If d > 3, d 6= 4, then it will suffice to show the following claim:
If g is a subalgebra of so(d) of dimension d(d − 1)/2 − r, then r(r + 1) > d(d − 1).
This is the content of [31, Lemma 1], and can be proved as follows.
Let g be a subalgebra of so(d). Recall that there exists a unique (connected) Lie
subgroup6 G of SO(d) whose Lie algebra equals g; see e.g. [30, Theorem 5.20]. Given
X, Y ∈ so(d), denote K(X, Y ) = tr(XY ), where tr(A) stands for the trace of the
matrix A. This defines a negative-definite bilinear form, the so-called “Killing form”
on so(d). Let h denote the orthogonal complement of g in so(d) with respect to the
6The group G consists precisely of elements of the form eX1 · · · eXm with X1, . . . , Xm ∈ g.
26 DIOGO OLIVEIRA E SILVA AND RENE´ QUILODRA´N
Killing form K, so that so(d) = g ⊕ h. In particular, K(X, Y ) = 0 for every X ∈ g
and Y ∈ h. Moreover, if dim g = d(d− 1)/2− r, then dim h = r.
Define the adjoint map Ad : SO(d) → Aut(so(d)), AdΘ(X) = ΘXΘ−1, for every
Θ ∈ SO(d) and X ∈ so(d). At the level of Lie algebras (i.e. taking derivatives), this
corresponds to a map ad : so(d) → End(so(d)), adX(Y ) = [X, Y ] := XY − Y X, for
every X, Y ∈ so(d). One easily checks that the adjoint map preserves the Killing
form, in the sense that
K(X, Y ) = K(AdΘ(X),AdΘ(Y )),
for every X, Y ∈ so(d) and Θ ∈ SO(d). As a consequence, AdΘ(h) ⊆ h for any
Θ ∈ G, and the adjoint map restricts to a map Ad|G : G→ O(h). At the level of Lie
algebras, this corresponds to a map ad|G : g → o(h). Let k = ker(ad|G), which is an
ideal in g. In particular, any element of
[k, so(d)] = [k, h] + [k, g]
belongs to k since the first term on the right-hand side of the latter expression van-
ishes, while the second term is contained in k since k is an ideal in g. This shows that
k is not only an ideal in g, but actually an ideal in so(d). But the Lie algebra so(d) is
known to be simple if d > 3, d 6= 4, see e.g. [30, Cor. 8.47], whence k = 0. Therefore
the map ad|G is injective, and consequently
d(d− 1)/2− r = dim g 6 dim o(h) = r(r − 1)/2,
where the last identity follows from the fact that dim h = r. Rearranging, we obtain
r(r+ 1) > d(d− 1), as claimed. Further note that the latter inequality is an equality
if g = so(d− 1).
The Lie algebra so(4) is not simple, and so the preceding proof breaks down if
d = 4. In that case, the maximal subgroups of SO(4) are listed in [2, Ex. 5.11], from
where one easily verifies that the minimal codimension of a proper subalgebra of so(4)
is equal to 2. The key is to note that O(2) × SO(3) is a 4-dimensional subgroup of
SO(4), and so the codimension of the corresponding Lie subalgebra is 4×3
2
− 4 = 2.
This completes the proof of the lemma. 
Lemma 5.5. Let f : Sd−1 → R be a continuously differentiable, non-constant func-
tion. If d > 2 and d 6= 4, then there exist linearly independent matrices A1, . . . , Ad−1 ∈
so(d) such that ∂A1f, . . . , ∂Ad−1f are linearly independent over C. If d = 4, then there
exist linearly independent matrices A1, A2 ∈ so(4) such that ∂A1f, ∂A2f are linearly
independent over C.
In the statement of Lemma 5.5, note that the function f is assumed to be real-valued.
Therefore ∂Af is also real-valued, for any A ∈ so(d), and in particular the claimed
linear independence over C is equivalent to that over R.
Proof of Lemma 5.5. The case d = 2 is clear since for any nonzero A ∈ so(2), ∂Af 6=
0. Let d > 3, d 6= 4. Consider the map D : so(d)→ C0(Sd−1), given by D(A) = ∂Af .
In light of Lemma 5.1, D is linear. Let V = ker(D). By the Rank-Nullity Theorem,
the dimension of the image of D equals d(d − 1)/2 − dim(V ), and so it suffices to
show that r := dim(V ) 6 (d − 1)(d − 2)/2. If that were not the case, then from
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Lemma 5.4 it would follow that the Lie algebra generated by V equals so(d). The
Lie algebra generated by any basis {A1, . . . , Ar} of V would likewise equal so(d). By
definition of V , we have that ∂A1f = . . . = ∂Arf = 0, which in turn implies that for
any matrix B of the form
B = et1X1 · · · etkXk ∈ SO(d), (5.7)
we have f(Be1) = f(e1) (here e1 = (1, 0, . . . , 0) is the first canonical vector of Rd, but
we could have taken any other fixed vector of unit length), where k > 1, t1, . . . , tk ∈ R
and Xi ∈ {A1, . . . , Ar}. Now, every element of SO(d) can be written in the form (5.7);
this uses the connectedness of SO(d), see [33, Lemma 6.2]. Since the action of SO(d)
on Sd−1 is transitive, we conclude that the function f is constant. The contradiction
shows that dim(V ) 6 (d− 1)(d− 2)/2, as desired. The case d = 4 can be treated in
an entirely analogous way. 
6. Bootstrapping maximizers
In this section, we focus on several situations in which the knowledge that con-
stant functions maximize the functional Φd,q implies an analogous, but structurally
stronger, statement for Φd,q+2. To make this precise, consider the set
Md(L2 → Lq) = {f ∈ L2(Sd−1) : f is a real-valued maximizer of Φd,q}.
It follows from [22, Theorem 1.1] that complex-valued maximizers for Φd,q exist if
d > 2 and q > qd. If moreover q > qd is an even integer, then real-valued maximizers
exist in view of Lemma 2.2. From [17, 57], we also know thatM3(L2 → L4) 6= ∅ and
M2(L2 → L6) 6= ∅. In this way, we see that Md(L2 → Lq) 6= ∅ whenever q > qd is
an even integer. For d > 2 and q > qd, define the quantity
γd(q) := ωd−1
1 + q
2d+ q − δd,4 , (6.1)
where the Kronecker delta satisfies δm,n = 1 if m = n, and δm,n = 0 if m 6= n. A
special feature of the sphere is that constant functions are critical points of Φd,q, for
every q ∈ [qd,∞). Our next result is restricted to even integers q, and makes the
following bootstrapping scheme precise: If constants maximize Φd,q, and the values
of Φd,q+2(1) and Φd,q(1) satisfy a certain inequality, then constants are the unique
real-valued maximizers of Φd,q+2.
Theorem 6.1. Let d > 2, and let q be an even integer such that q > 2d+1
d−1 . Suppose
that 1 ∈ Md(L2 → Lq), and that there exists k0 > 0 such that Φd,q+2+2k(1) >
γd(q + 2k)Φd,q+2k(1), for every k ∈ [0, k0] ∩N0. Then
Md(L2 → Lq+2+2k) = {c1 : c ∈ R, c 6= 0},
for every k ∈ [0, k0] ∩N0.
In the proof of Theorem 6.1 below, we note that the assumption q ∈ 2N is used
twice, namely, to invoke Theorem 1.4 (thereby ensuring that a critical point of the
functional Φd,q+2 is continuously differentiable) and Lemma 5.5 (thereby ensuring
that a sufficient number of linearly independent eigenfunctions exist).
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Proof of Theorem 6.1. Since the general statement follows from the case k0 = 0 by
induction, we limit ourselves to proving the special case k0 = 0. Fix d, q as in the
statement of the theorem. It was already observed that the set Md(L2 → Lq+2) is
non-empty. Since q is an even integer, our discussion in §2 implies that nonnega-
tive, antipodally symmetric maximizers exist. It will then suffice to show that any
real-valued, antipodally symmetric, non-constant critical point f of Φd,q+2 satisfies
Φd,q+2(f) < Φd,q+2(1). If no such f exists, then constant functions are the unique
real-valued maximizers of Φd,q+2, and there is nothing left to prove. Therefore no
generality is lost in assuming that such an f does exist; we further assume it to be
L2-normalized, ‖f‖L2 = 1.
Since f is an L2-normalized critical point of Φd,q+2, it satisfies the Euler–Lagrange
equation (
|f̂σd−1|qf̂σd−1
)∨∣∣∣
Sd−1
= λf, σd−1-a.e. on Sd−1, (6.2)
for some λ > 0. Multiplying both sides of the latter identity by f (recall that f is
assumed to be real-valued) and integrating, reveals that λ = Φd,q+2(f). Since q = 2n
is an even integer, and f = f?, equation (6.2) can be written in convolution form,(
(fσd−1)∗(2n+1)
)∣∣∣
Sd−1
= (2pi)−dλf, σd−1-a.e. on Sd−1.
Theorem 1.4 then implies that f ∈ C∞(Sd−1), but in the sequel we will only use
the fact that f is continuously differentiable. The Euler–Lagrange equation (6.2)
can be equivalently rewritten as Tf (f) = λf, where Tf is the integral operator with
convolution kernel Kf = (|f̂σd−1|q)∨ = (2pi)d(fσd−1)∗(2n).
Since the operator Tf is associated to the exponent q+2 > 4d/(d−1), we may invoke
Proposition 4.4, and ensure that Tf is trace class. Let {λj}∞j=0 denote the sequence of
its eigenvalues, counted with multiplicity, with corresponding L2-normalized eigen-
functions {ϕj}∞j=0. Since Tf is self-adjoint and positive definite (Lemma 4.1), its
eigenvalues satisfy λj > 0, for all j. Compactness of Tf ensures that λj → 0, as
j →∞. If moreover the function f is nonnegative, then the Krein–Rutman Theorem
[41] further reveals that the eigenvalue λ is the largest one; however, this fact will
not be needed in the remainder of the proof.
Set K˜f : Sd−1 × Sd−1 → R, K˜f (ω, ν) = Kf (ω − ν). Mercer’s Theorem 4.5 ensures
that
K˜f (ω, ν) =
∞∑
j=0
λjϕj(ω)ϕj(ν), for all ω, ν ∈ Sd−1,
where the series converges absolutely and uniformly. Thus we may interchange the
sum and the integral, and conclude that
ˆ
Sd−1
K˜f (ω, ω) dσd−1(ω) =
∞∑
j=0
λj. (6.3)
We have already noted that the function f is an eigenfunction of the operator Tf with
eigenvalue λ = Φd,q+2(f). In §5, we have determined 2d− 1 further eigenfunctions of
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Tf , provided d 6= 4, namely
ν1f, . . . , νdf, ∂A1f, . . . , ∂Ad−1f, for some A1, . . . , Ad−1 ∈ so(d), (6.4)
while for d = 4 we have determined 6 further eigenfunctions of Tf ,
ν1f, ν2f, ν3f, ν4f, ∂A1f, ∂A2f, for some A1, A2 ∈ so(4),
each corresponding to the same eigenvalue (1 + q)−1λ. This is the content of Propo-
sition 5.2; here we are using the fact that f is continuously differentiable and non-
constant.
Let us finish the proof of the theorem in the case d 6= 4. Since f is antipodally
symmetric, Lemmata 5.3 and 5.5 together imply that the 2d − 1 functions in (6.4)
are linearly independent over C. Indeed, the functions {νjf}dj=1 are real-valued and
antipodally anti-symmetric, whereas the functions {∂Ajf}d−1j=1 are real-valued and an-
tipodally symmetric. Since λj > 0, for all j, we can use (6.3) to estimateˆ
Sd−1
K˜f (ω, ω) dσd−1(ω) > λ+ (2d− 1) λ
1 + q
=
2d+ q
1 + q
λ. (6.5)
On the other hand,
K˜f (ω, ω) = Kf (0) = (2pi)
d(fσd−1)∗(2n)(0) = (2pi)d‖(fσd−1)∗n‖2L2(Rd).
Consequently,ˆ
Sd−1
K˜f (ω, ω) dσd−1(ω) = ωd−1(2pi)d‖(fσd−1)∗n‖2L2(Rd) = ωd−1Φd,q(f), (6.6)
where the latter identity follows from the expression for Φd,q in (1.9) and the normal-
ization ‖f‖L2 = 1. By assumption, we have that
Φd,q(f) 6 Φd,q(1). (6.7)
Since Φd,q+2(f) = λ, it follows from (6.5), (6.6), (6.7) that
2d+ q
1 + q
Φd,q+2(f) =
2d+ q
1 + q
λ < ωd−1Φd,q(f) 6 ωd−1Φd,q(1) 6
2d+ q
1 + q
Φd,q+2(1),
where the last inequality holds by assumption. This implies
Φd,q+2(f) < Φd,q+2(1),
as had to be shown. This completes the proof of the theorem when d 6= 4. The
argument for d = 4 is exactly the same, now taking into account the existence of six
linearly independent eigenfunctions associated to the eigenvalue (1 + q)−1λ. 
Remark 6.2. The function h = ω
−1/2
d−1 1 is an L
2-normalized critical point of Φd,q+2,
for every admissible q > qd. The functions ν1, . . . , νd are eigenfunctions of the cor-
responding operator Th, each associated to the eigenvalue (1 + q)
−1Φd,q+2(1). Even
though ∂Ah = 0, we can still apply part of the argument from the proof of Theorem
6.1, yielding the upper bound
Φd,q+2(1) 6
ωd−1(1 + q)
d+ 1 + q
Φd,q(1). (6.8)
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In this way, we see that the inequality in the assumption of Theorem 6.1,
Φd,q+2(1) >
ωd−1(1 + q)
2d+ q − δd,4 Φd,q(1),
seems to be non-trivial for general q > qd; note, for instance, that∣∣∣∣ωd−1(1 + q)d+ 1 + q − ωd−1(1 + q)2d+ q − δd,4
∣∣∣∣→ 0, as q →∞.
7. Proof of Theorem 1.1
In this section, we prove Theorem 1.1, whose strategy can be summarized in the
following steps:
• From Theorem 6.1, we know that if constant functions maximize the func-
tional Φd,q, for some even integer q, and there exists k0 > 0 such that
Φd,q+2+2k(1) > γd(q + 2k)Φd,q+2k(1),
for every k ∈ [0, k0]∩N0, then constants are the unique real-valued maximizers
of Φd,q+2+2k, for every k ∈ [0, k0] ∩N0.
• Constant functions are known to be the unique real-valued maximizers of Φd,4
for d = 3, [23], and d ∈ {4, 5, 6, 7}, [13].
• The inequality Φd,q+2(1) > γd(q)Φd,q(1) holds in dimensions d = 2 and 3 6
d 6 7, for every even integer 6 6 q 6 28 and 4 6 q 6 28, respectively. This
is the content of Proposition 7.3 below.
• If d = 3, then the latter point can be sharpened as follows: The inequality
Φ3,q+2(1) > γ3(q)Φ3,q(1) holds, for every even integer q > 6. This will be
proved in Proposition 7.7 below.
• By a more involved refinement of the argument for d = 3, we will show that
the inequality Φd,q+2(1) > γd(q)Φd,q(1) holds, for all d ∈ {2, 3, 4, 5, 6, 7} and
every q > q?(d), for some explicit q?(d) ∈ [8, 12] ∩ 2N. This is the content of
Proposition 7.8 below.
Our task is thus reduced to showing that the inequality
Φd,q+2(1) > γd(q)Φd,q(1) (7.1)
holds, for all d ∈ {2, 3, 4, 5, 6, 7} and even q > qd. We split the analysis, and deal
with the cases of small q and large q in §7.1 and §7.2, respectively.
7.1. Proof of inequality (7.1) for small values of q. The following result is
a straightforward consequence of Lemma 3.3. The different behavior observed in
dimension d = 9 is one of the reasons why Theorem 1.1 is restricted to dimensions
d 6 7.
Lemma 7.1. Let d ∈ {3, 5, 7}. Then:
Φd,6(1) > γd(4)Φd,4(1). (7.2)
If d = 9, the reverse inequality holds in the strict sense that Φ9,6(1) < γ9(4)Φ9,4(1).
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Proof. For odd d ∈ 2N+ 1, consider the quantity
E(d, 4) :=
Φd,6(1)
ωd−1Φd,4(1)
− 5
2d+ 4
=
‖σ∗3d−1‖2L2(Rd)
ω2d−1‖σ∗2d−1‖2L2(Rd)
− 5
2d+ 4
, (7.3)
where the second identity follows from (3.1). Note that inequality (7.2) is equivalent
to E(d, 4) > 0. From the explicit values computed in Lemma 3.3, it follows that
E(3, 4) = 0, E(5, 4) = 1597
40040
, E(7, 4) = 379609
104838048
, and E(9, 4) = − 5596158031
187343544960
. 
Invoking (3.1) and (3.15), inequality (7.1) can be restated in the following equiva-
lent forms:
σ
∗(q+2)
d−1 (0) > ωd−1γd(q)σ
∗q
d−1(0), or σ
∗(q+1)
d−1 (1) > ωd−1γd(q)σ
∗(q−1)
d−1 (1). (7.4)
The values σ
∗(2n)
d−1 (0) and σ
∗(2n+1)
d−1 (1) increase quickly with n. Therefore, instead of
working directly with the difference Φd,q+2(1)− γd(q)Φd,q(1), we find it convenient to
consider the quantity E(d, q) defined as
E(d, q) :=
Φd,q+2(1)
ωd−1Φd,q(1)
− γd(q)
ωd−1
, (7.5)
for integers d > 2 and even integers q > qd. Naturally, this boils down to (7.3) if
d > 3 is odd and q = 4. Moreover, inequality (7.8) can be equivalently recast as
E(d, q) > 0. In view of (3.15), the following equivalent formulations are available:
E(d, q) =
σ
∗(q+2)
d−1 (0)
ω2d−1σ
∗q
d−1(0)
− 1 + q
2d+ q − δd,4 =
σ
∗(q+1)
d−1 (1)
ω2d−1σ
∗(q−1)
d−1 (1)
− 1 + q
2d+ q − δd,4 . (7.6)
The quantity E(d, q) can also be written in terms of the densities pn(m − 1/2; r)
defined in (3.19), as follows (recall that m = (d− 1)/2):
E(d, q) = lim
r→0+
pq+2(m− 1/2; r)
pq(m− 1/2; r) −
1 + q
2d+ q − δd,4 =
pq+1(m− 1/2; 1)
pq−1(m− 1/2; 1) −
1 + q
2d+ q − δd,4 .
(7.7)
The following result holds.
Lemma 7.2. Let d > 3 be an odd integer. For every even integer q > 4, E(d, q) is
a rational number satisfying E(d, q) 6 1.
Proof. In order to verify that E(d, q) ∈ Q, by (7.6) and (3.18) it suffices to check that
the following number is rational:
`(d) :=
1
ω2d−1
(
ωd−1Γ(d− 1)
2
d−1
2 Γ(d−1
2
)
)2
=
Γ(d− 1)2
2d−1Γ(d−1
2
)2
.
But d is odd, and so (d − 1)/2 is an integer, which readily implies `(d) ∈ Q. The
second assertion is an immediate consequence of inequality (6.8). Indeed,
E(d, q) 6 1 + q
d+ 1 + q
− 1 + q
2d+ q
=
(d− 1)(1 + q)
(d+ 1 + q)(2d+ q)
6 1.
This completes the proof of the lemma. 
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We are now ready to prove inequality (7.1) for small values of q.
Proposition 7.3. Let d ∈ {3, 4, 5, 6, 7}. Then the inequality
Φd,q+2(1) > γd(q)Φd,q(1) (7.8)
holds, for every q ∈ [4, 28]∩ 2N, and is strict except for (d, q) = (3, 4). If d = 2, then
the strict inequality in (7.8) holds, for every q ∈ [6, 28] ∩ 2N.
Proof. We treat the cases of odd and even dimensions separately, providing an ana-
lytic proof in the former case, and a numerically assisted proof in the latter case.
Case d ∈ {3, 5, 7}. The case q = 4 is the content of Lemma 7.1. For q ∈ [6, 28]∩ 2N,
we proceed as follows. Thanks to (7.6), identity (3.18) at r = 1 can be used to
compute the relevant values of E(d, q) exactly. In view of Lemma 7.2, we could then
list those values in the form E(d, q) = a
b
, for some a, b ∈ Z (as in the proof of Lemma
7.1). Since the number of digits of a and b grows quickly as d, q increase, and we are
only interested in checking that E(d, q) > 0, we found it more convenient to instead
present the decimal expansion of 100×E(d, q). The result, truncated to two decimal
places, is displayed in Table 1. It was produced with the following Maxima code,
having in mind the second expression for E(d, q) from (7.7):
1 /∗ Calculation of 100∗E(d,q), for d=3,5,7 and q=4,6,...,28 ∗/
2 C(m,x):=sum((m−1+k)!/(2ˆk∗k!∗((m−1−k)!))∗xˆk,k,0,m−1);
3 coef(m,n,r,j):=ratcoef(C(m,t)ˆr∗C(m,−t)ˆ(n−r),t,j);
4 Heaviside(x):=if(is(x<0)) then 0 else 1;
5 m(d):=(d−1)/2;
6 p(n,d,x):=(gamma(2∗m(d))/(2ˆ(m(d))∗gamma(m(d))))ˆn∗
7 sum(binomial(n,r)∗(−1)ˆ(m(d)∗r)∗Heaviside(n−2∗r−x)∗
8 sum((2)ˆk∗binomial(m(d)−1,k−1)∗(2∗m(d)−1−k)!/(2∗m(d)−1)!∗xˆk∗
9 sum((n−2∗r−x)ˆ(m(d)∗n−1+j−k)/(m(d)∗n−1+j−k)!∗
10 coef(m(d),n,r,j),j,0,(m(d)−1)∗n),k,1,m(d)),r,0,floor((n−1)/2));
11 E(d,q):=p(q+1,d,1)/p(q−1,d,1)−(q+1)/(q+2∗d);
12 makelist([2∗n,100∗E(3,2∗n),100∗E(5,2∗n),100∗E(7,2∗n)],n,2,14),bfloat;
Case d ∈ {2, 4, 6}. If d is an even integer, then no explicit formula for σ∗(2k)d−1 (0)
or σ
∗(2k−1)
d−1 (1) is available. Instead we use the expressions coming from identifying
Φd,q(1) with an integral of a Bessel function. The Fourier transform of the surface
measure σd−1, normalized as in (1.1), can be expressed in terms of Bessel functions
as follows:
σ̂d−1(x) = (2pi)d/2|x|− d−22 J d−2
2
(|x|); (7.9)
see [59, Ch. VII §3] and [15, Eq. (2.3)]. For general exponents q > qd, we then have
that
Φd,q(1) = ω
−q/2
d−1 ‖σ̂d−1‖qLq(Rd) =
(2pi)qd/2
ω
q/2−1
d−1
ˆ ∞
0
|J d−2
2
(r)|q rd−1−q d−22 dr. (7.10)
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d
q
4 6 8 10 12 14 16 18 20 22 24 26 28
3 0 8.33 8.63 8.29 7.85 7.40 6.97 6.57 6.20 5.87 5.56 5.29 5.03
5 3.98 7.68 9.13 9.77 9.97 9.94 9.77 9.53 9.25 8.96 8.66 8.37 8.09
7 0.36 4.46 7.03 8.62 9.57 10.10 10.38 10.47 10.45 10.35 10.21 10.03 9.83
Table 1. Values of 100 × E(d, q), obtained through formula (3.18)
and truncated to two decimal places.
d
q
4 6 8 10 12 14 16 18 20 22 24 26 28
2 ∗ 0.57 5.16 5.32 4.95 4.55 4.19 3.88 3.61 3.37 3.17 2.98 2.82
3 0 8.33 8.63 8.29 7.85 7.40 6.97 6.57 6.20 5.87 5.56 5.29 5.03
4 0.82 4.83 5.67 5.93 5.94 5.83 5.66 5.45 5.24 5.04 4.83 4.64 4.46
5 3.98 7.68 9.13 9.77 9.97 9.94 9.77 9.53 9.25 8.96 8.66 8.37 8.09
6 2.26 6.16 8.24 9.38 9.97 10.22 10.27 10.18 10.03 9.82 9.59 9.34 9.09
7 0.36 4.46 7.03 8.62 9.57 10.10 10.38 10.47 10.45 10.35 10.21 10.03 9.83
8 -1.42 2.75 5.66 7.62 8.89 9.70 10.20 10.47 10.60 10.62 10.57 10.47 10.34
9 -2.98 1.11 4.25 6.49 8.04 9.10 9.81 10.26 10.54 10.69 10.74 10.73 10.66
10 -4.31 -0.39 2.85 5.31 7.09 8.36 9.27 9.89 10.31 10.59 10.74 10.82 10.83
11 -5.41 -1.76 1.51 4.11 6.08 7.54 8.62 9.40 9.96 10.35 10.62 10.78 10.88
Table 2. Values of 100 × E(d, q), obtained through Bessel integrals
and truncated to two decimal places.
We are thus led to extending definition (7.5) in the following way: For integers d > 2
and general q > qd, set ν = (d− 2)/2, and let
E(d, q) := 2d−2Γ(d
2
)2
´∞
0
|Jν(r)|q+2 rd−1−(q+2)ν dr´∞
0
|Jν(r)|q rd−1−qν dr
− 1 + q
2d+ q − δd,4 . (7.11)
Naturally, expressions (7.6) and (7.11) coincide whenever both of them are well-
defined. On the other hand, the integrals in (7.11) are amenable to rigorous numerical
evaluation; see Appendix B. The result for even values of q ∈ [4, 28]∩2N in dimensions
2 6 d 6 11 is displayed in Table 2. In particular, we see that E(d, q) > 0 for every
d ∈ {2, 4, 6} and q ∈ [4, 28] ∩ 2N, with the exception of (d, q) = (2, 4) for which
the Tomas–Stein inequality (1.2) does not hold. This completes the proof of the
proposition. 
Remark 7.4. The following integral expression for σ∗nd−1 can be obtained via (7.9)
and Fourier inversion:
σ∗nd−1(r) = (2pi)
(n−1) d
2 r−ν
ˆ ∞
0
t
d
2
−nνJν(rt)Jν(t)n dt,
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where ν = (d − 2)/2; see also [13, Eq. (1.9)], [6, Theorem 2.1], [26, §III], [54], and
[66, Chap XIII, §13.48].
Remark 7.5. We emphasize that the integral expression (7.11) for E(d, q) was used
to compute both the even and the odd dimensional entries of Table 2. Within at least
the first 10 significant digits, we observed no difference between the values produced
in this way and the ones from Table 1, provided by the explicit formula (3.18). We
also mention that the truncation to 3 significant digits of the numerical value obtained
for E(3, 4) was 1.77× 10−15, which is very accurate since in reality E(3, 4) = 0. We
refer the reader to Appendix B for further details on the numerical calculations.
Remark 7.6. Further numerical experimentation indicates that the quantity E(d, 4)
fails to be nonnegative if d > 8. Moreover, the initial range of exponents q for
which E(d, q) is negative is seen to increase with the dimension d, but at some point
q = q?(d) we observe that E(d, q) becomes positive, and seems to remain positive
for all q > q?(d). Such observations regarding inequality (7.8) for general d, q will be
studied at the end of §8, where a partial answer is given; see Proposition 8.1 below.
7.2. Proof of inequality (7.1) for large values of q. The following result is the
missing ingredient to complete the proof of Theorem 1.1 when d = 3.
Proposition 7.7. For every even integer q > 6, the following inequality holds:
Φ3,q+2(1) > γ3(q)Φ3,q(1). (7.12)
In Proposition 7.8 below, we will establish the inequality Φd,q+2(1) > γd(q)Φd,q(1),
for all d ∈ {2, 3, 4, 5, 6, 7} and q > q?(d), for a certain q?(d) ∈ [8, 12]∩ 2N. In view of
§7.1, this includes the case d = 3 considered in Proposition 7.7. However, the proof
of Proposition 7.8 is more involved, and we consider it valuable to include a separate
treatment of the case d = 3 since it is considerably shorter, and sets the idea for the
upcoming proof of the general case.
Proof of Proposition 7.7. Let us start by showing that inequality (7.12) holds, for all
real numbers q > 71. Since d = 3, identity (7.9) amounts to
σ̂2(r) = (2pi)
3/2r−1/2J1/2(r).
The Bessel functions of half-integer order are elementary; in particular,
J1/2(r) =
( 2
pir
)1/2
sin(r).
Expression (7.10) then becomes
Φ3,q(1) =
(2pi)3q/2
(4pi)q/2−1
ˆ ∞
0
|r−1/2J1/2(r)|qr2 dr = (2pi1/2)q+2
ˆ ∞
0
| sin(r)|q
rq−2
dr.
Recalling that γ3(q) = 4pi(1 + q)/(6 + q), we obtain
Φ3,q+2(1)− γ3(q)Φ3,q(1) = (2pi1/2)q+4
(ˆ ∞
0
| sin(r)|q+2
rq
dr − 1 + q
6 + q
ˆ ∞
0
| sin(r)|q
rq−2
dr
)
.
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Therefore it suffices to show thatˆ ∞
0
| sin(r)|q+2
rq
dr >
1 + q
6 + q
ˆ ∞
0
| sin(r)|q
rq−2
dr, for all q > 71. (7.13)
Asymptotics for integrals of this kind were studied in [1], thereby generalizing the
well-known case of the powers of the sinc function, sinc(x) = sin(x)/x; see e.g. [3, 49].
We present a slight refinement of [1, Theorem 2] which will be useful for our purposes.
The argument in [1] starts with the two-sided estimate
1− r
2
6
6 sin(r)
r
6 e−r2/6, for all r ∈ [0, pi], (7.14)
the left-most inequality being useful only when r ∈ [0,√6]. As in the proof of [1,
Theorem 2], for α > β − 1 > 0 we have thatˆ pi
0
| sin(r)|α
rβ
dr 6
ˆ ∞
0
| sin(r)|α
rβ
dr =
∞∑
k=0
ˆ (k+1)pi
kpi
| sin(r)|α
rβ
dr
=
∞∑
k=0
ˆ pi
0
| sin(r)|α
(r + kpi)β
dr
6
∞∑
k=0
1
(k + 1)β
ˆ pi
0
| sin(r)|α
rβ
dr. (7.15)
Here, besides the periodicity of the sine function, we used the fact that, for r ∈ [0, pi],
r + kpi > r + kr = (k + 1)r, for all k > 0. It is then proved via (7.14) that
1
2
6
α−β+1
2
Γ(α−β+1
2
)Γ(α + 1)
Γ(α−β+1
2
+ α + 1)
6
ˆ √6
0
| sin(r)|α
rβ
dr
6
ˆ pi
0
| sin(r)|α
rβ
dr 6 1
2
( 6
α
)α−β+1
2
Γ
(α− β + 1
2
)
.
(7.16)
Combining (7.15) and (7.16), we obtain the following two-sided estimate:
1
2
6
α−β+1
2
Γ(α−β+1
2
)Γ(α + 1)
Γ(α−β+1
2
+ α + 1)
6
ˆ ∞
0
| sin(r)|α
rβ
dr
6 1
2
( 6
α
)α−β+1
2
Γ
(α− β + 1
2
) ∞∑
k=0
1
(k + 1)β
. (7.17)
We use the latter estimate with α = q and β = q − 2, i.e.
1
2
6
3
2
Γ(3
2
)Γ(q + 1)
Γ(q + 5
2
)
6
ˆ ∞
0
| sin(r)|q
rq−2
dr 6 1
2
(6
q
) 3
2
Γ
(3
2
) ∞∑
k=0
1
(k + 1)q−2
. (7.18)
Using the upper bound from (7.18) for the exponent q together with the lower bound
from (7.18) for the exponent q + 2, the desired inequality (7.13) would follow from
Γ(q + 3)
Γ(q + 9
2
)
>
q + 1
q + 6
1
q3/2
∞∑
k=0
1
(k + 1)q−2
, (7.19)
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which we now prove. Consider the upper bound
∞∑
k=1
1
kq−2
6
N∑
k=1
1
kq−2
+
ˆ ∞
N
1
rq−2
dr =
N∑
k=1
1
kq−2
+
1
(q − 3)N q−3 , (7.20)
which is valid for any N > 1. If N = 2, then (7.20) amounts to
∞∑
k=1
1
kq−2
6 1 + 1
2q−2
+
1
(q − 3)2q−3 = 1 +
q − 1
(q − 3)2q−2 .
In order to prove (7.19), it will thus suffice to establish the inequality
Γ(q + 3)
Γ(q + 9
2
)
>
q + 1
(q + 6)q3/2
(
1 +
q − 1
(q − 3)2q−2
)
, for all q > 71. (7.21)
Several simple and effective lower bounds for the ratio of two Gamma functions are
available; see e.g. [35, 42]. From [35, Eq. (1.3)], we have that
Γ(x+ 1)
Γ(x+ s)
>
(
x+
s
2
)1−s
,
provided x > 0 and 0 < s < 1. With x = q + 2 and s = 1/2, we obtain
Γ(q + 3)
Γ(q + 5
2
)
>
(
q +
9
4
)1/2
.
Since Γ(q + 9/2) = (q + 7/2)(q + 5/2)Γ(q + 5/2), inequality (7.21) is seen to follow
from
(q + 9
4
)1/2
(q + 7
2
)(q + 5
2
)
>
q + 1
(q + 6)q3/2
(
1 +
(q − 1)2−(q−2)
q − 3
)
, for all q > 71; (7.22)
see Figure 2 below. Cross multiplying, we find the following equivalent form:
q
3
2 (q+ 9
4
)
1
2 (q+6) > (q+1)(q+ 5
2
)(q+ 7
2
)
(
1+
(q − 1)2−(q−2)
q − 3
)
, for all q > 71. (7.23)
One easily checks that inequality (7.23) holds for every sufficiently large q. Indeed,
defining the auxiliary functions
f(q) := q
3
2 (q + 9
4
)
1
2 (q + 6), and g(q) := (q + 1)(q + 5
2
)(q + 7
2
)
(
1 +
(q − 1)2−(q−2)
q − 3
)
,
we have that
f(q)
q3
= (1 + 9
4q
)
1
2 (1 + 6
q
), and
g(q)
q3
= (1 + 1
q
)(1 + 5
2q
)(1 + 7
2q
)
(
1 +
(q − 1)2−(q−2)
q − 3
)
.
Raising to power q and taking the limit as q →∞, we find that
lim
q→∞
(f(q)
q3
)q
= e
57
8 , and lim
q→∞
(g(q)
q3
)q
= e7.
Since 57
8
> 7, we conclude that f(q) > g(q), for all sufficiently large q. In order to
obtain the more precise form of the inequality f(q) > g(q), valid in the desired range
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q > 71, we rewrite (7.23) in yet another equivalent form by squaring. We aim to
show that
q3(q + 9
4
)(q + 6)2 − (q + 1)2(q + 5
2
)2(q + 7
2
)2
> (q + 1)2(q + 5
2
)2(q + 7
2
)2
(q − 1)2−(q−2)
q − 3
(
2 +
(q − 1)2−(q−2)
q − 3
)
, (7.24)
for every q > 71. Let P (q) and Q(q) denote the functions on the left- and right-hand
sides of (7.24), respectively. The polynomial P simplifies to
P (q) =
1
16
(4q5 − 248q4 − 2288q3 − 5441q2 − 4130q − 1225).
We first establish a lower bound for P on the interval [71,∞). First of all,
16P ′(q) = 20q4 − 992q3 − 6864q2 − 10882q − 4130,
16P ′′(q) = 80q3 − 2976q2 − 13728q − 10882,
16P ′′′(q) = 240q2 − 5952q − 13728.
One easily checks that P ′′′(q) > 0, for all q > 30, and P ′′(50) > 0, so that P ′′(q) > 0,
for all q > 50. On the other hand, P ′(60) > 0, so that P ′(q) > 0, for all q > 60.
Finally, P (71) > 0, so that P (q) > P (71) = 17049403/4, for all q > 71. This is
the desired lower bound. We proceed to find an upper bound for Q on the interval
[71,∞). If (say) q > 10, then
Q(q) = (q + 1)2(q + 5
2
)2(q + 7
2
)2
(q − 1)2−(q−2)
q − 3
(
2 +
(q − 1)2−(q−2)
q − 3
)
6 6(2q)
6
2q−2
=
3q6
2q−9
.
The function Q˜(q) = q62−q is easily seen to be decreasing for q > 6/ log(2) ∼ 8.6,
since Q˜′(q) = q5(6 − q log(2))2−q. It follows that Q(q) 6 3 · 29Q˜(71) 6 10−7, for all
q > 71. As a conclusion, P (q) > Q(q), for all q > 71, which is what we wanted to
prove.
The remaining cases q ∈ [6, 70] ∩ 2N are verified as in the course of the proof of
Proposition 7.3, the only modification to the code presented there occurring in the
last line:
1 makelist(E(3,2∗n),n,2,35), bfloat;
In this way, we obtained the following sample values:
E(3, 30) = 2079536996068415060993
43278269405974205935140
∼ 0.0480,
E(3, 50) = 661588152841131630707817424352070248343232410691
20232905795389421109643117078167417269636270235000
∼ 0.0326,
E(3, 70) = 227847339920288097615743574709286092473495402056835456260649730379156981583371563
9224623180989915110488440015966247230150898847019509922030740261030681342888853700
∼ 0.0246,
and in any case E(3, q) > 0, for every q ∈ [6, 70] ∩ 2N. The proof of the proposition
is now complete. 
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Figure 2. Plot of the function considered in inequality (7.22), F (q) =
(q+ 9
4
)1/2
(q+ 7
2
)(q+ 5
2
)
− q+1
(q+6)q3/2
(
1 + (q−1)2
−(q−2)
q−3
)
, in the ranges q ∈ [65, 75] and
q ∈ [50, 500].
Although a two-sided inequality similar to (7.14) holds for the function r−νJν(r),
for every ν > 0, the same strategy of the proof of Proposition 7.7 does not seem to
lead to a proof of an analogous statement for the remaining values of d ∈ {2, 4, 5, 6, 7}.
Therefore, we refine our analysis in order to prove the following result.
Proposition 7.8. Let d ∈ {2, 3, 4, 5, 6, 7}. Then there exists q?(d) < ∞ such that,
for every q > q?(d), the following inequality holds:
Φd,q+2(1) > γd(q)Φd,q(1). (7.25)
Moreover, we can take
q?(2) = 12, and q?(d) = 8 if d ∈ {3, 4, 5, 6, 7}. (7.26)
Before diving into the proof of Proposition 7.8, we discuss some preliminaries. For
ν > 0, we denote the normalized Bessel function of the first kind by
Jν(r) = 2νΓ(ν + 1)r−νJν(r).
It is well-known that Jν(0) = 1, and that Jν(r) 6 1, for every r > 0; J1/2(r) = sinc(r)
corresponds to the case considered in Proposition 7.7. The function Jν is analytic in
the whole complex plane, and admits the following power series representation:
Jν(r) =
∞∑
j=0
(−1)jΓ(ν + 1)(
1
4
r2)j
j!Γ(ν + j + 1)
.
Let Tν,k denote the k-th order partial sum of the power series for Jν ,
Tν,k(r) :=
k∑
j=0
(−1)jΓ(ν + 1)(
1
4
r2)j
j!Γ(ν + j + 1)
. (7.27)
If no danger of confusion exists, we simply write Tk = Tν,k. Note that Tν,k(0) =
Jν(0) = 1, for all ν, k > 0.
If ν > 0, then the function Jν has only real zeros. The smallest positive zero of
Jν is known to be simple, and will be denoted jν,1. Moreover, the function ν 7→ jν,1
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is strictly increasing for ν > 0; see [47, §10.21] and the references therein. With 15
decimal places, we tabulate the relevant values of jν,1:
j0,1 ∼ 2.404825557695772, j 1
2
,1 ∼ 3.141592653589793, j1,1 ∼ 3.831705970207512,
j 3
2
,1 ∼ 4.493409457909064, j2,1 ∼ 5.135622301840682, j 5
2
,1 ∼ 5.763459196894549.
(7.28)
Our next result concerns the pointwise relation between Jν and Tν,k in the interval
[0, jν,1], and is probably well-known. Since we could not locate a reference, we include
a proof for completeness.
Lemma 7.9. Let ν > 0 and k ∈ N0. Then, for all r ∈ (0, jν,1], we have the strict
inequalities
Tν,2k+1(r) < Jν(r) < Tν,2k(r).
Proof. Let k > 0 be given, and denote Tk = Tν,k. Note that rνTk satisfies the
inhomogeneous Bessel equation
r2y′′ + ry′ + (r2 − ν2)y = (−1)
k2−2kΓ(ν + 1)
k! Γ(ν + k + 1)
r2k+ν+2, r > 0.
Let φ1,k = r
ν(Tk − Jν). We want to show that φ1,k > 0 on (0, jν,1] if k is even,
and that φ1,k < 0 on (0, jν,1] if k is odd. For brevity, we will write φ1 = φ1,k. The
function ϕ1(r) := r
−νφ1(
√
4r) satisfies ϕ1(0) = ϕ
′
1(0) = · · · = ϕ(k)1 (0) = 0, while
ϕ
(k+1)
1 (0) = − (−1)
k+1Γ(ν+1)
Γ(ν+k+1)
, so that ϕ
(k+1)
1 (0) > 0 if k is even, while ϕ
(k+1)
1 (0) < 0 if
k is odd. Therefore, if we let r1 > 0 denote the smallest positive zero of φ1, then
φ1(r) > 0 on (0, r1) if k is even, and φ1(r) < 0 on (0, r1) if k is odd. If no such r1
exists, then the conclusion of the lemma follows immediately; therefore we assume
the existence of r1.
We seek to find the sign of φ1 on [0, jν,1]. With this purpose in mind, we study the
relationship between r1 and jν,1. The function φ1 satisfies the equation
r2φ′′1 + rφ
′
1 + (r
2 − ν2)φ1 = (−1)
k2−2kΓ(ν + 1)
k! Γ(ν + k + 1)
r2k+ν+2.
Let φ2 = 2
νΓ(ν + 1)Jν , which in turn satisfies the equation
r2φ′′2 + rφ
′
2 + (r
2 − ν2)φ2 = 0.
We aim to show that r1 > jν,1, and will do so via techniques from Sturm–Liouville
theory. Aiming at a contradiction, assume that r1 6 jν,1. Rewrite the equations
satisfied by φ1, φ2 by introducing the auxiliary functions u1 = r
1/2φ1, u2 = r
1/2φ2.
Then, for r > 0,
u′′1 +
(
1 +
1− 4ν2
4r2
)
u1 =
(−1)k2−2kΓ(ν + 1)
k! Γ(ν + k + 1)
r2k+ν+
1
2 , (7.29)
u′′2 +
(
1 +
1− 4ν2
4r2
)
u2 = 0. (7.30)
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Multiply (7.29) by u2, multiply (7.30) by u1, and subtract. Then, for r > 0,
u′′1u2 − u1u′′2 =
(−1)k2−2kΓ(ν + 1)
k! Γ(ν + k + 1)
r2k+ν+
1
2u2. (7.31)
Let r ∈ (0, r1). Since u′′1u2−u1u′′2 = (u′1u2−u1u′2)′, integrating identity (7.31) on the
interval (r, r1) reveals that
(u′1u2 − u1u′2)
∣∣r1
r
=
(−1)k2−2kΓ(ν + 1)
k! Γ(ν + k + 1)
ˆ r1
r
r2k+ν+
1
2u2(r) dr.
Observing that φ1(0) = 0 implies u1(r)u
′
2(r) = r
1/2φ1(r)(2
−1r−1/2φ2(r)+r1/2φ′2(r))→
0 and u′1(r)u2(r) = r
1/2φ2(r)(2
−1r−1/2φ1(r) + r1/2φ′1(r))→ 0, as r → 0+, we obtain
(u′1u2 − u1u′2)(r1) =
(−1)k2−2kΓ(ν + 1)
k! Γ(ν + k + 1)
ˆ r1
0
r2k+ν+
1
2u2(r) dr.
Since u1(r1) = 0 and 0 < r1 6 jν,1, it follows that
u′1(r1)u2(r1) =
(−1)k2−2kΓ(ν + 1)
k! Γ(ν + k + 1)
ˆ r1
0
r2k+ν+
1
2u2(r) dr,
ˆ r1
0
r2k+ν+
1
2u2(r) dr > 0.
In particular, r1 < jν,1, and so u2(r1) > 0. Then, if k is even, we conclude u
′
1(r1) >
0, which is a contradiction since u1(r) > 0 in (0, r1), so as u1(r1) = 0 we must
have u′1(r1) 6 0. Similarly, if k is odd, we conclude u′1(r1) < 0, which is again a
contradiction since u1 < 0 on (0, r1) and u1(r1) = 0. We conclude that r1 > jν,1, and
this finishes the proof of the lemma. 
The absolute value of the coefficients in the polynomial expansion of Tν,k and Jν ,
αj :=
Γ(ν + 1)(1
4
r2)j
j!Γ(ν + j + 1)
, j ∈ {0, . . . , k},
satisfy αj+1 < αj, for all j > j0, provided j0 is such that
(j0 + 1)(ν + j0 + 1) >
r2
4
.
On the interval [0, jν,1], the latter condition is ensured uniformly in r ∈ [0, jν,1] if
j0 >
1
2
(√
ν2 + j2ν,1 − (ν + 2)
)
=: c(jν,1), (7.32)
which in particular holds if j0 > jν,1/2 − 1, ν > 0. It then follows from Lemma 7.9
and the alternating nature of the expression (7.27) that, if k is even and k > bc(jν,1)c,
then
Tν,k(r) > Tν,k+2(r) > Tν,k+4(r) > · · · > Jν(r), for all r ∈ (0, jν,1], (7.33)
and that, if k is odd and k > bc(jν,1)c, then
Tν,k(r) < Tν,k+2(r) < Tν,k+4(r) < · · · < Jν(r), for all r ∈ (0, jν,1]. (7.34)
In particular, using the values in (7.28) and (7.32), we find that if ν ∈ {0, 1
2
, 1, 3
2
, 2, 5
2
},
then (7.33) holds if k > 2 is even, while (7.34) holds if k > 1 is odd.
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The normalized Bessel functions Jν are dominated by a Gaussian on the interval
[0, jν,1]. A precise statement from [32, Eq. (1.7)] is as follows:
0 6 Jν(r) 6 exp
(
− r
2
4(ν + 1)
− r
4
32(ν + 1)2(ν + 2)
)
, r ∈ [0, jν,1]. (7.35)
Only the quadratic part of the latter exponential function will be of relevance to us,
in which case a simpler proof can be obtained by combining [1, Prop. 4], [58, Eq. (40)]
(see also [19, Eq. (2)]) with the product formula for the Bessel function Jν [47, Eq.
10.21.15]; an even simpler proof follows [12, Lemma 3.6] and [39, Prop. 12]. We will
be interested in the following stronger estimate: For all ν > 0, there exists k0 > 2,
such that, for all k > k0, we have that
Tν,k(r) 6 exp
(
− r
2
4(ν + 1)
)
, r ∈ [0, jν,1]. (7.36)
That (7.36) holds for all sufficiently large k follows from estimates (7.33), (7.35),
together with the facts that inequality (7.36) holds for every k > 2, for all sufficiently
small r, and that Tν,k converges uniformly to Jν in the interval [0, jν,1], as k → ∞.
That k0 = 3 is a valid choice when ν ∈ {0, 12 , 1, 32 , 2, 52} is the content of the following
result.
Lemma 7.10. Let d ∈ {2, 3, 4, 5, 6, 7} and ν = (d− 2)/2. Then
Tν,4(r) 6 exp
(
− r
2
4(ν + 1)
)
, for all r ∈ [0, jν,1]. (7.37)
Moreover, Tν,n 6 Tν,4 in [0, jν,1], for all n > 3.
Proof. The last assertion is a consequence of the comments following (7.34), and so
we focus on the upper bound (7.37). Let us then show that the function
fν(r) := exp
( r2
4(ν + 1)
)
Tν,4(r)
satisfies the upper bound fν(r) 6 1, for every r ∈ [0, jν,1]. First of all, direct compu-
tations reveal that fν(0) = 1, whereas f
′
ν(0) = f
′′
ν (0) = f
′′′
ν (0) = 0 and f
(4)
ν (0) < 0.
Another straightforward computation reveals that
e−
r2
4(ν+1)f ′ν(r) =
r3
1 + ν
(a0 + a2r
2 + a4r
4 + a6r
6),
where the coefficients a2j = a2j(ν), 0 6 j 6 3, are given by
a0 = − 1
8(1 + ν)(2 + ν)
, a2 =
1
32(1 + ν)(2 + ν)(3 + ν)
,
a4 = − 1
256(1 + ν)(2 + ν)(3 + ν)(4 + ν)
, a6 =
1
12288(1 + ν)(2 + ν)(3 + ν)(4 + ν)
.
Let gν(s) := a0 + a2s+ a4s
2 + a6s
3, so that
e−
r2
4(ν+1)f ′ν(r) =
r3
1 + ν
gν(r
2),
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and note that g′ν(s) > 0, for every s ∈ R. To check this claim, observe that g′ν(s) =
a2 + 2a4s + 3a6s
2 is such that g′ν(0) > 0 and g
′
ν has no real zeros, since (half of) its
discriminant satisfies
a24 − 3a2a6 = −
1
131072(1 + ν)2(2 + ν)(3 + ν)2(4 + ν)2
< 0.
We now split the analysis into the cases ν ∈ {0, 1
2
, 1, 3
2
, 2} and ν = 5
2
. In the former
case, it will suffice to show that
f ′ν(r) < 0, for every r ∈ (0, jν,1). (7.38)
Inequality (7.38) will follow if we check that gν(s) < 0, for every s ∈ (0, j2ν,1). In
turn, since g′ν(s) > 0, for every s ∈ R, this will follow from gν(j2ν,1) < 0, which can be
checked directly for each ν ∈ {0, 1
2
, 1, 3
2
, 2}.
Let us now consider ν = 5
2
. Since
g5/2(j
2
5/2,1) > 0,
the same argument does not apply to d = 7. It is however still true that f5/2(r) 6 1,
for every r ∈ [0, j5/2,1], and this can be checked as follows. Since g′5/2 > 0 in R,
the function g5/2 is strictly increasing. On the other hand, g5/2(0) < 0. Therefore,
g5/2 can have at most one zero in R and, in particular, f ′5/2 can have at most one
zero in the interval (0, j5/2,1). We lose no generality in assuming that such a zero
z ∈ (0, j5/2,1) exists, for otherwise the proof is the same as in the case d 6 6. But
f ′5/2(r) and g5/2(r
2) have the same sign on the positive half-line (0,∞), and so f5/2
must be decreasing on (0, z) and increasing on (z, j5/2,1). Therefore z is a local
minimum of f5/2, and matters reduce to the verification of the numerical inequality
f5/2(j5/2,1) < f5/2(0) = 1. But f5/2(j5/2,1) ∼ 0.715, and we are done. 
We set some useful notation. For m ∈ N0, let
Pν,m(r) =
m∑
j=0
(1
4
r2)j
j! (ν + 1)j
, (7.39)
Eν,m(r) =
∞∑
j=m+1
(1
4
r2)j
j! (ν + 1)j
= exp
(
r2
4(ν + 1)
)
− Pν,m(r), (7.40)
so that Pν,m corresponds to the m-th order partial sum of the Taylor series of
exp( r
2
4(ν+1)
) at r = 0. The tail Eν,m > 0 satisfies the following upper bound:
Eν,m(r) 6
1
(m+ 1)!
(
r2
4(ν + 1)
)m+1
exp
(
j2ν,1
4(ν + 1)
)
, for all r ∈ [0, jν,1]. (7.41)
Whenever no risk of confusion arises, we shall denote Pm = Pν,m and Em = Eν,m.
Further let
Iν(q) := q
ν+1
ˆ ∞
0
|Jν(r)|qr2ν+1 dr. (7.42)
The somewhat long proof of Proposition 7.8 will partially follow the outline of (the
arXiv version of) [34, §2 and §3].
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Proof of Proposition 7.8. Given d ∈ {2, 3, 4, 5, 6, 7}, let q > qd, and set ν := (d−2)/2.
Let Tk = Tν,k, Pm = Pν,m, Em = Eν,m be as in (7.27), (7.39), (7.40), respectively.
From (7.10), it follows that ω
1+q/2
d−1 Iν(q) = q
ν+1Φd,q(1), and so inequality (7.25) holds
if and only if
Iν(q + 2)
(q + 2)ν+1
>
q + 1
q + 4(ν + 1)− δν,1
Iν(q)
qν+1
. (7.43)
It then becomes natural to look for effective lower and upper bounds for the quantity
Iν(q). In the spirit of [34, 54], we would like to obtain an asymptotic expansion of
the form
Iν(q) = α0 +
α1
q
+
α2
q2
+ · · ·+ αn
qn
+O
(
1
qn+1
)
,
in the sense that there exist finite constants {en}∞n=1, independent of q, such that∣∣∣Iν(q)− (α0 + α1
q
+
α2
q2
+ · · ·+ αn
qn
)∣∣∣ 6 en+1
qn+1
,
for all n ∈ N0 and q > q?, provided q? is sufficiently large. Furthermore, we will need
precise bounds for the error term en+1 and for the threshold q?. For the purpose of
the present proof, it will be enough to aim at n = 1, but in §8 below we comment on
the necessary changes in order to obtain the full asymptotic expansion.
Let us start by analyzing the effect of replacing Iν(q) by the corresponding integral
over the bounded interval [0, jν,1]. Invoking Landau’s estimate [44],
|Jν(r)| 6 c?r−1/3, r > 0, ν > 0, c? := 0.7857468704 . . . , (7.44)
the following tail estimate holds:
qν+1
ˆ ∞
jν,1
|Jν(r)|qr2ν+1 dr 6 qν+1(2νΓ(ν + 1)c?)q
ˆ ∞
jν,1
r2ν+1−q(ν+1/3) dr (7.45)
=
qνj
2(ν+1)
ν,1(
ν + 1
3
− 2(ν+1)
q
)(2νΓ(ν + 1)c?
j
ν+1/3
ν,1
)q
=: E1(ν, q). (7.46)
For the integral on the right-hand side of (7.45) to converge, it is necessary that
q > 32ν+2
3ν+1
, or equivalently7 q > 6d
3d−4 . In this case, the function E1(ν, q) defined in
(7.46) is seen to decay exponentially in q, since
2νΓ(ν + 1)c?
j
ν+1/3
ν,1
< 1, for ν ∈
{
0,
1
2
, 1,
3
2
, 2,
5
2
}
. (7.47)
From the comments following (7.34), we have that, for all odd integers k > 1 and all
` ∈ N0,
Tk(r) 6 Tk+2`(r) 6 Jν(r) 6 Tk+1+2`(r) 6 Tk+1(r), for all r ∈ [0, jν,1], (7.48)
Tk(r) > 0, for all r ∈ [0, yν,k], (7.49)
7The conditions 6d3d−4 6 q ∈ N translate into q > 6, q > 4, q > 3, q > 3, q > 3, q > 3 for
d = 2, 3, 4, 5, 6, 7, respectively. These constraints on q will not interfere with the arguments below.
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where yν,k ∈ (0, jν,1) denotes the first zero of the polynomial Tk. With 15 decimal
places, we tabulate the relevant values of yν,k:
y0,3 ∼ 2.391646690891294, y 1
2
,3 ∼ 3.078642304481513, y1,3 ∼ 3.657890099963828,
y 3
2
,3 ∼ 4.147402173994025, y2,3 ∼ 4.570330034603563, y 5
2
,5 ∼ 5.650828448306438.
We shall consider k ∈ 2N+ 1 satisfying (7.48), (7.49), and additionally assume that
Tk+1(r) 6 exp
(
− r
2
4(ν + 1)
)
, for every r ∈ [0, jν,1], (7.50)
which holds in view of the discussion following (7.36), provided k is large enough
depending on ν. Later on in the proof, we will set explicit values for k, for each
ν ∈ {0, 1
2
, 1, 3
2
, 2, 5
2
}. Inequalities (7.48), (7.49), (7.50) are the starting point for
the effective lower and upper bounds for Iν(q), which will now be the focus of our
attention.
Lower bound for Iν(q). Let m ∈ N, whose value will be set later on in the course
of the proof. From (7.39), (7.40), we have that
exp
( r2
4(ν + 1)
)
=
∞∑
j=0
(1
4
r2)j
j!(ν + 1)j
= Pm(r) + Em(r), (7.51)
which will be of relevance in the region r ∈ [0, yν,k]. Since all summands in (7.51) are
nonnegative, a trivial lower bound for the corresponding left-hand side is obtained by
keeping only the first m+ 1 terms of the power series. Therefore, for r ∈ [0, yν,k√q],
the following bounds hold:
1 > exp
( r2
4q(ν + 1)
)
Tk
( r√
q
)
> Pm
( r√
q
)
Tk
( r√
q
)
> 0. (7.52)
The latter term can be expanded in powers of r2/(4q). By doing so, the resulting
polynomial has degree m+ k and no linear term, hence we may write
Pm
( r√
q
)
Tk
( r√
q
)
= 1 +
m+k∑
j=2
aj
( r2
4q
)j
, (7.53)
for some coefficients aj = aj(ν) which can be computed explicitly. From (7.52), it
follows that
− 1 6
m+k∑
j=2
aj
( r2
4q
)j
6 0, for every r ∈ [0, yν,k√q], (7.54)
the upper bound being strict if r 6= 0. Now, a simple change of variables yields
Kν(q) := q
ν+1
ˆ yν,k
0
T qk (r)r
2ν+1 dr =
ˆ yν,k√q
0
T qk
( r√
q
)
r2ν+1 dr,
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which we estimate from below as follows:
Kν(q) =
ˆ yν,k√q
0
e−
r2
4(ν+1)
(
e
r2
4q(ν+1)Tk
( r√
q
))q
r2ν+1 dr
>
ˆ yν,k√q
0
e−
r2
4(ν+1)
(
Pm
( r√
q
)
Tk
( r√
q
))q
r2ν+1 dr
=
ˆ yν,k√q
0
e−
r2
4(ν+1)
(
1 +
m+k∑
j=2
aj
( r2
4q
)j)q
r2ν+1 dr
>
ˆ yν,k√q
0
e−
r2
4(ν+1)
(
1 + q
m+k∑
j=2
aj
( r2
4q
)j)
r2ν+1 dr.
In the last line, we used Bernoulli’s inequality, which can be invoked in view of (7.54)
since q > 1. Disregarding the tail error for a moment, we are thus led to define the
quantity
Lν(q) :=
ˆ ∞
0
e−
r2
4(ν+1)
(
1 + q
m+k∑
j=2
aj
( r2
4q
)j)
r2ν+1 dr. (7.55)
The latter integral can be expanded as a sum in powers of q−1, with coefficients given
in terms of the Gamma function at integers or half-integers, yielding
Lν(q) = β0 +
β1
q
+ · · ·+ βm+k−1
qm+k−1
,
for some coefficients βj = βj(ν) which can be determined explicitly. In this way, we
obtain the lower bound
Iν(q) > Kν(q) > Lν(q) + ε2(ν, q), (7.56)
where
ε2(ν, q) := −
ˆ ∞
yν,k
√
q
e−
r2
4(ν+1)
(
1 + q
m+k∑
j=2
aj
( r2
4q
)j)
r2ν+1 dr. (7.57)
We proceed to obtain an explicit lower bound for ε2(ν, q). With this purpose in mind,
recall the definition of the incomplete Gamma function, Γ(a, x) :=
´∞
x
e−tta−1 dt.
From [48, Eq. (3.2)], for any B > 1, the following upper bound holds:
Γ(a, x) 6 Bxa−1e−x, for all a > 1 and x > B
B − 1(a− 1);
see also [4, Cor. 2.5]. On the other hand, from [48, Eq. (3.3)], we have that Γ(a, x) >
xa−1e−x, for all a > 1 and x > 0. For α > 0, β > 0, and x >
(
Bβ
(B−1)α
)1/2
, the integralˆ ∞
x
e−αr
2
r2β+1 dr =
1
2αβ+1
Γ(β + 1, αx2),
is thus seen to satisfy the two-sided estimate
x2β
2α
e−αx
2 6
ˆ ∞
x
e−αr
2
r2β+1 dr 6 Bx
2β
2α
e−αx
2
. (7.58)
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To obtain a lower bound for ε2(ν, q), we keep only the terms on the right-hand side
of (7.57) for which aj > 0, and bound the resulting integral with (7.58), yielding
−ε2(ν, q) 6
ˆ ∞
yν,k
√
q
e−
r2
4(ν+1)
(
1 + q
m+k∑
j=2, aj>0
aj
( r2
4q
)j)
r2ν+1 dr
6 2B(ν + 1)y2νν,k
(
1 + q
m+k∑
j=2, aj>0
aj
4j
y2jν,k
)
qν exp
(
− y
2
ν,kq
4(ν + 1)
)
=: E2(ν, q),
(7.59)
provided B > 1, ν > 0, and q > 4B(B − 1)−1y−2ν,k(ν + 1)(ν +m+ k). In this way, we
obtain the following lower bound for Iν(q):
Iν(q) > Lν(q)− E2(ν, q). (7.60)
Upper bound for Iν(q). In order to obtain an effective upper bound for Iν(q),
recall that k is odd, and thus Jν 6 Tk+1 on [0, jν,1]. As in (7.51), we decompose
exp
( r2
4q(ν + 1)
)
= Pm
( r√
q
)
+ Em
( r√
q
)
. (7.61)
From (7.41), the following upper bound for the tail holds:
Em
( r√
q
)
6 1
(m+ 1)!
(
r2
4q(ν + 1)
)m+1
exp
( j2ν,1
4(ν + 1)
)
, for all r ∈ [0, jν,1√q].
(7.62)
Arguing as in (7.53), we can write
exp
( r2
4q(ν + 1)
)
Tk+1
( r√
q
)
= 1 +
∞∑
j=2
bj
( r2
4q
)j
,
for some coefficients bj = bj(ν) which can be computed explicitly. The sum on the
latter right-hand side is again seen to be non-positive, with absolute value bounded
by 1, provided r ∈ [0, jν,1√q]; this follows from (7.50), together with the fact that
Tk+1 > 0 on [0, jν,1]. Now, consider the quantity
K˜ν(q) := q
ν+1
ˆ jν,1
0
T qk+1(r)r
2ν+1 dr =
ˆ jν,1√q
0
T qk+1
( r√
q
)
r2ν+1 dr,
which can be estimated as follows:
K˜ν(q) =
ˆ jν,1√q
0
e−
r2
4(ν+1)
(
e
r2
4q(ν+1)Tk+1
( r√
q
))q
r2ν+1 dr
=
ˆ jν,1√q
0
e−
r2
4(ν+1)
(
1 +
∞∑
j=2
bj
( r2
4q
)j)q
r2ν+1 dr
6
ˆ jν,1√q
0
e−
r2
4(ν+1)
(
1 + q
[ ∞∑
j=2
bj
( r2
4q
)j]
+
q(q − 1)
2
[ ∞∑
j=2
bj
( r2
4q
)j]2)
r2ν+1 dr.
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In the last line, we used the facts that −1 6∑∞j=2 bj( r24q)j 6 0 and q > 2 in order to
ensure that(
1 +
∞∑
j=2
bj
( r2
4q
)j)q
6 1 + q
[ ∞∑
j=2
bj
( r2
4q
)j]
+
q(q − 1)
2
[ ∞∑
j=2
bj
( r2
4q
)j]2
.
It would be preferable to instead analyze a finite sum. Using (7.61), we can express
∞∑
j=2
bj
( r2
4q
)j
=
(
Pm
( r√
q
)
Tk+1
( r√
q
)
− 1
)
+ Em
( r√
q
)
Tk+1
( r√
q
)
(7.63)
as a finite linear combination of powers of r2/(4q), plus a well-controlled term, as
dictated by (7.62) and the fact that 0 6 Tk+1(r/
√
q) 6 1, for all r ∈ [0, jν,1√q].
We may further square both sides of (7.63), and invoke the elementary inequality
(x+ y)2 6 2(x2 + y2) in order to estimate:( ∞∑
j=2
bj
( r2
4q
)j)2
6 2
(
Pm
( r√
q
)
Tk+1
( r√
q
)
− 1
)2
+ 2Em
( r√
q
)2
Tk+1
( r√
q
)2
.
Taking the previous bounds into account, and recalling (7.62), we are then led to
define the quantity
Uν(q) :=
ˆ ∞
0
e−
r2
4(ν+1)
(
1 + q
(
Pm
( r√
q
)
Tk+1
( r√
q
)
− 1
))
r2ν+1 dr
+ q(q − 1)
ˆ ∞
0
e−
r2
4(ν+1)
(
Pm
( r√
q
)
Tk+1
( r√
q
)
− 1
)2
r2ν+1 dr
+
qe
j2ν,1
4(ν+1)
(m+ 1)! (4q(ν + 1))m+1
ˆ ∞
0
e−
r2
4(ν+1)Tk+1
( r√
q
)
r2ν+2m+3 dr
+
q(q − 1)e
j2ν,1
2(ν+1)
((m+ 1)!)2(4q(ν + 1))2(m+1)
ˆ ∞
0
e−
r2
4(ν+1)T 2k+1
( r√
q
)
r2ν+4m+5 dr.
(7.64)
One easily checks that Uν(q) is a polynomial in q
−1, with coefficients which can be
expressed in terms of the Gamma function on integers or half-integers. Moreover,
recalling the definition of E1(ν, q) from (7.46), we have that
Iν(q) 6 Uν(q) + E1(ν, q) + ε3(ν, q), (7.65)
where
ε3(ν, q) := −
ˆ ∞
jν,1
√
q
e−
r2
4(ν+1)
(
1 + q
(
Pm
( r√
q
)
Tk+1
( r√
q
)
− 1
))
r2ν+1 dr
− qe
j2ν,1
4(ν+1)
(m+ 1)! (4q(ν + 1))m+1
ˆ ∞
jν,1
√
q
e−
r2
4(ν+1)Tk+1
( r√
q
)
r2ν+2m+3 dr.
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As in the case of ε2(ν, q) treated above, we can obtain an explicit upper bound for
ε3(ν, q). With this purpose in mind, write
Pm
( r√
q
)
Tk+1
( r√
q
)
= 1 +
m+k+1∑
j=2
cj
( r2
4q
)j
,
for some coefficients cj = cj(ν) which can be determined explicitly. If q > 4B(B −
1)−1j−2ν,1(ν + 1)(ν +m+ k + 1), then (7.58) implies
−
ˆ ∞
jν,1
√
q
e−
r2
4(ν+1)
(
1 + q
(
Pm
( r√
q
)
Tk+1
( r√
q
)
− 1
))
r2ν+1 dr
6
ˆ ∞
jν,1
√
q
e−
r2
4(ν+1)
(
−1 + q
m+k+1∑
j=2, cj<0
|cj|
( r2
4q
)j)
r2ν+1 dr
6 −2(ν + 1)j2νν,1qνe−
j2ν,1q
4(ν+1) + 2B(ν + 1)j2νν,1
( m+k+1∑
j=2, cj<0
|cj|
4j
j2jν,1
)
qν+1e−
j2ν,1q
4(ν+1) ,
and
−
ˆ ∞
jν,1
√
q
e−
r2
4(ν+1)Tk+1
( r√
q
)
r2ν+2m+3 dr
6
k∑
j=0, j odd
Γ(ν + 1)
4jqj j! Γ(ν + j + 1)
ˆ ∞
jν,1
√
q
e−
r2
4(ν+1) r2ν+2m+2j+3 dr
6 2B(ν + 1)j2(ν+m+1)ν,1
( k∑
j=0, j odd
Γ(ν + 1)(1
4
j2ν,1)
j
j! Γ(ν + j + 1)
)
qν+m+1e−
j2ν,1q
4(ν+1) .
From the two previous estimates, we have that
ε3(ν,q) 6 2(ν + 1)j2νν,1
(
−1 + qB
m+k+1∑
j=2, cj<0
|cj|
4j
j2jν,1
)
qνe−
j2ν,1q
4(ν+1)
+
B
2
j
2(ν+m+1)
ν,1 e
j2ν,1
4(ν+1)
(m+ 1)! (4(ν + 1))m
( k∑
j=0, j odd
Γ(ν + 1)(1
4
j2ν,1)
j
j! Γ(ν + j + 1)
)
qν+1e−
j2ν,1q
4(ν+1) =: E3(ν, q),
(7.66)
provided q > 4B(B − 1)−1j−2ν,1(ν + 1)(ν + m + k + 1). In this way, we obtain the
following upper bound for Iν(q):
Iν(q) 6 Uν(q) + E1(ν, q) + E3(ν, q). (7.67)
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Putting it all together. From (7.60) and (7.67), we obtain the effective two-sided
estimate8 for Iν(q),
Lν(q)− E2(ν, q) 6 Iν(q) 6 Uν(q) + E1(ν, q) + E3(ν, q),
provided that
q > 4B(ν + 1)
B − 1 max{y
−2
ν,k(ν +m+ k), j
−2
ν,1(ν +m+ k + 1)}. (7.68)
In order to verify (7.43), and therefore the desired inequality (7.25), it will therefore
suffice to check that
Lν(q + 2)− E2(ν, q + 2)
(q + 2)ν+1
> q + 1
q + 4(ν + 1)− δν,1
Uν(q) + E1(ν, q) + E3(ν, q)
qν+1
. (7.69)
For each d ∈ {2, 3, 4, 5, 6, 7}, we need to select k ∈ 2N+ 1 for which (7.50) holds, and
then choose appropriate values for m,B. Lemma 7.10 implies that any odd integer
k > 3 is in principle a valid choice. Taking this into account, we choose the values
(k,m) as follows:
d 2 3 4 5 6 7
(k,m) (3, 3) (3, 3) (3, 4) (3, 4) (3, 4) (5, 6)
We further set B = 5. For integer values of q, inequality (7.68) then translates into
q > 7, q > 6, q > 7, q > 7, q > 7, q > 8, for d = 2, 3, 4, 5, 6, 7, (7.70)
respectively. Inequality (7.69) can be addressed in a similar way to (7.22). The idea
is to first work without the error terms E1,E2,E3, and for each relevant dimension
d to find q0(d), in such a way that the inequality without error terms holds, for all
q > q0(d). Since it can be transformed into a polynomial inequality, this step is in
principle an easy one, similar to what is done at the end of the proof of Proposition 7.7.
The next step is to show that the presence of the error terms does not significantly
change the value of q0(d), since they are exponentially decreasing in q. Since the
analysis is more cumbersome than in the case d = 3 of Proposition 7.7, we instead
present plots of the difference of the left- and right-hand sides of inequality (7.69);
see Figures 3 and 4. In particular, taking (7.70) into consideration, this reveals that,
if d ∈ {2, 3, 4, 5, 6, 7}, then inequality (7.69) is satisfied for every q > q?(d), with
q?(d) ∈ 2N as stated in (7.26).
This completes the proof of the proposition. 
8Recall (7.55), (7.64) for the definition of Lν , Uν , and (7.46), (7.59), (7.66) for the definition of
the error terms E1,E2,E3, respectively.
50 DIOGO OLIVEIRA E SILVA AND RENE´ QUILODRA´N
6 7 8 9 10 11 12 13 14 15
q
-0.010
-0.005
0.005
0.010
d=2
d=3
d=4 6 7 8 9 10 11 12 13 14 15
q
-0.2
-0.1
0.1
0.2
d=5
d=6
d=7
Figure 3. Plot of the difference of the left- and right-hand sides of
inequality (7.69), in the range q ∈ [5, 15].
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Figure 4. Plot of the difference of the left- and right-hand sides of
inequality (7.69), in the range q ∈ [5, 50].
8. Asymptotic expansion
In this last section, we would like to discuss the full asymptotic expansion of
the integral Iν(q) defined in (7.42), thereby complementing the discussion in [34].
Interestingly, more than one century ago, Pearson [54] already used a similar method
tho study the probability density pn(0; r) associated to the n-step uniform random
walk in R2; see also [29, §6].
It will be of no additional difficulty to consider a slightly more general case. Define
Iν,µ(q) := q
µ+1
2
ˆ ∞
0
|Jν(r)|q rµ dr, (8.1)
where ν > 0, µ > −1, and q > 2µ. Given n > 1, we aim at an expansion of the form
Iν,µ(q) = α0 +
α1
q
+ · · ·+ αn
qn
+O
(
1
qn+1
)
, (8.2)
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valid for every q > q?, for q? large enough depending on n, ν, µ, and coefficients
{αj}nj=0 that depend only on ν, µ. Our starting point is the inequality
0 6 Jν(r) < exp
(
− r
2
4(ν + 1)
)
, r ∈ (0, jν,1], (8.3)
which is a consequence of (7.35). We could proceed as in the proof of Proposition
7.8, through the use of the truncations Tν,k, but since we will not be interested in
sharp bounds for the error terms nor for the threshold q?, the simpler argument from
[34, §2 and §3] suffices. The steps leading to (8.2) can be summarized as follows:
1. Reduce to a bounded domain of integration, say [0, jν,1];
2. Introduce the Gaussian weight, exp
(− r2
4q(ν+1)
)
;
3. Expand the function exp
(− r2
4q(ν+1)
)Jν( r√q) in power series;
4. Use the binomial expansion for (1 + x)q on the interval [0, jν,1
√
q], where
x = exp
(− r2
4q(ν+1)
)Jν( r√q)− 1 satisfies −1 6 x 6 0;
5. Estimate the error terms, and obtain an explicit formula for the coefficients
{αj}nj=0.
Since the analysis is analogous to [34, §2 and §3], we omit most details, except for
the explicit formulae for the coefficients {αj}nj=0. Henceforth, we take q > n > 1.
Concerning Step 1, recall that inequality (7.47) was invoked in order to ensure that
the integral defining Iν(q) decays exponentially in q when restricted to the interval
[jν,1,∞). For general ν > 0, (7.47) can be verified using the fact that jν,1 > j0,1 + ν,
for every ν ∈ (0,∞); see [43, Eq. (2.4)]. However, (7.47) turns out not to be essential,
in the sense that by splitting [jν,1,∞) = [jν,1, xν ] ∪ [xν ,∞), and invoking Landau’s
upper bound (7.44) for Jν on the interval [xν ,∞), together with the trivial L∞-bound
supjν,16r6xν |Jν(r)| < 1, one obtains
q
µ+1
2
ˆ ∞
jν,1
|Jν(r)|qrµ dr = O(e−aq),
for some a = a(ν, µ) > 0, provided xν is chosen appropriately as a function of ν. It
is therefore enough to study the asymptotic expansion of the integral
Kν,µ(q) := q
µ+1
2
ˆ jν,1
0
Jν(r)qrµ dr =
ˆ jν,1√q
0
Jν
( r√
q
)q
rµ dr.
As for Step 4, it is useful to note that, for all q > 2, x ∈ [−1, 0], and odd k ∈
[1, q − 1] ∩N, we have that
k∑
j=0
(
q
j
)
xj 6 (1 + x)q 6
k+1∑
j=0
(
q
j
)
xj.
Here,
(
q
j
)
= q(q−1)···(q−j+1)
j!
as usual.
To estimate the error terms in Step 5, recall (7.58), together with the aforemen-
tioned bounds for Γ(a, x) from [4, 48]. The conclusion is that the coefficients {αj}nj=0
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can be read off from the expansion
Iν,µ(q) =
ˆ ∞
0
e−
r2
4(ν+1)
(
1 +
2n∑
j=2
bj
( r2
4q
)j)
rµ dr +O
( 1
qn+1
)
= 2µ(ν + 1)
µ+1
2 Γ
(µ+ 1
2
)
+ 2µ(ν + 1)
µ+1
2
2n∑
j=2
1
qj
bj(ν + 1)
jΓ
(µ+ 2j + 1
2
)
+O
( 1
qn+1
)
,
(8.4)
where the coefficients bj = bj(ν, µ) are determined by the identity[
exp
(
r2
4q(ν + 1)
)
Jν
(
r√
q
)]q
= 1 +
∞∑
j=2
bj
( r2
4q
)j
. (8.5)
We point out that the choice of auxiliary exponential function exp
(
r2
4q(ν+1)
) is not
arbitrary, since it allows the truncation of the sum in (8.4) up to 2n. Writing
exp
(
r2
4q(ν + 1)
)
Jν
(
r√
q
)
= 1 +
∞∑
j=2
aj
( r2
4q
)j
, (8.6)
where
aj :=
j∑
i=0
(−1)j−iΓ(ν + 1)
i! (j − i)! (ν + 1)iΓ(ν + j − i+ 1) ,
we have that (
1 +
∞∑
j=2
ajz
j
)q
= 1 +
∞∑
j=2
bjz
j.
Binomially expanding, we find that
bk(ν, q) =
b k
2
c∑
i=1
(
q
i
) ∑
(`1,...,`i)∈(N\{1})i
`1+···+`i=k
i∏
j=1
a`j , k > 2.
In particular,
a2 =
−1
2(ν + 1)2(ν + 2)
, a3 =
−2
3(ν + 1)3(ν + 2)(ν + 3)
,
a4 =
ν − 5
8(ν + 1)4(ν + 2)(ν + 3)(ν + 4)
,
and
b2 = qa2, b3 = qa3, b4 = qa4 +
q(q − 1)
2
a22.
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With the notation from (8.2), we then obtain
α0 = 2
µ(ν + 1)
µ+1
2 Γ
(µ+ 1
2
)
, α1 = −2
µ−1(ν + 1)
µ+1
2
ν + 2
Γ
(µ+ 5
2
)
,
α2 = 2
µ(ν + 1)
µ+1
2
( −2
3(ν + 2)(ν + 3)
Γ
(µ+ 7
2
)
+
1
8(ν + 2)2
Γ
(µ+ 9
2
))
.
(8.7)
A similar asymptotic expansion can be obtained for the expression analogous to (8.1)
but without absolute value inside the integral, i.e. q
µ+1
2
´∞
0
Jν(r)q rµ dr, as long as
we restrict q to be an integer.
8.1. Applications. We close this section with a few selected applications. The first
one is the following result, which verifies one of the observations based on numerical
experimentation from Remark 7.6.
Proposition 8.1. Let d > 2. Then the inequality
Φd,q+2(1) > γd(q)Φd,q(1)
holds for all q > q?, provided q? = q?(d) <∞ is sufficiently large.
Proof. Let ν = (d− 2)/2. As in (7.43), we need to check that
Iν(q + 2)
(q + 2)ν+1
>
q + 1
q + 2d− δd,4
Iν(q)
qν+1
,
for all sufficiently large q. Let q?, e2 be such that, for all q > q?,∣∣∣Iν(q)− (α0 + α1
q
)∣∣∣ 6 e2
q2
. (8.8)
It is then enough to check that, for all sufficiently large q:
α0
(q + 2)ν+1
+
α1
(q + 2)ν+2
− e2
(q + 2)ν+3
>
q + 1
q + 2d− δd,4
( α0
qν+1
+
α1
qν+2
+
e2
qν+3
)
.
Since α0 > 0, recall (8.7), this is equivalent to showing that the following inequality
holds, for all sufficiently large q:
1
(1 + 2
q
)ν+1
+
α1
α0q(1 +
2
q
)ν+2
− e2
α0q2(1 +
2
q
)ν+3
>
1 + 1
q
1 +
2d−δd,4
q
(
1 +
α1
α0q
+
e2
α0q2
)
.
Raising the latter inequality to power q, and then taking the limit as q →∞, yields(
1
(1 + 2
q
)ν+1
+
α1
α0q(1 +
2
q
)ν+2
− e2
α0q2(1 +
2
q
)ν+3
)q
→ e−2(ν+1)+
α1
α0 = e
−d+α1
α0 ,(
1 + 1
q
1 +
2d−δd,4
q
(
1 +
α1
α0q
+
e2
α0q2
))q
→ e1−2d+δd,4+
α1
α0 .
The result follows at once, since d < 2d− 1− δd,4, for all d > 2. 
As a second application, we can now prove Theorem 1.5.
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Proof of Theorem 1.5. From Proposition 8.1, we know that there exists q? = q?(d) <
∞, such that the inequality Φd,q+2(1) > γd(q)Φd,q(1) holds, for every q > q?. Let
q > q?, and suppose that Φd,q is maximized by the constant functions, and that there
exists a real-valued, continuously differentiable maximizer f of Φd,q+2. The argument
from the proof of Theorem 6.1 applied to f shows that if f is non-constant, then
Φd,q+2(f) < Φd,q+2(1). This concludes the proof of the theorem. 
As a third and last application, we compute the limiting value of Td,q, as q → ∞,
as promised by Theorem 1.6. Recall that Td,q denotes the optimal constant in (1.2),
defined in (1.3).
Proof of Theorem 1.6. From Theorem 1.1, we have that Td,2k = Φ
1/(2k)
d,2k (1), for all
d ∈ {3, 4, 5, 6, 7} and integers k > 3. Let q > 6 be given, and choose k ∈ N in such
a way that q ∈ [2k, 2k + 2]. By interpolation, Td,q 6 Tθd,2kT1−θd,2k+2, where θ ∈ [0, 1]
satisfies 1
q
= θ
2k
+ 1−θ
2k+2
. On the other hand, Td,q > Φ1/qd,q (1), so that
Φ
1/q
d,q (1) 6 Td,q 6 Φ
θ
2k
d,2k(1)Φ
1−θ
2k+2
d,2k+2(1).
Therefore, it suffices to show that limq→∞Φ
1/q
d,q (1) equals the expression on the right-
hand side of (1.11). Recall from the line prior to (7.43) that Φd,q(1) = ω
1+q/2
d−1 q
−(ν+1)Iν(q),
where ν = (d− 2)/2. It follows that
lim
q→∞
Φ
1/q
d,q (1) = ω
1/2
d−1 limq→∞
I1/qν (q) = ω
1/2
d−1 limq→∞
(
α0 +
α1
q
+O
( 1
q2
))1/q
= ω
1/2
d−1 =
(
2pid/2
Γ(d
2
)
)1/2
.
This completes the proof of the theorem. 
Regarding the observations from Remark 7.6 in relation to inequality (7.8), we have
already noted that Proposition 8.1 answers one of them. As for the other one, we
present the following conjecture, which we plan to revisit in the nearby future.
Conjecture 8.2. Let d > 2. If q? > qd is such that Φd,q?+2(1) > γd(q?)Φd,q?(1), then
Φd,q+2(1) > γd(q)Φd,q(1), for every q > q?.
Assuming the validity of Conjecture 8.2, a natural problem is to determine the exact
value of
inf{q > qd : Φd,q+2(1) > γd(q)Φd,q(1)}.
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Appendix A. Revisiting Garc´ıa-Pelayo ([26])
In this appendix, we review the steps leading to the proof of identity (3.16), which
in turn comes from [26, Formula (32)]. Our discussion will sometimes be informal.
Let f : Rd → C be a radial, compactly supported function. Given a line L passing
through the origin in Rd, we define the projection of f onto L, denoted P d−1L f , to be
the function defined on L, which we identify with the real line R, whose value at r
equals the integral of f over the unique hyperplane orthogonal to L that contains r,
(P d−1L f)(r) =
ˆ
r+L⊥
f(y) dy.
Here, dy denotes the induced Lebesgue measure on the hyperplane r+L⊥. Since f is
radial, the projection P d−1L f is independent of the line L, and will be simply denoted
by P d−1f . In this way, choosing L to coincide with the xd-axis, we have that
(P d−1f)(r) =
ˆ
Rd−1
f(y, r) dy.
This defines an instance of the so-called Abel transform, which bears a clear resem-
blance to the usual Radon transform. Since f is radial, we abuse notation slightly
and write f(y, r) = f(
√|y|2 + r2). In this way,
(P d−1f)(r) =
ˆ
Rd−1
f(
√
|y|2 + r2) dy = ωd−2
ˆ ∞
0
f(
√
s2 + r2)sd−2 ds
= ωd−2
ˆ ∞
|r|
f(t)t(t2 − r2) d−32 dt. (A.1)
The function f can be recovered from P d−1f by differentiation, under mild assump-
tions on f . For instance, if d = 3 and r > 0, then
(P 3−1f)(r) = 2pi
ˆ ∞
r
f(t)t dt, (A.2)
so that differentiating both sides yields
f(r) = − 1
2pir
d
dr
(P 3−1f)(r). (A.3)
On the other hand, if d > 4 and r > 0, then
d
dr
(P d−1f)(r) = −ωd−2(d− 3)r
ˆ ∞
r
f(t)t(t2 − r2) d−52 dt,
so that
− 1
r
d
dr
(P d−1f)(r) =
ωd−2
ωd−4
(d− 3)(P (d−2)−1f)(r). (A.4)
If the dimension d is odd, then we may apply (d− 1)/2 times the recurrence relation
(A.4), and eventually arrive at expression (A.2) for P 3−1f , leading to:(
−1
r
d
dr
) d−1
2
(P d−1f)(r) =
ωd−2
ω1
(d− 3) · · · 2 · 2pif(r).
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In this way, using ωd−2 = 2pi
d−1
2 Γ(d−1
2
)−1 and (d− 3) · · · 2 = 2 d−32 Γ(d−1
2
), we obtain
f(r) =
2
ωd−2Γ(d−12 )
(
− 1
2r
d
dr
) d−1
2
(P d−1f)(r) =
(
− 1
2pir
d
dr
) d−1
2
(P d−1f)(r). (A.5)
The latter formula coincides with [26, Formula (22)], for m = 1 and j = d−1
2
.
Let us now consider the case of the n-fold convolution in Rd of a given radial
function F : Rd → R. Fubini’s Theorem can be used to check that the convolution
operation commutes with the projection P d−1:
(P d−1F ∗n)(r) =
ˆ
Rd−1
F ∗n(y, r) dy =
ˆ
R
ˆ
Rd−1
ˆ
Rd−1
F ∗(n−1)(y − z, r − s)F (z, s) dy dz ds
=
ˆ
R
(P d−1F ∗(n−1))(r − s)(P d−1F )(s) ds = ((P d−1F ∗(n−1)) ∗ (P d−1F ))(r).
Repeated applications of the same formula yield
(P d−1F ∗n)(r) = (P d−1F )∗n(r).
The projection of a radial measure such as dσd−1(y, r) = δ
(√|y|2 + r2 − 1) dy dr
can be defined in a similar way, namely through
(P d−1σd−1)(r) =
ˆ
Rd−1
δ
(√|y|2 + r2 − 1) dy = ωd−2 ˆ ∞
|r|
δ
(
t− 1)t(t2 − r2) d−32 dt
= ωd−2(1− r2)
d−3
2
+ . (A.6)
Considering n-fold convolutions σ∗nd−1, we find as above that P
d−1(σ∗nd−1) = (P
d−1σd−1)∗n,
so that (A.6) implies
P d−1(σ∗nd−1) = ω
n
d−2
(
(1− r2)
d−3
2
+
)∗n
. (A.7)
From (A.5) and (A.7), it follows that
σ∗nd−1(r) = ω
n
d−2
(
− 1
2pir
d
dr
) d−1
2
(
(1− r2)
d−3
2
+
)∗n
.
Formula (3.16) follows at once. In a similar way, the convolution of normalized surface
measure σ¯d−1 = ω−1d−1σd−1 satisfies
σ¯∗nd−1(r) =
(ωd−2
ωd−1
)n(
− 1
2pir
d
dr
) d−1
2
(
(1− r2)
d−3
2
+
)∗n
.
The factor (ωd−2/ωd−1)n admits the following useful expansion whenever d is an odd
integer. If d = 3, then ω1/ω2 = 1/2; if d > 5 is odd, then
ωd−2
ωd−1
=
Γ(d
2
)
pi
1
2 Γ(d−1
2
)
=
1
2
(d− 2) · · · 1
(d− 3) · · · 2 , (A.8)
where the numerator equals the product of all odd natural numbers up to (d − 2),
and the denominator equals the product of all even natural numbers up to (d − 3).
We note that there is a typographical error in [26, Formula (32)] whenever d > 5,
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since the latter contains a factor 2−
d−1
2 instead of the factor 1
2
on the right-hand side
of (A.8).
Remark A.1. For the probability density pn(m−1/2; r) defined in (3.19), we obtain
the following expression
pn(m− 1/2; r) =
2rd−1Γ(d
2
)n−1
pi
n−1
2 Γ(d−1
2
)n
(
− 1
2r
d
dr
) d−1
2
(
(1− r2)
d−3
2
+
)∗n
.
If d is an odd integer, then
2Γ(d
2
)n−1
pi
n−1
2 Γ(d−1
2
)n
=
2d−1Γ(d−1
2
)
Γ(d− 1)
(
Γ(d
2
)
Γ(1
2
)Γ(d−1
2
)
)n
.
The right-hand side of the latter identity coincides with the coefficient in the formula
for pn(m− 1/2; r) as it appears in [5, Theorem 2]. So we are in agreement with [5],
and Theorem 3.6 follows from [5, Cor. 6].
Appendix B. Numerical estimates
In this appendix, we explain why the numerical evaluations from the proof of
Proposition 7.3 are mathematically rigorous. The entries of Table 2 were obtained
via the function besselint run on Octave9 [63, 64]; see also [65]. The function
besselint was specifically designed to calculate integrals of the form
I(a,ν,m) :=
ˆ ∞
0
rm
k∏
i=1
Jνi(air) dr, (B.1)
where a = (a1, . . . , ak), ν = (ν1, . . . , νk), ai > 0 for all i = 1, . . . , k, νi ∈ R, and
m+
∑k
i=1 νi > −1; the latter condition ensures an integrable singularity at r = 0.
As an illustrative example, we present a simple Octave/Matlab code which can be
used to calculate the entries in Table 2, for 4 6 q 6 12:
1 function f=E(d,q)
2 if (d==4),
3 g(d,q)=(1+q)/(7+q);
4 else
5 g(d,q)=(1+q)/(2∗d+q);
6 end
7 f=2ˆ(d−2)∗gamma(d/2)ˆ2 ...
8 ∗besselint(ones(1,q+2),(d−2)/2∗ones(1,q+2),d−1−(q+2)∗(d−2)/2) ...
9 /besselint(ones(1,q),(d−2)/2∗ones(1,q),d−1−q∗(d−2)/2)−g(d,q);
We will indicate the main points in the implementation of besselint, and refer
to [63, 64] for further details, as well as for the discussion of estimating relative and
absolute errors. In order to numerically calculate the integral in (B.1), a number
9The entries of Table 2 were later re-checked against the Mathematica command NIntegrate, as
well as the Maxima command quad qagi, which is part of the QUADPACK library [55].
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x0 > 0 is suitably chosen, and the integral is then split as the sum of two terms, the
so-called finite and infinite parts, respectively given by
I1(a,ν,m, x0) =
ˆ x0
0
rm
k∏
i=1
Jνi(air) dr, I2(a,ν,m, x0) =
ˆ ∞
x0
rm
k∏
i=1
Jνi(air) dr.
(B.2)
For the finite part, I1(a,ν,m, x0), the interval [0, x0] is divided into a certain
number of subintervals at equidistant points. The number of subintervals roughly
corresponds to the number of zeros of the integrand in the interval [0, x0], estimated
according to the well-known approximation
Jν(r) ∼
( 2
pir
)1/2
cos
(
r −
(ν
2
+
1
4
)
pi
)
. (B.3)
In each subinterval, the integration is then estimated via a Gauss–Legendre quad-
rature rule. In most cases, this amounts to a 15-point rule in order to reach full
precision, followed by a 19-point rule in order to obtain an estimate for the error
as the absolute value of the difference of the two. This part is handled by the sub-
routine fri (“finite range integration”). We prescribed the upper bound 10−15 for
the relative error estimates.
For the infinite part, I2(a,ν,m, x0), the asymptotic expansion of the Bessel func-
tions [66, 7.21 (1)] is invoked in order to write
Jν(r) = e
irF (ν, r) + e−irF (ν, r),
where F (ν, r) = (2pir)−1/2 exp(−i(pi
2
ν + pi
4
))(P (ν, r) + iQ(ν, r)), for certain func-
tions P (ν, r) and Q(ν, r) which admit asymptotic expansions in powers of r−1; see
[66, 7.3 (1)]. Truncating the expansions to n + 1 terms yields corresponding func-
tions Pn, Qn, Fn, in such a way that Jν is approximated by Jν,n(r) := e
irFn(ν, r) +
e−irFn(ν, r). This leads to the definition of an integral similar to I2(a,ν,m, x0), but
now with the product of the Jνi,n(air)’s. Expanding out the resulting integrand,
rm
∏k
i=1 Jνi,n(air), leads to integrals of the formˆ ∞
x0
eiη`rrm−k/2−j dr, ` = 1, 2, . . . , 2k−1, j = 0, 1, . . . , k(2n+ 1), (B.4)
where ` indexes all the possible sign combinations of η` := a1 ± a2 ± · · · ± ak. The
integral in (B.4) can be expressed in terms of the incomplete Gamma function Γ(a, x),
introduced in §7.2, via the identityˆ ∞
x0
eiαrrβ dr =
( i
α
)β+1
Γ(β + 1,−iαx0), α 6= 0. (B.5)
In turn, (B.5) and Legendre’s continuous fraction expansion for the incomplete Gamma
function, see [28, Eq. 8.358], are used to efficiently evaluate each integral in (B.4) for
which η` 6= 0, the case η` = 0 being handled by direct integration. The function
besselint includes the sub-routine igamma to calculate these terms. It should be
pointed out that the values of x0, n are determined in such a way as to minimize
a certain cost function, which takes into account the cost of evaluating the Bessel
functions at the nodes of the quadrature in the integral from 0 to x0, versus the cost
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of evaluating the incomplete Gamma function for the different values of ` and j as
in (B.4). Typical values in the construction of Table 2 were x0 ∼ 500 and n ∼ 3.
For large values of k, we found that the function besselint performs too slowly.
The Octave profiler tool was used to analyze the distribution of time spent in the
various sub-routines of besselint, and in this way we found that the reduced speed
was due to the exponential increase in the number of evaluations of the function
igamma and the calculation of the coefficients associated to each integral in (B.4).
Therefore, we exploited the explicit form of the particular case under consideration
in order to speed up the calculation when k > 14. We proceed to explain these
modifications. The case of interest is the integral
I(1m, ν1m, d− 1−mν) =
ˆ ∞
0
rd−1−mνJν(r)m dr,
where m > 4 is an even integer, and 1m ∈ Rm is the vector all whose components
are equal to 1. In order to build Table 2, we have d ∈ [2, 11] ∩N, ν = (d − 2)/2 ∈
[0, 9/2]∩ 1
2
Z and m ∈ [4, 30]∩ 2N, but it is only necessary to introduce modifications
for m > 14 since the lower values of m are quickly computable by besselint. In
what follows, let us consider a = 1m and ν = ν1m, for ν > 0.
The following uniform upper bounds are known to hold, provided ν ∈ [0, 1/2]:
|Jν(r)| 6
( 2
pir
)1/2
, for every r > 0; (B.6)
see [44, §3.2]. On the other hand, from [40, Theorem 3], we have that
|Jν(r)| 6
(
2
pi|r2 − (ν2 − 1
4
)|
)1/2
, for every ν > 1
2
and r > 0.
Combining these bounds, we conclude that, for all ν > 0,
|Jν(r)| 6
( 5
2pir
)1/2
, for every r > 5
3
(
ν2 − 1
4
)1/2
; (B.7)
see also [52, Cor. 2.6]. Given  > 0, let I˜1(a,ν,m, x0) denote the estimated value
of I1(a,ν,m, x0), with estimated relative error smaller than  as in (B.9) below,
which is calculated using besselint’s sub-routine fri (as explained in the paragraph
following (B.2)). Choose x0 = x0(d,m, ν, ) > (5/3)(ν2 − 1/4)1/2, in such a way thatˆ ∞
x0
rd−1−mν
( 5
2pir
)m/2
dr < I˜1(a,ν, d− 1−mν, x0).
If m > d/(ν + 1/2), then this leads to the inequalities( 5
2pi
)m/2 xd−m(ν+ 12 )0
m(ν + 1
2
)− d < I˜1(a,ν, d− 1−mν, x0),
5
3
(
ν2 − 1
4
)1/2
6 x0, (B.8)
which together are used to determine a suitable value for x0. The cases of present
interest are d ∈ [2, 11] ∈ N, i.e. ν = (d− 2)/2 ∈ [0, 9/2]∩ 1
2
Z, and m ∈ [14, 30]∩ 2N,
for which in Table 3 we compiled an array of integer values of x0 satisfying both
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d
m
14 16 18 20 22 24 26 28 30
2 783 246 108 59 36 25 18 14 12
3 27 18 12 9 7 6 6 5 5
4 12 9 7 6 5 5 5 4 4
5 9 7 6 6 5 5 4 4 4
6 8 7 6 6 5 5 5 4 4
7 8 7 6 6 5 5 5 5 5
8 8 7 6 6 6 5 5 5 5
9 8 7 7 6 6 6 6 6 6
10 8 7 7 7 7 7 7 7 7
11 8 8 8 8 8 8 8 8 8
Table 3. Integer values of x0 satisfying (B.8) for  = 10
−15.
inequalities in (B.8) with  = 10−15; these values are optimal in the sense that no
smaller integer would work. In this way,
|I(a,ν, d− 1−mν)− I1(a,ν, d− 1−mν, x0)| < I˜1(a,ν, d− 1−mν, x0).
Through the use of the function fri, we have that
|I1(a,ν, d− 1−mν, x0)− I˜1(a,ν, d− 1−mν, x0)|  I˜1(a,ν, d− 1−mν, x0), (B.9)
where ”” indicates that, strictly speaking, this is not a real upper bound; rather, it
is obtained through the error analysis coded into the numerical routine, and equals
the absolute value of the difference between the 15- and the 19-point Gauss–Legendre
quadrature rules as discussed earlier. In this way, we obtain
|I(a,ν, d− 1−mν)− I˜1(a,ν, d− 1−mν, x0)|  2I˜1(a,ν, d− 1−mν, x0),
i.e. an estimated relative precision of 2 = 2 · 10−15.
Remark B.1. The work [52] developed a robust scheme to deal with the precise
numerical evaluation of Bessel integrals which could be adapted to handle the cases
of present interest. In particular, precise upper bounds for the error estimates were
obtained through analytic methods, yielding numerical values for the Bessel integrals
with at least 7 significant digits. For the sake of concreteness, let us briefly recall the
scheme in the particular case of the integral I :=
´∞
0
J60 (r)r dr. Following [52, §8],
we split the integral into I = I1 + I2 + I3, where
I1 =
ˆ S
0
J60 (r)r dr, I2 =
ˆ R
S
J60 (r)r dr, and I3 =
ˆ ∞
R
J60 (r)r dr, (B.10)
S = 3600 and R = 63000. The integrals I1, I2 are evaluated with a Newton–Cotes
quadrature rule of degree 6, with step size 0.003 for I1 and 0.05 for I2. The ap-
proximation error for these integrals, denoted ε1, ε2, can be estimated as in [52] via
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complex analysis. In particular, the Cauchy integral formula implies the following
estimate for the eighth derivative of the function f(r) := J60 (r)r,
|f (8)(r)| 6 8!e6(S + 1), for all r ∈ [0, S],
which then translates into the bounds |ε1| 6 10−8 and |ε2| 6 10−10. Finally, the
tail integral I3 is approximated by analytic methods, taking advantage of sharp as-
ymptotic formulae (in the spirit of (B.6) and (B.7)) which quantify (B.3), with ap-
proximation error ε3 satisfying |ε3| 6 10−8. This strategy yields an estimated value
I ∼ 0.3368280, with precision 5×10−7. We omit the details, and invite the interested
reader to consult the original work [52], together with the recent generalization [53].
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