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Seznam uporabljenih okrajšav 
AI artikulacijski indeks 
CDIST kratica za Mel-kepstrovo razdaljo (ang. Mel-Cepstrum distance), 
uporablja se tudi kot klicno ime funkcije v programskem okolju 
SPTK, ki smo ga upporabljali. 
DRT diagnostični test rimanja 
DTW metoda dinamičnega ukrivljanja časa (ang.: dynamic time warping) 
D/A digitalno analogni pretvornik 
ITU-T (ang. international telecomunication union); kadar se omenja kot 
standard za vrednotenje govora, pomeni priporočen standard za 
vrednotenje. 
MFCC (ang. mel-frequency cepstrum coeficient); Mel-kepstrovi 
frekvenčni koeficienti. 
PMM Prikriti Markovov model 
MOS (ang. mean opinion score) srednja vrednost rezultatov 
subjektivnega testa 
MRT modificirani test rimanja 
PSOLA (ang. pitch synchronous overlap and add). Neparametrični 
algoritem, ki se pri sintezi govora uporablja za združevanje 
osnovnih enot. 
RMSE (ang. root mean square error) koren srednjekvadratne napake. V 
literaturi se označuje tudi z 𝜎. 
SNR (ang. signal-to-noise ration) razmerje med informaciji in šumom v 
signalu 
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STI (ang. signal transmition index) indikator kakovosti prenosa signala 




Namen naloge je oceniti možnost uporabe objektivnih evalvacijskih metod za 
ocenjevanja kakovosti umetno tvorjenega govora. 
Pomemben korak v razvoju sintetizatorjev umetnega govora je ugotovitev 
kakovosti. Trenutno so za njeno ocenjevanje najboljše subjektivne metode, vendar so 
te pri njihovi uporabi časovno in denarno potratne. Predvsem za razvijalce je 
uporabno, da so na voljo načini, s katerimi se lahko hitro in enostavno preveri 
kakovost samega stroja in različnih načinov kalibracije avtomata. 
V okviru te naloge sem uporabil dve računski metodi evalviranja umetnega 
govora, Mel-kepstrovo razdaljo in DTW (metoda dinamičnega ukrivljanja časa), na 
štirih različnih sistemih za sintezo umetnega govora. Na koncu sem rezultate dela  
primerjal še z enostavnim subjektivnim testom. 
V uvodu povzemam zgodovino sinteze umetnega govora in sestavo govora 
samega. Nato na kratko opisujem osnovni model sintetizatorja, ki se je uporabljal pri 
sintezi ocenjevanih sistemov, in teorijo prikritih Markovovih modelov ter njihovo 
uporabo pri sintezi umetnega govora. V drugem poglavju predstavljam tako 
subjektivne kot objektivne metode ocenjevanja govora, s poudarkom na predstavitvi 
metode DTW in ocenjanja z Mel-kepstrovo razdaljo. V poglavju z rezultati je opis 
ocenjevanja različnih sistemov za sintezo umetnega govora. Prikazujem ustreznost 
Mel-kepstrove metode, podajam primerjavo različnih nastavitev metode DTW in 
ugotavljam, katera od teh je najprimernejša. Zatem predstavljam rezultate 
subjektivnega testa, s katerim sem preverjal korektnost objektivnih metod.  
V zaključku razlagam rezultate in predstavljam primernost uporabe takih 
metod za ocenjevanje umetnega govora ter tudi morebitno nadaljnje delo na tem 
področju. 
 
Ključne besede: objektivno ocenjevanje, prikriti Markovi modeli, DTW,  




 The purpose of this paper is to evaluate the possibility of using objective 
measures for the purpose of assessing the quality of synthetic speech. 
 An important step in the development of artificial speech 
synthesizers product quality assessment. At present subjective methods are the best 
option for evaluation of text-to-speechsystems, even though they are both time and 
resource demanding. A method, which would be able to quickly and easily check the 
quality of the machine itself, as well as different ways of calibrating said machine, 
would be most useful. In this work we explored two methods that could be used to 
evaluate synthetic speech called the Mel-Cepstrum distance and DTW (dynamic time 
warping). The test was carried out on four differenttext-to-speech systems, and 
evaluated using a simple subjectiveevaluation. 
The introductory chapter summarizes the history, and composition of artificial 
speech followed by a presentation of hidden Markov models for the purpose of 
speech synthesis. The third chapter deals with the subject of both subjective and 
objective assessment methods where  emphasis is given to showing how both DTW 
and Mel-Cepstrum distances are calculated.  
In the final chapter, we explain how the evaluation process wascarried out and 
what the results are. Followed by our interpretation of said results, and 
possible applications and further development. 
 
Key words: objective evaluation, hidden Markov models, DTW, Mel- 




1  Uvod 
Človeški govor kot način sporazumevanja je eno od najstarejših in 
najpomembnejših načinov prenašanja informacij med ljudmi [2][3]. Mnogi menijo, 
da je ravno naša sposobnost prenašanja zapletenih misli med posamezniki, pa naj gre 
za način koordinacije ali prenašanja znanja, lastnost, ki nam daje ogromno prednost 
in nas ločuje od drugih »živali«. Zaradi vloge, ki jo ima pri tem procesu govor, je 
povsem razumljivo, da so ljudje že dolgo poizkušali ustvariti stroje, ki bi ali 
proizvajali ali razpoznavali govor. Eden prvih legendarnih poizkusov je mitološka 
bronasta glava Albertusa Magnusa, zatem von Kempelenova govoreča naprava ali pa 
VODER, ki ga je leta 1939 izdelal Homer Dudley. Vendar kakovost teh poizkusov 
nikoli ni prišla na raven, kjer bi se potrebovale metode za njihovo evaluacijo. Šele ko 
so se pojavili prvi elektronski sistemi TTS, se je lahko začel razvoj metod 
vrednotenja. Prvi sintetizator je bil bralni avtomat, ki so ga razvili v Haskius 
Laboratories v sedemdesetih letih dvajsetega stoletja. Nato so opravili prvo 
evalvacijo na tem avtomatu. Ta je temeljila na metodologiji, izpeljani iz avdiloogije 
– na metodah za ugotovitev stopnje slušnih okvar pri pacientih. Čeprav so avdiološki 
testi zmožni oceniti kakovost generiranih segmentov govora, pa nikoli niso bili 
razviti za namene razvoja sintetizatorjev. 
Hitro pa se je pokazalo, da razvoj kakovostnih sintetizatorjev ni le vprašanje 
napredka v izdelavi strojev, ampak se je z dosegom zmožnosti kakovostnega 
generiranja posameznih govornih segmentov pokazala potreba po vključevanju 
interdisciplinarnih znanj. Vključena so bila znanja iz fonetike in, pozneje, semantike. 
Vključevanje goveonega vmesnika v končen izdelek pa zahteva nadaljnja znanja iz 
elektrotehnike, informatike in jezikoslovja. 
Ko govorimo o tvorjenju umetnega govora, moramo ločevati med sistemi, ki 
spremenijo nek digitalni zapis in ga pretvorijo v govor. Tem pravimo sinteza govora, 
angleška okrajšava TTS (text-to-speach). Drug način je kodiran govor, uporabljen v 
telekomunikacijah, kjer se vnešen govor spremeni/kodira v digitalno kodo, pošlje 
preko elektronskega medija ali shrani za kasnejše predvajanje. Ko govorimo o 
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vrednotenju umetnega govora, moramo vedeti, da se pri kodiranem govoru 
srečujemo s problemom izgube informacije zaradi prenosa, pri sintezi pa ocenjujemo 
kakovost enkratne tvorbe. Gledano zgodovinsko, so se prve metode vrednotenja 
umetno tvorjenega govora uporabljale za preverjanje kakovosti telekomunikacijskih 
sistemov. Zavedati se moramo, da čeprav obstaja prekrivanje v metodah ocenjevanja 
kodiranega in sintetiziranega govora, morajo biti metode vrednotenja prilagojene 
procesu, ki ga ocenjujemo [4]. 
Načeloma naj bi se kakovost govora ocenjevala subjektivno preko testnih 
poslušalcev. Konec koncev je zadovoljstvo uporabnikov tisto, kar šteje. S to mislijo 
so razvili različne postopke subjektivnega ocenjevanja. Velja, da se izbira testa 
prilagaja problemu preučevanja. Zato so razvili teste, kot so meritve razumljivosti s 
pomočjo merjenja ekvivalentne izgube artikulacije (AEN) in modificirane testie 
rimanja (MRT), ekvivalentna izguba jakosti (SEL) in teste naravnosti govora, »mean 
opinion score« (MOS) [5]. 
          V praksi je zaradi cene in časovne potratnosti dela s poslušalci in obdelave 
statističnih rezultatov slušnih testov v razvoju nemogoče uporabljati subjektivne 
teste. Zato je dobro imeti dostop do objektivnih metod vrednotenja govora, katerih 
ocene bi bile enakovredne ali vsaj primerljive subjektivnim raziskavam. S 
primernimi objektivnimi evalvacijskimi metodami lahko indentificiramo napake 
sistemov za umetno tvorjenje govora ter jih nato odpravimo. Poleg tega se lahko 
hitro in enostavno primerjajo ne samo končni izdelki, ampak tudi komponente 
razvijajočih se sistemov [6][7]. 
        Standardni pristop k objektivnemu vrednotenju je, da se poišče neka računsko 
določljiva razlika med referenčnim govornim signalom in umetno tvorjenim 
govornim signalom. Enostavna ocena bi tako bila primerjava popačenja izhoda glede 
na referenco. Bolj zahtevne ocene lahko temeljijo na spektralni analizi obeh signalov. 
Če bi obstajala idealna in računsko hitro izvedljiva objektivna metoda, katere 
rezultati bi močno korelirali z mnenji subjektivnih testov poslušalcev, bi bila ta 
neizmerno uporabna. Taka metoda bi se lahko uporabljala za testiranje, kalibracijo in 
optimizacijo komunikacijskih sistemov. Izvedba testov ne bi bila odvisna od 
človeških faktorjev, nadzornikov in poslušalcev. Test bi bil enostavno izvedljiv in 
poceni, kar bi omogočalo enostavno in večkratno primerjanje različnih stopenj 
razvoja in ne le končnih izdelkov. Rezultati bi bili bolj konsistentni in medsebojno 
enostavno primerljivi. Taka idealna in objektivna metoda še ne obstaja. Dosedanji 
razvoj vendarle predstavlja kar nekaj primerov objektivnih metod vrednotenja 
govora. Imamo časovne, pa tudi metode, delujoče v frekvenčnem prostoru. 
Enostavna metoda v realnem času je »signal-to-noise ratio« (SNR), v frekvenčnem 
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prostoru pa se uporabljajo artikulacijski indeks (AI), indeks prenosa govora (STI) in 
meritve spektralnih popačenj. Ugotavlja se, da so spektralne metode boljše kot 
realnočasovne; med njimi so najboljše tiste, ki temeljijo na spektralni ovojnici. LPC 
kepstralna razdalja je priznana kot ena boljših metod [1][8]. 
 
1.1  Osnove biološkega govora 
Človeški govor je zapleten proces, katerega avtomatizacija ni lahka naloga. 
Nevrofiziološko postopek poteka tako, kot ga opisuje avtorica v [Error! Reference 
ource not found.]: 
»Slišna ali videna in spoznana beseda vzbudi v najrazličnejših predstavnih 
središčih v možganski skorji po asociacijskih zvezah predstavo ali misel, ki odloči 
reakcijo na to pobudo. Vsebina odgovora je skupek logičnega mišljenja. Z 
vprašanjem izzvani dražljaj se prenese iz možganske skorje v Brocovo središče, kjer 
so shranjeni motorični vtisi besed. Od tu potuje pobuda skozi motorično sfero in po 
motoričnem živcu do obkrajnih govornih organov, ki pobudo izvršijo z usklajenimi 
gibi govoril, kar zaznamo kot govor. Celotni proces govora je s tem opravljen, izvrši 
se le še preverjanje njegove pravilnosti. Ko nekaj izrečemo, izrečeno tudi slišimo, 
torej se izrečeno prenese skozi uho po slušnem živcu v slušno ali Wernickovo 
središče ter v celotno možgansko skorjo, ki bodisi potrdi ali ovrže pravilnost 
izrečenega.« 
»Za človeški govor je značilno, da je nadvse spremenljiv. Načini izgovarjanja 
iste besede si niso nikoli povsem enaki. Spremenljivost govora v okviru istega 
besedila se lahko nanaša tako na različne govorce kot na enega govorca. Opisana 
spremenljivost govora je med drugim odvisna od neposredne komunikacijske okolice, 
od hitrosti govora in od zapletenosti semantične vsebine besedila. Spremenljivost 
govora se izrazi v množici različnih govornih uresničitev načrtovanega besedila. Te 
se gibljejo v širokem razponu, od počasnega in nadvse jasnega govora do močno 
reduciranega in hitrega govora. Ta razpon je v strokovnem svetu poznan pod 
imenom hiper-hipo kontinium govora.«[Error! Reference source not found.](8-9) 
 
1.2  Splošne značilnosti govornega signala 
Govor je psevdonaključen, lokalno stacionaren signal, ki je medij za prenos 
informacij. Informacijska vsebina govora ne vsebuje le podatkov iz besedila, ampak 
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tudi čustva, intonacijo, odnos do teme in drugo). Zato je pomembno, da za pravilno 
izgovorjavo poznamo tudi pomen besedila, da se izognemo nesporazumom (kot je  
razlika med naseljem »Gorje« in besedo »gorje«) ali pa poudarimo napačne besede 
ali zloge. Pri tem nam je v pomoč znanje o fonetiki, ki se ukvarja z zvočno podobo 
jezika. Zajema vse od glasu, naglasa v besedi do celotnega besedila. Imamo tako 
imenovane fonetike glasov, prozodike, zlogov, morfemov, besedilih zvez, stavkov, 
povedi in besedila.  
Slovenščina vsebuje 29 različnih fonemov, ki pa se v kombinaciji z drugimi 
izgovarjajo različno. Ločimo tako med 40 do 50 alofoni (fonemskimi variantami), ki 
vplivajo na razumljivost in naravnost govora [3][9]. 
 
1.2.1  Lastnosti govornega signala 
Za posamezne glasove sta značilni dve vrsti lastnosti : 
 
• segmentalne –  načeloma stabilne. Sem spadata način vzbujanja (zvenečih ali   
  nezvenečih glasov) in časovni potek amplitudno frekvenčnega spektra.  
 Pri  biološkem govoru ju določa   predvsem stanje govoril. Tako delimo    
          glasove na: 
     • samoglasnike, 
     • zvočnike, 
     • nezvočnike (zapornike, zlitnike, pripornike); 
 
        • nadsegmentalne (prozodične) lastnosti – niso vezane na določen segment. Z 
njimi opisujemo stavčno strukturo in pomen. Razlikujemo med višjenivojskimi 
prozodičnimi lastnostmi (naglas, poudarjanje sporočila, grupiranje sporočila, tempo, 
ritem, melodija) in nižjenivojskimi prozodičnimi lastnostmi (trajanje glasov, jakost 
glasov, časovni potek, višina govora). 
 
Za sintetizator nižjenivojske lastnosti ne predstavljajo posebnih problemov, ker 
predstavljajo dejanske fizične vrednosti. Pri višjenivojskih lastnostih pa moramo na 
podlagi analize te prevesti v nižjenivojske. Zaradi zapletenosti in tudi nezadostnega 
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1.2.2  Algoritmi za pretvorbo besedila v govor 
Od začetka uporabe elektronskih strojev (računalnikov) se sistemi za sintezo 
govora razvijajo v dveh paralelnih smereh: 
• sistemi na osnovi pravil, 
• sistemi na osnovi združevanja osnovnih enot. 
 
Oba sistema delno ali pa v celoti temeljita na metodi, ki uporablja analizo 
signala (source-filter theory of speech production). Metoda predpostavlja, da je 
govor rezultat vzbujanja linearnega filtra (glasovnega trakta) z enim ali več viri. Na 
filter in vir pri obeh sistemih neprestano vplivajo spremembe, razlikujeta pa se 
predvsem po opisu značilnosti. 
1.2.3  Sinteza s pravili 
Tvorjen govorni signal mora biti sestavljen iz svojih časovno spremenljivih 
značilnosti, kot so formanti, spektralne oblike, periodičnost itd. Formantna sinteza je 
najpogostejši tip takega modela, katere glavna predpostavka je, da lahko prenosno 
funkcijo govornega trakta dobro modeliramo s simulacijo formantnih amplitud in 
frekvenc. Tak proces sinteze je sestavljen iz umetne rekonstrukcije formantnih 
značilnosti. To dosežemo z vzbujanjem filtra (niza resonatorjev) z virom, ki je lahko 
simulacija govornih nihanj za zveneče glasove ali pa šum, ki simulira stiskanja 
gornjega dela govornega trakta. Z dodatkom niza antiresonatorjev lahko simuliramo 
tudi učinke oz. posledice nosnega trakta, pripornike in zapornike [9][3]. 
Če v takem procesu določiimo najmanj dvajset parametrov, lahko dobimo 
zadovoljivo definiran govorni signal. Prednost take metode je, da parametri močno 
korelirajo z nastajanjem in širjenjem zvoka v glasovnem traktu, vendar pa 
avtomatska določitev formantnih parametrov še vedno ni zadovoljiva in mormo 
parametre v večini primerov ročno optimizirati. Pravila določitve formantov  so 
močno odvisna od sintetiziranega jezika. Zato ni presenetljivo, da se zahteva 
poglobljeno znanje fonetike tega jezika, kar pa proces naredi tudi časovno potraten 
[8]. 
Artikulacijski model za sintezo govornega signala uporablja simulacijo 
akustičnih lastnosti človeškega glasovnega trakta. Signal se izračuna z uporabo 
matematične simulacije pretoka zraka skozi glasovni trakt. Modelira se vpliv večih 
dejavnikov na govorni signal: podgoltni tlak, napetost glasilk in relativni položaj 
različnih drugih organov. 
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1.2.4  Sinteza z združevanjem osnovnih enot 
Način sinteze, omenjen v prejšnjem podpoglavju, je dolgo časa veljal za edino 
možnost doseganja visokokakovostnega umetnega govora pri sistemih, ki temeljijo 
na načelu združevanja osnovnih enot. Kakovost tako pridobljenega govora se je 
močno izboljšala z uporabo algoritma PSOLA (Pitch Synchronous OverLap and 
Add). 
 
Glavna problema, ki ju je treba rešiti, sta:  
• pravilna izbira velikosti govornih enot. 
Izbiramo lahko med fonemi, alofoni, polifoni, izgovorjenimi  
  besedami ali izgovorjenimi stavki. Moderni sistemi večinoma uporabljajo  
  polifone; 
• izbira postopka obdelave signalov: 
      • algoritem LPC (Linear Predictive Coding). 
            Iz analiziranih delov naravnega govora dobimo lastnostne  
            parametre in zaporedja dolžin. Ta metoda omogoča glajenje  
            zlepkov. Zaradi parametričnega zapisa je zanj potrebnega manj  
            prostora kot za neparametričnega; 
      • algoritem PSOLA. 
            Neparametrična metoda, ki popolnoma ohranja prvoten  





Algoritem PSOLA je neparametrična metoda, pri kateri se ne uporablja noben 
model govornega signala (periodičen je le na zvenečih delih signala) in v celoti 
ohrani kakovost shranjenih delov govora. Proces PSOLA temelji na razdelitvi signala 
v niz prekrivajočih se kratkotrajnih signalov, pridobljenih z oknjenjem izvirnega 
signala. Metoda dovoljuje kakovostne frekvenčne in časovne spremembe neposredno 
na signalu (Time Domain PSOLA ali TD-PSOLA), dokler se omejimo znotraj 
zmernih meja prozodičnih sprememb (za faktorje med 0.5 in 2). TD- PSOLA se 
izkaže kot zanesljiva in relativno poceni rešitev pri sistemih za pretvorbo besedila v 
govor. 
Pri oponašanju naravnega govornega sloga v različnih aplikacijah so potrebne 
večje prozodične spremembe. Ko uporabljamo algoritem TD-PSOLA, lahko velika 
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podaljšanja nezvenečih glasov vodijo k zaznavanju slišnih ostankov harmoničnih 
komponent; ta pojav je posledica rednega ponavljanja nezvenečih kratkočasovnih 
signalov. Tem problemom se lahko izognemo z uporabo hibridnih (mešanih) 
modelov. Modelna shema PSOLA se pri sintezi tako uporablja na periodičnem delu 
signala, na stohastičnem delu pa se  izvaja inverzno filtriranje. 
         Algoritem LP-PSOLA za spremembo prozodoičnih parametrov uporablja 
metodo TD-PSOLA. Z inverznim filtrom dodaja še spektralno informacijo. Uporaba 
te tehnike omogoča učinkovito spektralno glajenje in spremembo ovojnice na mestih 
združevanja [3][9]. 
1.3  Opis sistema za pretvorbo besedila v govor 
 
Sistemi, ki temeljijo na združevanju osnovnih enot so v današnjih časih najbolj 
zanimivi za uporabo. Odlikujeta jih naravni izgovor in računska nezahtevnost 
operacij, zato je njihov razvoj relativno poceni. Takšen sistem se poskuša realizirati 
in izpopolniti tudi na Fakulteti za elektrotehniko v Ljubljani. 
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Slika 1.1:  Sistem za sintezo slovenskega govora [3] 
 
Prvotni namen za razvoj takega sistema je bil pomagati slepim in slabovidnim 
osebam pri branju in dostopnosti do tiskanih virov informacij, ki so dandanes vse 
bolj dostopni tudi v digitalni obliki. 
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1.2.1  Zgradba sistema 
Sistem je sestavljen iz med seboj neodvisnih modulov. Vsak modul predstavlja 
eno od stopenj pretvorbe besedila v govor (slika 1.1). 
Temelj modela je združevanje osnovnih enot s pomočjo algoritma TD-PSOLA. 
Kot osnovne enote se uporabljajo polifoni ali grafemi. Eden od namenov tega dela je 





Vhodni signal sistema je tekstovno besedilo. Vhodni modul analizira besedilo, 
odstrani odvečne simbole in razdeli vhodno besedilo na besede. Izvedejo se tudi 
pretvorbe števil v besede, kratic v polnobesedno frazo, pravilen izgovor tujih imen, 
črkovanja itd. 
 
Pretvorba besedila v zaporedje fonemov 
 
Za vsako besedo ali besedno zvezo najprej pogledamo, ali se nahaja v slovarju 
izjem, ki imajo preddoločen fonetični zapis. Če je tako, prepišemo prevod besede v 
fonemski zapis, drugače pa uporabimo pravila za določitev mesta naglasa v besedi. 
Ustrezno zaporedje alofonov ene besede je odvisno glede na predhodne in naslednje 
besede. Ta pretvorba poteka po pravilih, ki se v dobršni meri opirajo tudi na  
semantiko. 
 
Določitev osnovne frekvence in časa trajanja govora 
 
Za naravnost sintetiziranega govora je zelo pomembna pravilna nastavitev 
prozodičnih parametrov. 
Na ravni zloga ali besede se uporabljajo mikroprozodična pravila, s katerimi 
določimo osnovno frekvenco in čas trajanja posamezne enote glede na naglas in 
zložnost besed, vendar neodvisno od lege v stavku [3][9]. 
 
Oblikovanje stavčne intonacije 
 
Prozodoika ima pomembno vlogo tudi pri oblikovanje stavčne intonacije. 
Makroprozodoična pravila se uporabljajo pri spremembah prozodičnih parametrov 
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enot glede na položaj v stavku, z upoštevanjem vrste stavčne intonacije. Za 
zadovoljive rezultate je pomembno upoštevati stavčno analizo in semantiko. 
 
Združevanje osnovnih enot govora 
 
Treba je določiti povezavo med nizom sintetiziranih alofonov  in polifoni, ki so 
v bazi podatkov. Iz baze podatkov dobimo signalne zapise posameznih alofonov, 
katerim se nato spreminja osnovna frekvenca in čas trajanja (na primer z algoritmom 
TD-PSOLA). Izhod je sintetiziran govor, ki se lahko posreduje na D/A pretvornik ali 




Predpripravljeni polifoni so shranjeni v bazi (za slovenski jezik jih je okoli 
1600). Kakovost sintetizatorja je v veliki meri odvisna od kakovosti shranjenih 
posnetkov. Te se dobi tako, da se izrežejo iz sredine izoliranih besed, ki  same po 
sebi nimajo pomena, a se s tem zagotovi, da bo polifon brez poudarkov in naglasov. 
Posnetki naj bi bili posneti od enega govorca, ki naj bi pri vseh govoril z enako 
intonacijo. Ker je za vsak nov glas treba bazo ponovno posneti, je zaželeno, da je 
govorec kasneje vedno dosegljiv. 
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2  Sinteza govora s prikritimi Markovovimi modeli 
Prikriti Markovovi modeli so učljivi stohastični avtomati, sestavljeni iz končne 
množice med seboj povezanih stanj. Dandanes se obravnavajo kot posebna oblika  
dinamičnih Bayesovih mrež, temelječih na Bayesovem teoremu (Bayes & Price, 
1763). Prikrit Markovov model sestavljata dva naključna procesa, Markovova veriga 
prehajanja stanj in emisijska veriga verjetnosti porazdelitve izhodnih vrednosti. 
Notranja stanja Markovove verige niso opazljiva, so torej »prikrita«. Drugi del nam 
nakazuje verjetnosti pojava določenega izhoda v vsakem trenutku.  Izraz »prikrit« se 
v primeru Markovovih modelov nanaša na stanja in ne na parametre modela.  
PMM so poimenovani po ruskem matematiku Andreyu Andreyevichu 
Markovu (1856–1922). Njegove študije so pozneje dobile ime Markovovi procesi in 
verige. Prve Markovove verige je Andrey Markov predstavil leta 1906. Leta 1913 jih 
je kot prvi uporabil za izračun sekvenc v ruskem jeziku. Pozneje je Andrej 
Kolmogorov posplošil metodo na neomejeno število stanj (1931).  Kljub uporabnosti 
in razvoju v druge namene se je Markov posvetil matematični plati verig. Tako je 
razvil stohastični Markovov model. Markovov proces je tako časovno variabilen 
naključni pojav z Markovovo lastnostjo [12][13]. 
V tem poglavju je podan kratek povzetek teorije PMM in predstavitev njihove 
uporabe pri sintezi umetnega govora. Obsežnejša razlaga je v magistrskem delu 
Boštjana Vesničarja z naslovom Umetno tvorjenje govora z uporabo prikritih 
Markovih modelov, Ljubljana 2003 [10].  Po njem je to poglavje tudi v celoti 
povzeto. 
2.1  Teorija prikritih Markovovih modelov 
PMM (prikrit Markovov model) je učljiv naključni/stohastični avtomat, ki je 
sestavljen iz končne množice med seboj povezanih stanj. Prehajanje med stanji 
avtomata poteka naključno in v diskretnih trenutkih. Za PMM prvega reda je 
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verjetnost, da je avtomat v nekem trenutku v stanju, odvisnem le od predhodnega 
stanja. V vsakem diskretnem trenutku avtomat naključno odda: 
 znak iz končnega slovarja 𝑉 =  {𝑣1, 𝑣2, … , 𝑣𝑅} ali 
 vektor vrednostnih značilk iz ℝ𝑛. 
          Prikrit Markovov model je sestavljen iz para naključnih procesov (X,Y), kjer 
proces X predstavlja niz vrednosti naključne spremenljivke x, ki črpa vrednosti iz 
prostora akustičnih parametrov ali observacij, proces Y pa predstavlja Markovovo 
verigo, ki je ni moč neposredno opazovati. 
 
Za PMM sta značilni dve predpostavki: 
 
1. predpostavka Markovove verige prvega reda: stanje verige v prihodnosti je 
odvisno od sedanjega stanja, ne pa tudi od preteklih; 
2. predpostavka neodvisnosti observacij: observacija ni odvisna od preteklih 
stanj verige in preteklih observacij ampak le od trenutnega stanja verige. 
 
Naj bo x ∈ X naključna spremenljivka, ki predstavlja observacijo, in i, j ∈ Y 
naključni spremenljivki, ki predstavljata stanji modela. Potem lahko PMM λ 
definiramo kot trojko λ = (A,B,Z), kjer so: 
𝐴 ≡ {𝑎𝑖𝑗|𝑖, 𝑗 ∈ 𝑌} 
𝑏 ≡ {𝑏𝑖|𝑖 ∈ 𝑌} 
 𝐴 ≡ {𝑎0𝑖|𝑖 ∈ 𝑌}. (2.1) 
Pri tem so: 
 
𝑎𝑖𝑗 ≡ 𝑃(𝑆𝑡 = 𝑗|𝑆𝑡−1 = 𝑖) 
𝑏𝑖(𝑥) ≡ 𝑃(𝑌𝑡 = 𝑥|𝑆𝑡 = 𝑖) 
 𝑎0𝑖 ≡ 𝑃(𝑆0 = 𝑖), (2.2) 
kjer je matrika A matrika verjetnosti prehodov med stanji, vektor B je vektor 




       Prikriti Markovovi modeli so bili prvotno razviti za primere, kjer naključna 
spremenljivka x črpa vrednosti iz končnega diskretnega prostora observacij X. 
Kasnejši razvoj teorije PMM se je razširil tudi na primere, pri katerih je X n-razsežen 
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zvezni prostor realnih števil. Takrat se vektor B iz enačbe (2.1) spremeni v vektor 
funkcij pogojnih gostot verjetnosti. 
        PMM, ki oddajajo znake iz končnega slovarja V pravimo, da so diskretni, 
PMM, ki oddajajo vektorje vrednostnih značilk iz n-razsežnega prostora realnih 




Z diskretnimi PMM modeliramo procese rojevanja nizov 𝑥 = 𝑥1 ∙∙∙ 𝑥𝑡 ∙∙∙ 𝑥𝑇, kjer so 
𝑥𝑡 znaki iz končnega slovarja znakov 𝑉 =  {𝑣1, 𝑣2, … , 𝑣𝑅}. Slovar znakov je isti za 





Z zveznimi PMM modeliramo procese rojevanja nizov 𝑥 = 𝑥1 ∙∙∙ 𝑥𝑡 ∙∙∙ 𝑥𝑇, kjer so 
𝑥 = (𝑥𝑡1, 𝑥𝑡2, … , 𝑥𝑡𝑛)" ∈ ℝ
𝑛 n-razsežni vektorji vrednosti zveznih značilk. V vsakem 
stanju lahko avtomat odda katerikoli vektor značilk 𝑥𝑡 ∈ ℝ
𝑛. Funkcijo gostote 
verjetnosti oddaje vektorjev x v stanju 𝑆𝑗 zapišemo kot utežno vsoto parametričnih 
funkcij verjetnostne gostote: 
 
 𝑝𝑗(𝑥) = ∑ 𝑐𝑖𝑗𝐹(𝑥, 𝜇𝑗𝑘, 𝛴𝑗𝑘)
𝑅𝑗
𝑘=1 , (2.3) 
 
kjer je F parametrična funkcija verjetnostne gostote (najpogosteje se uporablja 
kar Gaussova), 𝜇𝑗𝑘 je vektor povprečnih vrednosti k-te funkcije verjetnostne gostote, 
𝛴𝑗𝑘 kovariančna matrika k-te funkcije verjetnostne gostote, 𝑅𝑗 število vseh funkcij 
verjetnostne gostote, ki sestavljajo funkcijo pogojne gostote vektorjev značilk x v 
stanju 𝑆𝑗 ter 𝑐𝑖𝑗 uteži parametričnih funkcij verjetnostne gostote. 
 Zahtevamo, da je 𝑐𝑖𝑗 ≥ 0 in ∑ 𝑐𝑖𝑗
𝑅𝑗
𝑘=1 = 1; 𝑗 = 1,2, … , 𝐿, s čimer zagotovimo, 
da velja: 
 
 ∫ 𝑝𝑗(𝑥)𝑑𝑥 = 1
+∞
−∞
,        𝑗 = 1,2, … , 𝐿, (2.4) 
 
kjer je L število stanj modela. 
 
 




Tu opisujemo topologijo, torej zgradbo, prikritih Markovovih modelov. Pri 
PMM določa matrika A iz enačbe (2.1), katera stanja modela so med seboj povezana. 
Model, ki lahko prehaja iz vsakega stanja v poljubno stanje v enem diskretnem 
trenutku, je ergodičen. Če indeks stanj s časom narašča ali kvečjemu ostaja enak, 
pravimo, da je zgradba levo-desna. Pri ergodičnem modelu so vsi elementi matrike 
porazdelitve verjetnosti prehajanja stanj A različni od nič, v primeru levo-desnega 
modela pa je matrika A zgornjetrikotna. 
V levo-desnem modelu ponavadi povežemo samo stanja, katerih indeksa se 
razlikujeta kvečjemu za δ: 
𝑎𝑖𝑗 = 0,        𝑗 > 𝑖 + δ. 
Če postavimo δ = 2, dobimo Bakisov model, v primeru δ = 1 pa linearen 
model. S tem zgornjetrikotna matrika A preide v pasovno zgornjetrikotno matriko. 
 
 
Slika 2.1:  Topologija PMM: (a) ergodični, (b) levo-desni, (c) Bakisov, (d) linearen [10] 
 
2.1.1  Trije problemi PMM 
Če želimo PMM uporabiti v praktičnih aplikacijah, kot je na primer 
razpoznavanje govora, moramo poiskati rešitve za tri osnovne probleme: 
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1. če imamo niz observacij 𝑥 = 𝑥1𝑥𝑡 ∙∙∙ 𝑥𝑇 in model λ = (A, B, Z), kako 
določiti verjetnost 𝑃(𝑥|λ), da je model λ generiral niz x; 
2. če imamo niz observacij 𝑥 = 𝑥1𝑥𝑡 ∙∙∙ 𝑥𝑇 in model λ = (A, B, Z), kako 
določiti ustrezen niz stanj 𝑞 = 𝑞1𝑞𝑡 ∙∙∙ 𝑞𝑇, ki je optimalen (npr. najbolje 
»razloži« niz observacij); 
3. kako določiti parametre A, B, Z modela λ = (A, B, Z), ki omogočajo 
največjo verjetnost 𝑃(𝑥|λ), da bo model λ generiral niz observacij x. 
 
Določanje verjetnosti, s katero model ustvari niz 
 
 Pri prej omenjenem prvem problemu moramo določiti verjetnost, da je model 
λ zgeneriral niz observacij x. Če situacijo invertiramo, opazimo, da se ta verjetnost, 
gledana iz drugega zornega kota, ponuja kot ocena, ki pove, kako dobro dani model 
opiše niz observacij. To nam omogoči, da lahko izmed množice modelov izberemo 
takega, ki se najbolje prilega danemu nizu. 
 Nek model lahko odda isti niz znakov ali vektorjev značilk po več različnih 
poteh. Verjetnost, da je oddal določen niz, izračunamo  tako, da seštejemo verjetnosti 
oddaje tega niza po vseh možnih poteh: 
 𝑃(𝑥|λ) = ∑ 𝑃(𝑥, 𝑞|λ)𝑄 , (2.5) 
pri čemer je 𝑞 = 𝑞1𝑞𝑡 ∙∙∙ 𝑞𝑇 pot, ki jo je model prehodil pri oddajanju niza x, ter 
Q množica vseh možnih poti. 
Verjetnost, da je model prehodil pot q in pri tem oddal niz x, je enaka produktu 
pogojne verjetnosti oddaje niza x, ob pogoju, da smo šli po poti q, in verjetnosti, da 
smo šli po poti q: 
 
 𝛾𝑡(𝑖) = 𝑃(𝑥|q, λ)𝑃(𝑞|λ). (2.6) 
 
Z upoštevanjem te enačbe dobimo: 
 
 𝑃(𝑥|λ) = ∑ 𝑃(𝑥|q, λ)𝑃(𝑞|λ)𝑄 . (2.7) 
 
Ker je računsko določanje 𝑃(𝑥|λ) zelo zahtevno, imamo srečo, da poznamo 
bolj učinkovit postopek, imenovan naprej-nazaj (ang. forward-backward algorithem). 
Pri tem postopku po načelih dinamičnega programiranja učinkovito 
izračunamo verjetnost oddaje nizov v dveh preletih. Algoritem gre najprej časovno 
skozi sekvenco, potem pa še nazaj. Od tod tudi ime naprej-nazaj. 
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Določanje optimalne poti 
 
Drugi problem, omenjen na začetku poglavja (2.1.1), je bolj zapleten od 
prvega, kjer se rešitev lahko poišče enolično. Pri njem je težava v dejstvu, da obstaja 
več možnih kriterijev optimalnosti. Poglejmo samo enega od možnih kriterijev za 
določitev stanj 𝑞𝑡. Za to definiramo količino 𝛾𝑡(𝑖): 
 
 𝛾𝑡(𝑖) = 𝑃(𝑞𝑡 = 𝑆𝑖|x, λ), (2.8) 
 
ki predstavlja verjetnost, da je model λ oddal niz x in je bil v trenutku t v stanju 












kjer je  ∑ 𝛾𝑡(𝑖) = 1
𝐿
𝑖=1 . S pomočjo količine 𝛾 izračunamo individualno najbolj 
verjetno stanje 𝑞𝑡 ob času t tako, da poiščemo največji 𝛾𝑡(𝑖). Celotna pot, ki jo 
dobimo na tak način, pa je lahko neregularna. Zato je najbolje, če uporabimo kriterij 
za določitev najverjetnejšega celotnega niza q. 
Postopek, s katerim določimo najverjetnejšo pot  𝑞 = 𝑞1𝑞𝑡 ∙∙∙ 𝑞𝑇, če vemo, da 
je model λ oddal niz 𝑥 = 𝑥1𝑥𝑡 ∙∙∙ 𝑥𝑇, imenujemo Viterbijev algoritem. Postopku, ki 




Tretji in najtežji problem iz poglavja (2.1.1) je poiskati postopek, s katerim 
želimo določili parametre A, B in Z modela λ tako, da bi maksimizirali verjetnost 
𝑃(𝑥|λ), da bi model λ  tvoril niz x. 
Ker ne poznamo analitičnega postopka za reševanje tega problema, skušamo 
verjetnost 𝑃(𝑥|λ) maksimizirati z iterativnim postopkom, s katerim pa ne moremo 
zagotoviti celostnega maksimuma, ker je funkcija 𝑃(𝑥|λ) lahko multimodalna. Za 
reševanje tega problema se najpogosteje uporablja poseben primer statističnega 
algoritma EM . 
Drugi postopek, ki se uporablja za učenje parametrov PMM,  je znan kot  
učenje, pri katerem za razliko od algoritma Baum-Welch, kjer maksimiziramo 
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verjetnost 𝑃(𝑥|λ), po Vitribijevem postopku maksimiziramo verjetnost 𝑃(𝑥, 𝑞𝑜𝑝𝑡|λ), 
da je model prehodil pot 𝑞𝑜𝑝𝑡 in pri tem oddal niz x. Pri Vitribiju vsak znak ali vektor 
značilk 𝑥𝑡, 𝑡 = 1,2, … , 𝑇 pripišemo le enemu stanju in s tem postavimo ostre meje 
med posameznimi stanji, medtem ko pri algoritmu Baum-Welch vsak znak 𝑥𝑡 
pripišemo vsem stanjem v sorazmerju z verjetnostjo, da je bil model v času t oddaje 
znaka 𝑥𝑡 v tem stanju. Meje med stanji pri Vitribijevem algoritmu so tako določene 
ostreje kot pri  algoritmu Baum-Welch. 
2.2  Sinteza govora z uporabo PMM 
Pri prenašanju in uporabi ter prilagajanju teorije prikritih Markovovih modelov 
za sintezo govora se je treba  poleg metod za reševanje problemov, omenjenih v 
prejšnjem poglavju, seznaniti še z nekaj drugimi postopki. Potrebujemo postopek, s 
katerim iz naučenih modelov tvorimo parametre govornega signala. Če je ta 
postopek razširjen z dinamičnimi značilkami, nam bo zagotovil gladke prehode med 
posameznimi vektorji govornega signala. Markovovi modeli nam za razliko od 
klasičnih metod omogočajo, da istočasno z generiziranjem govornega signala 
nastavljamo tudi prozodoične parametre govora. Z uvedbo nekaterih razširitev PMM  
lahko uspešno vključimo tudi modeliranje trajanja glasov in osnovne frekvence 
govora. 
2.3  Postopek tvorjenja parametrov govornega signala 
Kot naključni avtomat lahko PMM obravnavamo iz dveh zornih kotov. 
Iz prvega si lahko naključni avtomat predstavljamo kot ponor, iz druge perspektive 
pa kot izvor naključnih observacij. Po prvi interpretaciji si predstavljamo avtomat, ki 
sprejema observacije, generirane z nekim drugim naključnim procesom. Po drugi 
interpretaciji nam avtomat sam predstavlja proces, ki generira naključne znake oz. 
vektorje značilk. 
Uporabimo drugo interpretacijo za realizacijo postopka tvorjenja znakov ali 
vektorjev značilk. Predpostavljamo, da imamo na voljo prikriti Markovov model 
λ  = (A, B, Z), ki ga uporabimo za tvorbo niza simbolov oz. vektorjev značilk  
𝑥 = 𝑥1𝑥𝑡 ∙∙∙ 𝑥𝑇: 
1. izberi poljubno dolžino T niza x; 
2. izberi začetno stanje 𝑞1 = 𝑆𝑖 v skladu z vektorjem porazdelitve 
začetnih verjetnosti Z; 
3. postavi t:=1; 
4. izberi observacijo 𝑥𝑡  v skladu z vektorjem gostot 
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verjetnosti 𝑏𝑖; 
5. pojdi v novo stanje 𝑞𝑡+1 = 𝑆𝑗  v skladu z verjetnostmi prehodov 
{𝑎𝑖𝑗}𝑗=1
𝐿
 iz stanja 𝑆𝑖; 
6. postavi 𝑡 ≔ 𝑡 + 1. Če je 𝑡 < 𝑇, pojdi na korak 4, drugače končaj 
postopek. 
7.  
Niz x, ki ga dobimo s tern postopkom, je samo eden izmed velikega števila 
možnih nizov. Če predpostavimo diskretni in ergodični model λ z L stanji, znaša 
število vseh možnih nizov (𝐿𝑅)𝑇, kjer je R moč slovarja V, v primeru zveznega 
modela pa celo neskončno, saj je v tem primeru 𝑅 = ∞. 
Pri tem se postavi vprašanje, ali je mogoče med vsemi možnimi realizacijami 
niza x izbrati takega, ki bi bil v nekem smislu optimalen. Logično merilo 
optimalnosti bi lahko bila frekvenca nastopa posameznega niza x, kar z drugimi 
besedami pomeni, da bi med vsemi možnimi realizacijami x izbrali najbolj verjeten 
niz 𝑥𝑜𝑝𝑡: 
 
 𝑥𝑜𝑝𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑋𝑃(𝑥|λ). (2.10) 
 
Če želimo poiskati maksimum funkcije 𝑃(𝑥|λ), moramo preiskati vse možne 
poti skozi model λ: 
 
 𝑃(𝑥|λ) = ∑ 𝑃(𝑥, 𝑞|λ)𝑞∈𝑄 = ∑ 𝑃(𝑥|𝑞, λ)𝑃(𝑞|λ)𝑞∈𝑄 . (2.11) 
 
Problem poenostavimo tako, da za verjetnost 𝑃(𝑥|λ) vzamemo Viterbijev 
približek: 
 
 𝑃(𝑥|λ) = 𝑃(𝑥|𝑞𝑜𝑝𝑡, λ)𝑃(𝑞𝑜𝑝𝑡|λ), (2.12) 
 
kjer upoštevamo le najverjetnejšo pot. 
 
Če predpostavimo, da je pot q znana, se lahko vprašamo, kako določiti tak niz 
x, da bo verjetnost 𝑃(𝑥|𝑞, λ), da ga je model λ generiral, največja: 
 
 𝑎𝑟𝑔𝑚𝑎𝑥𝑥∈𝑋𝑃(𝑥|𝑞, λ). (2.13) 
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Postopek tvorjenja najverjetnejšega niza 
 
Če želimo prikazati postopek tvorjenja najverjetnejšega niza x, ki ga model A 
ustvari pri prehodu poti q, določimo nekaj oznak: 
vektor značilk n-tega reda ∆(𝑛)𝑥𝑡 
 ∆(𝑛)𝑥𝑡 = [∆
(𝑛)𝑥𝑡(1), ∆
(𝑛)𝑥𝑡(2), … , ∆




vektor značilk 𝑥𝑡 
 𝑥𝑡 = [∆
(1)𝑥𝑡", ∆
(2)𝑥𝑡", … , ∆
(𝑁)𝑥𝑡"]",    1 ≤ 𝑡 ≤ 𝑇, (2.15) 
vektor niza dinamičnih značilk x 
 𝑥 = [𝑥1",x2", … , 𝑥𝑇"]", (2.16) 
vektor niza statističnih značilk 𝑥(𝑠) 
 𝑥(𝑠) = [∆(1)𝑥1",∆
(1)x2", … , ∆
(1)𝑥𝑇"]", (2.17) 
prehojena pot q 
 𝑞 = 𝑞1, 𝑞2, … , 𝑞𝑡 , … , 𝑞𝑇 ,    𝑞𝑡 = (𝑆𝑖, 𝑀𝑗), (2.18) 
Če koeficiente 𝑤(𝑛)(𝜏) podamo v matriki W. 
 𝑊 = [𝑤1, 𝑤2, … , 𝑤𝑡, … , 𝑤𝑇]", (2.19) 
lahko podamo enačbo za izračun vektorja niza vektorjev značilk v matrični    
  obliki: 
 𝑥 = 𝑊𝑥(𝑠) (2.20) 
in poskušamo najti tak x, da bo verjetnost 𝑃(𝑥|𝑞, λ) največja. 
 
Iskanje maksimuma verjetnosti 𝑷(𝒙|𝛌) 
 
Iskanje maksimuma verjetnosti 𝑃(𝑥|λ) je podoben postopek kot je učenje 
parametrov prikritih Markovovih modelov iz prejšnjega poglavja. Zato tudi v tem 
primeru lahko izpeljemo postopek, ki temelji na algoritmu EM za iskanje kritične 
točke funkcije 𝑃(𝑥|λ). Iščemo najverjetnejši vektor x pri znanih parametrih modela 
λ. Za to definiramo pomožno funkcijo trenutnega vektorja x in novega vektorja ?̂?, 
𝑄(𝑥, ?̂?)  kot: 
 
 𝑄(𝑥, ?̂?) = ∑ 𝑃(𝑥, 𝑞|λ)𝑞∈𝑄 𝑙𝑜𝑔𝑃(?̂?, 𝑞|λ). (2.21) 
 
Izkaže se, da se pri zamenjavi vektorja x z vektorjem ?̂?, ki maksimizira 
funkcijo 𝑄(𝑥, ?̂?),  verjetnost 𝑃(𝑥|λ) poveča ali pa smo dosegli kritično točko. 
Naš cilj je poiskati tak ?̂?, pri katerem bo funkcija 𝑄(𝑥, ?̂?) dosegla maksimalno 
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vrednost. Pri tem zahtevamo še, da velja zveza med dinamičnimi in statističnimi 
značilkami: 
 ?̂? = 𝑊?̂?(𝑠). (2.22) 
 
Če odvajamo,  dobimo: 
 
 𝑊"𝛴−1̅̅ ̅̅ ̅𝑊?̂?(𝑠) = 𝑊"𝛴−1𝜇̅̅ ̅̅ ̅̅ ̅ . (2.23) 
 
Zagotovljeno je, da s ponavljanjem računanja novih vektorjev ?̂?(𝑠) iz starih     
pridemo do (lokalnega) maksimuma funkcije 𝑃(𝑥|λ). 
Iterativni postopek iskanja "najboljšega" vektorja 𝑥(𝑠) lahko strnemo v 
naslednjih korakih: 
1. izberemo začetno pot q s prikritim Markovomim modelom in majhno 
konstanto 𝑒 >  0; 
2. izračunamo vektor niza vektorjev statičnih značilk 𝑥(𝑠) z reševanjem 
sistema linearnih enačb 𝑊𝑇Σ−1𝑊𝑥(𝑠) = 𝑊𝑇Σ−1𝜇; 
3. izračunamo verjetnost 𝛾𝑡(𝑖, 𝑗), da se model pri generiranju niza  
𝑥 = 𝑊𝑥(𝑠) ob času t nahaja v 𝑀𝑗 podstanju (komponenti mešanice) 𝑆𝑖-
tega stanja; 
4. izračunamo 𝛴−1̅̅ ̅̅ ̅ in 𝛴−1𝜇̅̅ ̅̅ ̅̅ ̅; 
5. izračunamo vektor niza vektorjev statičnih značilk ?̂?(𝑠) z reševanjem 
sistema linearnih enačb (Error! Bookmark not defined..Error! 
eference source not found.); 
6. če je izpolnjen konvergenčni pogoj 𝑃(?̂?|λ) − 𝑃(𝑥|λ) < 𝑒, končamo, 
sicer postavimo 𝑥(𝑠) ≔ ?̂?(𝑠) in se vrnemo na korak 3. 
 
2.3.1  Modeliranje prozodije govora 
 
Tema prejšnjega podpoglavja je bila podajanje postopka tvorjenja niza 
vektorjev značilk iz naučenega prikritega Markovovega modela. Pri tem se nismo 
spraševali, kako določiti čas trajanja posameznih glasov, ki sestavljajo želen 




 Ustrezna določitev trajanja posameznih glasov v veliki meri vpliva na 
kakovost sintetiziranega govora. Z analizo tekočega naravnega govora lahko 
določimo čase trajanja posameznih glasov glede na kontekst, v katerem se 
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uporabljajo, in potem to uporabimo pri sami sintezi. Za to lahko zelo učinkovito 
vnesemo parametre trajanja glasov v že obstoječe ogrodje prikritih Markovovih 
modelov, saj nam PMM že sami po sebi nudijo informacijo o tem, koliko časa je  
model v nekem stanju. Ta informacija je vsebovana v matriki porazdelitve 
verjetnosti prehodov med stanji modela. 
K problemu določanja trajanja posameznih glasov lahko pristopamo kot 
optimizacijskem problemu iskanja najoptimalnejše poti skozi PMM, v katerem s 
funkcijami gostot verjetnosti v stanjih modeliramo trajanja. 
 Za dano dolžino T želimo torej določiti najoptimalnejšo pot 𝑞 =  𝑞1, 𝑞2, … ,
𝑞𝑇. skozi model λ. Merilo optimalnosti naj bo največja vrednost verjetnosti 𝑃(𝑥|λ).  
Poiskati želimo torej maksimum funkcije: 
 
 𝑙𝑜𝑔𝑃(𝑥|λ) = ∑ 𝑙𝑜𝑔𝑝𝑖(𝑑𝑖)
𝐿
𝑖=1 , (2.24) 
 
 
da dobimo sistem enačb, katerih rešitev nam da: 
 








2 = 𝜇𝑖 + 𝜌𝜎𝑘
2,    𝑘 = 1,2, … , 𝐿. (2.25) 
 
Ker je konstanta 𝜌 odvisna od trajanja T, vidimo, da lahko hitrost govora 
spreminjamo na dva različna načina. Čas trajanja govornega signala lahko podamo 
absolutno tako, da določimo čas T, relativno pa lahko hitrost govora spreminjamo z 
nastavljanjem parametra p. Če nastavimo 𝜌 = 0, potem dosežemo povprečno hitrost 
govora, saj je takrat 𝑇 = ∑ 𝜇𝑖
𝐿
𝑖=1 . Govor pohitrimo tako, da izberemo 𝜌 < 0, 
upočasnimo pa 𝜌 > 0. 
 
Modeliranje osnovne frekvence 
 
Osnovna frekvenca je poleg trajanja posameznih glasov zelo pomemben 
dejavnik, ki vpliva na naravnost sintetiziranega govora. S potekom osnovne 
frekvence je mogoče naravnati naglašenost določenih posameznih glasov znotraj 
besed, pa tudi potek osnovne frekvence na ravni fraz in stavkov. 
Pri sintezi govora običajno želimo osnovno frekvenco določiti na podlagi 
analize naravnega govora ter jo vključiti v statistično ogrodje teorije prikritih 
Markovovih modelov. 
Za uspešno in  konsistentno modeliranje osnovne frekvence na podlagi PMM 
moramo slednje posplošiti tako, da ti lahko hkrati vsebujejo tako diskretne 
porazdelitve kot tudi zvezne funkcije gostote verjetnosti. 




Za dano dolžino T 'želimo določiti najoptimalnejšo pot q = qiq2 • • • qT. skozi model 
A. Kriterij optimalnosti naj bo največja vrednost verjetnosti P(q1A). Poiskati želimo torej 
maksimum funkcije: 
Za dano dolžino T 'želimo dolo iti najoptimalnejšo pot q = qiq2 • • • qT. skozi mod l
A. Kriterij optimalnosti naj bo največja vrednost verjetnosti P(q1A). Poiskati želimo torej 
maksimum funkcije: 
Za dano dolžino T 'želimo določiti najoptimalnejšo pot q = qiq2 • • • qT. skozi model 
A. Kriterij optimalnosti naj bo največja vrednost verjetnosti P(q1A). Poiskati želimo torej 
maksimum funkcije: 
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            Tak PMM je določen z: 
 vektorjem porazdelitve verjetnosti začetnih stanj 𝑍 = {𝑎0𝑗}𝑗=1
𝐿
, 
 matriko porazdelitve verjetnosti prehodov med stanji 𝐴 = {𝑎𝑖𝑗}𝑖,𝑗=1
𝐿
 in 
 vektorjem porazdelitev izhodnih verjetnosti 𝐵 = {𝑏𝑖(∙)}𝑖=1
𝐿 , 
 
kjer je L število stanj modela in 𝑏𝑖(∙): 
 
 𝑏𝑖(𝑜𝑡) = ∑ 𝑤𝑖𝑔𝑁𝑖𝑔(𝑉(𝑜𝑡))𝑔∈𝑆(𝑜𝑡) , (2.26) 
 
𝑜𝑡 pa je observacijski vektor, ki ga je PMM oddal ob času t. Vse vektorje iz 
niza {𝑜𝑡; 1 ≤ 𝑡 ≤ 𝑇}, lahko združimo v vektor niza vektorjev observacij 𝑜 =
{𝑜1, 𝑜2, … , 𝑜𝑇}. 
Vsako stanje 𝑆𝑖 modela vsebuje G-porazdelitev 𝑁𝑖1(∙), 𝑁𝑖2(∙), … , 𝑁𝑖𝐺(∙) in 
pripadajoče uteži 𝑤𝑖1(∙), 𝑤𝑖2(∙), … , 𝑤𝑖𝐺(∙), kjer je ∑ 𝑤𝑖𝑔 = 1
𝐺
𝑔=1 . 
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Slika 2.2:  Prikriti Markovov model z večprostorskimi porazdelitvami [10] 
Tudi pri učenju PMM z večprostorskimi porazdelitvami lahko, podobno kot pri 
običajnih PMM, uporabimo Baum-Welcheve postopke učenja. 
 
Povezava z modeliranjem osnovne frekvence 
 
Potek osnovne frekvence lahko modeliramo s PMM z večprostorskimi 
porazdelitvami, če predpostavimo, da osnovna frekvenca v primeru zvenečih glasov 




ng = 1,    g = 1,2, … , G − 1 
nG = 0 
 𝑆(𝑜𝑡) = {
{1,2, … , 𝐺 − 1},    𝑥𝑡 𝑗𝑒 𝑧𝑣𝑒𝑛𝑒č
{𝐺},                    𝑥𝑡 𝑗𝑒 𝑛𝑒𝑧𝑣𝑒𝑛𝑒č
 (2.27) 
 
36 2  Sinteza govora s prikritimi Markovovimi modeli 
 
V tem primeru osnovna frekvenca črpa vrednosti iz mešanice (G-1) gostot 
enorazsežnih zveznih porazdelitev verjetnosti. Na tak način lahko potek osnovne 
frekvence uspešno modeliramo s PMM z večprostorskimi porazdelitvami brez 
hevrističnih predpostavk. 
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3  Vrednotenje sistemov za samodejno tvorjenje govora 
Pri izdelavi sintetizatorja se pojavi želja po vrednotenju njegovega delovanja. 
Prvotno se je vrednotilo na podlagi odstotka razpoznanih besed v primerjavi s 
celotnim besedilom. Na začetku razvoja sintetizatorjev so bili taki testi na podlagi 
razumljivosti dovolj, kasneje pa se je izkazalo, da čeprav je bil sintetizator dovolj 
razumljiv, je zvenel kot robot. Zaradi tega so začeli razvijati teste, ki so merili 
naravnost govora. Želja raziskovalcev je vedno bila, da bi imeli teste, ki bi bili 
enostavneje izvedljivi, brez anketiranja skupine poslušalcev. 
 Teste in metode vrednotenja govora danes delimo na dve glavni skupini. 
Subjektivne metode so skupina postopkov, temelječih na subjektivnem mnenju 
skupine poslušalcev, ki izpolnjujejo anketo o kakovosti predvajanih posnetkov. 
Objektivne metode so postopki pridobivanja ocen na podlagi merljivih lastnosti 
govornega signala [2][6]. 
3.1  Subjektivno vrednotenje 
Subjektivno vrednotenje, vrednotenje na podlagi anketiranih poslušalcev, se 
izvaja za preverjanje kakovosti govora med celotnim postopkom [11]. Dandanes 
lahko subjektivne teste razdelimo po kategorijah glede na lastnost, ki jo preverjajo: 
 
Razumljivost se meri s tem, koliko predvajanega besedila se lahko razume in 
kako hitro se poslušalec utrudi. 
Naravnost je abstraktna ocena, kako podoben je predvajan govor naravnemu 
človeškemu govoru. 
»Normalizacija besedila« je sposobnost procesa, da razumno pretvori 
okrajšave, številke, simbole in podobne besedilne  nepravilnosti v normalni govor. 
 
Vredno je omeniti, da je ocenjevanje govora težaven subjektiven postopek. 
Najprej lahko opazimo, da so zgornje kategorije  medsebojno odvisne. Če sistem ne 
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more obdelati neke okrajšave, se bo to poznalo na razumljivosti in naravnosti govora. 
Ko ocenjujemo sintetizator, moramo upoštevati demografsko skupino uporabnikov. 
Sistem za uporabo v elektronskih igricah za najstnike najverjetneje ni modro testirati 
na skupini upokojencev, prav tako se izdelek, namenjen za uporabo v Nemčiji 
verjetno ne bo testiral v Švici. Smiselno je upoštevati tudi strojno opremo. Nekateri 
sintetizatorji se slišijo čisto razumljivo na računalniškem ozvočenju, situacija pa se 
popolnoma spremeni, če se ta govor predvaja na prenosnem telefonu ali pa z isto 
opremo v večjem prostoru ali dvorani z odmevom. Preden se lotimo testiranja 
sintetizatorja govora, je torej smiselno določiti namembnost sistema in potem 





 Testi razumljivosti merijo, koliko besedila je bilo razumljivo povedanega. V 
uvodu smo omenili prvi test elektronskega sintetizatorja, ki je temeljil na metodah 
avdiologije, torej preverjanju stopenj slušnih okvar pri človeku. Taki testi postavljajo 
na prvo mesto oceno, ali se je razumelo, kar se je povedalo, tudi če se sliši »čudno« 
ali mehansko. Pri takem testu se predvaja besedilo, potem pa se postavljajo vprašanja 
v zvezi s povedano vsebino. Vprašanje je, ali se razume namen in smisel povedane 
vsebine. 
Fonetični testi se osredotočajo na pravilnost izvedbe posameznih zvokov 
znotraj besed. Ponavadi jih izvajajo strokovnjaki, ki so usposobljeni za 
razpoznavanje podrobnosti. Pri diagnostičnem testu rimanja (DRT) se primerjajo 
rimane besede in opazuje, ali testiranci prepoznajo dve različni, a rimani besedi, na 
primer »krava« in »trava«. 
Modificirani test rimanja (MRT) primerja besede, ki imajo prvi del skupen, se 
pa razlikujejo v končnici, na primer »lopata« in »lopar«. Pri Stavkovno segmantično 
nepredvidljivem testu (SUS) poslušalci poskušajo po nareku pisati stavke, ki 
vsebujejo pravilne besede, kot celota pa sami po sebi nimajo nobenega smisla. Tako 
se izolira le razumevanje izgovorjenih besed, ne da bi poslušalci lahko predvidevali 




 Najbolj znan test naravnosti je standard ITU-T, pri katerem testiranci 
poslušajo posnetke stavkov različnih sintetizatorjev ali govorcev in vsak stavek 
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ocenijo z oceno od 1 do 5. Pri tem 1 pomeni mehansko,  5 pa popolnoma naravno. 
Ocene vseh stavkov istega sintetizatorja se potem povprečijo, da se dobi ocena za 
celotni sistem. Izkazalo se je, da so  ocene MOS precej zanesljive, treba pa je vedeti, 
da primerjave ocen MOS pri različnih sistemih in različnih poslušalcih niso take, ker 
se poslušalci navadijo na kakovostni razpon znotraj podanih primerov. Ti rezultati so 
tako močno odvisni od okoliščin testiranja. Izkaže se tudi, da za dobro oceno MOS 





 Test funkcionalnosti je najbolj objektiven test, ki se izvaja s poslušalci. Za 
tak test se naredi zbirka stavkov, ki vsebujejo neko besedilno nepravilnost v čimveč 
različnih primerih in kontekstih. Nato se enostavno označi, kateri primeri so bili 
pravilno sintetizirani. Če je tak test narejen na čim več  primerih in kontekstih, 
dobimo precej dobro oceno bralne sposobnosti sintetizatorja. 
 
 V zgornjem naštevanju smo že pokazali na kar nekaj značilnosti subjektivnih 
testov. Poglavitna lastnost je seveda subjektivnost. Rezultati takih testov so povezani 
s človeškimi napakami in so tudi v najboljših primerih odvisni od okoliščin 
testiranja, strokovnosti izpraševalcev in konteksta vsebine. Čeprav se je iskanju 
zanesljive metrike za vrednotenje sintetičnega govora posvetilo že ogromno truda, 
zanesljive splošne metode ocenjevanja zaenkrat še ni. Problem je že primerljivost 
ocen med različnimi skupinami testiranih sistemov in testirancev. Kljub temu imajo 
subjektivni testi temeljno mesto v razvoju umetnega govora. Ker je vsak govorni 
vmesnik namenjen komunikaciji med strojem in človekom, se bo sistem na koncu 
vedno primerjal z mnenjem uporabnika. 
 
3.2  Objektivno vrednotenje 
Objektivne metode vrednotenja so postopki, pri katerih podamo oceno 
kakovosti sintetiziranega govora na podlagi merljivih lastnosti signala. Take metode 
lahko temeljijo na primerjanju s samim znanjem o »pravilnosti« signala ali pa na 
primerjanju testnega signala z nekim referenčnim »optimalnim« signalom. Podobno 
je bilo pri subjektivnih metodah, kjer so se prve razvile iz znanja pri delu z 
oglušelimi pacienti. Pri objektivnih metodah se vendarle pozna, da so njihovi začetki 
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in tudi sedanji paralelni razvoj povezani z merjenjem degredacije signala preko 
telekomunikacijskih sistemov. Čeprav so degredacija signala preko omrežja in 
napake na umetno sintetiziranem signalu drugačnih izvorov, se iste objektivne 
metode izkažejo kot uporabne za predvidevanje kakovosti sintetizatorjev govora 
[1][7]. 
Načeloma so temelji objektivnega vrednotenja enostavni. Testni stavek, 
pridobljen iz testiranega sintetizatorja, primerjamo z referenčnim posnetkom istega 
stavka, večinoma pridobljenega tako, da posnamemo nekega govorca. Ta dva stavka 
se potem lahko paralelno primerjata. 
 
 
Slika 3.1:  Paralelna slika dveh govornih signalov. Zgornji signal je generiran, spodnji  pa je posnetek 
originalnega govorca. 
 
Sliki signalov lahko primerjamo v časovnem ali frekvenčnem prostoru. 
Uporabimo lahko eno od metod za primerjanje takih dveh sekvenc, na primer srednjo 
kvadratično napako. Izračunamo kvadrate segmentnih razdalj in jih povprečimo za 
celoteno dolžino signala. Tako dobimo eno numerično oceno za podobnost testnega 
signala referenčnemu. Očiten problem s tako metodo je, da je omejena s kakovostjo 
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referenčnega signala. Oceno lahko izboljšamo tako, da za isti sistem primerjamo več 
različnih parov stavkov ali pa referenčni signal okrepimo tako, da en testni signal 
primerjamo z več  referenčnimi stavki istega ali več govorcev. 
 Primerjalna metoda seveda ni vedno srednja kvadratična napaka, a je za 
demonstracijo primerna. Od njihovih začetkov do danes so razvili mnoge metode 
primerjanja signalov. V realnem časovnem prostoru se uporabljajo »signal-to-noise 
ratio« (SNR), v frekvenčnem prostoru pa artikulacijski indeks (AI), indeks prenosa 
govora (STI) in meritve spektralnih popačenj. Ugotavlja se, da so spektralne metode 
boljše kot realnočasovne, med njimi pa so najboljše tiste, ki temeljijo na spektralni 
ovojnici [1][5]. 
 Problem, ki ga je treba poudariti, se pojavlja pri objektivnem vrednotenju 
posnetkov dveh govorcev. Ta je časovno popačenje med signaloma. Popolnoma 
normalno je, da parna posnetka nista enakih dolžin. Mogoče je, da v enem posnetku 
govorec začne govoriti šele po nekaj sekundah premora ali pa konča predčasno. 
Problem lahko predstavlja tudi hitrost izgovorjave besed in dolžina premorov med 
besedami. V takih primerih se uporabi dinamično časovno upogibanje (ang. dynamic 
time warping (DTW)), da za medsebojno primerjanje dva signala skladno 
poravnamo. DTW nelinearno skrči ali razpotegne časovno os, tako da se isti dogodki 
na obeh posnetkih prikrivajo. Razlike v pričetku in koncu govora se v takem procesu 
izločajo, tako da se obe sekvenci čimbolje prilegata. 
 V vrednotenju objektivnih metod evalvacije umetnega govora je dobro ločiti 
med cilji, pričakovanji in realnostjo. Idealni objektivni test, ki bi močno koreliral z 
mnenjem uporabnikov, bi bil enostavno izvedljiv, njegovi rezultati pa bi bili 
medsebojno primerljivi v različnih okoliščinah. Taka ocena bi se hitro uvedla v 
razvoj sintetizatorjev, kjer bi se hitra in poceni izvedba testa lahko poljubno 
uporabljala za analizo ne samo enostavnega končnega izdelka, ampak tudi vmesnega 
preverjanja posameznih komponent procesa in njihovih vplivov na končni izdelek. 
Omogočila bi tudi hitro medsebojno primerjanje. To je nekaj, česar trenutni 
subjektivni testi, ki so odvisni od različnih lastnosti skupin izpraševalcev, niso 
sposobni.  Tak test zaenkrat še ne obstaja. Trenutne metode, ki so na voljo, se 
izkažejo uporabne na specifičnem področju, za katerega so bile razvite in so pokazale 
korelacijo s subjektivnimi testi. Niso pa vsesplošno uporabne. 
 
3.2.1  Dinamično ukrivljanje časa (ang. DTW, Dynamic Time Warping) 
Če želimo primerjati dva zvočna signala, se prvi problem pojavi ob vprašanju, 
ali sta signala enako dolga, se začneta ob istem času in ali je drugi signal glede na 
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prvega časovno popačen. Primer je hitrost govorjenja. Za rešitev tega problema se 
uporabi Dynamic Time Warping, DTW, algoritem za merjenje podobnosti med 
dvema nizoma, ki se razlikujeta po dolžini in hitrosti. Po tej metodi se izračuna 
optimalna pot glede na dana signala. Signala sta nato “upognjena” nelinearno glede 
na čas in hitrost predvajanja, tako da se lahko primerja podobnost signalov ne glede 




Problem Dynamic Time Warping je, da je glede na dve sekvenci,  dolžine X in 
Y |X| in |Y|, 
 
X = x1,x2,. . . , xi, . . . , x|X| 
 Y = y1,y2,. . . , yj, . . . , y|Y| (3.1) 
 
treba poiskati pot  W, 
 
W = w1,w2,. . . , wK 
 max(|X|, |Y|) ≤ K ≤ |X| + |Y|  (3.2) 
 
kjer je K dolžina poti in k-ti element poti je 
 
 wk = (i(k), j(k)). (3.3) 
 
Pri tem je i indeks serije X in j indeks serije Y. Pot ukrivljanja signala se vedno 
začne pri začetku obeh sekvenc w1 = (1,1) in konča na koncu obeh: wK = (|X|, |Y|). 
Tako se pri prilagajanju signalov upošteva vsak člen danih sekvenc. Naslednja 
omejitev pri gradnji poti je, da se morata indeksa i in j monotono povečevati. Slika 
3.2,  predstavlja pravilo, da se morata indeksa i in j danih sekvenc monotono 
povečevati, kar nam zagotavlja, da se navpične črte, ki povezujejo sorodne točke 
sekvenc, ne sekajo med seboj. Upoštevati moramo vsak indeks obeh sekvenc 
[14][15]. 
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Slika 3.2:  Dve sekvenci paralelno druga na drugo 
 wk = (i, j), w(k+1) = (i˙, j˙); i ≤ i˙ ≤ i + 1, j ≤ j˙ ≤ j + 1 (3.4) 
 
Najboljša pot, po kateri se bosta signala ukrivljala, je tako tista, po kateri gredo 
najmanjše razdalje. Razdalje izračunamo tako, da vsakemu členu dodamo njegovo 
vrednost. Običajno se pripiše evklidska razdalja, lahko pa uporabimo tudi kakšno 
drugo mero. 
c𝑖,𝑗 = (x𝑖(𝑘) − y𝑗(𝑘))
2 
 𝐶(𝑤) = ∑ c𝑖,𝑗
𝐾




Za iskanje optimalne poti, torej tiste, ki vsebuje minimalne razdalje med 
indeksnimi elementi, uporabljamo dinamični pristop. Namesto da bi se lotili 
problema v celoti, poiščemo minimalne rešitve za posamične odseke poti. Te 
minimalne rešitve se potem uporabljajo za iskanje vedno večjih odsekovnih rešitev, 
dokler ne najdemo ene za celotno sekvenco. Tako sestavimo vrednostno matriko D, 
dimenzij |X| in |Y|, kjer je vrednost elementa D(i,j) minimalna razdalja na optimalni 
poti, ki ukrivlja sekvenci X`=x1,...,xi in Y`=y1,...yj. Vrednost na D(|X|,|Y|) vsebuje 
minimalno razdaljo ukrivljanja med sekvencama X in Y. Obe dimenziji/osi 
predstavljata časovni potek. X os je časovna komponenta sekvence X in Y os je 
časovna komponenta sekvence Y. Na sliki 2 sta prikazani konceptna matrika D in 
optimalna pot ukrivljanja med sekvencama X in Y, istima sekvencama, kot sta bili 
prikazani  na sliki 3.2. Zarisana pot med D(1,1) in D(|X|,|Y|) je tako: W= {(1,1), 
(2,1), (3,1), (4,2), (5,3), (6,4), (7,5), (8,6), (9,7), (9,8), (9,9), (9,10), (10,11), (10,12), 
(11,13), (12,14), (13,15), (14,15), (15,15), (16,16)}. 
44 3  Vrednotenje sistemov za samodejno tvorjenje govora 
 
 
Slika 3.3:  Vrednostna matrika in potencialna pot skozi njo 
 
Vidimo, da pot ukrivljanja pelje čez element D(i,j) v matriki D, kar pomeni, da 
se element i časovne sekvence X upogne tako, da pripada elementu j časovne 
sekvence Y. Če pogledamo sliko 3.3, vidimo, da se ob navpični poti ena točka v 
sekvenci X prilega večim točkam sekvence Y in obratno. Če je v matriki vodoravna 
črta, potem se bodo vse te točke sekvence X prilegale eni točki sekvence Y. Če bi 
bili sekvenci X in Y identični, bi bila pot skozi matriko D ravna diagonalna črta [15]. 
Da najdemo najkrajšo/minimalno pot ukrivljanja, potrebujemo izračunano 
matriko D v celoti, torej mora biti zastopan vsak njen element. Za ugotovitev 
najkrajše poti se uporabi dinamični pristop. Pri odločitvi zanj je treba razmisliti, ali 
vrednost D(i, j) stoji na minimalni poti ukrivljanja med sekvencama i in j  in ali so 
znane vse ostale vrednosti za krajše odseke, ki so od D(i, j) oddaljeni za en sekvenčni 
odsek i ali j. Vrednost na D(i,j) je potem minimalna razdalja od vseh možnih poti 
ukrivljanja za časovne sekvence, ki so od i in j manjše za en podatkovni razmak, 
skupaj z razdaljo med točkama xi in yj. Ker mora biti pot ukrivljanja monotono 
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naraščajoča po parametrih i in j, je optimalna pot za en korak nazaj zajeta v 
vrednostih matrike na elementih D(i-1,j), D(i,j-1) ali D(i-1,j-1). Vrednost elementa 
matrike D je tako: 
 
 D(i, j) = c(i, j) + min[c(i, j − 1), c(i − 1, j), c(i − 1, j − 1)] . (3.6) 
 
Pot ukrivljanja D(i, j) mora iti skozi eno od teh treh točk, ker nam je minimalna 
možna pot ukrivljanja zanje že znana. Vse, kar moramo storiti, je, da dodamo razdalji 
za točki i in j, najmanjši od treh. Ker ta enačba določi vrednost ene celice matrike D 
na podlagi vrednosti ostalih celic, je vrstni red določanja poti zelo pomemben. 
Matriko gradimo stolpec za stolpcem, začenši na dnu in od leve proti desni. To je 
prikazano na sliki 3.4. 
 
Slika 3.4:  Proces gradnje poti 
Ko je na tak način določena celotna matrika, mora pot ukrivljanja teči od 
D(1,1) do D(|X|,|Y|). Pot ukrivljanja se potem računa v obratnem vrstnem redu, od 
D(|X|,|Y|) navzdol – po načelu, da se išče najmanjša vrednost v smereh navzdol, levo 
ter diagonalno levo navzdol. Tista od celic, ki ima najmanjšo vrednost, je naslednja 
točka v poti in postopek se nadalljuje do D(1,1). 
 
Operativna zahtevnost DTW 
 
Zapletenost DTW po času ali dolžini se enostavno določi po dimenzijah 
matrike. Ker je vsaka celica v mreži dimenzij |X|, |Y| zastopana samo enkrat in je čas 
zastopan inkrementno in monotono, je računska zahtevnost O(N2)če je N = |X| =
|Y|. Kot vidimo, je zatevnost algoritma kvadratna glede na dolžino signalov. To je 
lahko problematično, ker se za časovni sekvenci z na primer 200.000 inkrementnimi 
merjenimi točkami zahtevani delovni spomin računalnika začne meriti v terabajtih. 
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Da se obide problem kvadratične operativne zahtevnosti DTW glede na dolžino 
sekvenc, se uporabljajo metode, ki načeloma spadajo v tri kategorije: 
 
1. omejitve – omeji se število celic, ki se vrednotijo v matriki vrednosti; 
2. abstrakcija – DTW se izvede nad reduciranim nizom, ki predstavlja 
izvirni niz; 
3. indeksiranje – uporabijo se funkcije za omejitev velikosti, da se 
zmanjša število tekov DTW skozi funkcije uvrščanja in  grozdenja. 
 
3.2.2  RMSE – koren srednje kvadratne napake 
Efektivna vrednost napake (ang. root mean square error, od koder potem pride 
okrajšava in ime klicane funkcije, RMSE) je ena od nabolj enostavnih in največkrat 




Efektivna vrednost napake (RMSE) spremenljivke θ̂ glede na srednjo vrednost 
θ je definirana kot kvadratni koren srednje kvadratične napake MSE. 
 
 RMSE(θ̂) = √MSE(θ̂) = √E((θ̂ − θ)2) (3.7) 
 
Za nepristransko spremenljivko je RMSE kvadratni koren standardne variance. 
RMSE  vektorja Y časovno odvisnih elementov. yt̂ je koren srednje vrednosti 
napake. 
 







 Če se RMSE računa med dvema spremenljivkama, kjer ni nobena od njiju 
sprejeta kot standardna ali srednja vrednost (na primer razlika med dvema 
vektorjema časovnih spremenljivk X in Y), vzamemo formulo (3.9). 
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3.2.3  CDIST –  kepstralna razdalja 
Ta metoda izračuna razdalje med koeficienti mel-kepstrovega spektra dveh 
signalov. kepstralni koeficienti so se izkazali kot zelo uporabni pri analizi govora. 
Razlika med mel-kepstralnim spektrom in navadnim spektrom je, da so pri mel-
kepstralnem spektru frekvenčni pasovi porazdeljeni po lestvici mel-kepstrovih 
koeficientov, ki podajo boljšo aproksimacijo človeškemu glasu kot navadno linearna 




Da izračunamo kepstralne razdalje, moramo najprej dobiti mel-kepstrove 
frekvenčne koeficiente (MFCC). Postopek, ki ga običajno izvede računalniška 
funkcija, je [15]: 
1. izvedemo fouriejevo transformacijo nad oknjenim signalom; 
2. z uporabo trikotnih okenj preslikamo amplitudni spekter po merilu za mel-
kepstrove koeficiente; 
3. izračunamo logaritme amplitud za vsako frekvenco mel-kepstrovih 
koeficientov; 
4. sekvenco amplitud mel-kepstrovih koeficientov preslikamo z diskretno 
kosinusno transformacijo; 
5. amplitude takega spektra so koeficienti MFCC signala. 
 
Ko imamo koeficiente MFCC, lahko izračunamo razdalje,  
 
 d2(𝑖) = ∑ [𝐶𝑚
𝑅 (𝑖) − 𝐶𝑚
𝑇 (𝑖)]2𝑀𝑚=1 , (3.10) 
 
kjer so 𝐶𝑚
𝑅 (𝑖) in 𝐶𝑚
𝑇 (𝑖) kepstralni koeficienti referenčnega in testnega signala in 
je i zaporedna številka okna. Razdaljo potem dobimo z 
 
 𝐷2 = 1 𝐼⁄ ∑ d
2(𝑖)𝐼𝑖=1  . (3.11) 
 




4  Delo in rezultati 
V tem poglavju bomo predstavili rezultate naših evalvacij sistemov za umetno 
tvorjenje govora s pomočjo objektivnih mer. Pomembno je vedeti, da ključno 
informacijo o kakovosti umetnega govora še vedno pripisujemo subjektivnemu 
vrednotenju, saj le človek kot končni uporabnik vsakega sistema za tvorjenje govora 
lahko odloča o njegovi kakovosti. Tako v naslednjih poglavjih predstavljamo 
pridobljene rezultate ter skušamo primerjati postopke vrednotenja objektivnih mer z 
rezultatati,  pridobljenimi  z ocenjevalci.  Ker je kakovost umetnega govora močno 
odvisna tudi od posameznega govorca, predstavljamo pridobljene rezultate za moški 
in ženski glas ločeno. 
4.1  Predstavitev shem vrednotenja za moški in ženski glas 
Vrednotenje je potekalo na štirih udejanjenih sistemih za umetni govor. 
Predstavljamo ga v tabeli 4.1. Za primerjavo imamo sisteme, ki se med seboj ločijo 
po dveh parametrih. Ocenjujemo in primerjamo kakovost sistemov, ki uporabljajo za 
združevanje enot trifonski ali petfonski način, in načino zapisa besedila, alofonski ali 
grafemski zapis. Za ženski glas z delovno označbo 01f smo z objektivnim 
vrednotenjem ocenili 352 posnetkov. Za moški glas z delovno označbo 02m smo 
imeli 192 posnetkov.  
 
1. Sistem Petfonski alofonski 
2. Sistem Trifonski alofonski 
3. Sistem Petfonski grafemski 
4. Sistem Trifonski garfemski 
Tabela 4.1:  Vrednoteni sistemi in njihove značilnosti 
 
 
Z znanjem o zgradbi sistemov lahko postavimo nekaj hipotez: 
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 umetni govor, pridobljen s sistemom na petfonski način združevanja 
osnovnih govornih enot, je boljši od sistema, ki   vsebuje trifonski način 
združevanja; 
 umetni govor, pridobljen s sistemom, ki uporablja fonemski zapis 
besedila, je boljši od sistema, ki uporablja grafemski zapis besedila. 
 
Za lažje branje rezultatov smo v tabelah ozadja celic obarvali, kot je 










Tabela 4.2:  Prikaz barvnega kodiranja rezultatov 
 
 
Rezultat, obarvan z zelenim ozadjem v posamezni tabeli, predstavlja najboljši 
sistem v dani primerjavi. Rumeno ozadje  predstavlja drugi najboljši sistem. Oranžno 
ozadje predstavlja tretji najboljši sistem in rdeče najslabši sistem v tabeli. 
Pri objektivnih testih je ocenjevanje potekalo tako, da smo izvedli računsko 
metodo s parom posnetkov z isto vsebino – naravni govorec/umetno pridobljen 
govor. Rezultat je numerična ocena, ki predstavlja razdaljo ali  prileganje med 
ocenjevanim in referenčnim posnetkom. Ocena sistema je povprečna vrednost 
razdalj, pridobljenih s to metodo. Na tak način smo numerično ocenili vsakega od 
štirih sistemov. Pri njihovem primerjanju nižja ocena pomeni boljše prileganje 
naravnemu govoru in s tem boljši rezultat. 
Ker je bi naš namen preveriti uporabnost metod za ocenjevanje govora, smo 
rezultate preverili tudi s testom statistične signifikance. Želeli smo vedeti, ali metoda 
daje rezultat, ki je dovolj razločen za zanesljivo potrditev kakovost sistema. Da 
ugotovimo, ali so rezultati statistično signifikantni, se izračuna verjetnost p, ki nam 
pove, kakšna je verjetnost, da je rezulat signifikanten in ni le posledica naključja. Za 
to se postavi meja 𝛼, običajno na 0,05 (5 %). Če je torej taka, je pogojna verjetnost 
»null hipoteze« rezultata manjša od 5 %. Statistično signifikanten rezultat je tak, pri 
katerem je verjetnost p manjša od 5 %, torej 𝑝 < 0,05. 
 




Da bi pridobili čim bolj podobne posnetke celotne testne množice, tako 
generiranega kot naravnega govora, smo najprej izvedli normalizacijo posameznih 
skupin posnetkov, namenjenih vrednotenju. Normirali smo jih po glasnosti in jih 
preslikali v vektorje koeficientov Mel-kepstrovega spektra. Spodnji rezultati, za lažjo 
razlago podani v obarvanih tabelah, so povprečne vrednosti razdalj med 
posameznimi pari posnetkov originala in n-tega sistema. 
 
4.2  Objektivno vrednotenje z MCD (evklidsko razdaljo) 
 
 ženski moški 
1. sistem 0,88548052 0,81853529 
2. sistem 0,88824168 0,82727585 
3. sistem 0,88518734 0,82104646 
4. sistem 0,88826143 0,82750616 
Tabela 4.3:  Razdalja po metodi MCD med sistemi in referenčnim govorcem 
 
V tabeli 4.3 so predstavljeni rezultati, pridobljeni s pomočjo MCD, ki je 
podrobno opisan v podpoglavju 3.2.3. Rezultati za govorca potrjujejo našo hipotezo, 
da so alofonski sistemi boljši od grafemskih in da so petfonski sistemi boljši od 
trifonskih. Za govorko se je izkazalo, da je petfonski grafemski sistem boljši od 
petfonskega alofonskega. 
Na koncu smo izvedli tudi test signifikance med vsemi skupinami rezultatov. 
Za govorca velja, da obstaja statistično signifikantna razlika med vsemi rezultati, 
razen med drugim in četrtim sistemom. Nismo zaznali signifikantne razlike med 
trifonskimi alofonskimi in trifonskimi grafemskimi rezultati. 
Za govorko se je pokazalo, da obstaja statistično signifikantna razlika med 
vsemi sistemi, razen med prvim in tretjim ter drugim in četrtim. To pomeni, da 
statistično ni dovolj velike razlike med rezultati, da bi lahko med seboj razločevali 
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Prikazujemo še rezultate iz tabele 3, a brez člena energije. 
 
 ženski moški 
1. sistem 0,88586417 0,81822378 
2. sistem 0,88861903 0,82696606 
3. sistem 0,88552672 0,82071957 
4. sistem 0,88859223 0,82718226 
Tabela 4.4:  Razdalja MCD med sistemi in referenčnim govorcem (brez člena energije) 
 
Tu opazimo, da se rezultati za govorca ne spremenijo in rezultati prestanejo 
test signifikance v vseh parih rezultatov razen, spet, med drugim in četrtim sistemom. 
Sprememba je pri ocenjevanju govorke, kjer se zamenja vrstni red najslabših dveh 
sistemov, drugega in četrtega. Poudariti je treba, da je, kot v prejšnjem primeru, kjer 
smo uporabljali koeficiente z energijo, tudi pri rezultatih, ki ne upoštevajo energije, 
test statistične signifikance med prvim in tretjim ter drugim in četrtim sistemom za 
govorko ni pokazal statistično signifikantne razlike med rezultati. 
Razliko med rezultati, pri katerih se je upoštevala energija, in rezultatih, pri 
katerih smo ta člen rezali, bomo lažje razložili, ko bomo z upoštevanjem subjektivnih 
testov lahko rezultate postavili v kontekst. 
 
4.3  Objektivno vrednotenje z razdaljo dinamičnega ukrivljanja časa 
(DTW) 
       
Ženski P=#2 P=#3 P=#4 P=#5 P=#6 P=#7 
1.sistem 0,8277 1,3868 0,8437 0,9327 0,9229 0,9293 
2.sistem 0,8305 1,4081 0,8475 0,9375 0,9277 0,9340 
3.sistem 0,8292 1,3886 0,8462 0,9347 0,9247 0,9312 
4.sistem 0,8319 1,4019 0,8479 0,9370 0,9271 0,9343 
Moški       
1.sistem 0,7591 1,3108 0,7782 0,8312 0,8192 0,8256 
2.sistem 0,7636 1,3262 0,7833 0,8377 0,8259 0,8315 
3.sistem 0,7615 1,3077 0,7804 0,8339 0,8219 0,8287 
4.sistem 0,7657 1,3383 0,7854 0,8395 0,8277 0,8332 
Tabela 4.5:  Rezultati objektivnega vrednotenja z DTW 
 
Pri ocenah, pridobljenih z računanjem razdalj dinamičnega ukrivljanja časa, 
dobimo rezultate v tabeli nekoliko večjih razsežnosti. Spet imamo dva govorca, 
moškega in žensko. Rezultati so podani kot razdalja med izvirnim posnetkom in 
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signalom, generiranim s pomočjo enega od štirih sistemov, predstavljenih v tabeli 
4.1. Tabela 4.5 prikazuje rezultate za DTW, pridobljene na koeficientih Mel-kepstra 
s členom energije. Rezultati so tudi tu za lažje razumevanje obarvani od zelene, 
najboljši, do rdeče, najslabši. Dodatno je treba razložiti, kaj pomenijo različni stolpci. 
Pri DTW se razdalja računa po korakih, ki sledijo enemu od vzpostavljenih 
vzorcev poti. V programskem okolju SPTK imamo na voljo sedem različnih vzorcev 
poti (ang. path constraint), prikazanih na sliki 4.1. [15] Predstavljeni so v spodnji 
sliki. V tem primeru uporabimo le zadnjih šest »path constrainov«, ker je prva 
možnost že avtomatično zajeta v drugi. 
 
 
Slika 4.1:  Možnosti za DTW "Path constraints" 
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Ker imamo več možnosti, lahko po testu signifikance vseh dobljenih rezultatov 
izbere najbolj primerno. Pri možnosti P=2 se je tako za govorca kot govorko naša 
začetna hipoteza potrdila. Pokazalo se je tudi, da so razlike med ocenami sistemov 
statistično signifikantne.  
Pri možnosti P=3 se je za govorko izkazalo, da sta najboljša prvi in tretji 
sistem, oba petfonska, najslabša pa sta drugi in četrti, torej trofonska. Ko smo 
opravili teste statistične signifikance, se je pokazalo da ni dovolj velike razlike za 
ločevanje med najslabšima in najboljšima dvema sistemoma. Prav tako se za govorca 
lahko potrdi le razlika med najboljšim in najslabšim sistemom, ki sta za to možnost 
tretji in četrti. 
Za izbire P=4 do P=7 lahko interpretacijo posplošimo. Za govorca je vrstni red 
od najboljšega do najslabšega sistema za izbire (možnosti) enak – petfonski sistemi 
so boljši od trifonskih in alofonski sistemi so boljši od grafemskih. Ko smo izvedli 
teste statistične signifikance, se je pokazalo, da so za vse te možnosti rezultati 
statistično ločljivi med seboj, razen za izbiro P=7, kjer med najslabšima dvema 
sistemoma nismo opazili statistične signifikance. 
Ko gledamo rezultate za govorko, pri izbirah P=4 do P=7 najprej opazimo, da, 
čeprav rezultati načeloma potrjujejo postavljeno hipotezo glede vrstnega reda 
sistemov, se za opciji P=5 in P=6 zamenja vrstni red najslabših dveh sistemov. Velja 
tudi omeniti, da pri nobeni od izbir nismo opazili statistično signifikantne razlike 
med drugim in četrtim sistemom. Za P=4 se  je po izvedbi testov statistične 
signifikance izkazalo, da pri govorki spet ne obstaja dovolj velika razlika v rezultatih 
med prvim in tretjm ter rezultati med drugim in četrtim sistemom. Za P=5, P=6 in 
P=7 pri govorki so razen že omenjenega problema ločevanja rezultatov za drugi in 
četrti sistem rezultati medsebojno statistično signifikantno razločni. 
Pogledamo lahko še rezultate, ko odrežemo ničti člen vektorja koeficientov 
Mel-kepstralnega spektra, torej brez člena, ki predstavlja energijo. Ti so predstavljeni 
v tabeli 4.6. 
 
Ženski P=#2 P=#3 P=#4 P=#5 P=#6 P=#7 
1.sistem 1,0978 1,2963 1,1167 1,2755 1,2743 1,3076 
2.sistem 1,1043 1,3069 1,1245 1,2805 1,2793 1,3107 
3.sistem 1,1019 1,2897 1,1208 1,2788 1,2777 1,3104 
4.sistem 1,1038 1,3012 1,1228 1,2816 1,2804 1,3134 
Moški       
1.sistem 1,0343 1,2378 1,0641 1,1985 1,1969 1,2333 
2.sistem 1,0522 1,2414 1,0814 1,2102 1,2087 1,2436 
3.sistem 1,0412 1,2377 1,0698 1,2025 1,2008 1,2376 
4.sistem 1,0519 1,2494 1,0821 1,2127 1,2109 1,2463 
Tabela 4.6:  Rezultati Objektivnega vrednotenja z DTW (brez člena energije) 
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Če pogledamo rezultate in teste signifikance pri možnostri P=2 za govorca, 
vidimo, da je prvi sistem, petfonski alofonski, najboljši. Najslabša dva sta drugi in 
četrti, torej trifonska, čeprav med njima ni statistično signifikantne razlike. Ostala 
razmerja se potrdijo in so statistično dovolj razločna. Za P=2 pri govorki se izkaže, 
da je prvi sistem najboljši in je statistično dovolj razločen od ostalih treh. Med 
drugim, tretjim in četrtim sistemom ni statistično signifikantne razlike. 
Ko gre za P=3 pri govorki, se za najboljšega izkaže tretji, petfonski grafemski 
sistem, najslabši pa drugi, trifonski alofonski. Ni pa statistično signifikantne razlike 
med petfonskima (prvi in tretji), ter trifonskima (drugi in četrti) sistemoma. Za 
govorca velja, da rezultati med seboj niso statistično signifikantni. 
Od P=4 naprej so rezultati glede na porazporeditev sistemov enaki,  z izjemo 
pri P=4 za ženski glas, kjer sta zamenjana najslabša dva sistema, a med njima ni 
statistično signifikantne razlike. Predlagamo, da se jih obravnava glede na ločljivost. 
P=5 in P=7 imata za govorko le dva (P=5) oz. enega (P=7) statistično signifikantno 
ločljiva sistema. Poleg tega se P=7 ne bi obnesel pri govorcu. Ostaneta možnosti P=4 
in P=6. Obe za govorca izkazujeta enak vrstni red od najboljšega do najslabšega 
sistema. Problem se pokaže le v dejstvu, da pri obeh ni statistično signifikantne 
razlika med rezultati za drugi in četrti sistem. Za govorko spet obe (P=4 in P=6) 
pokažeta enak vrstni red sistemov. Izkazalo se je, da pri nobeni izbiri ni statistično 
signifikantne razlike pri rezultatih za drugi in četrti sistem, torej oba trifonska. Pri 




Ker imamo pri pregledu rezultatov za DTW opravka z več možnostmi 
(izbirami), je dobro narediti kratek zaključek. Kot najboljša izbira »path constraina« 
za rezultate, pridobljene z energijo, se izkaže P=2. Pri tej so rezultati popolnoma 
skladni z našo hipotezo. Še bolj pomembno je, da so rezultati pri vseh sistemih 
medsebojno signifikantno različni. Omenita se lahko še možnosti P=5 in P=6, kjer so 
za govorca rezultati spet skladni in statistično signifikantni. Za govorko se pri 
rezultatih zamenja vrstni red najslabših sistemov, se pa pri teh dveh sistemih tudi ne 
opazi statistične signifikance.  
Pri rezultatih za DTW brez člena energije je najti najboljšo izbiro »path 
constrain« nekoliko lažje. To je posledica dejstva, da se v precejšnjem številu 
primerov ni opazila statistična signifikanca med sistemi. Kot najboljša izbira »path 
constraina« se je tako izkazala P=6. Pokaže rezultate, skladne z našo hipotezo o 
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kakovosti sistemov za generiranje umetnega govora in ima hkrati glede na teste 
signifikance najbolj razločne rezultate. Se pa tudi v tem primeru za oba govorca ni 
pokazala razlika v statistični signifikanci med drugim in četrtim sistemom. 
4.4  Subjektivni test 
V subjektivnem testu smo preverjali, ali pridobljeni rezultati korelirajo z 
mnenjem poslušalcev. Izvedli smo dve anketi, v katerih smo preverjali razmerje med 
izbranima dvema sistemoma na podlagi ocen MCD. Prva, označena z delovno 
oznako v2, je bila narejena tako, da smo v njej subjektivno primerjali razmerje med 
najboljšim in najslabšim sistemom glede na rezultate, pridobljene z objektivnimi 
metodami. V drugi anketi, označeni z delovno oznako v3, smo medsebojno 
primerjali dva najboljša sistema. Namen izbora je bil, da se z anketo v2 preveri 
veljavnost rezultatov, torej ali naši objektivni testi res napovejo pravilno razmerje 
med sistemi. Anketa v3 pokaže ločljivost med najboljšimi sistemi. 
 
  moški   
1. sistem 0,81853529 v2 v3 
2. sistem 0,82727585   
3. sistem 0,82104646  v3 
4. sistem 0,82750616 v2  
    
 ženski    
1. sistem 0,88548052   v3 
2. sistem 0,88824168    
3. sistem 0,88518734 v2 v3 
4. sistem 0,88826143 v2  
Tabela 4.7:  Izbor sistemov za preverjanje na podlagi MCD 
 
V prvi anketi, označeni kot v2, smo za govorca preverjali prvi četrti sistem, za 
govorko pa tretji in četrti, torej razmerje med najboljšim in najslabšim sistemom. Pri 
drugi anketi smo v obeh primerih preverjali razmerje med najboljšim in drugim 
najslabšim sistemom. 
Anketa smo izvajali na predobstoječem sistemu laboratorija LUKS Fakultete 
za elektrotehniko v Ljubljani. Pred postopkom učenja smo sestavili testno množico, s 
katero smo naredili subjektivno evalvacijo. Na podlagi najmanjše razdalje smo 
naključno izbrali pet posnetkov iz prvega kvartila, pet iz drugega in tretjega kvartila 
in pet posnetkov iz četrtega kvartila. Kvartil predstavlja skupek posnetkov, urejenih 
po intervalih najbližje razdalje med testnim in originalnim posnetkom. Prvi kvartil 
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tako predstavlja skupek najbolj podobnih intervalov, medtem ko četrti kvartil 
predstavlja skupek najmanj podobnih intervalov. Tako smo pridobili množico za 
subjetivno evalvacijo. 
Anketiranci so potem na osebnem računalniku poslušali pare posnetkov in 
odgovarjali, ali je boljši prvi ali drugi. Če se poslušalec ni mogel odločiti, je bil na 
voljo odgovor »ne vem«. Kot smo imenili smo izvedli dve anketi. V prvi (v2) je 
sodelovalo 14, v drugi (v3) pa 16 anketirancev. 
Rezultate prikazujemo v tabelah. Prva predstavlja v2 za govorca. 
  v2 moški       
  1. sistem 4. sistem signifikanca razlika 
MCD 0,81853529 0,82750616 2,72714E-16 0,00897087 
Subjektivno 95 57 0,018191393 38 
DTW P2 e 0,75910434 0,76571734 2,00592E-13 0,006613 
DTW P5 e 0,83123023 0,83950836 6,91613E-12 0,00827813 
DTW P6 e 0,81925163 0,82778055 2,94905E-12 0,00852892 
DTW P6 we 1,19698599 1,21090558 5,59367E-08 0,01391959 
Tabela 4.8:  Rezultati subjektivnih testov za govorca pri v2 
 
Tu primerjamo petfonski alofonski (prvi sistem) in trifonski grafemski (četrti) 
sistem. Podlago za subjektivni test smo dobili iz ocene MCD obeh sistemov. Poleg 
tega lahko vidimo tudi rezultat testa signifikance, ki je v tem primeru pozitiven. Meja 
pri testu signifikance je 0,05. Če je rezultat manjši od 0,05, potem je test statistične 
signifikance uspešen. V zadnjem stolpcu je prikazana še razlika med obema ocenama 
opazovanih sistemov. 
Subjektivni test je v tem primeru dal končno vsoto 95 glasov za prvi sistem in 
57 glasov za četrtega, kar potrjuje računsko pridobljene rezultate. Test signifikance je 
v tem primeru pozitiven. 
Pogledamo lahko tudi različne možnosti za merilo ocenjevanja DTW. Kot smo 
omenili v kratkem povzetku o rezultatih DTW, se najbolje obnesejo izbire »path 
constrain« P2 z energijskim členom in P5 ter P6 z energijskim členom. Ko smo 
odrezali energijski člen koeficientov MFCC, je bila najboljša P6. Pri govorcu in v2 
so vse možnosti skladne s prvotno oceno MCD in subjektivnim testom. Ta primer je 
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Poglejmo še v2 za govorko. 
 
  v2 Ženski       
  3. sistem 4. sistem signifikanca razlika 
MCD 0,88518734 0,88826143 0,007851256 0,00307409 
Subjektivno 74 67 0,391093985 7 
DTW P2 e 0,82926499 0,83192795 5,59119E-05 0,00266296 
DTW P5 e 0,93474798 0,93701897 0,045578553 0,00227099 
DTW P6 e 0,92479497 0,92716013 0,038146704 0,00236516 
DTW P6 we 1,27772472 1,28040256 0,155967614 0,00267784 
Tabela 4.9:  Rezultati subjektivnih testov za govorko pri v2 
 
Izbiro subjektivno opazovanih sistemov spet temeljimo na oceni MCD. V tem 
primeru naj bi bil najboljši petfonski grafemski (tretji) in najslabši trifonski 
grafemski (četrti) sistem. Po rezultatih subjektivnega testa se to razmerje nominalno 
potrdi, žal pa so si rezultati preveč blizu in test signifikance ni pokazal razločljivih 
razlik med testiranima sistemoma. 
Ko pogledamo še rezultate izbranih ocen DTW za ta dva sistema, vidimo, da se 
P2 z energijo precej lepo obnese. P5 in P6 z energijo sta sicer skladna z našimi 
prejšnjimi ugotovitvami in tudi prestaneta test signifikance, a komaj. Pri P6 brez 
energije ni opaziti statistično signifikantne razlike med rezultati teh dveh sistemov. 
Če smo v prejšnjih dveh tabelah, torej subjektivnem testu v2, opazovali 
razmerje med najboljšim in najslabšim sistemom, pa smo pri subjektivnem testu v3 
opazovali razmerje med najboljšima dvema sistemoma. Za v3  pridobljene rezlutate 
predstavljamo v spodnjih tabelah. 
 
  v3 moški       
  1. sistem 3. sistem signifikanca razlika 
MCD 0,81853529 0,82104646 1,06103E-05 0,00251117 
Subjektivno 90 87 0,424682378 3 
DTW P2 e 0,75910434 0,76156613 1,12695E-06 0,00246179 
DTW P5 e 0,83123023 0,83395767 0,00057918 0,00272744 
DTW P6 e 0,81925163 0,82194257 0,000771148 0,00269094 
DTW P6 we 1,19698599 1,20089274 0,001225257 0,00390675 
Tabela 4.10:  Rezultati subjektivnih testov za govorca pri v3 
 
Tu smo opazovali razliko med obema petfonskima sistemoma, petfonskim 
alofonskim (prvim) in petfonskim grafemskem (tretjim). Subjektivni test potrdi to 
razmerje, vendar so si rezultati preveč blizu, da bi se opazile statistično signifikatne 
razlike med testiranima sistemoma. So pa rezultati pri vseh izbirah DTW skladni z 
rezultati MCD. 
4.4  Subjektivni test 59 
 
Še v3 za govorko: 
 
  v3 Ženski       
  3. sistem 1. sistem signifikanca razlika 
MCD 0,88518734 0,88548052 0,324840795 0,00029318 
Subjektivno 91 78 0,308609585 13 
DTW P2 e 0,82926499 0,82774147 0,003588372 -0,00152352 
DTW P5 e 0,93474798 0,93278956 0,024001564 -0,00195842 
DTW P6 e 0,92479497 0,92292707 0,029485659 -0,0018679 
DTW P6 we 1,27772472 1,27430833 0,08011763 -0,00341639 
Tabela 4.11:  Rezultati subjektivnega testa za govorko pri v3 
 
Tu spet gledamo razmerje med obema petfonskima sistemoma. Vendar pa v 
tem primeru rezultatu MCD kažejo, da je petfonski grafemski sistem boljši od 
petfonskega alofonskega, kar je v nasprotju z našo uvodno hipotezo o kakovosti 
sistemov. Poleg tega se tu soočimo s problemom, da pri izvornih rezultatih MCD za 
ta test ni pozitivnega testa statistične signifikance. Rezultati subjektivnega testa so 
skladni z rezultati MCD, vendar pa so si preveč blizu, da bi lahko opazili statistično 
signifikantno razliko med sistemi. Zanimivo je, da vsi rezultati za izbrane DTW 
pokažejo nasprotni rezultat od MCD in so v primerih izbir z energijskim členom 
rezultati DTW tudi statistično signifikantni. 
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5  Zaključek 
5.1  Končne ugotovitve 
Za končno interpretacijo rezultatov so zelo uporabni izračuni statistične 
signifikance na subjektivnih testih. Kot smo omenili v uvodnem poglavju, je 
subjektivni test, torej mnenje poslušalcev, najboljši pokazatelj kakovosti 
sintetizatorja. Končni uporabnik govornega vmesnika je namreč človek. Če so torej 
naši sistemi bili med seboj tako blizu, da so anketiranci imeli včasih probleme slišati 
razliko, potem to razloži tako nizko ločljivost med rezultati objektivnih metod. 
Kljub temu so se pokazali rezultati. Metoda z Mel-kepstrovo razdaljo je 
zmožna ločevati med petfonskimi in trifonskimi sistemi, medtem ko pri metodi DTW 
opazimo, da se ta izboljša s pravilno izbiro parametrov in je celo boljša izbira kot 
Mel-kepstrova razdalja. Korelacija med objektivnimi in subjektivnimi rezultati 
potrjuje možnost uporabe teh objektivnih metod za vrednotenje sintetizatorjev 
umetnega govora. 
5.2  Nadaljnje delo in razvoj 
Med oblikovanjem tega dela sem ugotovil, da sta dve možni poti za nadaljnji 
razvoj tako na področju vrednotenja umetnega govora kot tudi na širšem področju 
sinteze govora. Opazi se, da s pravilno kalibracijo parametrov lahko dosegamo boljše 
rezultate in ločljivost pri ocenjevanju. Nadaljnji razvoj gre tako lahko v smer izbire 
najprimernejših metod. V širšem smislu se je pokazalo, da imajo tako subjektivne kot 
objektivne metode težave pri ločevanju med sistemi z grafemskimi in alofonskimi 
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