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Abstract 
A  design  technique  for  improving  the  feedback  pro- 
perties of multivariable  state  feedback  systems  designed 
using  eigenstructure  assignment  is  presented.  Based  on 
a  singular  value  analysis  of  the  feedback  properties 
a  design  parameter  adjustment  procedure  is  outlined. 
This  procedure  allows  for  the  preservation  of  important 
properties  of  the  initial  design,  by  selecting  only  a 
subset of the (design  parameters  for  adjustment. 
straight-forward to  implement  with  standard  software. 
An example  illustrating  the  method  is  included. 
The  computational  requirements  are  modest  and 
1. Introduction 
Recent  deveiopments  have  showed  that  eigenstructure 
assignment  in  multivariable  systems  is  well-suited for 
obtaining  specified  I/O-response  properties [ 1-51.  Un- 
fortunately  this  ability  is  not  followed  by  any  signi- 
ficant  robustness  guarantees  comparable  to  LQ-guaran- 
tees. Here  the  robustness  measure  is  the  minimal  sin- 
gular  value  of  the  return  difference  or  inverse  return 
difference  matrix [6-8]. In  practice  it  may  therefore 
be  necessary LC "recover"  acceptable  robustness  pro- 
perties  like  the  multivariable  stability  margins.  In 
this  "recovery"  procedure  it  is  important  that  signi- 
ficant  properties  of  the  initial  design  are  preserved. 
In  this  paper  an  approach  to  this  recovery  problem 
is  presented.  The  recovery  information  used  is  the 
singular  value  sensitivities  of  the  robustness  measures 
taken  at  the  frequencies  where  robustness  should be 
improved.  These  sensitivities  indicate  the  directions 
the  design  paraneters  should  be  changed  towards,  to 
ensure  the  robustness  improvement.  By  selecting  only 
a  subset  of  the  design  parameters  for  adjustment  it 
is  possible to preserve  significant  aspects of the  ini- 
tial  design. 
formed  by  formal optimizati'm  methods or  by direct 
tuning. 
Earlier  approaches  to  robustness  improvement  using 
eigenstructure  assignment  have  focused  on  a  time-domain 
characterization  of  the  robustness  problem,  and  have 
aimed  towards  inproving  the  spectral  condition  number 
of  the  closed-loop  eigenstructure  [16,  and  references 
herein]. The  approach  in  this  paper  differs  from  these 
approaches  since  the  robustness  problem  is  viewed  from 
a  frequency-domain  perspective. 
for  robustness  improvement  based on other  design 
methodologies  nay  be found in refs. [ l o ,  121. 
- eigenstructure  assignment  and  the  singular  value - 
based  robustness  concepts  are  shortly  reviewed,  in 
section  three  the  singular  value  sensitivities  are 
derived.  In  section  four  thc  adjustment  procedure  is 
outlined  and  the  computational  aspects  discussed.  The 
method  is  illustrated  by  an  example  in  section  five 
The  adjustment  of  the  design  parameters  can  be  per- 
Other  applications  of  singular  value  sensitivities 
The  outline  of  the  paper  is  as  follows.  In  sectiontwo 
and a  few  summarizing  remarks  follow  in  section 
6. 
2. The  problem  statement 
Consider  the  finite-dimensional  linear  time-invari- 
ant system 
A = A x  + Bu , xERn , uER" (2-1) 
where A, B are  constant  matrices  of  appropriate  dimen- 
sions. B  is  assumed  to  be  of  full  rank. ( A ,  B)  is  a 
controllable pair. 
trol  law 
It  is  desired  to  design  a  full  state  feedback  con- 
u = -KX + r , rERm (2 -2 )  
In  the  context  of  eigenstructure  assignment  the 
extra  freedom  inherent  in  multivariable  state  feedback 
(beyond  eigenvalue  placement)  is  utilized  to  place 
parts  of  the  closed-loop  eigenvectors. 
2.1 Eigenstructure assignment 
The extra  freedom  of  selecting  eigenvectors  may  be 
summarized  as [ 11 : 
Let !L = be a self-conjugate set of distinct 
complex  numbers  containing  no  open-loop  eigenvalues. 
There  exists  a  real  matrix  K such that  vi  is  an  eigen- 
vector  of  A-BK  iff. 
a)  are  linearly  independent  in  Cn  and 
vi = "1 
- 
if X .  = A ,  
1 3  
- 
b)  'Vi] ;ti E Ker  [iiI -A, -B] 
C) K = - [  tl . . . . tn] [VI.. . . vn]-' = -TV -1 
The  design  parameters  of  this  approach  are  the  vec- 
tors t. and  the  set A. V denotes  the  closed-loop  eigen- 
vector-matrix. 
Several  approaches  to  utilize  this  result  in  I/O- 
response  design  have  been  derived  [l-51. 
Unfortunately  the  resulting  designs  have  no  signi- 
ficant  guaranteed  robustness  properties,  when  the  ro- 
bustness  measure  is  the  minimum  singular  value of a 
return  difference  or  inverse  return  difference  matrix 
[6-81. If the  resulting  robustness  properties  evaluated 
over  an  appropriate  frequency - interval  is  unsatis- 
factory,  some method  for  "recovering"  acceptable  robust- 
ness  levels  is  necessary.  If  possible  this  method  should 
preserve  as  many  of  the  desirable  I/O-response  proper- 
ties  of  the  initial  design  as  possible. 
( 2 - 3 )  
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In  section  3  a  technique  dealing  with  this  problem 
is  developed.  In  the  next  section  a  short  review  of 
the  singular  value-based  robustness  approach  is  given. 
2.2  Singular  value-based  robustness  concepts 
The  robustness  of  a  control  loop  with  respect  to  a 
given  loop  breaking  point  can  be  described  by  the  mini- 
mum  singular  value  of  the  associated  return  difference 
or  inverse  return  difference  matrix  evaluated  over  the 
frequencies  16-81. 
Stability  robustness  is  tested  by  the  condition 
[6-71. 
- 
U(L(jw)) < g(1 + G-l(jw)) Vu 2 0 (2-4) 
where L ( j w )  represents  the  multiplicative  uncertain- 
ties  at  the  loop-breaking  point,  and  G(jW)  is  the  loop 
transfer. a is the  minimum  singular  value  of  the  argu- 
ment. 
The stability  margins  are  defined  by  [7-81. 
A  second  robustness  objective  concerns  the  loop  per- 
formance.  The  formulation  of  this  issue  in  the  singular 
value  setting  is  discussed  in 16, 111. 
original  references. 
A  detailed  account  of  these  results  is  given  in  the 
3. Singular  value  sensitivities  in 
eigenstructure  assignment 
Let  the  singular  value  decomposition (SVD) of  a 
complex  matrix  M  be 
M(p) = U(p)C(p)Z(p)H , = diag (Ui) 
(3-1) 
UUH = I  , Z Z H = I  , u > . . . > U  > o  1 m =  
Here 0 denotes  the  singular  values, U and Z contain 
the  associated  singular  vectors. A detailed  outline  of 
the  SVD  is  given  in [18]. 
The variable  p  in  (3-1)  denotes  a  real  parameter.  In 
the  following  M  is  assumed to be  analytic  in  p.  The  sen- 
sitivity  (or  gradient)  of Ui[M(p) ] with  respect  to  p is 
for distinct d 
i 
i 
With  Re  as  the  real  part  of  the  argument. 
Let R = {we}:=l denote  a  set  of  frequencies  where  an 
initial  design  has  unsatisfactory  robustness  properties. 
One  systematic  approach  to  the  redesign  of  the  control- 
ler  is  to  evaluate  the  singular  value  sensitivities 
with  respect  to  the  design  parameters at the  frequen- 
cies R. The  sensitivities  will  indicate  in  which  direc- 
tions  the  design  parameters  should  be  moved  to  improve 
the  robustness  characteristics. 
are  the  parameter  vectors ti and  the  eigenvalues x
In  this  section  singular  value  sensitivities  associated 
with  these  design  parameters  are  derived. 
Only  return  difference  matrices  for  the  loop  broken 
at  the  input  are  considered.  Results  for  other  robust- 
ness  measures  are  given  in  appendix A. Furthermore it 
is  assumed  #at  the design  parameters  ti  and xi are 
real,  the  complex  case  is  treated  in  appendix B. 
3.1 Design  parameters  t 
The  design  parameters  in  eigenstructure  assignment 
i' 
i 
Let  p  be  the  j'th  element  of  ti,  and  let M be  the 
return  difference  taken  at  the  frequency w = k! . 
In the  following  the  explicit  dependency  of  p  and 
we is suppressed. 
tij  is 
The  sensitivity  of  g(I+G) at w = w with  respect  to 
Since  KV = -T the  following  applies 
- 
ati aT = [ O  . . . o e.0 . . . 01 7 
e- > 
i 
(3-4) 
(3-5) 
av av 
atij at.. - =  [ o  ... 0 -0 ... 01 
1 7  
< i > 
e = [ O  ... o 1 o ... olT 
j <- > 
j 
from  eq.  (2-3) it  is found  that  vi = O(Ai)Bti  and thus 
where  w  is  the  i'th  left  eigenvector  of  A-BK.  If  eq. 
(3-6) is inserted  in  eq.  (3-4)  the  singular  value  sen- 
sitivity is given by 
i 
and  the  gradient  of a with  respect  to  T  is 
aK  aK -..... - 
at1 1 atin 
- atmi  atmn- 
v K =  T - aK  aK ..... - 
UB = Blockdiag (u 1 
Z$B = Blockdiag (I) (jw,) 5) 
H 
with  dim uB = m x m2  and  dim Z = n2  x  n. 
+B 
(3-8) 
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3.2 Design  parameters x i Remark 2. When  the  elements t . .  and xi are  complex 
the  corresponding  expressions V k and OAK are  given  in 
11 
T If p is selected as a distinct closed-loop eigen- appendix B. 
value x .  the  following  results  apply. 
Remark  3.  Gradients  according  to  other  loop-breaking 
- -  _ -  aK av -1 ax, axi I(-v 
< 
i > 
Since  v = 0 (Ai)Bti  then i 
avi aocx,) 
ax, axi Bti - =- 
points  and  other  robustness  measures  are  given  in 
appendix A. 
Remark 4. The  inclusion  of  multiple  eigenvalues  in A 
does  not  pose  any  principal  problem,  but  it  is  computa- 
tionally  tedious.  Anyway  this  is  not  justified  from 
robustness  considerations 1161. 
Remark 5. Open-loop  eigenvalues  of  A  and  uncontrol- 
lable  eigenvalues  can  be  included  in  the  set A. This 
requires  slightly  modified  methods,  as  discussed  in 
(3-9) 
t171. 
In section  4  the  design  adjustment  procedure  is  out- 
lined. 
ao(xi) a@-' (xi) 4.0  Design parameter  adjustment  procedure 
a x i  = - @(Xi) ai @(Ai) = - @(Xi)' (3-10) The  gradients v 0 a.nd v 0 indicates  the  directions T- R- 
1 
and  thus 
the  design  parameters  should  be  adjusted  towards  to 
improve  the  robustness  characteristics.  In  many  situa- 
tions it is  not  acceptable  to  adjust  all  design  para- 
meters  since  some  of  these  correspond to desirable 
characteristics. In eigenstructure  assignment  some  vec- 
tors tl and  the  associated  eigenvalues 1, might  have 
1 
T 
I -  - aK = K@(Ai)viwi  (3-11)  been chosen  to  obtain  certain  dominant  response  charac- axi teristics  and  certain  "mode-mixing''  i.e. a  desirable 
I/O-response,  whereas  other  vectors ti and x. are  less 
where  w is the  i'th  left  eigenvector  of  A-BK  and i  important/dominant  from  the  I/O-point  of  view.  These 
design  parameters  should  then  be  chosen  for  adjustment 
in  order  to  obtain  good  robustness  properties. 
we is  too  small,  then  the  design  parameters  selected 
aa - T axi tue = Re[uH - K@(Xi)viWi  $(jUe)z] (3-12) If the measure g(I+G) evaluated of some frequency 
The  gradient of a(I+G) with  respect  to A is 
vRK [k, .... , -1 aK 
axn 
(3-13) 
for  adjustment  (adjustment  parameters)  should  be  re- 
selected  as 
(4-1) 
0 aa 
x i = x i  + E  - > o  i  atij € 1  == 
where E l l  and El are  adjustment  parameters  which  are 
The  results  of  sections 3.1  and  3.2  concerning singu- 11 I 
lar  value  gradients  may  be  summarized  as: selected  by  the  designer.  Since  only  first  order  sensi- tivities  are  considered  the  parameters Eij and E i 
Proposition 
Let 2 be  a  distinct  minimal  singular  value of M = 
I+K( jUe1-A)-'B,  where K = K(T,A)  and M is analytic  in 
the  elements  of  T  and A . (A, B)  is a  controllable  pair, 
and  let 5 and  denote  the  left  and  right  singular  vec- 
tors  associated  with g. h is  a  set of distinct  complex 
conjugate  numbers  which  does  not  contain  any  members of 
the  spectrum  of A. Then  the  gradients of a with  res- 
pect  to  the  design  parameters T and A evaluated at 
s = j w  are 
should  be  chosen  carefully  to  guarantee  an  improvement 
of  g(I+G). 
If  g(I+G)  and  possibly  also  other  singular  value 
quantities  should  be  adjusted  at  several  frequencies, 
and  furthermore  some  quantities  must  not  decrease  at 
other  frequencies,  the  problem of finding  feasible 
solutions  Atij  and A h .  is  less  transparent.  In  this 
case  the  problem  may  be  formulated as a linear  program- 
ming  problem as discussed  in  [lo],  or as  a formal 
optimization  problem. 
One  such  formulation  is  based  on  the  index  1121 
vg(I+KQB) = Re [LIB * vTK ZillBl (3-14) J = [,ax 10, c r D  (jwi)-  a(jwi)} l2 
V~~(I+KQB) = Re tKH V ~ K  - z I J 
(4-2) 
i= 1 
@B 
(3-15) where N is the  total  number  of  frequencies  selected  for 
adjustment  and 2, ( j w . )  is  the  desired  level at w = w i' 
By  using  the  gradients  developed  in 53.1  and 3.2 Remark 1. If is  not  a  distinct  singular  value  the 
concept of generalized  gradients  can  be  applied.  This  the  optimization  can  be  performed. 
requires  the  Gateaux  differentials,  as  discussed  in 191.
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In [12] a  constant  level gD is  used  to  improve  the 
stability  margins.  If OD ( j w . )  is  instead  frequency - 
dependent  the  optimization  can  be  applied  to  multi- 
variable  loop-shaping [ll], where U (jw.) indicates 
the  desired  loop-shape. 
rized  in  the  following  design  principle 
-D 1 
The design  procedure  described  above  may  be  summa- 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Do the  initial  design  with  some 
eigenspace  technique. 
Evaluate  the  stability  robust- 
ness  and  the  performance.  If 
these  are  not  acceptable  go 
to  step  3. 
Select  the  frequencies  where 
robustness  should  be  improved, 
or  should  not  be  allowed to 
change.  Evaluate  the  gradients 
V 0 and V U at  the  frequencies 
where  improvements  are  desired 
and  for  the  relevant  robustness 
quantities. 
Select  the  design  parameters 
which  are  allowed  to  be  adjusted 
and  select  the  new  set of adjust- 
ment  parameters,  Tnew  and Anew 
either  by direct  adjustment  or 
with  some  optimization  scheme. 
Evaluate  the  new  controller K. 
Go to  step 2. 
T- A -  
The method  does  not  provide  any  guarantees  concern- 
ing  achievable  singular  value  plots. The final  con- 
troller  can  be  very  dependent  on  the  nominal  con- 
troller. 
able  if  they  are  in  accordance  with  fundamental  per- 
formance  limitations  [6,  71. 
4.1 Computational  and  numerical  issues 
Notice  that  the  design  objectives  are  only  obtain- 
The computational  requirements  for  evaluation  of 
the  singular  value  gradients  are  modest,  since  the  for- 
mulas  involved  are  straight-forward  to  evaluate. All 
necessary  computations  may  be  performed  using  standard 
numerically  well-proven  software  like MATLAB [141. 
MATLAB  also  provides  a  relevant  media  for  the  inter- 
action  between  the  designer  and  the  design  software. 
If  the  parameter  adjustment  is  performed  by  some 
optimization  scheme,  standard  software  also  exists  for 
this  task  [lo,  121. 
If  the  singular  values  of  a  matrix  areclustered the 
calculation  of  the  singular  vectors is ill-conditioned. 
Techniques  for  coping  with  this  problem  are  considered 
in [9]. Efficient  calculation  of  transfer  function 
matrices  is  considered  in [15]. 
subspace  which v. belongs to, can be  numerically  ill- 
conditioned.  For  such  cases  the  calculation  of  the  as- 
signable  eigenvectors  must  be  based  on  14,  161 
The calculation  of  the  vector  space,  which  spans  the 
The singular  value  decomposition  of  the  first  matrix 
in  (4-3) is 
[AiI - A ,  -B] 
clearly 
<-> <-> <-> <-> 
n m  n  m 
(4-5) 
Based  on  this  expression  gradients  can  be  evaluated. 
Details  of  this  is  outlined  in [17]. 
5. Example 
Consider  the  system  (defined  in  [13]). 
0 0.9945 0.1044 0 
0 -1.525 0.0678 -30.02 
0 -0.0166 -0.1502 5.159 
0.035  0.0698 -0.9992 - 0.0903 
A =  
B =  
11.51  5.241 
0.1894 -1.968 
-0.003 0.135 
The initial  design  parameters  have  been  selected  as 
To=[1 0 1 cl 4 1 1 - 1  
A = [-2.63ij3.26, -3.442j1.601 0 
In  Figs.  1-3  the  "nominal  design"  curve  represents 
U(I+K$(  jw) ) . It  is  desired  to  improve  the  stability 
margins  without  deteriorating  the  nominal  low  frequency 
performance  against  disturbances.  Therefore  two  fre- 
quencies w1 = 0.1 r/s and w2 = 10 r/s are  selected  as 
tuning  frequencies,  where V U and V U are  evaluated. 
Three  different  sets  of  adjustment  parameters  are 
T- A- 
considered,  and  the  associated  robustness  improvement 
is  considered. 
Case 1. All elements of T  are  subject  to  adjustments, 
whereas A should  remain  unchanged. 
Case 2. All elements  of A are  subject  to  adjustments, 
whereas T should  remain  unchanged. 
Case 3. and x4 and t and t4 are subject to ad- 
justments,  whereas  the  other  elements of and T 
should  remain  unchanged. 
3 3 
The improvements  in  the  three  cases  are  shown  in 
Figs.  1-3 in 4 steps. In all  three  cases  the  objectives 
are  satisfied. The improvements  in  the  multivariable 
stability  margins  (based  on  C(I+G))  are  summarized  in 
Figure 4. Notice  that  in  case 3 the  stability  robust- 
ness  is  almost  equal  to  the  LQ-margins,  in  the  other 
two-cases the  margins  are  not  much  below  LQ-margins. 
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In  case  2  the  nominal  performance  is  also  increased 
significantly. In  cases 1 and  3  the  low  frequency  nomi- 
nal  performance is  almost  equal  to  the  initial  value. 
In all 3 cases  the  price for  the  improvements is an 
increase  in  bandwidth  and  a  change  in To and ho. The 
final  values  of  T  and  are  in  the  3  cases. 
T1 = [:.E 0.6 0 6 
-0.6 1:2 -:.6] , = 
1 0  
A = [-2.63+j3.26,-4.8' 3 
6. Summary 
2.91 
In  this  paper  a  technique  for  improving  insufficient 
robustness  characteristics  of  control  systems  designed 
with  eigenstructure  assignment  is  considered.  The  tech- 
nique is based on singular  value  gradients  evaluated  at 
selected frewencies with  respect  to  the  design  para- 
meters.  With  this  technique  it  is  possible  to  select 
a  subset  of  the  design  parameters  for  adjustments, 
while  the  remaining  design  parameters  are  not  affected. 
This property  implies  that  significant  characteristics 
of  the  initial  design  remain  unaffected, .g. closed- 
loop  eigenvalues,  mode-mixing  and  dominant  behaviour. 
The  formulas  for  evaluating  the  gradients  are  computa- 
tionally  simple  and  they  are  easily  implemented  with 
standard  software. 
can be  obtained  while  important  nominal  design  proper- 
ties  are  maintained. 
adjustment  of  (observer  design  parameters,  if  these  are 
formulated  in  the  eigenstructure  assignment  framework. 
The  limitations  of  this  technique  are  that  gradient 
techniques  do  not  necessarily  find  the  "best"  solutions 
to  a  given  problem,  unless  it  is  used  carefully.  Fur- 
thermore,  it  is  assumed  that  the  robustness  specifica- 
tions  can be  expressed  in  the  singular  value-based  con- 
text.  More  complex  problems  require  the  structured  sin- 
gular  value [ill. 
The example  illustrates  that  significant  improvements 
The  methods  in  this  paper  are  easily  extended  to  the 
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Appendix  A 
If  the  loop-breaking  point  is at the  plant  output, 
the  corresponding  robustness  measure  is 
M = I t $(Oe)K = UCZ H (A-1) 
and  the  corresponding  gradients  are 
- aa axi 
(A-2) 
If the  inverse  return  difference  matrix  is  used  as 
robustness  measure  and  the  loops  are  broken  at  the 
input  then 
-1 H M = I + (K$( jo,) = UCZ 
(A-3) 
If  n = m results  for  the  inverse  return  difference 
with  the  loop  broken at the  output  are 
u~~ = 5 K , z2 = ($(joe) K) 5 H -1 -1 
Appendix B 
(A-4) 
When  some  parameters h and t.. are  complex  numbers, 
expressions  for  the  gradients  are  given  below.  The  for- 
mula  (3-2)  requires  the  parameter  p  to  be  real  19, 121f
i 1 3  
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this is  accomplished by using  the  real  and  imaginary 
parts  of x .  and t . ,  separately.  The  associated  eigen- 
space is [l](subscripts R and I denotes  real  and  ima- 
ginary  part  of) 
11 
v = [vl ... v iR ViI .. . Vnl 
T = [tl ... tiR  tiI ... tnl 
ViR = OiR(xi)BtiR - Qi1 (Xi)BtiI 
(B-1) 
viI = Oi1(Ai)BtiR + OiR(Xi)BtiI 
@ i R  (1 i1 = OiR = Re@(Xi) , OiI ( x i )  = OiI = Im (x i )  
Then 
M = I + K+(jw ) = U C Z  H 
< d b >   F I G U R E  1 
15-  -, i n i t i a l  ..... . . .  design 1 - - _ _ _  design 2 
_._._._ design 3 
10 - 
5 -  
0 
- 1  I 
0.1 1 0  
I 
10.0 100.0 
l o g ( U )  < r / s >  
U < d b >  FIGURE 2 
-. -, - . -. -. - . -, -_____----- 4 
, 5  _......_....... .".". - initial 
10- 
5 -  
0 
- 5  I I 
0.1 1.0 IO. 0 100.0 
i o g ( U  ) < r / s >  
av 
- -  iR - (XiRI-A) -1 QiRBtiI - 2OiRViR 
a h i R  
aviI 
a h i R  
- =  -1 (x. I - A )  aiRBtiI - 2QiRViI IR 
aViR 
aAi I  
- =  -OiIBtiI/AiI + 2aiIViR 
Similar  expressions  can  be  found  for  other  robust- 
ness  measures. 
0 < d b >  FIGURE 3 
1 
Figure 4 Gain  margins Phase margins 
Initial  design 
60° > 0.5 < gm < oJ LQ-margins 
59.9O > I Oml 0.5004 < gm 678.9 Case  3 - final 
57.6' > ;em! 0.51 < gm < 33.33 Case  2 - final 
57.6O > jem\ 0.51 < gm < 33.33 Case 1 - final 
37.6' > lem[ 0.61 < gm < 2.8 
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