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Units
In this thesis, unless otherwise stated, it was employed the atomic unit system to describe
the various quantities. The conversion to the International System of Units (SI) is given
below:
1 a.u. of length (Bohr, a0) = 5.29177249× 10−11 m;
1 a.u. of mass (me) = 9.1093897× 10−31 kg;
1 a.u. of charge (e) = 1.60217733× 10−19 C;
1 a.u. of energy (Hartree, E h) = 4.3597482× 10−18 J;
1 a.u. of angular momentum (~) = 1.05457266× 10−34 Js
1 a.u. of electrostatic constant (4piε0) = 1.11265006× 10−10 J−1C2m−1.
In addition to the atomic unit system, others were also used:
1 kcal mol−1 = 6.9477014× 10−21 J;
1 cm−1 = 1.9864475× 10−23 J;
1 A˚ngstrom (A˚) = 1× 10−10 m;
1◦ = (pi/180) rad.
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Resumo
De entre os va´rios sistemas qu´ımicos de interesse, a mole´cula de pero´xido de hidroge´nio
merece especial atenc¸a˜o, desempenhando um papel fundamental em muitos processos
qu´ımicos nomeadamente, na combusta˜o e na qu´ımica da atmosfera e do meio interestelar.
Por esta raza˜o, esta mole´cula tem sido o to´pico de enu´meros estudos quer teo´ricos, quer
experimentais ao longo dos u´ltimos anos.
Do ponto de vista teo´rico, o conhecimento das propriedades moleculares do sistema
de pero´xido de hidroge´nio, assim como de qualquer outro sistema molecular, requer, a`
priori, o conhecimento da Superf´ıcie de Energia Potencial (SEP), func¸a˜o que governa
o movimento dos nu´cleos num potencial criado pelas energias eletro´nica e de repulsa˜o
internuclear definidas para cada configurac¸a˜o nuclear do sistema e cujo conceito tem por
ge´nese a separac¸a˜o de Born-Oppenheimer.
A construc¸a˜o de uma SEP com precisa˜o adequada tendo em conta as propriedades
do sistema que se pretendem avaliar, acarreta va´rios condicionamentos quer de cara´cter
formal, quer de cara´cter computacional, na˜o obstante, continua a ser uma fonte primordial
de informac¸a˜o para a compreensa˜o de muitos processos qu´ımicos e muitos teˆm sido os
avanc¸os no sentido da criac¸a˜o e aplicac¸a˜o de me´todos e te´cnicas mais eficientes e expeditos
para a sua obtenc¸a˜o.
Posto isto, o objetivo da presente tese de doutoramento incide na construc¸a˜o de uma
SEP global com precisa˜o qu´ımica para a mole´cula de pero´xido de hidroge´nio no seu estado
fundamental, para posteriormente ser utilizada em estudos de dinaˆmica molecular.
Para a representac¸a˜o anal´ıtica da SEP aplicou-se o me´todo da dupla expansa˜o multi-
corpos (DBME). Com este formalismo, o potencial do sistema em considerac¸a˜o e´ dado pelo
sumato´rio sobre todos os fragmentos representativos dos termos a 1, 2, 3 e 4-corpos o que
garante a dissociac¸a˜o correta do sistema. Cada um destes termos e´ por sua vez separado
nas suas componentes de curtas e longas distaˆncias as quais apresentam dependeˆncias
funcionais distintas. Para o sistema em estudo, foi necessa´rio recorrer a uma matriz 3× 3
a fim de reproduzir com precisa˜o todos os canais de dissociac¸a˜o nomeadamente, O(1D) +
H2O(X
1A1), OH(X
2Π) + OH(X 2Π), O2(a
1∆g) + H2(X
1Σ+g ) e H(
2S) + HO2(X
2A
′′
),
v
de acordo com as regras de Wigner-Witmer.
Na primeira parte da dissertac¸a˜o sa˜o descritos os princ´ıpios teo´ricos que serviram de
base a` investigac¸a˜o desenvolvida. Assim, abordar-se-a´ de forma sucinta o conceito de
superf´ıcie de energia potencial a` luz da aproximac¸a˜o de Born-Oppenheimer, assim como
os sistemas de coordenadas mais frequentemente utilizados na sua representac¸a˜o e as
caracter´ısticas mais relevantes da sua topologia. Os princ´ıpios ba´sicos associados aos
me´todos de ca´lculo de estrutura eletro´nica, chamados de ca´lculos ab initio por recorrerem
apenas aos primeiros princ´ıpios, sera˜o igualmente abordados, dando particular eˆnfase aos
aplicados na arquitetura da presente SEP.
Foram efetuados ca´lculos de estrutura eletro´nica com base em dois me´todos teo´ricos,
o me´todo Coupled-Cluster (CC) e o me´todo de ca´lculo baseado na Teoria de Perturbac¸a˜o
Multiconfiguracional, sendo a utilizac¸a˜o de um em detrimento de outro, condicionada
pelas carater´ısticas eletro´nicas das espe´cies que prevalecem na zona espec´ıfica que se
pretende estudar. O elevado custo, em termos computacionais, dos me´todos de ca´lculo
ab initio, que rapidamente cresce com o tamanho da base de func¸o˜es utilizada, foi a
forc¸a impulsionadora do desenvolvimento de um esquema de extrapolac¸a˜o/escalonamento
para prever com elevada precisa˜o energias calculadas usando bases de func¸o˜es menos
dispendiosas.
A forma funcional utilizada para representar as interac¸o˜es a 4-corpos a curtas distaˆncias
baseia-se numa soma de func¸o˜es polinomiais do quarto grau, cada uma multiplicada por
um termo de amortecimento, ambos centrados em geometrias de refereˆncia espec´ıficas.
Relativamente a`s interac¸o˜es a 4-corpos a longas distaˆncias, apenas foram consideradas as
interac¸o˜es eletrosta´ticas dipolo-dipolo entre dois radicais OH(2Π).
Devido a` invariaˆncia do Hamiltoneano eletro´nico em relac¸a˜o a` permutac¸a˜o de quaisquer
a´tomos ideˆnticos, a SEP para um sistema molecular constitu´ıdo por dois ou mais a´tomos
da mesma espe´cie qu´ımica, deve satisfazer esta simetria permutacional. A implementac¸a˜o
da simetria permutacional na SEP foi efetuada com o recurso a func¸o˜es polinomiais in-
variantes. Para tal, aplicou-se o teorema de Molien para determinar o nu´mero mı´nimo de
termos, a chamada base de integridade, para construir a func¸a˜o invariante e o nu´mero de
termos de cada grau que devem ser utilizados.
A definic¸a˜o da base de integridade passa pelo recurso a operadores de projec¸a˜o. Com
base na aplicac¸a˜o destes operadores, determinaram-se as sete invariantes a serem utilizadas
na contruc¸a˜o de cada polino´mio. Sendo polino´mios do quarto grau teremos, enta˜o, um
total de 75 termos por polino´mio.
O processo de ajuste baseia-se num ajuste multifuncional linear envolvendo um total
de 21 geometrias de refereˆncia, o que perfaz 21×75 = 1575 paraˆmetros a ajustar. De entre
as refereˆncias, 11 foram escolhidas de modo a cobrir as zonas do espac¸o configuracional de
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maior relevaˆncia na dinaˆmica das reac¸o˜es que ocorrem na SEP. A atribuic¸a˜o dos pontos
ab initio a`s correspondentes geometrias centrais processou-se atrave´s do recurso a uma
te´cnica de partic¸a˜o denominada por k -means em que os pontos sa˜o distribu´ıdos com base
na minimizac¸a˜o da distaˆncia euclidiana. As restantes geometrias, definidas de modo a
cobrir o espac¸o configuracional na˜o abrangido pelas onze estruturas de refereˆncia fixas,
foram otimizadas durante o processo de atribuic¸a˜o dos pontos de modo a que cada uma
tivesse pelo menos 300 pontos na sua vizinhanc¸a.
Tendo em conta a opc¸a˜o por um ajuste multifuncional, a abordagem passou por uti-
lizar func¸o˜es gaussianas modificadas para definir os termos de amortecimento de modo a
minimizar a interfereˆncia entre os va´rios termos polinomiais. Para manter o ajuste linear,
os paraˆmetros destas func¸o˜es gaussianas foram definidos a partir da dispersa˜o dos pontos
na vizinhanc¸a de cada centro.
Caracter´ısticas relevantes da func¸a˜o de energia potencial modelada foram investigadas
atrave´s da determinac¸a˜o de pontos de estacionariedade, do ca´lculo de barreiras energe´ticas
e da ana´lise de gra´ficos ilustrativos de cortes a uma dimensa˜o ao longo de coordenadas
selecionadas bem como, de gra´ficos de contornos referentes a va´rios canais reacionais.
Na auseˆncia de dados experimentais precisos, a aferic¸a˜o da qualidade da superf´ıcie e´
estabelecida por comparac¸a˜o com resultados teo´ricos da literatura.
Por fim, as principais concluso˜es sera˜o sumariadas. Futuros melhoramentos e poss´ıveis
aplicac¸o˜es da presente superf´ıcie de energia potencial sa˜o igualmente sugeridos.
Palavras Chave: Qu´ımica Teo´rica, Superf´ıcie de Energia Potencial, Pero´xido de
Hidroge´nio, Ca´lculos ab initio de estrutura eletro´nica
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Abstract
The hydrogen peroxide system has attracted widespread attention due to its overwhelming
importance in many chemical processes such as combustion, atmospheric and interstellar
chemistry.
The main goal of the present PhD thesis is the construction of a six-dimensional
Potential Energy Surface (PES) for the ground state of the H2O2 system with chemical
accuracy in order to achieve trustworthy kinetic data. The analytical representation of
the PES is based on a double many-body expansion (DMBE) formalism, where a 3 × 3
matrix is used to accurately reproduce all the dissociation channels.
The first part of this thesis concerns the concept of PES, the coordinates used to rep-
resent it as well as its major topological features. A survey of the theoretical framework of
the ab initio calculations and the general strategy to obtain the analytical representation
of the PES are also reported. The second part focuses on the description of the ab initio
electronic calculations performed for mapping the most important regions of the config-
uration space. An extrapolation/scaling scheme is proposed to accomplish high-quality
ab initio energies. The parameters used in this procedure are obtained by interpolation
among several reference geometries.
This new DMBE hydrogen peroxide PES also accounts for the electrostatic dipole-
dipole interaction between two OH(2Π) fragments. The functional form used to represent
the short-range interactions is based on a sum of polynomial functions of the fourth degree
multiplied by a range factor, both built with intrinsic permutation symmetry and centred
at specific reference geometries, to which the ab initio points computed are assigned based
on a k -means algorithm.
Finally, important features of the model function are characterized and the major
conclusions are summarized. Further improvements and possible applications for the
present potential are also outlined.
Keywords: Theoretical Chemistry, Potential Energy Surface, Hydrogen Peroxide, Ab
initio Electronic Structure Calculations
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Theoretical Background
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Chapter 1
The concept of the Potential Energy
Surface
The Potential Energy Surface (PES) plays an important role in the understanding of
molecular phenomena such as molecular structure, reaction dynamics and spectroscopy.
Therefore, it is not difficult to perceive the effort applied during the past years, mainly
in the branch of theoretical chemistry, in the conception of suitable methods to its con-
struction. Given this, the major challenge is to obtain the solutions to the nonrelativistic
time-independent Schro¨dinger equation, since the exact description of a physical system
in its stationary state is given by the resolution of this equation regarding to all the par-
ticles that constitute the system. Unfortunately, this is far from being a trivial task since
the analytical solution is only possible for a few simple systems like the hydrogen atom [1]
and, for this reason, approximations must be considered.
One of the most important approximations concerning the understanding of molecular
properties is the Born-Oppenheimer approximation [2] and it is on this assumption that
lies the concept of the Potential Energy Surface.
1.1 The Born-Oppenheimer approximation
Considering a general molecular system comprising N nuclei and n electrons, the nonrel-
ativistic time-independent Hamiltonian can be written as a sum of five terms,
Hˆ = − ~
2
2me
∑
i=1
∇2i +
n∑
i=1
n∑
j>i
e2
4piε0rij
−
N∑
A=1
n∑
i=1
ZAe
2
4piε0rAi
+
N∑
A=1
N∑
B>1
ZAZBe
2
4piε0rAB
−
N∑
A=1
~2
2MA
∇2A,
(1.1)
where i, j refer to the electrons and A, B refer to the nuclei.
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In Equation 1.1 the distance between the electron i and nucleus A is written as riA =
|ri− rA|, and similar definitions are adopted for the distances rij and rAB. The constants
ZA and MA stand for the atomic number and mass of the nucleus A. The Laplacian
operators∇2i and∇2A give the differentiation with respect to the coordinates of the electron
i and to the coordinates of the nucleus A, respectively. The terms represent, in order of
appearance, the electronic kinetic energy, the electron-electron repulsions, the electron-
nuclear attraction, the nuclear-nuclear repulsion and the nuclear kinetic energy operators.
At this point we shall introduce the system of atomic units widely used to report
atomic and molecular calculations. In this system of units the electron’s mass (me), the
proton’s charge (e), the unit of angular momentum (~), and the vacuum permittivity
(4piε0) each have the numerical value of 1 [1, 3]. Hence, through the introduction of this
set of units, Equation 1.1 becomes,
Hˆ = −1
2
∑
i=1
∇2i +
n∑
i=1
n∑
j>i
1
rij
−
N∑
A=1
n∑
i=1
ZA
rAi
+
N∑
A=1
N∑
B>1
ZAZB
rAB
−
N∑
A=1
1
2MA
∇2A. (1.2)
Unless otherwise noted, from now on, atomic units will be used in this thesis.
Once established the Hamiltonian, the wave functions and energies of the system are
the solutions to the time-independent Schro¨dinger equation,
HˆΨ(r,R) = EΨ(r,R), (1.3)
where r and R designate the electronic and nuclear coordinates, respectively. The first
approach to solve Equation 1.3 is to take advantage of the fact that the nuclei are much
heavier than the electrons. The mass disparity between both particles allows us to say
that the electrons move much faster than the nuclei and so we can consider the nuclei
nearly fixed with respect to the electron motion. This approximation, known as the Born-
Oppenheimer approximation [2], is one of the cornerstones of theoretical studies reducing
significantly the mathematical treatment behind the application of the Schro¨dinger equa-
tion to atomic and molecular systems. The basic idea is that, due to the higher velocities
of the electrons they are able to adapt themselves instantaneously to any change in the
nuclear configuration. This means that the motion of the nuclei can be studied by con-
sidering that the nuclei move on a PES, which are solutions to the electronic Schro¨dinger
equation, including internuclear repulsion, for different arrangements of the nuclei.
So, within this aproximation, Equation 1.2 can be split into an electronic Hamiltonian
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for fixed internuclear distances, known as the clamped-nuclei (CN) Hamiltonian [4],
HˆCN = −1
2
∑
i=1
∇2i +
n∑
i=1
n∑
j>i
1
rij
−
N∑
A=1
n∑
i=1
ZA
rAi
+
N∑
A=1
N∑
B>1
ZAZB
rAB
, (1.4)
and a term, TˆN , referring to the nuclear kinetic energy operator,
TˆN = −
N∑
A=1
1
2MA
∇2A. (1.5)
Since the nuclear-nuclear repulsion term is independent from the electronic coordinates
and is a constant for a fixed nuclear configuration, it can be omitted from Equation 1.4
yielding a purely electronic Hamiltonian Hˆelec,
Hˆelec = −1
2
∑
i=1
∇2i +
n∑
i=1
n∑
j>i
1
rij
−
N∑
A=1
n∑
i=1
ZA
rAi
. (1.6)
Considering the nuclei to be static, the motion of the electrons is dictated by the Schro¨dinger
equation involving only Hˆelec,
Hˆelec(r,R)φ(r; R) = Eelec(R)φ(r; R); (1.7)
where φ(r; R) is the electronic wave function, which depends explicitly on the electronic
coordinates and parametric on the nuclear coordinates. After finding the value of Eelec(R),
for a fixed arrangement of the nuclei, the clamped-nuclei energy which is given by the
electronic energy including internuclear repulsion, U(R), can easily be obtained by solving
the internuclear repulsion term and then add it to Eelec [1],
U(R) = Eelec(R) +
N∑
A=1
N∑
B>1
ZAZB
rAB
. (1.8)
It is this clamped-nuclei potential, U(R), that we shall consider as the PES for the nuclear
motion in the Born-Oppenheimer approximation [5].
Since the Hamiltonian operator is an hermitian operator the adiabatic eigenfunctions
of the electronic Hamiltonian φi(r; R) can be chosen to be an orthonormal complete
basis set for each nuclear configuration. The complete wave function of the system can
be obtained as an expansion in the complete set of the electronic functions being the
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coefficient of the expansion, χ(R), functions of the nuclear coordinates [6],
Ψ(r,R) =
∑
i
χi(R)φi(r; R), (1.9)
Subtituing Equation 1.9 into the Schro¨dinger equation 1.3, it gives
Hˆ
∑
i
χi(R)φi(r; R) = E
∑
i
χi(R)φi(r; R). (1.10)
Considering the orthogonality of φi(r; R), if we multiply both terms of the previous equa-
tion by φj(r; R) and proceed to the integration over the electronic coordinates, we obtain
the following set of differential equations with respect to the nuclear coordinates,∑
i
〈
φj(r; R) | Hˆ | φi(r; R)χi(R)
〉
= Eχj(R), (1.11)
where the Dirac notation is applied to represent the integrals over the electronic coor-
dinates. Replacing in this last equation, sequentially, Equation 1.2, Equation 1.6 and
Equation 1.7, and after some algebraic manipulation we obtain
[
Ej(R) +
N∑
A=1
N∑
B>1
ZAZB
rAB
− E
]
χj(R)−
∑
i
N∑
A=1
〈
φj(r; R) | ∇
2
A
2MA
| φi(r; R)χi(R)
〉
= 0.
(1.12)
The operator∇2A involves the differentiation concerning the Ath nucleus and so, it acts ex-
plicitly on the nuclear wave function and parametrically on the electronic wave functions.
Developing this operator leads to the following equation,
[
−
N∑
A=1
∇2A
2MA
+ Ej(R) +
N∑
A=1
N∑
B>1
ZAZB
rAB
− E
]
χj(R) = Cˆjiχi(R), (1.13)
where Cˆji is the coupling operator, which is defined as,
Cˆji =
N∑
A=1
[〈
φj(r; R) | ∇
2
A
2MA
| φi(r; R)
〉
+
〈
φj(r; R) | ∇A
MA
| φi(r; R)
〉
∇A
]
. (1.14)
The coupling terms in the previous equation give the variation of the electronic wave
function regarding the nuclear coordinates. Since, as we have already mentioned, the
nuclei move much more slowly than the electrons, these coupling terms can be considered
as negligible. By doing so, Equation 1.13 becomes a set of uncoupled equations, the
6
1.2. Coordinates for the description of Potential Energy Surfaces
independent Schro¨dinger equations for the nuclear motion,[
−
N∑
A=1
∇2A
2MA
+ Ej(R) +
N∑
A=1
N∑
B>1
ZAZB
rAB
]
χj(R) = Eχj(R). (1.15)
In the previous equation, the terms inside the square brackets give the effective Hamilto-
nian for the nuclear motion, HˆNuc(R), given by,
HˆNuc(R) = TˆNuc + U(R). (1.16)
Summarizing, Equation 1.9, which approaches the total wave function as a product of
electronic and nuclear wave functions, and Equation 1.14, which discards the coupling be-
tween the different electronic states, constitute the foundations of the Born-Oppenheimer
approximation. Within this approximation, the application of the Schro¨dinger equation
is considerably simplified by allowing us to obtain the eigenvalues of the electronic Hamil-
tonian operator, followed by their replacement in Equation 1.15 to attain, by addition to
the nuclear energy contribution, the total energy of the system.
In everything that follows it shall be deemed as valid the Born-Oppenheimer approx-
imation and all the work will be based on this assumption.
1.2 Coordinates for the description of Potential En-
ergy Surfaces
To describe a system each atom must be uniquely represented. One common representa-
tion is to consider the Cartesian coordinates for all the atoms. The movement of the N
atoms within a molecule is then totally described by 3N coordinates. However, not all
coordinates are important to define the PES since the potential energy is invariant con-
cerning the translation and the rotation of a molecule. Excluding the degrees of freedom
that describe the molecular translational and rotational symmetry, the PES becomes only
a function of the internal movements of a system which are defined by 3N−6 coordinates
for a nonlinear N -atom molecule or 3N − 5 for a linear molecule [7].
A typical approach to represent a molecule, neglecting its position and orientation
in space, is to adopt a system of internal coordinates. There are a few possibilities for
the definition of these internal coordinates. For instance, in the case of a three-atom
system, such as the water molecule, the potential surface will depend on a total of three
independent internal coordinates which may be defined by three internuclear distances,
two distances and the angle between both, one distance and two angles, among others.
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The choice of an internal coordinate system over another must rely on the one that better
suits the problem that we are addressing to [8].
There is, however, an important issue that one must account for when potentials are
formulated based on internal coordinates. It exists a set of N(N − 1)/2 internuclear
distances for an N -atom molecule but only 3N − 6 of these are independent. This is not
problematic when we are dealing with small molecules where N ≤ 4, since for these cases
the degrees of freedom of the molecule equals the number of internuclear coordinates and
so, these last ones can be used directly as internal coordinates. However, for molecules
with more than four atoms, the number of internal coordinates exceeds the independent
internal coordinates being the divergence between both more pronounced as the number
of atoms increases. This redundancy leads to some dubiety in the choice of a set of
internuclear coordinates [7] but, nevertheless, they still remain the most common choice
in the description of PESs.
Thus, the internuclear distance representation is a valid choice of coordinates for small
molecules (with N ≤ 4) such as the hydrogen peroxide, the target molecule of our study,
where there are as many internuclear distances (total of six) as there are independent
internal coordinates. Yet, one must be aware that when the internal coordinates are
chosen to be the bond lengths within a molecule, these internuclear distances are restricted
to the triangle inequalities,
Ri ≤ Rj +Rk, i, j, k = AB,AC,BC. (1.17)
The triangle inequality theorem states that the sum of the lengths of any two sides
of a triangle must be greater or equal to the length of the third side. This means that
the configuration space of a molecule is limited to geometries that are physically real, i.e.,
geometries for which the above restrictions are satisfied [7]. We must be aware that when
we are dealing with a triatomic system the restriction of the bond length distances to the
triangle inequalities are enough, but when it comes to tetratomic molecules, such as the
hydrogen peroxide, additional constrains need to be introduced. For four-atom systems
we should also consider that the sum of the angles of the planes conjoint in each atom of
the molecule must be inferior or equal to 360◦, and one of these angles must be inferior
to the sum of the other two.
Another important aspect that needs special consideration is that, for a molecular
system composed of two or more identical atoms, such as the hydrogen peroxide, the
PES must be invariant in what concerns the interchange of these indistinguishable nuclei,
becoming useful to use coordinates with the appropriate permutation symmetry. The
construction of these symmetry coordinates and its application in the development of
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invariant polynomial functional forms for the representation of the hydrogen peroxide
molecule PES will be further discussed in Subsection 5.1.3.
1.3 Topological features of Potential Energy Surfaces
Potential Energy Surfaces afford basic information for the theoretical description of molec-
ular structures, molecular properties and chemical reactivity. Being a global function of
3N − 6 internal coordinates (R), the construction of a potential surface is a challenging
task since ab initio calculations must be performed for all the nuclear configurations that
are crucial to the conception of an adequate representation of the surface. Taking the
hydrogen peroxide as an example, the number of ab initio points required to represent a
one-dimensional PES cut range between 10 to 30 points for bond distances and 5 to 20 for
bond angles, approximately [9]. If we take as a benchmark 10 points for each dimensional
cut and considering the six-dimensional configuration space of the system, a total of 106
ab initio points must be computed to warrant a proper representation of the H2O2 PES.
In this context, a topological analysis provides a global overview of the regions of
higher importance through the location and characterization of the critical points on a
PES as well as helping us on the determination of the paths connecting them.
Critical points, or stationary points, are points at which the gradient, or the first
derivatives, of the potential energy function, V (R), with respect to each geometric variable
are zero,
∂V
∂Ri
= 0 ∀i=1,··· ,3N−6. (1.18)
Stationary points may be a minimum, a maximum or a saddle point. The characterization
of these points is accomplished by computing the matrix of the second derivatives of the
potential energy function. This matrix, also known as the force constant matrix or the
Hessian, comprises the elements,
∂2V
∂Ri∂Rj
i, j = 1, · · · , 3N − 6. (1.19)
A minimum on a surface is a point where the eigenvalues of the Hessian matrix of the
second derivatives are all positive. Physically it means that at a minimum, the potential
function is upper convex in all dimensions. There are two types of minima that must be
distinguished. A global minimum is unique and corresponds to the point on the PES that
has the lowest value of energy, i.e., it is the energetically most stable conformation of the
molecule. Local or relative minima are points with the lowest value of energy in a particu-
lar section or region of the PES. In the opposite case, there will be a maximum on the PES
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if the eigenvalues of the Hessian matrix are all negative and the function is everywhere
concave downward. If the Hessian matrix has both positive and negative eigenvalues then
we are in the presence of a saddle point. The number of negative eigenvalues character-
izes the order of the saddle point. Thus, a saddle point of order k is a maximum in k
directions and a minimum in all the other 3N − 6 − k directions. Let’s consider, as an
example, a first order (k = 1) saddle point. For this structure there is one and only one
negative eigenvalue for the Hessian matrix. This means that a first order saddle point is
a maximum along one direction and a minimum for all the other 3N − 7 directions. A
saddle point of first order is particularly important in chemical kinetics because only this
kind of structure may represent the transition state that connects the reactant valley to
the product valleys [7]. Since the PES is a contiguous function, a surface that encloses a
total of η minima must have at least (η − 1) saddle points of first order [10].
The process of finding a stationary point on a PES is called geometry optimization. A
wide range for optimization methods for finding stationary points are presently available
and well described in literature [6, 10, 11]. Usually, geometry optimizations are nonlinear
processes performed by starting with an initial guess for a specific molecular arrangement
that it is believed to be as close as possible to a plausible stationary structure, and submit
it to an optimization algorithm that continuously changes the geometrical parameters until
it has located a stationary point with a finite precision [12].
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The introduction of the Born-Oppenheimer approximation was indeed a major break-
through in quantum mechanics by allowing to solve the electronic part of the Schro¨dinger
equation in the presence of a static potential arising from the nuclei in a specific geometry
arrangement. Thus, for each nuclear configuration we can compute the correspondent
electronic energy and the set of data so obtained is then used to build the so wanted PES.
Nevertheless, even within the Born-Oppenheimer approximation, we are unable to
find an exact solution for the electronic Schro¨dinger equation (except for quite simple
systems like H+2 and similar one-electron systems). This drives us to the introduction
of further approximations able to provide reliable outcomes. A wide range of standard
models for the construction of approximate electronic wave functions has been developed
since the beginning of Quantum Mechanics. These methods are broadly referred to as
electronic structure calculations and can be classified by levels of specialization as ab
initio, semitheoretical, semiempirical and empirical calculations [7].
Ab initio methods are derived from the resolution of the electronic Schro¨dinger equa-
tion and so, the only approximations introduced are the ones related to the theoretical
method adopted and to the level of representation of the wave function. These calcula-
tions are the ones that give more reliable results, since their approximations come directly
from theoretical principles, without considering any experimental information except for
fundamental physical constants, within errors which are known beforehand. Irrespective
of their advantages, PESs based on ab initio calculations are only achievable for systems
with a small number of electrons.
The semitheoretical methods are essentially ab initio calculations, used to carry out
calculations for systems with a large number of electrons, where specific approximations
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are made namely by replacing the inner shell electrons (core electrons) with effective
potentials.
Semiempirical quantum chemistry calculations stem from the ab initio formalism and
use available information, both theoretical and experimental, to construct an analytical
functional form for the potential.
Different from the previous approaches, the empirical methods use exclusively exper-
imental reference data to calibrate the functional form.
In the present work, ab initio calculations were used exclusively to map the PES for
the hydrogen peroxide and so, a synopsis of the basal concepts that underlie the main
theoretical methods are presented in the remainder of this chapter.
2.1 Ab initio calculations
In general, there are two approximation methods to estimate the electronic energy based
on quantum mechanical techniques, the variational methods or supermolecular and the
methods based on perturbation theory.
2.1.1 Variational methods
The Rayleigh-Ritz variational method is based on the theorem according to which given
a system whose Hamiltonian operator, Hˆ, is time independent and whose lowest-energy
eigenvalue is Eexact, if φ is any normalized, well-behaved function of the coordinates of
the system’s particles that satisfies the boundary conditions of the problem, then [13]
E =
〈
Φ|Hˆ|Φ
〉
〈Φ|Φ〉 ≥ Eexact. (2.1)
This signifies that within the variational framework the expectation value of the Hamil-
tonian is an upper bound to the exact ground state energy [14]. Ab initio methods based
on variational principles differ among themselves on how they define the wave function,
φ. In order to obtain a good approximation to the exact energy, several parameters of
the wave function are optimized so as to minimize the variational integral.
2.1.1.1 The Hartree-Fock Self-Consistent Field method
From all the variational methods, the Hartree-Fock (HF) approach is of particular impor-
tance being often the first step toward more accurate methods which include the effect
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of electron correlation. Before the description of the basic theory and the mathematical
treatment inherent to this method, we must first introduce some important concepts.
As mentioned before, our interest lies on the solution of the electronic part of the
Schro¨dinger equation obtained from the time-independent Schro¨dinger equation, after
the introduction of the Born-Oppenheimer approximation. This electronic hamiltonian
in Equation 1.6 depends only on the spatial coordinates of the electrons although, to
accurately describe an electron, we must also account for an intrinsic spin coordinate.
There are two orthonormal spin functions conventionally labelled as α and β, meaning
spin up and down, respectively. These functions constitute a complete set for describing
the spin of an electron. Denoting a generic spin coordinate by ω, we can combine the
spatial and spin coordinates of an electron and simply represent them as x = {r, ω}.
This wave function is commonly referred to as a spin orbital. By doing so, the wave
function for an N -electron system that describes, for each electron, both the spatial and
spin coordinates can be written as Ψ(x1, x2, · · · , xN).
The existence in the electronic Hamiltonian of an electron-electron repulsion term, 1
rij
,
makes the electronic Schro¨dinger equation inseparable for each electron without further
approximations. One way to approach this problem is to consider, as a first step, that the
electron-electron repulsion term can be neglected or substituted by any function depending
only on the coordinates of one of the electrons. By starting with this assumption, the
Hamiltonian would be separable and the total electronic wave function, describing the
motion of an N -atom system, would be composed by a simple product of one-electron
spin orbital wave functions,
ΨHP (x1, x2, · · · , xN) =
N∏
k=1
χk(xk) = χ1(x1)χ2(x2) · · ·χk(xN). (2.2)
This product is known as the Hartree product, where each electron is independently
described by its own spin orbital. Despite being convenient, the Hartree product holds
one important drawback, it doesn’t account for the indistinguishability of electrons. By
giving electrons an identity, it fails to satisfy the antisymmetry principle, which states
that a many electron wave function must be antisymmetric with respect to the interchange
of any set of space-spin coordinates of any two electrons,
Ψ(x1, x2, x3, · · · , xN) = −Ψ(x1, x3, x2 · · · , xN). (2.3)
The minus sign of the equation forces the wave function to vanish if both electrons have
the same values for all their quantum numbers. A direct consequence of the antisymmetry
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principle requirement is the Pauli exclusion principle that states that no two electrons can
occupy the same spin orbital. One way to enforce the antisymmetric principle is to write
the overall wave function as linear combinations of Hartree products, which for a many
electron system can be represented as,
Φ(x1, x2, · · · , xN) = (N !)− 12
∣∣∣∣∣∣∣∣∣∣
χi(x1) χj(x1) · · · χk(x1)
χi(x2) χj(x2) · · · χk(x2)
...
...
...
χi(xN) χj(xN) · · · χk(xN)
∣∣∣∣∣∣∣∣∣∣
, (2.4)
also known as a Slater determinant, where the factor 1√
N !
is the normalization constant.
In this determinant all the elements of a given line are related to the same electron while
the elements of a specific column are all associated to the same spin orbital.
Exploiting the properties of determinants we may state that switching two lines of
the determinant, which is equivalent to exchange the coordinates of two electrons, leads
to a change of sign of the determinant. This fulfils the requirement of the antisymmetry
principle. On the other hand, if two columns are identical the determinant will be zero.
Thus, we may say that if two electrons occupy the same spin orbital, the wave function
will vanish. This representation of the wave function also satisfies the Pauli exclusion
principle.
At this point, we are prepared to underline the foundations of the Hartree-Fock
method. In this approach the total electronic wave function for a many electron system
is characterized by a single, antisymmetric Slater determinant made of one spin orbital
per electron of the form of Equation 2.4, and the electron-electron repulsion is treated in
an average way. Within this method the “best” wave function corresponds to the set of
spin orbitals that minimize the variational value of the electronic energy,
Eelec =
〈
Φelec|Hˆelec|Φelec
〉
〈Φelec|Φelec〉 . (2.5)
The variational optimization is performed through the application of Lagrange mul-
tipliers constrained to the orthonormality of the spin orbitals, {χi|χj} = δij. This yields
the Hartree-Fock equations, which determine the individual optimal spin orbitals,
f(i)χ(xi) = εiχ(xi) (2.6)
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where f(i) is the Fock operator,
f(i) = −1
2
∇2i −
N∑
A=1
ZA
rAi
+ υ(i)HF . (2.7)
The two first terms of the Fock operator are the kinetic energy and potential energy for
attraction to the nuclei experienced by the single electron i. The third term represents the
average potential energy of ith electron due to the presence of the other n− 1 electrons,
named the Hartree-Fock potential, and is represented by,
υ(i)HF =
∑
u
Ju(i)−Ku(i), (2.8)
where the sum is over all spin orbitals u = a, b, c, · · · . Considering that electron 1 is
arbitrary assigned to spin orbital χa and electron 2 to spin orbital χu, the Coulomb (Ju)
and the Exchange operators (Ku) are defined as follows,
Ju(1)χa(1) =
{∫
χ∗u(2)(r12)
−1χu(2)dx2
}
χa(1) (2.9)
Ku(1)χa(1) =
{∫
χ∗u(2)(r12)
−1χa(2)dx2
}
χu(1). (2.10)
Since the Hartree-Fock operator f(i), which generates the one-electron spin orbital
χ(xi) itself, depends on the spin orbitals of all the other n − 1 electrons, an iterative
method must be adopted to solve the Hartree-Fock equations. Therefore, the algorithm
starts with an initial guess for the spin orbitals and use them to compute the average field.
The value of the average field is then used to solve Equation 2.6 to yield a new set of
spin orbitals which in turn will be utilized to construct an improved Fock operator. This
procedure is repeated until self-consistence is reached, hence the reason that Hartree-Fock
is also named the Self-Consistent Field (SCF) approach.
The orthonormal and optimized spin orbitals gathered from the Hartree-Fock SCF
procedure are arranged in order of increasing energy value εi. The lowest energy spin
orbitals are called the occupied orbitals and the Slater determinant formed by these
orbitals corresponds to the Hartree-Fock ground state wave function for the molecule.
The other unoccupied spin orbitals are named virtual orbitals [14].
In order to make the Hartree-Fock equations computationally more easily tractable,
Roothaan [15] proposed the application of a known set of M basis functions, θj, to expand
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each spin orbital χi by means of a linear combination of these functions,
χi =
M∑
j=1
cijθj, (2.11)
being the linear coefficients, cij, determined in the self-consistent process. The introduc-
tion of this basis set expansion into Equation 2.6 transforms the Hartree-Fock equations
into the Hartree-Fock-Roothan equations and the calculation of the expansion coefficients
can be accomplished by means of the matrix equation Fc = Scε, where F is the Fock
matrix resulting from the representation of the Fock operator in the finite basis functions
and S is the overlap matrix resulting from the overlap between the basis functions [6].
Due to the approximations inherent to the Hartree-Fock method, if a complete set of
basis functions (infinite large basis set) were employed, the energy obtained would not
correspond to the exact energy of the system but to an upper energy value denominated
as the Hartree-Fock limit. In practice, we are constrained to the use of finite bases and the
more flexible and complete these bases are, the closer we will be to the Hartree-Fock limit.
The difference between the exact solution of the nonrelativistic Schro¨dinger equation and
the limiting Hartree-Fock energy is the correlation energy,
Ecorr = Eexact + EHFlimit. (2.12)
However, it should be pointed out that by using an antisymmetrized wave function to
describe the system, the Hartree-Fock method introduces the contribution of the exchange
correlation or Fermi correlation between electrons of parallel spin. Since the motion of
electrons with different spins remains uncorrelated, the single determinantal wave function
is simply referred to as an uncorrelated wave function [14].
The Hartree-Fock calculations performed with sufficient large basis are capable of
recovering approximately 99% of the exact total energy of a system. However, the re-
maining error, which represents the correlation energy, is still very large for the accurate
description of chemical phenomena [3].
This is more easily seen if we pick up, as an example, the energies computed in
this work for the equilibrium geometry of the H2O2 molecule. The total energy for the
system computed with the Hartree-Fock method gives EHF =−150.85089Eh compared
to ECCSD(T) =−151.42920Eh obtained with the CCSD(T) method, both with an aug-cc-
pV5Z basis set (a detailed discussion of this correlation method and basis set will be given
in 2.1.3 and 2.2.1, respectively), which gives a correlation energy of −0.57831Eh. From
these results, we may deduce that the correlation energy is approximately 0.38% of the
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CCSD(T) energy.
Now, let us focus on the interaction energy. At the Hartree-Fock level, the interaction
energy, given by the difference between the total energy of the supermolecule and the
total energy of the correspondent fragments (two oxygen and two hydrogen atoms), is
−0.22631Eh and at the CCSD(T) level is −0.42578Eh. The difference between both
energies is −0.19948Eh, representing about 46.85% of the CCSD(T) interaction energy,
which corresponds to an error of 125.17 kcal mol−1. Since we aim to achieve chemical
accuracy in our surface, which has been established to be a root mean square deviation
of 1 kcal mol−1, the inclusion of electron correlation is fundamental.
2.1.1.2 Configuration Interaction method
The Hartree-Fock method is based on the approximation that a poly-electronic wave
function is represented by an antisymmetrized product, a single Slater determinant, of
mono-electronic spin orbitals. However, there are endless ways to represent a Slater
determinant since we have a all set of possible configurations for an N -electron wave
function. Thus, at the conceptual level, the simplest way to introduce the correlation into
the wave function is to represent it as a linear combination of Slater determinants. The
basic idea is to use the virtual orbitals of the Hartree-Fock wave function to represent the
excited configurations of the molecular system, followed by the optimization, by means of
the variational method, of the coefficients of all the Slater determinants included in the
representation of the wave function. This ab initio method based on the Hartree-Fock
model is known as the Configuration Interaction (CI) method.
By taking the Hartree-Fock wave function φ0 that is given by the lowest occupied
orbitals as a reference, it is then possible to specify the other determinants according to
the number of electrons that are promoted from the occupied orbitals to the virtual ones.
Therefore, the total molecular wave function Ψ may be expressed as,
Ψ = c0φ0 +
∑
i
cSiφSi +
∑
i
cDiφDi +
∑
i
cT iφT i +
∑
i
cQiφQi + · · · , (2.13)
where the c’s are the expansion coefficients. The subscripts S, D, T, Q stand for single,
double, triple, quadruple excited determinants respectively.
In the CI approach, the expansion of the wave function as a linear combination of
the configuration functions only include those functions that have the same symmetry
as the fundamental state, this way leading to a significant reduction of the number of
determinants to be computed. A configuration interaction calculation that includes all
the terms of Equation 2.13 with the proper symmetry for a given finite basis set is called
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a full CI. For a specific basis set, the full CI approach is the best that we can achieve,
constituting itself a standard with which all the other approximation methods should be
compared with. The difference between the energy provided by a full CI and the Hartree-
Fock energy, both obtained within the same basis set, gives the basis set correlation
energy. As the basis set approaches completeness, the basis set correlation energy gets
closer to the exact correlation energy [14].
Even with the proper symmetry restriction, the number of configuration state functions
(CSF) increases considerably with the number of electrons as well as the size of the basis
set which makes a full CI computationally impractical except for small molecules and
basis sets. To make this theoretical method feasible one must resort to the truncation
of the CI expansion for the wave function, which is referred to a limited CI, restricting
the calculation to a limited number of excitations. A common approach is to confine the
calculations by considering only the contributions of the single and double excitations out
of the Hartree-Fock reference configuration as they are expected to be the ones to make
the largest contributions, although with different weights, to the wave function. This level
of calculation is typically referred to as Configuration Interaction with Single and Double
excitation (CISD).
One must have in mind that the selection of determinants to be used in Equation
2.13 in order to keep the CSFs at a workable size has a major drawback, truncated CI
calculations do not have the property of size consistency. This may lead to a wrong
description of the PES since the energy of a system AB, when the distance between the
subsystems A and B tends to infinity, may not coincide with the sum of the energies of
A and B separately computed with the same approximation. This problem of lack of size
consistency does not apply to a full CI calculation which is size consistent [16].
2.1.1.3 Multiconfiguration SCF method
To recover a considerable amount of the correlation energy by means of a configura-
tion interaction method, a high number of configurations must be considered, which is
extremely expensive from the computational point of view. An alternative ab initio ap-
proach is the Multiconfiguration Self-Consistent-Field (MCSCF) method. In this method
the wave function is constructed as a linear combination of configuration state functions.
These are followed by the optimization not only of the expansion coefficients in Equation
2.13, but also of the forms of all the molecular orbitals in the CSFs through the variation
of the expansion coefficients of Equation 2.11 in a double iterative process of calculation.
The simultaneous optimization restricts considerably the length of the MCSCF expan-
sion, but brings an important advantage comparatively to the configuration interaction
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method since it allows to obtain a similar level of accuracy using a smaller number of
configuration state functions [16].
The major difficulty with the MCSCF methods is how to construct the wave function
in order to make it small enough to be computationally tractable. A successful approach
was to consider a specific orbital space and perform a full CI in it, being this the concept of
the Full Optimized Reaction Space (FORS), most commonly known as Complete Active
Space Self-consistent Field (CASSCF) [6].
The idea is to divide the orbital space into three subspaces, inactive, active and virtual
orbitals [17]. The inactive orbitals are the spin orbitals that are doubly occupied in all
configurations; the set of virtual orbitals are composed by the spin orbitals that are
unoccupied in all configurations, and the active orbitals are the spin orbitals that do not
have restrictions on their occupations. After this partition of the molecular orbitals, the
wave function is constructed by performing a full CI in the set of active orbitals with
all the proper symmetry adapted configurations included in the optimization. The space
spanned is denominated as the reference space [1, 18].
The various multireference methods differ in the way used to partition the molecular
orbital space as well as by the level of occupation of the active orbitals. An important
question that arises is which orbitals to include in the active space since the number of
configurations increases rapidly with the number of active orbitals. It takes particular
importance the CASSCF method, in which the active space matches the valence orbitals
also known by FV CASSCF (Full Valence Complete Active Space SCF). The major diffi-
culty of these methods is to properly choose the active space, due to size restrictions. A
large active space increases severely the computational time making the calculations in
some cases impossible to carry out.
An alternative approach widely accepted as an ab initio method that yields the
most accurate potential surfaces is the Multireference Configuration Interaction (MRCI)
method. This method combines the MCSCF and the CI methods by generating a reference
space optimized at the MCSCF level and by promoting electrons from that reference space
into the virtual space to produce further configurations. The most common method of this
type is the MRCISD (Multireference Configuration Interaction with Single and Double
excitations), in which the reference wave function includes single and double excitations
CSFs. Thus, if the reference wave function contains single and double CSFs and further
single and double excitations from the reference CSFs are performed, the final MRCISD
wave function will also include some triple and quadruple excitations [13].
Despite the ability to recover a considerable amount of the correlation energy, the
number of configurations and coefficients to optimize in a MRCI calculation grows very
fast with the number of reference configurations. This bottleneck has been the spur of the
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development of different contraction schemes in order to reduce the number of coefficients
to optimize, making the MRCI calculation less demanding [19].
2.1.1.4 Partition of the correlation energy
At this point it becomes important to improve our understanding regarding the nature
of the electron correlation. As already mentioned, the electron correlation is defined
by the difference between the exact nonrelativistic energy of the electronic Schro¨dinger
equation, Eexact, and the basis limit energy of the Hartree-Fock energy, EHF, as expressed
in Equation 2.12.
In turn, two types of effects contribute to the correlation energy, the dynamical cor-
relation Edyn, and the static correlation Estat,
Ecorr = Edyn + Estat. (2.14)
The static correlation, also called nondynamical correlation energy, arises from near-
degeneracies of the bonding and antibonding configurations while the dynamic correlation
arises from the Coulomb repulsion between electrons. Systems where the static correlation
energy covers a considerable fraction of the total correlation energy are said to have a
multireference character.
An illustrative example, widely referred to in literature, in which the static correlation
energy takes particular importance, is the dissociation of the H2 molecule. For this sys-
tem, as the bond length increases the HOMO (σg) and the LUMO (σu) orbitals become
degenerate, the HF method fails to provide a good description of the homolytic H-H bond
dissociation [20]. The incorrect behaviour of this approach is consistent for any bond
breaking process that involves the evolution into open-shell fragments. To attain the
static component of the correlation energy it is necessary to resort to an ab initio method
which yields a wave function composed of all configuration state functions obtained from
all possible occupancies of the valence molecular orbitals. As we have already seen previ-
ously, FV CASSCF fulfil this requirement and so it is the method of choice for evaluating
the nature of the nondynamical correlation energy.
The dynamical correlation is subsequently treated by constructing further configura-
tions resulting from the promotion of electrons out of the reference space up to a given
excitation level (e.g. all single and double excitations, and so on) and it is defined as,
Edyn = Eexact − EFV CASSCF, (2.15)
where the Eexact is the exact solution of the nonrelativistic Hamiltonian and EFV CASSCF
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is the energy obtained with the FV CASSCF method.
2.1.2 Many-Body Perturbation theory
A different systematic approach for finding the correlation energy of molecular systems is
the Perturbation Theory (PT). The basic idea of the perturbation methods is to divide
the Hamiltonian operator into two parts, an unperturbed zero-order part symbolized as
Hˆ(0), from which it is known the eigenfunctions and eigenvalues, and a perturbation part
connoted as Hˆ
′
leading to the following expression for the total Hamiltonian,
Hˆ = Hˆ(0) + Hˆ
′
. (2.16)
The exact solution to the Schro¨dinger equation is attained by the sum of an infinite
number of contributions resulting from an order-by-order expansion of the wave function
and the energy. The basis premise behind this method is that the contributions from the
perturbed system are significantly small comparing to the soluble part of the Hamiltonian
and they can be seen as mild corrections gradually applied to the unperturbed system.
Mathematically, this can be perceptible by the introduction of a parameter λ into the
Hamiltonean,
Hˆ = Hˆ(0) + λHˆ
′
, (2.17)
which gives information related to the magnitude of the perturbation.
The most common approach to the perturbation theory, widely referred to in the lit-
erature, is the Rayleigh-Schro¨dinger perturbation theory for non-degenerate stationary
states. Considering Ψ
(0)
n as the wave function of the unperturbed system and Ψn the per-
turbed wave function obtained after the application of the perturbation to the reference
(unperturbed) system, and letting the E
(0)
n and En be the correspondent energies associ-
ated to the eigenfunctions Ψ
(0)
n and Ψn, respectively, the perturbed Schro¨dinger equation
becomes
HˆΨn = (Hˆ
(0) + λHˆ
′
)Ψn = EnΨn. (2.18)
If λ = 0, then Hˆ = Hˆ(0), Ψn = Ψ
(0)
n and En = E
(0)
n and the previous equation
is reduced to a zeroth order equation. As the value of λ increases, a perturbation is
introduced to the reference wave function and energy and then, both the wave function
and the energy can be expressed as an expansion in powers of the perturbation parameter
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λ,
En = E
(0)
n + λE
(1)
n + λ
2E(2)n + λ
3E(3)n + · · · (2.19)
Ψn = Ψ
(0)
n + λΨ
(1)
n + λ
2Ψ(2)n + λ
3Ψ(3)n + · · · .
The Ψ
(1)
n , Ψ
(2)
n , · · · and E(1)n , E(2)n , · · · are the first-, second-, etc. order corrections to the
wave function and energy, respectively. Introducing the previous expression for the En
and Ψn into Equation 2.18 and equating coefficients of like powers of λ, we obtain the
following set of equations,
Hˆ(0)Ψ(0)n = E
(0)
n Ψ
(0)
n (2.20)
Hˆ(0)Ψ(1)n + Hˆ
′
Ψ(0)n = E
(0)
n Ψ
(1)
n + E
(1)
n Ψ
(0)
n (2.21)
Hˆ(0)Ψ(2)n + Hˆ
′
Ψ(1)n = E
(0)
n Ψ
(2)
n + E
(1)
n Ψ
(1)
n + E
(2)
n Ψ
(0)
n , (2.22)
and so on. The first-order energy correction E
(1)
n is obtained by multiplying Equation
2.21 by Ψ
(0)∗
m followed by integration over all space, which yields,〈
Ψ(0)m |Hˆ(0)|Ψ(1)n
〉
− E(0)n
〈
Ψ(0)m |Ψ(1)n
〉
= E(1)n
〈
Ψ(0)m |Ψ(0)n
〉− 〈Ψ(0)m |Hˆ ′|Ψ(0)n 〉 . (2.23)
Using the fact that the unperturbed Hamiltonean Hˆ(0) is Hermitian,
(
E(0)m − E(0)n
) 〈
Ψ(0)m |Ψ(1)n
〉
= E(1)n
〈
Ψ(0)m |Ψ(0)n
〉− 〈Ψ(0)m |Hˆ ′ |Ψ(0)n 〉 . (2.24)
Since the unperturbed eigenfunctions are orthogonal and normalized,
〈
Ψ
(0)
m |Ψ(0)n
〉
= δmn,
and assuming the perturbed wave function to be intermediately normalized,
〈
Ψ
(0)
n |Ψn
〉
=
1, we have for m = n that,
E(1)n =
〈
Ψ(0)n |Hˆ
′|Ψ(0)n
〉
, (2.25)
which expresses the first-order energy correction as an average of the perturbation operator
over the unperturbed wave function. To find the first order correction to the wave function,
Ψ
(1)
n can be expanded in terms of the complete set of unperturbed eigenfunction Ψ
(0)
m ,
Ψ(1)n =
∑
m
amΨ
(0)
m . (2.26)
Using am =
〈
Φ
(0)
m |Φ(1)n
〉
in Equation 2.23 for m 6= n, we obtain the following expression
22
2.1. Ab initio calculations
for the coefficients
am =
〈
Ψ
(0)
m |Hˆ ′ |Ψ(0)n
〉
E
(0)
n − E(0)m
, (2.27)
where the division by E
(0)
n − E(0)m is only possible because of the non-degeneracy of the
energy levels, i.e., E
(0)
n − E(0)m 6= 0. Combining Equation 2.26 and Equation 2.27 we get
for the first-order wave function correction,
Ψ(1)n =
∑
m6=n
〈
Ψ
(0)
m |Hˆ ′ |Ψ(0)n
〉
E
(0)
n − E(0)m
Ψ(0)m . (2.28)
Similarly, one can obtain analogous equations for the second-order corrections to the
energy and wave function starting from the expression which equates the coefficients of
λ2 terms in Equation 2.22. The complexity of these expressions gradually increases for
higher-order corrections [1, 6].
To obtain the correlation energy by means of perturbation theory we need first to
select the zero-order Hamiltonian operator being the most common choice the Hartree-
Fock Hamiltonian. This partition of the Hamiltonian constitutes the foundations of the
Møller-Plesset (MP) perturbation theory. The extension of the perturbation theory to
multiconfigurational electronic systems led to the adoption of an MCSCF wave function
as the zero-order wave function, being the most commonly used for this purpose the
CASSCF wave function. The inclusion of energy corrections up until E
(2)
n provides the
CASPT2 (Complete Active Space Second-order Perturbation Theory) method [18].
The MP calculations, truncated at any order, have the advantage of being size-
consistent. However, these calculations are not variational and, therefore, they may not
yield energies that are upper bounds to the exact energy [1].
2.1.3 Coupled-Cluster theory
The Coupled-Cluster (CC) theory is widely recognized in the area of quantum chemistry
as one of the most successful theoretical formulations to construct accurate many electron
molecular wave functions, increasingly becoming an efficient strategy to address a diversity
of chemical problems. The coupled-cluster fundamental equation represents a nonlinear
exponential parametrization of the wave function,
ΨCC = e
Tφ0, (2.29)
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where φ0 is the ground state Hartree-Fock wave function and the exponential operator e
T
is expanded in a power series as,
eT = 1 + T +
T2
2!
+
T3
3!
+ · · · =
∞∑
k=0
Tk
k!
, (2.30)
being the cluster operator T composed of a series of connected operators,
T = T1 + T2 + · · ·+ Tn, (2.31)
where n represents the number of electrons in the molecule. Each of the previous operators
acts on the HF reference wave function φ0 introducing single φ
a
i , double φ
ab
ij , triple φ
abc
ijk ,
etc. excitations into the CC wave function. Generally speaking the eTi operator acts on
φ0 generating all ith excited Slater determinants which, for the case of the one-particle
excitation operator T1 and the two-particle excitation operator T2, are represented as,
T1φ0 =
∑
i
∑
a
tai φ
a
i and T2φ0 =
∑
i<j
∑
a<b
tabij φ
ab
ij , (2.32)
where φai corresponds to single excitations from the occupied spin orbitals, represented
by the indices i and j, to the unoccupied spin orbitals, represented by the indices a
and b; being the other operators defined in a analogous way. For single excitations, an
amplitude, designated by tai , is associated with each excitation. The excitation operators,
T1, T2, · · · , always promote electrons from the set of occupied Hartree-Fock spin orbitals
to virtual ones; being the result equal to zero when the excitation operation is performed
on determinants containing only virtual spin orbitals. In the exponential expansion of the
CC wave function also appear the so called disconnected terms such as
T21
2
,
T22
2
, T1T2 and
so on, which are defined as,
1
2
T21φ0 =
∑
i,a
j,b
tai t
b
jφ
ab
ij (2.33)
1
2
T22φ0 =
∑
i>j,a>b
k>l,c>d
tabij t
cd
klφ
abcd
ijkl
T1T2φ0 =
∑
i,a,a>b
k>l,c>d
tai t
cd
klφ
abc
ijk (2.34)
· · · . (2.35)
24
2.1. Ab initio calculations
When we look more carefully into the previous expressions one may note that, for instance,
the disconnected term
T22
2
introduces into the CC wave function quadruple excitations with
amplitudes determined as products of just double excitation coefficients. This brings a
considerable simplification into the calculation of the excitation coefficients when com-
pared with the connected T4, with a single excitation coefficient describing a simultaneous
interaction of four electrons, since in the first case we have ≈ n20n2u coefficients (n0 and
nu represent the numbers of occupied and unoccupied orbitals in a molecular basis set)
instead of ≈ n40n4u associated with T4 [21].
The goal of the CC wave function is to determine the values of the amplitudes associ-
ated with the respective excitations. This requires for the coupled-cluster wave function
to satisfy the Schro¨dinger equation,
HˆeTφ0 = Ee
Tφ0, (2.36)
by projecting the coupled-cluster Schro¨dinger equation onto the Hartree-Fock reference
wave function. The multiplication of this equation by φ0, and by the φµ (generic notation
for single φai , double φ
ab
ij , and so on, excitations) followed by integration gives respectively
[18],
〈φ0|Hˆ|eTˆφ0〉 = E〈φ0|eTˆφ0〉 = E (2.37)
and
〈φµ|Hˆ|eTˆφ0〉 = E〈φµ|eTˆφ0〉. (2.38)
Up until now the solution is exact and the consideration of all cluster operators in
T yields all possible excited determinants, which recover the FCI wave function. When
a truncation into the CC wave function is performed, for instance, considering the CCD
(Coupled-Cluster Doubles method) approximation where Tˆ ≈ Tˆ2, the CCD energy is
obtained from,
〈φ0|Hˆ|eTˆ2φ0〉 = ECCD〈φ0|eTˆ2φ0〉 (2.39)
and Equation 2.38 becomes
〈φabij |Hˆ|eTˆ2φ0〉 = 〈φ0|Hˆ|eTˆ2φ0〉〈φabij |eTˆ2φ0〉. (2.40)
For each unknown amplitude tabij there is one Equation 2.38 and the whole set of these
nonlinear equations are solved iteratively [1].
Several approximations can be introduced with the CC theory depending on how
many terms are included in Tˆ . The enclosure of only Tˆ2 excitations gives the Coupled-
Cluster Doubles (CCD) method. The truncation at this level contains all the even ordered
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excitation determinants (double, quadruple, hextuple, etc) by virtue of the successive
application of the pair operators. The contribution of the single excitations operator
Tˆ1 yields the Coupled-Cluster Singles and Doubles (CCSD) method. The CCSD wave
function contains the contribution from all the determinants of the full CI wave function,
being the coefficients associated with the highly excited determinants obtained as products
of the coefficients of the lower order clusters [18].
More accurate results can be obtained by the gradual introduction of higher order
excitations operator in eTˆ as in the case of the CCSDT model, which includes the con-
tribution of triple excitations Tˆ3. Although highly accurate, coupled-cluster models that
include excitations higher that the double ones are only affordable for small molecular
systems due to the computational cost involved. A very common way to address this
problem consists in the application of hybrid methods in which perturbation corrections
are introduced into the coupled-cluster approach. An example of such methods is the
CCSD(T), where the contribution of triple excitations is calculated using perturbation
theory.
The CC methods have the advantage of being size-extensive but their application
fails to provide good results when the reference function, φ0, fails to provide a good
representation of the wave function as in the case of systems with degenerate or nearly
degenerate electronic configurations [18].
2.2 Basis sets
The vast majority of quantum chemistry calculations start with the choice of a finite
set of basis functions used to build the molecular orbitals for a system. Commonly, these
analytical functions are centred on each atom within a molecule being this the reason why
they are also called atomic basis functions. The molecular orbitals ψi are then generated
as a linear combination of these atomic orbitals (LCAO-MO),
ψi =
n∑
µ
cµiχµ, (2.41)
where ψi is the ith molecular orbital, cµi are the coefficients of the expansion whose
optimal values are settled by applying the variational principle; χµ are the µth atomic
orbital and n is the number of the atomic orbitals. Thus, the quality of a molecular
calculation is intimately related to the basis function chosen to perform it. Ideally, three
criteria should be considered in seeking for a suitable set of basis functions: systematic
extension towards completeness, rapid convergence, and the analytical form should be
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easy to integrate. The fulfilment of all of these requirements are difficult to achieve and
compromises must be made [18].
One of the two types of basis functions used to carry through electronic structure
calculations are the Slater-type orbitals (STOs) [22] with general definition as follows,
ψSTOnlm (r, θ, φ) = Nr
n−1e−ζrYlm(θ, φ), (2.42)
where N is the normalization constant, n represents the principal quantum number, r
is the distance of the electron to the atomic nucleus and ζ is a constant related to the
effective charge of the nucleus. Despite showing the correct shape to perform the expansion
of the molecular orbitals, since they have a cusp behaviour when r → 0 and decay with
e−ζr, the STOs have a major drawback. The evaluation of the two-electron integrals
on three and four centres leads to a severe increase of the computational time when we
perform ab initio calculations on polyatomic molecules. To speed up the computation of
the molecular integrals, Boys [23] proposed the introduction of a basis function with a
Gaussian dependence e−αr
2
instead of an exponential form. The GTOs spherical harmonic
functions assume the form
ψGTOαlm (r, θ, φ) = N
GTO
αl r
2n−2−le−αr
2
Ylm(θ, φ), (2.43)
where α is the orbital exponent, NGTOαl is the normalization constant and l is the an-
gular momentum quantum number. The suggestion of substituting the STOs by GTOs
functions in the basis set expansion comes from the Gaussian product rule. This rule
states that the product of two Gaussian, each located at different centres, may be writ-
ten as a single Gaussian function centred at a point on the line segment that joins the
two centres [24]. This important property of Gaussian functions simplify significantly the
calculations since the complicated bi-electronic integrals on three or four different atomic
centres are reduced to integrals over two different centres. Despite this enormous advan-
tage, from the analytical point of view, GTOs have two important handicaps that have a
marked influence on the results. First, a Gaussian function does not have the desired cusp
when r = 0 and second, it shows a more abrupt decay at large distances by comparison
with a Slater function. To minimize the incorrect behaviour of the GTOs orbitals and
to achieve results comparable, in terms of accuracy, to those obtained with the STOs
functions, Contracted Gaussian-type Orbitals (CGTOs) [25, 26] were developed. In this
approach a normalized linear combination of a few GTO’s, Gα centred on the same atom
and with different values of α’s is used instead of an individual one. Each GTO, gν , used
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in the contraction is called a primitive GTO’s,
Gα =
α∑
ν=1
dνgν , (2.44)
where dν are the contraction coefficients. For the construction of a CGTO basis, it is
then necessary to specify the set of primitive Gaussian exponents and their corresponding
contraction coefficients so as to lead to Gaussian basis functions that have the desired
quality. For instance the contracted basis functions may attempt to approximate the
shape of the Slater-type orbitals. Once optimized the exponents and consequently the
contraction coefficients, their values remain unchanged when the basis is applied to molec-
ular calculations [14].
The simplest type of basis sets composed of contracted Gaussian are the STO-nG,
where n is the number of primitive GTOs used in the contraction procedure. The most
common choice is to consider n = 3, which leads to a CGTOs named STO-3G. In this
typical basis set a STO is approximated as a linear combination of 3 Gaussian functions,
where the exponents and coefficients of the primitive Gaussians are chosen so that the
basis functions approximate, by a least-squares fit, to Slater functions [27].
The smallest number of functions per atom needed to express the occupied atomic
orbitals of that atom is called minimal basis set. Considering as an example the H2O
molecule, a minimal basis set will be formed by seven functions, one 1s basis function on
each hydrogen and one basis function each for the 1s, 2s, 2px, 2py, 2pz orbitals of the
oxygen atom [16]. The STO-nG bases are an example of such minimal basis sets. One
important issue to take into consideration is that these minimal basis sets are very small
if we aim at accurate results, meaning that more extensive basis sets are demanded.
An obvious improvement upon the minimal basis set is to replace each basis function in
the minimal set by two basis functions differing in their orbital exponents, which is called
a double-zeta (DZ) basis set. The number of basis functions doubled and consequently the
number of independently determined variational coefficients, cµi, in Equation 2.41 is twice
the number of coefficients in a minimal basis set wave function. Considering the water
molecule example, using a DZ basis set we will have a total of 14 basis functions, two
1s functions on each hydrogen atom, two 1s functions, 2s functions, two 2px functions,
two 2py functions and two 2pz functions on the oxygen atom. Further improvements can
be achieved by adding continuously more basis functions with different orbital exponents
to the minimal basis set leading to triple-zeta (TZ), quadruple-zeta (QZ), quintuple-zeta
(5Z) basis sets and so on.
As the number of basis functions increase the computational calculations become more
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demanding. In recognition to the fact that the contribution from the inner shell electrons
is not expressive to most of the chemical properties of a molecule, a single function may
be used to represent each core atomic orbital and only the valence atomic orbitals are
represented by two (or more) basis functions. A basis set of this type where a minimal
basis set is used to represent the inner shells and the outer orbitals are expressed by a
double-zeta (or triple, or quadruple, or · · · ) basis set is called a Split-valence (SV) basis
set. The 4 − 31G [28] is an example of SV basis set. The acronym means that the core
orbitals are described by a contraction of 4 primitive GTO, while the valence orbitals are
split into two functions, one contracted Gaussian of three primitive gaussians and another
one given by a unique primitive GTO. In accordance with the number of functions used to
describe each valence orbital, the SV basis sets may be valence double-zeta (VDZ), valence
triple-zeta (VTZ), etc. In the case of 4 − 31G, it is define as a split-valence double-zeta
basis set.
The next step to upgrade a basis set is to introduce polarization functions. As atoms
are brought together upon molecule formation their centres of charge are shifted origina-
ting a distortion in the shape of the atomic orbitals. The atoms are said to be polarized.
To account for the polarization effect one adds basis functions which accommodate or-
bitals with angular momentum, l, higher than the valence shell of the ground state atom.
Examples of polarization functions are p-type functions in the case of the hydrogen atom
and d-type functions for the first row atoms Li-F. In the 6 − 31G∗ basis set the asterisk
stands for the addition of d-type functions on each first row atom into the valence double-
zeta 6 − 31G basis set. A second asterisk to yield 6 − 31G∗∗ means the introduction of
one set of three p-type functions on each hydrogen atom [29].
Further improvements in accuracy of calculations for compounds that enclose an em-
inent electron density in regions far away from the nuclei (e.g. anions, hydrogen-bonded
compounds, etc.) can be accomplished by the addition into the basis sets of diffuse func-
tions. These functions are functions with very small orbital exponents and are usually
referred to by the notation “+”. One single “+” sign such as in 6 − 31+G signifies the
introduction of a set of s and p-type functions to the heavy atoms and a “++” means
that a highly diffuse s-type function is also added to each hydrogen atom [30].
2.2.1 Correlation-consistent basis functions
For correlated calculations such as CI, it is mandatory to introduce more stringent re-
quirements into the basis sets mainly because the virtual orbital space, needed to describe
the excitations, must be capable of recovering a large amount of the correlation energy.
Nowadays, the state of the art for correlated calculations is the application of the
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so called correlation-consistent (cc) basis sets proposed by Dunning [31]. In these basis
sets each correlating orbital is represented by a single primitive Gaussian, in which the
exponent is optimized in order to maximize its contribution to the correlation energy. A
hierarchy of correlation-consistent atomic basis sets can then be established by adding
groups of correlating orbitals that have similar contributions to the correlation energy in
a simultaneous way. These contracted Gaussian basis functions are collectively denoted
as cc-pVX Z, meaning correlation-consistent polarized valence basis sets, where the X is
the cardinal number which represents the hierarchy of the basis set. If X = D, T, Q, · · ·
the basis sets will be of a double-, triple- or quadruple-zeta quality, respectively.
Considering the first row atoms, the smallest set of split-valence plus polarization
type cc-pVDZ, contains the functions [3s2p1d]; the triple-zeta basis cc-pVTZ contains the
functions [4s3p2d1f ]; the cc-pVQZ contains the functions [5s4p3d2f1g], and so on. So,
we may say that each basis supplements the previous one by successively adding one set of
functions with maximum angular momentum lmax = X (except for the H and He atoms).
As an example, the largest angular momentum in a cc-pVQZ basis function is g and so,
lmax = 4 and X = 4. One must note that these basis functions are split-valence basis sets
especially designed to perform calculations of the valence correlation energies. These bases
neither do have enough flexibility to describe the correlation energy of the core electrons,
nor do have to describe species with diffuse electronic structures [18]. To account for
the correlation concerning the core electrons, further functions with higher exponents are
added yielding the correlation-consistent polarized core-valence basis sets, cc-pCVX Z. By
doing so, the standard cc-pVDZ basis set is extended by a set of [1s1p] core-correlated
orbitals leading to the formation of the cc-pCVDZ set with the structure [4s3p1d] [32].
The addition of diffuse functions to the cc-pVDZ set originate the augmented correlation-
consistent polarized valence basis sets, aug-cc-pVX Z, adequate for correlation calculations
of systems with diffuse electron distributions such as anions [33].
In the present work, the ab initio calculations were carried out using Dunning’s basis
sets of the aug-cc-pVX Z family with X = T(3), Q(4) and 5 levels of quality. This choice
allowed us to adopt a extrapolation/scaling scheme which will be explained in detail in
Section 4.3.
2.2.2 Basis Set Superposition Error
The interaction energy of a molecular system, obtained through electronic structure cal-
culations, is affected by a spurious contribution named Basis Set Superposition Error
(BSSE). This error arises from the fact that the energy of each constituent fragment is
improved by the presence of the basis set of the other fragment within the supermolecule,
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when compared with the energy computed from the single fragments using its own basis
set. In other words, this effect is solely assigned to the incomplete description of the frag-
ments due to the use of finite basis sets. It is more pronounced for smaller basis sets and
vanishes asymptotically when the complete basis set is approached. It becomes apparent
that without correction, the value of the interaction energy will suffer from an artificial
increase, which may lead to an unrealistic characterization of the PES [34].
There are a few possible ways to overcome the BSSE. The most evident way is to
use a saturated basis set. However this approach is too much expensive in terms of
computational time mainly when we aim to perform an accurate study of a PES for
a considerable large system. Another alternative treatment is the counterpoise (CP)
correction scheme proposed by Boys and Bernardi [35]. The basic idea is to compute the
energies of the isolated fragments in the full basis of the supermolecule and then subtract
them from the energy of the entire system. Thus, if we consider the complex AB, the
counterpoise corrected interaction energy is given by,
∆ECPAB = EAB − ECPA − ECPB (2.45)
where ECPA is the energy of the fragment A computed in the presence of ghosts orbital
from fragment B, and similarly for ECPB . Considering that the uncorrected interaction
energy of the AB complex is,
∆EAB = EAB − EA − EB, (2.46)
the counterpoise correction to the interaction energy is,
∆ECPcorr = ∆E
CP
AB −∆EAB. (2.47)
Substituting in this equation the expressions for ∆ECPAB and ∆EAB we obtain:
∆ECPcorr = (EA − ECPA ) + (EB − ECPB ). (2.48)
If we use the variational method to construct the wave functions, the value of the ∆ECPcorr,
which gives an estimate of the BSSE effect, will always be positive since EA > E
CP
A and
EB > E
CP
B [18].
Despite the clear advantage of using the counterpoise method to correct for the BSSE,
we must be aware that it is believed that this correction may overestimate the BSSE due
to the fact that a fragment uses orbitals of the other fragments that should be unavailable
since they are occupied. This overcorrection is particularly important for small basis sets
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and disappears more rapidly than the BSSE for larger basis sets. Since we are using a
medium to large basis sets we thing that the application of the CP correction is the best
way to correct for the BSSE.
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In the previous chapters the concept of Potential Energy Surface was introduced as well
as the methods used to calculate it. Once the calculations of the electronic energies for
a broad and representative range of geometric configurations of the nuclei are collected,
the next step is to develop a global analytical function. The great challenge lies on the
construction of a functional form capable of matching the data set of ab initio energies
within chemical accuracy, in order to carry out dynamics studies. To accomplish these
requirements, several criteria should be taken into account.
The analytical function must be consistent with the symmetry properties of the molec-
ular system under consideration, i.e., it should reproduce exactly the same amount of en-
ergy when two identical atoms are permuted; it should appropriately define the asymptotic
regions and smoothly connect them with the interaction regions; it should describe the
potential accurately in regions where experimental and theoretical information is avail-
able; and it should present a reasonable physical behaviour in regions of the configuration
space where no potential information is available. These prerequisites are mandatory
to achieve an accurate analytic representation of the PES, although we can find in the
literature the allusion to many other desirable criteria that a PES must fulfil [36].
When we impose the condition that the functional form must have the ability to
represent distinct characteristics for different regions of the surface, another important
issue that emerges is the flexibility of the functional form used to represent the PES. The
higher the flexibility the higher the number of parameters to be optimized, which may
lead to convergence problems. Furthermore, if complex functions are used, additional
problems may arise in the derivation process since it may imply the resolution of very
complicated algorithms. We should reach a compromise concerning the structure of the
33
Chapter 3. Representation of Potential Energy Surfaces
functional form. On the one hand it should be simple enough, so that it can be used in the
resolution of dynamical problems and, on the other hand, it must have enough flexibility
to reproduce accurate results.
Diverse methods for representing PESs have been developed for many years. Different
approaches are reviewed in literature [37–39]. Among the most popular ones is the Many-
Body Expansion (MBE) method proposed by Murrell and co-workers [40], later extended
by Varandas in the Double Many-Body Expansion (DMBE) method [7, 41, 42]. In the
present work the construction of the analytical potential for the ground state of the
hydrogen peroxide is based on the DMBE framework, thereby a more detailed discussion
of the MBE and DMBE formalisms is given in the following sections.
3.1 Many-Body Expansion method
The MBE method offers a general strategy for the global representation of PESs. It
represents the PES in terms of a summation of all the potential energy contributions of
each sub-part of the total polyatomic system. This approach, first introduced by Murrell
and co-workers [40], states that the total potential for the interaction of N-atoms can be
written in the form,
VA,B,...,N(R) =
∑
A
V
(1)
A +
∑
AB
V
(2)
AB(RAB)+
∑
ABC
V
(3)
ABC(RAB, RAC , RBC)+· · ·+V nA,B,...,N(R)(R),
(3.1)
where R are the interatomic distances. The summations of all one-body terms represented
by V
(1)
A correspond to the energy of the isolated atoms. The first sum of Equation 3.1 is
performed over the energy of all n-atoms, being omitted if the dissociation limits of the
surface represents the atoms in their ground state. V
(2)
AB(RAB) represents the two-body
interactions related with the diatomic AB isolated from the other atoms. In many PESs
these two-body potentials have been represented by extended Rydberg potentials. These
two-body terms will tend to zero as the internuclear distance between the diatomic AB
approaches infinity.
The three-body potential, V
(3)
ABC(RAB, RAC , RBC), depends on the shape and size of
the triangle ABC and its energy is achieved by computing, for each nuclear configuration,
the total electronic energy from which are subtracted the energies of the lower order
terms. The analytical function that represents a three-body potential is fitted, usually by
a least-squares technique, to reproduce the energies obtained from that subtraction. The
same procedure is applied to higher order terms.
The asymptotic condition pointed out for the two-body potentials also applies to all
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the n-body terms presented in Equation 3.1, i.e., if one of the internuclear coordinates
in a specific n-body species is removed to infinity, then the value of the potential energy
function of that fragment tends asymptotically to zero. A functional form that fulfils the
previous imposition, widely used to describe the three-body and higher terms, is expressed
as a product between a polynomial and a switching function. The polynomial represents
the short-range interactions of the potential and the switching function guarantees that
the polynomial vanishes at longer distances where the potentials of the fragments are the
relevant ones.
We can highlight some important advantages on describing PESs through the MBE
method. First, the lower order terms of the expansion can be approximately described by
means of simpler functional forms and second, if these terms are accurately determined,
the resulting PES will include all the correct dissociation limits, no matter how poorly
the nth term is described, which is an essential requirement for molecular dynamics
studies [43]. On the other hand, the expansion in energy terms of subclusters of atoms
has the inconvenience that, while the terms of the expansion increase, the weight of the
higher order terms also increases.
3.2 Double Many-Body Expansion method
Within the Double Many-Body Expansion (DMBE), proposed by Varandas [44], the terms
of the many-body expansion defined in equation 3.1 are split into extended Hartree-Fock
(EHF), which includes the nondynamical correlation related to rearrangements of the
electrons by degenerate or nearly degenerate valence orbitals, and the dynamic correlation
(dc) which results from the correlation of the electronic motion. For a N-atom system,
the PES has the form,
VA,B,...,N(R) =
∑
A
[
V
(1)
A;EHF + V
(1)
A;dc
]
+
∑
AB
[
V
(2)
AB;EHF (RAB) + V
(2)
AB;dc(RAB)
]
+∑
ABC
[
V
(3)
ABC;EHF (RAB, RAC , RBC) + V
(3)
ABC;dc(RAB, RAC , RBC)
]
+(3.2)
V nA,B,...,N(R);EHF (R) + V
n
A,B,...,N(R);dc(R).
In the same way as for the MBE method, also for the DMBE approach each term
of Equation 3.3 with order higher than one must vanish asymptotically when any one
of the atoms belonging to a specific cluster is removed to infinity. The partition of the
interaction energy into EHF and dynamic correlation contributions offers an important
advantage over the MBE method. It enables to model, separately, each contribution to
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the total energy and to describe, through different functional forms, the correct asymp-
totic behaviour of the EHF and dc terms. The DMBE formalism generally uses ab initio
methods, such as SCF calculations, or a function parameterized from available spectro-
scopic data, to define the V
(n)
EHF terms that describe the short-range interactions. On the
other hand, the V
(n)
dc terms, which are dominant at long distances, are semiempirically
approximated from the dispersion energy coefficients, employing dumping functions to
account for orbital overlap and electron exchange effects [7, 44].
3.3 Molecular PES Least-Squares Fitting and Single
Value Decomposition
After the collection of a considerably large amount of discrete highly accurate potential
energy points, the next step is the formulation of a mathematical model that better fit the
data set in order to obtain a good description of its shape. Among the methods for fitting
potential energy functions, the method of least-squares is one of the most commonly
used. Let us consider a general system composed of n-atoms. The mathematical model
that we are looking for, that is, the PES, is simply an analytical function that gives
the relationship between the energy of the n-atoms system and its geometry. In other
words, for each nuclear configuration denoted by zi, there is a potential energy value,
Ei , associated with it. Depending on the number of measurements a total of np sets of
observations (z1, E1 ), (z2, E2 ), · · · ,(znp, Enp) will be available to perform the fitting
procedure, where zi is the independent variable and Ei is the correspondent dependent
variable. If we use the bond length representation to represent uniquely our n-atoms
molecule, the potential fitting function, V (z), will depend on the nuclear coordinates
V = V (z), where z = (r1; r2; r3; · · · ; rN), being N the number of degrees of freedom of the
bond length representation, N = n(n−1)
2
. The model function of the potential may assume
a wide variety of algebraic forms. Polynomial functions are one of the most commonly
adopted functions for the representation of V (z) mainly due to simplicity in the resolution
of the derivatives, which is important for the purpose of dynamical calculations but also
because it can incorporate sufficient complexity in order to obtain a reliable representation
of the PES. Therefore, a PES can be represented by a nth degree multivariate polynomial
functions with the form,
f(z, β) =
a+b+c+···≤n∑
a=0,b=0,c=0,···
βabc···r1ar2br3c · · · rNm =
∑
k
βkP
k(zi), (3.3)
36
3.3. Molecular PES Least-Squares Fitting and Single Value Decomposition
where βkP
k(zi) represents each monomial of the polynomial functions and k is a cumula-
tive variable and gives the order of the monomial in the polynomial.
The method of the least-squares fitting defines the “best” fit function through the
minimization of the sum, S, of the deviations squares, known as the residuals. A residual
is defined as the difference between the values of the energy of the ab initio point and the
analytical function model, d = Ei − f(zi; β). Thus, the sum of squares of the deviation
from the true polynomial function for a given set of data points {(zi, Ei)}npi=1 , can be
expressed as,
S = d21 + d
2
2 + · · ·+ d2np =
np∑
i=1
d2i =
np∑
i=1
[Ei − f(zi; β)]2 = a minimum. (3.4)
The goal is then to obtain a function model f(zi; β), parametrically dependent on the
β parameters, which holds the values for β that produce the least possible value of S. To
do so, we must differentiate Equation 3.4 with respect to each parameter β and set each
result equal to zero,
∂S
∂βk
= −2
np∑
i=1
[Ei − f(zi; β)]∂f(zi; β)
∂βk
= 0; j = 1, · · · , nc (3.5)
with nc adjustable parameters, being nc less than the number of data values np. Since
these minimization conditions are linear combinations of the coefficients,
f(zi; β) =
nc∑
k=1
βkP
k(zi), (3.6)
where P k(zi) is the polynomial basis function represented in Equation 3.3, we have that,
∂f(zi; β)
∂βk
= P k(zi) (3.7)
and so, Equation 3.5 may be expressed as,
np∑
i=1
[Ei − f(zi; β)]P k(zi) = 0. (3.8)
Substituting Equation 3.6 in Equation 3.8 we have,
np∑
i=1
P k(zi)Ei =
np∑
i=1
P k(zi)
nc∑
i=1
βkP
k(zi). (3.9)
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These equations are known as the normal equations related to the least-squares problem
and it can be expressed in a matrix format as,
ZTE = ZTZβ. (3.10)
Rearranging the equation we obtain a unique solution,
βˆ = (ZTZ)−1ZTE (3.11)
for the estimator βˆ, of the parameters β, which minimizes the sum of squares in Equation
3.4 [45].
One important aspect related to the application of the least-squares method concerns
the number of the normal equations. If this number is too large, the matrix of the normal
equations tends to be ill-conditioned, i.e., the solution of the system becomes numerically
unstable.
Within the normal equation formulation, the columns of ZTZ must be linearly in-
dependent, i.e., nonsingular in order to be an invertible matrix. The inversion of ZTZ
can lead to large numerical problems, due to the limited precision of the computational
calculations. To better understand the cause of this numerical instability we must define
what the condition number of a matrix is. The condition number of the matrix ZTZ is
given by the ratio,
cond(Z) =
λMax
λMin
, (3.12)
where λMax and λMin are the largest and the smallest eigenvalues of Z
TZ. When the
eigenvalues of the matrix have a high discrepancy in magnitude, the difference between
the largest order eigenvalue and the lowest order eigenvalue is large and the contribution of
the lowest one is so small that ZTZ becomes “almost” singular. The higher the condition
number is, the higher the effect of truncation is on the precision of the computational
calculations when we attempt to solve linear systems.
One of the most used method to solve ill-conditioned problems is the Single Value
Decomposition (SVD). In the SVD approach a rectangular m × n real matrix Z, with
m ≥ n can be factorized into a product UΣV T , where U is a m ×m orthogonal matrix,
V is a n× n orthogonal matrix and Σ is a diagonal matrix with the same dimensions as
Z and whose diagonal elements σ satisfy σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0. This positive nonzero
diagonal entries , σi, labelled in a decreasing order of magnitude are called single values of
Z. The columns of U and V are named the left and the right singular vectors respectively,
for Z. Using the SVD method, the solution to the linear system Zβ = E is given by
βˆ = V Σ−1UTE.
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By definition the singular values σ1, · · · , σn of a m× n matrix Z are the square roots,
σi =
√
λi > 0 of the eigenvalues of the symmetric n×n matrix ZTZ. In terms of condition
numbers, this means that the condition number of Z is the square root of the condition
number of ZTZ. This definition implies that by applying the SVD approach we obtain
a gain in precision which brings more stability in the estimation of the least-squares
parameters [46–48].
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Potential Energy Surface of the
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Chapter 4
Ab initio energies
4.1 General description
The hydrogen peroxide molecule, H2O2, has attracted widespread attention due to their
overwhelming importance in combustion [49], atmospheric [50–52] and interstellar [53]
chemistry. This system plays an important role in the HOx chemistry, which in turn
participates in the stratospheric ozone depletion cycle [54]. Its thermal dissociation,
H2O2 + M → 2OH + M, is one of the reactions responsible for the chain-branching at
the third explosion limit of hydrogen-oxygen system [49,55]. The interest in this molecule
has also grown in astrochemistry sustained by its presence in the icy Galilean moons of
Jupiter mainly Europa, Ganymede and Callisto [56], on comets, on molecular clouds and
on small solar system objects such as Kuiper Belt Objects (KBOs) as a result of the
irradiation of the water ice by charged particles and ultra violet (UV) photon irradia-
tion [57,58].
From the theoretical point of view the hydrogen peroxide has quite few peculiar fea-
tures. At the equilibrium structure, this chiral nonplanar molecule with C2 symmetry, is
among the simplest molecules presenting a large amplitude motion (internal rotation or
torsion) that manifests itself by a rotation of the two O-H moieties around the O-O bond.
This stereomutation is described by a torsional potential displaying a small barrier for the
cis-trans isomerization, which gives rise to interesting vibration-rotation tunneling effects.
The floppiness due to internal rotation, which results in large anharmonic vibrational
modes, makes the determination of the molecular properties quite difficult to accomplish
implying the necessity of an accurate six-dimension potential to carry out spectroscopy
studies. Furthermore, the relatively low dissociation energy [59] makes hydrogen peroxide
an ideal candidate for experimental research of the dissociation process [60]. Therefore, it
is not surprising that, due to its attractiveness, the modelling of ab initio potential energy
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surfaces for hydrogen peroxide has been the main subject of many studies.
One of the research works that boosted the construction of analytical potentials for
the ground state of the hydrogen peroxide was a set of two articles developed by Harding
[61,62]. His first paper reported an anharmonic potential for the description of the region
close to the hydrogen peroxide minimum determined, based on high-quality GVB+CI
calculations performed with a triple-zeta basis set. The topic of the second paper focused
on the characterization of the long-range interaction potential between two OH radicals
with the recourse to multireference configuration interaction calculations.
Besides the first works of Harding, other authors devoted their studies to the accurate
determination of the equilibrium structure as well as to the torsional potential of the
H2O2 molecule. As an example, we refer to Koput’s work [63], in which the ab initio
molecular parameters for hydrogen peroxide and its two (cis and trans) conformers were
determined using the coupled-cluster level of theory, CCSD(T) and cc-pVX Z Dunning’s
basis sets, which ranged from double- to quadruple-zeta quality. With the recourse to the
same theoretical ab initio method combined with a quadruple-zeta basis set, cc-pVQZ,
Koput et al. determined the anharmonic quartic force field and used the variational
method to calculate the vibrational-rotational energy levels for the molecule [64] and for
its various isotopomers [65]. The influence of the core-electron correlation on the molecular
parameters and on the torsion potential energy were also studied [64] by employing both
cc-pCVTZ and cc-pwCVTZ basis sets. Later, Malyszek and Koput [66] computed an
enhanced version of the ground state potential using the conventional CCSD(T) and
the explicitly correlated coupled-cluster method, CCSD(T)-F12, in conjunction with the
augmented correlation-consistent basis sets, aug-cc-pVnZ, up to septuple-zeta quality.
This highly accurate potential was applied to predict the vibrational-rotation energy levels
of H2O2, D2O2 and HOOD molecules [66] as well as highly excited rovibrational energy
levels [67].
One of the most extensive studies concerning the electronic ground state potential of
hydrogen peroxide was reported by Kuhn et al. [68]. In that work, a semiglobal PES was
derived, based on large-scale ab initio calculations, conducted with a combination of two
computational methods including the density functional theory (DFT) and multiconfig-
uration second order perturbation theory (CASPT2) calculations, both using correlation
consistent cc-pVTZ basis set. The potentials so designed were particularly devoted to
the characterization of the regions around the equilibrium structure and the dissocia-
tion channel into hydroxyl radicals. This potential surface became a benchmark for a
variety of studies namely the dynamics involved in torsional isomerization and stereomu-
tation [69,70], spectroscopic calculations [71–74], dissociation/recombination dynamics of
H2O2 ↔ 2OH [75], and parity-violating potential energy hypersurfaces calculations [76].
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In a series of two articles Sayo´s and Gonza´lez modelled a pseudotriatomic analytical
representation of the ground potential energy of the O(1D) + H2O system, where an
OH group of the H2O molecule was treated as an atom of 17 a.m.u., employing Møller-
Plesset methods [77], whose validity was afterwards analysed with CASPT2/CASSCF
ab initio methods [78]. In both studies, reactants, products, saddle points and minima
(including the global minimum of the molecule) were characterized as well as the paths
connecting them. The first PES based on perturbation theory served as background to
Quasiclassical Trajectory (QCT) dynamics studies of the O(1D) + H2O reaction that leads
to the formation of 2OH [77, 79] and H + HO2 [79]. To our interest, we further mention
the work of Ge et al. [57], who also studied the PES for the singlet and triplet H2O2
system, with special focus on optimized structures for H2O2 local isomers and transition
states. Several reaction paths and correspondent energy barriers were also evaluated.
The accurate determination of the PES for the hydrogen peroxide, by means of ab
initio calculations, remains a great challenge since it implies the need not only of high-
quality basis sets but also of highly expensive methods capable of recovering a considerable
amount of the correlation energy. For this reason, the vast majority of the literature
available on this subject, which we have briefly summarized, targets the detail description
of selected regions of the PES.
In order to fulfil the need of a global PES for the singlet H2O2 system, in the present
work we propose a full dimensional analytical potential covering all possible reaction
channels with chemical accuracy to achieve trustworthy kinetic data. The constrictions,
in terms of computational effort, imposed by the size of the basis set and by the ab initio
correlation method employed were overcome by the implementation of an extrapolation-
scaling procedure which will be explained in detail in section 4.3.
4.2 Electronic structure calculations
Electronic structure calculations were performed after a careful analysis of the theoretical
information available for the hydrogen peroxide. These previous studies pointed out a few
important aspects. It is well established that for a good description of the equilibrium
structure and of the heights of the torsional barriers at the trans and cis conformations
of the hydrogen peroxide, it is important the application of high-quality basis functions
which include electron correlation and multiple sets of polarized functions [63, 68]. It
was also pointed out that in some regions of the configuration space the system has
multireference characteristics and so diffuse functions must be also considered to obtain
trustworthy energy barriers [57]. The presence of open shell species of interest highlight
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Figure 4.1: Bonds used in the present work for an H2O2 system.
the fact that to predict accurate energies for this system multireference methods such as
the multiconfigurational second-order perturbation theory (CASPT2) method should be
considered [57,62,68,78].
By taking the above features into consideration our first approach to the derivation of
the potential hypersurface of the H2O2 molecule was to conduct several ab initio calcula-
tions with different methods using Dunning’s aug-cc-pVX Z basis sets. Having in mind that
we were looking for the best affordable approach, the test results revealed that a coupled-
cluster approach with single and double excitations, including perturbative contributions
of connected triple excitations, CCSD(T), performed with an aug-cc-pVTZ basis set, was
the one that offered the best compromise between accuracy and cost. Therefore, we de-
cided to map the major part of the configuration space with the CCSD(T)/aug-cc-pVTZ
approach. Despite the advantages of this ab initio method, CCSD(T) calculations fail to
provide a good description of the dissociation processes involving the formation of radical
species and, besides, it is difficult to achieve convergence in regions where the system is
characterized by degenerate or near degenerate electronic configurations. To overcome
the limitation of the CCSD(T) level of theory, a multireference method was used namely,
a multiconfiguration second-order perturbation theory, CASPT2, to ensure the accuracy
of the results and a suitable description of the asymptotic regions. Yet, even applying
the CASPT2 method, we faced difficulties in the computation of the energies in the O
approaching H2O region of the PES.
A general description of the PES was obtained by making small variations on all of
the six internal coordinates (R1, R3, R4, α, β and ω) represented in Figure 4.1, where ω is
the dihedral angle defined as the angle between the two O1O2H1 and O1O2H2 intersecting
planes of the molecule. The six internuclear distances (R1, R2, R3, R4, R5 and R6), which
will be further used in this work in section 5.1.3.1, are also represented.
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A total of 38440 fixed nuclear configurations were computed. Of these, 29980 points
were calculated with the CCSD(T) method and the remaining 8460 points with the
CASPT2 method. In the CASPT2 approach the CASSCF is taken as the reference
wave function for the calculation of the a second-order perturbation theory. Since the
H2O2(X
1A) molecular system has a total of 18 electrons and 12 orbitals, the CASSCF
zero-order wave function was constructed by considering the lowest two orbitals, the 1s or-
bitals from the oxygen atoms, as closed shell orbitals, doubly occupied in all configuration
state functions (CSFs). This means that the complete active space consists of 14 valence
electrons distributed over 10 active orbitals, which yields a total of 4950 CSFs considering
a C1 symmetry. These specifications for the wave function were also considered in the
Multireference Rayleigh Schro¨dinger perturbation theory (RS2) calculations computed to
account for the dynamic correlation contributions.
The ab initio calculations were obtained through a sequence of steps which allowed
us to gradually improve the surface. Initially, we started to obtain optimized geometries
for the different minima and transition states previously characterized by Gonza´lez and
co-workers [78] at the CASSCF level of calculation with the cc-pVTZ basis set. Our
optimizations were conducted at CCSD(T) level of theory with the Dunning’s aug-cc-
pVTZ basis set, which includes further addition of diffuse functions on the O and H
atoms. The optimized structures found for the stationary points are illustrated in Figure
4.2.
For a better comparison between our results and those from Reference [78], we gave
different nomenclatures to the structures but we kept the names adopted by those authors
between parenthesis. Thus, in accordance to the previous reference, the H2O2 structure
corresponds to the absolute minimum of the potential surface; the local minimum corre-
sponds to a minimum structure resulting from a [1,2]-hydrogen shift of hydrogen peroxide
via formation of a transition state denoted in Figure 4.2 by isomerization (ts9); dihedral0
and dihedral180 are the cis and trans- conformers of hydrogen peroxide, respectively;
ts H + HO2 is a transition state connecting the local minimum to the hydroperoxyl radi-
cal; ts O2 + H2 is a transition state representing the evolution from the hydroxyl radical
toward the formation of O2 + H2; and ts OH + OH that corresponds to a transition state
leading to the formation of OH + OH from the global minimum.
We point out that we were not able to optimize the stationary point label ts OH + OH
(ts2), not even with multireference methods like CASPT2 or MRCI. Due to the importance
of this structure in the reaction paths that leads to the formation of two OH radicals,
we adopted its geometry from Reference [78]. One way to assess the quality of our ab
initio calculations is to compare them with experimental data which is only available for
the absolute minimum. Table 4.1 lists optimized geometries obtained for the equilibrium
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R1=2.759; R3=1.826; R4=1.826;
∠O2O1H1=99.86; ∠O1O2H2=99.86;
∠H1O1O2H2=112.54
absolute minimum (H2O2)
R1=2.912; R3=1.832; R6=1.832;
∠O2O1H1=100.24; ∠O2O1H2=100.24;
∠H1O1O2H2=109.03
local minimum (min1)
R1=3.074; R3=1.962; R6=1.833
∠O2O1H1=57.87; ∠O2O1H2=97.89;
∠H2O1O2H1=103.80
isomerization (ts9)
R1=2.780; R3=1.827; R4=1.827
∠O2O1H1=104.13; ∠O1O2H2=104.13;
∠H1O1O2H2=0.00
dihedral0 (ts4)
R1=2.779; R3=1.825; R4=1.825;
∠O2O1H1=98.30; ∠O1O2H2=98.30;
∠H1O1O2H2=180.00;
dihedral180 (ts5)
R1=2.527; R3=1.846; R6=3.295;
∠O2O1H1=104.63; ∠O2O1H2=122.17;
∠H1O1O2H2=96.03;
tsH+HO2 (ts7)
R1=2.461; R2=1.990; R3=2.083;
∠O2O1H1=111.00; ∠O1H1H2=126.94;
∠O2O1H1H2=104.65;
tsO2+H2 (ts13)
R1=5.503; R3=1.842; R4=1.842;
∠O2O1H1=78.49; ∠O1O2H2=87.60;
∠H1O1O2H2=131.11;
tsOH+OH (ts2)
Figure 4.2: Stationary points (minimum and transition states) of the ground PES of
the H2O2 system optimized at the CCSD(T) ab initio level of theory with an aug-cc-
pVTZ basis set. We used as starting points for the optimization process the geometries
obtained from Reference [78]. The distances and the angles are given in Bohr and degrees,
respectively. Since we were not able to optimize transition state ts2, the values in the figure
were adopted from Reference [78].
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Table 4.1: Comparison between theoretically predicted geometries for the equilibrium
structure of the hydrogen peroxide and experimental data. Bond distances are in Bohr
and angles are in degrees. Bond length and angles are defined in Figure 4.1
.
CCSD(T)a Koputb Kuhnc Gonza´lezd Gee Exp. Dataf
R1 2.759 2.741 2.744 2.796 2.729 2.751
R3 1.826 1.820 1.825 1.830 1.822 1.827
α 99.86 100.01 100.40 98.78 100.52 102.32
ω 112.54 112.75 114.00 115.52 111.62 113.70
aOptimized geometry calculated in this work at the CCSD(T) level of theory with the aug-cc-pVTZ
basis set.
bGeometric parameters obtained from: Reference [66] at the CCSD(T) level of theory with the aug-
cc-pVQ7Z basis set,
cReference [68] at the DFT level of theory with the cc-pVTZ basis set,
dReference [78] at the CASSCF level of theory with the cc-pVTZ basis set
eReference [57] at the QCISD level of theory with the aug-cc-pVTZ basis set.
fExperimental data obtained from Reference [80].
structure of hydrogen peroxide for different ab initio methods and experimental data.
The calculations performed in this work demonstrate that the estimated bond dis-
tances and angles are in close agreement with those obtained by other authors and with
the experimental data. For the bond length between the O-O atoms and the O-H atoms
we observe a slight discrepancy, with regard to the experimental results, of about 0.3%
and 0.04%, respectively. With regard to the the OOH and the dihedral angles both are
underestimated by 2.4% and 1.0%. It is worth noting that the smallest amplitude of vari-
ation of the bond lengths in comparison with the variation of the angles are also present
for the other theoretical approaches. By comparison with the experimental values, the
length of the R1 distance ranges from 0.3% to 1.6%. Concerning the R3 bond, the diver-
gence is so small, 0.1% to 0.4%, that we may say that this bond length is well defined.
Larger differences can be seen for the α and ω angles which range considerably between
1.8 − 3.5% and 0.3 − 1.8%, respectively. Comparing the various ab initio calculations,
our results are very similar to those obtained by Koput at the CCSD(T) level of theory
using a cc-pVQZ basis set and by Ge at the QCISD level of theory using a aug-cc-pVTZ
basis set. On the other hand, those estimated by Gonza´lez are those that diverge most
from both theoretical and experimental results, which may be explained by the lack of
dynamical correlation on those calculations.
After the optimization of the geometries represented in Figure 4.2, several calculations
were conducted to map the surrounding configurational space of those structures as well
as the different paths that connect them.
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Taking these initial points as reference, the next step was to build a preliminary
surface in which a whole set of dynamic calculations were performed for all possible
reaction channels. These studies enabled us to perform corrections to the PES through
the introduction of additional ab initio points selected in two ways, first by identification
of regions with an abnormal behaviour such as unrealistic wells or energy barriers and
second, by randomly choosing configurations adopted by the system when it evolved
toward the formation of the products of the chemical reactions that occur on this surface.
Concurrently to this study, a carefully analysis of all the dissociation channels as well
as of the torsional potential of the H2O2 molecule was also performed by making small
displacements of the internal coordinates that intervene the most in the region under
consideration. For each of these displacements the value of the potential energy was
obtained from the fitted function. Likewise, whenever spurious minima were detected
further points were computed and incorporated in the data file to be fitted.
The molecular configurations computed at the CASPT2 ab initio level correspond
to geometries that cover the regions related to the dissociation channels OH(X 2Π) +
OH(X 2Π), O(1D) + H2O(X
1A1) and H(
2S) + HO2(X
2A
′′
). The application of the
CASPT2 method was limited to specific values of internal coordinates. For geome-
tries positioned along the reaction OH(X 2Π) + OH(X 2Π) the CASPT2 was confined
to ROO > 4.270 a0. For the O-H bond cleavage leading to the formation of H(
2S) +
HO2(X
2A
′′
), CASPT2 was employed for ROH>5.000 a0 and for the last channel, O(
1D)
+ H2O(X
1A1), CASPT2 was circumscribed to ROO>4.300 a0. The dissociation process
that yields H2(X
1Σ+g ) + O2(a
1∆g) was computed with the CCSD(T) method since it
does not involve the formation of open-shell species.
The Molpro program package was used to perform all the ab initio calculations. All
the points were corrected for the Basis Set Superposition Error (BSSE) by means of the
counterpoise correction and calculated in C1 symmetry.
4.3 Extrapolation/scaling procedure
An accurate PES is only achieved through the concomitant application of methods capable
of recovering significant amounts of electron correlation and basis sets that approach
the complete basis set limit (CBS). Unfortunately, approaching the CBS limit for any
particular correlation method is quite difficult. This restriction is based on two important
aspects, the first one concerns the fact that the number of bi-electronic molecular integrals
in an ab initio calculation scales with at least the fourth power of the number of basis
functions (n); the second aspect refers to the number of ab initio points necessary to
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determine the potential energy surface, which grows as X3N−6, where X stands for the
number of points required to represent a one-dimensional cut and N is the number of
atoms in the 3N − 6 dimensional space of the molecule [7]. Therefore, one can estimate
that the total calculation time is proportional to X3N−6 × n4, a very limiting feature for
practical applications.
A major breakthrough towards the construction of accurate PESs has become possible
after the introduction of the correlation-consistent basis sets of Dunning and co-workers,
including the aug-cc-pVX Z basis sets used in this work. These basis sets constitute
hierarchical sequences that lead to systematic improvements from level to level, allowing
us to approach the basis set limit. This property has been the spur for the development
of a wide variety of mathematical expressions to extrapolate the ab initio energies toward
the complete basis set.
In the present work a multidimensional extrapolation/scaling scheme, combining ex-
trapolation for the basis set and interpolation at the reference geometries, is proposed
in order to generate a high-accurate global PES. A more detailed explanation of its con-
struction is given below.
4.3.1 Extrapolation scheme
It is well established that the rate of convergence of the correlation energies is considerably
slower than that of the Hartree-Fock energies [18]. The different behaviour of both energies
presupposes two important aspects. First, one should treat the HF and correlation parts
of the energy separately when using extrapolation techniques and second, the convergence
of the correlation energies are the limiting factor in the achievement of accurate results.
Therefore, many recent studies on basis set convergence have focused on the convergence
acceleration of the correlation energy [81].
Furthermore, as we noted during the derivation of the extrapolation procedure, the
variational principle only applies to the total energy of the system. This suggests that we
should attempt to extrapolate separately the energy of the supermolecule and fragments
instead of the interaction energy.
4.3.1.1 Hartree-Fock energies
The extrapolation of the Hartree-Fock energies towards the CBS limit was based on the
following three parameter exponential model [82],
EHFX = E
HF
∞ + β exp(−αX), (4.1)
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where the subscript X indicates the cardinal number of the basis sets selected to calculate
the ab initio points (in our case aug-cc-pVX Z), β and α are parameters to be determined.
Hartree-Fock calculations were performed for all nuclear configurations with the aug-cc-
pVX Z basis set family for the X = 3 and X = 4 energy levels. Knowing the values of the
HF energies for these two basis sets and considering a value for α, it is possible to solve
a linear system of two equations,
EHF3 = E
HF
∞ + β exp(−3α) (4.2)
EHF4 = E
HF
∞ + β exp(−4α), (4.3)
from which we can obtain the expressions for the extrapolated HF energies and for the
linear parameter β:
EHF∞ =
EHF4 − EHF3 exp(−α)
1− exp(−α) (4.4)
β =
EHF3 − EHF∞
exp(−3α) . (4.5)
We now refer the value of α for Equation 4.1. Halkier et al. [82] proposed a value of
α = 1.54. These authors calculated for each combination of (X − 1, X), which in our
case is (X − 1, X) = 3, 4, an optimized value of α by minimizing the root-mean-square
error of the extrapolated limits for a set of diatomic molecules. Instead of using this
value we decided to determine it for each molecular configuration carrying out additional
calculations with X = 5 at specific reference geometries, minimum, saddle points and
asymptotic regions. With these three energies, X = 3, X = 4 and X = 5 in Equation 4.1,
a nonlinear system was solved to determine the values of EHF∞ , α and β for each of the
chosen geometries. To attain the solution to the nonlinear system, we used, as estimate,
the values of EHF∞ and β obtained by the resolution of the linear system, Equations 4.4
and 4.5, and considering the initial value of α = 1.54 proposed by Halkier et al. [82].
As mentioned before, to account for the correlation energies two different methods
of calculation were applied. The first, CCSD(T), implies a prior HF calculation which
is used as the reference wave function and in the second, CASPT2, the reference wave
function is given by the precedent CASSCF calculation. As pointed out by Varandas [83],
the CASSCF energies, which include the nondynamical part of the correlation energy,
can be extrapolated in a similar way as the uncorrelated single-configuration HF energies.
Thus, we employed the same expressions, Equations 4.1, Equation 4.4 and Equation 4.5,
to estimate the complete basis set limit for our active space energies.
Table 4.2 displays the values of α of the extrapolated basis set limit for HF and
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CAS energies of the 16 configurations used as reference geometries. We use as reference
geometries the minimum and transition states referred to in Figure 4.2, page 48. In addi-
tion we included reference geometries in the dissociation channels O(1D) + H2O(X
1A1),
OH(X 2Π) + OH(X 2Π), O2(a
1∆g) + H2(X
1Σ+g ) e H(
2S) + HO2(X
2A
′′
). Concerning
the O(1D) + H2O(X
1A1) dissociation channel, we decided to introduce two reference
geometries in the asymptotic limits, one on the oxygen side of the H2O molecule and
another on the hydrogen’s side, which are starting points to the oxygen insertion and the
hydrogen abstraction mechanisms for this reaction. To better reproduce these mechanisms
further intermediate points have been included. These four extra references are labelled
in Table 4.2 as H abstraction intermediate, H abstraction asymptotic, O insertion inter-
mediate and O insertion asymptotic. Similarly, for the H(2S) + HO2(X
2A
′′
) reaction
channel we introduce one extra intermediate point between the ts H + HO2 reference and
this asymptotic limit. This new reference is designated by H approach.
The values of α, for the supermolecule and for the oxygen fragments, are listed. The
energies of the hydrogen atoms were not extrapolated; we used the exact value instead.
Due to the small active space of the oxygen atoms, the α values for these fragments are
similar for both the HF and CASSCF energies. Then we only used one single column to
represent them. Analysing the values of Table 4.2 for the supermolecule, we note that, α
exhibits a very slight variation with mean values and standard deviation of 1.4436±0.0037
for the HF and 1.4806± 0.0089 and for the CASSCF energies.
The small variation of α suggests that we should attempt to use a fixed value of α
by using a mean value from all the 16 reference geometries. This approach simplifies the
extrapolation to the complete basis set limit significantly, resulting from the conversion
of a nonlinear three parameter extrapolation into a linear two parameter extrapolation
scheme, as mentioned by Halkier et al. [82]. However, despite being similar, the α values
vary with regard to the molecular configuration and this variation, at some reference
geometries, are more pronounced. This aspect dissuaded us from using the mean value
since it is not a robust measure being strongly affected by the presence of outliers. Instead,
we chose to interpolate the values of α.
Thus, for each ab initio point of the PES the correspondent value of EHF∞ was deter-
mined by solving the linear system in which the α was obtained by interpolation between
the α values of the various reference geometries.
Considering the six-dimension of the PES and the small number of reference geome-
tries, the interpolation formula is given by the geometric average of the αi weighted by
the inverse of the distance between the point and the references according to the following
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Table 4.2: Values of α for the various references geometries.
αSCF αCASSCF αSCF/CASSCF
Reference Supermolecule Supermolecule O Fragments
absolute minimum 1.4449 1.4767 1.4751
local minimum 1.4363 1.5824 1.4846
isomerization 1.4334 1.4646 1.4789
dihedral 0 1.4381 1.4687 1.4651
dihedral 180 1.4367 1.4677 1.4813
ts OH + OH 1.4423 1.4745 1.4560
ts O2 + H2 1.4527 1.4635 1.4661
ts H + HO2 1.4516 1.4705 1.4702
H approach 1.3991 1.4223 1.4618
H2O + O H abstraction int. 1.4571 1.4897 1.4686
H2O + O H abstraction asy. 1.4500 1.4826 1.4588
H2O + O O insertion int. 1.4581 1.4861 1.4645
H2O + O O insertion asy. 1.4477 1.4816 1.4578
HO2 + H 1.4421 1.4591 1.4709
OH + OH 1.4470 1.4718 1.4482
O2 + H2 1.4605 1.5277 1.4471
expression,
α =
∑nref
i=1
1
di
αi∑nref
i=1
1
di
=
∑nref
i=1 αi
∏
j 6=i dj∑nref
i=1
∏
j 6=i dj
, (4.6)
where di is a “distance” between the point and the reference point i, computed using
symmetry coordinates explained in the section 5.1.3.1, page 5.1.3.1. Although similar
(see Table 4.2), the value of αi of a reference geometry far from a point still influences the
interpolated value. To overcome this problem, we found convenient to expand the “carte-
sian” distance between the symmetric coordinates of the points. This is accomplished
defining the “distances” as
di = exp
√
(
∑
j
(ϕj,i)2)− 1, (4.7)
where ϕj,i are “normalized” distances in the symmetric coordinates of the point and the i
reference. The subtraction by 1 assures that di approaches 0 when a point gets close to a
reference geometry i. As it is explained in section 5.1.3.1, the symmetry coordinates used
to build invariant polynomials are combinations of interatomic distances with different
degrees. To give them equal weight it was necessary to “normalized” those coordinates.
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This was accomplished by raising them to the inverse of their degree, so all become terms
of first degree, and dividing by the number of bond distances used in their definition.
4.3.1.2 Correlation energies
The method of extrapolation described above is quite useful since HF and CAS energies
can be accurately extrapolated to the CBS limit with a significant reduction in compu-
tational time. Nevertheless, since a wide range of ab initio points must be computed to
cover a considerable area of the configuration space and being aware that the correla-
tion energies are the most time consuming part of the calculations, a further reduction
in the calculation time can be achieved if the correlation energies are scaled rather than
extrapolated [9, 83,84].
In this work, the correlation energies are treated with a simple scaling procedure from
the correlation energies computed at the triple-zeta basis set level of accuracy multiplied
by a scaling factor γ according to the following expression,
EcorrX = γE
corr
X=3, (4.8)
where, EcorrX=3 can be determined by the difference between the CCSD(T) and HF energies,
EcorrX=3 = E
CCSD(T)
X=3 − EHFX=3 (4.9)
or, between the CASPT2 and the CASSCF energies,
Ecorr,dX=3 = E
CASPT2
X=3 − ECASSCFX=3 . (4.10)
It should be noted that for the CASPT2 calculations only the dynamical part of the
correlation energy is scaled since the static part is included in the CASSCF energy treat-
ment. This dynamical energy is represented in the previous expression by the letter “d”
in superscript.
To obtain the values of the scaling factor γ in Equation 4.8, first we must determine
the values of γi for each reference geometries based on the energies computed for the triple
and five zeta basis sets,
γi =
EcorrX=5,i
EcorrX=3,i
. (4.11)
By knowing the γi values for the pivot geometries, the γ used to correct the triple-zeta
correlation energies at each molecular configuration can be easily estimated using an
interpolation formula similar to the one described in Equation 4.6. The application of
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this scaling factor determined from basis sets levels of quality X = 3, 5 has an important
consequence: the scaled correlation energies have a five-zeta quality as opposed to the HF
and CASSCF energies that extrapolate to X =∞.
In the dissociation regions of the PES, where experimental data concerning the energy
of the fragments is known, a different treatment was applied to perform the interpolation
of the γ values. The goal is to warrant the dissociation of the global PES to the known
experimental energy of the fragments at their equilibrium geometries due to the use of the
many-body expansion formalism explained in the section 3.1. In other words, the total
energy of the fragments should be equivalent to a CBS result and the Equation 4.11 may
be adjusted to
γi =
EcorrX=∞,i
EcorrX=3,i
, (4.12)
in which EcorrX=∞,i is defined by
Ecorr∞,i = E
tot
exp,i − EM∞,i. (4.13)
The letter M stands for HF or CASSCF energies, depending on the ab initio method
into consideration. The values of the scaling factors determined with the experimental
information are 2% lower comparing to the values obtained with the five-zeta level of
quality. Furthermore, the distances between the computed ab initio points and these
dissociative reference geometries are relatively large and so, their contribution to the
interpolation procedure is small, mainly correcting the energies of the point close to
the dissociation channels. We must emphasize that regarding the two types of ab initio
methods used, the coupled-cluster approach gives a larger fraction of the correlation energy
comparing with the multireference perturbation theory. To account for these differences
and to warrant continuity of the overall PES, at the selected pivot references, instead of
computing the difference between the CASPT2 and the CAS energies performed with a
five-zeta basis set, we estimate the dynamical correlation energy from the CCSD(T) and
CAS energies according to,
Ecorr,dX=5,i = E
CCSD(T)
X=5,i − ECASX=5,i (4.14)
for the five-zeta energies, or
Ecorr,d∞,i = E
tot
exp,i − ECAS∞,i (4.15)
for the dissociation fragments. In a way similar to the described for the scaling treat-
ment of the CCSD(T) calculations, the scaling factors, γi, are computed at the reference
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Table 4.3: Values of γ for the various references geometries.
γCCSD(T) γCCSD(T) γCASPT2 γCASPT2
Reference Supermolecule O Fragments Supermolecule O Fragments
absolute minimum 1.0720 1.0769 1.1358 1.0990
local minimum 1.0732 1.0782 1.1565 1.1005
isomerization 1.0705 1.0784 1.1424 1.1006
dihedral 0 1.0719 1.0770 1.1538 1.0989
dihedral 180 1.0721 1.0769 1.1356 1.0989
ts OH + OH 1.0446 1.0818 1.1430 1.1050
ts O2 + H2 1.0589 1.0787 1.1059 1.1011
ts H + HO2 1.0639 1.0783 1.1190 1.0999
H approach 1.0505 1.0799 1.1591 1.1027
H2O + O H abstraction int. 1.1007 1.0801 1.1489 1.1023
H2O + O H abstraction asy. 1.0934 1.0810 1.1415 1.1032
H2O + O O insertion int. 1.0757 1.0798 1.1354 1.1019
H2O + O O insertion asy. 1.0899 1.0899 1.1367 1.1032
HO2 + H 1.0795 1.0774 1.1206 1.1002
OH + OH 1.0796 1.0821 1.1241 1.1046
O2 + H2 1.0908 1.0802 1.1079 1.1024
geometries by applying the expression,
γi =
Ecorr,dX=5,i
Ecorr,dX=3,i
. (4.16)
Table 4.3 summarizes the γ values computed for the all set of reference geometries.
The first two columns represent the values of γ for the supermolecule and oxygen frag-
ments obtained at the CCSD(T) level of theory, and the last two columns give the values
recovered with the CASPT2 method. The values of the O fragments are given by the mean
value between the results of γ determined for the two oxygen atoms in the molecule. Note
that the values concerning the supermolecule and the O fragments at the CASPT2 level
of theory are slightly higher than those calculated with the CCSD(T) method since, as
already mentioned, in the first ones the dynamical part of the correlation energy was
estimated in order to match the correlation energy given by the CCSD(T) at the five-zeta
level. The values of γi for each point were interpolated using Equation 4.6 in a way similar
to the one applied for the α values.
This approach was tested at some points in the transition regions between the CCSD(T)
and the CASPT2 calculations. The difference in the extrapolated energies so obtain was
less than 1.0× 10−3Eh, which is lower than the precision of this work.
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Figure 4.3: Extrapolation/scaling scheme. See text for explanation.
In short, our treatment of the correlation energy aims to extrapolate the triple-zeta
energies to the “exact” energies, being the “exact” energies the best that we could obtain
with the two calculation methods employed to account for the electronic correlation.
Figure 4.3 attempts to give a better understanding of the extrapolation/scaling scheme
applied to accomplish an accurate PES for the H2O2 system.
The vertical bar at the centre represents the calculations performed at the reference
geometries. For each of these structures, we have computed HF and CASSCF energies
at the X = 3, 4 and 5 basis set levels. This allowed us to determine the values of α
for both energies, quoted in Table 4.2, page 54, for the reference and also to extrapolate
the HF and the CASSCF energies toward the CBS limit. The CBS limit energies are
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represented in bold by (EHF; X=∞) and (ECAS; X=∞). The left side of the central bar
represents the correlation energies obtained with the CCSD(T) method at the triple-zeta
level, (Ecorr(nd + d);X = 3), and at the five-zeta level, (Ecorr(nd + d); X = 5). The
ratio between the five-zeta and the triple-zeta results gives the corresponding value of
γCCSD(T) for the reference, quoted in columns 2 and 3 of Table 4.3. The dashed line
represents the addition of the five-zeta correlation to the CBS HF energy giving the total
CCSD(T) estimated energy, in bold at the bottom of the central bar. This is the total
energy of our reference points. Similarly, the right side of the central bar corresponds
to the correlation energies computed with CASPT2 method in the reference point. As
explained before, the dynamical correlation energy at the five-zeta level was estimated
by making the difference between the CCSD(T) and the CASSCF energies at the same
five-zeta level, (Ecorr(d); X = 5). The dashed line on the right represents the addition of
this energy to the CBS CASSCF energy, giving the energy, ETotal; CASPT2, close to that
obtained in the CCSD(T) treatment. The γCASPT2 value for the reference is then given
by the ratio between (Ecorr(d); X = 5) and (Ecorr(d); X = 3), quoted in columns 4 and
5 in Table 4.3. Although represented in the central line, the CASPT2 five-zeta energy of
the reference is not used in this extrapolation procedure.
The vertical bar at the left side represents the extrapolation procedure for CCSD(T)
energy points for which we have computed HF and CCSD(T) energies with the aug-
cc-pVTZ basis set as well as HF energies with the aug-cc-pVQZ basis set. From the
values of (EHF; X=3), (EHF; X=4) and α obtained by interpolation between the various
reference geometries, it was possible to compute the value EHF; X=∞ for each point. The
correlation energies computed at the triple-zeta basis set level, (Ecorr(nd + d); X = 3),
which include the nondynamical (nd) and dynamical energies (d), are multiplied by the
scaling factor, γ, also interpolated between all the reference geometries. The energy value
for the correlation so obtained is then added to the (EHF; X=∞) to estimate the total
energy to be adjusted, (ETotal; CCSD(T)). The same explanation can be extended to the
points of the PES computed with the CASPT2 method represented by the vertical bar
at the right side of Figure 4.3. The main difference is that, for these point energies, the
nondynamical part of the correlation energy is treated on the extrapolation procedure
toward the CBS limit.
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Chapter 5
Functional form and Fit
After performing the ab initio calculations and the extrapolation/scaling procedure, the
next step is to develop an analytical potential function invariant to the permutation of
identical atoms within the DMBE framework. In the next sections we will explain how we
carried out this task, in particular, the different many-body terms used, the symmetric
coordinates applied in the invariant polynomials, the definition of the reference geometries
and the range factors that should envelope the different polynomials. At the end, we will
detail the fitting procedure adopted.
5.1 Functional form of the PES
Due to spin conservation, the singlet ground state of the hydrogen peroxide molecule
accommodates the following dissociation scheme,
H2O2(X,
1 A)→

OH(X 2Π) + OH(X 2Π) −0.34023Eh
H2(X
1Σ+g ) + O2(a
1∆g) −0.32997Eh
O(1D) + H2O(X
1A1) −0.29845Eh
H(2S) + HO2(X
2A
′′
) −0.27818Eh
2H(2S) + O2(
3Σ−g ) −0.19157Eh
H2(X
1Σ+g ) + 2O(
3P ) −0.17448Eh
H(2S) + O(3P ) + OH(X 2Π) −0.17014Eh
2H(2S) + 2O(3P ) 0.00000Eh
, (5.1)
where the quoted energies correspond to the energy of the asymptotic potentials used
to construct the PES. Since we aim at an accurate global PES, the functional form
adopted for their representation should be able to describe all the previous equations. To
accomplish it, we proposed a three-valued representation of the H2O2 potential energy
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surface as the lowest eigenvalue of a symmetric 3 × 3 diabatic potential matrix of the
form,  V11(R) V12(R) V13(R)V21(R) V22(R) V23(R)
V31(R) V32(R) V33(R)
 . (5.2)
The diagonal terms V11(R), V22(R), and V33(R) represent effective diabatic potentials
associated to the dissociation channels illustrated in Equation 5.1 within the double many-
body expansion framework. The reason for the 3 × 3 matrix option may be understood
based on the different dissociation states of the O atom and the O2 molecule. The diabatic
function V11(R) dissociates to O(
1D) while the V22(R) dissociates to O(
3P ), whereas
V33(R) is necessary to describe the O2 (a
1∆g) dissociation channel which also correlates
to O(3P ) atoms.
The nondiagonal terms V12(R), V13(R), and V23(R) reproduce the coupling between
the effective diabatic terms. These effective diabatic terms are functional forms and do
not correspond to any diabatic calculation result. In Equation 5.2, R represents the vector
of the six internuclear distances defined in Figure 4.1.
5.1.1 One-, two- and three-body terms
As we are only interested in the lower PES, we further simplify our work considering an
effective four-body term for all the diabatic potentials and couplings between them. This
way, the diagonal terms V11(R), V22(R), and V33(R) are described only by one-, two- and
three-body terms. These terms, noted by a parenthesis in the superscript, are taken from
the H2O (
1A1), H2O (
3A′) and HO2 (2A′′) potential energy surfaces [85–87],
V11(R) = V
(1)
O(1D) + V
(1)
O(1D) + V
(2)
O2(3Σ
−
g )
(R1) + V
(2)
H2(1Σ
+
g )
(R2) + V
(2)
OH(2Σ)(R3)
+V
(2)
OH(2Σ)(R4) + V
(2)
OH(2Σ)(R5) + V
(2)
OH(2Σ)(R6)
+V
(3)
HO2 (2A′′)(R1, R3, R5) + V
(3)
HO2 (2A′′)(R1, R4, R6) (5.3)
+V
(3)1
H2O (1A1)
(R2, R3, R6) + V
(3)1
H2O (1A1)
(R2, R4, R5),
V22(R) = V
(2)
O2(3Σ
−
g )
(R1) + V
(2)
H2(3Σ
+
u )
(R2) + V
(2)
OH(2Π)(R3) + V
(2)
OH(2Π)(R4)
+V
(2)
OH(2Π)(R5) + V
(2)
OH(2Π)(R6) + V
(3)
HO2 (2A′′)(R1, R3, R5)
+V
(3)
HO2 (2A′′)(R1, R4, R6) + V
(3)2
H2O (1A1)
(R2, R3, R6) (5.4)
+V
(3)2
H2O (1A1)
(R2, R4, R5),
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Table 5.1: Values of the potential parameters used to fit the extended-Rydberg potential
function for the O2(a
1∆g).
De/cm
−1 re/A˚ a1/A˚−1 a2/A˚−2 a3/A˚−3
O2(a
1∆g) 34127 1.21563 6.000 10.075 8.714
V33(R) = V
(2)
O2(1∆g)
(R1) + V
(2)
H2(1Σ
+
g )
(R2) + V
(2)
OH(2Π)(R3) + V
(2)
OH(2Π)(R4)
+V
(2)
OH(2Π)(R5) + V
(2)
OH(2Π)(R6) + V
(3)
HO2 (2A′′)(R1, R3, R5)
+V
(3)
HO2 (2A′′)(R1, R4, R6) + V
(3)
H2O (3A′)(R2, R3, R6) (5.5)
+V
(3)
H2O (3A′)(R2, R4, R5).
The analytical potential for the 1∆g state of the molecular oxygen, which was not consid-
ered in the potential surfaces above referred to, was based on a three parameter functional
form, the extended-Rydberg function, proposed by Murrel and Sorbie [88] for the descrip-
tion of diatomic potentials,
V (ρ) = −De(1 + a1ρ+ a2ρ2 + a3ρ3) exp(−a1ρ), (5.6)
where ρ = R1 − Re, Re is the equilibrium internuclear distance and De is the diatomic
dissociation energy. The values of the parameters a1, a2, and a3, listed in Table 5.1, were
taken from a previous paper by Nieh and Valenti [89]. As the H2O (
1A1) PES [85] is
described by two diabatic surfaces and a crossing term, the particular function used is
identified by an additional superscript.
The V12(R) = V21(R) terms, which describe the diabatic crossings within the H2O(
1A1)
molecule, are given by,
V12(R) = V
(3)12
H2O (1A1)
(R2, R3, R6) + V
(3)12
H2O (1A1)
(R2, R4, R5). (5.7)
For simplicity, we further consider the other nondiagonal terms (V13, V23, V31 and V32) of
the matrix to be zero. This is a result of the above mentioned approach of an effective
four-body term, which should also take into account the coupling between these three-
body terms. By assuming V13 and V23 to be zero the matrix form represented in Equation
5.2 becomes a block-diagonal matrix. Since the eigenvalues of a block-diagonal matrix are
the eigenvalues of the diagonal blocks, the lowest eigenvalue of the 3× 3 matrix is simply
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given by,
V = Min(V33, Vinterm), (5.8)
in which Vinterm is,
Vinterm =
(V11 + V22)−
√
(V11 + V22)2 − 4(V12)2
2
. (5.9)
Using the previous equations for the one-, two- and three-body terms, the lower eigenval-
ues of Equation 5.2, henceforth referred to as V
(3)
H2O2
, accurately reproduce all the disso-
ciation channels presented in Equation 5.1. The overall behaviour of V
(3)
H2O2
term is very
close to the computed energies, being the average absolute difference of 0.02Eh.
5.1.2 Four-body dipole-dipole interaction
Considering the four-body terms and due to the different functional forms, it is useful
to separate the long-range interactions from the short and intermediate energies. With
regard to the long-range interactions between the different fragments, one of the most
important contributions to the dynamics of this system is the electrostatic interaction
between two OH molecules. This is the only long-range term we explicitly treat in this
PES.
This electrostatic interaction may arise from two different OH pairs, O1H1 · · ·O2H2 and
O1H2 · · ·O2H1, where the subscripts label the atoms. The total electrostatic interaction is
computed as a sum of both terms. Since we are considering the interaction between two
neutral diatomic molecules, the dipole-dipole interaction component, resulting from the
multipole expansion of the long-range electrostatic interaction, is the leading term that
retains most of the information of the electronic energy [90] and is given by
Vµµ(r, θ1, θ2, φ) =
−µµ
r3
(2cosθ1cosθ2 − sinθ1sinθ2cosφ), (5.10)
where θ1 and θ2 are the angles formed by each dipole with respect to the line connecting
the centre of mass of the two linear charge distributions with distance r and φ denoting
the rotation of the two distributions about the line joining them.
The ab initio dipole moment for the OH molecule and its dependence on the inter-
atomic distance has already been studied by Branda˜o and Rio [91]. Figure 5.1 shows
the theoretical calculations performed at the MCSCF level with an augmented triple-zeta
quality basis set for different OH internuclear distances. To our purpose, we constrained
the dipole moment of the OH molecule to these theoretical values. Regarding the dipole
moment of the two OH dipoles, in order to avoid the use of angles and their derivatives, we
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Figure 5.1: Dipole moment of the diatomic OH(2Π); the thicked line corresponds to the
fit of the computed ab initio points ◦, the dashed line corresponds to the r−3 term. See
in Reference [91] the functional form and the corresponding fitted coefficients.
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Figure 5.2: Comparision between Vµµ(r, θ1, θ2, φ) and V
(4)
elect(R) as a function of the distance
between the centre of the OH bonds.
split the dipole moment of each OH diatomic in two symmetric atomic charges located at
each nucleus, QHi = −QOi = µi/Ri, and used the different charge-charge interactions to
compute the interaction energy instead of applying the usual multipole expansion equation
to represent the electrostatic energy. Thus, this interaction energy is computed as,
V
(4)
elect(R) =
QO1QH1
R3
χ1(R3) +
QO2QH2
R4
χ1(R4) +
QO1QO2
R1
χ1(R1) +
QH1QH2
R2
χ1(R2), (5.11)
where χ1(R) are the usual damping functions for the multipole expansion [92, 93] to
account for the breakdown of the charge separation due to orbital overlap. The validity
of this function, V
(4)
elect, was tested by comparison with the dipole moment expansion term,
Equation 5.10. Figure 5.2 shows the results as a function of the O-H distance for two
different orientations of the dipoles. As we can observe, the behaviour of both functions
are in close agreement with each other being the differences negligible at large distances,
for R > 4.5 a0, where the multipole expansion becomes valid. The dependence of the
dipole-dipole interaction on the orientation of the two molecules is quite noticeable being
attractive (negative region of the plot) or repulsive (positive area) as one dipole is rotated
with respect to the other.
5.1.3 Short-range four-body energy
The short-range four-body term, V
(4)
sr , is obtained by fitting the difference between the
energies of the ab initio calculations and the sum of the V
(3)
H2O2
and V
(4)
elect terms of the
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potential energy surface. The functional form of V
(4)
sr is given by a sum of polynomial
functions of the fourth degree each multiplied by a range factor term, further represented
by Θ(R), both centred at specific reference geometries. The coordinates used to construct
the polynomial functions, the determination of the reference geometries and the range
factor terms are discussed at length in the following section.
5.1.3.1 Symmetric coordinates
Due to the invariance of the electronic Hamiltonian, the Potential Energy Surface (PES)
for a molecular system should be invariant to the permutation of identical atoms. Despite
the development of the theory of invariant functions by Molien in 1897 [94], its application
to physical science was not immediate. However, the construction of invariant functions
of finite transformation groups has long been applied to crystal point groups [95], since
the thermodynamic potentials of any symmetric system need to be invariant to the group
of its symmetry. One of the first applications of Molien’s theorem to build a PES that
included the correct permutation symmetry of identical atoms was proposed by Schmelzer
and Murrell [96]. In this work the analytic form of an invariant potential function obtained
was applied to tetra-atomic homonuclear molecules, a X4 system.
Developing an analytical potential function able to express the symmetry-invariance
property of a molecule containing two or more indistinguishable nuclei is important from
the practical point of view. This restriction of the PES, i.e., the fact that the potential
function must be totally symmetric concerning the permutation of atoms of the same
chemical species, greatly reduces the number of ab initio calculations needed to cover the
regions of chemical interest of the PES since a part of the configuration space becomes
redundant.
This topic is a whole research field in Algebra [97,98] and so, to our purpose, we limit
ourselves to describe how to apply the theory of invariant functions without going into
further details. It should be noted that the following description for the construction of a
symmetric polynomial for the H2O2 system can be also applied to any other system that
includes in its structure two pairs of identical atoms which, in a generalized way, may be
represented by a A2B2 system.
5.1.3.2 The construction of invariant polynomials
Let us consider the hydrogen peroxide molecule illustrated in Figure 4.1, page 46, in which
the atoms were labelled as O1, O2, H1, H2. To describe the molecule, we need to define
a set of internal coordinates. For a four-atom system (N = 4) we have a total of 3N − 6
internal coordinates, i.e., a total of six internal coordinates, each one corresponding to a
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distance between two atoms. These 6 internal coordinates are labelled as R1, R2, R3, R4,
R5 and R6, where R1 stands for the distance between the two O atoms, R2 between the
two H atoms and R3, R4, R5 and R6 represent the four possible distances between the O
and H atoms.
By using the previous labels we can define the complete nuclear permutation group
(CNP) [99] of the H2O2 molecule which represents all possible permutations of identical
atoms in the molecule. Since we have two sets of identical atoms, the CNP of the molecule
can be obtained from two distinct groups, being the first one the group of all oxygen nuclei
permutations and the second the group of all hydrogen nuclei permutations, which we can
represent, respectively, as S
(O)
2 = {E; O1O2} and S(H)2 = {E; H1H2}. So, each group will
exhibit an identity operation (E) and a nuclear permutation operation relative to the
atom under consideration (O1O2 or H1H2). Each of these symmetry operations acts on
the molecule changing, or not, the order of the internal coordinates. Exemplifying, the
permutation operation of two oxygen atoms leads to the following result,
(O1 O2) =
(
R1 R2 R3 R4 R5 R6
R1 R2 R5 R6 R3 R4
)
.
It turns out that by applying this operation the internal coordinates R1 and R2 remain
the same but all the others change their value, R3 assumes the value of R5 and R4 assumes
the value of R6 and vice versa. The group of all permutations of identical atoms in the
molecule is given by the combination of all elements of the S
(O)
2 and all the elements of the
S
(H)
2 group, which corresponds to 2! × 2! = 4 elements in the total [99]. In other words,
we may say that the CNP group of the molecule is the direct product of the groups S
(O)
2
and S
(H)
2 and it can be written as G
CNP = S
(O)
2 ⊗ S(H)2 , which is isomorphic to the D2
point group. It consists of a total of four permutation operations,
GCNP = {E; (O1O2); (H1H2); (O1O2)(H1H2)}, (5.12)
where E is the identity operation (in which the molecule remains unchanged); (O1O2)
is the permutation operation of the two identical O atoms; (H1H2) is the permutation
operation of the two identical H atoms and (O1O2)(H1H2) is the concomitant permutation
operation of the two identical O atoms and the two identical H atoms. From now on,
these four operations will be referred to as g.
To obtain an invariant polynomial concerning the permutations of identical atoms, we
must first understand the meaning of it. We may define a six dimension vector ~r with
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components equal to the internal coordinates,
~r = (R1;R2;R3;R4;R5;R6). (5.13)
A polynomial f is symmetric if,
f(~r) = f(g(~r)),∀g ∈ GCNP. (5.14)
This can be accomplished by constructing a set of invariant functions, ϕ(~r), so that
f(~r) = F (ϕ1(~r);ϕ2(~r); . . . ;ϕn(~r)). (5.15)
Once defined the concept of an invariant polynomial three questions must be answered
in order to construct it: how many terms of each degree we should use; what is the smallest
number of terms, called integrity basis, that can be used to build the polynomial and how
we can define this integrity basis. Let us focus on the answer to the first question.
As we have already exemplified previously, the permutation operations g can act di-
rectly on the H2O2 molecule, hence on the ~r. Thus, g can be described in a matricial
6-dimensional representation which is defined as the < representation of this group for
this coordinate basis,
E =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(A1A2)(B1B2) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

(A1A2) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0

(B1B2) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0

. (5.16)
Molien [94] has shown that by using a set of independent coordinates, ξi, any invariant
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polynomial of a finite group can be obtained by the following generating function
φG(λ) =
1
|G|
∑
g∈G
1
det[I− λM(g)] , (5.17)
which is the product of the inverse of the order of the group, |G|, by the sum, for all the g
permutation operations of the G group, of the inverse of the determinant of the difference
between the identity matrix I and the product of a dummy variable λ by the matrices of
the representation in the basis ξi represented as M(g). Applying this expression to our <
representation we have
φG(λ) =
1
4
[
1
(1− λ)6 +
3
(1− λ)2(1− λ2)2
]
, (5.18)
which, as showed by Molien, can be rearranged in a more condensed way as
φG(λ) =
1 + λ3
(1− λ)3(1− λ2)3 . (5.19)
Any invariant polynomial function of a finite group can be developed in terms of a
finite number of invariant polynomials, called the integrity basis. If we split all the terms
in Equation 5.19 we can rewrite it as,
φG(λ) = (1 +λ
3)× 1
(1− λ) ×
1
(1− λ) ×
1
(1− λ) ×
1
(1− λ2) ×
1
(1− λ2) ×
1
(1− λ2) . (5.20)
Since the power series expansion of the geometric series 1
1−x gives rise to the following
sum of powers of x,
1
(1− x) =
∞∑
i=0
xi = 1 + x+ x2 + x3 + x4 + · · · , (5.21)
we can, in the same way, expand each of the fractions of the generating function. The
expansion leads to a product of seven polynomials
φG(λ) =(1 + λ
3)× (1 + λ+ λ2 + λ3 + · · · )× (1 + λ+ λ2 + λ3 + · · · )×
(1 + λ+ λ2 + λ3 + · · · )× (1 + λ2 + λ4 + λ6 + · · · )×
(1 + λ2 + λ4 + λ6 + · · · )× (1 + λ2 + λ4 + λ6 + · · · ).
The first polynomial is the numerator, the three following polynomials result from
the complete expansions of the first degree terms, and the three last ones result from the
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complete expansion of the second degree terms. Therefore, we can say that the integrity
basis consists of three terms totally symmetric of the first degree (1 − λ), three terms
totally symmetric of the second degree (1 − λ2) and one term totally symmetric of the
third degree (1− λ3), which can only be used once in each monomial. The multiplication
of the seven polynomials yields
φG(λ) = 1 + 3λ+ 9λ
2 + 20λ3 + 42λ4 + 78λ5 + · · · . (5.22)
Equation 5.22 gives us the information relative to the number of terms of each degree
that we will need in order to build an invariant polynomial. So, for our tetratomic system
we will have a term of degree 0; 3 terms of degree 1; 9 of degree 2; and so on.
So far we have become aware of the dimension of the integrity basis and the number
of terms of each degree that we can use to construct the invariant polynomial; we are now
going to focus our attention in the way used to define the integrity basis.
Knowing the character, χ<, of the matrices that represent the permutation operations
g and the character table of the D2 point group, to which our permutation group is
isomorphic to, we can decompose the reducible representation, <, of the GCNP = S(O)2 ⊗
S
(H)
2 group into a direct sum of irreducible representations. The number of times, mi,
that each irreducible representation is contained in the reducible representation is given
by,
mi =
1
|G|
∑
g∈G
χ<(g)χ
i
(g), (5.23)
where |G| represents the order of the group, χ<(g) is the character of the symmetric op-
eration g for the reducible representation <, and χi(g) is the character of the symmetric
operation g for the irreducible representation i. Considering the irreducible representation
A we have,
mA =
1
4
[(6× 1) + (2× 1) + (2× 1) + (2× 1)] = 3. (5.24)
Applying this expression to the remaining irreducible representations of the D2 group,
we find that the complete reduced structure of the reducible representation, <, is,
< = 3A⊕ 1B1 ⊕ 1B2 ⊕ 1B3. (5.25)
Thus, with the six internal coordinates R1, R2, R3, R4, R5 and R6, we can construct
new ones in which three will behave according to the irreducible representation A; one
will behave according to the irreducible representation B1; one will behave according to
the irreducible representation B2; and one according to the irreducible representation B3.
This new coordinates, called symmetric coordinates, can be defined by the application of
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the projection operator, P i. The equation defining it is,
P i = ni|G|
∑
g
χ(i)g Θg, (5.26)
where ni is the dimension of the irreducible representation i, |G| is the group order,
χ
(i)
g is the character of the irreducible representation i and Θg is the operator that per-
forms the symmetry operation g. There is one projection operator for each irreducible
representation of the D2 group, for a total of four operators. For example, considering
the B1 representation, the projection operator is,
PB1 = 1
4
[E + C2(z)− C2(y)− C2(x)]. (5.27)
Since the GCNP = S
(A)
2 ⊗ S(B)2 is isomorphic to the D2 group, this is equivalent to say
that for a specific symmetry operation of the point group D2, there exists a symmetric
permutation operation of GCNP = S
(A)
2 ⊗ S(B)2 that behaves in the same way as the one
of the D2 group, i.e., there is a one-to-one correspondence between the two groups. This
implies that the previous operator for the B1 representation of the D2 point group can be
expressed for the GCNP = S
(A)
2 ⊗ S(B)2 as,
PB1 = 1
4
[E + (A1A2)(B1B2)− (A1A2)− (B1B2)]. (5.28)
The application of this operator, for instance, to the internal coordinate R3 yields the
following result,
PB1(R3) = 1
4
(R3 +R4 −R5 −R6). (5.29)
By using the same procedure for the other three projection operators, we obtain com-
binations of the six internal coordinates that behave according to the irreducible repre-
sentation of the point group D2,
ρ1 = R1 ∈ A
ρ2 = R2 ∈ A
ρ3 =
1
4
(R3 +R4 +R5 +R6) ∈ A (5.30)
ρ4 =
1
4
(R3 +R4 −R5 −R6) ∈ B1
ρ5 =
1
4
(R3 −R4 +R5 −R6) ∈ B2
ρ6 =
1
4
(R3 −R4 −R5 +R6) ∈ B3.
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Table 5.2: Algebraically independent and auxiliary invariants for the H2O2 system.
Degree
1 ϕ1(~r) = ρ1 = R1 ϕ2(~r) = ρ2 = R2 ϕ3(~r) = ρ3
2 ϕ4(~r) = ρ
2
4 ϕ5(~r) = ρ
2
5 ϕ6(~r) = ρ
2
6
3 ϕ7(~r) = ρ4ρ5ρ6
Table 5.3: Invariant polynomial terms constructed from the seven basis terms.
Degree Number Terms
0 1 Constant
1 3 ϕ1(~r); ϕ2(~r); ϕ3(~r)
ϕ1(~r)
2; ϕ1(~r) ϕ2(~r); ϕ1(~r)ϕ3(~r);
2 9 ϕ2(~r)
2; ϕ2(~r)ϕ3(~r); ϕ3(~r)
2;
ϕ4(~r); ϕ5(~r); ϕ6(~r)
ϕ1(~r)
3; ϕ1(~r)
2 ϕ2(~r); ϕ1(~r)
2 ϕ3(~r);
ϕ1(~r)ϕ2(~r)
2; ϕ1(~r)ϕ2(~r)ϕ3(~r); ϕ1(~r)ϕ3(~r)
2
3 20 ϕ1(~r)ϕ4(~r); ϕ1(~r)ϕ5(~r); ϕ1(~r)ϕ6(~r);
ϕ2(~r)
3; ϕ2(~r)
2 ϕ3(~r); ϕ2(~r)ϕ3(~r)
2; ϕ2(~r)ϕ4(~r);
ϕ2(~r)ϕ5(~r); ϕ2(~r)ϕ6(~r); ϕ3(~r)
3; ϕ3(~r)ϕ4(~r);
ϕ3(~r)ϕ5(~r); ϕ3(~r)ϕ6(~r); ϕ7(~r)
4 42 ...
As would be expected, the two diatomic distances R1 and R2 belong to the totally
symmetric representation A since they do not exchange when any of the four permutation
operations is applied to the molecule. The sum of R3, R4, R5 and R6, denoted as ρ3, also
belongs to the totally symmetric representation A, but the other three combinations do
not. To build totally symmetric coordinate terms from the ρ4, ρ5 and ρ6 we can use the
direct product multiplication table of the D2 group. It can be easily shown that ρ
2
4, ρ
2
5
and ρ26 constitute the three invariant terms of the second degree and that ρ4 × ρ5 × ρ6 is
the third degree invariant term.
Summing up, the invariant polynomial for an H2O2 molecule will be constructed as
combinations of the seven terms described in Table 5.2, which constitute the integrity
basis.
Table 5.3 shows the first polynomial terms to use up to the third degree.
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The coordinates ρ1 and ρ2 have a well defined physical meaning. However, it is im-
portant to remark the relation between the remaining coordinates and the conformation
of the molecule. Coordinates ρ3 up to ρ6 expressed in Equation 5.30 are related to the
asymptotic channels of the H2O2 molecule.
High values for ρ1, ρ2 and ρ3 mean that all the atoms of the molecule are far apart,
that is, the molecule is dissociated into its atomic fragments. On the other hand, small
values of ρ1 together with large values for ρ2 and ρ3 imply the presence of an O2 molecule.
Yet, when the ρ2 has a small value an H2 is formed. If we consider only ρ3 to be large
and ρ1 and ρ2 both small, then we will be in the presence of the asymptotic channel that
leads to the formation of O2 plus H2.
The coordinate ρ4 gives us information relative to the dissociation channel OH plus
OH. As for the bond length representation in Figure 4.1, as the value of ρ4 increases two
pairs of OH molecules are being formed. Negative values for ρ4 imply the formation of the
pairs O1H1 and O2H2 while a positive value represents the presence of the O1H2, O2H1
pairs. As by symmetry the energy is the same whatever possibility we consider, ρ4 must
be squared in order to be used as an invariant coordinate which we define as ϕ4(~r).
The coordinate ρ5 is related to the distance of each hydrogen atom to the oxygen
atoms. It assumes positive values if H1 is farther from the O atoms than the H2 atom,
and it will have negative values if we consider the opposite case. So, large values of
ρ5 signify that an H atom is approaching an HO2 molecule and the sign identifies the
hydrogen atom that integrates the HO2 molecule. Again, since we have two possibilities
which are energetically indistinguishable, we must take ϕ5(~r) (square of ρ5) as an invariant
coordinate.
The same reasoning can be applied to the ρ6, which has a higher weight in the disso-
ciation channel that leads to the formation of O plus H2O. For high and positive values
of ρ6 we will have O1 plus H2O. High and negative values of ρ6 yield O2 plus H2O. The
square of this coordinate is referred to as ϕ6(~r).
The domain of the ϕ coordinates expressed in Table 5.2 ranges from 0 to ∞ with
the exception of the seventh invariant term of the third degree, which can take either a
positive or a negative value depending on the signs of ρ4, ρ5 and ρ6. Since ϕ7(~r) results
from the product of the three previous variables, there are four possibilities to yield a
positive value and another four possibilities to yield a negative value for this symmetric
coordinate. All of these eight possibilities correspond to two distinct groups of symmetric
molecular conformations of the H2O2 molecule, one with a positive and another with a
negative sign for the ϕ7(~r).
It should be noted that a change of sign in ϕ7(~r) is not associated with the occurrence
of any of the permutation symmetry operations of the hydrogen peroxide molecule. To
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Table 5.4: Displacement integrity basis.
Degree
1 ϕ1(~r) = ρ1 − ρ1, ref ϕ2(~r) = ρ2 − ρ2, ref ϕ3(~r) = ρ3 − ρ3, ref
2 ϕ4(~r) = ρ
2
4 − ρ24, ref ϕ5(~r) = ρ25 − ρ25, ref ϕ6(~r) = ρ26 − ρ26, ref
3 ϕ7(~r) = ρ4ρ5ρ6 − ρ4, refρ5, refρ6, ref
corroborate this observation let us look at what happens to ϕ7(~r), whatever the permuta-
tion operation. The permutation of two oxygen atoms changes the sign of ρ4 and ρ6; the
permutation of two hydrogen atoms reverses the sign of ρ4 and ρ5; and the concomitant
switch of two oxygen and two hydrogen atoms alters the sign of ρ5 and ρ6. We realize
that any permutation operation gives rise to a matched number of swaps in the signs of
the coordinates and consequently the sign of ϕ7(~r) remains unchanged. Following this
line of reasoning we can state that, due to a lack of connection between the shift in the
sign of ϕ7(~r) and the permutation operations of the CNP group of the H2O2 molecule,
two geometric structures with opposite sign of ϕ7(~r) are not equivalent and the energies
of these structures can be different.
5.1.3.3 Reference geometries
Totally symmetric polynomials are usually computed using displacement coordinates from
some reference geometry, which is usually chosen as the equilibrium structure of the
molecule or a saddle point configuration. The major limitation to this approach lies in
the fact that these structures can seldom be used to define the displacement coordinates
since they do not meet the symmetry requirement [100]. In the present work, instead
of using displacement coordinates we resort to the application of displacement integrity
basis. By doing so, each term of the integrity basis should be subtracted by the equivalent
term computed at the reference geometry, being the polynomial function obtained from
this displacement integrity basis. Since the values of the terms obtained at the reference
geometry are constants, their subtraction do not change the invariance of the polyno-
mial. The displacement integrity basis for the H2O2 system is represented in Table 5.4.
Within this approach, all the integrity basis terms will vanish at the reference geometry,
remaining only the constant term. There are no restrictions concerning the choice of
the reference geometry and several polynomial functions can be expanded from different
reference geometries giving rise to a multifunctional fit.
Since the regions of greatest importance in the dynamics of the chemical reactions that
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occur in the potential surface include minima and saddle points, the structures described
in Figure 4.2 were the first choices for the reference geometries. After a preliminary fitting,
we observe that some regions of the potential were not well described, which drives us to
the introduction of three new polynomial centres. To warrant a good description of the
insertion and abstraction entrance channels for the O(1D)+ H2O(X
1A1), we account for
two new polynomial centres, denoted as O insertion and H abstraction, at planar geome-
tries. The description of the approach of a hydrogen atom to the hydroperoxyl radical
was further improved by the inclusion of a third centre positioned along the dissocia-
tion channel H· · ·HO2, which was designated as H approach. These eleven configurations
constitute a basis of fixed references.
Due to the large spread of the computed ab initio points, it was necessary to consider
further references to screen the configurational space that falls out of the regions covered
by the eleven fixed structure references.
A fundamental problem that arises is how to find homogeneous groups of ab initio
points in our data set and how to properly assign a reference geometry to each one
of these collections of points. To do so, we may take advantage of cluster techniques.
The partition of a data set, known as clustering, is a widely used procedure to recognize
patterns, or clusters, in data and finds a broad number of applications in different research
domains.
Our great challenge is to define each of these clusters (regions in the configuration
space of the molecule in which the density of points is locally higher in comparison with
other space regions) by stipulating a “similarity” criterion or measure so that the ab initio
points within a cluster can be as similar to each other as possible, while different from
the others belonging to other clusters.
There is an enormous variety of clustering algorithms among which one of the most
popular is the k -means [101]. In this work we have chosen this algorithm to construct
non-overlapping clusters from our set of ab initio points mainly because of its simplicity,
easiness in implementation and capacity to yield, in general, fast results.
The basic idea behind k -means algorithm is to partition the data into k sets or centres
in an iterative way, being each centre assigned to a centroid, also known as prototype or
seed, which represents the general features of that specific centre.
In our case, the data to be clustered is a set of N ab initio points, X = {x1;x2; · · · ;xN},
in which each point corresponds to a six-dimensional (six interatomic distances) variable
x. The goal is to form a number of K disjoint subsets C= {c1; c2; · · · ; ck}, each containing
n points. The data points are distributed throughout the subsets based on the minimiza-
tion of the squared Euclidean distances between each point xn and the centroid mk of the
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subset ck. The objective function to be optimized is then defined as,
KM(X,C) =
N∑
n=1
K∑
k=1
rnk‖xn −mk‖2, (5.31)
where rnk is a boolean variable. If the point xn is assigned to cluster k then rnk = 1,
otherwise it will be zero,
rnk =
{
1 if k = argminj‖xn −mj‖2
0 otherwise
, (5.32)
where argminj‖xn−mj‖2 is the value of j that minimizes ‖xn−mj‖2. After the assignment
of the data to the closest centre, the following step is to proceed to the optimization of
mk by setting it equal to the mean of all the xn points attributed to cluster ck.
To briefly summarize, the methodology behind the k -means algorithm proceeds as
follows [102]:
• Select randomly a number of k cluster centres c1, c2, · · · , ck;
• Assign each data point to its nearest cluster centroid based on Equation 5.1.3.3
(classification step);
• Recalculate each cluster centroid by setting it as the centre of all the points of the
cluster to which it belongs (minimization step);
• Repeat the second and third steps until no data point is reassigned.
It must be pointed out that k -means has some important disadvantages [103]. First
the user needs to identify in advance the number of clusters to give as an input, second
the performance of the algorithm depends on the initial definition of the positions of the
cluster centres, and third the algorithm may lead to the so called “dead unit” problem,
which means that if a centre is not initialized properly, it may never win a data point in
the classification step.
In our specific case the first and second problems are attenuated, thanks to the previ-
ous knowledge of the most important regions of the PES, mainly minimum and transition
states. This enables us to use these structures as clusters centroids. Since these configu-
rations are crucial to assure a good description of the topology of the PES they are kept
fixed during the minimization step. Only the other cluster prototypes, used to cover the
ab initio points that fall out the fixed centroids, are allowed to be optimized in the algo-
rithm procedure. The initial reference geometries have been randomly generated. In this
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Table 5.5: Geometry references used in this work.
Reference Property R1 R2 R3 R4 R5 R6
Ref1 absolute minimum 2.759 4.518 3.560 3.560 1.826 1.826
Ref2 local minimum 2.913 2.937 3.707 1.832 1.832 3.706
Ref3 ts H+HO2 2.527 3.698 5.110 1.846 3.295 3.486
Ref4 ts OH+OH 5.503 6.050 5.730 5.444 1.842 1.842
Ref5 isomerization 3.074 3.029 3.789 1.962 1.833 2.624
Ref6 ts O2+H2 2.460 1.990 5.195 2.083 3.643 3.751
Ref7 dihedral 0 2.780 3.672 3.680 3.680 1.827 1.827
Ref8 dihedral 180 2.779 4.896 3.538 3.538 1.824 1.824
Ref9 O insertion int. 4.070 2.862 5.372 1.810 1.810 5.372
Ref10 H abstraction int. 5.060 2.862 4.203 1.810 1.810 4.203
Ref11 H approach 2.681 5.681 6.309 2.057 4.648 3.581
Ref12 generated 4.818 3.967 4.837 3.998 1.968 1.997
Ref13 generated 2.486 5.169 2.306 1.898 3.985 3.797
Ref14 generated 2.966 3.713 3.658 2.855 1.854 1.989
Ref15 generated 3.520 3.439 4.760 2.031 2.300 4.273
Ref16 generated 3.616 4.979 4.432 4.068 2.016 1.966
Ref17 generated 2.897 5.390 3.680 2.031 4.897 3.699
Ref18 generated 2.606 6.000 6.000 2.074 6.000 3.592
Ref19 generated 2.723 3.310 4.162 1.910 2.407 3.619
Ref20 generated 4.553 5.528 5.103 4.717 1.917 1.932
Ref21 generated 2.642 2.069 4.102 2.121 2.328 3.866
procedure all the six internal distances of the molecular system are uniformly distributed
between 1.0 and 5.5 A˚. To overcome the “dead unit” issue and the formation of small sets
of points, only references to which are assigned more than three hundred points may be
accepted as a reference point. If the previous requirement is not fulfilled, a new randomly
generated reference will replace the older one and all the procedure restarted.
The twenty one reference geometries used in this work are quoted in Table 5.5. The
fixed reference geometries have been obtained in a preliminary study using a triple-zeta
basis set and do not constitute stationary points of the final PES.
Another important aspect to take into consideration is the fact that due to the sym-
metry invariance condition of the system each molecule configuration has four equivalent
geometries. To ascribe the points to the closest reference geometry, we define the met-
ric between the point and the reference as the lowest Cartesian distance, in interatomic
coordinates, between their different equivalent geometries.
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5.1.3.4 Range factors
To represent the four-body short-range interaction term of the H2O2 molecular system,
each of the twenty one polynomials were multiplied by a range factor, which must also be
invariant to any symmetry operation of the system and should also be computed using
the displacement integrity basis.
A functional form that is still in common use for the representation of the range
factor consists of hyperbolic tangent switching functions [104]. Since the objective is to
proceed to a multifunctional fit of the four-body term V
(4)
sr , our approach was to use
“modified” Gaussian functions rather than hyperbolic tangents as range factors, so that
the polynomials would have the least possible interference with each other.
We must, however, emphasize that we do not have a normal distribution of ab initio
points. The resource to “modified” Gaussian functions intends mainly to provide us
with information concerning the dispersion of the points around the reference geometry
to which they are assigned. This way, the functional form of the “modified” Gaussian
functions used in the present work include a first order term to account for the spatially
varying behaviour of the local points.
Our range factors, Θ(R), are then defined as a product of exponential functions,
centred at the reference geometries of the polynomials, each composed by a quadratic
and a linear term,
Θ(R) =
∏
i=1,7
exp
ηivi − v2i
8λi
, (5.33)
where vi represents displacement coordinates from the reference geometry. The negative
sign on the quadratic term assures that Θ(R) approaches zero for geometries far from the
reference. The parameters η and λ in each exponential function are estimated based on the
local distribution of the points. This is important since the functional form of our fitting
model is not linear with respect to this parameters and so, by setting its values according
to the shape of the subset of neighbouring points, we are avoiding fitting convergence
problems of the fit. These two parameters were specified by defining, in a first step, the
variance-covariance matrix for each subset of points using the displacement symmetric
coordinates, ϕ, followed by its diagonalization. The eigenvectors, ~ui, correspond to the
directions in which the covariances are zero. The eigenvalues, λi, give the magnitude of the
variance in each direction (along each eigenvector). The displacement coordinates vi, used
in Equation 5.33, represent the projection of the displacement symmetric coordinates, ϕj
defined in Table 5.4, page 75, onto each eigenvector,
vi = (~ϕ.~ui) =
∑
j=1,7
ϕj × uij. (5.34)
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In a second step, as the point distribution around the reference may not be symmetric,
the asymmetric factor for each eigenvector direction, ηi, is computed in such a way that
Θ(R) for two extreme points should be the same. These extreme points are defined as the
average of the 100 farthest points vi for each positive (vimax) and negative (vimin) sides,
exp
ηivimax − v2imax
8λi
= exp
ηivimin − v2imin
8λi
. (5.35)
Once these average extreme points are defined, the ηi values are calculated as their sum,
ηi = vimax + vimin. (5.36)
To avoid the exclusion (small weight) of the farthest neighbour points, we found con-
venient to use a scaling factor 8 instead of the value 2 used in the Gaussian distribution
to multiply the variance. This creates a superposition between neighbour regions, which
favours the potential continuity.
Figure 5.3 illustrates a contour/perspective plot cut of the decay function for the
points centred at the equilibrium minimum (first reference geometry of Table 5.5) in the
plane defined by the two eigenvectors, ~ui, of higher eigenvalues (higher variances).
The axis displayed in the graphic has different scales. The eigenvector of higher
variance, i.e., the eigenvector with the higher eigenvalue, λi, is represented in the X-axis
and its principal component, for this reference, turns to be the symmetric coordinate,
ϕ4(~r), see Table 5.2, page 73. In turn, the Y-axis corresponds to the eigenvector with the
second higher variance that mainly depends on the ϕ7(~r) symmetric coordinate.
The contour plot represents cuts at different heights of the decay function Θ(R) ac-
cording to those directions. The contours start at 0.05, expressed by the letter B and go
up, with increments of 0.05, as far as letter U, which assumes the value of 1. The grey
area delimits the region where Θ(R)> 0.5. If no asymmetric factor was introduced, the
centre of the contours would match the (0,0) point of the referential. By considering the
asymmetry of the point distribution around the reference geometry according to the two
eigenvectors directions, the centre will be dislocated by −ηi/2, which is the maximum
value of Equation 5.33. From the analysis of the figure, we may say that the asymmetric
factor is more pronounced according to the second eigenvector of higher variance since a
considerable distortion of the exponential function is evident in the negative direction of
this eigenvector. This distortion ensures that the area of higher concentration of points
situated at the bottom of the plot are better adjusted by the polynomial function of this
centre. Due to the almost symmetric distribution of the points along the direction of the
eigenvector with higher eigenvalue, u1, the effect of the asymmetric factor on the X-axis
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Figure 5.3: Contour plot of the decay function, Θ(R), in the vicinity of the equilibrium
minimum according to the two principal eigenvectors with the highest eigenvalues. The
contour increment is 0.05 starting at 0.05 (letter B) up to 1.
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Figure 5.4: Contour plot of the exponential function, Θ(R), centred at the global mini-
mum. See text for a description.
is not clear in the figure.
Figure 5.4 shows a contour plot of the exponential function Θ(R) centred at the H2O2
equilibrium minimum. To encompass this reference geometry, we fixed one hydrogen
atom, H2, and the two oxygen atoms, O1 and O2, at their positions at the equilibrium
geometry of the hydrogen peroxide. The other hydrogen atom, H1, moves in the plane of
the figure. The dihedral angle H1OOH2 is 113.70
◦ when this atom is above the oxygen
atoms (Y> 0.0) and 66.40◦ otherwise. As we can see in the figure, this polynomial centre
covers mostly the points located in the region of the equilibrium structure but it also
extends to the region close to the cis-conformer.
5.2 Fitting procedure
The potential parameters were optimized by means of a least-squares fit. Twenty one
reference geometries were selected and in each one of them was centred a polynomial
function of the fourth degree, resulting in the adjustment of a total of 21 × 75 = 1575
parameters. Due to the fact that some energetic configurations of the molecule fall into
intermediate regions covered by more than one polynomial function in conjunction to
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the large size of the matrix for the least-squares polynomial fit, the fitting procedure has
been addressed using the singular value decomposition method. We chose the subroutine
DGLESS from the Linear Algebra Package, LAPACK [48], which has proved to be robust
and fast.
Once we are mainly interested in the description of the regions accessible to the reac-
tants involved in chemical reactions that take place in the ground state PES, see Equation
5.1, page 61, high lying configurations with energies above -0.12000Eh were weighted with
0.1, being only used to guide the polynomial functions. For the chemically interesting re-
gions, special weights were introduced as follows. To accomplish a good characterization
of the configuration space in the vicinity of the equilibrium structure and the correspon-
dent cis and trans configurations it was assigned the weights of 100. In addition, to fit
the bottom well accurately, a weight of 10 000 has been attributed to energies lower than
-0.425Eh and 100 000 to energies lower than -0.4255Eh.
To prevent an irregular behaviour of the four-body term in configurations far from
the interaction region, we include 80 000 additional points, 20 000 for each one of the four
dissociation channels. The energy for each configuration has been assigned to the sum
of the energies of the one-, two- and three-body terms with the four-body dipole-dipole
interaction. This ensures that the short four-body term will approach zero in the fitting
procedure. Their geometries have been randomly generated, weighting the configuration
of the fragments according to their probability at 10 000 K. A weigh of 1 has been ascribed
to these points and to all the remaining ab initio points, except for the ones that fall far
from the regions covered by the polynomial centres, to which were assigned a weight of
0.01.
Using these conditions, the final PES has a root mean square deviation of less than
0.50 kcal mol−1 to the fitted energies.
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Chapter 6
Brief description of the H2O2 (X
1A)
PES
In this chapter the most important features of the potential energy surface are scrutinized
through the study of the transition state and minimum geometries and energies, prediction
of barrier heights, representation and analysis of contour plots for different regions of the
potential surface, and one-dimensional cuts along selected coordinates. The quality of
the results is evaluated having as a standard reliable ab initio calculations from literature
and, whenever possible, from experiment.
6.1 Dissociation channels
Due to the many-body formalism, the potential energy surface must reproduce the disso-
ciation energies for all possible combinations of atom-diatom, atom-triatom and diatom-
diatom products. Table 6.1 summarizes the energies for the different dissociation limits.
The distances of the main coordinates, those that move away as the reaction evolves
towards the formation of products, are kept at a fixed distance of 10.00 Bohr. As for
the remaining internuclear distances, the bond lengths are restricted to the values of the
equilibrium structures of the correspondent fragments. The results obtained from the
fitted potential function show that the values of the energies of the different fragments at
those distances of 10.00 Bohr are a few tenth of mEh lower than the asymptotic limit as it
should be expected for these distances. This demonstrates that all the terms, other than
the four-body interaction term, are accurately determined and our analytical function
dissociates correctly to any of the possible reaction channels that can occur in the ground
state surface of the system.
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Table 6.1: Asymptotic potential energies for the dissociation products of the ground
state potential of the H2O2 molecule at distances of 10.00 Bohr for the breaking bonds.
Distances are given in Bohr and energies in Hartree.
Channels R1 R2 R3 R4 R5 R6 This work Asymptotic
OH +OH 10.00 10.00 1.834 1.834 10.00 10.00 -0.34061 -0.34023
H + HO2 2.526 10.00 1.859 10.00 3.527 10.00 -0.27882 -0.27817
O + H2O 10.00 2.861 1.810 10.00 10.00 1.810 -0.29876 -0.29845
O2 + H2 2.297 1.401 10.00 10.00 10.00 10.00 -0.33002 -0.32997
6.2 Bottom well
Due to the importance and peculiarities of the hydrogen peroxide system previously men-
tioned, one of the most important and well studied regions of its potential surface is the
region of the global minimum and torsional potential mainly by spectroscopic [67] and
tunneling splitting [70] studies. For this purpose, there is a considerable amount of litera-
ture focused on high quality ab initio calculations [66] performed for the local description
of the equilibrium structure and surrounding area, which provide a good standard for
assessing the quality of our work.
Table 6.2 represents geometry structures for the equilibrium minimum and for the cis
and trans transition states estimated from our fitted analytical potential. Bond lengths are
given in Bohr and the angles in degrees. The parameters so obtained are compared with
the most accurate ones determined by Malyszek and Koput [66] at the CCSD(T)/aug-cc-
pV7Z level of theory. The potential energy barriers for internal rotation correspond to the
energy difference, in cm−1, between the cis/trans isomers and the equilibrium structure.
Comparing the equilibrium geometry obtained in our work with the experimental
data whose structure parameters are represented in Table 4.1, we may highlight that the
theoretical results slightly overestimate the values of the experimental parameters for the
O-O and O-H bond lengths in 0.7% and 0.1%, respectively. In respect to the ∠OOH and
the dihedral angles both are underestimated approximately by 2.6% and 1.2%.
A different set of experimental data for the geometry of the global minimum was pro-
vided by Koput in an earlier paper [105]. For the O-O and O-H distances the values
determined were 2.767 a0 and 1.824 a0, respectively. As for the angles, the estimates gave
∠OOH = 99.40◦ and ∠HOOH = 111.80◦. Although our results are, in general, in more
close agreement with the Koput experimental parameters, it must be enhanced that the
experimental data may be questionable since the two sets diverge considerably one from
each other. The floppiness of the hydrogen peroxide hinders the unambiguous determina-
tion of the internal parameters of the molecule. Thus, determining those parameters are
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Table 6.2: Comparison between theoretically predicted geometries and energies for the
global minimum and for the cis and trans transition states obtained in this work with
those obtained by Malyszek and Koput [66]. Torsional barrier heights are also represented.
This work Malyszek and Koput [66]
Equilibrium Configuration (C2)
R1(a0) 2.770 2.741
R3(a0) 1.829 1.820
α(◦) 99.73 100.10
ω(◦) 112.30 112.75
Trans configuration
R1(a0) 2.797 2.761
R3(a0) 1.822 1.818
α(◦) 97.99 98.53
ω(◦) 180.00 180.00
∆E(cm−1)a 330.80 368.50
Cis configuration
R1(a0) 2.826 2.761
R3(a0) 1.821 1.821
α(◦) 103.42 104.35
ω(◦) 0.00 0.00
∆E(cm−1)b 2429.87 2506.30
aEnergy difference between the trans conformation and the equilibrium structure.
bEnergy difference between the cis conformation and the equilibrium structure.
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only possible by assuming a fixed value for one coordinate, usually the OH distance, and
deriving the other coordinates accordingly.
In the absence of more precise experimental information, we restricted the comparison
to the results determined by Malyszek and Koput [66]. The differences between both
theoretical estimates are relatively small, being of the order of 1.1% for the O-O and 0.4%
for the O-H bond lengths and for the OOH and dihedral angles. This outcome shows
that our fitted geometry is in consonance with the more accurate ab initio calculations in
these internal coordinates.
The same limitations may be extended to the comparison of the fitted results de-
termined for the cis and trans molecular parameters, as well as for the heights of the
torsional barriers at those conformations with the experimental values. Since the experi-
mental data [105,106] available for both transition states is derived from one-dimensional
cuts of the Hamiltonian and do not take into account the amplitude of the vibration of the
other coordinates of the system, they are crude estimates to the correspondent potential
energy barriers and they should not constitute a pattern to which our results may be
directly compared.
At this point, it is important to emphasize that the constructed PES can be considered
as having a five-zeta quality with errors less than 1 kcal mol−1. Since we are looking for a
global potential function accurate enough to yield reliable results toward dynamic calcu-
lations for all possible dissociation channels, we only intend to achieve a good description
of the minimum and vicinity areas of the configuration space and not the spectroscopic
quality of the calculations we are comparing our results to.
The predicted values for the heights of the torsional barriers for the two conformers of
the hydrogen peroxide are close to those calculated at the CCSD(T)/aug-cc-pV7Z level.
The barrier ∆E(cis) was determined to be 2429.87 cm−1 comparing with 2506.30 cm−1
from Reference [66] corresponding to a energy difference of about 76.43 cm−1. As for the
∆E(trans) the energy diverges in about 37.70 cm−1. Also, the fitted structure parameters
are considered to be reasonable, presenting deviations of about 2.4% for R1 and, 0.9% for
∠OOH in the case of the cis configuration. As for the trans isomer the deviations are of
1.3% for R1, 0.2% for R3, and 0.6% for ∠OOH.
Table 6.2 shows that, as the torsion angle varies from 0.00◦ to 180.00◦, the remaining
parameters change considerably. The major difference between our results and the ones
obtained in Reference [66] appears for the values for the O-O and O-H bond distances.
Comparing these distances for the global minimum and the trans configuration, our bond
distances are slightly higher although the behaviour is similar, since for both theoretical
predictions the distances are higher for the trans isomer. As for the cis configuration,
unlike the results predicted by Malyszek and Koput [66], our estimate shows a considerable
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Figure 6.1: Contour plot for the dependence of the OH distances with the diahedral angle
for R1 = 2.816 a0 and ∠OOH = 100.00◦. Countours start at -0.4258E h and are equally
spaced by 100 cm−1.
increase in the O-O bond length and a decrease in the O-H distance in comparison with
the other two isomers. Our values for the OOH angles compare quite well with the most
accurate ones. It’s important to note that this internal parameter is the one that varies
more with the dihedral angle, exhibiting a variation around 6% when it goes from the
trans to the cis configurations. These observations relative to the distance and angle
variations are expected due to conformation constrains when both hydrogen atoms are
close to each other.
The dependence of the O-H bond on the dihedral angle is depicted in Figure 6.1,
where, for clarity, we display all the 360.00◦ of rotation.
We fixed ROO = 2.816 a0 and ∠OOH = 100.00◦ and as a consequence, the minimum
and saddle points do not correspond exactly to those represented in Table 6.2.
A better overview of the torsional potential can be seen by a one-dimensional cut along
the ω coordinate. This is depicted in Figure 6.2, where, for each dihedral angle, the O..O,
O..H bond lengths and the OOH angles have been partially optimized near the equilibrium
configuration. The analysis of the potential energy plot as a function of the dihedral angle
demonstrates, once more, the good agreement of the predicted H2O2 torsion motions with
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Figure 6.2: Torsional potencial shape, obtained from a one-dimensional cut along the
torsional coordinate, and correspondent energy values for the cis and trans barriers in
cm−1.
the theoretical results from literature [66]. The fitted potential properly reproduces the
features of the minimum region as it goes from 2429.87 cm−1 for the energy barrier of the
cis conformer to approximately 330.80 cm−1 for the energy barrier of the trans conformer.
The energies of the barriers are given as the difference between the energy obtained at
0.00 ◦ for the case of the cis structure and at 180.00 ◦ for in the case of trans structure, and
the value of the potential at the equilibrium minimum, which, for simplicity, we defined
in the figure as the zero energy.
6.3 Stationary points
The characterization of the most relevant stationary points of the potential surface is
also an important tool to analyse its quality by comparing those structures with those
predicted in literature. Table 6.3 gives an overall view of the geometry parameters of the
stationary points, others than the equilibrium minimum and the cis and trans conformers,
found for our potential function. These parameters are compared with those predicted
by other authors [57, 78]. The geometric structures for these stationary points obtained
by ab initio optimization at the CCSD(T) level of theory with an aug-cc-pVTZ basis set
are represented in Figure 4.2, page 48.
One of the local minimum structures of the H2O2 potential energy hypersurface is
referred to as oxywater (H2OO). The existence of this structural isomer of hydrogen
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Table 6.3: Geometry parameters of the stationary points found in the global ground state
analytical potential of the H2O2 system. Distances are in Bohr and the angles are given
in degrees.
Geometry parameters local minimum isomerization ts H+ HO2 ts O2 + H2
R1 2.892 3.375 2.423 2.396
R2 - - - 2.399
R3 1.849 2.390 1.713 1.869
R6 3.729 1.888 3.084 -
∠O2O1H1 101.43 50.98 118.73 124.95
∠O2O1H2 101.43 96.74 111.17 -
∠O1H1H2 - - - 109.24
∠H1O1O2H2 105.50 93.04 - -
∠O2O1H1H2 - - - 63.06
E/Eh -0.35229 -0.34892 -0.28452 -0.28208
∆Ea 46.08 48.20 88.60 90.13
aEnergy in kcal mol−1 related to the global minimum of the hydrogen peroxide molecule (-0.42572
Eh).
peroxide is supported in literature. In 1983, Pople et al. [107] conducted several ab
initio calculations to evaluate the existence of the singlet oxywater. The most accurate
results performed at the MP4/6-31G** level, including single up to quadruple corrections,
reveal that this minimum structure was unstable due to the absence of energy barrier
associated to the reaction H2OO → HOOH. These results were, however, refuted in a set
of papers that followed. Bach and co-workers [108], in 1990, predicted an energy barrier for
the H2O2 [1,2]-hydrogen shift of 6.3 kcal mol
−1 (3.1 kcal mol−1 considering the zero-point
vibrational energy (ZPVE or ZPE) correction ) applying a similar ab initio approach
but adopting MP2 optimized structures. Two years later, in 1922, Schaefer et al. [109]
corroborated the later results by estimating a barrier of 5.7 kcal mol−1 (3.2 kcal mol−1
with ZPE) at the CCSD(T)/TZ2P+f level of theory. They also brought solid support
concerning the formation of oxywater through a [1,2]-hydrogen shift of the hydrogen
peroxide, a mechanism that was previously studied by Bach et al. in 1991 [110].
More recent ab initio studies from Gonza´lez and co-workers [78] obtained at the
CASPT2//CASSCF level reveal a much lower energy barrier of about 0.20 kcal mol−1 not
only by comparison with the above mentioned values but also with the 2.83 kcal mol−1
obtained by the same authors [77] in an earlier paper at PUMP4//UMP2 level of theory.
Table 6.3 shows that our results for the geometric parameters of the oxywater (see
Table 4.2, page 48, for the optimized structure and Table 6.3 for the results obtained
91
Chapter 6. Brief description of the H2O2 (X
1A) PES
from the fitted function) compare quite nicely with the ones obtained by Gonza´lez at
the CASSCF/cc-pVTZ level, where ROO = 2.978 a0, ROH = 1.836 a0, ∠OOH = 104.86◦ and
∠HOOH = 106.75◦, and with those obtained by Schaefer et al. [109], ROO = 2.982 a0,
ROH = 1.841 a0, ∠OOH = 105.80◦ and ∠HOOH = 107.86◦ at the CCSD(T)/DZP level of
theory. For the H2OO-HOOH isomerization we obtained an energy of 2.11 kcal mol
−1, not
considering the ZPE effects.
The transition state structure for the reaction H2OO→ HOOH was also characterized.
Similar to Schaefer et al. [109] results, the outcome values for the parameters support
the occurrence of a [1,2]-hydrogen shift. The theoretical optimization as well as the
values obtained from the fitted function, predicted an O-O distance of about 3.074 a0 and
3.375 a0, respectively. Both distances have a higher length compared with those from the
corresponding hydrogen peroxide isomers. Also, as expected for a [1,2]-hydrogen shift,
the O-H distance increases as the hydrogen atom migrates from one oxygen atom to the
other.
We also optimized a transition state which, as stated by Gonza´lez et al. [78], repre-
sents the evolution of the system from the oxywater minimum up to the formation of a
hydroperoxyl radical. The energies at the CASPT2/cc-pVTZ level of calculation placed
this structure 1.10 kcal mol−1 (including ZPE) above the H + HO2 dissociation channel.
Our optimization based on the CCSD(T)/aug-cc-pVTZ level predicted an energy for this
structure of 7.76 kcal mol−1, above the H + HO2 dissociation energy, but after the ex-
trapolation/scaling procedure the fitted potential gives a transition state 3.98 kcal mol−1
below dissociation, which indicates that this reaction is barrierless in this potential energy
surface.
Similar results were achieved for the transition state that connects the hydroperoxyl
radical to the formation of H2 + O2. Our most accurate results predicted an energy
2.45 kcal mol−1 below reactants, which advocates a barrier free reaction not considering
zero-point vibrational correction to the energy values.
From what we explained above, one of the most important reactions of the ground
potential surface of the hydrogen peroxide system is the O(1D) + H2O reaction, which
can occur via two distinct mechanisms. One of the possibilities is a nondirect insertion
mechanism where the O(1D) atom approaches a water molecule from the oxygen atom
side to produce a singlet oxywater [57, 78], followed by an isomerization process which
involves the migration of a hydrogen atom from one oxygen atom to the other to yield
the hydrogen peroxide molecule. Another way for the O(1D) + H2O reaction to proceed
is through the abstraction of an H atom of the water molecule by the O(1D) atom to
provide the two OH radical products.
In a first attempt to characterize the ground state potential of the O(1D) + H2O
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system, Gonza´lez and co-workers [77] predicted, by employing Møller-Plesset methods, a
transition state for the formation of oxywater from reactants. The same authors [78] used
multireference methods to test the validity of the former report and concluded that indeed,
the oxywater is formed directly from reactants without the formation of any intermediate
species. This conclusion was later sustained by Head et al. [57] who examined the O(1D)
+ H2O → HOOH reaction path at the CASSCF/aug-cc-pVTZ level.
Based on calculations performed at the CASSCF/cc-pVTZ [78] and CASPT2/aug-cc-
pVTZ [57] levels of theory, the abstraction mechanism seems to proceed barrier free.
Further support to the absence of energy barrier, in at least one of those reaction
channels, is given by the experimental information [111] since, for a temperature range
between 200 and 350 K, it was not found any rate constant temperature dependence.
A contour plot of our fitted ground state potential energy surface for the approach
of an oxygen atom to a water fragment fixed at its equilibrium structure is illustrated in
Figure 6.3.
The two reaction possibilities are depicted in the plot. The first one, on the left side of
the plot, corresponds to an insertion mechanism where an oxygen atom attacks the water
molecule from the opposite side of the hydrogen atoms, leading to the formation of the
local oxywater minimum. The other approach, on the right side of the plot, represents
the abstraction of a hydrogen atom of the water molecule by the O(1D) atom, which leads
directly to the abstraction products, OH + OH. The analysis of the above figure reveals
that there is no barrier in the insertion mechanism but a small barrier of 3 kcal mol−1 in
the abstraction one.
6.4 Other regions
The nature of the interaction potential between two OH radicals has been the subject
of many studies for a long time. Previous works [62, 77, 78] supported the existence of a
nonplanar transition state yielding the formation of two hydroxyl radicals from hydrogen
peroxide. Due to the open shell character of these species, CASPT2 and MRCI levels of
calculations were employed to optimize it. In both, we were unable to locate the saddle
point due to convergence problems. This point was also not found in our fitted potential.
Figure 6.4 displays a contour plot for the approach of two OH fragments positioned
with the two parallel HOO angles fixed at 90.00◦ and with a dihedral angle fixed at
113.00◦. An “approximation” to the O2(a 1∆g) + H2(X 1Σ+g ) reaction channel is also
shown in the figure y-axis. We say “approximation” because in this plot both O-O and
H-H distances are kept fixed at an equal value. As inferred from the figure there is no
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Figure 6.3: Contour plot for the O(1D) + H2O planar interaction potential where an
oxygen atom is moving around an H2O molecule kept fixed at its equilibrium geometry.
Contours start at -0.425E h and are equally spaced by 0.02E h. The dashed line represents
the dissociation energy for the reaction (-0.29845E h).
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Figure 6.4: Contour plot for the approach of two OH radicals with parallel HOO an-
gles of 90.00 and a dihedral angle of 113.00◦. The “approximation” to the O2(a 1∆g) +
H2(X
1Σ+g ) product channel is also represented in the y-axis for equal variations of the
OH distances. The contours start at −0.425Eh, being equally spaced by 0.02Eh. The
dashed line indicates the OH + OH dissociation energy (−0.34023Eh).
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Figure 6.5: Contour plot of a hydrogen atom moving around HOO fragment at the exper-
imental equilibrium geometry of the hydrogen peroxide. The contour plot increment is
0.02 Eh, starting at −0.425 Eh. This panel shows the full DMBE potential energy surface.
energy barrier for the interaction of two OH radicals.
Another interesting perspective of the analytical potential is given in Figure 6.5, which
shows an energy diagram of a hydrogen atom moving in the plan around an HOO molecule
fixed at the experimental equilibrium geometry of the hydrogen peroxide (see Table 4.1).
The hydrogen of the HOO fragment linked to the O2 is fixed above the fourth quadrant
of the plan of the two oxygen atoms forming a dihedral angle of 113.70◦ with the top
positive plan of the plot. For a clear understanding of the contribution of the short-range
four-body terms the corresponding contour plot for the V
(3)
H2O2
and V
(4)
elect body level of the
potential energy surface is also displayed in Figure 6.6.
On comparing both graphics the short-range four-body term stands out for providing
considerable refinements to the V
(3)
H2O2
and V
(4)
elect body level of the potential energy surface.
The introduction of this term lowers the energy of the potential exacerbating the region
of the global minimum of the H2O2, which is located at the left top side of the plan. The
torsion potential effect is also prominent by the presence of another minimum in the lower
left side of the plan. The minimum represented by letter F corresponds to the oxywater
structure.
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Figure 6.6: Contour plot of a hydrogen atom moving around HOO fragment with the
geometry parameters fixed at the experimental equilibrium minimum of the hydrogen
peroxide molecule (R1=2.751 a0, R3=1.827 a0, ∠OOH = 102.32◦ and ∠HOOH = 113.70◦).
The contour plot increment is 0.02 Eh, starting at −0.425 Eh. This panel shows the V (3)H2O2
and V
(4)
elect body level of the potential energy surface.
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Conclusions
A global ground state potential energy surface for the H2O2 system has been reported
with chemical accuracy in order to provide reliable results for dynamical calculations of
all the possible dissociation channels. In what follows, a brief description of the stages for
the construction of the analytical potential surface is given together with a summary of
the main conclusions for the present study.
To properly describe all the reaction channels that can take place in the singlet state
PES of the hydrogen peroxide molecule, we used a symmetric 3 × 3 potential matrix
wherein each diabatic term is represented by a many-body expansion. One-, two- and
three-body terms were adopted from previous potential energy surfaces developed by
others namely from the H2O (
1A1), H2O (
3A′) and HO2 (2A′′) potential energy surfaces
[85–87].
The treatment of the four-body terms implied a split into long- and short-range inter-
actions. For the characterization of the former, only the electrostatic interactions between
two different pairs of OH molecules were taken into consideration.
As for the short-range four-body energies, we first started by performing a large set
of ab initio calculations to cover all the most important regions of the configurational
space with the resource to the CCSD(T) and CASPT2 levels of theory and employing
Dunning-type basis sets. An extrapolation/scaling scheme has been proposed to achieve
a high-accurate global PES for the ground state of the hydrogen peroxide from less expen-
sive basis set calculations. For this purpose, calculations were conducted with triple-zeta
and quadruple-zeta basis sets at all geometries plus quintuple-zeta only at a few reference
geometries. The Hartree-Fock and CASSCF energies were then extrapolated toward the
CBS limit through the application of a term obtained by interpolation from the differ-
ent pivot geometries. Similarly, the same reference structures were used to obtain an
interpolated factor to perform the correlation energies scaling up to the five-zeta quality.
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Thus, the short-range four-body term is obtained by fitting the difference between the ex-
trapolated energies and the sum of the four-body long-range interactions with the lowest
eigenvalue of the 3× 3 potential matrix.
After performing the ab initio calculations and the extrapolation/scaling procedure,
the next step was to develop an analytical potential function invariant to the permutation
of identical atoms. To do so, we first applied the Molien theorem to determine the
dimension of the integrity basis and the number of terms of each degree that can be used
to build the invariant polynomial function. The next step was to define the integrity basis
through the application of projection operators, one for each irreducible representation
of the D2 point group, to which our permutation group is isomorphic. The invariant
polynomial function were constructed as combinations of the seven integrity basis terms.
The fitting procedure involved a multifunctional fit in which several permutation in-
variant polynomial functions were centred at different reference geometries in a total of
twenty one structures. Eleven of these reference geometries correspond to transition states
of the surface as well as additional geometries in specific areas namely on the O(1D) +
H2O(X
1A1) reaction channel. The ab initio points were then assigned to each of these
reference geometries and ten additional ones based on a k -means algorithm. Due to the
importance of the first eleven references to attain a good description of the surface, they
are kept fixed during the algorithm process. As for the additional ten references, they
were randomly generated and optimized, so that more than three hundred ab initio points
were assigned to each one of them. To restrict each polynomial to the region of its centre,
we multiply it by a range factor defined as a product of exponential functions centred at
its own reference geometry.
For simplicity, fourth degree polynomial functions were used in all the regions of the
PES. Since we defined 21 reference centres, a total of 21 × 75 = 1575 parameters were
adjusted using the single value decomposition method implemented in the subroutine
DGLESS, from the Linear Algebra Package, LAPACK.
By relying on the aforementioned conditions, it was possible to derive a six-dimensional
potential energy hypersurface for the singlet hydrogen peroxide molecule with a root
mean square deviation for the fitted energies of less than 1 kcal mol−1, which fulfils the
requirement of chemical accuracy.
At an overall global level, the present surface of five-zeta quality found solid support
in ab initio results previously reported by others. Nevertheless, there are several ways to
further improve the surface. One of them consists in refining the global minimum area and
surrounding configurational space to achieve spectroscopic precision in order to compute
the vibration-rotation spectra for the electronic ground state of the H2O2 system. This
may be accomplished by improving this region fit or by adopting a technique similar to
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the one described in the work by Branda˜o and co-workers [87] for the HO2 molecule.
The direct application of this global potential and also a way to assess its reliability is
to perform dynamic studies for all possible dissociation channels. Preliminary studies on
the dynamic of the O(1D) + H2O(X
1A1) reaction channel revealed, in consonance with
the results obtained by Gonza´lex et al. [77], that contributions from excited potential
energy surfaces must be considered in order to achieve a rate constant in good agreement
to the experimental value.
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