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Customer Generated Image (CGI) on e-commerce platforms has been widely recognized 
as a marketing tool to persuade customers into purchases. Despite its persuasive power, 
the effect of CGI on post purchase satisfaction has seldom been examined. This study 
draws upon Elaboration Likelihood Model and proposes that the affective cues in CGI 
could distract consumer’s cognitive information processing and lead to unsatisfactory 
purchases with a larger probability. To empirically test our hypothesis, we employed a 
difference-in-differences model with propensity score weighting method and deep 
learning based face detection algorithm and found that CGI could cause subsequent 
review ratings 0.12 stars lower compared with those not exposed to CGI. Additional 
analysis indicated that this negative effect could be attenuated if the CGI contains human 
faces or the image review has a low rating. These findings have important implications 
for online platforms to better leverage user generated rich media content. 
Keywords:  Customer Generated Image, Elaboration Likelihood Model, affective cues,  
difference-in-differences, face detection 
Introduction 
With the surge of social media, live streaming and short video platforms in recent years, numerous images 
and videos are generated by users every day. According to statistics1, in one minute’s time, YouTube users 
watch 4,333,560 videos, and Instagram users post 49,380 photos. These user generated images can also act 
as an important marketing tool to attract new sales. For instance, on Instagram or WeChat, many brands 
would organize campaigns and encourage their customers to post pictures about their experience with the 
products. In Amazon Vine Program2, participating vendors would provide some top-ranking reviewers with 
free product samples and invite them to post their opinions with images on the platform.  
In spite of the rising importance of customer generated images in the retailing industry, to the best of our 
knowledge, no research has studied the impact of Customer Generated Image (CGI for short) on other 
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of product reviews (Hu et al. 2017; Ho et al. 2017; Lee et al. 2015; Yin et al. 2016) or the factors involved in 
review generation (Huang et al. 2017; Lin et al. 2019), while most of them focus on the textual content and 
numerical ratings of product reviews with the effectiveness of CGI seldomly examined. There are also some 
image related research coming up recently with the prosper of deep learning, while they focused on 
advertisement images (So and Oh, 2018; Zhang et al. 2018) and their persuasive power over customers into 
purchases (Wang et al. 2016), with little attention paid on the role of CGI and post purchase satisfaction. 
It is well recognized that images have perceptual and persuasive advantages over texts (Peracchio and 
Meyers-Levy 2005). They are generally more expressive, possess high attention grabbing qualities and are 
remembered better (Childers and Houston 1984). CGI integrates the characteristics of both User Generated 
Content and visual images, making it more influential than seller-provided information (Goh et al. 2013) 
and more impressive than textual content generated by customers (Wang et al. 2016). However, does 
persuasive power equal to post purchase satisfaction? Is more information always a good thing for 
customers? Located besides review texts, they could act as a distraction to consumer’s cognitive information 
processing related to product quality and fitness (Petty and Cacioppo 1986). Moreover, CGIs are usually 
posted by consumers without much expertise on taking pictures, thus having a lower aesthetic quality than 
seller-provided pictures. In other words, CGI could split customers’ attention without much value added 
(Mayer and Moreno 1998).  
Based on the research gap above and practical necessity, our research questions in this study are: (1) Does 
CGI help customers make a more satisfactory purchase decision? (2) How does the effect of CGI differ on 
different conditions (human faces, review rating, image aesthetic level, etc)? Based on a real world dataset 
from a large e-commerce platform, we employed a difference-in-differences model with propensity score 
weighting, and found that CGI actually has a negative effect on subsequent product ratings, meaning that 
customers are less satisfied with their purchase experience if there’s a CGI appearance before purchase. 
This negative effect is even more prominent after controlling for product fixed effect and time fixed effect. 
Then we developed the model to a more granular level and examined the effects of specific elements in the 
image review3. Especially, we deployed a state-of-the-art deep learning algorithm to detect whether there 
are human faces in a CGI. The results showed that this negative effect can be attenuated if the image review 
has a low rating or there are human faces in the CGI.  
Theoretical Background and Hypothesis Development 
The prosper of deep learning and artificial intelligence provides us with tools and models to deal with large 
scale imagery data (LeCun et al. 2015). There are some studies leveraging deep neural networks to conduct 
visual analytics (Guan et al. 2019) and uncover the relationship between image content and business 
outcomes. Liu et al. (2018) proposed a model to discover brand attributes from images posted by Instagram 
users. So et al. (2018) and Wang et al. (2016) demonstrated the effect of product images on customer click 
behavior and conversion. Zhang et al. (2018) indicated that professional and high quality house images on 
Airbnb significantly boosted customer demand. Cyr et al. (2009) proved that human images on the website 
increased image appeal and social presence, reduced ambiguity and risk and consequently enhanced 
customer trust. Nevertheless, most of them discussed advertisement images generated by the seller side 
and neglect the role of the numerous user generated images. In a lab experiment, Xu et al. (2015) 
demonstrated the importance of different product review representation formats and found that video 
reviews could increase review persuasiveness and purchase intensions. However, the purchase intensions 
cannot  reflect post-purchase product evaluations. Hence it is deemed important to examine the effect of 
CGIs on product evaluations in a real world e-commerce setting.  
According to Elaboration Likelihood Model (ELM) (Petty et al. 1983; Petty and Cacioppo 1986), consumer 
attitude is formed through two different routes: the central route and peripheral route. In the central route, 
attitude results from a person’s diligent consideration of information that he/she feels is central to the true 
merits of a particular attitude position. While in the peripheral route, an attitude occurs not because of a 
thorough consideration of the pros and cons of the issue, but because it is related to positive or negative 
cues. In the online shopping context, we postulate that both the central and peripheral routes could affect 
customer attitude, purchase and evaluation decisions.  
 
3 An image review is defined as a product review containing a Customer Generated Image in this study 
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A CGI increases the vividness of a product, hence it could quickly grab a consumer’s attention before he/she 
read the textual content of a review (Peracchio and Meyers-Levy 2005). This increased emotional arousal 
could act as affective cues (Darke et al. 2016) for peripheral-route-based decision making and generate a 
temporary favorable attitude and purchase intention. In other words, for potential customers, these visual 
cues act as a credible sales assistant indicating the product’s quality thus generate a stronger purchase 
desire (Xu et al. 2015) than product reviews without a CGI. Yet these affective cues may be irrelevant with 
the true qualities of a product and the informativeness of CGI remains to be debated (Chen and Xie 2008). 
As Petty and Cacioppo (1986) shows, the favorable attitude through peripheral route could be temporary 
and less persistent. At the time of writing a review, the actual product usage experience could lead to the 
attitude changing toward unfavorable direction.  
From an informative perspective, CGI usually has an inferior quality compared with advertisement images 
as the reviewers are not professional photographers, therefore its informative role remains to be debated. 
Moreover, as consumer’s cognitive resources and time spent on browsing each potential product are limited. 
With customers relying more on the visual cues of CGI, less attention (Mayer and Moreno 1998) is paid to 
other product attributes and quality scrutiny, thus customers have a higher probability of making purchase 
errors. Therefore, we hypothesize that customer satisfaction could be lower with a CGI appearing in the 
review page before purchase.   
H1: Given other conditions the same, product reviews with CGI have a lower subsequent rating compared 
with product reviews without CGI.  
The rating of an image review is highly correlated with the content and quality of a CGI. Take clothes as an 
example, a low rating implies a disappointment attitude with the product and usually the reviewer would 
show some defects of the products in a CGI, while a high rating is usually correlated with a CGI in which 
customers show themselves great fit with the clothes. Therefore, high rating CGIs convey more positive 
affective cues than low rating CGIs. They send a signal of high quality to uninformed customers and are 
more prone to persuade customers into hassle purchase. However, these customers did not conduct much 
cognitive deliberation on whether this product is a fit for them, which consequently lead to more 
dissatisfaction afterwards than low rating CGIs. Thus we have the following hypothesis.   
H2: The effect of CGI on subsequent product ratings is more negative when the image review has a high 
rating.  
One of the most notable differences with CGIs lie in the existence of face identities. Some include face of 
the reviewer, while others do not. Cyr et al. (2009) demonstrated that a face identity could increase the 
awareness of the other person in a communication and make the online environment act more like a face-
to-face communication. Despite the negative effect of CGI as demonstrated above, we argue that CGI with 
a face identity could partially alleviate that effect with the following reasons. When there is a face identity 
in a CGI, the review community acts more like a social network. As Huang et al. (2017) showed that people 
tend to become more agreeable in a social network with less negative words posted, reviews following a CGI 
review with face identity will also be less negative than reviews without a face identity. Moreover, images 
with human faces are less likely to be a fake review, thus increase the credibility of the review content  and 
trust of the subsequent reviewers (Luca and Zervas 2016). Thus we postulate the following hypothesis.  
H3: The effect of CGI on subsequent product ratings is less negative when there are human faces in the CGI. 
Quantifying the Effect of CGI on Product Ratings 
Data Preparation and Key Variables 
Our primary empirical analysis utilizes data gathered from Amazon (www.amazon.com). Amazon is one of 
the largest e-commerce platforms in the world on which tens of thousands of reviews are generated every 
day. We choose this context because it is representative of the online shopping environment and the data 
size is large enough to empirically test our research model. Our dataset covers products within a specific 
category, namely Women casual dresses, which includes all of the product related information and their 
corresponding product reviews and CGIs. Initially the dataset has 19,149 products and 219,017 reviews, 
including 15,006 CGIs. As CGIs on the first page and last page could have different probabilities of being 
noticed (Haugtvedt and Wegener 1994), to alleviate the impact of review order and multiple CGIs, we 
 Customer Generated Images and Product Assessment 
  
 Fortieth International Conference on Information Systems, Munich 2019 4 
choose the products with at least 8 reviews and only keep the first 8 reviews for each product in our 
empirical analysis (on Amazon platform, the first page can only display 8 reviews). Additionally we also 
delete products with more than one image reviews to exclude the complex effect of multiple CGIs.  
In addition to CGI, there are other variables that could potentially affect product ratings. To better deal with 
the confounding effect (Lee et al. 2015; Moe and Schweidel 2012), three categories of variables are extracted 
from the dataset to be included in our model, namely, product properties, rating environment variables, 
and time variables. The summary statistics and corresponding explanations of these variables are presented 
in Table 1. We also plot the rating distribution for image reviews. Figure 1 shows that 60% of the image 
reviews concentrate in the 5-star rating group and 80% have at least 4 stars.   
Variables Variable Explanation Mean Std. Dev. 
Mi
n Max 
price The price of a product shown on the website (in US dollars) 32.76 30.18 
2.4
8 306.99 
brand Categorical variable 17.08 5.79 1 20 
fitness  Categorical variable (1 represents fit, 2 for large, 3 for small and 4 for unknown) 1.32 0.75 1 4 
avg_rating  Product average rating, as a proxy for product quality 3.81 0.54 1.1 5 
total_review Total number of reviews until April 1st, 2017 77.05 168.49 8 3170 
product_date  The number of days between product first available date and June 1, 2017 652.56 405.12 65 4328 
sum_ review_bit The number of reviews posted for product i  before time t 3.44 2.30 0 7 
avg_rating_bit The average rating for product	i	before time t 3.50 1.59 0 5 
avg_review_lenit The average length of previous reviews for product i before time t 31.40 29.21 0 585 
avg_title_lenit The average length of review titles for product i before time t 3.81 2.66 0 25 
review_date The number of days between review date and June 1st, 2017 512.13 315.13 63 1749 
week_no The number of weeks between review date and  August 2nd, 2010 283.88 45.02 107 348 
Table 1. Summary Statistics 
 
Figure 1. Rating Distribution of Image Reviews  
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Propensity Score Weighting Method 
Following previous literature (Zhang et al. 2017), we employ a difference-in-differences (DID) model to 
investigate the impact of CGI on subsequent product ratings. All of the products are classified into two 
groups: the treatment group and control group. A product belongs to the treatment group if there’s an image 
review appearing in the first 8 reviews of a product. After data preprocessing, there are 400 products in the 
treatment group and 1,863 products in the control group. Considering that the group sizes are unbalanced, 
and selection problem may exist as the treatment and control group may have different characteristics 
which could affect our dependent variable of interest, we employ a propensity score weighting method 
before the DID model. Specifically, a weight (propensity score) is assigned to each data observation to make 
sure the weighted samples in two groups are balanced on all of the characteristics.  
To achieve this, we first run a logistic regression model on all of the products and estimate their propensity 
scores of being treated accordingly given the product properties. A weight w% is derived for each product 
according to its propensity score 𝑝𝑠( with the formula w% = 𝑇 𝑝𝑠(⁄ + (1 − 𝑇)/𝑝𝑠(, where 𝑇 = 1 if product 𝑖 
belongs to the treatment group and 𝑇 = 0 otherwise. Balance check results after reweighting show that the 
standardized differences are all within 10% level, indicating a negligible sample imbalance (Austin and 
Stuart 2015).  
Main Model Results and Robustness Checks 
Our main model is a DID model with weighted least square regression. Unit of analysis is on product-day 
level. When an image review is posted, the other non-image reviews on the same day are deleted as we do 
not know their relative arriving order. Our dependent variable is average product rating of product i on 
time 	t  . The key independent variable is after_image%;	with after_image%; 	= 1  indicating that there is an 
image review appearing before time	t. treatment = 1 represents the product belonging to the treatment 
group. In addition, product properties, rating environment and time variables are also controlled in the 
model. The main model is as shown in Equation (1).  𝑅𝑎𝑡𝑖𝑛𝑔(A = 𝛽C + 𝛽D ∙ after_image%; 	+ 𝛽F ∙ 	 treatment% + 𝜆 ∙ 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠( + 𝛿 ∙𝑅𝑎𝑡𝑖𝑛𝑔𝐸𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠(A + 𝛾 ∙ 𝑇𝑖𝑚𝑒𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠A + 𝜖(A                                                                                                (1) 
The results in Table 2 show that the key variable after_image%; significantly decreases subsequent rating by 
0.117 stars. In other words, the average rating after a CGI in the treatment group is 0.117 stars lower than 
product ratings in the control group without the presence of a CGI, consistent with our first hypothesis. 
Despite the small magnitude, this coefficient measures the average effect on every subsequent review. The 
negative result confirms our theoretical arguments that customers tend to make purchase decisions based 
on the affective and persuasive cues with the presence of CGIs rather than go through a diligent cognitive 
information processing. For retailers, although image reviews themselves are usually accompanied with 
high ratings (as shown in Figure 1), they could be harmful for subsequent product evaluations, which means 
that this practice of encouraging CGI generation should be used with caution in retail management. The 
coefficient of treatment is significantly positive, demonstrating that products in the treatment group in 
general have a higher rating than products in the control group.  
Regarding product properties, in the group of fitness variables, small size (fitness=3) has a significant 
negative effect on ratings. Total reviews also negatively influences product ratings, indicating that a popular 
product tends to receive more critiques than niche products. Average rating, as a proxy for product quality, 
has a significantly positive effect on subsequent rating. With respect to the time variable, similar to Li and 
Hitt (2008), ratings generally follow a downward trend as time goes by (Note that in our setting a larger 
review date implies an earlier review posting date). Among the four rating environment variables, 
previously posted number of reviews and average title length of previous reviews significantly decrease 
subsequent ratings, with the former result consistent with Godes and Silva (2012). The negative impact of 
title length could possibly be due to the differentiation tendency of subsequent reviewers by deliberately 
giving a low star rating when previous reviews are written elaborately (Lee et al. 2015).  
To further justify the results of the main model, a series of alternative models are examined as in Table 2 
Model (2)-(4). In model (2), to deal with the concern that relationship between rating and time could be 
nonlinear, we code the review date into week level and control the week level fixed effect. The results remain 
similar to the main model with a slight decrease of the 𝑎𝑓𝑡𝑒𝑟_𝑖𝑚𝑎𝑔𝑒 coefficient (-0.114 vs -0.117). Although 
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product properties are controlled in our main model, there may potentially be some variables unobservable 
that could impact product ratings. Therefore, product fix effects are controlled in model (3). Note that all 
of the product invariant properties are absorbed in the fixed term. 𝑎𝑓𝑡𝑒𝑟_𝑖𝑚𝑎𝑔𝑒 coefficient is more negative 
compared with previous models (-0.245 vs -0.117), indicating the main model result as a conservative 
estimation of CGI’s negative impact. In model (4), we control both time and product fix effects. The results 
are similar to model (3), and the explaining power of model is enhanced greatly, as observed from the 
outcome of R-square values.  
 (1) (2) (3) (4) 
Variables Main Model Time FE Product FE Time & Product FE 
after_image -0.117*** -0.114*** -0.245*** -0.247*** 
 (0.0293) (0.0295) (0.0367) (0.0373) 
treatment 0.0926*** 0.0781***   
 (0.0224) (0.0230)   
avg_rating 0.952*** 0.956***   
 (0.0224) (0.0226)   
fitness-2 -0.0334 -0.0653   
 (0.0704) (0.0708)   
fitness-3 -0.0986*** -0.0990***   
 (0.0328) (0.0330)   
fitness-4 -0.00658 -0.00291   
 (0.0975) (0.0979)   
total_review -0.000104* -5.84e-05   
 (6.00e-05) (6.09e-05)   
price -0.000421 -0.000377   
 (0.000322) (0.000327)   
product_ date -4.34e-05 -4.71e-05   
 (4.29e-05) (4.40e-05)   
sum_review_b -0.0142*** -0.0123** 0.0202*** 0.0154** 
 (0.00503) (0.00510) (0.00518) (0.00642) 
avg_rating_b -0.00225 -0.00527 -0.181*** -0.186*** 
 (0.00743) (0.00750) (0.00918) (0.00931) 
avg_review_len -0.000106 3.27e-05 0.00322*** 0.00342*** 
 (0.000349) (0.000353) (0.000524) (0.000530) 
avg_title_len -0.0124*** -0.0132*** 0.0408*** 0.0410*** 
 (0.00405) (0.00408) (0.00598) (0.00603) 
review_date 0.000190***    
 (5.75e-05)    
Constant 0.411*** 0.914 4.328*** 4.335*** 
 (0.112) (1.169) (0.0238) (1.261) 
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Observations 17,430 17,430 17,430 17,430 
R-squared 0.173 0.192 0.292 0.311 
Week FE no yes yes yes 
Product FE no no yes yes 
Standard errors in parentheses  *** p<0.01, ** p<0.05, * p<0.1 
Table 2. Main Model Results and Robustness Checks 
Heterogeneous Effects of CGI on Product Ratings 
This section aims to test H2 and H3 and further understand the conditions of CGI’s negative impact on 
product ratings. Specifically we categorize and discretize image review rating into two groups, high rating 
group (at least 4 stars) and low rating group (less than 4 stars) and examine if there is any heterogeneity on 
the outcomes. The results of Model (6) in Table 3 further confirm H2, from which we can observe that the 
high-rating treatment group has a significant and negative effect while the coefficient of the low-rating 
treatment group is insignificant, implying that the unsatisfactory evaluations of subsequent customers 
mainly come from the high-rating image reviews.  
To detect human faces from a CGI and test H3, a state-of-the-art face detection algorithm Multi-task 
Cascaded Convolutional Networks (MTCNN) (Zhang et al. 2016) is deployed to determine the existence of 
faces and output the corresponding locations in an image, which could achieve validation accuracy of 95.4%. 
Of the 440 CGIs, faces are detected in 171 images. From the results of Model (7) (Table 3), the negative 
effect of CGI is reduced by nearly 50% and become insignificant when there are faces in the CGI. This further 
confirms H3 that the positive emotional arousal by the social presence of others could offset the negative 
impact of CGIs on product evaluations.  
Variables (5) Baseline (6) CGI rating (7) Face 
after_image -0.117***   
 (0.0293)   
after_image_high  -0.135***  
  (0.0310)  
after_image_low  -0.0432  
  (0.0506)  
after_image_face   -0.0617 
   (0.0387) 
after_image_no_face   -0.151*** 
   (0.0332) 
Constant 0.411*** 0.394*** 0.428*** 
 (0.112) (0.113) (0.113) 
Observations 17,430 17,430 17,430 
R-squared 0.173 0.173 0.173 
Standard errors in parentheses  (*** p<0.01, ** p<0.05, * p<0.1) 
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Table 3. The Effects of Different CGI Elements on Product Ratings 
Conclusions and Future Work 
Although extensive research has shown the persuasive advantages of images, this study focus on their 
effects on post purchase evaluation and shows that CGIs on average lower subsequent product ratings by 
0.12 stars. We draw upon Elaboration Likelihood Model and argue that this negative effect is due to the 
affective cues in CGI which distract consumers’ cognitive information processing and decrease decision 
quality. This explanation is further validated by a more detailed analysis of the heterogeneous treatment 
effects of CGI. These findings are innovative and enlightening because they are different from previous 
findings that suggest the positive influences of UGC, such as boosting sales (Chen and Xie 2008), increase 
trust (Goh et al. 2013), etc. This paper also differs from previous studies demonstrating the positive side of 
images (Zhang et al. 2018; So et al. 2018; Cyr et al. 2009). Instead, we prove that post purchase satisfaction 
could deteriorate with the CGI’s presence.  
Theoretically, this study adds to recent discussion on the potential value and impact of a new kind of user 
generated content, namely, customer generated images. We focus on the effect of the visual element in the 
product review and enhance the understanding of visual content’s complex marketing power. Moreover, 
this study draws theoretical support from ELM, explains the effect of CGIs on subsequent ratings and 
provides empirical evidence on its applicability to this study’s context. Finally, this study is the first to 
demonstrate the complex effects of CGIs in online shopping and review community.  
Practically, customer image is a double-edged sword. CGIs are more likely to persuade customers into 
purchases, but also more likely to incur unsatisfactory purchase experiences. Platform or online retailers 
should be careful in adopting customer images as a marketing tool, as they may cause unexpected decline 
of product ratings, which damages the relationship with customers and brand loyalty. To alleviate this 
negative effect, some measures could be leveraged to encourage an objective and elaborate product 
evaluation and also encourage more image reviews with face identities.  
As this is an ongoing research, for future work, we will dig deeper into the image content, and  investigate 
the influence of CGI under different CGI quantity, quality, and aesthetic levels to better understand the 
underlying mechanism. Moreover, more robustness checks and alternative econometric models are 
necessary to further identify and validate the current results. If possible, a lab experiment could also be 
designed to discover consumers’ underlying decision process so as to further validate the theoretical 
arguments proposed in this study. In this study , we focus on the US market and a specific shopping context, 
which is fashion, and conduct the empirical analysis. Whether our conclusions could be applied in other 
contexts, culture or other product categories is another interesting topic worth further investigation.  
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