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Abstrak 
 Regresi Kuadrat Terkecil Parsial (RKTP) merupakan sebuah tehnik prediktif 
yang mampu mengatasi peubah bebas yang berdimensi besar, khususnya ketika terdapat 
masalah multikolinearitas. Skor dalam RKTP dihitung dengan memaksimalkan kriteria 
koragam antara peubah x dan y sehingga dalam teknik ini respons telah dilibatkan dalam 
analisis sejak awal. SIMPLS merupakan salah satu algoritma RKTP yang dikenalkan 
oleh De Jong (1993). Karena SIMPLS didasari dari matriks koragam silang empirik 
antara peubah respon dan peubah bebas dan dalam regresi linier kuadrat terkecil, maka 
SIMPLS tidak resisten terhadap pengamatan pencilan (outlier). Untuk mengatasi 
masalah pencilan diperlukan suatu metode penduga yang tegar terhadap pencilan yang 
disebut sebagai metode robust. Dua metode RKTP robust, RSIMCD dan RSIMPLS, 
yang dibangun dari matriks koragam robust untuk data berdimensi besar dan regresi 
linier robust, mampu mengatasi pengaruh pengamatan pencilan. Selanjutnya nilai 
RMSECV robust diperoleh untuk membangun model kalibrasi dan RMSEP robust 
digunakan untuk validasi model. Diagnosa plot akan dibuat sebagai visualisasi dan 
klasifikasi pencilan.   
Kata kunci : RKTP, SIMPLS, regresi robust, regresi MCD, regresi ROBPCA. 
 
 
PENDAHULUAN 
Regresi adalah suatu teknik statistika yang dapat digunakan untuk menggambarkan hubungan 
antara satu atau lebih peubah bebas (X) dengan satu atau lebih peubah respons (Y). Metode kuadrat 
terkecil dikenal sebagai metode penduga terbaik dalam analisis regresi, namun metode ini sangat 
peka terhadap adanya penyimpangan asumsi pada data. Jika terjadi pelanggaran asumsi yaitu 
terdapat kolerasi tinggi di antara peubah bebas (multikolinieritas) maka penduga yang dihasilkan 
masih tetap tak bias dan konsisten, tetapi tidak efisien sehingga ragam dari koefisien regresi 
menjadi tidak minimum (over estimate). Sedangkan jika banyaknya peubah bebas lebih besar dari 
pada banyaknya pengamatan, maka struktur matriks peubah bebas menjadi singular. Hal ini 
mengakibatkan matriks XXT  tidak mempunyai kebalikan unik (khas). Asumsi penting lainnya 
yang berkaitan dengan inferensia model adalah asumsi sebaran normal (normalitas). Apabila 
terdapat pencilan dalam data, maka bentuk sebaran data tidak lagi simetrik tetapi cenderung 
menjulur ke arah pencilan sehingga melanggar asumsi normalitas. 
Regresi Kuadrat Terkecil Parsial (RKTP) merupakan sebuah tehnik prediktif yang mampu 
mengatasi peubah bebas yang berdimensi besar, khususnya ketika terdapat masalah 
multikolinearitas. Penerapan RKTP dapat digunakan dalam bidang chemometry khususnya pada 
model kalibrasi. Salah satu algoritma RKTP adalah SIMPLS yang dikenalkan oleh De Jong (1993). 
Namun, SIMPLS tidak dapat mendeteksi pencilan karena algoritma yang digunakan tidak resisten 
terhadap pengamatan pencilan. Skor dalam RKTP dihitung berdasarkan matriks koragam silang 
contoh antara peubah-peubah x dan y )( xyS , dan matriks koragam empirik peubah x )( xS  dimana 
besar kemungkinan terinfeksi oleh pencilan. Untuk mengatasi masalah pencilan diperlukan suatu 
metode penduga yang tegar terhadap pencilan yang disebut metode robust. Metode robust bagi xS  
yang cukup populer adalah metode Minimum Covariance Determinant (MCD). Penduga MCD 
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bagi xS diperoleh dari subhimpunan data berukuran h yang memiliki nilai determinan matriks 
koragam terkecil. Namun metode tersebut tidak dapat diaplikasikan ketika banyaknya peubah 
bebas jauh lebih besar dari pada banyaknya pengamatan ( np >> ), karena  matriks koragam 
ph <  selalu singular. Metode robust bagi xS  lainnya yang dapat diaplikasikan ketika np >>  
yaitu ROBPCA. Metode ROBPCA mengkombinasikan dua pendekatan antara pursuit proyeksi dan 
penduga koragam robust dengan metode MCD. Pursuit proyeksi digunakan untuk mereduksi 
dimensi kemudian penduga MCD diaplikasikan kedalam ruang data yang telah diperkecil 
dimensinya. 
Selanjutnya hasil skor-skor RKTP robust yang terbentuk diregresikan dengan peubah respon 
menggunakan metode robust. Sampai saat ini berbagai metode robust untuk analisis regresi terus 
berkembang dan digunakan dalam berbagai bidang, diantaranya adalah regresi MCD dan regresi 
ROBPCA (M.Hubert dan K.Vanden Branden, 2003). Kedua regresi robust tersebut dapat 
diaplikasikan ketika dimensi peubah respon lebih dari satu (multirespon). 
Dalam tulisan ini akan dibandingkan tingkat ketegaran (resistensi) metode RSIMCD yang 
merupakan hasil dari metode regresi MCD dan RSIMPLS yang merupakan hasil dari metode 
regresi ROBPCA sebagai metode RKTP robust dengan menggunakan nilai bias dan MSE pada 
beberapa ukuran sampel dan prosentase pencilan. 
Algoritma SIMPLS 
Metode SIMPLS mengasumsikan  peubah-peubah x dan y dihubungkan dalam model bilinier 
seperti berikut ini : 
   iikpi P gtxx ++=
~
,                                     (1) 
iikqi A ftyy +′+=
~
,                                (2) 
Dalam model tersebut, x  dan y  merupakan rata-rata dari peubah x dan y. it
~  adalah skor 
berdimensi k, dengan pk << . kpP ,  adalah matriks loading x, sedangkan sisaan dalam model ini 
dinotasikan dengan ig  dan if . Matriks qkA , direpresentasikan sebagai matriks slope model regresi 
iy  dalam it
~ . 
Struktur model bilinier (1) dan (2) mengimplikasikan sebuah algoritma 2 langkah. Setelah data 
dipusatkan, langkah yang pertama SIMPLS yaitu menentukan komponen k ( ) 




 ′= nknT tt
~,,~~ 1,   
dan yang kedua peubah respon akan diregresikan kedalam komponen k yang telah ditentukan.   
Langkah Pertama : Menentukan komponen k 
Yang membedakan PLS dengan regresi komponen utama (RKU) komponen-komponen k tidak 
semata-mata ditentukan berdasarkan peubah x. Tetapi, dibentuk sebagai sebuah kombinasi linier 
peubah x yang memiliki nilai koragam maksimum dengan kombinasi linier peubah y. 
Element-element skor it
~  didefinisikan sebagai kombinasi linier rata-rata data pusat: aiiat rx′= ~
~  
atau sama dengan kppnkn RXT ,,,
~~
=  dengan ( )kkpR rr ,,1, = . 
De Jong (1993) menganjurkan untuk menetapkan bobot supaya memaksimumkan koragam vektor-
vektor skor at  dan au dengan beberapa kendala. Dia juga menentukan empat kondisi yang khusus 
untuk mengontrol solusi, yaitu : 
1. Memaksimumkan koragam : max!)( =′′=′ aaaaaa rXYqtu  
2. Menormalisasi bobot 1: =′ aaa rrr  
3. Menormalisasi bobot 1: =′ aaa qqq  
4. orthogonal skor-skor t       : 0=′ abtt , untuk ba >  
pnX ,
~
 dan qnY ,
~
 merupakan matriks rata-rata data pusat, dengan xxx −= ii~  dan yyy −= ii~ . 
Komponen-komponen k adalah sebuah kombinasi linier peubah-peubah x yang memaksimumkan 
koragam dengan kombinasi linier peubah-peubah y, dan komponen-komponen k mengandung 
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normalisasi vektor bobot MKT ar  dan aq  untuk setiap ka ,,,1 = , sebagai vektor yang 
memaksimumkan koragam antara komponen-komponen x dan y. 
( ) ayxaapnqnaapnaqn Sn
XY
XY
aaaaaa
rqrqrq
qrqrqr
′=
−
′
′=
====== 1,1
,,
1,1,,1,1
max
1
~,~
max~,~covmax                            (3) 
Dimana 
1
~~
,,
−
′
==′
n
YX
SS qnnpxyyx  adalah matriks koragam silang empirik antara peubah x dan y. 
Maksimisasi mempunyai retriksi tambahan bahwa komponen-komponen  aa XT r
~~
=  tidak 
berkorelasi (orthogonal),   
  jattTTXX
n
i
iaijajaj >==′=′′ ∑
=
,0~~~~~~
1
rr                               (4) 
Kendala ini ditentukan untuk memperoleh lebih dari satu solusi dan untuk menghindari 
multikolinearitas antara peubah-peubah bebas. 
Loading-x, jp  merupakan hubungan linier antara peubah x dan komponen jXr
~
 ke-j.  
  
( )
( ) jxjxj
jjjj
SS
XXXX
rrr
rrrp
1
1 ~~~~
−
−
′=
′′′=
                               (5) 
Dengan xS  adalah matriks koragam empirik antara peubah x. Definisi ini mengimplikasikan 
bahwa persamaan (4) dapat diselesaikan ketika 0=′ ajrp  untuk ja > .  
Vektor-vektor bobot SIMPLS adalah sepasang ( )aa qr , , pasangan yang pertama ( )11,qr  diperoleh 
dari vektor-vektor singular kiri dan kanan yang pertama dari xyS , sehingga mengimplikasikan 
bahwa 1q adalah vektor ciri dari xyyx SS dan 1r  adalah vektor ciri dari yxxySS dimana ( )yxxy SS ′= . 
Selanjutnya sepasang vektor bobot SIMPLS ( )aa qr ,  dengan ka ≤≤2 adalah vector ciri 
a
xy
a
yxSS dan 
a
yx
a
xy SS . 
  ( ) 111 )( −−− ′−=′−= axyaapaxyaaaxyaxy SISSS vvvv                              (6) 
dan xyxy SS =
1 . { }11 ,, −avv   direpresentasikan sebagai sebuah basis orthonormal terhadap semua 
loading-x [ ]111 ,, −− = aaP pp  . Maka, algoritma iterative ini diawali dengan 1xyxy SS =  dan 
mengulang proses ini sampai komponen k ditetapkan.  
Salah satu tehnik untuk menentukan banyaknya komponen k yaitu dengan menghitung nilai 
Root Mean Squared Error (RMSE). 
  ( )∑
=
−=
n
i
kiik yyn
RMSE
1
2
,ˆ
1
                                                                       (7) 
Jumlah komponen yang optimal ditentukan dari komponen k yang memiliki nilai RMSE minimum. 
Langkah Kedua : Meregresikan peubah respons kedalam komponen-komponen k 
Langkah kedua dalam algoritma ini, peubah-peubah respon diregresikan kedalam komponen-
komponen k. Model formal regresi diberikan dibawah ini : 
  iikqi ftAαy +′+=
~
,0                                 (8) 
Dimana ( ) 0=iE f  dan ( ) fi ∑=fcov yang merupakan performa dari regresi linier berganda. 
Penduga regresi linier berganda diperoleh sebagai berikut : 
    
( ) ( )
qktkqyf
kq
xypkkpxpktytqk
SSS
SRRSRSS
,,
,0
,
1
,,
1
,
ˆˆ
~ˆˆ
ˆ
AA
tAyα
A
′−=
′−=
′′== −−
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yS  dan tS  adalah matriks koragam empirik peubah-peubah y dan t. Karena 0
~ =t  maka intersept 
0α  diduga dengan y . Dengan ( )xxt −′= ipki R ,
~  dari persamaan (2), kita peroleh penduga 
parameter untuk model regresi linier original yaitu : 
  
xByβ
AB
pq
qkkpqp R
,0
,,,
ˆˆ
ˆˆ
′−=
=
 
penduga ∑e yaitu eS merupakan fungsi dalam parameter original : 
  BB ˆˆ , xpqye SSS ′−=  
Sebagai catatan bahwa untuk peubah respons univariat ( )1=q , penduga parameter 1,ˆ pB  dapat 
ditulis sebagai vektor βˆ  serta penduga ragam error 22ˆ ee s=σ . 
 
Metode Minimum Covariance Determinant (MCD) 
Misalkan { }nxxx ,,, 21 =X  merupakan suatu contoh dari n pengamatan dalam kR  dan h, 
dengan nhn <<
2
, cari subhimpunan ∗J  berukuran h sedemikian hingga : 
   
{ }
J
hJnJ
Sˆdetmin
#,,2,1 =⊂
∗ =

J  
Dimana JSˆ  adalah matriks koragam berdasarkan pada pengamatan ix  dengan Ji∈ .  
Penduga MCD diberikan sebagai berikut : 
   ∑
∗
∗
∈
=
Ji
iJ xh
ix  
   ( ) ( )∑
∗
∗∗∗
∈
−′−=
Ji
JiJiJ xxxxh
S 1ˆ  
 
Regresi MCD 
Penduga regresi robust diperoleh dengan menggantikan rataan dan matriks peragam klasik 
dengan penduga pusat dan sebaran bobot MCD. 
   






−





 ′−−
=∑












=
∑
∑
∑
∑
=
=
=
=
n
i
i
n
i
RiRii
Rn
i
i
n
i
ii
R
w
xxw
w
xw
1
1
1
1
1
)ˆ)(ˆ(
ˆ;ˆ
μμ
μ  
Ringkasnya, masing-masing ix  diberikan bobot iw , 1=iw  apabila 
( ) ( ) 2 975.0,0100 ˆˆˆ qii xx χ≤−∑′− − μμ  dan 0=iw  untuk lainnya. Penduga koefisien regresi diperoleh 
menggunakan metode OLS, perbedaannya hanya didasari dengan pemberian bobot terhadap 
pengamatan. Misal f∑ˆ  adalah penduga inisial untuk matriks peragam galat, maka parameter 
robust untuk model regresi linier original diberikan seperti dibawah ini : 
    
fe
xpq
qkkpqp R
∑=∑
′−=
=
ˆˆ
ˆˆˆˆ
ˆˆ
,00
,,,
μBαβ
AB
 
Metode ini disebut dengan RSIMCD. 
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Regresi ROBPCA 
Metode ROBPCA mengkombinasikan dua pendekatan, yaitu menggunakan projection pursuit 
yang dikembangkan oleh Donoho dan Stahel, dengan menentukan data pencilan untuk setiap 
pengamatan kemudian membentuk matriks peragam empirik titik-titik data h dengan pencilan yang 
paling kecil. Kemudian data di proyeksi kedalam subruang 0K  yang merentang dengan mk <<0  
vektor ciri dominan dari matriks peragam. Selanjutnya, metode MCD diaplikasikan untuk menduga 
pusat dan sebaran data dalam subruang yang telah diperkecil dimensinya. Dengan kata lain, 
pendugaan ini adalah backtransformed untuk ruang original dan penduga pusat robust zµˆ  dari 
( )qnpnmn YXZ ,,, ,=  dan sebarannya z∑ˆ . Matriks sebaran dapat didekomposisi sebagai berikut : 
   
   )(ˆˆ
ˆˆ
ˆ ′=








∑∑
∑∑
=∑ zzz
yyx
xyx
z PLP  
Dengan vektor ciri Z robust z kmP 0,  dan akar ciri Z adalah ( )00 ,kkL . Untuk menghitung skor robust 
yaitu tentukan vektor bobot ar  menggunakan algoritma SIMPLS sebagai tahap awal, tetapi matriks 
koragam xyS  diganti dengan xy∑ˆ . Sedangkan vektor loading x didefinisikan 
( ) jxjxjj rrrp ∑∑′= − ˆˆ 1  kemudian performa axy∑ˆ  sama seperti pada tahap SIMPLS. Dan pada 
masing-masing tahapan skor robust dihitung ( ) axiaiia xxt rμr ′−=′= ˆ
 . 
Selanjutnya skor-skor robust  diregresikan kedalam peubah respon, penduga pusat μ  dan sebaran 
∑ dari ( )yt,  yaitu rataan dan matriks koragam terboboti. 
   
∑
∑
=
=






=





= n
i
i
n
i i
i
i
y
t
w
w
1
1
ˆ
ˆ
ˆ
y
t
μ
μ
μ         
(9) 
   
( )
∑
∑
=
=
−
′′





=








∑∑
∑∑
=∑ n
i
i
n
i
ii
i
i
i
yyt
tyt
w
w
1
1
1
ˆˆ
ˆˆ
ˆ
yt
y
t
   
 (10) 
Dengan 1=iw  apabila pengamtan ke-i tidak diidentifikasi sebagai pencilan dengan metode 
ROBPCA dalam ( )yx,  dan 0=iw  untuk lainnya. 
Setelah μˆ  dan ∑ˆ  diperoleh, proses selanjutnya sama seperti konsep metode regresi MCD yaitu 
penduga koefisien regresi diperoleh menggunakan metode OLS. Metode ini disebut dengan 
RSIMPLS. 
Model Kalibrasi dan Validasi 
Untuk membangun model RKTP yaitu dengan memilih jumlah komponen yang optimal 
( optk ). optk  diperoleh dari nilai RMSECV Robust (R-RMSECV k ) minimum dari setiap k. 
  ( )∑∑
∈ =
−−=−
cGi
q
j
kijij
c
k yyqn
i
1
2
)(ˆRMSECVR  
Masing-masing pengamatan pencilan dihilangkan ( ))(min kiKi cc −− =  dan cG  merupakan subset 
pengamatan dimana 1=−ic  dengan cc nG = . 
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Salah satu jenis pengujian untuk validasi model yaitu dengan menghitung nilai RMSEP robust (R-
RMSEP
optk
). 
  ( ) ( )( )
2
1
ˆ∑∑
∈ =
−−=−
pGi
q
j
kijij
p
optk yyqn
iRMSEPR  
 
BAHAN DAN METODE PENELITIAN 
Sumber Data 
Banyaknya pengamatan yang digunakan untuk membangun model kalibrasi adalah 20 rimpang 
temulawak yang diukur menggunakan metode HPLC (High Performance Liquid Chromatography), 
mengenai konsentrasi senyawa aktif dalam rimpang temulawak yang disebut kurkuminoid sebagai 
peubah respon (Y). Dan data mengenai persen transmitan yang dihasilkan metode FTIR (Fourier 
Transform Infrared) pada 1866 titik di sepanjang kisaran bilangan gelombang 4000-400 cm-1 
sebagai peubah bebas (X).  
Metode Penelitian 
1. Hitung matriks pnX ,

 dan qnY ,

 
yii
xii
y
x
μy
μx
ˆ
ˆ
−=
−=


 
2. Hitung sepasang vektor bobot RSIMPLS yang pertama, 1r  dan 1q . 
1q adalah vektor ciri dari xyyx ∑∑ ˆˆ  
11
ˆ qr xy∑=  ; dimana ( )′=






∑∑
∑∑
=∑ zzz
yyx
xyx
z PLPˆˆ
ˆˆ
ˆ ; ( )qnpnmn YXZ ,,, ,= , dengan vektor ciri Z 
robust ( z kmP 0, )  dan akar ciri Z, )( 00 ,kkLdiag . 
3. Untuk setiap ka ,,2,1 =  normalisasi vektor bobot RSIMPLS ar  dan aq , 
( 111 == qr ) didefinisikan sebagai vektor-vektor maksimum. 
ayxaa
qnpn
aapnaqn n
YX
XY rqrqrq ∑=
−
= ˆ'
1
'),cov( ,,,,


 
4. Hitung skor RSIMPLS 
dimana, 
 kppnkn RXT ,,,

=  
dengan ),,,( 21, kkpR rrr =  
skor pertama, 1t  : 11 ' rt ix
=  
5. periksa restriksi :  
  
jaTT
ttXX
ja
n
i
iaijaj
>=′
==′ ∑
=
,0
0~~'
1
rr

 
dimana komponen jXr

 diharapkan orthogonal guna memperoleh lebih dari satu solusi. 
6. Hitung x-loading, jp  yang menggambarkan hubungan linier antara peubah-peubah  x dan 
komponen jXr

 ke-j 
( ) jxjxjj rrrp ∑∑′= − ˆˆ 1  
7. langkah 5 dipenuhi apabila 0=′ ajrp  untuk ja > . 
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8. Hitung sebuah basis ortonormal },,,{ 121 −avvv  loading x },,,{ 121 −appp   untuk 
( ka ≤≤2 ) 
Basis, 
 
1
11
1
1
11
1
11
−
−−
−
′
′
−−
′
′
−=
=
i
ii
iii
ii vvv
pvv
vv
pvpv
pv

 
Basis orthonormal, 
 



≠
=
=′
)(,1
)(,0
iNormalisasji
orthogonalji
jivv  
9. Hitung matriks peragam silang, axy∑ˆ . 
)ˆ(ˆˆ 11
1 a
xyaa
a
xy
a
xy ∑′−∑=∑ −−
− vv  
10. Hitung vektor bobot RSIMPLS ar  dan aq  ( ka ≤≤2 ) sebagai vektor-vektor singular kiri 
dan kanan yang pertama axy∑ˆ  
 
11. Hitung skor selanjutnya untuk ka ≤≤2  
apna XT r,

=  
12. Ulangi langkah 4 untuk ka ≤≤2  
13. Hitung penduga algoritma RSIMPLS 
qktkqyf
kq
xypkkpxpktytqk
AA
A
RRRA
,,
,0
,
1
,,
1
,
ˆˆˆˆˆ
ˆˆ
ˆ)ˆ(ˆ)ˆ(ˆ
∑′−∑=∑
′−=
∑′∑′=∑∑= −−

tyα  
 y∑ˆ  dan t∑ˆ  adalah matriks peragam peubah-peubah  y dan t. 
14. Tentukan jumlah komponen k, pilih optk  sebagai nilai k yang memberikan nilai 
kRMSECVR −  minimum. 
15. Hitung koefisien regresi RSIMPLS untuk peubah-peubah asal. 
  
fe
xpq
qkkpqp AR
∑=∑
′−=
=
ˆˆ
ˆˆˆ
ˆ
,00
,,,
μBαβ
B
 
 
HASIL DAN PEMBAHASAN 
Pada tahun 2003 Hubert dan Vanden Branden membandingkan tiga metode : SIMPLS, 
RSIMCD dan RSIMPLS menggunakan simulasi data dengan memilih kqpn ,,,  dan t∑  yang 
berbeda. Untuk setiap kondisi, data dibangkitkan sebanyak 1000 sampel. Kondisi yang pertama 
yaitu data yang tidak terkontaminasi, dimana data dibangkitkan berdasarkan model bilinier 
dibawah ini : 
 
  ),(~ tkkNT ∑0  ; dengan pk <  
  )1.0,(, ppppk INTIX 0+=  ; I adalah matriks identitas 
  ),( qqq INTAY 0+=  ; dengan ),(~ qqq INA 0  
Kondisi yang kedua yaitu data yang terkontaminsi dengan jenis-jenis pencilan yang berbeda, 10% 
orthogonal outlier, 10% bad leverage points dan 10% vertical outlier. Dari hasil simulasi data 
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diperoleh, ketika data tidak terkontaminasi semua metode menunjukkan performa yang baik. 
SIMPLS menghasilkan nilai MSE paling rendah untuk 1=q  dan peubah bebas yang berdimensi 
besar, begitu juga RSMICD dan RSIMPLS memberikan hasil yang cukup baik. Sedangkan untuk 
data yang terkontaminasi, hasil SIMPLS menjadi terganggu, dimana nilai MSE untuk semua jenis 
pencilan menjadi meningkat. Sedangkan nilai MSE yang diperoleh RSIMCD dan RSIMPLS tidak 
mengalami peningkatan yang besar. Perbedaan RSIMCD dan RSIMPLS sangat kecil, tetapi karena 
komputasi RSIMPLS dua kali lebih cepat dari RSIMCD maka Hubert dkk menetapkan RSIMPLS 
merupakan metode terbaik. 
Berdasarkan hasil simulasi data, maka RSIMPLS diaplikasikan dalam data  real rimpang 
temulawak menggunakan MATLAB 6.5.   
 
 
 
k R-RMSECVk 
1 0.36868 
2 0.392 
3 0.34199 
4 0.30526 
5 0.37329 
6 0.38787 
7 0.41955 
8 0.39771 
9 0.386 
Nilai R-RMSECVk minimum ketika k = 4, sehingga dipilih sebanyak 4 komponen dan diperoleh 
17=h , dengan R2 = 0.7954 dan untuk validasi model diperoleh nilai RMSEP = 0.2831. 
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Gambar 1 
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Gambar 2 
Gambar 1 menunjukkan score diagnostic plot dengan RSIMPLS pengamtan 14, 17 dan 18 
dideteksi sebagai titik bad PCA-leverage, dan pengamatan 2 sebagai titik good PCA-leverage. 
Namun, dengan SIMPLS mengindikasikan pengamatan 2, 14 dan 18 sebagai titik good PCA-
leverage.  
Gambar 2 menunjukkan regression diagnostic plot dengan RSIMPLS terdapat tiga titik bad 
leverage (14, 16, 18), dan satu titik good leverage (2). Sedangkan dengan SIMPLS semua titik bad 
leverage di masukkan kedalam titik good leverage. 
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