A flag is a sequence of nested subspace. Flags are ubiquitous in numerical analysis, arising in finite elements, multigrid, spectral, and pseudospectral methods for numerical pde; they arise as Krylov subspaces in matrix computations, and as multiresolution analysis in wavelets constructions. They are common in statistics too -prinicipal component, canonical correlation, and correspondence analyses may all be viewed as methods for extracting flags from a data set that in turn shed light on the data when it is projected onto the flags. The main goal of this article is to develop algorithms for optimization over a set of flags, which is a smooth manifold called the flag manifold. Stiefel and Grassmann manifolds are the simplest instances of flag manifolds. We will derive closed-form analytic expressions for various differential geometric quantities required for Riemannian optimization algorithms on the flag manifold; introducing a system of extrinsic coordinates that allow us to parameterize points, tangent spaces, geodesics, distance, parallel transport, gradients, Hessians in terms of matrices; and thereby allowing us to develop steepest descent and conjugate gradient algorithms on the flag manifold that rely only on standard numerical linear algebra.
Introduction
Launched around 20 years ago in a classic article of Edelman, Arias, and Smith [10] , Riemannian optimization on matrix manifolds has since become a mainstay of optimization theory [27, 28, 29, 31] . While studies of optimization algorithms on Riemannian manifolds predate [10] , the distinguishing feature of the work of Edelman et al. is that their algorithms rely entirely upon standard algorithms in numerical linear algebra; in particular, they do not require numerical solutions of differential equations. For instance, the parallel transport of a vector in [10] is not merely discussed in the abstract but may be explicitly computed in efficient and numerically stable ways via closed-form analytic expressions involving QR and singular value decompositions of various matrices.
The requirement that the differential geometric quantities appearing in a manifold optimization algorithms have analytic expressions in terms of standard matrix decompositions limits the type of Riemannian manifolds that one may consider. Aside from Euclidean spaces, we know of exactly three Riemannian manifolds [28] on which one may define optimization algorithms in this manner:
(i) Stiefel manifold V(k, n), (ii) Grassmann manifold Gr(k, n), (iii) manifold of positive definite matrices S n ++ . The main contribution of this article is to furnish a fourth: flag manifolds, which in fact contains (i) and (ii) as special cases.
A flag in a finite-dimensional vector space V over R is a nested sequence of linear subspaces
For any increasing integer sequence of length d, 0 < n 1 < · · · < n d < n, the set of all flags
with dim(V i ) = n i , i = 1, . . . , d, is a smooth manifold called a flag manifold, and denoted 1.2. Flags in statistics. Classical multivariate analysis techniques may often be cast as nested subspace-searching problems, i.e., constrained or unconstrained optimization problems on the flag manifold.
We let 1 denote a vector of all ones (of appropriate dimension). We assume that our data set is given in the form of a sample-by-variables design matrix X ∈ R n×p , n ≥ p, which we call a data matrix for short. Let x = 1 n X T 1 ∈ R p be its sample mean and S X = (X − 1x T ) T (X − 1x T ) ∈ R p×p be its sample covariance. For another data matrix Y ∈ R n×q , S XY = (X − 1x T ) T (Y − 1y T ) = S T Y X ∈ R p×q denotes sample cross-covariance. Example 1.5 (Principal Component Analysis). The kth principal subspace is im(Z k ), a k-dimensional linear subspace of R p defined by Z k = argmax{tr(Z T S X Z) : Z ∈ V(k, p)}, k = 1, . . . , p.
In an appropriate sense, the kth principal subspace captures the greatest variability in the data among all k-dimensional subspaces of R p . In principal component analysis (PCA), the data points, i.e., columns of X, are often projected onto im(Z k ) with k = 2, 3 for visualization or with other small values of k for dimension reduction. Clearly im(Z k ) is contained in im(Z k+1 ) and the nested sequence of principal subspaces
is a point on the flag manifold Flag(1, . . . , p; R p ) that explains an increasing amount of variance in the data.
In [24, Theorem 9] , it is shown how one may directly define PCA as an optimization problem on a flag manifold, a powerful perspective that in turn allows one to generalize and extend PCA in various manners. Nevertheless what is lacking in [24] is an algorithm for optimization on flag manifolds, a gap that our article will fill. Example 1.6 (Canonical Correlation Analysis). The kth pair of canonical correlation loadings (a k , b k ) ∈ R p × R q is defined recursively by
The canonical correlation subspaces {span(a 1 , . . . , a k ) : k = 1, . . . , p} and {span(b 1 , . . . , b k ) : k = 1, . . . , q} form flags in R p and R q respectively and they capture shared variance between the two data sets.
Example 1.7 (Correspondence Analysis). Let t = 1 T X1, r = 1 t X1, c = 1 t X T 1 denote the total, row, and column weights of X respectively and set D r = 1 t diag(r), D c = 1 t diag(c). We seek matrices U ∈ R k×n and V ∈ R k×p such that
I} which captures deviation from independence of occurrence of the two outcomes. Again the solution
are flags in R n and R p respectively.
Flags also arise in independent subspace analysis [12, 33] , a generalization of independent component analysis.
1.3. Prior work and our contributions. Some elements of optimization on flag manifolds have been considered in [12] . Nevertheless, optimization is not the main focus of [12] and only analytic expressions for tangent spaces and gradient functions have been derived via a homogeneous space characterization of a flag manifold. No actual algorithm is given in [12] -note that a proper Riemannian steepest descent algorithm in the spirit of [10] would require parallel transports of tangent vectors along geodesics. The main contribution of our article is to derive all necessary ingredients for optimization algorithms on flag manifolds in full details, and from two different perspectives by characterizing a flag manifold as (i) a homogeneous space O(n)/ O(n 1 ) × · · · × O(n − n d ) , where flags are represented by equivalence classes of matrices; and as (ii) a submanifold of R n×n , where every flag is uniquely represented by an individual matrix. All our calculations are validated rigorously and we also provide ready-to-use formulae and algorithms, which we have made easily accessible to applied mathematicians and other practitioners. For readers' convenience, we provide a road map to the more important formulae and algorithms: 1.4. Outline. We will begin by reviewing the algebra and geometry behind the optimization framework, in particular the basics of Lie algebra and homogeneous space. Next we proceed to unfold the differential geometry of flag manifold and develop the concrete matrix representations of flag manifolds and the associated geometric quantities. We then move on to illustrate optimization algorithms on flag manifold which only utilize matrix multiplication and matrix exponential, and provide numerical experiments to demonstrate the convergence of these algorithms.
Preliminaries
The purpose of this section is to provide a self-contained review of the differential geometry of homogeneous spaces. Readers can find details in standard textbooks in differential geometry, for example, [1, 2, 3] .
2.1. Lie groups and Lie algebras. Let M be a smooth manifold and let T * M be its cotangent bundle. A Riemannian metric on M is a smooth section g :
Intuitively, a Riemannian metric gives an inner product on T x M for every x ∈ M and it varies smoothly with respect to x ∈ M . Let G be a group and let m : G × G → G be the multiplication map m(a 1 , a 2 ) = a 1 a 2 and let inv G :→ G be the inversion map inv(a) = a −1 . The group G is called a Lie group if G is also a smooth manifold and group operations m and inv are smooth. The tangent space g of G at the identity e ∈ G is a Lie algebra 1 . For example, if G is the orthogonal group O(n) consisting of all n × n real orthogonal matrices, then its Lie algebra is so(n), consisting of all n × n real skew-symmetric matrices.
Homogeneous spaces.
We will review some basic properties of homogeneous spaces. Definition 2.1. Let G be a Lie group, acting on a smooth manifold M via ϕ : G × M → M . If the action ϕ is smooth and transitive 2 , then M is called a homogeneous space of the Lie group G. Let x ∈ M be a point, we call the subgroup G x = {a ∈ G : ϕ(a, x) = x} the isotropy group of x. We denote by G/G x the quotient of G by G x and we denote by [a] ∈ G/G x the coset (or equivalence class) represented by a ∈ G. Since G acts on M transitively, we see that there exists a one to one correspondence F between G/G x and M for any x ∈ M , defined by
In fact, this point-set correspondence turns out to be a diffeomorphism between two smooth manifolds. This is the content of the following theorem: 
is smooth. Moreover, the map F : G/G x → M sending [a] to ϕ(a, x) is a G-equivariant diffeomorphism, i.e., F is a diffeomorphism such that F (ψ(a, [a ])) = ϕ(a, F ([a ])).
The Grassmannian Gr(k, n) of k-dimensional subspace of R n is the most important example of homogeneous spaces. Indeed, O(n) acts transitively on Gr(k, n) and for a given k-dimensional
Let G be a Lie group and let M be a homogeneous space of G with action ϕ : G × M → M . By Theorem 2.2 we may identify M with G/G x for any x ∈ M . For simplicity, we fix x ∈ M and denote by H the isotropy group G x of x. We define a map L a (y) = ϕ(a, y) ∈ M . In particular, if a ∈ H then L a (x) = x and hence we have a linear isomorphism
Let g : M → T * M ⊗ T * M be a Riemannian metric on M . We say that g is a G-invariant metric if for every y ∈ M and a ∈ G,
Moreover, M = G/H and hence T x M = g/h where g, h are Lie algebras of G and H respectively. This implies that we have a representation Ad H : H → GL(g/h), Ad H (a)(X) = dL a | x (X), X ∈ g/h.
An inner product η on the vector space g/h is said to be Ad H -invariant if for every a ∈ H, Proposition 2.3 says that once h ⊆ g admits a complement m, we may induce a G-invariant metric g on M by some inner product on m. Moreover, we may identify T x M with m. This implies that the metric g on M is essentially determined by g x .
Let M = G/H be a homogeneous space of G. If M has a Riemannian metric g such that every geodesic in M is an orbit of a one-parameter subgroup of G, then we say that (M, g) is a geodesic orbit space (or GO-space). If M is a GO-space, then by definition, all its geodesics are simply orbits of one-parameter subgroups of G.
Theorem 2.4. [6, Theorem 1.3.5] If G is a matrix Lie group equipped with a bi-invariant metric, every one-parameter subgroup γ(t) of G is of the form
In particular, if G = SO(n) then we see that every one-parameter subgroup is of the form γ(t) = exp(ta), a ∈ so(n).
If G is a compact Lie group with a bi-invariant metric g, then M = G/H together with the metricg induced by g is a GO-space.
We will also need the famous Hopf-Rinow theorem [8, Theorem 1.8] to calculate the Riemannian distance on flag manifolds. Theorem 2.6 (Hopf-Rinow Theorem). Let (M, g) be a connected Riemannian manifold. Then the following statements are equivalent:
(i) The closed and bounded subsets of M are compact;
(ii) M is a complete metric space;
(iii) M is geodesically complete, i.e., the exponential map exp x : T x M → M is defined on the whole T x M for all x ∈ M . Furthermore, any one the above three implies: Any two points x, y on M can be connected by a distance minimizing geodesic on M .
Differential geometry of flag manifolds
3.1. Definitions and basic properties. Let n be a positive integer and let V be an n-dimensional vector space over R. We first define flags in V and flag manifolds. Definition 3.1. Let 0 < n 1 < · · · < n d < n be an increasing sequence of d positive integers. A flag of type (n 1 , . . . , n d ) in V is a sequence of subspaces
We denote the set of all flags in V of type (n 1 , . . . , n d ) by Flag(n 1 , . . . , n d ; V). If V is understood, we simply denote Flag(n 1 , . . . , n d ; V) by Flag(n 1 , . . . , n d ).
Flag manifolds are direct generalizations of Grassmannian manifolds. For example, Flag(k) is simply the set of all k-dimensional subspaces of V, which is the Grassmannian Gr(k, n). Another extreme case is when d = n − 1 and n i = i, i = 1, . . . , n − 1, where Flag(1, . . . , n − 1; V) is consisting of all complete flags:
It turns out that, like Grassmannian manifolds, Flag(n 1 , . . . , n d ) is not merely a set. Indeed, it has various geometric structures. We summarize some of them in the following proposition.
Proposition 3.2. [4, 5]
Let 0 < n 1 < · · · < n d < n be an increasing sequence of d positive integers and let V be an n-dimensional vector space over R. The flag manifold Flag(n 1 , . . . , n d ; V) is (i) a connected, compact smooth manifold;
(ii) a homogeneous space:
Proposition 3.3. The flag manifold Flag(n 1 , . . . , n d ; V) is (i) a closed submanifold of Gr(n 1 , n) × · · · × Gr(n d , n);
(ii) a closed submanifold of Gr(n 1 , n) × Gr(n 2 − n 1 , n) × · · · × Gr(n d − n d−1 , n) × Gr(n − n d , n); (iii) a fiber bundle on Gr(n d , n) whose fiber over W ∈ Gr(n d , n) is Flag(n 1 , . . . , n d−1 ; W).
Proof. By definition an element F in Flag(n 1 , . . . , n d ; V) is a sequence of linear subspaces of V:
This gives us a map
It is easy to verify that j is an embedding. Moreover, the image of j is a closed subset of Gr(n 1 , n)× · · · × Gr(n d , n). Indeed, if
Next, we choose and fix an inner product on
. The map i is clearly an embedding. The closedness of the image of i in Gr(n 1 , n) × Gr(n 2 − n 1 , n) × · · · × Gr(n d − n d−1 , n) × Gr(n − n d , n) follows from a similar argument for that of the image of j. Lastly, we consider the map
It is clear that ρ is surjective, smooth and ρ −1 (V d ) consists of flags of the form
This implies that the fiber ρ −1 (V d ) Flag(n 1 , . . . , n d−1 ; V d ).
3.2.
Flag manifolds as homogeneous spaces. Because of Proposition 3.2, from now on, we call the set Flag(n 1 , . . . , n d ; V) the flag manifold of type (n 1 , . . . , n d ). In particular, if d = 1, then
Sometimes it is desirable to describe Flag(n 1 , . . . , n d ; V) as a homogeneous space G/H where G is connected. With this in mind, we provide an alternative description below. Proposition 3.4. Let 0 < n 1 < · · · < n d < n be an increasing sequence of d positive integers between 0 and n and let V be an n-dimensional vector space over R. The Flag manifold Flag(n 1 , . . . , n d ; V) is homeomorphic to the homogeneous space
Proof. By Proposition 3.2, we see that
Let Q be an element in SO(n). We denote the equivalence class represented by Q by
Noticing that the Lie algebra of
We may embed the Lie algebra so(n 1 ) × so(n 2 − n 1 ) × · · · × so(n − n d ) via the Lie algebra homomorphism
We denote by h the image i(so(n 1 ) × so(n 2 − n 1 ) × · · · × so(n − n d )). A natural complement m of h in g := so(n) is the set of matrices of the form
Proposition 3.5. Let g, h and m be as above. The subspace m is Ad H -invariant, i.e., Ad(a)(X) ∈ m for every a ∈ H and X ∈ m.
Proof. It remains to show that the commutator Ad(a)(X) ∈ m whenever a ∈ H and X ∈ m. For simplicity, we only calculate the case for d = 2. The general case is proved in a similar way. First we write
Then we have Ad(a)(X) = aXa −1 = aXa T because a is an orthogonal matrix. Lastly we have
and this completes the proof. 
In particular, the dimension of Flag(n 1 , . . . ,
Proof. When Q = Id n , the identity matrix, this is straightforward from the identification g/h m. The general case follows from the fact that the left translation
There are several ways to equip Flag(n 1 , . . . , n d ; V) a Riemannian metric. We will concentrate on the one induced by the unique 3 (up to scalar) bi-invariant metric on G := SO(n). First we define an inner product (·, ·) on so(n) by
Since m is a subspace of so(n), the restriction (·, ·)| m is an inner product on m. We denote by H the subgroup S
It is easy to verify that (·, ·)| m is Ad H -invariant and this together with Proposition 3.5 and Proposition 2.3 implies that (·, ·)| m uniquely determines a G-invariant metric g on G/H = Flag(n 1 , . . . , n d ; V). 4 Indeed, the metric g is simply given by the formula
3 There is a one to one correspondence between bi-invariant metric on G and AdG-invariant metric on g (see for e.g., [13] ). We may consider the representation Ad : SO(n) → GL(so(n)). If n = 2, 4, so(n) is a simple Lie Algebra. This implies that there is a unique (up to scalars) AdG-invariant non-degenerate bilinear form on so(n). Indeed, this unique bilinear form is a negative multiple of the Killing form of so(n). Moreover, it is straightforward to verify that the metric g is the pull-back of d i=1 gi via the embedding of Flag(n1, . . . , n d ; V) into Gr(n1, n) × . . . Gr(n d , n) described in Proposition 3.3, where gi is the standard metric on Gr(ni, n), i = 1, . . . , d. 4 If G is a compact Lie group, then G admits a bi-invariant metric and this metric induces a G-invariant metric g on M = G/H for any closed subgroup H ⊆ G. The metric g is called the canonical metric on M and (M, g) is called a normal homogeneous space.
Equivalently, if we write
This metric coincides with canonical metrics on Stiefel manifold (d = 0) and Grassmannian manifold (d = 1) introduced in [10] . According to Theorem 2.5, we see that (Flag(n 1 , . . . , n d ; V), g) is a GOspace 5 . In particular, we have 
Let Q(t) be a geodesic in Flag(n 1 , . . . , n d ; V), then by Proposition 3.7, we are able to compute the arc-length of [Q(t)]. 
where s ij is the square sum of singular values of B ij , 1 ≤ i < j ≤ d + 1.
Proposition 3.9 (Geodesics II). Let γ(t) be a geodesic in Flag(n 1 , . . . , n d ;
where 2r is the rank of the matrix Q T H and λ 1 , . . . , λ r are positive real numbers. Then
Σ(t) = diag cos tλ 1 − sin tλ 1 sin tλ 1 cos tλ 1 , . . . , cos tλ r − sin tλ r sin tλ r cos tλ r , I n−2r .
Proof. Since γ(t) is a geodesic in Flag(n 1 , . . . , n d ; V), we may write it as γ(t) = [Q exp(tB)] for some B ∈ so(n) and Q ∈ O(n) representing γ(0), by Proposition 3.7. Hence we have H = Q (0) = QB and Q T H = B. Since B is skew-symmetric and hence is a normal matrix, by the Spectral theorem [11, Theorem 7.25] , we see that B can be decomposed as B = V DV T , with V ∈ O(n) and
where 2r is the rank of the matrix Q T H and λ 1 , . . . , λ r are positive reals numbers 6 . A direct computation shows that we have a decomposition
where U = QV and Σ(t) ∈ O(n) is the required block diagonal matrix.
Proposition 3.10 (Riemannian distance on flag manifolds). Suppose that Q and P are n × n orthogonal matrices. The Riemannian distance with respect to the metric g) between [Q] and [P ] is
where λ 1 , . . . , λ r are positive real numbers such that
where V is some n × n orthogonal matrix and Σ = diag cos λ 1 − sin λ 1 sin λ 1 cos λ 1 , . . . , cos λ r − sin λ r sin λ r cos λ r , 0 n−2r .
Proof. As Flag(n 1 , . . . , n d ; V) can be embedded as a closed submanifold of Gr(n 1 , n) × . . . Gr(n d , n), its closed and bounded submanifolds must be compact. By 
We also define a map e −ϕ B = ∞ k=0 (−1) k k! ϕ k B : m → m, which can be used to compute the parallel transport of a vector field on Flag(n 1 , . . . , n d ; V). Proof. This is a direct result of [9, Lemma 3.1] applied to flag manifolds.
We remark here that if d = 1 (in this case, Flag(k; V) = Gr(k, n)), then it is straightforward to verify that [B, X] m = 0 whenever B, X ∈ m. This implies that the parallel transport of Y along [Q exp(tB)] is X(t) = Q exp(tB)X, which coincides with the computation in [10] .
3.3.
Other descriptions of flag manifolds. By Proposition 3.3, we see that Flag(n 1 , . . . , n d ; V) can be regarded as a subset of Gr(n 1 , n) × · · · × Gr(n d , n). On the other hand, Gr(k, n) can be regarded as a subset of R n×n . Namely, for a given W ∈ Gr(k, n), we let W be a n × k matrix whose column vectors are orthonormal and span the space W. If W is another such n × k matrix, then W = W Q where Q ∈ O(k). We consider a map
It is clear that s is well-defined and that s is injective 7 . The map f gives us a global way to describe Gr(k, n). Therefore, we have a global way to describe the flag manifold Flag(n 1 , . . . , n d ; V):
where V i is a n × n i matrix whose column vectors are orthonormal and span the subspace V i , i = 1, . . . , d.
Moreover, let St(n d ; V) be the set of all n × n d matrices whose column vectors are orthonormal. The set St(n d ; V) is called the Stiefel manifold of orthonormal n d -frames in V. In fact, St(n d ; V) is a homogeneous space of O(n), i.e., St(n d ; V) O(n)/(O(n − n d )).
Details of Stiefel manifolds can be found in [15, 10] . The homogeneous structure of Stiefel manifolds together with Proposition 3.2 imply that we may regard flag manifolds as quotients of Stiefel manifolds:
Flag(n 1 , . . . , n d ; V) St(n d ; V)/(O(n 1 ) × O(n 2 − n 1 ) × · · · × O(n d − n d−1 )).
Hence we may represent a flag F : V 1 · · · V d by an n × n d matrix A whose column vectors are orthonormal and the first n i of them span the subspace V i , i = 1, . . . , d. This representation is clearly not unique. Indeed, if A is another such n × n d matrix, then
Let Q ∈ O(n) be an orthogonal matrix representing an element [Q] in Flag(n 1 , . . . , n d ; V), then taking the first n d columns of Q gives an n × n d matrix A whose column vectors are orthonormal and the first n i of them span the subspace V i , i = 1, . . . , d.
To summarize, we have Proposition 3.12. (i) The flag manifold Flag(n 1 , . . . , n d ; V) is isomorphic to {(P 1 , . . . , P d ) ∈ (R n×n ) ×d : P 2 i = P i , P T i = P i , tr(P i ) = n i , P j P i = P i , i < j, i, j = 1, . . . , d}.
7 W W T is in fact the projection operator from R n to its subspace W.
(ii) The flag manifold Flag(n 1 , . . . , n d ; V) is isomorphic to the set of equivalence classes
column vectors of A are orthonormal and the first n i of them span the subspace V i
be an element in Flag(n 1 , . . . , n d ; V). Let Q ∈ O(n) be an n × n orthogonal matrix such that [Q] = F and let P = (P 1 , . . . , P d ) ∈ (R n×n ) ×d be the d-tuple of matrices representing the flag F . Let A be an n × n d matrix such that [A] = F . We take v 1 , . . . , v n d to be the first n d columns of Q and take a 1 , . . . , a n d to be the column vectors of A. Then Q, P and A are related as follows:
. . , a n i ], i = 1, . . . , d; Because of Proposition 3.12, we may study the Riemannian geometry of flag manifolds using various descriptions of them. Let 1) . We denoteP i (0) by P i . Moreover, if A is an n × n d matrix representing an element [A] ∈ Flag(n 1 , . . . , n d ; V), we may write A as a block matrix A = [A 1 , . . . , A d ], where A i ∈ R n×(n i −n i−1 ) and A T i A j = 0, i = j, A T i A i = Id n i −n i−1 , i = 1, . . . , d. A curve in Flag(n 1 , . . . , n d ; V) passing through [A] can be written as [τ (t)] where τ (t) = [A 1 (t), . . . , A d (t)] such that A i (t) T A j (t) = 0, i = j, A i (t) T A i (t) = Id n i −n i−1 , i = 1, . . . , d, and τ (0) = A.
We may obtain the following descriptions of tangent spaces of flag manifolds by differentiating curves γ(t) and [τ (t)].
Proposition 3.13 (Tangent spaces II). The tangent space T (P 1 ,...,P d ) Flag(n 1 , . . . , n d ; V) is the vector space consisting of points (X 1 , . . . , X d ) ∈ (R n×n ) ×d such that
Moreover, let
A be an n × n d matrix such that column vectors of A are orthonormal. The tangent space T [A] Flag(n 1 , . . . , n d ; V) of Flag(n 1 , . . . , n d ; V) at [A] consists of matrices [X 1 , . . . , X d ] where X i ∈ R n×(n i −n i−1 ) , i = 1, . . . , d satisfy the conditions:
Equivalently, [X 1 , . . . , X d ] can be parametrized as
Proof. The first part follows from differentiating a curve γ(t) which satisfies the equations defining Flag(n 1 , . . . , n d ; V) in (R n×n ) ×d . The second part 8 follows from differentiating the curve τ (t) and noticing the fact that the tangent vector of Flag(n 1 , . . . , n d ; V) at a point [A] is perpendicular to the vector space consisting of matrices B of the form
The last assertion is obtained from Proposition 3.6 and Proposition 3.12. Proof. Let Q be an n × n orthogonal matrix and let I n,n d = Id n d 0 be the n × n d matrix. The n × n d matrix A = QI n,n d represents the class [A] ∈ Flag(n 1 , . . . , n d ; V). By Proposition 3.7, we see that geodesics passing through [Q] must be of the form [Q exp(tB)]. The second part follows from Proposition 3.9. 3.4. The gradient and Hessian of a function. In this subsection, we will discuss the gradient and Hessian of a function on flag manifolds, which are main ingredients of optimization algorithms.
Proposition 3.16 (The gradient of a function). Let F : Flag(n 1 , . . . , n d ; V) → R be a smooth function on Flag(n 1 , . . . , n d ; V) and let D be the n × n d matrix whose (i, j)-th entry is ∂F ∂x ij , where {x ij : i = 1, . . . , n, j = 1, . . . , n d } is a coordinate on F lag(n 1 , . . . , n d ; V). Let [A] be a point in Flag(n 1 , . . . , n d ; V). We write D as [D 1 , . . . , D d ], where D i is an n × (n i − n i−1 ) matrix and
Proof 1. By definition of ∇F , for every Y ∈ T [A] Flag(n 1 , . . . , n d ; V), we have tr(∇F, Y ) = g(∇F, Y ) = tr(D T Y ).
Hence we may conclude that ∇F is the projection of D onto T [A] Flag(n 1 , . . . , n d ; V), i.e., D = ∇F + Z where Z is perpendicular to T [A] Flag(n 1 , . . . , n d ; V). We write Z = [Z 1 , . . . , Z d ] and take
It is straightforward to verify that D − Z ∈ T [A] Flag(n 1 , . . . , n d ; V) and that Z is perpendicular to T [A] Flag(n 1 , . . . , n d ; V), by relations (8) in Proposition 3.13.
Proof 2. The gradient ∇F can also be found by solving an optimization problem, see [12] for details.
In particular, if d = 1, the gradient of a function F on Flag(k; V) = Gr(k, n) is ∇F (A) = ∆ = D − AA T D. This coincides with the computation in [10] .
Next we compute the Hessian of a function F on Flag(n 1 , . . . , n d ; V). To do this, we recall that the Hessian Hess(F ) [A] at a point [A] ∈ Flag(n 1 , . . . , n d ; V) is a symmetric bilinear form on the tangent space T [A] Flag(n 1 , . . . , n d ; V). Moreover, if γ(t) is a geodesic such that γ (0) = X and γ(0) = [A], then we have
We remark here that since Hess(F ) [A] is a symmetric bilinear form, Hess(F ) [A] (x, y) can be determined by the formula
By Proposition 3.14, we see that the geodesic γ(t) such that γ(0) = [A] and γ (0) = X is [Q exp(tB)I n,n d ], where Q ∈ O(n) such that A = QI n,n d and X = QBI n,n d . First we compute d dt F (γ(t)) by chain rule:
Then we have
Now we evaluate d 2 dt 2 F (γ(t)) at t = 0 to obtain:
where F A,A is the bilinear form determined by the Hessian matrix ( ∂ 2 F ∂y ij y kl ) 9 . We may combine Equations (10) and (13) to obtain: Proposition 3.17 (Hessian of a function). Let F : Flag(n 1 , . . . , n d ; V) → R be a smooth function on Flag(n 1 , . . . , n d ; V) and let A be an n × n d matrix representing a point in Flag(n 1 , . . . , n d ; V). The Hessian of F, Hess(F ) [ 
where X, Y ∈ T [A] Flag(n 1 , . . . , n d ; V) and B, C are unqiue skew symmetric matrices such that X = BI n,n d and Y = CI n,n d , respectively.
According to equation (14) , if d = 1, then the Hessian of F on Flag(n 1 , . . . , n d ; V) is given by
, which is consistent with the computation in [10] . The Newton's method requires us to determine the tangent vector Y ∈ T [A] Flag(n 1 , . . . , n d ; V) such that
for every X ∈ T [A] Flag(n 1 , . . . , n d ; V). Equation (14) implies that the tangent vector Y can be obtained by solving the linear system (15) for any fixed A and F .
Optimization algorithm
Riemannian optimization is analogous to optimization in Euclidean space. For instance, in gradient descent, instead of adding the negative multiple of the gradient by Proposition 3.16 to the current iterate, we move along the geodesic by Proposition 3.9 with initial velocity vector opposite to the gradient. The only subtly is to change of representation for the Flag(n 1 , . . . , n d ; V). To be specific, let [A] ∈ Flag(n 1 , . . . , n d ;
First of all we need to findÃ ∈ R n×(n−n d ) to complement the subspace orthogonal to im(A), i.e. AÃ ∈ O(n), that corresponds to the same point in homogeneous space representation. After that, we compute the gradient ∇F ∈ R n×n d by Proposition 3.16 and set G = ∇F. We can get the exponential map direction B in (2) by computing AÃ T G ∈ R n×n d and use the skew-symmetric structure of B to convert it back. Lastly, we can find the next iterate by Proposition 3.14.
∇F as in (9); gradient of f at A i computeB = X T i G i ; set B ∈ R n×n by B ij =B ij for j ≤ n d ; B ij = −B ji for j ≥ n d and i ≤ n d ; and B ij = 0 otherwise minimize f (X(t)) = f (X i exp(tB)I n,n d ) over t ∈ R; exact line search set X i+1 = X i exp(t min B); end for
The algorithm for conjugate gradient is much involved. On top of updating the iterate, we need to update tangent vector by parallel transport simultaneously. However there is no neat equation for parallel transport without involving matrix exponential of Lie bracket. To remedy this, we can provide estimated tangent vector update by using the first few terms, and then projecting it back to the new tangent plane by enforcing the skew-symmetric structure.
Numerical Experiments
We will firstly demonstrate the correctness of steepest descent by numerical experiment on dominant invariant subspace, which has closed-form solution that we can compare with. We the proceed to solve a variation of the same problem that cannot be solved with other means and illustrate the convergence with increasing function values and decline in norm of gradient.
Dominant invariant subspace. Let
A ∈ R n×n be symmetric. We would like to solve maximize tr(X T AX)
where X ∈ Flag(n 1 , . . . , n d ; R n ). This is essentially equivalent to Principal Component Analysis (PCA), and solving this yields a flag of PCA subspaces of dimensions n 1 , . . . , n d . An advantage of the viewpoint is that we usually do not know the intrinsic dimension of the data set, and by proposing a sequence of dimensions, we can efficiently compute the flag of PCA subspaces, and the Algorithm 2 Conjugate gradient
∇F as in (9); gradient of f at A 0 for i = 0, 1, . . . do
spanning vectors, with this formulation. Moreover, we can also interpret this as finding subspaces of dimensions n 1 , n 2 − n 1 , . . . , n d − n d−1 that are independent and explain different levels of the variance among the data set. Figure 1 shows convergence trajectories of steepest descent, i.e. Algorithm 1, on Flag(3, 7, 12; R 60 ) for the problem (17) . Flag(3, 7, 12; R 60 ) is a 623-dimensional manifold; we generate symmetric matrix A ∈ R 60×60 randomly with N (0, 1) entries. The Euclidean gradient of f (X) = tr(X T AX) is given by ∇f (X) = 2AX. The optimal value of this problem is the sum of the k largest eigenvalues which can be found by eigenvalue decomposition of A. We can see that steepest descent converges to the true solution, taking around 80 iterations. Indeed the function values stabilize after as few as 10 iterations. The vanishing of the Riemannian gradient can serve as an optimality condition in theory. For implementation we use Frobenius norm of Riemannian gradient, distance between successive iterates, and number of iterations as stopping criteria of the program.
We perform more extensive experiments by taking the average of 100 instances of the problem (17) for various increasing sequence of positive integers,which represent the dimensions of subspaces and the ambient space, to generate tables of elapsed time and accuracy. Table 1 and 3 shows the algorithm is robust to different choices of dimension of the ambient space and also number of subspaces. Moreover, Table 2 and 4 show that the elapsed time increases with the dimension of the manifold and the algorithm can work with a. Table 1 . Accuracy (distance to true solution) of steepest descent for dominant invariant subspace Flag (3, 9, 21 ; R k ). 
over all [X 1 , . . . , X d ] ∈ Flag(n 1 , . . . , n d ; R n ). This is a variation of the dominant invariant subspace problem and maximizes sum of nonlinear transforms of sum of eigenvalues of each independent Table 5 . Accuracy (distance to true solution) of steepest descent for dominant invariant subspace Flag(2, . . . , 2k; R 60 ), k = 1, . . . , 10.
subspaces instead. Our algorithms can indeed be applied to function d i=1 g i (tr(X T i AX i )), where g i ∈ C 2 (R) for i = 1, . . . , d.
The convergence trajectories are shown in Figure 2 . It takes around 390 iterations to reach one of the stopping criterion, but the function values already stabilize after 60 iterations. We notice that the increment of function values is positively correlated with the norms of the Riemannian gradients. On another hand, we can observe some jagged spikes in the plot of the Frobenius norm of Riemannian gradient, which are due to the fact successive iterates are moving along the same geodesics with diminishing step sizes before jumping to another one. Steepest descent gives us a path consisting of multiple geodesics in this regard. Notice that we cannot solve this problem with eigenvalue decomposition and hence do not know the global optimum. It is possible that the solution we found is a local minimum, as demonstrated by the vanishing of the Riemannian gradient.
Conclusion
We introduce the flag manifold, study its algebraic and geometric properties and develop concrete matrix representation of coordinates and tangent space, and computing exponential map, parallel transport, gradient and Hessian of function using linear algebra operation alone. We demonstrate the correctness of the algorithm on symmetric eigenvalue problem which has a closed-form solution, and extend it to a new class of optimization problem that optimize nonlinear sum of eigenvalues of symmetric matrix. One of our future goal is to apply this framework to study mixture of subspaces model with orthogonality constraint. We believe optimization on flag manifold can help us discover a finer representation of data and achieve better convergence. 
