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Abstract—A hybrid analog-digital combiner for broadcast
vehicular communication is proposed. It has an analog part that
does not require any channel state information or feedback from
the receiver, and a digital part that uses maximal ratio combining
(MRC). We focus on designing the analog part of the combiner
to optimize the received signal strength along all azimuth angles
for robust periodic vehicle-to-vehicle (V2V) communication, in a
scenario of one dominant component between the communicating
vehicles (e.g., highway scenario). We show that the parameters
of a previously suggested fully analog combiner solves the
optimization problem of the analog part of the proposed hybrid
combiner. Assuming L directional antennas with uniform angular
separation together with the special case of a two-port receiver,
we show that it is optimal to combine groups of dL/2e and
bL/2c antennas in analog domain and feed the output of each
group to one digital port. This is shown to be optimal under
a sufficient condition on the sidelobes level of the directional
antenna. Moreover, we derive a performance bound for the
hybrid combiner to guide the choice of antennas needed to meet
the reliability requirements of the V2V communication links.
Index Terms—Broadcast V2V communication, directional an-
tennas, hybrid combining, periodic communication.
I. INTRODUCTION
VEHICULAR communication has the promise to makeroads safer, and it is counted as one of the key enablers
of autonomous cars. In contrast to common mobile broadband
communication, vehicular communication has ultra high re-
quirements on reliability and latency. Good designs of antenna
systems are key to meet the reliability requirement. Typically,
vehicles are equipped with omnidirectional antenna elements
that are mounted on the roof. However, the vehicle body and
the mounting position of antennas affect the omnidirectional
characteristics of the radiation patterns [1], [2]. Consequently,
the distorted omnidirectional pattern may have very low gains
or blind spots at certain azimuth angles. In scenarios where
the received signal has only one dominant component, e.g.,
highway scenarios, problems of decoding the packets may
arise if the angle of arrival (AOA) of the signal coincides with
a very low gain of the receiving antenna. Hence, we need the
antenna system to be robust in all directions of arrivals.
For a robust broadcast antenna system in spite of body
and placement effects, multiple antennas with complementary
patterns can be combined to achieve an effective pattern
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with better omnidirectional characteristics than the distorted
patterns of single antennas. In particular, directional antennas
that are pointing towards different directions can be used for
this purpose. Since the main contribution of these antennas
is through the main lobe, we may have more flexibility—
compared to omnidirectional antennas—in mounting them
such that the distortions do not coincide with their main lobes.
That may reduce the severity of distortions and lead to an
overall better effective pattern.
The classical way of combining antennas is done in the
digital domain through either selection combining (SC), equal
gain combining (EGC), or maximal ratio combining (MRC). In
general, these fully digital solutions require a radio frequency
(RF) chain per antenna element which results in high cost and
power consumption.
A recent trend in deploying multiple antenna systems is the
use of hybrid analog-digital combiners/beamformers. Hybrid
combiners (HCs) require less number of RF chains than
antennas, which translates to a reduction of cost and power
consumption with respect to the fully digital solutions. HCs
have been studied extensively and state-of-the-art designs and
paradigms are well summarized in [3]–[5]. The main archi-
tectures considered use phase shifters in the RF part, which
limits the HC to have a constant-modulus complex RF weight.
Design strategies of HCs take into account instantaneous or
average channel state information (CSI) to attempt finding
the optimal analog and digital combining coefficients [4]. The
design objective is, typically, maximizing the rate or the signal-
to-noise ratio (SNR) experienced by the user [3]. An example
of a study of HCs that take into account vehicular users
is [6]. There, a general framework is set for the design of
hybrid beamformers/combiners according to three main archi-
tectures. Performance is evaluated in a cellular infrastructure-
to-everything scenario considering vehicular users.
Aside from the fully digital and hybrid combining schemes,
fully analog solutions have been investigated in several pub-
lications including [7] and [8]. In [7], three architectures of
analog combiners (ACs) have been proposed. The different
architectures have varying complexity depending on the com-
bination of RF components used (variable gain amplifiers,
variable gain amplifiers and sign switches or variable phase
shifters). Optimization of the RF weights in these architectures
was done with the objective of maximizing the SNR at the
output of the combiner, assuming perfect knowledge of CSI.
In [8], an analog combiner based on phase shifters was pro-
posed for broadcast vehicle-to-vehicle (V2V) communication.
V2V broadcast communication is mainly based on periodic
dissemination of status messages. The solution presented in [8]
takes advantage of the periodic behavior of the status messages
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and the redundancy of their content and attempt to find
the optimal phase shifters that minimize the probability of
consecutive packet errors in the system. That is done in
absence of CSI or feedback from the receiver. Hence, beside
the low cost and low power consumption, this AC has very
low complexity. However, it does not leverage on the benefit
of digital combining.
To take advantage of digital combining high performance
benefits and analog combining low-cost, low-complexity bene-
fits, we propose, in this work, a hybrid analog-digital combiner
that is tailored for periodic broadcast V2V communication. We
take a modular approach in our HC design, that is, we assume
that the digital baseband combining is done using a multiport
receiver that applies standard MRC. Given that we do not have
access to CSI or any feedback from the receiver, we attempt
to design the analog part of the HC to minimize the error
probability of consecutive status messages. That is a similar
design approach to what was followed in [8]. The proposed
HC has the advantage of having the analog part independent
of the digital part. Hence, the RF part can be located closer to
where the antennas are placed. Moreover, we use directional
antennas in this setting and we investigate the optimal HC
configuration, i.e., the optimal way to connect antennas to the
digital ports, in the special case of a two-port digital receiver.
The main contributions of this work can be summarized as
follows.
• We propose a hybrid low-cost combining scheme for
broadcast vehicular communication that results in robust
performance at all AOAs.
• We show that the obtained parameters for the phase shift
network in [8] are also a solution to the optimization
of the analog part of HC when MRC is used in base-
band. Depending on the setup, the proposed HC either
minimizes or provides a lower bound on the burst error
probability of the full system.
• We analytically identify the optimal number of antennas
per port when feeding L directional antennas to the HC
with two digital ports. It is found that it is optimal to feed
dL/2e antenna to one port and bL/2c antenna to the other
port, when a sufficient condition on the sidelobes of the
antennas is satisfied.
• In addition, we derive a performance bound of the HC,
which can be used as a guideline when designing the
antenna system.
II. SYSTEM MODEL
In this section we start by presenting the system model. We
note that this is the system model as presented in [8], extended
to multiple ports receiver case.
A. Antenna System
We assume the use of L antennas that are mounted at
the same height on the vehicle. The antennas are vertically
polarized [9]. Taking into account the relative comparable
height of different vehicles, we assume that the incident waves
arrive in the azimuth plane. Thus, we can represent the far-
field response of the antennas as a function of the azimuth
angle φ only. That is,
gl(φ, θ) = gl(φ, pi/2) = gl(φ), (1)
where θ is the elevation angle and l is the antenna index.
B. Channel Model
We consider a scenario of vehicle-to-vehicle communication
in a scarce multi-path (MP) environment with a dominant
component. This component could be a line-of-sight (LOS)
or a first order single bounce reflection from a local reflector.
This is typical in communication between cars in highways.
In such scenario, it has been shown through measurements
that only a few MP components with small azimuth angular
spread contribute to the total received power [10]. Thus, the
channel gain at an antenna output can be modeled by a single
dominant component arriving at a particular AOA φ. Taking
into account the far-field function of the receiver antennas, the
channel gain of antenna l can be stated as [11, Eq. 8]
hl(t) = a˜(t)gl(φ)e
−Ω˜l(t), (2)
where a˜(t) and Ω˜l(t) are the complex gain and the phase shift,
respectively, of the dominant MP component with AOA φ,
received at antenna l. The phase shift depends on the distance
as Ω˜l(t) = 2piλ dl(t), where λ is the wavelength of the carrier
frequency and dl(t) is the distance of the path followed from
the transmitter to the lth receiver antenna. Taking the antenna
with index l = 0 as a reference, we can express the relative
phase differences with respect to the reference antenna as
Ωl(t) = Ω˜l(t) − Ω˜0(t) with Ω0(t) = 0. The channel model
can be expressed consequently as
hl(t) = a(t)gl(φ)e
−Ωl(t), (3)
with a(t) = a˜(t)e−Ω˜0(t). The relative phase differences can
be assumed slowly varying over a period of a few seconds.
This holds if the main component between the two vehicles
with approximately the same AOA is still present over that
duration. From (3) we can see that in case an antenna l has
poor gain at the AOA of the signal, the received power will be
low, which could lead to the loss of the received packet. Thus,
we aim to design our analog combiner such that the overall
scheme is robust for any AOA.
C. IEEE802.11p Broadcast Communication
Cooperative awareness in intelligent transportation systems
(ITS) that are based on IEEE802.11p, is created through
the dissemination of periodic messages that include status
information like position, speed, heading, etc. These are called
cooperative awareness messages (CAMs). CAMs are transmit-
ted periodically with a frequency that is dependent on both the
change of status of the transmitting vehicle (e.g., change of
lane), and on the traffic on the radio channel [12]. The period
between two consecutive CAMs, T , has a minimum duration
of 100 ms and a maximum of 1000 ms [12], while the duration
of a CAM packet Tm is in the range of 0.5 − 2 ms [8]. We
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note that the period is much longer than the packet duration,
T  Tm. Taking into account the redundant content of
CAMs, we assume that only some packets out of a burst of K
consecutive CAMs need to be decoded correctly for the proper
functionality of a particular ITS application that depend on
their content. An extreme case is when K = 1, which implies
that all messages need to be decoded correctly for the proper
functionality of the application run by the receiving vehicle.
However, in this work we are considering bursts with K > 1
packets. In scenarios where the AOA remains approximately
constant for the time it takes to transmit K packets, there is
a risk of losing all them if the AOA coincides with a blind
spot or a notch of low gain of the radiation pattern of the
receiving antenna. Hence, we follow a similar approach as in
[8], and we target to combine the antennas to minimize the
probability that a burst of K consecutive packets is received
with error instead of minimizing the single packet error rate.
This is referred to as the burst-error probability (BrEP), and
the objective is to minimize it for the worst-case AOA.
D. Analog Combiner
Given L antennas, we use an AC to combine these antenna
signals to P < L receiver ports. The digital receiver performs
MRC based on the estimated effective channel and noise
variance after the analog combining. The AC does not use
any CSI or feedback from the receiver. Therefore, we restrict
it to be composed of time varying phase shifters and adders.
The phase shifters are modeled as a linear function of time.
The complex analog gain from antenna l to port p is modeled
as
sl,pe
(αl,pt+βl,p) (4)
where αl,p and βl,p are the slope and the initial phase offset,
respectively, of the time-varying analog phase shifter, and
sl,p ∈ R is the gain from the output of antenna l to the input
of port p. For the AC to be power-conserving, it must satisfy
P−1∑
p=0
s2l,p = 1. (5)
We define S ∈ RL×P to be the matrix with elements [S]l,p =
sl,p. Depending on how antennas are connected to RF chains,
the HC can have either a sub-connected, a fully-connected or
an overlapping configuration [3]. As shown Fig. 1(a), in the
sub-connected configuration each antenna is connected to only
one RF chain. This results in P disjoint groups, each group
comprised of Lp > 0 antennas and
∑P−1
p=0 Lp = L. The set of
sub-connected configurations can be expressed as
S =
{
S ∈ {0, 1}L×P :
STS = diag(L0, L1, . . . , LP−1),
P−1∑
p=0
Lp = L
}
. (6)
In the fully connected configuration all antennas are connected
to all RF chains as shown in Fig. 1(b), while in the overlapping
configuration at least one antenna is connected to more than
one RF chain. Although the fully connected and overalpping
configurations are more general than the sub-connected con-
figuration, they have the drawback that the noise components
at the receiver ports might be correlated, which complicates
the optimal digital receiver. Moreover, the fully connected and
overlapping configurations imply the use of power splitters,
which leads to insertion loss and added complexity. For these
reasons, we chose in this paper to design the HC following a
sub-connected configuration.
III. DESIGN OF THE ANALOG COMBINER
A. SNR after the Hybrid Combining
We start by deriving the SNR expression of a received
packet after the analog combining and MRC, where the analog
combining is performed in sub-connected fashion with linear
time varying phase shifters. We have that the received signal
at the output of antenna l is given by
yl(t) = hl(t)x(t) + nl(t), (7)
where x(t) is the transmitted signal, hl(t) is the channel gain
at the antenna input modeled by (3) and nl(t) is independent,
zero-mean complex Gaussian and white noise over the signal
bandwidth, with average power σ2n. Given the analog combiner
complex gain modelled by (4), the input to receiver port p is
rp(t) =
L−1∑
l=0
sl,pe
(αl,pt+βl,p)yl(t)
= a(t)x(t)
L−1∑
l=0
sl,pgl(φ)e
−
(
Ωl(t)−αl,pt−βl,p
)
+
L−1∑
l=0
sl,pnl(t)e
(αl,pt+βl,p)
= a(t)x(t)cp(t) + n˜p(t), (8)
where cp(t) and n˜p(t) are the equivalent channel gains and
noise signals respectively, at the input of receiver port p.
Since n˜p(t) is a sum of phase shifted zero-mean complex
Gaussian white noise signals, it has a Gaussian distribution
CN (0, Lpσ2n), where Lp =
∑L−1
l=0 sl,p is the number of
antennas connected to port p.
We assume that the time variation of the equivalent gain
cp(t) is negligible over the duration of a packet Tm, and
therefore we make the approximation
cp(t) ≈ cp(kT ), kT ≤ t ≤ kT + Tm, k = 0, . . . ,K − 1.
(9)
Moreover, as stated before, in our scenario of interest the
relative phase difference Ωl(t) can be assumed to experience
negligible variation over a duration KT [8] and thus, it can be
approximated as Ωl(t) ≈ Ωl , Ωl(0). Furthermore, we define
ψl,p , mod (Ωl − βl,p − ∠(gl(φ)), 2pi) to accommodate
for the effective phase response at antenna l and we write
cp adopting the previous approximations as,
cp(kT ) =
L−1∑
l=0
sl,p|gl(φ)|e−(ψl,p−αl,pkT ). (10)
The receiver uses a MRC weight vector to combine the signals.
In the sub-connected configuration there is no correlation
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(a) Sub-connected configuration
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Fig. 1. Sub-connected and fully connected architectures of Hybrid combiners.
between the noise processes at the input of the receiver,
and therefore the optimal MRC weight applied at port p is
c∗p(kT )/Lp [13]. Following that, the SNR of the k
th packet
after the MRC can be found to be
γk =
Pr
σ2n
P−1∑
p=0
|cp(kT )|2
Lp
, (11)
where Pr = E{|a(t)x(t)|2} is the average signal power,
and it is assumed to remain constant over the period of K
consecutive packets.
We would like to express γk as a function of the AC
parameters that need to be optimized. We note that only phase
slopes αl,p of the phase shifters that are connected to a port,
i.e., for the pairs (l, p) such that sl,p = 1, need to be considered
in the optimization problem. Therefore, we define the vectors
αp ∈ RLp , p = 0, 1, . . . , P − 1 where
{[αp]i : i = 0, . . . , Lp − 1} = {αl,p : sl,p = 1,
l = 0, ..., L− 1}. (12)
We assume that the mapping between the elements of the sets
is such that it assigns i = 0 in the first set to the smallest l in
the second set, and i = 1 to the second smallest l and so on.
We also define the vectors ψp as {[ψp]i, i = 0, ..., Lp − 1} =
{ψl,p : sl,p = 1, l = 0, ..., L − 1}, where the mapping from i
to l is similar to the mapping used when defining the vectors
αp. Moreover, we define L-element vectors, α and ψ as α =
[αT0,α
T
1, ...,α
T
P−1]
T and ψ = [ψT0,ψ
T
1, ...,ψ
T
P−1]
T. Then, we
can readily express the SNR in (11) as γk(φ,S,ψ,α).
B. Optimization Problem of the Analog Combiner
To formulate the optimization problem of the analog part
of the HC, the burst error probability needs to be derived.
Given a burst of K packets, under the assumptions that
packets are of the same length, are transmitted using the
same modulation and coding scheme, and packet errors are
statistically independent, the BrEP is
PB(φ,S,ψ,α) =
K−1∏
k=0
Pe
(
γk(φ,S,ψ,α)
)
, (13)
where Pe(γk(φ,S,ψ,α)) is the packet error probability (PEP)
of the kth packet. Since we are interested in robustness,
the design goal is to minimize the bust-error probability for
the worst-case propagation, i.e., when all power arrives in
the least favorable AOA, and the worst-case effective phase
response at the antennas outputs, ψ. Design variables are
the grouping configuration and phase slopes defined by S
and α, respectively. Hence, the optimal analog combiner is
determined by S? and α?, where
(S?,α?) , arg inf
S∈S
α∈RL
sup
φ∈[0,2pi)
ψ∈[0,2pi)L
PB(φ,S,ψ,α). (14)
We will start by finding the optimal phase slopes for a given
configuration S, i.e.,
α?(S) = arg inf
α∈RL
sup
φ∈[0,2pi)
ψ∈[0,2pi)L
PB(φ,S,ψ,α), (15)
and then find the optimal configuration as
S? = arg inf
S∈S
sup
φ∈[0,2pi)
ψ∈[0,2pi)L
PB(φ,S,ψ,α
?(S)). (16)
C. Optimal Phase Slopes
The choice of the phase slopes αl,p applied to the antennas,
is made according to (15). The solutions to this optimization
problem depends on the PEP function. For the special case of
exponential PEP function defined as
Pe(γ) = a exp(−bγ), (17)
where a, b > 0 are constants, the BrEP can be expressed as
PB(φ,S,ψ,α) = a
K exp
(− bK−1∑
k=0
γk(φ,S,ψ,α)
)
. (18)
To solve (15), we first formulate a problem to find the optimal
phase slopes for any AOA, that is α?(φ,S). Then, we can
deduce the optimal phase slopes for the worst-case AOA. We
have,
α?(φ,S) = arg inf
α∈RL
sup
ψ∈[0,2pi)L
PB(φ,S,ψ,α). (19)
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Introducing the logarithm function to (18) and substituting in
the previous equation, we get
α?(φ,S) = arg inf
α∈RL
sup
ψ∈[0,2pi)L
ln
(
PB(φ,S,ψ,α)
)
= arg sup
α∈RL
inf
ψ∈[0,2pi)L
K−1∑
k=0
γ(φ,S,ψ,α, k)
= arg sup
α∈RL
inf
ψ∈[0,2pi)L
=J(φ,S,ψ,α)︷ ︸︸ ︷
P−1∑
p=0
K−1∑
k=0
|cp(kT )|2
Lp︸ ︷︷ ︸
=Jp(φ,S,ψp,αp)
. (20)
We note that the elements αp that compose the vec-
tor α are independent of each other. The same thing ap-
plies to ψ. Following that, we can decompose the joint
optimization of J(φ,S,ψ,α) to the separate optimization
of the terms Jp(φ,S,ψp,αp). After separate optimization
of these terms, we can readily reconstruct the optimal
phase slopes vector for the overall system as α?(φ,S) =
[α?0(φ,S),α
?
1(φ,S), ...,α
?
P−1(φ,S)]
T where
α?p(φ,S) = arg sup
αp∈RLp
inf
ψp∈[0,2pi)Lp
Jp(φ,S,ψp,αp). (21)
The problem in (21), i.e., the optimization of an analog
combiner for a single port receiver, has been tackled in [8]. The
solutions to this problem are stated in the following theorem.
Theorem 1. [adopted from [8]] The optimum of the objective
function Jp defined in (20) for a given configuration S, is
lower bounded for any AOA φ and p = 0, 1, . . . , P − 1 as,
J?p (φ,S) ≥ K
1
Lp
L−1∑
l=0
sl,p|gl(φ)|2, Lp ≤ K, (22)
this lower bound is achievable when selecting
αp = α˜p(S),
where
[α˜p(S)]i =
i2pi
KT
, i = 0, 1, . . . , Lp − 1. (23)
For the special case of Lp ≤ 3, this lower bound is tight, thus
J?p (φ,S) = K
1
Lp
L−1∑
l=0
sl,p|gl(φ)|2, Lp ≤ K and Lp ≤ 3,
(24)
and
α?p(φ,S) = α˜p(S), Lp ≤ K and Lp ≤ 3. (25)
Proof. See [8, Appendix].
Following the results stated in Theorem 1, we can deduce
that the optimum of the objective function defined in (20)
J?(φ,S) is bounded as
J?(φ,S) ≥ K
P−1∑
p=0
1
Lp
L−1∑
l=0
sl,p|gl(φ)|2, Lp ≤ K,∀p. (26)
The bound is achievable, when selecting a phase slopes vector
α˜(S) = [α˜T0(S), α˜
T
1(S), . . . , α˜
T
P−1(S)]
T. That is, when Lp ≤
K, ∀p,
inf
ψ∈[0,2pi)L
J(φ,S,ψ, α˜) = K
P−1∑
p=0
1
Lp
L−1∑
l=0
sl,p|gl(φ)|2 (27)
= KG(φ,S), (28)
where
G(φ,S) =
P−1∑
p=0
1
Lp
L−1∑
l=0
sl,p|gl(φ)|2, S ∈ S. (29)
We will refer to G(φ,S) as the equivalent radiation pattern
after the hybrid combiner. In the case Lp ≤ 3, ∀p the bound
in (26) is tight, thus
α?(φ,S) = α˜(S), Lp ≤ K,Lp ≤ 3,∀p. (30)
Since the optimal phase slopes vectors are independent of φ,
we can conclude that the solution of (19) is equivalent to the
solution of (15), i.e., α?(φ,S) = α?(S) for all φ, including
the worst-case AOA.
D. Optimal Sub-connected Configuration
In (16) we stated the problem of finding the optimal sub-
connected configuration S? that corresponds to the optimal
phase slopes α?(S), defined according to (15). In the past
subsection we found the phase slopes α˜(S) that ensures an
upper bound on the BrEP for the configurations {S ∈ S :
Lp ≤ K, ∀p}. For the configurations in the subset {S ∈ S :
Lp ≤ K and Lp ≤ 3,∀p}, the phase slopes are optimal, that
is, α˜(S) = α?(S). However, for the configurations {S ∈ S :
∃p, Lp > K}, no analytical solution is available for phase
slopes that minimizes or achieves an upper bound on BrEP.
Taking that into account, let us define a subset of S,
S˜ = {S ∈ S : Lp ≤ K,∀p} (31)
together with an optimization problem to find the optimal
configuration for the hybrid combiner with an analog part that
uses phase shifters with slopes α˜(S), that is
S˜ , arg inf
S∈S˜
sup
φ∈[0,2pi)
ψ∈[0,2pi)L
PB(φ,S,ψ, α˜(S)). (32)
The solution to (16) for the configurations {S ∈ S : Lp ≤ K
and Lp ≤ 3,∀p} is a special case of (32). We follow similar
steps as used to derive (20) to express (32) as
S˜ = arg sup
S∈S˜
inf
φ∈[0,2pi)
ψ∈[0,2pi)L
J(φ,S,ψ, α˜) (33)
= arg sup
S∈S˜
inf
φ∈[0,2pi)
KG(φ,S), (34)
where (34) follows from (27). The optimal configuration S˜
depends on the radiation patterns of the combined antennas.
Given a set of antennas, we pick the configuration that
satisfies (34). That is the configuration that maximizes the
sum of the SNRs from the K packets for the worst-case AOA
φ. Since the BrEP is inversely proportional to the equivalent
Page 5
gain G(φ,S) for all φ, the overall system performance can
be assessed according to the gain of the worst-case AOA
of the equivalent radiation pattern after hybrid combining,
minφG(φ,S). We observe that S˜ maximizes the bound on
J?(φ,S) in (26). Hence, the hybrid combiner with the con-
figuration S˜ gives the best upper bound on the BrEP at the
worst-case AOA. We identify two special cases of (32),
• If S = S˜ = {S ∈ S : Lp ≤ K and Lp ≤ 3,∀p},
then the solution to (14) is given by (S?,α?) = (S˜, α˜).
That is the optimal sub-connected analog combiner that
minimizes the BrEP for the worst AOA when MRC is
used for digital combining.
• If S˜ = ∅ then we need to solve (14) numerically
to attempt to find phase slopes and configuration that
minimizes or achieves an upper bound on the BrEP.
Assuming that S˜ 6= ∅, we expect high performance, i.e., a high
gain at the worst-case AOA of the equivalent radiation pattern
after the HC with an analog part defined by (S˜, α˜(S)) and
MRC combining. To assess the limits of the hybrid combiner,
a performance bound is derived in the following lemma.
Lemma 1. Let G(φ,S) be defined according to (29) and let
the average radiation of all antenna elements be the same in
the azimuth plane, that is
1
2pi
∫
2pi
|gl(φ)|2dφ = G2pi, ∀l. (35)
Then,
inf
φ∈[0,2pi)
G(φ, S˜) ≤ PG2pi, (36)
where S˜ is defined according to (32).
Proof. See Appendix A.
An example of a scenario where (35) holds is the deploy-
ment of identical directional antennas pointing at different
directions along the azimuth plane. We can observe from the
right-hand side of (36) that the bound on the performance is
proportional both to the average gain of the antenna elements
and the number of ports. However, it is not dependent on the
number of antennas L. In Section V, it will be shown through
some examples, that the performance bound can be approached
with limited number of directional antennas, which implies
that the conditions associated with the use of α˜, (S˜ 6= ∅) do
not set a limitation on the use of the HC.
IV. HYBRID COMBING OF DIRECTIONAL ANTENNAS
For a generic far field functions gl(φ), it is hard to analyt-
ically solve the problem stated in (34). This however, can be
solved given some characterization of the far field function of
antennas. In the following we assume the use of L identical
directional antennas elements that are evenly spread around the
azimuth plane. We attempt to solve (34) analytically for the
HC with analog phase shifters slopes α˜(S) and a digital MRC
receiver with P = 2. Let G(φ) = |g(φ)|2 be the radiation
pattern of the antenna in the azimuth plane centered around
φ = 0, where g(φ) is the far field function of the antenna.
Then, the radiation pattern of antenna l is given by
Gl(φ) = G(φ− l2pi/L), φ ∈ [−pi, pi). (37)
We assume that the radiation pattern G(φ) is symmetric1
around φ = 0 with G(0) = maxφG(φ). Let GSL be the gain
of the highest sidelobes such that the sidelobes level (SLL) is
obtained as 10 log10
(
GSL/G(0)
)
. We define φB as
φB = min{φ ∈ [0, pi) : G(φ) = GSL}. (38)
Following this, G(φ) can be lower bounded as
G(φ) > GSL, φ ∈ (−φB, φB). (39)
We refer to this region of the pattern where φ ∈ (−φB, φB) as
the main lobe of the pattern. The remaining region is referred
to as the sidelobes region of the pattern, in which G(φ) is
upper bounded as
G(φ) ≤ GSL, φ ∈ [−pi,−φB] ∪ [φB, pi). (40)
Also, we refer to φB as the break point of the radiation
pattern, as it separates the main lobe region of the pattern
from the sidelobes region. Due to the directional behavior of
antennas, we assume that2 φB < pi/2. Then, we attempt to
find the configuration S˜ that maximizes the gain at the worst-
case AOA of the effective radiation pattern after the analog-
digital combining, that is G(φ,S). We consider sub-connected
configurations that group adjacent antennas together. We group
L0 consecutive antennas together and the remaining consec-
utive L1 = L − L0 antennas together. In such setting S can
be determined from L0 and therefore we write, with some
abuse of notation, G(φ,L0) instead of G(φ,S). Without loss
of generality, we let L/2 ≤ L0 ≤ L− 1 and given P = 2, the
equivalent radiation pattern obtained from (29) is
G(φ,L0) =
L0−1∑
l=0
1
L0
Gl(φ) +
L−1∑
l=L0
1
L− L0Gl(φ). (41)
Due to the adjacent grouping of antennas, S ∈ S˜ is equivalent
to L0 ∈ {l ∈ N : L/2 ≤ l ≤ L − 1 and l ≤ K}. Thus, (34)
can be expressed only in terms of L0 as
L˜0 = arg sup
dL/2e≤L0≤L−1
L0≤K
inf
φ∈[0,2pi)
G(φ,L0), L˜1 = L− L˜0.
(42)
Note that (S˜)TS˜ = diag(L˜0, L − L˜0), according to (6). The
solution to a relaxed version of this problem is formulated in
the following theorem.
Theorem 2. Suppose P = 2. Consider L antennas with radi-
ation patterns Gl(φ) = G(φ− 2pi/L) for l = 0, 1, . . . , L− 1,
where G(φ) is such that G(φ) = G(−φ), G(0) = supφG(φ),
and has break point φB < pi/2, where φB is defined in (38).
If the gain of the highest sidelobe GSL of G(φ) satisfies
GSL <
bL/2c
dL/2e infφ∈J
1
L− 1
L−2∑
l=0
Gl(φ), (43)
1The assumption is needed only to simplify the definition of the main lobe
region and sidelobes region of the pattern. If the assumption is dropped, we
need minor modifications on the definition of the main lobe and sidelobes
regions of the pattern for the results of this section to hold.
2This upper bound is used to simplify the proof of Theorem 2.
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where J = [φB− 2piL , (L−1) 2piL −φB], then (i) φB > pi/L and
(ii) the solution to (42), with the constraint L0 ≤ K relaxed,
is
L˜0 = dL/2e, L˜1 = bL/2c. (44)
Proof. See Appendix B.
Corollary 1. Given the assumptions in Theorem 2, if
GSL <
bL/2c
dL/2e infφ∈[0,2pi/L)
1
L
L−1∑
l=0
Gl(φ) (45)
is satisfied, then (43) holds.
Proof. See Appendix C.
Theorem 2 gives the solution to a relaxed version of (42),
under the fulfillment of (43). The condition requires a compu-
tation of only one infimum, which is simpler than solving the
problem stated in (42). Condition (45) presented in Corollary 1
is stricter than (43), but requires a computation of the infimum
over a simpler interval. Both (43) and (45) are sufficient but not
necessary conditions for the optimality of (44), and therefore
if neither of them holds then (44) may be still the optimal
solution of the relaxed version of (42), which can be solved
numerically in that case. Another result of the theorem is
that (43) implies φB > pi/L. Since we are interested in a
reliable system, antennas with φB ≤ pi/L are not a suitable
choice in the first place. The main lobes of such antennas
do not intersect, which results in low performance in the
directions covered by only sidelobes, in spite of the chosen
configuration. Hence we can infer that (43) omits the choice
of such antennas that lead to low performance.
Given that (43) holds and assuming that dL/2e ≤ K,
we can conclude that the configuration that has grouping of
antennas according to (44) is feasible in (42) and thus optimal.
The HC with analog part given by (S˜, α˜(S)), where S˜ has
L˜0 = dL/2e, achieves the best lower bound (with respects to
bounds achieved using other configurations) on the gain of the
equivalent radiation pattern at the worst-case AOA. As done
in the previous section, special cases of (42) are identified as
follows.
• If L − 1 ≤ K and L − 1 ≤ 3, then S = S˜ = {S ∈
S : Lp ≤ K and Lp ≤ 3,∀p}, where S is restricted to
adjacent configurations. Therefore, the solution to (14) is
given by S? with L?0 = L˜0 = dL/2e, and α? = α˜(S).
This minimizes the BrEP for the worst-case AOA among
the hybrid combiners with adjacent configurations.
• If dL/2e > K, then S˜ = ∅. Thus, (14) needs to be
solved numerically.
Assuming that dL/2e ≤ K, (thus excluding the case when
dL/2e > K) and given that the analog combiner is defined
by the configuration S˜ that has (dL/2e, bL/2c) and the phase
slopes α˜(S), we use Lemma 1 to deduce that
inf
φ∈[0,2pi)
G(φ, L˜0) ≤ 2G2pi. (46)
This is the performance bound when deploying the HC with
P = 2 and L identical directional antennas with equidistant
angular separation. The bound is the same for both adjacent
TABLE I
NORMALIZED FAR FIELD FUNCTION OF ANALYTICAL DIRECTIONAL
RADIATION PATTERNS [14, TABLE 2]
Pattern Far field function: g(φ) a SLL [dB]
ADP1 sin(aφ)
aφ
a = pi
φN
−13.2
ADP2 (pi
2
)2
cos(aφ)
(pi
2
)2−(aφ)2 a =
3pi
2φN
−23
ADP3 pi
2
aφ
sin(aφ)
(pi)2−(aφ)2 a =
2pi
φN
−31.5
and non-adjacent configurations. We make the observation
that when L is even, the optimal adjacent configuration with
L˜0 = dL/2e = L/2 has the same equivalent radiation pattern
G(φ,L/2) = L/2
∑L−1
l=0 Gl(φ) as non-adjacent configurations
with L0 = L/2. Moreover, we will show later in the numerical
results section that performance bound can be approached
when L is even, with configuration that has an adjacent setting.
Therefore adjacent grouping of antennas is not suboptimal.
From another aspect, we will illustrate that only a limited
number of antennas is needed to approach this bound. Thus,
the assumption dL/2e ≤ K does not limit the use of the
designed HC.
V. NUMERICAL RESULTS
A. Testing (43) and (45) with Patterns of Varying SLL
In this section we would like to assess if conditions (43)
and (45) presented in Theorem 2 and Corollary 1, respec-
tively, can be easily met when using some standard analytical
directional patterns (ADPs). We keep the same settings as
in Section IV. We employ L identical directional antennas
that have equidistant angular separation in the azimuth plane
satisfying (37). We test the system when using three ADPs that
are characterized by different SLLs. These patterns correspond
to the far field radiation of an aperture antenna fed by different
shapes of field distribution [14]. The far field functions of
the ADPs are given in Table I. They are normalized with
respect to their maxima and expressed as a function of
φN, where this is defined as the first null of the pattern,
φN = min{φ ∈ [0, pi) : G(φ) = 0}. The break point defined
in (38) satisfies φB < φN. The three ADPs with φN = 65 deg
are shown in Fig. 2.
Given L and the antenna pattern characteristics defined by
both the choice of ADP and φN, we compute the following
parameters
U1 =
bL/2c
dL/2e infφ∈J
1
L− 1
L−2∑
l=0
Gl(φ), (47)
U2 =
bL/2c
dL/2e infφ∈[0,2pi/L)
1
L
L−1∑
l=0
Gl(φ). (48)
Based on these, we can conclude that (43) is satisfied for the
considered system (L, ADP, and φN) if GSL < U1 and (45)
is satisfied if GSL < U2.
In Fig. 3, we have the results of computing U1 for systems
with different number of ADP1 antenna elements. We also
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Fig. 2. Normalized radiation patterns corresponding to ADPs 1, 2, and 3,
with φN = 65 deg.
plot a reference line of GSL = −13.2 dB, which corresponds
to the SLL level of ADP1 because the pattern is normalized.
The intersection points of the curves with the reference line
indicates the ADP1 with the minimal φN such that (43) is
satisfied. For L = 4 all ADP1 antennas with φN ≥ 59 deg
satisfies (43). Then, with the increase of L, U1 increases,
hence more patterns satisfy (43), e.g., when L = 10, all
ADP1 antennas with φN > 28 deg satisfy the condition. We
recall from Section IV, that when (43) is satisfied, the optimal
configuration for the HC with P = 2, assuming dL/2e ≤ K,
has L˜0 = dL/2e. To check if L˜0 = dL/2e, even when (43) is
not satisfied, we need to solve (42). We do that numerically
when deploying L = 4 and L = 6 antennas with ADP1. In
Fig. 4 we plot the infimum of the equivalent radiation pattern
infφG(φ,L0) for different L0 as a function of the first null
of the pattern φN. We can see that the curve corresponding to
infφG(φ, dL/2e) is superior to the curves corresponding to
infφG(φ,L0), L0 6= dL/2e, for both cases L = 4 and L = 6.
These results can be verified to be valid for other systems
with L ≤ 10 and they indicate that L˜0 = dL/2e is optimal
when using any ADP1 antenna with φN ≤ 90, and L ≤ 10.
We highlight in the same figure, the regions where Theorem 2
condition (43) applies for the case L = 4 and L = 6. While it
can be easily checked that inside this region, the performance
of the system is at least above GSL, we observe that outside
it, the performance of most antennas system is low, since it
is below GSL. Hence, when (43) does not apply, the antenna
system is likely to have poor performance. This relates to claim
(i) of Theorem 2. In Table II, we show the minimal φN and
the corresponding break point φB for the three ADPs, such
that (43) is fulfilled. We note that for all L, φB > pi/L, which
is consistent with claim (i) of Theorem 2. As discussed in the
previous section, this indicates that (43) cuts out the choice
of antennas that are likely to lead to poor performance (e.g.,
antennas with φB ≤ pi/L).
From another aspect, we can see in Table II that (43) is
satisfied for L = 4 elements of ADP2 and ADP3 with φN ≥
20 30 40 50 60 70 80 90
−40
−30
−20
−10
0
GSL,1
φN in deg
G
a
in
in
d
B
L = 4
L = 5
L = 6
L = 7
L = 8
L = 9
L = 10
Fig. 3. Plot of U1 as a function of ADP1 first null, φN, for different L.
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Fig. 4. Curves of the gain of the equivalent radiation pattern at the worst-
case AOA as a function of ADP1 first null φN for different configurations
(L0, L1) with L = 4, 6.
52 deg and φN ≥ 50 deg, respectively. While for ADP1 it is
satisfied when φN ≥ 59 deg. This indicates that the lower the
SLL of the ADP is, the narrower the main lobe of the antenna
pattern can be, such that (43) is satisfied. The same observation
can be made for the other values of L.
To check the result of Corollary 1, we plot the curves
corresponding to U1 and U2 in Fig. 5. These are computed
based on ADP2, for L = 4, 5, and 6. As expected, the curves
corresponding to U2 are below the curves corresponding to U1,
in the region where (43) holds, since (45) is more restrictive
than (43) in that region. The gap between the two curves is mi-
nor, hence we can conclude that (45) well approximates (43).
The results shown in this subsection demonstrates that the
conditions (43) of Theorem 2 and (45) of Corollary 1 are easily
satisfied for the three analytical directional pattern models with
varying SLL levels. Hence, we can conclude that the SLL
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TABLE II
MINIMAL φN (deg) AND φB (deg) OF ADPS 1, 2 AND 3 SATISFYING (43)
ADP1 ADP2 ADP3
L 180/L φN φB φN φB φN φB
4 45 59 48 52 47 50 46
5 36 52 42 43 39 41 38
6 30 42 34 36 32 34 31
7 25.7 40 32 32 28 30 28
8 22.5 34 27 28 25 26 24
9 20 33 27 25 23 23 22
10 18 29 23 23 20 21 20
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Fig. 5. U1 (solid) and U2 (dashed) curves computed as a function of ADP2
first null φN, for L = 4, 5, and 6.
required to satisfy the two conditions is within reasonable
numbers. Also, we expect the results of Theorem 2 to be valid
for antennas that have similar pattern shape as the three ADPs.
Moreover, if the conditions do not apply, then the antenna
system is likely to have poor performance.
B. Performance of the Hybrid Combiner in V2V Scenario
We consider K = 10 and we use that throughout this
section. We recall that K refers to the length of a burst
of CAM packets, that are periodically broadcasted each T s.
Given L identical directional antennas and P = 2, the hybrid
combining is done using an analog combiner with phase
shifters slopes α˜ as defined in Section III, followed by MRC.
Since K = 10, for S˜ to be non-empty, dL/2e ≤ K. This
implies that the maximum number of antennas that can be
used is max(L) = 20.
Our objective is to minimize the BrEP of the worst-case
AOA for a burst of K packets. As explained before, this can
be stated as maximizing the effective gain of the worst-case
AOA and therefore this will be used as our main metric in
comparing the different configurations. Apart from the gain
of the equivalent radiation pattern at the worst-case AOA, we
would like to assess the omnidirectional characteristics of the
resultant pattern. This is done based on the difference between
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Fig. 6. Normalized radiation pattern of a patch directional antenna at
frequency fc = 5.9 GHz with length = 0.461λ/
√
r, width = 0.512λ/
√
r
and height = λ/50, where r = 1.030.
the highest and lowest gain of the equivalent pattern in dB,
R(L0) = 10 log10
supφG(φ,L0)
infφG(φ,L0)
. (49)
We use a patch antenna for our computations. These are low-
profile antennas that are characterized by directional patterns.
They are cheap to manufacture and can be integrated into
multiple positions on the vehicle [9, Ch. 4.1]. Hence, they
are suitable for vehicular multiple antenna systems. The nor-
malized analytical pattern of the patch antenna used is shown
in Fig. 6. The normalization is performed with respect to
the maximum directive gain of 9.21 dBi. The highest sidelobe
gain of the normalized pattern is GSL = −16.15 dB and the
corresponding break point is φB ≈ 69 deg.
We start by testing the performance of a system with L = 6.
The antennas are distributed around the azimuth plan with
uniform separation of 2pi/L according to (37). To know which
configuration is optimal, we use the results of Theorem 2 or
Corollary 1. We check here both conditions (43) and (45)
by computing U1 and U2, which are given by (47) and (48),
respectively. We get that U1 = −6.86 dB and U2 = −7.63 dB.
Since GSL = −16.15 dB < U2 < U1, then we conclude that
the optimal configuration has (L˜0, L˜1) = (3, 3). It can be
represented as S˜ = [s0, s1] with s0 = [1, 1, 1, 0, 0, 0]T and
s1 = [0, 0, 0, 1, 1, 1]
T. The analog part of the HC is realized
using
α˜0(S˜) = [α˜0,0, α˜1,0, α˜2,0]
T = [0,
2pi
KT
,
4pi
KT
]T,
α˜1(S˜) = [α˜3,1, α˜4,1, α˜5,1]
T = [0,
2pi
KT
,
4pi
KT
]T.
In Fig. 7 the equivalent radiation pattern for the different
configurations is shown. Indeed, (L0, L1) = (3, 3) maximizes
the gain at the worst-case AOA and achieves the best perfor-
mance. Also, the resultant radiation pattern is characterized by
good omnidirectional characteristics with R(L˜0) = 0.51 dB.
Generally, performance decreases as the difference between
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Fig. 7. Effective radiation pattern for hybrid combiner for different configu-
rations (L0, L1) with L = 5, 6 patch antennas and K = 10.
the number of antennas fed to the two ports (L0 − L1)
increases. The equivalent gain of configurations with L0 6= L1
exhibits beam-forming effect in the directions of antennas
scaled by 1/L1 (i.e., antennas with indices l = L0+1, . . . , L−
1) which results in lower gain in the directions of the other
group of antennas that is scaled by 1/L0. Since we are
considering broadcast communication between the vehicles,
such directional effective radiation pattern is not beneficial.
Hence, having L0 = L˜0 = L/2 is the best way to divide the
available gain evenly in all directions. In case L is odd we
cannot divide the antennas evenly among the two ports. We
give an example using L = 5. We have U1 = −8.88 dB,
U2 = −9.72 dB, and GSL = −16.15 dB < U2 < U1.
Thus, L˜0 = 3 and the corresponding optimal scheme has
(L˜0, L˜1) = (3, 2). This configuration can be expressed in
matrix form as S˜ = [s0, s1] with s0 = [1, 1, 1, 0, 0]T and
s1 = [0, 0, 0, 1, 1]
T. The analog combiner is realized using
phase shifters with slopes
α˜0(S˜) = [α˜0,0, α˜1,0, α˜2,0]
T = [0,
2pi
KT
,
4pi
KT
]T,
α˜1(S˜) = [α˜3,1, α˜4,1]
T = [0,
2pi
KT
]T.
The equivalent radiation pattern for configurations with L =
5 is shown in Fig. 7. It exhibits beam-forming effect and it has
R(L˜0) = 2.77 dB. Despite that the optimal configuration has
superior performance than the configuration with (L0, L1) =
(4, 1), nevertheless it does not result in good omnidirectional
properties. Thus, for best omnidirectional characteristics L
should be even so that antennas can be grouped evenly among
the two ports.
C. Performance Bound
Given that the HC is used to combine the signals of antennas
that have the same average gain in the azimuth plane G2pi ,
Lemma 1 indicates that the performance of the system is
upper bounded by PG2pi . In the following, we would like
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Fig. 8. Effective radiation pattern for hybrid combiner with optimal config-
uration (dL/2e, bL/2c), L patch antennas and K = 10.
to observe the implication of this lemma. We use L elements
of the patch antenna deployed in Section V-B connected to
the HC with P = 2. The equivalent radiation patterns of the
configurations (dL/2e, bL/2c) for L = 4, 5, . . . , 9 are shown
in Fig. 8. These configurations are optimal as condition (43)
is satisfied and dL/2e ≤ K = 10 for all of them. From
Fig. 8 we can notice that all the configurations with even L
are fluctuating around 2G2pi = −4.37 dB. However, increasing
the number of antennas reduces the ripple (difference between
maximum and minimum gain) of the equivalent radiation
pattern, and yields better performance. We can observe that
for L = 4 there is a large ripple of approximately 3.6 dB.
But starting from L = 6 the ripple is significantly lower
(≈ 0.5 dB). Most importantly, the performance of the system
with L = 8 approaches very closely the performance upper
limit of 2G2pi = −4.37 dB and achieves good omnidirectional
properties with R(L˜0) = 0.07 dB. Generally, we observe
that performance is increased by adding an even number
of antennas to the system. However, the configurations with
L = 7 and 9 have worse performance than the configuration
with L = 6. That is, performance can actually decrease by
adding an odd number of antennas to a system with an even
L. To be more precise, numerical results indicate that if L
is even and greater or equal to a certain threshold Lth, then
adding a single antenna (which results in an odd L) decreases
performance. In Fig. 8, the threshold is Lth = 6.
To get more insight into the result of Lemma 1, we plot the
gain of the worst-case AOA of the equivalent radiation pattern
with L0 = L˜0 for different number of ADP2 antenna elements
L and different φN. We plot also the performance limit found
in Lemma 1. The results are shown in Fig. 9. We can observe
that performance saturates at the level 2G2pi when the number
of antennas is above certain threshold Lth. We can identify
that Lth = 6, 8 and 12, for the antennas with φN = 75 deg,
50 deg and 35 deg, respectively. We observe that antennas with
wide main lobe (large φN) approaches the bound faster than
antennas with narrow main lobe. From another aspect, we
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can observe that configurations with even number of antennas
faster approach the maximum possible gain of 2G2pi at the
worst-case AOA compared to configurations with odd number
of antennas.
The results shown suggests that we need a relative small,
even number of antennas to nearly reach the performance
limit. Hence, the condition on the feasibility of HC that
is dL/2e ≤ K can be easily met by the corresponding
optimal adjacent scheme that has L˜0 = dL/2e. Also, another
important fact is that our choice of an adjacent configuration
in Section IV is not suboptimal, as the maximum performance
can be achieved using the optimal adjacent configuration found
in Theorem 2. Based on the results shown in Fig. 9, we can
see that Lemma 1 gives the answers to the questions: Given
directional antenna elements with particular φB (or φN), how
many antenna elements are needed for good performance? On
the other hand, given L antenna elements, how large should
the main lobe of the antennas be, to reach good performance?
D. On Sidelobes Contribution to the Overall Performance
We would like to assess the contribution of sidelobes to the
overall system performance. To that end, let GML(φ) be the
main lobe of a directional antenna element,
GML(φ) =
{
G(φ), φ ∈ (−φB, φB),
0, φ ∈ [−pi,−φB] ∪ [φB, pi),
(50)
and let GML(φ,L0) be the equivalent radiation pattern com-
puted based only on the main lobe contribution of antennas.
That is, we substitute G(φ) by GML(φ) in (37) and (41). Then,
we compute infφG(φ,L0) and infφGML(φ,L0) for L = 4
and L = 10 to span cases with small and large number of
sidelobes. We compute the system performance using ADP1
antennas that have relative large SLL and ADP3 antennas that
are characterized by very small SLL. The results are shown in
Fig. 10. We notice that for ADP1 antennas with performance
higher than GSL, the contribution of sidelobes is below 1 dB
for the system with L = 10 and the system with L = 4
when φN > 60 deg. While for all ADP3 the contribution
of the sidelobes is less than 0.01 dB, which is negligible,
for both L = 4 and L = 10. Hence we can conclude that
the performance is mostly defined by the contribution of the
main lobes. This back up the assumption put forward in the
introduction, that directional antennas can be less affected by
the car body effects if the antennas are mounted such that the
distortion created by the car body and the antenna placement
is mostly at the sidelobes regions.
E. Comparison between Hybrid, Fully Analog and Fully Dig-
ital Combiners
In this subsection, we would like to compare the perfor-
mance of the HC with the performance of a fully digital and a
fully analog combiner. We choose MRC with P = L ports for
the fully digital solution and the AC based on [8] for the fully
analog solution. We recall that the solution in [8] assumes
periodic broadcast V2V communication. It uses a single port
receiver and it combines the signals in absence of CSI using an
4 6 8 10 12 14 16 18 20
−40
−30
−20
−10
0
GSL,2
φN=35
φN=50
φN=75
Number of antennas L
G
a
in
in
d
B
infφG(φ, L˜0)
2G2pi
Fig. 9. System performance as a function of the number of antenna elements
L, computed for ADP2 patterns with φN = 35, 50, and 75 deg. The curves
show the rate of approaching the performance bound.
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Fig. 10. Comparison of the system performance when using full patterns and
patterns without sidelobes. L = 4 and L = 10 elements of ADP1 and ADP3
patterns are used.
analog phase shift network with phase slopes α˜. To derive the
equivalent radiation pattern corresponding to these solutions,
we first derive the SNR per packet. We use the same setting
and assumptions as presented in Section II and Section III.
Thus, the received signal at the antennas is given by (7) and
the channel is modeled according to (3). Then, for full MRC
combining we have,
γD,k =
Pr
σ2n
L−1∑
l=0
Gl(φ), k = 0, 1, . . .K − 1, (51)
where K corresponds to the number of packets in a burst
and Pr = E{|a(t)x(t)|2}. For the fully analog combining of
L ≤ K antennas using phase slopes α˜ and a single port, the
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Fig. 11. Comparison between the resultant equivalent pattern of the hybrid
(HC), fully analog (AC) [8] and fully digital (MRC) combiners, L = 4.
SNR/packet can be derived in similar steps, and it is [8]
γA,k =
Pr
σ2n
L−1∑
l=0
Gl(φ)/L, k = 0, 1, . . .K − 1. (52)
After that, assuming an exponential PEP function as given
in (17), the the burst error probability of K consecutive packets
is given by (13). Hence, the BrEP is inversely proportional to
what we label the equivalent radiation patterns given by
GD(φ) =
L−1∑
l=0
Gl(φ), GA(φ) =
1
L
L−1∑
l=0
Gl(φ). (53)
For the hybrid combining with P = 2, we assume that L even,
and (43) holds. Then, the optimal configuration (L˜0, L˜1) =
(L/2, L/2) has equivalent radiation pattern G(φ,L/2) =
2/L
∑L−1
l=0 Gl(φ).
We can readily compare the different solutions. The gain
of equivalent radiation pattern of the HC with P = 2 is 3 dB
higher, for all AOAs, than the gain of AC equivalent pattern,
GA(φ). On the other hand, the gain of HC is 10 log10(L/2) dB
lower, for all AOAs, than the gain of the full MRC equivalent
pattern, GD(φ). Consequently, the equivalent patterns have the
same omnidirectional characteristics but they differ in the gain.
This can be observed in Fig. 11. The results are based on
deploying L = 4 patch antennas that are spread around the
azimuth plan. The normalized pattern of the patch antenna
used is shown in Fig. 6. The complexity of HC is in between
the complexity of the other two counterparts. Hence, HC offers
an attractive tradeoff between complexity and performance.
VI. CONCLUSION
We propose a hybrid combining scheme for directional
antennas to achieve robust omnidirectional coverage for broad-
cast vehicle-to-vehicle communication. This has the promise to
reduce the effects of both the car body and antenna placement
on the omnidirectional characteristic of coverage. The digital
part of the hybrid combiner (HC) is based on MRC, and
its analog part is realized using phase shifters with slopes α˜
that achieve an upper bound on the burst error probability of
consecutive status messages for the worst-case AOA. Given the
use of L directional antenna elements and the proposed hybrid
combiner with two digital ports we conclude the following.
• Under the fulfillment of the condition presented in The-
orem 2 on the side lobe level (SLL) of the antennas, the
optimal way to group the antennas among the two ports is
(dL/2e, bL/2c). This maximizes our performance metric,
i.e., the gain of the equivalent radiation pattern at the
worst-case AOA (which is equivalent to minimizing the
burst error probability).
• Computation results of the condition presented in The-
orem 2 using three examples of analytical directional
patterns with varying SLLs, indicates that it can be easily
satisfied for antennas with reasonable SLLs.
• Only a relative small number of antennas are needed
to approach optimum HC performance (as defined in
Lemma 1).
• Performance improves by increasing of L with an even
number of antennas. However, numerical results suggest
that when L is even and L ≥ Lth, then adding a single
antenna to the system will decrease performance.
• To best approach the performance bound and for best
omnidirectional characteristics of the equivalent radiation
pattern, the number of directional elements per port
should be the same, and thus L should be even.
• The HC uses (L−2) less ports than full MRC combining
to achieve an equivalent radiation pattern with a similar
omnidirectional properties when L is even. However, the
HC gain is 10 log10(L/2) dB less than full MRC (for any
AOA).
APPENDIX A
PROOF OF LEMMA 1
Proof. Let G(φ,S) defined as in (29), and let the average
radiation of all antennas in the azimuth plane be the same,
1
2pi
∫
2pi
|gl(φ)|2dφ = G2pi, ∀l. (54)
Then, it is easy to check that
1
2pi
∫
2pi
G(φ,S)dφ = PG2pi, S ∈ S. (55)
By the monotonicity of Riemann integral it follows that∫
2pi
inf
φ∈[0,2pi)
G(φ,S)dφ ≤
∫
2pi
G(φ,S)dφ, S ∈ S. (56)
Thus, we can deduce that
inf
φ∈[0,2pi)
G(φ,S) ≤ PG2pi, S ∈ S. (57)
By definition (32), S˜ ∈ S . Replacing S by S˜ in the previous
equation, (36) follows.
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APPENDIX B
PROOF OF THEOREM 2
Proof. We start by fixing L and defining the function
fN (φ) ,
L−1∑
l=N
Gl(φ), N = 0, 1, . . . , L− 1, (58)
where Gl(φ) = G(φ − l2pi/L) and G(φ) is as defined as in
Theorem 2. We specifically recall that φB < pi/2.
We can divide Gl(φ) into main lobe regions and sidelobes
regions. The principal main lobe region for Gl(φ) is defined
as
Ll ,
(
l2pi/L− φB, l2pi/L+ φB
)
, l ∈ Z. (59)
Clearly, Gl(φ) > GSL for φ ∈ Ll. In fact, since Gl(φ) is
periodic with period 2pi, Gl(φ) > GSL for φ ∈ Ll+nL for any
integer n. Since adjacent antennas are spaced with 2pi/L, their
principal main lobe regions will overlap when φB > pi/L, i.e.,
(φB > pi/L)⇔ (inf Ll < supLl−1). (60)
We note that fN (φ) is periodic with period 2pi, and we will
study its properties in the following interval of length 2pi,
I , [supL−1, supLL−1). (61)
We define
Ic0(N) , (inf LN , supLL−1), N = 0, 1, . . . , L− 1, (62)
and
I0(N) , I \ Ic0(N), N = 0, 1, . . . , L− 1, (63)
= [supL−1, inf LN ], N = 0, 1, . . . , L− 1. (64)
Hence, the principal main lobes of the Gl(φ) terms constitut-
ing fN (φ) are contained in Ic0(N), that is
Ll ⊆ Ic0(N), l = N, . . . , L− 1. (65)
Conversely, the Gl(φ) terms in fN (φ) have only sidelobes
contributions in I0(N). The combinations of φB and N that
imply that I0(N) 6= ∅ are characterized by the following
lemma.
Lemma 2. Let
nB , LφB/pi − 1, (66)
M , {m ∈ N : dnBe ≤ m ≤ L− 1}, (67)
where N = {0, 1, 2, . . .}. Then the following conditions are
equivalent
(I0(N) 6= ∅)⇔ (N ∈M). (68)
Proof. We see from the definitions (61), (62), and (63) that
I0(N) is nonempty if, and only if, inf LN ≥ supL−1, i.e., if
(N(2pi/L)− φB ≥ −(2pi/L) + φB). The latter condition can
be rewritten as N ≥ nB or, since N ≤ L−1, as N ∈M.
From the above lemma and (65), we conclude that the terms
in fN (φ) can be bounded as
Gl(φ) ≤ GSL, φ ∈ I0(N), N ≤ l ≤ L− 1, N ∈M. (69)
We can now restate the main condition for the theorem (43)
by noting that J = I0(L− 1), as
GSL <
bL/2c
dL/2e infφ∈I0(L−1)
1
L− 1
L−2∑
l=0
Gl(φ). (70)
Lemma 3. If (70) holds then φB > piL .
Proof. We will use a proof of contradiction, i.e., we assume
that (70) holds and φB ≤ pi/L and derive a contradiction.
If φB ≤ pi/L, then nB ≤ 0 and thus {0} ∈ M, where nB
and M are defined according to (66) and (67), respectively.
By Lemma 2, I0(0) 6= ∅, then (69) implies that
GSL ≥ inf
φ∈I0(0)
1
L− 1
L−2∑
l=0
Gl(φ) (71)
≥ inf
φ∈I0(L−1)
1
L− 1
L−2∑
l=0
Gl(φ), (72)
where the last inequality holds since I0(0) ⊂ I0(L− 1).
If (70) holds and since bL/2c/dL/2e ≤ 1 then
GSL < inf
φ∈I0(L−1)
1
L− 1
L−2∑
l=0
Gl(φ), (73)
which contradicts (72) and the lemma follows.
The above lemma proves claim (i) of the theorem. Following
this result, we can assume φB > pi/L for the remainder of the
proof.
We will find it convenient to divide Ic0(N) to three parts.
The middle part Ic0,M(N) is defined as
Ic0,M(N) ,
{
[supLN−1, inf LL], N¯ ≥ nB,
[inf LL, supLN−1], N¯ < nB,
(74)
where
N¯ , L−N. (75)
The left-hand and right-hand parts of Ic0(N) are defined as
Ic0,L(N) ,
(
inf Ic0(N), inf Ic0,M(N)
)
, (76)
=
{
(inf LN , supLN−1), N¯ ≥ nB,
(inf LN , inf LL), N¯ < nB.
(77)
Ic0,R(N) ,
(
sup Ic0,M(N), sup Ic0(N)
)
, (78)
=
{
(inf LL, supLL−1), N¯ ≥ nB,
(supLN−1, supLL−1), N¯ < nB.
(79)
The intervals Ic0,L(N) and Ic0,R(N) are well-defined if
Ic0,M(N) is nonempty, which indeed is the case as shown the
following lemma.
Lemma 4. The following conditions are equivalent
(inf LL ≥ supLN−1)⇔ (N¯ ≥ nB). (80)
Moreover, Ic0,M(N) is nonempty.
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Proof. We have that
inf LL − supLN−1 = L2pi
L
− φB −
[
(N − 1)2pi
L
+ φB
]
=
2pi
L
[
L−N −
(
LφB
pi
− 1
)]
=
2pi
L
[N¯ − nB], (81)
which proves (80). It follows from (81) and the definition (74)
that |Ic0,M(N)| = |2pi(N¯ − nB)/L| > 0 when N¯ 6= nB.
Moreover, Ic0,M(N) = {2pi − φB} when N¯ = nB. Hence,
Ic0,M(N) is nonempty.
It is easily seen that,
Ic0(N) = Ic0,L(N) ∪ Ic0,M(N) ∪ Ic0,R(N) (82)
since Ic0,L(N) and Ic0,R(N) are nonempty when φB > pi/L,
as proven in the following lemma.
Lemma 5.
φB > pi/L⇒ Ic0,L 6= ∅ and Ic0,R 6= ∅. (83)
Proof. Let φB > pi/L, which according to (60) implies that
inf Ll < supLl−1.
Suppose N¯ ≥ nB. Since main lobe regions overlap, it
follows from (77) and (79) that Ic0,L 6= ∅ and Ic0,R 6= ∅.
Suppose N¯ < nB. Since N < L, it follows immediately
from (77) and (79) and the definition of Ll that Ic0,L 6= ∅ and
Ic0,R 6= ∅.
We are now ready to state and prove a number of properties
for fN (φ).
Lemma 6. Fix L. Let fN (φ) be defined as in (58), where
N = 0, . . . , L− 1, and let
N¯ = L−N . Then, fN has the following properties.
(i) For n = 0, 1, . . . , N¯ − 1
fN
(
φ− n2pi
L
)
=
L−1∑
l=N+n
Gl(φ) +
n−1∑
l=0
Gl(φ), (84)
and
fN
(
φ− N¯ 2pi
L
)
=
N¯−1∑
l=0
Gl(φ) = fN
(
φ+N
2pi
L
)
. (85)
(ii) f0(φ) =
∑L−1
l=0 Gl(φ) is periodic with period 2pi/L,
f0(φ− n2pi/L) = f0(φ), n ∈ Z. (86)
(iii) If N ∈M, then
fN (φ) ≤ (L−N)GSL, φ ∈ I0(N), (87)
where I0(N) is defined in (63).
(iv) If (70) holds and Q ∈M, then
f0(φ)− fQ(φ) =
Q−1∑
l=0
Gl(φ)
>
dL/2e
bL/2cQGSL, φ ∈ I0(Q). (88)
(v) If (70) holds and N 6= 0, then
fN (φ) > N¯GSL, φ ∈ Ic0,M(N), (89)
where Ic0,M(N) is defined in (74).
(vi) For N ≥ dL/2e,
fN (φ) > fN
(
φ− 2pi/L), φ ∈ Ic0,L(N), (90)
where Ic0,L(N) is defined according to (76).
(vii) For N ≥ dL/2e,
fN (φ) > fN (φ+ 2pi/L), φ ∈ Ic0,R(N), (91)
where Ic0,R(N) is defined according to (78).
Proof. Property (i): Let n = 0, 1, . . . , N¯ − 1. By definition of
fN (φ), we have
fN
(
φ− n2pi
L
)
=
L−1∑
l=N
G(φ− (l + n)2pi/L)
=
L−1∑
i=N+n
Gi(φ) +
L+n−1∑
i=L
Gi(φ). (92)
Since G(φ) is periodic, the second sum is equal to
n−1∑
l=0
G(φ− (l + L)2pi
L
) =
n−1∑
l=0
Gl(φ), (93)
which proves (84). To prove (85), we have
fN
(
φ− N¯ 2pi
L
)
=
L−1∑
l=N
G(φ− (l + L−N)2pi/L)
=
L−1∑
l=N
G(φ+N2pi/L− l2pi/L) (94)
=
N¯−1∑
l=0
G(φ− l2pi/L). (95)
From another aspect, (94) can be expressed as
L−1∑
l=N
G(φ+N2pi/L− l2pi/L) = fN (φ+N2pi/L). (96)
Putting this together with (95) proves (85) and the property
follows.
Property (ii): Let n = kL + n′, where n′, k ∈ Z and 0 ≤
n′ ≤ (L− 1). Then,
f0
(
φ− n2pi/L) = f0(φ− n′2pi/L) (97)
=
L−1∑
l=n′
Gl(φ) +
n′−1∑
l=0
Gl(φ) (98)
= f0(φ), (99)
where (97) holds since f0 is periodic with period 2pi, and (98)
follows from (84) (since N = 0, n′ < N¯ = L).
Property (iii): Follows directly from (69).
Property (iv): By assumption (70) holds. It implies that
(L−1)−1∑
l=0
Gl(φ) > a(L− 1)GSL, φ ∈ I0(L− 1), (100)
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Fig. 12. Illustration of the intervals I0(N), Ic0(N), Ic0,M(N), Ic0,R(N) and Ic0,L(N) for different cases, L = 6, φB = 73 deg.
where a = dL/2e/bL/2c ≥ 1. Hence the property holds for
Q = L− 1. Now, let Q < L− 1, then for φ ∈ I0(L− 1),
Q−1∑
l=0
Gl(φ) =
L−2∑
l=0
Gl(φ)−
L−2∑
l=Q
Gl(φ)
> a(L− 1)GSL −
L−2∑
l=Q
Gl(φ) (101)
= aQGSL + a(L− 1−Q)GSL −
L−2∑
l=Q
Gl(φ),
(102)
where (101) follows from (100). Since Q < L− 1, it follows
from the definition of I0(N) that I0(Q) ⊂ I0(L− 1). Hence,
(102) holds in particular for φ ∈ I0(Q). What remains is to
show that the sum of last two terms in (102) is nonnegative. To
this end, let φ ∈ I0(Q). Then by (69), we have that Gl(φ) ≤
GSL, for l = Q,Q+ 1, . . . , L− 1 and
a(L− 1−Q)GSL −
L−2∑
l=Q
Gl(φ)
≥ a(L− 1−Q)GSL − (L− 1−Q)GSL
= (a− 1)(L− 1−Q)GSL
≥ 0, (103)
since a ≥ 1, and the property follows.
Property (v): Let N 6= 0, then N¯ ≤ L − 1. Based on the
definition of Ic0,M(N) we divide the proof into two cases N¯ ≥
nB and N¯ < nB.
We start tackling the case N¯ ≥ nB. From (74) we
have Ic0,M(N) = [supLN−1, inf LL]. Since (70) holds and
nB ≤ N¯ ≤ L− 1, that is N¯ ∈ M, Lemma 6 property (iv) is
applicable with Q = N¯ . We can use (85), (88), and the fact
that dL/2e/bL/2c ≥ 1 to show
fN (φ
′ +N2pi/L) > N¯GSL, φ′ ∈ I0(N¯). (104)
Now if φ′ ∈ I0(N¯), then by definition,
− 2pi/L+ φB ≤ φ′ ≤ N¯2pi/L− φB. (105)
Adding N2pi/L to the inequality sides we get,
φ′ +N2pi/L ≥ (N − 1)2pi/L+ φB
φ′ +N2pi/L ≤ (N¯ +N)2pi/L− φB, (106)
which, since N¯ +N = L, is equivalent to
supLN−1 ≤ φ′ +N2pi/L ≤ inf LL.
Thus, if φ′ ∈ I0(N¯), then φ = (φ′+N2pi/L) ∈ Ic0,M(N) and
(104) can be written as
fN (φ) > N¯GSL, φ ∈ Ic0,M(N), (107)
which proves the property for the case when N¯ ≥ nB.
We now move to the case N¯ < nB where Ic0,M(N) =
[inf LL, supLN−1]. From the definition of Ll it follows that
for l = N,N + 1, . . . L− 1,
inf Ic0,M(N) = inf LL > inf Ll (108)
sup Ic0,M(N) = supLN−1 < supLl, (109)
which implies that Ic0,M(N) ⊂ Ll for l = N,N + 1, . . . L− 1
and
fN (φ) =
L−1∑
l=N
Gl(φ) > (L−N)GSL, φ ∈ Ic0,M(N).
(110)
Hence, (89) holds when N¯ < nB as well, and the property
follows.
Property (vi): We recall that φB > pi/L, which implies
Ic0,R(N) 6= ∅ (Lemma 5). Using (84), we have that
fN (φ− 2pi/L) =
L−1∑
l=N+1
Gl(φ) +G0(φ), (111)
and
fN (φ)− fN (φ− 2pi/L) = GN (φ)−G0(φ). (112)
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From here, we prove (90) by showing that GN (φ) is a main
lobe term and G0(φ) is a sidelobes term when φ ∈ Ic0,L(N).
We demonstrate this for the two cases N¯ ≥ nB and N¯ < nB.
Let N¯ ≥ nB. By definition (77), we have that Ic0,L(N) =
(inf LN , supLN−1). Since supLN−1 < supLN , we see that
Ic0,L(N) ⊂ LN , and
GN (φ) > GSL, φ ∈ Ic0,L(N). (113)
Then it is enough to show that G0(φ) ≤ GSL, when φ ∈
Ic0,L(N) for (90) to hold. This is equivalent to Ic0,L(N) ⊂
(supL0, inf LL). Since N ≥ dL/2e, and we recall that φB <
pi/2, then inf Ic0,L(N) = N2pi/L − φB ≥ pi − φB > φB =
supL0. Hence,
inf Ic0,L(N) > supL0. (114)
On the other hand, since N¯ ≥ nB, then by (80)
sup Ic0,L(N) = supLN−1 ≤ inf LL, (115)
and thus we can conclude that G0(φ) ≤ GSL for φ ∈ Ic0,L(N),
and the property is proved for N¯ ≥ nB.
Now we proceed to the case N¯ < nB. By definition we
have that Ic0,L(N) = (inf LN , inf LL). Then, again, since
N ≥ dL/2e, we have that inf Ic0,L(N) > supL0 and,
therefore, G0(φ) ≤ GSL for φ ∈ Ic0,L(N). Moreover, by (80),
we have inf LL < supLN−1 < supLN . Thus, it follows
that Ic0,L(N) ⊂ LN and GN (φ) > GSL for φ ∈ Ic0,L(N).
Hence, (90) holds when N¯ < nB as well and this ends the
proof of the property.
Property (vii): Following the same steps as used to
prove Property (vi), we can write fN (φ)− fN (φ+ 2pi/L) =
GL−1(φ) − GN−1(φ). Then we can deduce that Ic0,R(N) ⊂
LL−1 and Ic0,R(N) ⊂ (supLN−1, inf LN−1 + 2pi) and there-
fore (91) holds.
Lemma 7. Let
L+ , {l ∈ Z : L/2 < l ≤ L− 1}. (116)
If L0 ∈ L+, then L0 ∈M.
Proof. We recall that pi/L < φB < pi/2. Let L0 ∈ L+. We
have minM = dnBe = dLφB/pie − 1 < dL/2e − 1 < L/2 <
L0. Hence, minM < L0 ≤ maxM, and the lemma follows.
Lemma 8. Let G(φ,L0) and I0(L0) be defined according
to (41) and (63), respectively. If L0 ∈ L+ and (70) is satisfied,
then
inf
φ∈[0,2pi)
G(φ,L0) = inf
φ∈I0(L0)
G(φ,L0). (117)
Proof. Since G(φ,L0) is periodic and |I| = 2pi,
φ0 = arg inf
φ∈[0,2pi)
G(φ,L0) = arg inf
φ∈I
G(φ,L0), (118)
where I is defined in (61) and I = I0(L0) ∪ Ic0(L0),
where Ic0(L0) is defined according to (62). Hence, to prove
the lemma, it is sufficient to show that φ0 ∈ I0(L0) or,
equivalently, that
φ0 /∈ Ic0(L0) (119)
since Ic0(L0) = I \ I0(L0).
We express G(φ,L0) in terms of fN (φ), where these are
defined according to (29) and (58), respectively, as
G(φ,L0) =
(
f0(φ) + bfL0(φ)
)/
L0, (120)
with b = (2L0 − L)/(L− L0) > 0.
We note that Lemma 6 property (iv) and (v) holds in both
cases. Also, since L0 > L/2 implies that L0 ≥ dL/2e,
Lemma 6 property (vi) and (vii) holds. Moreover, we know
from Lemma 7 that L0 ∈ M. Lastly, we recall that (70)
implies φB > pi/L (Lemma 3), and hence we let φB > pi/L
and proceed to show (119).
By (82) we have Ic0(L0) = Ic0,L(L0)∪Ic0,M(L0)∪Ic0,R(L0),
where these intervals are nonempty and defined according
to (76), (74) and (78), respectively. To prove (119), we use
contradictions to show that φ0 /∈ Ic0,M(L0), φ0 /∈ Ic0,L(L0)
and φ0 /∈ Ic0,R(L0).
First, suppose φ0 ∈ Ic0,M(L0), Lemma 6 property (v) im-
plies
fL0(φ) > (L− L0)GSL, φ ∈ Ic0,M(L0). (121)
Substituting in (120) and taking into account the assumption
that φ0 ∈ Ic0,M(L0), we get
G(φ0, L0) >
(
f0(φ0) + (2L0 − L)GSL
)/
L0. (122)
Now we attempt to find a φ′ /∈ Ic0,M(L0) such that
G(φ′, L0) < G(φ0, L0). Since L0 > L/2 then
|I0(L0)| = (L0 + 1)2pi/L− 2φB > pi + 2pi/L− 2φB.
Recalling that φB < pi/2, we get |I0(L0)| > 2pi/L. Adding
that to the fact that f0(φ) is periodic with 2pi/L (Lemma 6
property (ii)), we deduce that ∃ φ′ ∈ I0(L0) such that
f0(φ
′) = inf f0(φ). On the other hand, using Lemma 6
property (iii) we have
fL0(φ) < (L− L0)GSL, φ ∈ I0(L0). (123)
Following this we can upper bound G(φ′, L0) as
G(φ′, L0) <
(
f0(φ
′) + (2L0 − L)GSL
)/
L0. (124)
Comparing (124) with (122) and taking into account the fact
that f0(φ′) ≤ f0(φ0) we deduce that
G(φ′, L0) < G(φ0, L0). (125)
This contradicts the claim that the infimum of G(φ,L0), φ0 ∈
Ic0,M(L0), therefore φ0 /∈ Ic0,M(L0).
Secondly, suppose φ0 ∈ Ic0,R(L0), to find a contradiction to
this claim, we let φ′ = φ0 − 2pi/L. By periodicity of f0(φ),
we have that f0(φ′) = f0(φ0), then
G(φ′, L0) =
(
f0(φ0) + bfL0(φ
′)
)/
L0. (126)
Moreover, by Lemma 6 property (vi) we have fL0(φ
′) <
fL0(φ0). Therefore,
G(φ′, L0) <
(
f0(φ0) + bfL0(φ0)
)/
L0 = G(φ0, L0). (127)
This is a contradiction. So we can conclude that φ0 /∈
Ic0,L(L0).
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Lastly, suppose φ0 ∈ Ic0,R(L0), by similar argument to the
previous one, if we let φ′ = φ0 + 2pi/L and use Lemma 6
property (vii) we can deduce that G(φ′, L0) < G(φ0, L0) and
thus φ0 /∈ Ic0,R(L0).
We have shown that if (70) holds then φ0 /∈ Ic0,M(N), φ0 /∈
Ic0,R(N) and φ0 /∈ Ic0,L(N). Therefore, φ0 /∈ Ic0(L0) and this
concludes the proof of the Lemma.
Now we are set to show the main result of Theorem 2,
i.e., claim (ii). We recall that claim (i) was already proven in
Lemma 3. By assumption, the gain of the highest sidelobes
GSL satisfies (43), which is restated in (70). Then, we want
to prove that the solution to (42), with the constraint L0 ≤ K
relaxed, is (44), that is L˜0 = dL/2e, L˜1 = L− L˜0 = bL/2c.
To prove this, it is enough to show that for L0 ∈ L+\{dL/2e},
inf
φ∈[0,2pi)
G(φ,L0) < inf
φ∈[0,2pi)
G(φ, dL/2e), (128)
where G(φ,L0) is the equivalent radiation pattern given
by (41) and L+ is defined in (116).
We tackle the demonstration of (128) in two steps. In the
first step we will show that for L0 ∈ L+ \ {dL/2e},
inf
φ∈[0,2pi)
G(φ,L0) < inf
φ∈I0(L0)
G(φ, dL/2e). (129)
And in the second step, we will demonstrate that
inf
φ∈[0,2pi]
G(φ, dL/2e) = inf
φ∈I0(L0)
G(φ, dL/2e). (130)
We start the first step by forming
D(L0) = G(φ, dL/2e)−G(φ,L0)
=
(
1
dL/2e −
1
L0
) dL/2e−1∑
l=0
Gl(φ)
+
(
1
bL/2c −
1
L0
) L0−1∑
l=dL/2e
Gl(φ)
+
(
1
bL/2c −
1
L− L0
) L−1∑
l=L0
Gl(φ)
≥
(
1
dL/2e −
1
L0
) L0−1∑
l=0
Gl(φ)
+
(
1
bL/2c −
1
L− L0
) L−1∑
l=L0
Gl(φ)
= b
( L0−1∑
l=0
Gl(φ)− a L0
L− L0 fL0(φ)
)
, (131)
where the inequality follows since 1/bL/2c ≥ 1/dL/2e and
where fL0(φ) is defined in (58), a = dL/2e/bL/2c and b =
(L0 − dL/2e)/(L0dL/2e).
From Lemma 7 we can deduce that L0 ∈ L+ \ {dL/2e},
implies L0 ∈ M. Hence, we can readily use Lemma 6
property (iii) to get
fL0(φ) ≤ (L− L0)GSL, φ ∈ I0(L0). (132)
Moreover, since (70) holds, Lemma 6 property (iv) is appli-
cable with Q = L0 and
L0−1∑
l=0
Gl(φ) > aL0GSL, φ ∈ I0(L0). (133)
Substituting (132) and (133) into (131), and noting that b > 0
for L0 ∈ L+\{dL/2e}, yields that D(L0) > 0 for φ ∈ I0(L0).
This implies that
inf
φ∈I0(L0)
G(φ,L0) < inf
φ∈I0(L0)
G(φ, dL/2e). (134)
Finally, since
inf
φ∈[0,2pi)
G(φ,L0) ≤ inf
φ∈I0(L0)
G(φ,L0), (135)
we have shown that (129) holds. By this we are halfway
through the proof of (128). To complete it we proceed to the
second step: to show (130). We divide the demonstration in
two cases, the case L is even and the case L is odd.
Suppose L is even, then according to Lemma 6 property (ii)
G(φ,L/2) = 2f0(φ)/L is periodic with period 2pi/L. More-
over, since φB < pi/2, then |I0(L0)| > 2pi/L and (130) holds
(when L is even).
Suppose L be odd, then minL+ = dL/2e. Lemma 8, for
the special case L0 = dL/2e, yields
inf
φ∈[0,2pi]
G(φ, dL/2e) = inf
φ∈I0(dL/2e)
G(φ, dL/2e). (136)
By definition I0(dL/2e) ⊂ I0(L0), for L0 ∈ L+ \ {dL/2e},
and (136) therefore implies that (130) holds (when L is odd).
We have showed that (129) and (130) holds, therefore (128)
holds and this ends the proof of the theorem.
APPENDIX C
PROOF OF COROLLARY 1
Proof. Let us assume that (45) holds. Since f0(φ) is periodic
with period 2pi/L (Lemma 6 property (ii)) and |I0(L− 1)| >
2pi/L, where these are defined according to (58) and (63),
respectively, then (45) implies
L−1∑
l=0
Gl(φ) > aLGSL, φ ∈ I0(L− 1),
L−2∑
l=0
Gl(φ) > aLGSL −GL−1(φ), φ ∈ I0(L− 1). (137)
where a = dL/2e/(bL/2c) ≥ 1. Based on (69), GL−1(φ) ≤
GSL when φ ∈ I0(L − 1). Hence, aLGSL − GL−1(φ) ≥
a(L− 1)GSL and thus (43) holds since I0(L− 1) = J .
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