Abstract. Let B be Baumgartner's poset for adding a closed unbounded subset of ω 1 with finite conditions. Under the Proper Forcing Axiom, a forcing notion P of size ℵ 1 is nowhere c.c.c. if and only if B completely embeds into P.
Introduction
Among the partial orderings of size ≤ ℵ 1 the following four stand out:
• adding one Cohen real or C ℵ 0 , with the associated complete algebra denoted by C ℵ 0 • adding ℵ 1 Cohen reals or C ℵ 1 , with completion C ℵ 1 • adding a closed unbounded subset of ω 1 by finite conditions denoted by B with the completion B-see [B] • the collapse of ℵ 1 to ℵ 0 denoted by D with the completion D.
It has been shown that modulo forcing equivalence these are the only simply definable posets of size ℵ 1 [Z2] , and external characterizations of the complete Boolean algebras in question were obtained [K, Z1, J] . [SZ] proves a basic dichotomy theorem: • either has a countable somewhere dense subset • or C ℵ 1 can be completely embedded into RO(P ), in short, P adds ℵ 1 Cohen reals.
Here, a subset of P is somewhere dense if there is a condition p ∈ P under which it is dense. Theorem 1 shows that C ℵ 1 is in a certain precise sense the simplest complete Boolean algebra of uniform density ℵ 1 . In this paper we show
Theorem 2. Assume the Proper Forcing Axiom holds. Then every poset P of size ℵ 1
• either is somewhere c.c.c.
• or B can be completely embedded into RO(P ), in short, P adds a club with finite conditions.
Recall that a poset P is somewhere c.c.c. if there is a condition p ∈ P such that every antichain below p is countable. Thus Theorem 2 shows that B is the simplest among all complete Boolean algebras of density ℵ 1 in which c.c.c. fails everywhere. By an inspection of the proofs we obtain Theorem 3. Assume the Proper Forcing Axiom holds. Then for every partial ordering P of size ℵ 1 and every stationary set S ⊂ ω 1
• either some condition in P forces the stationarity of S to be preserved • or B ω 1 \S can be completely embedded into P.
Here the forcing B X for X ⊂ ω 1 is the variation of B adding a closed unbounded subset of X, and the above result says that under PFA this is the simplest such a poset of size ℵ 1 .
Consider the quasiorder of complete embeddability between complete Boolean algebras and say that algebras A 0 , A 1 are equivalent if A 0 A 1 A 0 . Thus under PFA C ℵ 1 is the smallest among all algebras of uniform density ℵ 1 and B is the smallest among all nowhere c.c.c. algebras of density ℵ 1 . There is one important difference between C ℵ 1 and B which should be pointed out. In ZFC it can be proved [K] that C ℵ 1 A C ℵ 1 implies A isomorphic to C ℵ 1 . Therefore the equivalence class of C ℵ 1 contains only its isomorphs and in ZFC it is minimal among algebras of uniform density ℵ 1 in the considered quasiordering. This is not the case for B. In ZFC there are examples of complete algebras A with B A B and A not isomorphic to B, as well as examples of algebras strictly between C ℵ 1 and B-see [Z1] . Under the Continuum Hypothesis there is a nowhere c.c.c. algebra A with B A B and so one cannot prove in ZFC even the minimality of B among the nowhere c.c.c. algebras of density ℵ 1 . Another ZFC fact further clarifying the structure of the quasiorder has been demonstrated in [Z1] : given stationary sets S, T ⊂ ω 1 then B S B T just in case T ⊂ S modulo the nonstationary ideal and the two algebras are isomorphic if and only if the sets S, T are equal modulo the ideal.
One has to resort to some additional axioms in order to obtain above Theorems 1,2,3 since for instance in the context of the Continuum Hypothesis their conclusions fail badly. However, there is no need for the large cardinal strength of the Proper Forcing Axiom; indeed, the conclusions can be shown equiconsistent with ZFC.
Our notation follows the set-theoretic standard as set forth in [J] . 0 is treated as a limit of limit ordinals, [α, β) denotes the half open interval of ordinals γ with α ≤ γ < β. In forcing we use the western conventions: smaller condition is the more informative one. Given partial orders P, R the expression P R says that there is a complete subalgebra of the completion RO(R) of the poset R which is isomorphic to RO(P ). The Cohen poset C ℵ 1 is construed as consisting of finite functions from ω 1 to 2 ordered by reverse inclusion. The letter B stands for Baumgartner's forcing defined in an equivalent form in [B] : a typical condition in B is a pair a, b such that a is a finite set of countable ordinals containing 0 and b is a finite collection of bounded clopen intervals of countable ordinals disjoint from a. The ordering is given by a 0 , b 0 ≥ a 1 , b 1 if a 0 ⊂ a 1 and b 0 ⊂ b 1 . The B-generic club is defined as {a : a, 0 is in the generic filter}-note that we always include 0 in this club for notational reasons. There are some variations of this poset we will use below. Given limit ordinals α ∈ β let B αβ be the set of pairs a, b with a a finite subset of the interval [α, β) containing α and b a finite collection of clopen bounded subintervals of [α, β) which are disjoint from a. The B αβ generic club is defined in the same way as the B-generic club; it always includes the ordinal α. If X is a set of ordinals the forcings B X , B [α,β) ∩X are defined similarly with the proviso that a ⊂ X. The expression α,β∈ω 1 B αβ stands for the finite support product of the posets B αβ , α ∈ β ∈ ω 1 limit ordinals.
Preliminary considerations
It is obvious that if B completely embeds into another Boolean algebra then that algebra must be nowhere c.c.c. since B is. The nontrivial part of Theorem 2 therefore lies in proving under the Proper Forcing Axiom that whenever P is a nowhere c.c.c. poset of size ℵ 1 then B can be completely embedded into RO(P ). Fix such a forcing P and suppose for now that P is separative, preserves ℵ 1 and its universe is ω 1 . We wish to produce -in ZFC-a proper forcing which introduces a P -name for a B-generic club.
A rough description of the name runs as follows. First, we shall embed the finite support product α,β∈ω 1 B αβ into P, with a corresponding P -nameḢ for a generic filter on that poset. Note that α,β∈ω 1 B αβ is really isomorphic to C ℵ 1 , so this is possible using the work of [SZ] . The B-generic clubĖ ⊂ω 1 will then be pieced together from the closed unbounded subsetsĖ αβ of the intervals [α, β) introduced by the αβ-component of the filterḢ. For that purpose we shall add a P -nameĊ for a closed unbounded subset of ω 1 and setĖ = {Ė αβ : α ∈ β are successive points ofĊ}. A delicate interplay between the namesḢ andĊ will be required in order to conclude thatĖ is indeed a P -name for a B-generic club. Now onto the combinatorial heart of the argument. By a proper notion of forcing we shall add (A) a dense set D ⊂ P of finite character, that is, for every p ∈ P the set {q ∈ D : q ≥ p} is finite (B) a P -nameĊ for a club of ω 1 consisting of limits of limit ordinals and containing 0 (C) a trace function tr :
<ℵ 0 such that p "tr(p) ⊂Ċ" and given a condition p ∈ D, a finite set u ⊂ D of conditions ≥ p and a finite set b of clopen bounded intervals of countable ordinals which are disjoint from tr(p) there is a condition q ≤ p such that q is incompatible with every element of u and it forces b to be disjoint fromĊ. Note that (A,B,C) are interdependent: that is, an existence of a trace function as in (C) implies other fine combinatorial properties of D andĊ than those mentioned in (A,B) . Intuitively, the only affirmative information a condition p ∈ D carries about the generic filter and the setĊ is hidden in the finite sets {q ∈ D : q ≥ p} and tr(p). The above objects can be viewed as an upgrade of the strongly unbounded sets of [T2, Section 8] and the almost avoidable sets of [SZ] ; the set D ⊂ P is almost avoidable by (C). In some sense, (A,B,C) are properties combinatorially optimal for our purpose. One can prove that if B can be embedded into a poset P of size ℵ 1 then there are D,Ċ, tr as above. Observe that the set tr(p) contains 0 and consists of limits of limit ordinals since it can be forced to be a part ofĊ.
In this section it will be proved that achieving (A,B,C) above is almost as good as embedding B into P. More exactly, suppose D,Ċ, tr satisfy the requirements (A,B,C). Then
[g] is a C ℵ 1 -generic extension of the ground model V and it will be enough to find a complete embedding of
. So the sets D 0 , D 1 constitute a partition of D into two dense parts. As in [SZ, Claim 4] (
there is a family {A α : α ∈ ω 1 } of pairwise disjoint maximal antichains included in the set D 0 . To see this, first partition the set D 0 into ω 1 pieces in a sufficiently generic manner. Then these pieces will be again dense in P and the maximal antichain A α ⊂ P can be taken as a subset of the α-th piece. The elementary bookkeping arguments are left to the reader.
where p is the unique element ofǍ α in the generic filter. We shall show thaṫ K is a P -name for a C ℵ 1 -generic function and compute the associated projection function. Let k :
whenever α ∈ dom(k(p)) and q is the unique element of A α above p. It is quite obvious that (2) k(p) depends only on the set {q ∈ D 0 : q ≥ p}.
Proof. (3) uses the genericity of the function g over the model
and let p ∈ D, z ∈ C ℵ 1 and let x 0 be a condition in the forcing Q adding the function g-that is, x 0 is a finite function from D into 2-such that x 0 Q k(p) ⊂ž. We shall produce conditions x 1 ≤ x 0 in Q and q ≤ p in P such that x 1 Q q Pž ⊂K. By a genericity argument applied to the forcing Q this will complete the proof of (3). By strengthening the condition x 0 if necessary we may assume that {s ∈ D : s ≥ p} ⊂ dom(x 0 ), so x 0 decides the value ofk(p) to be somey, y ∈ C ℵ 1 . First, by (C) there is a condition q ≤ p incompatible with every element of dom(x 0 ) which is ≥ p, and by strengthening q a little more we may assume that for every α ∈ dom(z) there is an element r α of A α above q. It follows that
} is a function, therefore an element of the forcing Q strengthening x 0 and x 1 Q q Pž ⊂K as desired.
(4) follows from (3) and the fact that p ǩ (p) ⊂K by a standard argument.
Now fix an arbitrary isomorphism π :
. LetḢ be the P -name for the image under π of the generic filter on C ℵ 1 given by the namė K and letĖ αβ , for limit ordinals α ∈ β ∈ ω 1 , be the P -names for the closed unbounded subsets of the interval [α, β) produced by the αβ-component of the filterḢ. Finally, define a P -nameĖ by P Ė = {Ė αβ : α ∈ β are successive elements of the clubĊ}. We claim thatĖ is a P -name for a B-generic club. In order to show this, first a projection function h : For all integers m ∈ n + 1 choose an ordinal β m strictly between α m and α m+1 such that
This is easily done since all of the sets a m , b m , supp(r) are finite while α m+1 's are limits of limit ordinals.
Subclaim 6. There is a condition p ≤ p and ordinals
Proof. Uses the genericity of the function f over the ground model V. Suppose p ∈ D, 0 = α 0 ∈ β 0 ∈ α 1 ∈ β 1 ∈ · · · ∈ α n+1 = ω 1 are as above and x 0 is a condition in the forcing R adding the function f, that is, x 0 is a finite function from D into 2. We shall produce conditions x 1 ≤ x 0 in R and p ≤ p in P and ordinals γ m : m ∈ n + 1 such that p , γ m satisfy (9) above and x 1 R {s ∈Ḋ 0 : s ≥p } = {s ∈Ḋ 0 : s ≥p}. By a genericity argument with the forcing R this will prove the Subclaim.
Let u = {s ∈ dom(x 0 ) : s ≥ p}. By the property (C) of the trace function, there is a condition p ≤ p which is incompatible with all elements of u and which forces all the setsĊ ∩ [α m + 1, β m ] to be empty, for m ∈ n + 1. Choose a strengthening p ≤ p deciding in the poset P the values of the minimal elements of the setĊ aboveβ m to be someγ m ∈α m+1 + 1. Obviously the condition p with the ordinals γ m satisfy (9) above. It is immediate that
} is a function, therefore a condition in the poset R strengthening the condition x 0 and forcing {s ∈Ḋ 0 : (12) There is a condition q ≤ p in P which forces r into the generic filteṙ
To see this, let r ∈ α,β∈ω 1 B αβ be a common lower bound of the conditions r, r . From Subclaim 6(10) and (2) it follows that k(p) = k(p ), and since r ≤ r ≤ π(k(p)) = π(k(p )), Claim 4(3) can be used to find a condition q ≤ p which forces r intoḢ. But r ≤ r and so q works for r as well.
By the definitions it now follows that q P "ǎ ⊂Ė, b ∩Ė = 0" completing the proof of (5). 
The main forcing
We shall now describe a proper forcing notion Q which introduces objects D,Ċ, tr into a given nowhere c.c.c. separative ℵ 1 preserving poset P with uni-verse ω 1 . The poset Q will be closely related to the forcing from [T2, Section 8] . First, some combinatorial notions and related facts which will be instrumental in the proof of properness of Q. Definition 7. [SZ, T2] A set Y ⊂ P is called small if for every countable subset Y ⊂ Y there is a finite set u ⊂ P such that every p ∈Ȳ has some q ∈ u with q ≤ p. P is a nowhere c.c. c. forcing and p ∈ P. Then the set {q ∈ P : q ≤ p} does not belong to the σ-ideal generated by the small subsets of P.
Claim 8. Suppose
Proof. This is the trivial case of Lemma 21 in [SZ] . Note that small sets cannot contain infinite antichains. Thus if p ∈ P and {X n : n ∈ ω} is a collection of small subsets of the poset P, one can choose an uncountable antichain A ⊂ P consisting of conditions stronger than p. Each of the sets X n : n ∈ ω can cut out only a finite piece from A and so by a counting argument there must be some q ∈ A, q ≤ p with q / ∈ n X n . The Claim follows.
Definition 9. [S] Let N be an arbitrary set. A condition p ∈ P is called master for N if for every maximal antichain A ⊂ P, an element of N, p the one element in the intersection ofǍ and the generic filter belongs toŇ. A condition p ∈ P is called patently not master for N if there is a (maximal) antichain A ⊂ P in N and a condition q ∈ A \ N with q ≥ p.
Thus a condition not master for N can be always strengthened into a patently not master condition, and such a condition cannot be strengthened into a master condition any longer. Proof. There are two cases depending on whether p is a master condition for M or not. In the former case, note that by the nowhere c.c.c. of the forcing P we have P "there are a countable submodel N ≺Ȟ κ in the ground model which containsx and a patently not master condition for N in the generic filter". Since p is a master condition for the model M, it forces that such a model N can be found in M. So there is a countable model N ≺ H κ with N ∈ M, x ⊂ N and a strengthening q of p which is patently not master for N as desired.
In the latter case, strengthen p into a patently not master condition q for M as witnessed by some maximal antichain A ⊂ P in M. Then q and any countable submodel N ≺ H κ with N ∈ M, x ⊂ N, A ∈ N witness the statement of the claim.
Finally we are ready to define the proper forcing Q. A typical condition in Q is a finite function f with domain a subset in ω 1 . For α ∈ dom(f ) the functional
f α where if no confusion is possible the superscript f is dropped and (13) M α is an elementary submodel of H 3 with α = M α ∩ ω 1 and containing P and f α as elements (14) F α is a finite subset of H 3 (15) p α ∈ P is a condition which does not belong to any small subset of P in M α (16) y α ⊂ dom(f )∩α+1 and for β ∈ dom(f )∩α+1 we have p β ≥ p α ↔ β ∈ y α (17) z α ⊂ dom(f ) ∩ α + 1 and for β ∈ dom(f ) ∩ α + 1 we have p α is a master condition for M β just in case β ∈ y α (18) there is a condition q ≤ p α such that for all β ∈ dom(f ) ∩ α + 1 \ y α the conditions p β and q are incompatible and for all β ∈ dom(f ) ∩ α + 1 \ z α the condition q is patently not master for M β .
The ordering is defined by f ≥ g if dom(f ) ⊂ dom(g) and for every
The definition is long, however the underlying idea is simple. Suppose G ⊂ Q is a generic filter. The desired set D ⊂ P will be read off G as D = {p ∈ P : It is not hard to see from Claim 8 that there is in fact a dense set in P of such elements-just pick one. Now define the condition
It is immediate to verify that f 1 is indeed an element of the forcing Q and
α . To see that f 1 is indeed a master condition for the model M, suppose A ∈ M is a maximal antichain of the poset Q and f 2 ≤ f 1 . We must produce a condition f 4 ∈ A ∩ M compatible with f 2 . By strengthening f 2 if necessary it can be assumed that f 2 has an element of A above it.
List the ordinals of dom(f 2 ) \ M as M ∩ ω 1 = α 0 ∈ α 1 ∈ · · · ∈ α n and let f 3 = f 2 α 0 . By item (13) of the definition of the forcing Q we have f 3 ∈ M ∩ Q and obviously f 3 ≥ f 2 . By induction on m ∈ n + 2 we now define certain sets Z(m) : m ∈ n + 2 whose elements are finite sequences η of pairs, η = N 0 , p 0 , N 1 , p 1 . . . such that N i are countable collections of sets in H ℵ 2 and p i are elements of P. Set (22) η ∈ Z(0) just in case there is a condition g ≤ f 3 such that g has an element of A above it and dom(g) = dom(f 3 ) ∪ {β 0 , β 1 , . . . , β n } for some ordinals β i with max(dom(f 3 )) ∈ β 0 ∈ β 1 ∈ · · · ∈ β n , and for i ∈ n + 1 the i-th element of the sequence η is M 
. . for all m ∈ n + 1 (27) p i is a condition in P incompatible with all q m i : m ∈ n + 1 (28) N i is a countable submodel of H ℵ 2 for which all of the conditions q m i : m ∈ n + 1 are patently not master. Once this is achieved by the elementarity of the model M and the definition of the set Z(0) ∈ M there is a condition g ∈ M ∩ Q witnessing that η n+1 ∈ Z(0). We claim that f 2 , g are compatible elements of Q with a common lower bound h = f 2 ∪ g. It only has to be verified that h ∈ Q and there again the only nontrivial point to see is why (18) (18) for h and α m . Now f 2 has an element of A above it by its choice and g has an element of A above it by the definition of the set Z(0). Since f 2 , g are compatible conditions in Q, these two members of the antichain A must be identical, equal to some f 4 ∈ A. By the elementarity of the model M, since f 4 is the only element of A ∈ M above g ∈ M it must be the case that f 4 ∈ M. Since f 4 ∈ A ∩ M and f 4 ≥ f 2 , the properness of the forcing Q follows. Now suppose N i , p i and q m i : m ∈ n+1 have been constructed for all i ∈ j for some integer j ∈ n. To obtain the pair N j , p j and the conditions q m j : m ∈ n+1 first by induction on k ∈ n + 1 build models X k , maximal antichains A k ⊂ P and conditions
k is a condition in P patently not master for the model X k as witnessed by the maximal antichain
This is rather easily done using Claim 10 at each stage k of the induction to the model X k−1 (or M if k = 0), the condition q k j−1 ∈ P and the finite set {A l :
Note that in the end, {A k : k ∈ n + 1} ⊂ X n and each of the conditions r k ≤ q k j−1 : k ∈ n + 1 is patently not master for the model X n ≺ H 4 as witnessed by the maximal antichain A k ⊂ P.
Since the sequence η j belongs to the set Z(n + 1 − j) by the induction hypothesis-or (24) if j = 0-, it follows that the set Y = {p ∈ P : ∃N {A k :
By the definition of smallness there is a countable setȲ ⊂ Y such that for every finite set u ⊂ P there is p ∈Ȳ such that for all s ∈ u s ≤ p holds. Since Y ∈ X n , by the elementarity of the model X n we can find such a setȲ ⊂ Y as an element and therefore subset of X n . By the choice ofȲ there is an element p j ∈Ȳ such that for all m ∈ n + 1 r m ≤ p j holds and one can choose conditions q m j ≤ r m : m ∈ n + 1 which are incompatible with p j by the separativity of the poset P. Finally, since p j ∈Ȳ ⊂ X n ∩ Y it is possible by the definition of the set Y and the elementarity of the model X n to choose a countable set
We claim that the induction hypotheses continue to hold with the pair N j , p j and conditions q m j : m ∈ n + 1. And indeed, the hypotheses (25, 26, 27) were explicitely arranged to hold in the previous paragraph. To see why (28) All that remains to be done is some density arguments proving that the forcing Q adjoins the desired objects to the universe. Suppose G ⊂ Q is a generic filter
Claim 12. D ⊂ P is a dense set and for every p ∈ D the set {q ∈ D : q ≥ p} is finite.
Proof. Back in V, suppose that p ∈ P and f ∈ Q are conditions. We will produce strengthenings q ≤ p in P and g ≤ f in Q such that g Q "q ∈Ḋ" which by a genericity argument applied with the forcing Q proves the density of the set D ⊂ P. Choose a countable elementary submodel M ≺ H 3 with P, f ∈ M. As in the first paragraph of the proof of the properness of Q the set Y = {q ∈ P :there are finite sets y, z such that g = f ∪ { M ∩ ω 1 , M, 0, q, y, z } ∈ Q} ⊂ P is dense. Pick some q ≤ p in Y and g ∈ Q witnessing that q ∈ Y ; then g ≤ f and g Q "q ∈Ḋ" as desired.
For the finite character of the set D note that if f ∈ Q and α ∈ dom(f ) then Proof. Move back to V to prove (32) and (33). For the closedness of the set dom(Mod) suppose f ∈ Q and f β ∈ω 1 is a limit point of the set dom(Mod).
We shall show that f "β ∈ dom(Mod)", which is certainly enough. Suppose this fails and pick a strengthening g ≤ f with g β / ∈ dom(Mod). Without loss of generality we may assume that dom(g) ∩ β = 0 and let α = max(β ∩ dom(g)).
Define a condition h ≤ g by copying g with the only change of setting
. By the definition of the forcing Q-item (13)-h α = max(dom(Mod)) ∩β and soβ is not a limit point of the set dom(Mod), a contradiction.
For the unboundedness of dom(Mod) fix a condition f ∈ Q and an ordinal α ∈ ω 1 . Choose a countable elementary submodel M ≺ H 3 with P, f, α ∈ M and as in the proof of properness of Q find a condition p ∈ P and finite sets y, z such that
The unboundedness of dom(Mod) in ω 1 now follows by a genericity argument.
(33) is proved in much the same way as (32). Note that the function Mod is ⊂-increasing due to the requirement (13) in the definition of Q.
To see that P "Ċ is an unbounded subset ofω 1 " fix conditions f ∈ Q and p ∈ P and an ordinal α ∈ ω 1 . We shall produce strengthenings g ≤ f in Q and q ≤ p in P and an ordinal β > α such that g Q q Pβ ∈Ċ. By a genericity argument used with Q × P this will prove the unboundedness ofĊ as forced by All seen and told, the condition q is incompatible with every element of u and g Q q PĊ ∩ b = 0 as desired. Now onto the construction of the condition q ≤ p in P. Let α ∈ α 0 ∈ α 1 ∈ · · · ∈ α n be an enumeration of the ordinals in dom(f ) above α and by induction construct a chain (18) of the definition of Q for f and α (40) q i+1 is patently not master for M α i and is incompatible with the condition p α i , for all i ∈ n + 1.
In the end, q = q n+1 will be as desired. Now obviously q 0 ∈ M α 0 can be chosen as desired by (18) and the elementarity of the model M α 0 . Suppose q i ∈ M α i has been constructed for some i ∈ n + 1. Then choose an uncountable antichain A ⊂ P in the model M α i consisting of conditions stronger than q i . There must be an element s ∈ A \ M α i which is not stronger than p α i ; otherwise p α i ∈ {r ∈ P : for all but countably many s ∈ A s ≤ r holds}, the latter set is small and a member of M α i and a contradiction with (15) results. So choose such s ∈ A \ M α i and a strengthening q i+1 ≤ s ≤ q i which is incompatible with the condition p α i using the separativity of the forcing P. Obviously q i+1 satisfies (40) above; if i ∈ n then the whole construction can be performed in M α i+1 to obtain q i+1 ∈ M α i+1 as in (38) . This concludes the induction and the proof of the Claim.
The previous three claims show that the proper forcing Q adds objects D,Ċ, tr with the properties (A,B,C) from the previous section, and so by the results of that section it follows that Q × C ℵ 1 B P . Theorem 2 is now a routine application of the Proper Forcing Axiom. Suppose P is a nowhere c.c.c. poset of size ℵ 1 , and write it as a disjoint union P 0 ∪ P 1 where P 0 collapses ℵ 1 outright while P 1 preserves it. By [J, Lemma 25 .11] RO(P 0 ) is isomorphic to D and so certainly it contains a complete copy of B; thus without loss of generality we may assume that P = P 1 , P preserves ℵ 1 and its universe is ω 1 . By the results of this and the previous section there is a proper forcing Q such that Q × C ℵ 1 B P . Note that Q × C ℵ 1 is a proper forcing notion as well and so by standard PFA considerations [SZ, Lemma 38] there are a cardinal κ, an elementary submodel M ≺ H κ and a filter G ⊂ M ∩ Q × C ℵ 1 such that ω 1 ⊂ M, P, Q ∈ M and G meets every dense subset of Q × C ℵ 1 which happens to be an element of the model M. Let us write¯: M →M for the transitive collapse map andḠ for the image of the filter G under this map. Notē P = P andB = B since ω 1 ⊂ M. So by the elementarity of the model M we haveM [Ḡ] |= B =B P = P. Now it is a standard fact of the forcing theory that B P is a Σ 1 statement about the orderings B and P : it is equivalent to an existence of a poset R on B ∪ P extending the respective orderings and comparability and compatibility relations such that P is dense in R and B is regular in R (∀r ∈ R ∃b ∈ B ∀c ∈ B c ≤ b → c and r are compatible in R). ThusM [Ḡ] |= B P implies that there is such an ordering R ∈M [Ḡ] ; it keeps its properties even if viewed from the universe V and therefore B P holds. Theorem 2 follows.
Theorem 3 is proved by repeating all of the above arguments literally just replacing the forcings B and B αβ with B ω 1 \S and B [α,β) \S . Note that a poset collapsing the stationarity of a set S ⊂ ω 1 is automatically nowhere c.c.c.
If one wishes to obtain the equiconsistency of the relationships from the figure in the introduction with ZFC, it is necessary to upgrade the forcing Q of this section with matrices of models as side conditions [SZ,T] in order to obtain an ω 2 -p.i.c. [S] notion of forcing which then can be iterated ω 2 many times without collapsing cardinals. Since this is a rather standard and notationally complex procedure, we opt to leave it out.
