The Max-Min and Min-Max values of matrices arise prevalently in science and engineering. However, in many realistic situations their computation is challenging as matrices are large and full information about their entries is lacking. To this end, we take a statistical-physics approach and establish universal limit-laws-akin to the Central Limit Theorem-for the Max-Min and Min-Max values of random matrices. The limit-laws intertwine extreme-value theory and random-matrix theory, and assert that Gumbel statistics emerge irrespective of the entries' distribution. Due to their marked generality, these novel results are expected to have a host of applications.
The Gauss central limit theorem (CLT) -a cornerstone of statistical physics and probability theory -is widely applied across the sciences. It asserts that the scaled sum of a large number of independent and identically distributed (IID) random variables is governed, asymptotically, by Normal statistics [1, 2] . The paramount importance of the Gauss CLT is due to its universality: it holds true irrespective of the distribution from which the IID random variables are drawn, provided that this distribution has a finite variance. Perhaps the principal application of the Gauss CLT in physics is the convergence of a random-walker's position to the Normal distribution [3] .
The generalized CLT extends the Gauss CLT by waiving the finite-variance restriction [3] . Consequently, the asymptotic Normal statistics are generalized by Lévy-stable statistics [4] [5] [6] , which have power-law tails. This generalization comes at a price: the asymptotic Lévy-stable statistics depend on the distribution from which the underlying IID random variables are drawn. Lévy-stable statistics are encountered prevalently in random walks and fluctuation phenomena [7] [8] [9] [10] [11] , and in econophysics and finance [12, 13] . Specific examples of Lévy-stable statistics include: the CauchyLorentz distribution [14, 15] , the Holtsmark distribution in astrophysics [16, 17] , and the Lévy-Smirnov distribution of Brownian-motion first passage times [18] .
While the aforementioned CLTs set their focus on sums, extreme-value theory (EVT) shifts the focus to extrema, i.e. maxima and minima. Specifically, the Fisher-TippettGnedenko theorem asserts that the scaled extrema of a large number of IID random variables are governed by one of three asymptotic statistics [19, 20] : Weibull, Frechet, and Gumbel. As in the case of the generalized CLT, the asymptotic statistics of the Fisher-Tippett-Gnedenko theorem depend on the distribution from which the underlying IID random variables are drawn.
EVT is applied whenever extreme behavior -rather than average behavior -is of prime importance, e.g. in safe design of critical systems such as dams, bridges, power lines, nuclear reactors, and airplanes [21, 22] . In Physics, the equilibrium low-temperature behavior of disordered systems is often governed by the statistics of extremely low-energy states [23 thus rendering EVT and its extensions highly valuable tools [24] . Also, EVT is used to determine the behavior of quantum gases [25] , and it emerges naturally when considering the extremal properties of various stochastic processes [26, 27] .
The setting of the CLTs and the Fisher-Tippett-Gnedenko theorem is, in essence, one-dimensional. Indeed, the underlying collection of IID random variables can be considered as the entries of a random vector. In this letter we elevate from this one-dimensional random-vector setting to a twodimensional random-matrix setting: matrices whose entries are IID random variables. Random matrices play an important role in Physics [28, 29] , and much effort has been directed to the analysis of extreme-value properties of their eigenvalues spectra [30, 31] . Here, we focus on different extreme-value properties of random matrices: their Max-Min and Min-Max values (see Fig. 1 for the Max-Min).
Max-Min and Min-Max are invoked prevalently in science and engineering. Perhaps their best known application is in game theory [34] -a field on the intersection of mathematics and economics, which drew considerable attention from physicists [35] [36] [37] [38] [39] [40] [41] . In game theory, a player seeks a strategy that will maximize gain, or minimize loss, in the worst-case scenario. The player has a payoff matrix which specifies the gain/loss for each strategy taken vs. each scenario encountered. In turn, the player calculates the Max-Min of the payoff matrix (in the case of gains), and the Min-Max of the payoff matrix (in the case of losses). In such real-life situations arXiv:1808.08423v1 [cond-mat.stat-mech] 25 Aug 2018 Universality is demonstrated by data collapse for nine different distributions from which the IID matrix entries are drawn: the colored symbols are the data simulations; the solid black line is the probability density of the asymptotic Gumbel statistics, and its 95% confidence interval is shaded in grey.
the payoff matrix is often vast, and full information about its entries is often lacking. Such real-life situations call for a statistical-physics approach -pursued here via random matrices.
In this letter we establish that the scaled Max-Min and MinMax values of large random matrices are governed, asymptotically, by Gumbel statistics. The Max-Min and Min-Max results are universal: the asymptotic Gumbel statistics emerge irrespective of the distribution from which the IID matrix entries are drawn (see Fig. 2 for the Max-Min). Here we present a brief of these results; for a comprehensive exposition, including detailed proofs, the readers are referred to [32] .
Setting.-Consider a random matrix with IID entries:
Namely, the matrix is of dimensions m × n, with rows labeled i = 1, · · · , m, and columns labeled j = 1, · · · , n. The matrix entries are IID copies of a generic real-valued random variable X, with probability density
In what follows we denote by F (x) = Pr (X ≤ x) (−∞ < x < ∞) the corresponding distribution function, and byF (x) = Pr (X > x) (−∞ < x < ∞) the corresponding survival function.
We set the focus on the Max-Min and on the Min-Max extreme-values of the random matrix M. Denoting by ∧ i = min {X i,1 , · · · , X i,n } the minimum over the entries of row i, the Max-Min is the maximum over the rows' minima:
Similarly, denoting by ∨ j = max X 1, j , · · · , X m, j the maximum over the entries of column j, the Min-Max is the minimum over the columns' maxima:
To illustrate the setting, consider the aforementioned gametheory application. If the matrix M manifests gains then: the rows represent the player's strategies; the columns represent the scenarios the player is facing; X i, j is the player's gain when taking strategy i and encountering scenario j; and ∧ max is the player's Max-Min gain. If the matrix M manifests losses then the roles of its rows and columns are transposed: the columns represent the player's strategies; the rows represent the scenarios the player is facing; X i, j is the player's loss when encountering scenario i and taking strategy j; and ∨ min is the player's Min-Max loss.
Finally, in what follows x * denotes an arbitrary value that can be realized by the generic random variable X. Specifically, the value x * meets two requirements: (i) 0 < f (x * ) < ∞; and (ii) 0 < F (x * ) < 1, which is equivalent to 0 <F (x * ) < 1. For example, with regard to distributions illustrated in Fig. 2 , the admissible values of x * are: −∞ < x * < ∞ in the case of the Normal distribution; 0 < x * < ∞ in the case of the Gamma distribution; and 0 < x * < 1 in the case of the Beta distribution.
Gumbel approximations.-We describe the universal Gumbel results in terms of asymptotic approximations for the MaxMin ∧ max and the Min-Max ∨ min of a large random matrix M. In these approximations Z denotes a real-valued random variable governed by the 'standard' Gumbel law [20] :
We begin with the Gumbel asymptotic approximation for the Max-Min ∧ max . To that end we consider matrix dimensions m > n 1, and introduce the following geometric coupling of the dimensions: m ·F (x * ) n 1. This coupling can be attained in two ways. If the dimensions are given: set
If the value x * is given: either set n 1 and m 1/F (x * ) n ; or set m 1 and
The Gumbel asymptotic approximation is then given by:
where α = f (x * ) /F (x * ). Namely: the deterministic asymptotic approximation of the Max-Min ∧ max is the value x * ; the magnitude of the random fluctuations about x * is of the order O (1/n); and the statistics of the random fluctuations about x * are Gumbel. The Gumbel asymptotic approximation for the Min-Max ∨ min is described similarly. Consider matrix dimensions n > m 1, and introduce the following geometric coupling of the dimensions: n · F (x * ) m 1; attaining this coupling is analogous to the Max-Min case. The approximation is then given by:
where β = f (x * ) /F (x * ). Namely: the deterministic asymptotic approximation of the Min-Max ∨ min is the value x * ; the magnitude of the random fluctuations about x * is of the order O (1/m); and the statistics of the random fluctuations about x * are Gumbel. The probability densities of the Gumbel approximations Z max and Z min are unimodal with mode x * , i.e.: the densities are monotone increasing in the range −∞ < x < x * , and are monotone decreasing in the range x * < x < ∞. The key statistical features of these approximations are detailed in Table 1 : mode, medians, means, and standard deviations. Note that the medians and the means coincide, asymptotically, with the mode x * . Also note that the standard deviations are of the orders O (1/n) and O (1/m).
Gumbel limit-laws.-The Gumbel asymptotic approximations of Eqs. (5) and (6) emanate, respectively, from Gumbel limit-laws for the Max-Min ∧ max and the Min-Max ∨ min . We now describe these limit-laws, which consider random matrices M whose dimensions grow infinitely large: m → ∞ and n → ∞. In these limit-laws G(z) (−∞ < z < ∞) is the cumulative distribution function of the 'standard' Gumbel law (recall Eq. (4)).
To attain the Gumbel limit-laws we first fix an arbitrary value x * , and then we grow the matrix dimensions infinitely large as follows: lim m,n→∞ m ·F (x * ) n = 1 for the Max-Min case; and lim n,m→∞ n·F (x * ) m = 1 for the Min-Max case. Consequently, in the Max-Min case we obtain the following limitlaw:
(−∞ < x < ∞), where α = f (x * ) /F (x * ) as above. And, in the Min-Max case we obtain the following limit-law:
(−∞ < x < ∞), where β = f (x * ) /F (x * ) as above. Eq. (7) and (8) mean that the scaled Max-Min and Min-Max -the random variables α · n ( ∧ max − x * ) and β · m ( x * − ∨ min ) -converge, in law, to a 'standard' Gumbel limiting random variable. The Gumbel limit-law of Eq. (7) is tested for nine different distributions from which the IID matrix entries are drawn (Fig. 3) ; convergence is evident already for moderate values of the dimension n. The data collapse demonstrated in Fig. 2 corresponds to the nine different distributions of Fig. 3 with n = 70.
The Gumbel limit-law results of Eqs. (7) and (8) stem from 'deeper level' Poisson-process limit-law results. Underlying the Max-Min ∧ max is the ensemble of the rows' minima {∧ 1 , · · · , ∧ m }, and underlying the Min-Max ∨ min is the ensemble of the columns' maxima {∨ 1 , · · · , ∨ n }. In [32] we establish that appropriately scaled versions of these ensembles converge, in law, to a Poisson-process limit that is characterized by the following exponential intensity function (the proof is rather technical): λ (x) = exp(−x) (−∞ < x < ∞). For the points of this Poisson-process limit one can observe that: the maximal point is no larger than a threshold t if and only if there are no points above this threshold -an event whose probability is exp [− ∞ t λ (x)dx] = G(t) [33] . Hence, the distribution function of the maximal point is G(x) (−∞ < x < ∞) -the term appearing on the right-hand sides of Eqs. (7) and (8) .
Outlook. In nature and technology many systems are characterized by a chain-like structure. The individual links of such chains typically display some level of variation. In turn, as a chain is only as strong as its weakest link, this inherent variation gives rise to a Max-Min: when chain-like systems are compared -either by an industrial quality testing or by an evolutionary process -the chain with the strongest weakest link prevails. Similarly, the Max-Min arises in molecularbiology experiments on bacteria cell lines, when seeking the minimal concentration of antibiotics needed to disrupt all cell lines.
The Min-Max also arise naturally. Consider for example a back-up system in which critical files are stored on multiple separate hard drives. If a file is damaged on one of the drives it could be retrieved from another; however, if all copies of a file are damaged then the file is lost. The loss time of a given file is thus the maximum of its damage times over the different drives. In turn, since all files are critical, system failure occurs at the first loss time of a file. Namely, the system failure time is the Min-Max of the files' damage times.
Here we adopted the setting of random-matrix theory, and considered large matrices with IID entries. For the Max-Min and Min-Max values of such matrices we established, respectively, the universal Gumbel approximations of Eqs. (5) and (6) . These approximations emerged, respectively, from the Gumbel limit-laws of Eqs. (7) and (8) -which are markedly universal.
To appreciate the generality and universality of the Gumbel limit-laws, let us compare these results to the three 'classic' limit-laws of probability theory. These 'classic' results share a common random-vector setting: a large vector with IID entries. The Gauss CLT establishes a Normal limit-law for the scaled sum of the entries, provided that the entries have a finite variance. The generalized CLT establishes a Lévy-stable limit-law for the scaled sum of the entries, provided that the entries' distribution satisfies a specific tail behavior. The Fisher-Tippett-Gnedenko theorem establishes extreme-value limit-laws -Weibull, Frechet, and Gumbel -for the scaled maximum and minimum of the entries; as in the generalized CLT, the Fisher-Tippett-Gnedenko theorem requires the en- (7) is tested for nine different distributions from which the IID matrix entries are drawn. The statistics of the scaled Max-Min, i.e. the random variable α · n ( ∧ max − x * ), were simulated by sampling 10 5 random matrices with the following dimensions: n = 5, 25, 70 rows and m ≈ 1.25 n columns. In all cases, the convergence of the simulations (colored symbols) to the probability density of the standard Gumbel law (solid black line, with its 95% confidence interval shaded in grey) is evident.
tries' distribution to satisfy specific tail behaviors.
The Gumbel limit-laws of Eqs. (7) and (8) are highly invariant with respect to the IID entries of the random matrix M. Indeed, contrary to the Gauss CLT -no moment requirements are imposed on the entries' distribution. And, contrary to the generalized CLT and to the Fisher-Tippett-Gnedenko theorem of EVT -no tail requirements are imposed on the entries' distribution. The Gumbel limit-laws merely require that the entries' distribution have a probability density. In practice, this 'density requirement' is satisfied for essentially all continuous distributions. Thus, compared to other limit-laws of probability theory, the Gumbel limit-laws are indeed markedly general and universal.
All the aforementioned limit-laws have a deterministic term and a fluctuation term. In the CLTs and in the Fisher-TippettGnedenko theorem the deterministic term is fixed. For example, in the Gauss CLT the deterministic term is the entries' mean. Contrary to the CLTs and the Fisher-TippettGnedenko theorem, in the Gumbel limit-laws established herein the deterministic term -the value x * -is adjustable (rather than fixed). Specifically, the Gumbel limit-laws of Eqs. (7) and (8) offer the following design feature: essentially, we can set the value x * as we wish. This design feature is a degree-of-freedom that we gain when elevating from the one-dimensional random-vector setting (of the CLTs and of the Fisher-Tippett-Gnedenko theorem) to the two-dimensional random-matrix setting of this letter.
With their generality and universality on the one hand, and their many potential applications on the other hand, the results established and presented herein are expected to serve diverse audiences in science and engineering.
