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ABSTRACT
We present a method for dynamics-driven, user-interface design for a human-automation system
via sensor selection. We define the user-interface to be the output of a MIMO LTI system, and
formulate the design problem as one of selecting an output matrix from a given set of candidate
output matrices. Sufficient conditions for situation awareness are captured as additional constraints
on the selection of the output matrix. These constraints depend upon the level of trust the human
has in the automation. We show that the resulting user-interface design problem is a combinatorial,
set-cardinality minimization problem with set function constraints. We propose tractable algorithms
to compute optimal or sub-optimal solutions with suboptimality bounds. Our approaches exploit
monotonicity and submodularity present in the design problem, and rely on constraint programming
and submodular maximization. We apply this method to the IEEE 118-bus, to construct correct-by-
design interfaces under various operating scenarios.
Keywords User-interface design · human-automation interaction · observability · sensor selection · output synthesis
1 Introduction
Situation awareness, the ability to deduce the current state of the system and predict the evolution of the state in
the short-term [1], is essential for effective human-automation interaction. In expensive, high-risk, and safety-critical
systems, such as power grid distribution systems, aircraft and other transportation systems, biomedical devices, and
nuclear power generation, the user-interface helps the user maintain situation awareness by providing critical infor-
mation about the system to the user [2, 3]. Indeed, a lack of situation awareness is known to be a contributing factor
to operator error in major grid failures [4, 5]. A variety of recommendations and guidelines for “good” user-interface
design have been posited [6–8]. However, formal tools for user-interface design, that explicitly incorporate the un-
derlying dynamics, could help avert potential errors and mishaps, and reduce time consuming and costly design and
testing iterations.
We consider the user-interface to be equivalent to an output map of the dynamical system, and pose the question of
user-interface design as one of sensor selection: among the sensors that could be the elements of the interface, we
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Trust-based user-interface design for human-automation systems
Figure 1: User-interfaces for power grid operators facilitate situation awareness, by providing information from which
the power grid operator can estimate the state and predict its evolution. The sheer volume of information warrants
the use of constructive tools (as opposed to ad-hoc guidelines) to synthesize the information content of the interface.
Image licensed under CC BY-ND 2.0.
aim to identify a combination which is minimal [8], yet sufficient for situation awareness, and dependent upon the
user’s trust in the automation. We focus solely on the information content, and not on the qualitative aspects of how
that information is provided. The need for minimal interfaces is particularly evident in large systems (Figure 1), for
which providing too much information can render the interface ineffective because it is overwhelming, and providing
too little information can result in perceived non-determinism [9].
Sensor selection [10–14] is typically posed as a combinatorial optimization problem, which becomes intractable even
for moderate problem sizes. While some heuristics, such as convex relaxation [15, 16] and combinatorial algorithms
that avoid a full exhaustive search [17–19] have been employed, computational complexity remains a significant
challenge. For some problem classes (e.g., cardinality-constrained submodular set function maximization [17, 20]),
greedy algorithms and other graph theoretic approaches can yield provably optimal or near-optimal results [17–23].
Hence we focus heavily in this paper on characterization of the computational aspects of user-interface design via
sensor selection.
Other approaches to user-interface analysis and design have focused on related aspects of human-automation interac-
tion. Model-checking has been used to detect mode confusion in discrete event systems [7, 24, 25], and finite-state
machine reduction techniques have been used to synthesize user-interfaces of minimal cardinality for discrete-state
abstractions of hybrid systems [9,26]. Interfaces have been designed to assure internal and external awareness [27], to
facilitate transfer of control authority between the human and the automation, and to articulate information related to
the role of regret in human decision aids [28]. In [29, 30], the effect of transparency on workload and trust was eval-
uated, and a feedback scheme developed that alters transparency of the interface. Other interface design approaches
focus on moderating human input [31,32] despite uncertainty, and on mixed-initiative control [33,34] for human-robot
interaction.
Our approach is based on observability conditions that presume the human is a special type of observer, to assess
whether the interface provides sufficient information for the human to accomplish a given task [35–37]. Hence in
contrast to standard sensor placement problems, additional constraints arise to ensure situation awareness, and to
capture the effect of the user’s trust in the automation. The main contributions of this paper are: 1) assurances
of optimality and suboptimality via submodularity and monotonicity properties, specific to the user-interface design
problem, and 2) efficient numerical implementations, that employ constraint programming, greedy heuristics for sub-
modular maximization, and a novel enumeration framework for large user-interface design problems. The algorithmic
advances proposed here enable application to problems that would be computationally prohibitive with our prelimi-
nary approach [38]. Further, the model proposed here captures gradated user trust in the automation, a more subtle
characterization than the simplistic, no trust or full trust, characterization that was used in [38].
The paper is organized as follows: Section 2 provides the problem formation. Section 3 formulates user-interface
design as a combinatorial optimization problem. Section 4 describes a novel enumeration framework that enables
computationally efficient search for feasible user interfaces. Section 5 demonstrates our approach on user-interface
design for a large system, the IEEE 118-bus, and Section 6 provides the conclusions.
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Figure 2: Human-automation system in which the human provides a reference trajectory, and the automation synthe-
sizes a low-level control to achieve it.
2 Preliminaries and problem statement
A finite set S has cardinality |S | and power set 2S . A set function f : 2S → R takes as input a subset of S and
returns a real number. For natural numbers a, b ∈ N with a ≤ b, we define the set N[a,b] = {c ∈ N : a ≤ c ≤ b}. For
a matrix M ∈ Rp×q , we denote its column rank by rank(M), and its column space (range) by R(M). We define a
matrix whose column space coincides with a subspace V as basis(V). Recall that basis (R(M)) is not unique. Given
two vector spaces V1,V2, their sum (V1 + V2 = {v1 + v2 : v1 ∈ V1, v2 ∈ V2}) and their intersection are vector
spaces [39, Pg. 22].
Consider a human-automation system (Figure 2) in which the human provides a reference trajectory ξR(t) ∈ Rp, and
the automation synthesizes a low-level controller to achieve reference tracking [36]. We presume a MIMO LTI system,
x˙(t) = Ax(t) +Bu(t) (1a)
y(t) = CSx(t) (1b)
with state x(t) ∈ X = Rn, input u(t) ∈ Rm, output y(t) ∈ Rp, and known matrices A ∈ Rn×n and B ∈ Rn×m. The
user receives information about the plant via the user-interface.
Definition 1 (User-interface and sensors). We define the output y(t) as the user-interface of the system (1), with the
candidate rows of CS referred to as the sensors si ∈ Rn.
By Definition 1, a sensor is a potential element of the user-interface. We denote the set of all sensors as S =
{s1, · · · , s|S |} for a finite |S | ∈ N. For any sensor combination S ∈ 2S , the output matrix CS is a matrix whose
rows consist of the elements si ∈ S, and the total number of outputs associated with CS is p = |S|.
Definition 2 (Task). A task is characterized by the tuple (`, CStask), with a known task matrix CStask ∈ R|Stask|×n
associated with Stask ∈ 2S , and a known, possibly nonlinear, function ` : R|Stask| → R. The task (`, CStask) is a
specification of the form always x(t) ∈ F(t) or eventually x(t) ∈ F(t), for F(t) = {x(t) : ` (CStaskx(t)) ≥ 0}.
The task is defined in terms of safety or liveness specifications, i.e., a desirable phenomena that should always or
eventually happen [36, 40]. The task may also be interpreted as imposing a specification on the output ytask(t) =
CStaskx(t).
Illustrative example: Consider an LTI model of a jerk-controlled robot constrained to move in a line, which is tasked
with maintaining a velocity above a minimum speed vmin. The robot has a camera mounted with independent dynam-
ics. The position dynamics (3D) and camera heading dynamics (1D) result in
A =
 0 1 0 00 0 1 00 0 0 0
0 0 0 0
 , B =
 0 00 01 0
0 1
 (2)
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with states that include position, velocity, acceleration, and the camera heading. We consider a suite of sensors based
on measurements of each state, i.e., S = {sp, sv, sa, sh} with sp = [1 0 0 0], sv = [0 1 0 0], sa = [0 0 1 0],
and sh = [0 0 0 1]. The task is defined by (`, CStask), with Stask = {sv}, CStask = sv , `(z) = z − vmin, andF(t) = {x(t) : CStaskx(t) ≥ vmin}.
For a given task (`, CStask), we seek to design a user-interface CS that satisfies, in order of importance:
C1) Situation awareness,
C2) Compatibility with the user’s trust in the automation, and
C3) Conciseness.
These properties represent human factors that are key for effective human-automation interaction, and will be described
in detail in Section 3. Briefly, constraint C1 takes into account the limitations of the human operator and the complexity
of the task. Constraint C2 requires that more information is provided to the user when the user’s trust in the automation
is low, and vice versa. Constraint C3 prevents high cognitive load associated with excessive data.
We embed these properties as constraints in the sensor selection problem for user-interface design:
minimize
S∈2S
|S| (concise) (3a)
subject to S ∈ Ssit-aware (situation awareness) (3b)
S ∈ Strust (trust) (3c)
in which (3a) arises from C3, (3b) arises from C2, and (3c) arises from C1.
Problem 1. Given a task (`, CStask) and a human-automation system (1), find a succinct characterization of the
constraint for situation awareness,Ssit-aware, and of the constraint for trust compatibility,Strust.
Problem 2. Construct tractable combinatorial optimization algorithms to solve (3), with guarantees of optimality or
suboptimality, as appropriate.
Because combinatorial optimization problems are typically hard to solve due to their large feasible solution space,
solving (3) directly is a challenging endeavour. Problem 1 provides structure that we can exploit to address Problem
2, so that (3) can be addressed through tractable reformulation.
3 User-interface design as sensor selection
3.1 Situation awareness via observability
Situation awareness consists of three elements: perception, comprehension, and projection, more formally defined
in [1] as “perception of the elements in an environment within a volume of time and space, the comprehension of their
meaning, and the projection of their status in the near future.” As in [35, 37, 41], we interpret these three elements
respectively as as the ability to reconstruct those elements of the state that are relevant for the task at hand, the ability
to understand the output and its time derivatives, and the ability to reconstruct those elements of the state derivative
relevant to the task at hand. Unlike standard notions of observability, we do not require that the entire state can be
reconstructed [35, 36].
Although qualitative aspects of user-interface design are key for effective human-automation interaction [3, 42], we
focus solely on quantitative aspects, and presume that information content will be presented in a human-centric manner.
In essence, we presume that a user with situation awareness is able to make sense of the presented information for the
purpose of decision-making and control [1, 43].
Assumption 1 (Situation awareness). For a given a user-interface, constructed from elements S ∈ 2S , a user with
situation awareness can reconstruct the output of the system, y(t) = CSx(t), the unforced higher derivatives of the
output, and their linear combinations.
As in [35, 37, 38], we employ input-output linearization to capture the user’s interaction with the system (1).
We presume the user provides a reference trajectory ξR(t) that is smooth. Given an output matrix CS with
S = {s1, s2, . . . , s|S|} ∈ 2S , we construct a similarity transform PS ∈ Rn×n,[
ξ(t)
η(t)
]
= PSx(t) =
[
TS
T⊥S
]
x(t) (4)
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S {sp} {sv} {sa} {sh} {sp, sv} {sp, sa} {sp, sh} {sv, sa} {sv, sh} {sa, sh} {sp, sv,sa}
{sp, sv,
sh}
{sp, sa,
sh}
{sv, sa,
sh}
{sp, sv,
sa, sh}
Γ(S) 3 2 1 1 3 3 4 2 3 2 3 4 4 3 4
Γ(S ∪ Stask) 3 2 2 3 3 3 4 2 3 3 3 4 4 3 4
Ssit-aware X X X X X X X X X X X X
2Sreduced X X X X X X X
Ssit-aware,reduced X X X X X X
Strust, ktrust = 1 Ë Ë X X X X X X X X X X X X X
Strust, ktrust = 2 Ë Ë X X X X X X X X X X X
Strust, ktrust = 3 Ë X X X X X X X X X
Strust, ktrust = 4 Ë X X X
Table 1: Application of various definitions to the illustrative example given in Section 2. Here,S = {sp, sv, sa, sh},
Stask = {sv}, and Sreduced = {sp, sv, sa}. Interfaces that satisfy both situation awareness and trust constraints for
a given level of user-trust in the automation are feasible for (3); interfaces that are optimal for a given trust level are
indicated in bold.
that results in observable states ξ(t) ∈ R (TS) and unobservable states η(t) ∈ R
(
T⊥S
)
. The linear transformation TS
is defined using Tsi for some si ∈ S, as
Tsi =
[
si (s
>
i A)
>
(s>i A
2)
>
. . . (s>i A
γ(si)−1)
>]>
, (5)
TS = basis
(
R
([
T>s1 T
>
s2 . . . T
>
s|S|
])>)
, (6)
where γ : S → N[1,n] is the relative degree of the MISO system with the single output s>i x(t). By (5), R(TS) is the
state subspace spanned by the outputs characterized by y(t) = CSx(t) and their unforced higher derivatives.
Assumption 2. (Correctly designed automation) The automation generates u(t) such that that (ξ(t), ξ˙(t)) tracks the
reference trajectory (ξR(t), ξ˙R(t)).
The implications of Assumptions 1 and 2 are twofold: 1) the user can reconstruct ξ(t) and predict its evolution (because
ξ˙(t) can be reconstructed), and 2) the user delegates control of the internal dynamics η(t) to the automation.
To tractably enumerateSsit-aware, we propose the user information index, a set function that measures the dimension
of the state subspace the user can reconstruct and predict from the information presented in the user interface.
Figure 3: User-interfaces for the illustrative example in Section 2. The user-interface on the left enables situation
awareness for the task of keeping v(t) ≥ vmin, and is appropriate for all levels of user trust. In contrast, the user-
interface on the right does not enable situation awareness, and meets the trust requirement only for high levels of
trust.
Definition 3 (User information index). The user information index is the set function Γ : 2S → N[1,n],
Γ(S) = dim (R(TS)) = rank(TS). (7)
The user information index Γ(S) characterizes the dimensions of ξ(t) and η(t), since ξ(t) ∈ RΓ(S) and η(t) ∈
Rn−Γ(S). Table 1 shows Γ(S) for the illustrative example.
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Algorithm 1 Efficient enumeration ofSsit-aware via characterization ofSsit-aware,reduced
Input: Set of all sensorsS , sensors that define the task Stask, the user information index Γ(·)
Output: Sensor combinations that enable situation awarenessSsit-aware, and a reduced setSsit-aware,reduced
1: Ssit-aware ← ∅, Ssit-aware,reduced ← ∅
2: ComputeSsit-aware,reduced using (11)
3: for P ∈ Ssit-aware,reduced do
4: Ssit-aware ← Ssit-aware ∪ {P × 2S \P}
5: end for
6: return (Ssit-aware,Ssit-aware,reduced)
Proposition 1 (Sufficient information for task completion). If R(CStask) ⊆ R(TS), then the user-interface CS
provides sufficient information to complete the task (`, CStask).
Proof. If R(CStask) ⊆ R(TS), we can express the task output ytask(t) = CStaskx(t) ∈ R(CStask) as a linear com-
bination of the observable state ξ(t) ∈ R(TS). Hence under Assumptions 1 and 2, the user can estimate ytask(t) and
y˙task(t) from the user-interface output y(t) = CSx(t).
Proposition 1 states that a user-interface enables situation awareness of the task at hand, provided ytask(t) is con-
tained in the observable subspace R(TS). However, the conditions in Proposition 1 are not amenable to tractable
computation. Hence, we reframe Proposition 1 in terms of the user-information index.
Lemma 1. Given any P,Q ∈ 2S ,
a. P ⊆ Q impliesR(TP) ⊆ R(TQ) and Γ(P) ≤ Γ(Q),
b. Γ(P ∪Q) = Γ(P) + Γ(Q)− dim (R(TP) ∩R(TQ)),
c. Γ(P ∩Q) ≤ dim (R(TP) ∩R(TQ)), and
d. Γ(P ∪Q) = Γ(P) if and only ifR(TP∪Q) = R(TP).
The proof of Lemma 1 is provided in Appendix .2.
Proposition 2 (Situation awareness constraint via user information index). For every S ∈ Ssit-aware, defined as
Ssit-aware ,
{S ∈ 2S : Γ(S) = Γ(S ∪ Stask)} , (8)
the user interface CS provides sufficient information to complete the task.
Proof. By (6), R(CStask) ⊆ R(TStask). By Lemma 1d, we have Ssit-aware =
{S ∈ 2S : R(TS) = R(TS∪Stask)}.
Further,R(TStask) ⊆ R(TS∪Stask) for any S ∈ Ssit-aware by Lemma 1a. Hence we haveR(TStask) ⊆ R(TS∪Stask) =R(TS) for any S ∈ Ssit-aware. Thus,R(CStask) ⊆ R(TS). Applying Proposition 1 completes the proof.
Table 1 shows Ssit-aware for the illustrative example, and two possible interfaces are shown in Figure 3. As ex-
pected, {sh} 6∈ Ssit-aware since the heading measurement sh alone provides no information about velocity (the task),
due to the decoupled dynamics (2). Furthermore, {sa} 6∈ Ssit-aware since reconstructing velocity from acceleration
measurements requires integration. Thus, all sensor combinations in 2S \ {{sa}, {sh}, {sa, sh}} provide sufficient
information for situation awareness, enabling task completion.
Since enumerating 2S to computeSsit-aware is computationally expensive for large |S |, we propose Algorithm 1 for
a tractable enumeration ofSsit-aware. We construct a reduced set of admissible sensorsSreduced,
Sreduced , {s ∈ S : Γ(s) + Γ(Stask) > Γ(s ∪ Stask)} (9)
= {s ∈ S : dim (R(Ts) ∩R(TStask)) > 0}, (10)
(where (10) follows from (9) and Lemma 1b), to construct an easily computable subset ofSsit-aware,
Ssit-aware,reduced = {P ∈ 2Sreduced |Γ(P ∪ Stask) = Γ(P)}. (11)
The setSsit-aware,reduced is “minimal,” in that removing any sensor from the sensor combinations inSsit-aware,reduced
will violate the situation awareness constraint (8). Additional elements are appended to Ssit-aware,reduced (line 4),
so that Algorithm 1 provides an exact enumeration of the members of Ssit-aware. Algorithm 1 is computationally
tractable, since enumeration is done over 2Sreduced , and |2Sreduced | << |2S |.
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Figure 4: The parameter ktrust indicates the level of trust the user has in the automation, with high values correspond-
ing to low trust, and vice versa.
Theorem 1 (Correctness of Algorithm 1). The setSsit-aware can be constructed as the union of two sets,
Ssit-aware =
{
S ∈ S
∣∣∣∣ P = S ∩Sreduced,Γ(P ∪ Stask) = Γ(P)
}
, (12)
= {P × 2S \P |P ∈ Ssit-aware,reduced}. (13)
Proof. We show that Γ(S ∪ Stask)− Γ(S) = Γ(P ∪ Stask)− Γ(P), which implies that Γ(S ∪ Stask)− Γ(S) = 0 if
and only if Γ(P ∪ Stask)− Γ(P) = 0. This implies (12) by Proposition 2, and (13) follows from (12). The complete
proof is in Appendix .3.
Table 1 shows Ssit-aware,reduced for the illustrative example, with |Ssit-aware,reduced| = 6 and |Ssit-aware| = 12. For
this problem, 2Sreduced has only 7 elements, while 2S has 15. The computational savings become far more dramatic
for larger problems, as illustrated in Section 5.
Lemma 2. Stask is a subset ofSreduced, and Stask is a member ofSsit-aware,reduced andSsit-aware.
Lemma 2 describes the intuitive observation that constructing a user-interface using only the sensors that describe the
task should also be sufficient to complete the task. The proof of Lemma 2 is given in Appendix .4.
3.2 User trust in the automation
User trust in the automation depends on many factors, including the expertise of the user, the performance and relia-
bility of the automation, and the difficulty of the task. While some dimensions of trust may be static (i.e., dispositional
trust), other dimensions may be highly dynamic (i.e., situational or learned trust) [44, 45]. Both low and high lev-
els of trust in the automation are known to be problematic, as they are related to disuse of the automation due to
under-reliance, and misuse due to over-reliance, respectively [46].
The main principle driving the trust constraint (3b) is that the information presented to the user should to be responsive
to, and appropriate for, the user’s current level of trust in the automation [47]. We focus on the challenges associated
with low levels of trust, although extensions to overtrust may be possible. We presume that additional information
would be helpful when the user’s trust in the automation is relatively low, but that when the user’s trust is relatively
high, additional information is not warranted, and may actually be detrimental, if it is overwhelming to the user [8,48].
Mathematically, we account for this phenomenon by constraining the user information index by the user’s level of trust
in the automation.
Definition 4 (Trust constraint). For a given level of trust in the automation, described by ktrust ∈ N[1,Γ(S )], we
define the set of sensors that are compatible with trust level ktrust as those whose user information index is above
ktrust:
Strust = {S ∈ 2S : Γ(S) ≥ ktrust}. (14)
The trust level ktrust could correspond to a variety of trust metrics, depending on the problem at hand [49]. Although
considerable variability exists amongst questionnaire-based trust metrics [50–52], many seek a summative assessment
of trust. For example, in the SHAPE Automation Trust Index instrument, the ‘overall amount of trust in the total’
system, which solicits trust as a percentage, would be most relevant to our framework [50]. A quantized, affine
transformation from the SATI scale, ranging from 0% (no trust) to 100% (full trust), to our trust level scale, ranging
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from Γ(S ) (low trust) to 1 (high trust), respectively, would map the SATI ‘overall trust’ to our trust level ktrust,
resulting in a static value for a given user. A similar transformation could be applied to several recent efforts in
dynamic trust sensing via behavioral [33, 53] and psychophysiological data [45] (which feature either real-valued,
bounded trust variables, i.e., T (t) ∈ [0, 1] for some trust value T (t), or discrete-valued trust variables, i.e., ‘low’,
‘medium’, ‘high’), which would allow ktrust to vary over time.
Because our system model (Figure 2) presumes that the user dictates high level reference tracking, and the automation
carries out low-level control, Assumption 2 in effect implies that the the user delegates the control of the unobservable
state η(t) ∈ Rn−Γ(S) to the automation. Hence by imposing a lower bound on the user information index Γ(·) in
(14), we impose an upper bound on the dimension of the unobservable states. In essence, this bound ensures that the
unobservable state space doesn’t become so large that it causes further decrease in trust.
For example, in off-nominal operation (i.e., scenarios in which the user may not trust the automation), high values of
ktrust ensure that unobservable state is low dimensional, and the user retains a large degree of control. On the other
hand, in nominal operation, low values of ktrust allow the dimension of the unobservable states to increase, potentially
reducing cognitive workload as the user delegates control over these variables to the automation.
Table 1 showsStrust for the illustrative example under various levels of trust. We see thatStrust = 2S when ktrust =
1, meaning that all possible interfaces satisfy the trust constraint when the user’s trust level is high. With higher
ktrust (i.e., lower trust level), number of sensor combinations that need to be considered for the user-interface design
drastically reduces. For ktrust = 4, only four user-interfaces are feasible; the observable state is zero-dimensional for
these user-interfaces.
3.3 Dynamics-driven user-interface design as tractable, combinatorial optimization problems
With the situation awareness constraint (8) and trust constraint (14) established, we reformulate (3) as the combinato-
rial optimization problem,
minimize
S∈2S
|S| (15a)
subject to Γ(S) = Γ(S ∪ Stask) (15b)
Γ(S) ≥ ktrust (15c)
This problem is well-posed, since S is a feasible solution: Γ(S ) = Γ(S ∪ Stask), and Γ(S ) ≥ ktrust, by defini-
tion. In other words, the user-interface constructed using all the sensors in S is always a feasible solution to (15),
irrespective of the task Stask and the value of ktrust.
However, solving (15) directly is hard, owing to the potentially large number of sensor combinations in consideration
2S . We propose different tractable methods to solve (15) using the properties of Γ(·). First, using Theorem 1, we
reformulate (15) into (16) without introducing any approximation,
minimize
S∈2S ,P∈2Sreduced
|S| (16a)
subject to P ∈ Ssit-aware,reduced (16b)
P = S ∩Sreduced (16c)
Γ(S) ≥ ktrust (16d)
We denote the optimal solution of (16) as S∗ and P∗.
Next, we investigate submodularity and monotonicity of Γ(·), since these properties enable greedy heuristics for
computing efficient, near-optimal solutions (see Appendix .1). We refer the reader to [19, 21, 54–56] for more details.
Definition 5 (Submodularity). A set function f(·) is submodular if for all sets P,Q ∈ 2S ,
f(P) + f(Q) ≥ f(P ∪Q) + f(P ∩Q). (17)
Definition 6 (Monotone increasing). A set function f(·) is monotone increasing if for all sets P,Q ∈ 2S ,
P ⊆ Q ⇒ f(P) ≤ f(Q). (18)
Submodular functions demonstrate diminishing returns, i.e., adding an element to a smaller set results in a higher gain
as compared to adding it to a larger set. Monotone increasing functions preserve the inclusion ordering in 2S .
Proposition 3. The user information index Γ(·) is a submodular monotone increasing function.
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Algorithm 2 Optimal solution to (16) when ktrust ≤ Γ(Stask)
Input: Set of all sensorsS , trust parameter ktrust, sensors that define the task Stask, the user information index Γ(·)
Output: An optimal solution to (16)
1: ComputeSsit-aware,reduced using Algorithm 1
2: Sfeas,high−trust , Ssit-aware,reduced ∩ {S : |S| ≤ |Stask|}
3: S∗ ← min{|S| : S ∈ Sfeas,high−trust}
4: return S∗
Proof. Submodularity: For any P,Q ∈ 2S , we show that Γ(·) meets (17) using Lemma 1b and Lemma 1c,
Γ(P ∪Q) = Γ(P) + Γ(Q)− dim (R(TP) ∩R(TQ)) ≤ Γ(P) + Γ(Q)− Γ(P ∩Q). (19)
Monotone increasing property: Follows from Lemma 1a.
Corollary 1. For any S ∈ Ssit-aware, Γ(S) ≥ Γ(Stask).
Corollary 2. Given Stask ∈ 2S ,
a. if ktrust ≤ Γ(Stask), thenSsit-aware ⊆ Strust.
b. if ktrust = Γ(S ), thenStrust ⊆ Ssit-aware.
Corollary 1 provides a lower bound on Γ(S) for S ∈ Ssit-aware. Corollary 2a states that the trust constraint (14)
is trivially satisfied, if the user interface enables situation awareness and ktrust is low enough (i.e., user’s trust level
is high enough). On other hand, when ktrust is as high as possible (i.e., lowest trust level), user-interface design is
task-agnostic, and trust constraint satisfaction automatically enables situation awareness.
For the illustrative example given in Section 2, note that Γ(Stask) = Γ({sv}) = 2 in Table 1. As stated in Corollary 2,
we see thatSsit-aware ⊂ Strust when ktrust ≤ 2 = Γ(Stask). Further,Strust ⊂ Ssit-aware, when ktrust = 4 = Γ(S ).
We propose three different approaches to compute a solution to (16) under different ranges of ktrust.
3.3.1 An optimal solution when ktrust ≤ Γ(Stask)
With a high level of trust, by Corollary 2a, the trust constraint (16d) is trivially satisfied by any choice of S ∈
Ssit-aware. Because we seek sensor combinations with minimum cardinality, we search only in Ssit-aware,reduced.
Since Stask is a feasible solution by Lemma 2, we can reformulate (16) into (20) without introducing any approxima-
tion:
minimize
P∈Ssit-aware,reduced
|P| (20a)
subject to |P| ≤ |Stask| (20b)
The optimal solution to (20) is also the optimal solution to (16). The constraint (20b) requires a brute
force search, hence the numerical implementation in Algorithm 2 has a worst-case computation complexity of
O
(∑|Stask|
i=1
(|Sreduced|
i
))
.
3.3.2 A greedy suboptimal solution when ktrust = Γ(S )
With the lowest level of trust, the situation awareness constraints (16b) and (16c) are trivially satisfied for any
S ∈ Strust by Corollary 2b. By Proposition 3, (16) simplifies to the following submodular optimization problem
(Appendix .1),
minimize
S∈2S
|S| (21a)
subject to Γ(S) ≥ Γ(S ). (21b)
We compute a suboptimal solution with provable suboptimality guarantees via a greedy algorithm (Algorithm 4 in
Appendix .1).
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Algorithm 3 A suboptimal solution to (16) for Γ(Stask) < ktrust < Γ(S )
Input: Set of all sensorsS , trust parameter ktrust, sensors that define the task Stask, the user information index Γ(·)
Output: A suboptimal solution to (16) Ssubopt
1: Ssubopt ← ∅
2: ComputeSsit-aware,reduced using Algorithm 1
3: for P ∈ Ssit-aware,reduced do
4: Compute Q†P by solving (22) given P suboptimally using Algorithm 4 (see Appendix .1)
5: Add P ∪Q†P toSsubopt
6: end for
7: Ssubopt ← min{|S| : S ∈ Ssubopt}
8: return Ssubopt
3.3.3 A suboptimal solution for Γ(Stask) < ktrust < Γ(S )
For trust values in between, we propose Algorithm 3, which solves a submodular optimization problem ((32), Ap-
pendix .1) for every P ∈ Ssit-aware,reduced,
minimize
QP⊆S \P
|QP | (22a)
subject to Γ(P ∪QP) ≥ ktrust (22b)
By Theorem 1, the optimal solution to (16) is the minimum cardinality set in the following:
Ssubopt =
⋃
P∈Ssit-aware,reduced
{P ∪ QP |QP solves (22)}. (23)
However, solving (22) for each P ∈ Ssit-aware,reduced is computationally expensive for large |S |. We know that
Γ(P ∪ QP) is a submodular monotone function in QP for any P ∈ 2S [56, Sec. 1.2]. Therefore, (22) is also a
submodular optimization problem. We again use the greedy approach (Algorithm 4 in Appendix .1) to compute a
suboptimal solution Q†P . Note that lines 3–6 of Algorithm 3 is trivially parallelizable.
To quantify the suboptimality bound for Algorithm 3, we define a real-valued function ∆Γ : N[1,Γ(S )] × 2S → R as
∆Γ(k,S) =
{
log
(
Γ(S )
k−Γ(S)
)
Γ(S) < k
∞ otherwise.
(24)
Proposition 4 (Suboptimality bound for Alg. 3). For Γ(Stask) < ktrust < Γ(S ), Algorithm 3 computes a subopti-
mal solution Ssubopt to (16) that satisfies
1 ≤ |Ssubopt||S∗| ≤
(
1 + max
P∈Ssit-aware,reduced
∆Γ(ktrust,P ∪Q−P)
)
(25)
where P ∪Q−P is the solution prior to the termination step of Algorithm 4 in Line 4 of Algorithm 3.
Proof. Let S∗ = P∗ ∪ Q∗P∗ be the (unknown) optimal solution to (16), where P∗ ⊆ Ssit-aware,reduced. Such a
decomposition is guaranteed by Theorem 1. LetQ†P∗ be the solution of (22) for P∗ computed using Algorithm 4, and
Q−P∗ be the solution prior to the termination step. By Lemma 3 in Appendix .1,
|Q†P∗ | ≤ |Q∗P∗ |
(
1 + ∆Γ(ktrust,P∗ ∪Q−P∗)
)
. (26)
Equation (26) uses the observation that Γ(∅) = 0 and upper bounds the suboptimality bound in Lemma 3 in Ap-
pendix .1 using ∆Γ. The upper bound and the finiteness of ∆Γ follows from the fact that Γ(P∗ ∪ Q†P∗) ≥ ktrust >
Γ(P∗ ∪Q−P∗) by the termination rule of Algorithm 4.
By line 7 of Algorithm 3, we have
|S∗| = |P∗|+ |QP∗ | ≤ |Ssubopt| ≤ |P∗|+ |Q†P∗ |. (27)
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Range of ktrust Method Optimality
Worst-case compute
complexity
ktrust ≤ Γ(Stask) Alg. 2 Optimal O
(∑|Stask|
i=1
(|Sreduced|
i
))
Γ(Stask) < ktrust < Γ(S ) Alg. 3 Suboptimal as in (25) O
(
2|Sreduced||S |2
)
ktrust = Γ(S ) Solve (21) via Alg. 4 Suboptimal as in (33) O
(
|S |2
)
Table 2: Solution methods to (16) for ktrust ∈ [1,Γ(S )].
Applying (26) to and rearranging the resulting terms,
1 ≤ |Ssubopt||S∗| ≤
(
1 +
|Q∗P∗ |
|S∗| ∆Γ(ktrust,P
∗ ∪Q−P∗)
)
≤ (1 + ∆Γ(ktrust,P∗ ∪Q−P∗))
≤
(
1 + max
P∈Ssit-aware,reduced
∆Γ(ktrust,P ∪Q−P)
)
since |Q∗P∗ | ≤ |S∗| and ∆Γ(ktrust,P∗ ∪ Q−P∗) is bounded from above by maxP∈Ssit-aware,reduced ∆Γ(ktrust,P ∪ Q
−
P).
For every P ∈ Ssit-aware,reduced, ∆Γ(ktrust,P ∪ Q−P) is finite since Γ(P ∪ Q−P) < ktrust by the termination rule of
Algorithm 4.
We simplify (25) to obtain a weaker upper bound,
|S∗| ≤ |Ssubopt| ≤ |S∗|(1 + log(Γ(S ))). (28)
Equation (28) follows from the observation that ∆Γ(ktrust,P ∪ Q−P) ≤ log(Γ(S )) for every P ∈ Ssit-aware,reduced.
Therefore, max
P∈Ssit-aware,reduced
∆Γ(ktrust,P ∪ Q−P) ≤ log(Γ(S ))). Equation (28) shows that the upper bound in (25)
can not be arbitrarily loose.
Proposition 5 (Computational complexity bound for Alg. 3)). For Γ(Stask) < ktrust < Γ(S ), Algorithm 3 has a
worst-case computational complexity of O
(
2|Sreduced||S |2
)
.
Proof. In Algorithm 3, the evaluation of lines 2, 3–6, and 7 have a worst-case computational complexity of
O(2|Sreduced|), O(|Ssit-aware,reduced||S |2) (from Lemma 3 in Appendix .1), and O(|Ssit-aware,reduced|), respec-
tively. The worst-case computational complexity of Algorithm 3 isO(|Ssit-aware,reduced||S |2 + |Ssit-aware,reduced|+
|2Sreduced |). Using the observation that |Ssit-aware,reduced| ≤ 2|Sreduced|, we obtain the simplified worst-case com-
plexity bound.
An alternative heuristic to Algorithm 3 is to use Algorithm 2 to solve (20) to obtainP† ⊆ Ssit-aware,reduced that enables
situation awareness, and then solve the associated submodular maximization problem (22) with P†. This approach
may provide a faster solution, since the search for P† is assisted by the cardinality constraint (20b). Further, it only
requires the solution of a single submodular maximization problem, as opposed to a collection of |Ssit-aware,reduced|
problems in Algorithm 3. However, the suboptimality bound of Algorithm 3 no longer holds for this approach, since
(27) fails to hold.
The approaches proposed in this section are summarized in Table 2.
4 Efficient implementation of Algorithm 1
We propose a computationally efficient implementation of Algorithm 1 using constraint programming and a novel
enumeration framework based on binary number representation. The proposed approach exploits the monotonicity
properties of the user information index function.
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4.1 EnumeratingSsit-aware,reduced via constraint programming
Constraint programming exploits transitivity properties in set functions to reduce the search space [57]. (For example,
for a monotone increasing constraint f(S) ≤ k for some k ∈ N, infeasibility of P ∈ 2S implies infeasibility of all
Q ∈ 2S such that P ⊆ Q.) To avoid enumeration in Algorithm 1 of the set Ssit-aware,reduced (11) using Theorem 1,
we construct the feasibility problem corresponding to (16),
find all
P ∈ 2Sreduced ,
t ∈ N[Γ(Stask),Γ(Sreduced)] (29a)
subject to Γ(P) ≥ t (29b)
Γ(P ∪ Stask) ≤ t (29c)
Since Γ(·) is monotone increasing (Proposition 3), we can prune the search space when a tuple (P, t) that does
not satisfy (29c) is encountered. Specifically, given P1 ∈ Sreduced such that Γ(P1 ∪ Stask) 6≤ t0 for some t0 ∈
N[Γ(Stask),Γ(Sreduced)], then for every superset P2 ∈ Sreduced, P1 ⊆ P2 and t ≤ t0, we know Γ(P2 ∪ Stask) 6≤ t. We
can also incorporate the cardinality constraint (20b) to further restrict the search space in Algorithm 2.
Proposition 6. A set P ⊆ Sreduced is feasible for (29) for some t ∈ N[Γ(Stask),Γ(Sreduced)] if and only if P ∈
Ssit-aware,reduced.
Proof. The constraints (29b) and (29c) together are equivalent to the following equality constraint (identical to (11)),
t = Γ(P) = Γ(P ∪ Stask).
We have t ∈ N[Γ(Stask),Γ(Sreduced)], since Γ(·) is monotone increasing (Proposition 3) and Corollary 1.
4.2 Computationally efficient enumeration of the search space
We employ constraint propagation to enumerate the search space, which, for ease of discussion, we presume is 2S .
We desire to create an oracle, referred to as a generator, that provides the next sensor combination in 2S which needs
to be evaluated. The generator must satisfy three requirements:
R1) produce sensor combinations within 2S in an exhaustive manner,
R2) eliminate sensor combinations that are a superset of a given set, and
R3) enforce cardinality constraints.
Any sensor combination S ∈ 2S can be associated with a unique |S |-bit long binary number representation, with the
bit values set to one at the respective positions of every selected sensor. We also use a bijection of this representation
to the corresponding decimal number NS ∈ N[0,2|S |−1]. Therefore, any generator over N[0,2|S |−1] exhaustively
enumerates 2S .
A naive approach to enumerate 2S is to use a linear generator, which enumerates N[0,2|S |−1] by incrementing NS
by 1. However, satisfying R2) and R3) with a linear generator is difficult. We propose a generator that satisfies
all three requirements by enumerating over a tabular representation of 2S . We associate a unique column number
ColS ∈ N[0,|S |−1] and row number RowS ∈ N[0,2|S |−1−1] with every sensor combination S ∈ 2S ,
ColS = blog2(NS)c (30a)
RowS = NS − 2ColS (30b)
where bac is the floor of a ∈ R, the largest integer below a. The column number is the position of the most significant
bit of the binary representation of NS , and the row number is the decimal representation of the number defined by the
remaining bits. The number of non-zero bits in the binary representation of S is equal to |S|.
We demonstrate this approach on S = {s0, s1, s2, s3, s4} in Table 3. For illustration, consider S = {s0, s4}. We
associate with S a binary representation, 10001, based on the selection of sensors. The decimal number representation
of 10001 is NS = 17. Note that |S| = 2 is the number of non-zero bits in the binary representation 10001. By (30a),
ColS = 4 which is the position (count starts from zero) of the most significant non-zero bit. By (30b), RowS = 1 =
17− 24.
4.2.1 Satisfaction of R1
All numbers in N[0,2|S |−1] have a unique position in the tabular representation of 2
S which follows from the unique
binary representation of NS by (30). Thus, any enumeration of the proposed table satisfies R1.
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Row s0 s1 s2 s3 s4
0 1 2 4 8 16
1 3 5 9 17
2 6 10 18
3 7 11 19
4 12 20
5 13 21
6 14 22
7 15 23
8 24
9 25
10 26
11 27
12 28
13 29
14 30
15 31
Table 3: Binary Iteration Table forS = {s0, s1, s2, s3, s4}
4.2.2 Satisfaction of R2
Due to (30b), each row contains sensor combinations with a similar pattern in the lower significant bits. Specifically,
the binary representation of the row number coincides with the binary representation ofNS without its most significant
bit. For example, row 3 of Table 3 contains numbers 7 (select s0, s1, s2), 11 (select s0, s1, s3), and 19 (select s0, s1, s4).
All these numbers have the elements s0 and s1 in common, since their row number, 3, has the binary representation
00011.
Using this observation, we skip enumeration of the supersets of infeasible sets, by maintaining a collection of rows
to skip. For example, suppose we wish to skip enumeration of all supersets of P = {s0, s1}. This is the case
when P violates (29c). We must skip rows 3, 7, 11, and 15 of Table 3, as they are the row numbers with the pattern
XX11 where X indicates “don’t care” bits. The generator then produces S, with NS 6∈ {7, 11, 19, 15, 23, 27, 31} =
{00111, 01011, 10011, 01111, 10111, 11011, 11111}. Note that each of the skipped numbers have the bits set at their
zeroth and first positions, i. e., they are supersets of P .
4.2.3 Satisfaction of R3
Recall that the binary representation of RowS provides an accurate characterization of S, except for one sensor ele-
ment. Therefore, the number of non-zero bits in the binary representation of RowS is equal to |S| − 1, since the most
significant bit is excluded. Thus, by restricting the number of bits in the binary representation of the enumerated row
numbers, we can enforce cardinality constraints like (20b) and satisfy R3.
The proposed generator provides an efficient way to enumerate the search space and incorporate constraint program-
ming. Specifically, the row-wise enumeration permits the enforcement of cardinality constraints as well as the elimina-
tion of supersets of an infeasible sensor combination. We use this framework for computations involving Algorithm 1,
including computation of the setSsubopt in Algorithm 2, and the setSsit-aware,reduced in Algorithm 3.
5 Application: User-interface design for IEEE 118-Bus Power Grid
The IEEE 118-bus model is a power network composed of 118 buses, 54 synchronous machines (generators), 186
transmission lines, 9 transformers and 99 loads [58]. We use linearized swing dynamics to describe the interconnected
generator dynamics [59, 60]. As typically done in large networks [61, 62], we used Kron reduction to reduce the
network to a generator-only network with LTI dynamics,
x˙(t) = Aix(t) +Bju(t). (31)
Here, the state x(t) ∈ R108 denotes the phase and phase rate for each of the 54 generator buses, and the input
u(t) ∈ Rm denotes the power injection provided at each generator bus. We construct the system and input matrices,
Ai ∈ R108×108 and Bj ∈ R108×mj , under four different network configurations:
1. Normal operation (A1, B1) with m1 = 54,
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Network
configuration Trust level (ktrust)
User-interface design Compute
Approach |Ssit-aware,reduced| |Ssoln| ≤ ∆|S∗| Solution Time
Normal operation
(A1, B1, CStask,1)
Γ(Stask,1) = 34
High (ktrust = 24) Alg. 2 1 ∆ = 1 Stask,1 0.23 s
Moderate (ktrust = 44) Alg. 3 1 ∆ = 4.09 Stask,1 ∪ {1, 2, 3, 5, 9} 0.91 s
None (ktrust = 108) Alg. 4 – ∆ = 4.99 S 9.62 s
Bus 38 down
(A2, B1, CStask,2)
Γ(Stask,2) = 14
High (ktrust = 4) Alg. 2 1 ∆ = 1 Stask,1 0.11 s
Moderate (ktrust = 24) Alg. 3 1 ∆ = 3.49 Stask,2 ∪ {1, 2, 3, 4, 5} 0.49 s
None (ktrust = 108) Alg. 4 – ∆ = 4.99 S 9.47 s
Line 65, 66 down
(A3, B1, CStask,3)
Γ(Stask,3) = 30
High (ktrust = 20) Alg. 2 1 ∆ = 1 Stask,3 0.20 s
Moderate (ktrust = 40) Alg. 3 1 ∆ = 4.00 Stask,3 ∪ {1, 2, 3, 5, 9} 0.77 s
None (ktrust = 108) Alg. 4 – ∆ = 4.99 S 9.26 s
Alternate gen-
erators down
(A1, B2, CStask,1)
Γ(Stask,1) = 52
High (ktrust = 42) Alg. 2 2306 ∆ = 1 Stask,1 \ {37, 53} ∼ 105 s
Moderate (ktrust = 62) Alg. 3 2306 ∆ = 4.43 Stask,1 \ {37, 53} ∪ {2, 52} ∼ 105 s
None (ktrust = 108) Alg. 4 – ∆ = 4.99
S \ {5, 7, 9, 11, 15, 17,
19, 21, 23, 25, 27, 29, 31,
33, 35, 37, 39, 41, 43, 45,
47, 49, 50, 51, 53, 54}
3.23 s
Table 4: Optimal user-interface solutions and computation time for IEEE 118-bus power grid problem.
2. Load bus 38 is down (A2, B1) with m1 = 54,
3. Line 65− 66 is down (A3, B1) with m1 = 54, and
4. Alternate generators are down (A1, B2) with m2 = 27.
The admittance values for the interconnections in the reduced network were obtained using MATPOWER [63]. We
considered all the generators to be homogenous. We chose the moment of inertia and damping coefficients as H =
2.656 s and D = 2 [64, Tab. 1].
We presume the user (power grid operator) is tasked with the maintaining the power flow to a predetermined sub-
station (generator bus 28) under each of the four network configurations. The power grid operator therefore requires
information about the power flowing from all neighboring nodes, which can be described as nonlinear functions of the
difference in phase measurements [59, 60]. Therefore, the task is defined in terms of the phase measurements of the
generator buses that have a direct connection to the bus 28 in the Kron reduced network, consisting of only generator
buses.
We define S to be all phase measurements of the generators on the Kron reduced network, S = {ei : i ∈ N[1,54]},
where ei is a column vector of zeros with one at the ith component. For the first three configurations, we have task
matrices CStask,1 , CStask,2 , and CStask,3 due to differences in the neighbors to bus 28. Since the network configuration
is the same in the first and the fourth configurations, the task matrix for the fourth configuration is also CStask,1 .
We consider three different trust levels ktrust ∈ {Γ(Stask) − 10,Γ(Stask) + 10,Γ(S )}. Informally, this may be
interpreted as designing the user interface under:
a) high trust: normal operating conditions, in which the user trusts the automation to a high degree (ktrust =
Γ(Stask)− 10),
b) moderate trust: off-nominal operating conditions, in which the user has some distrust of the automation, but
not excessive distrust (ktrust = Γ(Stask) + 10), and
c) no trust: extreme, off-nominal operating conditions, in which the user totally distrusts the automation
(ktrust = Γ(S )).
Our results for the four configurations, under each of the three trust levels, is shown in Table 4.
In configurations 1, 2, and 3, the relative degree γ(si) = 2 for every si ∈ S . This means that given the phase
measurement of generator bus i ∈ N[1,54], the user can only infer the phase and the phase rate measurement of bus
i, but not of the other buses. a) High trust: Due to this decoupling, Stask,1 is the only user-interface that enables
situation awareness for configurations 1, 2, and 3 under high trust. In other words, we need to monitor all the buses
that are involved in the task specification. b) Moderate trust: Additional sensors are required; due to the decoupling of
the generator dynamics in the network, any combination of five previously unselected generators can satisfy the trust
constraint. c) No trust: Phase measurements from all the buses would have to be displayed to attain a user information
index of Γ(S ) = n = 108. Note that even though this is the optimal solution to (16) for ktrust = 108, the conservative
suboptimality bound for Algorithm 4 is ∆ = 4.99.
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(a) High trust (ktrust = 42)
(b) Moderate trust (ktrust = 62)
(c) No trust (ktrust = 118)
Figure 5: Three interfaces are shown for the IEEE 118-bus under Configuration 4, in which alternate generators are
operational. The power grid operator’s task is to maintain power flow at bus 28 (). The user-interface consists of
selected generator phase angles (N); neighbouring generators (), load buses (∗) and generator buses (•) are shown
for clarity. As expected, more generators must be monitored with lower levels of trust.
For the fourth configuration (shown in Figure 5), in which only alternate generators are operational, phase measure-
ments of bus i let the user infer information about the network beyond bus i. Algorithm 1 returned a non-trivial
Ssit-aware,reduced, with 2, 306 elements, each of which could enable situation awareness. a) High trust: Algorithm 2
identified Stask,1 \ {37, 53} as an optimal user-interface, which in contrast to configurations 1, 2, and 3, provides sen-
sors other than those associated with the task. This interface exploits the underlying dynamics and the user’s situation
awareness, so that phases of the task-relevant generators can be reconstructed based on less information than would be
provided merely by duplicating the sensors associated with the task. Specifically, paths between nodes 28, 37, and 53
in the network topology of the 118-bus grid, which appear in a block of the dynamics matrix in the generator swing
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equations, allow the user to reconstruct relevant states with fewer sensors at this level of trust. b) Moderate trust:
Algorithm 3 determined that two additional sensors were required. Since the user has some distrust in the automation
in this case, the additional sensors reveal additional paths in the network topology that can be observed through the
dynamics, which allows the user to reconstruct supplemental states and their derivatives relevant to monitoring bus
28 to meet the trust constraint. c) No trust: Algorithm 4 yields a set of 28 sensors that are needed to monitor power
flow to bus 28. When the user fully distrusts the automation, a relatively large number of sensors are required to
allows the user to reconstruct and understand states relevant to monitoring bus 28 that previously were entrusted to the
automation. These sensors correspond to generators spread across the network, in order to improve observability over
the entire system.
Using efficient enumeration techniques described in Section 4, enumerating 2Sreduced with |222| ≈ 4 × 106 elements
took only ∼ 105 seconds (about 27 hours) to compute. In contrast, a naive approach using linear search over 2S for
the minimum cardinality set that satisfies the constraints would require checking |2S | = 2108 ≈ 3 × 1032 elements,
resulting in approximately 1013 billion hours computation time (presuming each evaluation takes 10−4 seconds). All
computations were performed using MATLAB on an Intel i7-4600U CPU with 4 cores, 2.1GHz clock rate and 7.5 GB
RAM.
6 Conclusion
This paper presents a method for user-interface design via sensor selection. Unlike many UI based approaches, our
method is driven by the underlying dynamics of the human-automation system, and constrained by user’s situation
awareness and trust in the automation. We use submodular maximization and constraint programming to solve the
sensor selection problem as a constrained combinatorial optimization, and exploit submodularity and monotonicity
properties to identify optimal or sub-optimal solutions. We applied our approach to a large human-automation system,
consisting of a power grid operator for the IEEE 118-bus model, and constructed correct-by-design interfaces for a
variety of trust levels and operating scenarios.
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Algorithm 4 Greedy algorithm to solve (32)
Input: Submodular monotone increasing function f(·), power set 2S , submodular function lower bound k
Output: Optimal greedy solution S∗greedy and the solution prior to termination step S−greedy (see (33))
1: procedure GREEDYALGORITHM
2: S∗greedy ← ∅
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4: s∗ ← argmax
s∈S \S∗greedy
f(S∗greedy ∪ {s})− f(S∗greedy)
5: S−greedy ← S∗greedy, S∗greedy ← S∗greedy ∪ {s∗}
6: end while
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8: end procedure
[63] R. Zimmerman, C. Murillo-Sa´nchez, and R. Thomas, “MATPOWER: Steady-state operations, planning, and
analysis tools for power systems research and education,” IEEE Trans. Power Syst., vol. 26, no. 1, pp. 12–19,
2011.
[64] P. Demetriou, M. Asprou, J. Quiros-Tortos, and E. Kyriakides, “Dynamic IEEE test systems for transient analy-
sis,” IEEE Syst. Journal, vol. 11, pp. 2108–2117, 2017.
[65] U. Feige, “A threshold of ln n for approximating set cover,” J. ACM, vol. 45, no. 4, pp. 634–652, 1998.
.1 Submodularity in combinatorial optimization problems
Let S denote a finite set. Consider the following combinatorial optimization problem with a submodular, monotone
increasing set function f : 2S → N[0,f(S )],
minimize
S∈2S
|S|
subject to f(S) ≥ k (32)
for some problem parameter k ∈ N[1,f(S )].
Lemma 3 (Suboptimality bound for the greedy solution to (32) [21, 22]). Submodular maximization problem (32)
admits a O(|S |2) greedy algorithm (Algorithm 4) such that its solution S∗greedy satisfies the property
1 ≤ |S
∗
greedy|
|S∗| ≤ 1 + log
(
f(S )− f(∅)
f(S∗greedy)− f(S−greedy)
)
(33)
with S−greedy is the solution at the iteration prior to termination of Algorithm 4.
Algorithm 4 is a greedy approach to solve the submodular optimization problem (32) with provable worst-case subopti-
mality bounds (Lemma 3). The suboptimality bound given by Lemma 3 is the best bound available by any polynomial-
time algorithm [65], assuming P 6= NP . The bound in (33) is a worst-case bound; Algorithm 4 often performs
significantly better in practice [21].
.2 Proof of Lemma 1
We have a) from (5), (6), and (7).
We have b) by (34) and [39, Sec. 1.6, Ex. 29],
R(TP∪Q) = R(TP) +R(TQ). (34)
We have c) from (35) [39, Sec. 1.4, Ex. 15] and a),
R(TP∩Q) ⊆ R(TP) ∩R(TQ). (35)
We have d) from a) and b).
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.3 Proof of Thm. 1
We have to show that
Ssit-aware =
{
S ∈ S
∣∣∣∣ P = S ∩Sreduced,Γ(P ∪ Stask) = Γ(P)
}
, . (36)
We show that Γ(S ∪Stask)−Γ(S) = Γ(P ∪Stask)−Γ(P), which implies that Γ(S ∪Stask)−Γ(S) = 0 if and only
if Γ(P ∪ Stask)− Γ(P) = 0. This implies (36) by Proposition 2.
For any S ∈ 2S , we use (9) and (36) to define
P = S ∩Sreduced ∈ 2Sreduced and Q = S \ P. (37)
Proof for Γ(S ∪ Stask)− Γ(S) = Γ(P ∪ Stask)− Γ(P): We will use the claims:
1) dim (R(TQ) ∩R(TStask)) = 0, and
2) dim (R(TP) ∩R(TQ) ∩R(TStask)) = 0.
On applying Lemma 1b twice,
Γ(S ∪ Stask) = Γ(P ∪Q ∪ Stask)
= Γ(P) + Γ(Q) + Γ(Stask)
− dim (R(TP) ∩R(TQ))
− dim (R(TP) ∩R(TStask))
− dim (R(TQ) ∩R(TStask))
+ dim (R(TP) ∩R(TQ) ∩R(TStask)) . (38)
By our claims above, the last two terms in (38) is zero. By adding and subtracting an additional Γ(P) to (38), we have
Γ(S∪Stask) = Γ(P∪Q)+Γ(P∪Stask)−Γ(P). Since S = P∪Q, we have Γ(S∪Stask)−Γ(S) = Γ(P∪Stask)−Γ(P).
Proof of claim 1): By (10), for any s ∈ S \ Sreduced, dim (R(Ts) ∩R(TStask)) = 0. Therefore, for any s1, s2 ∈
S \Sreduced, dim (R(Ts1) ∩R(TStask)) = dim (R(Ts2) ∩R(TStask)) = dim (R(Ts1) ∩R(Ts2) ∩R(TStask)) = 0.
By applying Lemma 1b twice, we have Γ({s1} ∪ {s2} ∪ Stask) = Γ({s1} ∪ {s2}) + Γ(Stask). This also
implies that dim
(R(T{s1}∪{s2}) ∩R(TStask)) = 0. Using similar arguments inductively, we conclude that
dim (R(TQ) ∩R(TStask)) = 0 since Q ⊆ 2S \Sreduced .
Proof of claim 2): Clearly, R(TP) ∩ R(TQ) ∩ R(TStask) is a subset of R(TQ) ∩ R(TStask), which im-
plies that dim (R(TP) ∩R(TQ) ∩R(TStask)) is smaller than dim (R(TQ) ∩R(TStask)), by definition. Since
dim (R(TQ) ∩R(TStask)) = 0 (shown in claim 1), we have dim (R(TP) ∩R(TQ) ∩R(TStask)) = 0.
.4 Proof of Lemma 2
By (9), Γ(s ∪ Stask) = Γ(Stask) < Γ(s) + Γ(Stask) for each s ∈ Stask. Thus, Stask ∈ Sreduced.
By construction, Γ(Stask ∪ Stask) = Γ(Stask). Thus, Stask ∈ Ssit-aware,reduced.
.5 Proof of Corollary 1
Since Stask ⊆ (S ∪ Stask), we have Γ(S) = Γ(S ∪ Stask) ≥ Γ(Stask) for every S ∈ Ssit-aware (8), due to the
monotone increasing property of Γ(·).
.6 Proof of Corollary 2
To prove a), we note that for any S ∈ Ssit-aware with ktrust ≤ Γ(Stask), we have ktrust ≤ Γ(Stask) ≤ Γ(S) by
Corollary 1. Thus, S ∈ Strust.
To prove b), we note that for any S ∈ Strust, ktrust ≤ Γ(S) ≤ Γ(S ). Since ktrust = Γ(S ), Γ(S) = Γ(S ) for any
S ∈ Strust. By the monotone increasing property of Γ(·) (Proposition 3), we have Γ(S ) = Γ(S) ≤ Γ(S ∪ Stask) ≤
Γ(S ) which implies Γ(S) = Γ(S ∪ Stask). Thus, S ∈ Strust with ktrust = Γ(S ) implies S ∈ Ssit-aware by (8).
20
