In this article variational iteration method (VIM), established by He in (1999), is considered to solve nonlinear Bergur's equation. This method is a powerful tool for solving a large number of problems. Using variational iteration method, it is possible to find the exact solution or a closed approximate solution of a problem. Comparing the results with those of Adomian's decomposition and finite difference methods reveals significant points. To illustrate the ability and reliability of the method, some examples are provided.
Introduction
Burger's equation has attracted much attention. Solving this equation has been an interesting tasks for mathematicians. This equation has been found to describe various kinds of phenomena such as a mathematical model of turbulence and approximate theory of flow through a shock wave traveling in a viscous fluid [1, 2] . Numerical methods which are commonly used such as finite difference or characteristics method need a large amount of computation and usually the effect of round-off error causes the loss of accuracy. Analytical methods for solving Burger's equation are very restricted and can be used in very special cases; so they can not be used to solve equations of numerous realistic scenarios. He's variational iteration method is a powerful device for solving functional equations. This scheme has been used for fractional partial differential equations [3] , for solving Helmholtz equation [4] , for Burger and coupled Burger's equations [5] . Also authors of this paper have employed variational iteration method for solving fourth order parabolic equations [6] , linear and nonlinear systems of ordinary differential equations [7] , wave equations with initial and boundary conditions [8] , and hyperbolic differential equations [9] . Wazwaz has used this method for rational solutions for KdV, K(2, 2), Burger, and cubic Boussinesq equations [10] , and for solving singular initial value problems in the second order differential equations [11] .
The variational iteration method [12] [13] [14] [15] [16] is in fact a modification of general Lagrange multiplier method [17] . To illustrate the method, consider the following nonlinear equation
where L is a linear operator, N is a nonlinear operator, and g(t) is a known analytical function. According to variational iteration method, we can construct the following correction functional.
where λ is general Lagrange multiplier which can be identified via variational theory. u 0 (t) is an initial approximation with possible unknowns, andũ n is considered as restricted variation [18] , i.e. δũ n = 0. Therefore, we first determine the Lagrange multiplier λ that will be identified optimally via integration by parts. The successive approximations u n+1 (t) for the solution u(t) will be readily obtained upon using the obtained Lagrange multiplier and by using any selective function u 0 . Consequently, the exact solution may be obtained by using u = lim n→∞ u n .
Analysis of the method

One-dimensional Burger's equation
Consider the following one-dimensional Burger's equation with the following initial and boundary conditions;
Initial condition:
Boundary conditions:
where u = u(x, t) is the unknown function we are looking for in some domain, ν is a parameter (ν > 0), and u ∂u ∂x is the nonlinear term.
For solving Eq. (3) with initial condition (4), via VIM, its correction functional can be written as follows:
To make this correction functional stationary, having δu n (x, 0) = 0, we derive:
Its stationary conditions can be determined as follows:
From which the Lagrange multiplier can be identified as λ = −1, and the following iteration formula is obtained,
Beginning with u 0 = u(x, 0) = f (x), the approximate solution of (3) can be determined by iterative formula (6) .
Similarly, to solve Eq. (3) with boundary conditions (5) by VIM we have:
To find optimal value of λ, having δu n (0, t) = 0, leads to
This yields:
Therefore, the stationary conditions are obtained as:
This results in:
And desired iterative relation can be constructed as:
Beginning with u 0 = f 1 (t) + xf 2 (t), the approximate solution of (3) can be determined via iterative formula (7).
Two-dimensional Burger's equations
Consider the following system of two-dimensional Burger's equations [19] ;
Subject to initial conditions,
And boundary conditions,
where
and ∂D is its boundary, u(x, y, t) and v(x, y, t) are the velocity components to be determined, f , g, f 1 , and f 2 are known functions, and R is the Reynolds number.
To solve system (8) with initial condition (9), we can construct the following correction functionals:
Following the analysis presented above, the stationary conditions can be obtained as follows:
The Lagrange multipliers can be identified as follows;
Let's take initial conditions, as initial approximations:
The desired iterative scheme is found as follows:
Examples
In this part four examples are provided to illustrate the method, its effectiveness and simplicity.
Example 1.
Consider the following initial value equation [20] :
For this example, iterative formula (6), can be written as
Starting with u 0 (x, t) = 2x, the following results can be derived from iterative formula (12), 
This is an exact solution.
Example 2. Consider the following partial differential equation [21] :
He's variational iteration method leads to the following iterative scheme:
Starting with u 0 (x, t) =
2νt 2 x, and using iterative formula (13), the following results are obtained: 2835(2) 9 ν 9 t 10 − · · ·
This is also an exact solution.
It's worth pointing out that the results of Examples 1 and 2 are exactly the same as the result of applying Adomian decomposition method [21, 20] . As an advantage of Variational iteration method over Adomian decomposition procedure, the former method provides the solution without calculating Adomian's polynomials. This technique solves the problem without any need for discretization of the variables.
Example 3.
Consider the two-dimensional Burger's equation (8), with the following initial conditions:
Via He's variational iteration method, we have:
Considering the initial approximations u 0 (x, y, t) = x + y, v 0 (x, y, t) = x − y,and applying Variational iteration formula (14) , other terms of the sequence are computed as follows: 
Table 1
The VIM results for u(x, y, t) for the first five approximations with R = 1. 
which are exact solutions.
Example 4.
Let's consider system of Burger's equations (8) , with the following initial conditions [19] :
With the exact solutions:
To solve system (8) by VIM, we follow the same procedure discussed in example (3) and obtain the iterative relations (14) ; in this example initial approximations (15) are considered. The accuracy of VIM for the system of two-dimensional Burger's equation agrees very well with the exact solutions, and absolute errors are very small for the present choice of x, y, and t.
These results are shown in Tables 1-4 for R = 1 and R = 10. 
