This study focuses on the recursive identification of the time-varying modal parameters of on-orbit spacecraft caused by structural configuration changes. For this purpose, an algorithm called recursive predictor-based subspace identification is applied as an alternative method to improve the computational efficiency and noise robustness, and to implement an online identification of system parameters. In the existing time-domain identification methods, the eigensystem realization algorithm and subspace identification methods are usually applied to obtain the on-orbit spacecraft modal parameters. However, these approaches are designed based on a time-invariant system and singular value decomposition, which require a significant amount of computational time. Thus, these methods are difficult to employ for online identification. According to the adaptive filter theory, the recursive predictor-based subspace identification algorithm can not only avoid the singular value decomposition computation but also provide unbiased estimates in a general noisy framework using the recursive least squares approach. Furthermore, in comparison with the classical projection approximation subspace tracking series recursive algorithm, the recursive predictor-based subspace identification method is more suitable for systems with strong noise disturbances. By establishing the dynamics model of a large rigid-flexible coupling spacecraft, three cases of on-orbit modal parameter variation with time are investigated, and the corresponding system frequencies are identified using the recursive predictor-based subspace identification, projection approximation subspace tracking, and singular value decomposition methods. The results demonstrate that the recursive predictorbased subspace identification algorithm can be used to effectively perform an online parameter identification, and the corresponding computational efficiency and noise robustness are better than those of the singular value decomposition and projection approximation subspace tracking series approaches, respectively. Finally, the applicability of this method is also verified through a numerical simulation.
Introduction
On-orbit identification experiments of structural modal parameters had been implemented on some spacecraft, 1,2 such as the Hubble Space Telescope (HST) 3 and Engineering Test Satellite (ETS) series. [4] [5] [6] Currently, these identification experiments are all based on time-invariant systems. For example, when the on-orbit identification of the ETS-VI satellite was performed, the solar panels were locked at a fixed angle to avoid the influence of rotation on the system modal parameters. However, in practice, the system modal parameters can be changed via solar panel rotation, antenna deployment, docking with another spacecraft, or capturing another moving body. In particular, the change in configuration may cause the structural parameters to vary with time because the spacecraft's dimension and mass becomes increasingly large. 7, 8 For instance, the solar panel rotation of the ETS-VIII can cause a maximum of 25% change in the structural parameter. 9 In addition, from the perspective of actual operations, we also expect that on-orbit identification experiments can be implemented without affecting the normal operating conditions of the spacecraft, thereby avoiding additional propellant consumption.
In the existing time-domain identification approaches for the spacecraft modal parameters, the eigensystem realization algorithm (ERA) had been successfully applied for parameter identification experiments and operational modal analysis many times. 10, 11 The ERA is a typical system realization method. By constructing the system Hankel matrix, the singular value decomposition (SVD) is used to determine the system order and separate the noise signals; then, the modal parameters can be obtained from the identified state-space model. The ERA is commonly used to estimate the spacecraft modal parameters because only impulse responses are required in identification. In addition, a type of extended ERA called the observer/Kalman filter identification (OKID) method was also developed and had been used to identify the state-space model and modal parameters of the HST using the system input and output (I-O) signals simultaneously. 12 The ERA series was proved as a reliable identification algorithm for time-invariant systems, and the algorithm has a certain degree of noise immunity because of the use of the SVD technology. Besides the ERA, some subspace identification methods (SIM), such as the subspacebased state-space system identification (4SID), 4 numerical algorithms for subspace state-space system identification (N4SID), 5 and covariancedriving stochastic subspace identification (SSI), 13 are also used to identify the spacecraft modal parameters. However, because the classical ERA and SIM are proposed based on the time-invariant model, 4, 5, [10] [11] [12] [13] for a common time-varying system, some approaches that are more appropriate need to be provided.
In this case, repeated-experiment methods based on subspace estimation had been proposed to estimate the system time-varying modal parameters, [14] [15] [16] such as the pseudo-modal method by Liu. 17 These algorithms can be considered as improvements of the time-invariant identification methods. Multiple sets of I-O data are applied to overcome the problem of data insufficiency in time-varying systems. It means that repeated experiments are conducted during the identification process, and the corresponding state-space model can be identified by computing the observability matrix at each sampling time. The repeated-experiment methods can effectively determine the order of a system and estimate the time-varying parameters. Nevertheless, a high computational complexity is still required in SVD, and the repeated experiments also mean that the amount of required total data is large. Therefore, the repeated-experiment methods (hereafter called SVD methods for short) are not very suitable for online identification. Some control methods such as the self-adaptive control must often require the latest dynamics parameters for updating the controller parameters in real time. Consequently, a faster identification algorithm is necessary.
Because the computational efficiency of SVD methods is affected obviously by the system order, a series of recursive identification algorithms based on the theory of signal subspace projection had been proposed. [18] [19] [20] [21] Among these algorithms, the most representative approach is the projection approximation subspace tracking (PAST) algorithm. 22 Signal subspace iteration is applied in these methods (hereafter called the PAST series methods) instead of the classical SVD to track the time-varying signal subspace matrix from the I-O data. When the initial value of a system vector is determined, the time-varying system observability matrix can be estimated iteratively using the I-O data of each sampling time, i.e. the identification process of the time-varying modal parameters is performed in real time. Thus, the PAST series methods improve the computational efficiency and they have a good tracking ability for rapidly time-varying systems.
To ensure that the identified state-space model can converge to a constant state basis, a novel recursive algorithm called recursive predictor-based subspace identification (RPBSID) was developed based on the classical predictor-based subspace identification (PBSID) method. 23 The PBSID series approach was proposed based on the closed-loop system. It was a well-established technique to identify the system models and provide an unbiased state estimation. 24, 25 To further improve the computational efficiency and noise immunity of the PBSID and PAST series methods, 18, 19, 22, 26 an adaptive filter is applied in the RPBSID algorithm to overcome the noise influence. Furthermore, the vector autoregressive with exogenous input (VARX) predictor is also employed to provide an asymptotically consistent estimate. Therefore, the RPBSID method can not only avoid the SVD computation (thereby requiring a much lower memory) but also increase the ability of noise resistance. The PBSID and RPBSID methods had been already applied to modal parameter identification experiments for some time-invariant/variant mechanical and aeronautical systems; 25, [27] [28] [29] however, few studies had investigated the spacecraft parameter identification.
The primary purpose of this study is to investigate the recursive identification problem for the time-varying modal parameters of on-orbit spacecraft caused by configuration changes. A rigid-flexible coupling dynamics model of a large spacecraft is established, and the control torque and corresponding attitude/ vibration signals are selected as the system I-O signals. Different from the frequently used spacecraft identification approaches, 4, 5, [10] [11] [12] [13] the RPBSID as an online algorithm is used in this study to improve the computational efficiency and noise robustness. In the authors' previous research, 26 the application of the PAST method for the identification of time-varying modal parameters was discussed, and the results proved that stronger noise signals in the system will obviously affect the identified accuracy for this approach. As a result, the RPBSID algorithm based on an adaptive filter is used to verify the corresponding noise immunity and method applicability. For this purpose, the computational complexity of RPBSID is investigated and various types of on-orbit situations in nature that may cause the modal parameters to vary with time are considered. The simulation results show that the RPBSID method can be used for the online identification of spacecraft modal parameters. Moreover, the results also demonstrate that the RPBSID algorithm has a better computational efficiency than the SVD method and it has a stronger noise resistance ability than the PAST series algorithms. The present investigation can provide a reference for the choice of identification methods under different time-varying conditions.
The contents of this paper are organized as follows. The upcoming section reviews the dynamics modeling of a rigid-flexible coupling spacecraft, and the timevarying state-space model of the spacecraft is provided. The RPBSID algorithm is briefly introduced next, and the identification procedure for the timevarying modal parameters is summarized. In a later section, the system I-O signals required for the identification are designed and a number of spacecraft onorbit cases are simulated to verify the identification capability of the RPBSID algorithm on the timevarying modal parameters. In addition, the applicable conditions for this recursive method are also discussed. Finally, some conclusions are presented in the last section.
Dynamics modeling of rigid-flexible coupling spacecraft
An on-orbit spacecraft can usually be considered as a central rigid body with several flexible appendages. Then, for a spacecraft with N appendages, we define
attitude angle and angular velocity vectors of the spacecraft respectively, where the subscripts x, y, and z denote the variables for the roll, pitch, and yaw directions, respectively. Then, the following three assumptions are employed in the paper: (1) the origin of the body frame is located at the mass centre of the whole spacecraft, it also implies that the spacecraft translation motion can be decoupled from the rotation motion; (2) it is assumed that the attitude rotation motion of the spacecraft is slow, then the angular velocity of the spacecraft is small, i.e. x % _ w. Besides, based on the slow-motion assumption, some nonlinear terms in equation derivation will also be considered as the high-order small quantities and thus are neglected; (3) this paper does not consider the effects of orbital factors and gravity gradients on spacecraft structural identification. Therefore, the kinetic energy T total and potential energy V total of the system can be written as
where m is the total spacecraft mass, P and F denote the modal momentum and modal angular momentum influence coefficient matrices respectively, and J is a 3 Â 3 moment of inertia matrix of the spacecraft.
vector of the spacecraft. g i and :
) are a i Â 1 modal coordinate and corresponding i Â i modal stiffness matrix of the ith appendage, respectively, where i denote the selected number of vibrational modes of the ith appendage. The superscript T denotes transposition. Thus, the Lagrange function of this system can be expressed as
If we define a generalized coordinate vector " X as
and then substitute equation (3) into the following Lagrange equation
where " Q is the system generalized force, the dynamics equations of the rigid-flexible coupling spacecraft can be obtained as
where fðtÞ and uðtÞ are the control force and torque respectively; i and : i are the damping ratio and the stiffness matrix of the ith appendage, respectively. More detailed procedures on the spacecraft modelling can be found in other studies. 30 To simplify the discussion, this study does not consider the translational motion of an on-orbit spacecraft, but is only concerned with the rotational motion of the structure; thus, equation (6) , which concerns spacecraft translational motion, will be ignored in subsequent analysis based on the previous assumption. Furthermore, if the spacecraft structural configuration changes during on-orbit operation, then corresponding variations in the system dynamics model and modal parameters will occur, and the matrices J and F in equations (7) and (8) will vary with time. Therefore, the time-varying form with respect to the dynamics equations (7) and (8) can be further expressed as follows
We define a state vector n as follows
Then equations (9) and (10) where I is a unit matrix. Thus, equation (12) can be rewritten in the following state-space form
where xðtÞ ¼ n T ðtÞ, _ n T ðtÞ h i T is an n Â 1 state vector. AðtÞ is an n Â n system matrix and BðtÞ is an n Â r input matrix expressed respectively as
Moreover, the system measurement equation can be given as follows
where C is an m Â n output matrix where
) is the corresponding modal matrix of the ith appendage and is determined by finite element modeling (FEM) in numerical simulation. Hence, we have established the dynamics model of the rigid-flexible coupling spacecraft. Certainly, the real spacecraft will be more complex, and some complicated conditions in the modeling such as the influences of heating and periodic excitation are ignored for the time being and will be considered in future research.
Time-varying modal parameter identification using the RPBSID algorithm
In this section, the innovation forms of the state-space equations (13) and (14) are introduced and the theoretical framework of the RPBSID method is described to identify the state-space models AðtÞ, BðtÞ, C È É recursively from the I-O data. If the state-space models are obtained, then the time-varying modal parameters of the spacecraft can easily be estimated online from the system matrix AðtÞ.
Innovation form of the state-space equation and reconstruction of the I-O data
The discrete forms of equations (13) and (14) with process and measurement noises can be described as follows xðk þ 1Þ ¼ AðkÞxðkÞ þ BðkÞuðkÞ þ w n ðkÞ ð 15Þ
where the vectors w n ðkÞ and v n ðkÞ are the system process and measurement noise respectively. The Kalman filter theory is adopted in the RPBSID, and the innovation forms for equations (15) and (16) where eðkÞ and KðkÞ denote the white innovation sequence and Kalman gain matrix, respectively. This study only focuses on the open-loop system, and thus the matrix KðkÞ is selected as zero Nonetheless, the matrix K ¼ 0 is still retained in the subsequent section to attain completeness of the formula derivation process. Moreover, by comparing equations (15) and (17), it can be found that the process noise w n ðkÞ is zero, i.e. only the measurement noise v n ðkÞ is involved in the study. We define a past window denoted by p and a future window denoted by f, which should satisfy p5 f 5n=m to ensure that the VARX parameters can be solved by the least squares method. Then, the stacked vectors for the input uðkÞ are defined as follows and the stacked vectors " yðk À pÞ, " yðk þ f Þ, " eðk À pÞ, and " eðk þ f Þ are defined in a similar manner. Moreover, the stacked matrices UðkÞ and "
UðkÞ for the input uðkÞ can be defined as 
and the stacked matrices YðkÞ and " YðkÞ are also defined in a similar manner. According to the definition of equation (19), equations (17) and (18) can be expressed as
where Definition and update of the VARX predictor Define a one-step-ahead vector VARX predictor as 24 yðkÞ
where the superscripts ðÁÞ ðuÞ and ðÁÞ ð yÞ in matrix . denote the relations with the input u and output y respectively. The VARX parameter matrices .
ðuÞ and .
ð yÞ in equation (23) are described by
Based on equations (24) and (25) 
where the forgetting factor 1 satisfies 0 ( 1 41 to make the weight of the past data lower than the more recent data. Next, we define two VARX parameter matrices, PðkÞ and QðkÞ, from matrix . as follows Thus, if the state-space system order n can be determined by using a priori knowledge, then the state vector xðkÞ in equation (21) can be obtained by the stack vectors, " uðk À pÞ and " yðk À pÞ, and the VARX parameter matrices, PðkÞ and QðkÞ, as follows xðkÞ ¼ S½PðkÞ" uðk À pÞ þ QðkÞ" yðk À pÞ ð32Þ 
Recursive PBSID method
In the previous section, the VARX parameter matrix . was defined and the corresponding recursive update form was constructed. Thus, the state vector xðkÞ can be determined using the I-O data. In this section, the recursive form of the state-space model parameters AðkÞ, BðkÞ, CðkÞ, DðkÞ ½ will be derived. First, equations (17) and (18) Using the vector eðkÞ and output data yðkÞ, in a form similar to equation (29), the recursive form of matrix ?
ð yÞ ðkÞ can be obtained using the RLS filter as follows 23, 31 "ðkÞ 
Identification of the time-varying modal parameters
If the system matrix AðkÞ has been derived, then the identification of the time-varying modal parameters (i.e. pseudo-modal parameters) of the system can be implemented. 17 The eigenvalue decomposition of system matrix AðkÞ at sampling time k is 
Summary of the identification procedures
The RPBSID algorithm procedures for identifying the time-varying modal parameters are summarized in Table 1 . Here, the computational complexity and system tracking ability of the RPBSID, PAST, and SVD identification methods are compared. Concerning the computational complexity of these three methods, because of the parameters p5 f 5n=m in the RPBSID algorithm, the computational complexity of the method can be approximated as Oðn 2 Þ flops per iteration for an n-order state-space system. In the same manner, the computational cost of PAST can be calculated, and it is also almost Oðn 2 Þ.
23
However, for the common SVD methods, the computational complexity is at least Oðn 3 Þ owing to the application of SVD. Therefore, the computational cost for recursive algorithms, such as RPBSID and PAST, is lower than that of the SVD method. In particular, when the order n of the spacecraft system is high, the improvement in computational efficiency of the recursive algorithms is even more obvious.
With regard to the tracking ability of the timevarying system for the three algorithms, if the parameters of a system are gradually varying with time, all the three methods can track and obtain the system time-varying parameters timely and effectively. However, for a rapidly varying system model, the RPBSID and PAST algorithms need to update the I-O data at each sampling time point; therefore, the corresponding tracking speed for the time-varying parameters is slower than that of the SVD methods, which is based on the ensemble data in a period. In particular, it is difficult to track the rapidly varying parameters accurately using the RPBSID, and hence, it is mainly used for gradually varying systems.
Numerical examples
In the numerical examples, a dynamics model of the Japan ETS-VIII satellite is established, and three situations in which the on-orbit modal parameters vary with time are investigated. The RPBSID, PAST, and SVD methods are implemented to identify the timevarying frequencies for each situation, and the computational accuracy and efficiency of the three approaches are compared. In addition, the effects of different measurement signal-noise-ratios (SNRs) for the three algorithms are also examined.
Description of the satellite model and design of the system I-O signals
The ETS-VIII satellite was launched in 2006 by Japan to provide digital communications for mobile telephones and other mobile devices. The satellite is geosynchronous at an altitude of approximately 35,786 km. The satellite has four large flexible appendages, including a pair of deployable antenna reflectors and a pair of solar array panels. The dimension of the 
Step 2: Construct the matrices PðkÞ and QðkÞ from matrix .ðkÞ by equations (30) and (31).
Step 3: Estimate the state vector xðkÞ using PðkÞ and QðkÞ:
xðkÞ ¼ S½PðkÞ " uðk À pÞ þ QðkÞ" yðk À pÞ
Step 
Step 5: Extract the corresponding block matrix in ? ð xÞ and ? ð yÞ at each sampling time from equations (38) and (41) to obtain the state-space model parameters AðkÞ, BðkÞ, CðkÞ and DðkÞ.
Step 6: Compute the time-varying modal parameter at each sampling time k by equation (42).
entire spacecraft is approximately 40 mÂ40 m at onorbit operational state. 32 Consequently, this satellite can be considered as a large rigid-flexible coupling space structure.
The satellite model is simplified based on the following conditions: the antenna reflectors are considered as plane truss structures, and the central rigid body of the satellite is considered as a solid cuboid. The panels and reflectors are hinged to the central rigid body by a linkage. Moreover, the four appendages are composed of a homogeneous material. In addition, the gravitational gradient torque is omitted here because ETS-VIII is geosynchronous. Finally, it is assumed that the mass centre of the entire satellite is the coordinate origin, and the origin of each appendage coordinate is established at the hinge joint of the central rigid body and the appendage. Based on these assumptions, the configuration of the simplified ETS-VIII model is shown in Figure 1 , where the notations {s1, s2, a1, a2} are used to denote the north/south solar panels and the A/B antenna reflectors, respectively.
In the simulations, the structural parameters of the satellite model are as shown in Figure 2 , and the frequencies of the appendages about panels s1/s2 and antennas a1/a2 can be determined by FEM. The resulting values are presented in Table 2 . The corresponding appendage damping ratios are s1 ¼ s2 ¼ a1 ¼ a2 ¼ 0:01, and the values of other parameters are provided in the Appendix. In these simulations, the first three frequencies for each appendage are selected, namely s1 ¼ s2 ¼ a1 ¼ a2 ¼ 3 in equation (12) . Consequently, the statespace model order of the satellite system is n ¼ ð3 þ 4 Â 3Þ Â 2 ¼ 30.
To simulate the control torque signal produced by the satellite reaction wheel, the input signal designed for the simulations is shown in Figure 3 . In addition, the situation of sensor placement for collecting the output signal of the appendages is also considered: the out-of-plane vibration response signals of some nodes on each appendage are selected as the output signals (see Figure 4) . Moreover, the attitude angle and angular velocity input signals can be measured using the gyros and star sensor. Therefore, the output matrix C of equation (14) is constructed by extracting the corresponding elements from the modal matrix ( i (i ¼ {s1, s2, a1, a2}). More detailed contents, about the design of input signals and the position selection of vibration output signals, can be found in other references of on-orbit identification experiments. 4, 5, 9, 12 Identification results of the modal parameters
In the simulation, the measurement noise is a stationary zero-mean Gaussian random noise and the SNR is selected as 40 dB. The parameters in the RPBSID method are selected as p ¼ 15 and f ¼ 10 to ensure that the rank of the stacked matrix is larger than the system order n. The initial recursive parameters are selected as 1 ¼ 2 ¼ 3 ¼ 0:9 4 0 to make sure that the recursive problem is well conditioned in the first iterations, and the forgetting factors are 1 ¼ 2 ¼ 3 ¼ 0:98 to weight past data less than recent data. 23 The system sampling interval is Át ¼ 0.1 s. Thus, the following three cases of timevarying modal parameters are investigated.
Case 1: The modal parameter gradually changes linearly. In this case, a situation of spacecraft mass change due to the influence of propellant consumption is simulated. Certainly, propellant consumption is a very gradual and discontinuous process for a real on-orbit spacecraft. However, in this study, the authors assume that this procedure is linearly time varying, i.e. the propellant consumption is considered to be 'rapid and continuous' (as in the process of rocket launching) to verify the properties of the aforementioned three identification approaches.
Under the above-described assumption, the spacecraft central mass m r has the following relationship of linear variation
where m r1 and m r2 are the mass of the satellite central rigid body before and after the propellant consumption respectively, p is the propellant consumption rate per second, and t p is the corresponding working time. In this simulation, m r1 ¼ m r ¼ 2400 kg, and the consumption rate is p ¼ 0:2 kg/s. For this satellite dynamics model, the first threeorder frequencies represent the rigid body rotation of the satellite and the corresponding values are zero. Therefore, the system vibration frequencies caused by the flexible appendages start from the fourth order. However, only several order frequencies are linearly varying while the others are still constant; it means that only some vibrational frequencies will be affected by the mass change. In this simulation, the first four order varying frequencies are the 5th, 7th, 9th, and 11th. Then, the three methods aforementioned are employed, and the results of the 5th, 7th, 9th, and 11th frequencies are shown in Figure 5 . The average relative errors of each time-varying frequency Figure 6 . Spacecraft structure docking. between the original value and identification results are presented in Table 3 . Figure 5 and Table 3 illustrate that for the common linearly varying modal parameters, all three algorithms can effectively identify the frequencies of the system and the relative error is less than 5%. Note that the PAST and RPBSID recursive algorithms both require an iteration process to obtain values that are close to the system original value because of the arbitrarily selected initial value. Hence, the identification error is obviously in the front components of the iteration process (before t ¼ 50 s in Figure 5 ), and the tracking accuracy will become gradually stable as the iteration proceeds. Thus, for the identified relative errors in Table 3 , only the values in the stable tracking phase (namely t ¼ 50 s to 120 s in Figure 5 ) are computed.
Case 2: The modal parameter step changes. In Case 2, the spacecraft docking problem is considered, i.e. when the central rigid body of the spacecraft docks with two extra cubic structures at the Z-axis (the yaw axis shown in Figure 6 ). To simplify the procedures of the modeling and analysis, here directly assume that the docking procedure will not change the mass centre of the entire satellite in this simulation. Nevertheless, it also should be noticed that the position of mass centre will be changed definitely in a typical docking operation because there is rarely the case that two space structures are docked symmetrically. Therefore, it is just a very ideal situation in this simulation and the purpose is only to verify the identification ability of the recursive algorithm for the time-varying system. The dimension and mass of the docked cubic structures are both provided as 2.35 Â 2.45 Â 3 m 3 and 600 kg, respectively. Consequently, the spacecraft central mass m r in the docking process changes with time t as and docking will cause the dimension and mass of the spacecraft central rigid body to change and thus, the system frequencies also exhibit step changes. The other simulation conditions are the same as those of Case 1. Consequently, the frequency identification results of the three aforementioned methods are shown in Figure 7 . Figure 7 shows that the RPBSID and PAST recursive algorithms can track the frequencies with step change, but they require a longer iterative time to update the I-O data at each sampling time point. In other words, the simulation results prove that the response speed of the tracking step variation for the two recursive algorithms is slower than that of the SVD method because the SVD method is an 'ensemble' identification approach. 14 The average relative errors of each frequency using the three approaches are given in Table 4 . The results show that the relative errors of the recursive algorithms are larger than those of the SVD method. However, if the identified values near the step points are ignored, i.e. only the relative error at the stabilization stage is computed, then the three approaches have almost the same computational accuracy as presented in Table 5 . The results in Table 5 also illustrate that the identified errors of the recursive algorithms mainly exist at the step phase.
Case 3: The modal parameter periodically changes. Solar panels of on-orbit satellites always rotate around the pitch axis so that they continually face the sun. Based on the expressions of equations (9), (10) , and (45), it can be found that the moment of inertia matrix JðtÞ will be time-varying with the change of the matrix TðtÞ in equation (45) when the solar panels rotate. Thus, the rotation of solar panels can cause periodic changes in the satellite modal parameters. 7 In Case 3, the solar panels are rotated at a constant angular velocity _ , as shown in Figure 8 , where the rotational speed is selected as _ ¼ 1.8 deg/s in the numerical simulation. In the first ten-order frequencies of the established satellite model, only the 7th and 9th frequencies periodically change because of the solar panels' rotation, while the other orders remain constant. The identification results of the two time-varying frequencies are shown in Figure 9 , and the corresponding average relative errors are provided in Table 6 . From Figure 9 and Table 6 , both the PAST and SVD approaches are found to be able to identify the time-varying frequencies effectively. However, there is a larger identification error for the RPBSID algorithm. This is because the recursive method is generally appropriate for gradually time-varying and time-invariant systems according to the theoretical analyses in the 'Summary of the identification procedures' section.
In the simulations, the rotating speed _ of the solar panel is reduced to 0.2 or 0.1 deg/s to make the original system degrade as a gradually time-varying model, while the other simulation parameters are the same as previously mentioned. Then, the identified results for the 7th and 9th time-varying frequencies are identified again using the RPBSID as shown in Figures 10 and 11 . The corresponding average relative errors for different values of rotating speed _ are compared in Table 7 . The identified results in Figures 10 and 11 with reduction of the rotating speed are more accurate than those of _ ¼ 1.8 deg/s. Therefore, the results shown in Figures 10 and 11 and Table 7 once again demonstrate that the RPBSID algorithm is more suitable for gradually varying and time-invariant systems.
Discussion
Comparison of computational efficiency for the RPBSID, PAST, and SVD methods. In the 'Summary of the identification procedures' section, the computational complexity of the RPBSID, PAST, and SVD approaches was discussed. Here, the computational efficiency of these three methods is further evaluated using the simulation results. Under the aforementioned simulation condition, the system order for the established model was selected as n ¼ 30. Furthermore, for higher values of the system order n, the average computational times of the simulations in MATLAB for different orders are provided in Table 8 for comparison (30 times Monte Carlo experiments for each method). Table 8 indicates that the computational efficiencies of the RPBSID and PAST algorithms are almost the same and are higher than those of the SVD method. The simulation results also confirm the conclusion of the analysis for computational complexity in the 'Summary of the identification procedures' section: the computational time of SVD is found to be much larger than that of the recursive algorithms. In Table 7 . Average relative error of frequencies with periodical change using the RPBSID algorithm for different angular velocities _ . particular, when the system order n increases, the difference in computational time between the recursive and SVD methods is more obvious.
Comparison of the three algorithms at different SNRs. In this section, the identification ability of the RPBSID, PAST, and SVD approaches for different SNRs is examined. Here, we only discuss the gradually time-varying system of Case 1 in the 'Identification results of the modal parameters' section. In the simulation, the SNRs of the measurement signal are selected as 40, 30, 25, and 15 dB. The identification results and average relative error of the fifth frequency using the three methods are shown in Figure 12 and Table 9 respectively. The results in Figure 12 and Table 9 illustrate that the RPBSID and SVD methods still have acceptable identification accuracy for the case of SNR ¼ 15 dB because the RPBSID algorithm is proposed based on a closedloop system and an adaptive filter is used in the derivation procedure. However, a lower SNR significantly influences the identified results for the PAST recursive algorithm. Therefore, the noise immunity ability of RPBSID is better than that of the PAST series. The simulation results prove that the RPBSID algorithm can track the frequency effectively at lower SNRs.
Conclusions
In this study, the RPBSID algorithm, which is different from the SVD and PAST methods, was applied to identify the time-varying modal parameters of an onorbit large flexible spacecraft. By designing the attitude and vibration I-O signals of the spacecraft, three cases of on-orbit modal parameter variation with time were investigated using these three methods, and the corresponding algorithm complexities were compared. The simulation results showed that the RPBSID algorithm can be used for online parameter identification. Moreover, the results also demonstrated that the recursive algorithm has a better computational efficiency than the SVD method for high-order system and a higher identification precision than the PAST series recursive approaches under lower SNRs. In particular, considering that most actual on-orbit spacecraft involve a closedloop system, the RPBSID is more appropriate.
However, some problems on the RPBSID algorithm still need to be addressed: (1) this method usually requires some prior knowledge such as the system order n, and (2) this recursive algorithm is only suitable for a gradually time-varying system such as Case 1 in the 'Identification results of the modal parameters' section, and the identification ability for a rapidly timevarying system such as Case 3 will be poor. From the simulation results of Cases 2 and 3, it can also be concluded that this method requires a long tracking time or a sufficiently small sampling time as shown in Figures 9 to 11 . This conclusion is in agreement with the findings from Houtzager et al. 23, 33 Therefore, determining how to improve the tracking ability of the RPBSID algorithm for a rapidly time-varying system must be investigated in future research. Table 9 . Average relative error of the 5th frequency for the three methods with different SNR values (t ¼ 50 s to 120 s in Figure 12 ).
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