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Abstract
It is known that the class of all graphs not containing a graph H as
an induced subgraph is cop-bounded if and only if H is a forest whose
every component is a path. In this study, we characterize all sets H
of graphs with some k ∈ N bounding the diameter of members of H
from above, such that H-free graphs, i.e. graphs with no member of
H as an induced subgraph, are cop-bounded. This, in particular, gives
a characterization of cop-bounded classes of graphs defined by a finite
set of connected graphs as forbidden induced subgraphs. Furthermore,
we extend our characterization to the case of cop-bounded classes of
graphs defined by a set H of forbidden graphs such that there is k ∈ N
bounding the diameter of components of members of H from above.
1 Introduction
A game of cops and robbers is a pursuit game on graphs, or a class of graphs,
in which a set of agents, called the cops, try to get to the same position as
another agent, called the robber. Among several variants of such a game, we
solely consider the one introduced in [1], which is played on finite undirected
graphs. Hence, we shall simply refer to this variant as “the” game of cops and
robbers. Let G be a simple undirected graph. Consider a finite set of cops
and a robber. The game on G goes as follows. At the beginning of the game
(step 1) each cop will be positioned in a vertex of G and then the robber
will be positioned in some vertex of G. In each of the subsequent steps each
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agent either moves to a vertex adjacent to its current position or stays still,
with the robber taking turn after all of the cops. The cops win in a step i of
the game if in that step one of the cops gets to the vertex where the robber
is located. The minimum number of cops that are guaranteed to capture
the robber on G in a finite number of steps is called the cop number of G
and denoted C(G). Graph G is said to be k-copwin (k ∈ N) if C(G) ≤ k.
Since the cop number of a graph is equal to the sum of the cop numbers of
its components, whenever the cop number of a graph G is concerned G is
considered to be connected, unless otherwise is stated. A class G of graphs
is called cop-bounded if there is k ∈ N such that C(G) ≤ k for every G ∈ G.
Among the class of graphs with a bounded cop number one can mention the
class of trees, which is cop-bounded by one, and the class of planar graphs,
which is cop-bounded by three [1].
In this paper we study the game of cops and robbers on classes of graphs
defined by a set of forbidden induced subgraphs and aim to characterize such
classes which are cop-bounded.
Definition 1. Let H be a set of graphs. A graph G is called H-free if no
graph in H is an induced subgraph of G. If H is a singleton, say {H}, we
shall use {H}-free and H-free interchangeably.
Our point of departure is the following theorem which characterizes graphs
H such that the class of H-free graphs is cop-bounded.
Theorem 1 ([4]). The class of H-free graphs has bounded cop number if and
only if every connected component of H is a path.
Theorem 1 in particular implies that the class of claw-free graphs is not
cop-bounded. In this regard, in Section 2 we present some subclass of claw-
free graphs which are cop-bounded and show winning strategies for some
constant number of cops on each class. Section 3 is devoted to presenting
a tool (Lemma 7) that plays a part in establishing necessary and sufficient
conditions on H for the class of H-free graphs be cop-bounded, in case the
diameters of the members of H have a bound, as presented in Theorem 9,
Section 4. In Section 5 we extend Theorem 9 to the case that the diameters
of components of members of H have a bound (Theorem 11).
Notation. Let U and W be disjoint subsets of the vertex set of a graph G.
Then we write U ⇔G W (or simply U ⇔ W if the graph G is understood
from the context) to mean that every vertex in U is adjacent to every vertex
in W .
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Definition 2 (Clique Substitution). Let G(V,E) be a graph and v ∈ V (G).
The clique substitution at v is the graph obtain from G by replacing v with
a clique of size |NG(v)| and matching vertices in NG(v) with the vertices
of that clique. The clique substitution of G is the graph obtained from G
by performing clique substitutions at all vertices of G. We refer to a clique
substituted for a vertex of G as a knot (of K(G)).
Definition 3. Let G be a graph and k ∈ N. The operation of introducing k
vertices in the interior of every edge of G, making edges of G into internally
disjoint k + 2 paths, is called k-subdivision of G.
The aforementioned operations are specially useful in this research, as
neither can reduce the cop number of a graph:
Lemma 2. [4, 3] The operations of clique substitution and k-subdivision (for
any k ∈ N) do not reduce the cop number of any graph.
In addition, we shall be using the fact that cubic graphs are not cop-
bounded:
Theorem 3. [2] For every k ≥ 3 the class of k-regular graphs is cop-
unbounded.
2 Cops Number of Some Classes of Claw-free
Graphs
We shall use Ha, Hb, Hc, and Hd to denote claw, bull, net, and antenna, as
shown in Figure 1.
(a) Claw (Ha) (b) Bull (Hb) (c) Net (Hc) (d) Antenna (Hd)
Figure 1: Claw, Bull, Net, and Antenna
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Definition 2.1 (Generalized claw and net). With n1, n2, n3 ∈ N ∪ {0} and
x ∈ {a, c}, we denote the graph obtained by replacing the degree one vertices
in Hx with disjoint paths on n1, n2, and n3 vertices by Hx(n1, n2, n3), calling
it a generalized claw or net, according as x = a or x = c. For n ∈ N∪{0}, we
denote Hx(n, n, n) simply by Hx(n), calling it the n-claw or n-net, according
as x = a or x = c.
Note that by Theorem 1, for each x ∈ {a, b, c, d} the class of Hx-free
graphs is cop-unbounded. We shall consider the game of cops and robbers on
the following classes of graphs and for each of them provide an upper bound
for the cop number of its members.
• Cl1 : the class of connected claw- and bull-free graphs;
• Cl2 : the class of connected claw-, net-, and antenna-free graphs;
• Cl3 : the class of connected claw- and net-free graphs.
In what follows we also denote the class of connected claw-free graphs by Cl.
Lemma 4. Let G be a connected graph of order ≥ 2. Pick any two adjacent
vertices u0 and u1 of G and let U be the set of neighbor of u0 in G− u1. Let
H be the graph obtained from G by removing U . Set N0 = {u0}, and for each
i ∈ N let Ni be the ith neighborhood of u0 in H. In other words, for every
i ∈ N ∪ {0} let Ni = {v ∈ V (H) : dH(u0, v) = i}. Then:
a. If G ∈ Cl and i an integer ≥ 2 any pair of distinct vertices in Ni with
a common neighbor in Ni−1 are adjacent. In particular, N2 is a clique.
b. If G ∈ Cl1 then each Ni is a clique. Moreover, Ni ⇔ Ni−1 for i ≥ 1.
c. If G ∈ Cl2 then every Ni is a clique and contains a vertex that dominates
Ni+1.
d. If G ∈ Cl3 each Ni has independence number ≤ 2.
Proof. (a) Let i ≥ 2 and u, v be distinct vertices in Ni with a common
neighbor w ∈ Ni−1. By definition, there is a vertex z ∈ Ni−2 such that
wz ∈ E(G). As such, one has zu 6∈ E(G) and zv 6∈ E(G). Therefore,
uv ∈ E(G), for otherwise G[{u, v, w, z}] would be a claw, a contradiction.
Furthermore, for every pair x, y of distinct vertices in N2 one must have
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. . .
u1 u2 u3 ulu0
. . .
U
N2 N3 Nl
Figure 2: The structure of the graph H obtained by excluding every but one
neighbor of a vertex u0 ∈ V (G). We have U = NG(u0) \ {u1}, H = G− U ,
and u0, u1, . . . , ul is a longest geodesic path in H starting at u0. Each Ni is
the bag corresponding to ui, defined as in Lemma 4
xy ∈ E(G), for otherwise G[{u0, u1, x, y}] would be a claw, a contradiction.
Hence, N2 is a clique. (b) According to (a), the claim holds for i ≤ 2.
Proceeding by induction on i, suppose j ≥ 2 and that the claim holds for all
i ∈ [1 ·· j]. If Nj+1 = ∅, the claim vacuously hold for i = j + 1. Otherwise,
for each k ∈ [j − 2 ·· j + 1] choose any xk ∈ Nk. Note that by (a) it suffices
to show that xjxj+1 ∈ E(G). To this end, suppose, toward a contradiction,
that xjxj+1 6∈ E(G). Pick any yj ∈ Nj such that yjxj+1 ∈ E(G). Then, by
the induction hypothesis we have xj−1yj, xjyj ∈ E(G) and xk−1xk ∈ E(G)
for each k ∈ [j − 2 ·· j]. As such, G[{xj−2, xj−1, xj, yj, xj+1}] will be a bull, a
contradiction (Figure 3).
(c) According to (a) it suffices to show that every Ni (i ≥ 2) contains a
vertex that dominates Ni+1. We shall proceed by induction on i, noting
that this is true for i ∈ {0, 1} since N0, N1 are singletons. Suppose i ≥ 2
and assume Nk contains a vertex that dominates Nk+1 whenever k < i. Let
z ∈ Ni−2 and z′ ∈ Ni−1 such that NG(z) ⊇ Ni−1 and NG(z′) ⊇ Ni. Then,
assume, toward a contradiction, that no vertex in Ni is adjacent to all vertices
in Ni+1. The latter implies there exist x, y ∈ Ni and x′, y′ ∈ Ni+1 such that
E[G{x, x′, y, y′}] = {xx′, yy′, xy}. But then G[{x, x′, y, y′, z, z′}] would be a
net or a monk, according as xy 6∈ E(G) or xy ∈ E(G), a contradiction.
(d) In light of (a) G[Ni] has independence number ≤ 2 whenever i ≤ 2.
Proceeding by induction on i, suppose i ≥ 3 and that G[Ni−1] has inde-
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Nj Nj+1
xj+1yj
xj
Nj−2 Nj−1
xj−1xj−2
Figure 3: Proof of Lemma 4(b), by induction on i: Suppose j ≥ 2 and (b)
holds for every i ≤ j. For each k pick xk ∈ Nk. If xj+1xj 6∈ E(G), then
for each yj ∈ Nj with yjxj+1 ∈ E(G) the graph G[{xj−2, xj−1, xj, yj, xj+1}]
would be a bull; a contradiction.
pendence number ≤ 2. Toward a contradiction, suppose G[Ni] had inde-
pendence number ≥ 3. As such, let {x, y, z} be a set of three indepen-
dent vertices in Ni. By (a), no two of x, y, z have a common neighbor
in Ni−1. Therefore, there exist distinct vertices x′, y′, z′ ∈ Ni−1 such that
E({x, y, z}, {x′, y′, z′}) = {xx′, yy′, zz′}. Moreover, by induction hypothesis,
|E(G[{x′, y′, z′}])| ≥ 1. Assume, without loss of generality, that x′y′ ∈ E(G).
If x′, y′ had a common neighbor w ∈ Ni−2, then for every neighbor w′ of z in
Ni−3 the graph G[{x, x′, y, y′, w, w′}] would be a net, a contradiction. Hence
for any neighbor x′′ of x in Ni−1 one has x′′y′ 6∈ E(G); thereby, G[{x, x′, x′′, y}]
has to be a claw, a contradiction.
Theorem 5.
a. If G ∈ Cl1 then G is two-copwin.
b. If G ∈ Cl2 then G is three-copwin.
c. If G ∈ Cl3 then G is five-copwin.
Proof. In each case, we shall put all the cops in hand initially at the same
vertex, say, u0. When the robber takes its first position, say, r, consider a
geodesic path P in G from u0 to r. With u1 being the vertex of P following
u1, set U = NG(u0) \ {u1} and, then, define H and the Ni as in Lemma 4.
Furthermore, let H ′ be the component of u0 in H. For the entire duration of
the game keep one cop, say C1, at u0. This, forces the robber to stay in H
′
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Ni Ni+1
x′
y′
x
y
Ni−2 Ni−1
z′z
Figure 4: Proof of Lemma 4(c), by induction on i. With i ≥ 2, let z ∈ Ni−2
and z′ ∈ Ni−1 be dominating Ni−1 and Ni, respectively. If (c) fails, there
will be x, y ∈ Ni and x′, y′ ∈ Ni+1 such that E({x, y}, {x′, y′} = {xx′, yy′};
thereby G[{x, x′, y, y′, z, z′}] will be a net or an antenna; a contradiction.
and, hence, to the sets Ni, according to Lemma 4. Since H
′ is finite, there
is a unique k ∈ N such that Nk 6= ∅ and Nk+1 = ∅. (a) Let C2 be the
other cop in play. By the strategy of moving C2 in H
′ along any shortest
path from N0 to Nk, in (at most) k steps C2 either captures the robber or
gets to an Ni where the robber is located. In the latter case C2 will be able
to capture the robber in its very next move, according to Lemma 4. (b)
Let C2, C3 be the other cops in play. According to Lemma 4(c), there is an
induced path x0, . . . , xk−1 in G from N0 to Nk−1 such that N [xj] ⊇ Nj+1 for
each j ≤ k − 1. Hence, the strategy of moving C2 to xi−1 and C3 to xi in
every step i of the game, in no more than k − 1 steps leads either to the
robber’s capture ot to having a cop to a vertex neighboring the position of the
robber on the cops’ turn. (c) Let C2, C3, C4, C5 be the other cops in play. By
Lemma 4(d), for each j ∈ [1 ·· k] one can choose Aj ⊆Nj such that |Aj| ≤ 2
and N [Aj ]⊆Nj . As such, we initially have C2, C3 and C4, C5 saturate A0 and
A1, respectively. Note that to avoid being captured, the robber has to stay
in
⋃k
2 Nj. We proceed in the following recursive fashion. With two groups
of two cops saturating Ai−1 and Ai for some i ≥ 1 and the robber being in⋃k
i+1Nj, in a finite number of steps we will have the cops in Ai−1 to Ai+1,
while keeping the cops in Ai fixed in their position. The latter guarantees the
robber’s capture upon leaving
⋃k
i+1Nj. Therefore, having cops in Ai+1 will
push the robber to stay in
⋃k
i+1Nj. Therefore, this presents a strategy for
reducing robber’s territory; i.e. the cops have a winning strategy.
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Ni−1 Ni
x
y
z
x′
y′
z′
Ni−3 Ni−2
ww′
If x′, y′ have a common neighbor w ∈
Ni−1 and if w′ ∈ Ni−3 is adjacent to
w then G[{x, x′, y, y′, w, w′}] is a net.
Ni−1 Ni
x
y
z
x′
y′
z′
Ni−2
x′′
If x′, y′ have no common neighbor w ∈
Ni−1 then for every neighbor x′′ of x′
in Ni−2 the graph G[{x, x′, x′′, y′}] is
a claw.
Figure 5: Proof of Lemma 4(d), by proceeding toward a contradiction. Assume
i ≥ 3, Ni−1 has independence number ≤ 2, and but Ni contains three
independent vertices x, y, z with neighbors x′, y′, z′ in Ni−1 such that x′y′ ∈
E(G).
3 Train-chasing the robber
Proposition 6. Consider an instance of the game of cops and robbers on
a graph G. Suppose on the cops’ turn there are at least two cops C1, C2
in a vertex v of the graph while the robber is in a vertex w. Let P be any
(w, v)-geodesic path in G. Let u be the second last vertex of P and set
X = NG(w) \ {u}. Moreover, let H be the component of v in G−X. Then
moving C2 to u and keeping C1 and C2 on v and u for the rest of the game
forces the robber to stay in H.
Proof. Obvious.
Definition 3.1. Let G a graph and U be the set of all triples (u, v,H) where
H is a connected subgraph of G and u, v ∈ V (H) with dH(u, v) ≥ 2. A
chasing function for G is a function θ mapping every triple (u, v,H) ∈ D onto
the neighbor of u along a (u, v)-geodesic path in H.
Lemma 7. Consider an instance of the game of cops and robber on a graph
G. Let θ be a chasing function for G. Let k ∈ N and suppose on the cops’
turn in step one there are k cops C1, . . . , Ck in a vertex v1 of the graph while
the robber is located in a vertex w1. Further suppose the robber has and will
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use a strategy to survive the the following k moves of C1, . . . , Ck. Denote the
following robber’s positions with w2, . . . , wk−1. Further, recursively define the
His (i ∈ [1 ·· k]) and vis i ∈ [2 ·· k] as follows:
• H1 = G;
• vi+1 = θ(vi, wi, Hi) for each i ∈ [1 ·· k];
• Xi = NHi(vi) \ {vi+1} for each i ∈ [1 ·· k];
• Hi+1 : the component of v1 in Hi −Xi for each i ∈ [1 ·· k].
Then the following hold:
a. Every Hi is an induced subgraph of G.
b. If uv ∈ E(G) \ E(Hk+1) such that u ∈ V (Hk+1), then v ∈
⋃k
1Xi.
c. Vertices v1, . . . , vk+1, in that order, induce a path in Hk.
d. The cops can play so than on the cops’ turn in step k every Ci, i ∈ [1 ·· k],
is located in vertex vi.
e. Keeping every Ci in vi for the rest of the game forces the robber to stay
in Hk+1.
Proof. All of the parts follow from Proposition 6 and the fact that every Hi+1
is an induced subgraph of Hi and, hence, of H1 = G.(See Figure 6.)
v1 v2 v3 vi vi+1 = θ(vi, wi, Hi)
wi
X1 X2 X3 Xi
Figure 6: Train-chasing the robber according to Lemma 7
Corollary 8. For every integer k ≥ 3 the class of Pk-free graphs is cop-
bounded by k−2 [4]. Indeed, the cops need no more than k−1 steps to capture
the robber on a Pk-free graph. Moreover, on a Pk-free graph (k ≥ 3) there is
a one-active-cop winning strategy for k − 2 cops.
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Proof. Acoording to Lemma 7, starting from every vertex v1 a set of k − 2
cops can either capture the robber by the end of step k − 2, or be positioned
on k− 2 vertices that induce a path P in G and restrict the robber to stay in
a in induced subgraph H of G that contains P . In the latter case, since G is
Pk-free so will be H; thereby, P will be a dominating path for H. Hence, the
robber will be captured in the very next move of the cops.
4 The Main Result
In this section we shall prove the following:
Theorem 9. Let k ∈ N and H be a class of graphs such that the diameter of
every element in H is smaller than k. Then the class of H-free graphs is cop
bounded iff
a. H contains a path, or
b. H contains a generalized claw and a generalized net.
Theorem 10. If H = {Ha(n), Hc(n)} for some n ∈ N then every H-free
graph G is 4n-copwin.
Proof. By Lemma 7 we may assume that we have the cops initially covering
all the vertices of an induced 4n path P [4] : v1, . . . , v4n and that there is path
Q[4] in G from robber’s position to v4n with a second last vertex α4 such that(
V
(
Q[4]
) \ {α4, v4n}) ∩N (P [4]) = ∅.
Note that as such the robber is forced to stay in the component, say G4, of
v1 in G− (N(V (P [4])) \ {α4}).
We define the present robber’s territory by R4 := V (G4) \N [V (P [4]]. We
put the vertices of P [4] in four disjoint sets of n vertices V1, . . . , V4, such that
Vi := {vj : j ∈ [n(i − 1) + 1 ··ni]}, and denote the cops covering Vi by Ci.
Since G is H-free, for every w ∈ R4 we must have
N(w) ∩N(V2)⊆N(V1) ∪N(v3) ∪N(v4).
(See Figure 7.) Hence, C2 can be freed and, hence, moved in the next 3n
steps to either capture the robber or cover another set V5 of n vertices to be
augmented with V (P [4] such that
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a. V5 ∩N [V (P [4]] = {α4}, and
b. V1, . . . , V5 form a 5n-path P
[5] induced in G4 from v1 to, say, v5n.
v4n
V1 V2 V3 V4
v1
x
w
α4
Q: any path through robber’s territory to α4
Figure 7: If wx ∈ E(G) where w ∈ R4 and x ∈ N(V2) \N(V1 ∪ V3 ∪ V4), for
each path Q from w to α4 through R4 then vertices of G[(∪41Vi)∪V (Q)∪{x}]
contains an induced n-claw or an induced n-net.
We define the subsequent robber’s territories, positions of the cops, and paths
P [j], Q[j] and vertices αj (j > 4) in the obvious recursive way. Again, as G is
H-free, the following holds:
Claim 1. Let w′ ∈ Rj (j ≥ 4) and suppose we have the sets of cops C1, Cj−1,
and Cj covering V1, Vj−1 and Vj. Then for each i ∈ [2 ··(j − 2)] we have
N(w′) ∩N(Vi)⊆N(V1) ∪N(Vj−1) ∪N(Vj).
Claim 1 allows us to get n cops free and then, in light of Lemma 7, use them
to either capture the robber or augment the current path, say P [q], with a set
Vq+1 of n vertices; thereby shrink the robber’s territory. Hence, 4n cops have
a winning strategy on G.
• robber’s territory R4 := V (G4) \N [V (P [4]].
• Vi := {vj : j ∈ [n(i− 1) + 1 ··ni]}.
• Ci : the set of cops occupying Vi.
For every w ∈ R4 we must have
N(w) ∩N(V2)⊆N(V1) ∪N(V3) ∪N(V4),
since G is H-free. (See Figure 7.)
Within the next 3n steps cops in C2 can either capture the robber or cover
another set V5 of n vertices such that
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• V5 ∩N [V (P [4]] = {α4}
• V1, . . . , V5 form a 5n-path P [5] induced in G4 from v1 to, say, v5n.
Proof of Theorem 9. (Necessity.) Let G1 be the class of graphs obtained
by k-subdividing the cubic graphs, and G2 be the class obtained by applying
clique substitution to the graphs in G1. By Theorem ??, G1 and G2 are
both cop-unbounded. Moreover, the only possible induced subgraphs of
graphs in G1 (resp. G2) with diameter < k are paths and generalized claws
(reps. paths and generalized nets). (Sufficiency.) If H contains a path
then copboundedness follows from Corollary 8. Hence, we may assume H
contains an Ha(n1, n2, n3) and an Hc(m1,m2,m3) for some nj,mj ∈ N ∪ {0}.
Let n be the maximum of nj,mj’s. As such, every H-free graph will be
{Ha(n), Hc(n)}-free graphs. Hence, according to Theorem 10, the class of
H-free graphs is cop-bounded by 4n.
5 A Generalization
In light of Lemma 7, one can show the following generalization of Theorem 9:
Theorem 11. Let k ∈ N and H be a class of graphs such that the diameter
of every component of each element in H is smaller than k. Then the class
of H-free graphs is cop bounded iff
a. H contains a forest of paths, or
b. H contains two graphs F1, F2 each having at least one degree three
vertex such that every component of F1 is a path or a generalized claw,
and every component of F2 is a path or a generalized net.
Proof. Let G1 and G2 be the cop-unbounded classes of graphs as in the
proof of Theorem 9. Then the only induced subgraphs of G1 with each
component of diameter < k are forests with each component either a path
or a generalized claw. Similarly, the only induced subgraphs of G2 with
each component of diameter < k are graphs with each component either a
path or a generalized net. Hence, if no member of H is a forest of path,
H must contain a forest with at least one degree three vertex having every
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component a path or a generalized claw. In addition, H must contain a
graph with maximum degree three every component of whose is a path or
a generalized net. This establishes the necessity of the conditions. For the
reverse direction, likewise in the proof of Theorem it suffices to assume H
is of the form {l · Pn + s · Ha(n), l · Pn + t · Hc(n)} where k, s, t ∈ N. As
such, in light of Lemma 7 with (n + 1)l cops and within as many steps of
the game the cops can either capture the robber or get positioned to cover
all vertices of an (n+ 1)k-path to restrict the robber to a territory which is
{s ·Ha(n), t ·Hc(n)}-free. Hence, to complete the proof it suffices to show
the following:
Claim 1. Let n ∈ N be fixed. For each pair (s, t) ∈ N2 denote the class of
{s ·Ha(n), t ·Hc(n)}-free graphs simply by Gs,t. Then Gs,t is cop-bounded by
4(n+ 1)(s+ t− 1).
Proof of Claim 1. We shall use induction on s + t. The case s + t = 2, i.e.
when s = t = 1, follows from the Theorem 9. If s + t ≥ 3, starting from
any vertex v1 we follow the strategy and notation described in the theorem
until getting to a path v1, . . . , vkn with cops on V1, Vk−1 ,Vk such that there
is a vertex in robber’s territory adjacent to some Vi, 1 < i < k − 1, and
non-adjacent to V1, Vk−1, Vk. As such, there will be an n-claw or an n-net
induced on . . . , and hence of at most 3(n+ 1) vertices. Then we must have
s ≥ 2 or t ≥ 2 according as such a graph is an n-claw or an n-net. Covering
the vertices o Without loss of generality, let that be an n-claw. Then we
must have s ≥ 2 and keeping some cops on its vertices restricts the robber
to a territory in Gs−1,t (with s ≥ 2) or Gs,t−1 (with t ≥ 2); which will be
4(n+ 1)(s+ t− 2)-copwin, by the induction hypothesis. Hence, every Gs,t is
4(n+ 1)(s+ t− 1)-copbounded, as desired. Claim 1
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