We introduce an n-species totally asymmetric zero range process (n-TAZRP) on one-dimensional periodic lattice with L sites. It is a continuous time Markov process in which n species of particles hop to the adjacent site only in one direction under the condition that smaller species ones have the priority to do so. Also introduced is an n-line process, a companion stochastic system having the uniform steady state from which the n-TAZRP is derived as the image by a certain projection π. We construct the π by a combinatorial R of the quantum affine algebra U q ( sl L ) and establish a matrix product formula of the steady state probability of the n-TAZRP in terms of corner transfer matrices of a q = 0-oscillator valued vertex model. These results parallel the recent reformulation of the n-species totally asymmetric simple exclusion process (n-TASEP) by the authors, demonstrating that n-TAZRP and n-TASEP are the canonical sister models associated with the symmetric and the antisymmetric tensor representations of U q ( sl L ) at q = 0, respectively.
Introduction
Zero range processes are stochastic dynamical systems modeling a variety of nonequilibrium phenomena in biology, chemistry, economics, networks, physics, sociology and so forth. In this article and the next [19] we introduce and study a new zero range process on one-dimensional (1D) periodic lattice of length L. There are n species of particles living on the sites with no constraint on their occupation numbers. Particles within a site hop to the left adjacent site or remain unmoved under the condition that smaller species ones have the priority to hop. We call it n-species totally asymmetric zero range process (n-TAZRP), where TA refers to the unidirectional move and ZR signifies that the interaction of particles via the priority constraint works only among those occupying the same departure site. A cheerful realization of such a system is children's play along a circle divided into L segments. The species of particles are interpreted as ages of the children. They are allowed to move forward to the next segment only when accompanying all the strictly younger fellows than themselves to look after. As one may imagine from such an example there is a general tendency of condensation, whose symptom is indeed observed in our TAZRP. See Example 2.1.
There are several kinds of one-dimensional zero range processes studied in the literature. They are mostly one or two-species models. See for example [7, 22, 3] and references therein. The n-TAZRP in this article and [19] is the first multispecies example which allows an explicit matrix product formula for the steady state probability for general n ≥ 1. It possesses a number of distinctive features summarized below.
(i) Our n-TAZRP is the image of a certain projection π from another stochastic system, the n-line process (n-LP), which we also introduce in this paper. It has the steady state with uniform probability distribution. Denoting their Markov matrices by H TAZRP and H LP respectively, we have the intertwining relation
The map π is a source of many intriguing features in our construction. It is realized as a composition of a combinatorial R [21] of the quantum affine algebra U q ( sl L ) [5, 12] . The combinatorial R is a bijection between finite sets called crystals and arises as a quantum R matrix at q = 0 [14, 15, 10] . Systematic use of the Yang-Baxter equation [1] satisfied by the combinatorial R is a key maneuver in our working. In particular the projection π admits a queueing type description (Section 4.4) analogous to the Ferrari-Martin algorithm [8] for the n-species totally asymmetric simple exclusion process (n-TASEP).
(ii) Our main result, Theorem 5.8, is a matrix product formula of the steady state probability of the configuration (σ 1 , . . . , σ L ) of the n-TAZRP:
The operator X σ assigned with a local state σ is a configuration sum that can be viewed as a corner transfer matrix [1] of a q = 0-oscillator valued vertex model. It acts on the n(n − 1)/2-fold tensor product of the q = 0-oscillator Fock space. See (5.10). The X σ can also be regarded as a layer-to-layer transfer matrix of a 3D lattice model, and P(σ 1 , . . . , σ L ) is thereby interpreted as a partition function of the 3D model with prism shape under a prescribed boundary condition.
(iii) By extending the setting to generic q, the corner transfer matrix X σ is naturally embedded into a layer-to-layer transfer matrix of a more general 3D lattice model. Then the most local hence fundamental relation responsible for the steady state condition turns out to be the tetrahedron equation [25] , which is a 3D generalization of the Yang-Baxter equation. The result reveals the 3D integrability in the matrix product construction.
(iv) Our n-TAZRP is a model in which the "physical space" is of size L and the "internal space" is of size n. In contrast, the internal symmetry of the combinatorial R is U q=0 ( sl L ) and the system size of the corner transfer matrix is n. See Theorem 5.2. In particular the cyclic symmetry Z L of the original lattice has been incorporated into the Dynkin diagram of the internal symmetry algebra U q ( sl L ). In this sense our approach captures the cross channel of the original problem where the two kinds of spaces and symmetries are interchanged. It is a manifestation of the rank-size duality commonly recognized for a class of 3D systems associated with the tetrahedron equation [2, 20] . We stress that such a hidden 3D structure can be elucidated only by a systematic investigation on the multispecies case n ≥ 1. An alternative approach via the direct channel based on some rank n internal symmetry algebra is yet to be undertaken.
(v) The whole story about the n-TAZRP in this paper and [19] is closely parallel with the recent result on the n-TASEP by the authors [17, 18] . In fact the n-TAZRP and the n-TASEP turn out to be the canonical sister models associated with the symmetric and the antisymmetric tensor representations of U q ( sl L ) at q = 0, respectively. The combinatorial R's for both of them had been obtained in [21] . In terms of the 3D picture, the two models are associated with 3D R-operator and the 3D L-operator, respectively. They are distinguished solutions to the tetrahedron equation which have a rich background going back to the representation theory of the quantized algebra of functions [13] . See [2, 20, 16] and references therein.
In this paper we will demonstrate the features (i) and (ii) of combinatorial nature mainly, and leave the issue (iii) related to the tetrahedron equation to the subsequent paper [19] . Although the main idea comes from the crystal base theory, a theory of quantum groups at q = 0 [14, 10] , the article has been designed to be readable without knowledge of it.
In Section 2 the n-TAZRP is defined and examples of the steady states are presented. In Section 3 the n-line process is introduced on the set B(m) which is the crystal of the n-fold tensor product of the symmetric tensor representation of U q ( sl L ). It is shown that the steady state of the n-line process has the uniform probability distribution (Theorem 3.6). In Section 4 the projection π from the n-line process to the n-TAZRP is constructed from a composition of the combinatorial R. It is also described in terms of a multiple queueing type algorithm in Section 4.4, which contrasts with the analogous procedure for TASEP [8, 17] . The steady state of the n-TAZRP is the image of the uniform state in the n-line process. In Section 5 a matrix product formula for the steady state probability is derived for the n-TAZRP, which is expressed by corner transfer matrices of q = 0-oscillator valued vertex model.
Throughout the paper we use the characteristic function θ defined by θ(true) = 1, θ(false) = 0.
n-TAZRP
2.1. Definition of n-TAZRP. Consider a periodic one-dimensional chain Z L with L sites. Each site i ∈ Z L is assigned with a local state
n which is interpreted as an assembly of n species of particles as
The ordering of particles within a site does not matter. A local state α is specified uniquely either by multiplicity representation
r with 1 ≤ α 1 ≤ · · · ≤ α r ≤ n. They are related by α a = #{j ∈ [1, r] | α j = a} and r = |α| := α 1 + · · · + α n . Let (α, β) and (γ, δ) be pairs of local states. Let (β 1 , . . . , β r ) be the multiset representation of β, hence 1 ≤ β 1 ≤ · · · ≤ β r ≤ n. For the two pairs we define > by (22, 5) , (225, ∅),
By n-TAZRP we mean a stochastic process on Z L in which neighboring pairs of local states (σ i , σ i+1 ) = (α, β) change into (γ, δ) such that (α, β) > (γ, δ) with a uniform transition rate. For example the first line in (2.3) In general we let τ
2) in which smaller species k particles move from the (i + 1)-th site to the i-th site with no change elsewhere:
Here and in what follows, a multiset (set accounting for multiplicity of elements), say {1, 1, 3, 5, 6}, is abbreviated to 11356, which does not cause a confusion since all the examples in this paper shall be concerned with the case n ≤ 9.
For a later convenience we extend τ k i to all k ∈ Z ≥1 by setting τ k i = 1 for k > r which means to move no particle. This dynamics is totally asymmetric in that particles can hop only to the left adjacent site. Their interaction is of zero range in that the hopping priority for smaller species particles is respected only among those occupying the same site. There is no constraint on the status of the destination site nor number of particles that hop at a transition. A pair (α, β) of adjacent local states has |β| possibilities to change into.
The n-TAZRP dynamics obviously preserves the number of particles of each species. Thus we introduce sectors labeled with multiplicity m = (m 1 , . . . , m n ) ∈ (Z ≥0 ) n of the species of particles:
A configuration will also be written as σ = (σ a i ). A sector S(m) such that m a ≥ 1 for all a ∈ [1, n] is called basic. Non-basic sectors are equivalent to a basic sector for n ′ -TAZRP with some n ′ < n by a suitable relabeling of species. Thus we shall exclusively deal with basic sectors in this paper.
A local state σ i in (2.5) can take N = n a=1 (m a + 1) possibilities in view of (2.1). Let {|σ = |σ 1 , . . . , σ L } be a basis of (C N ) ⊗L . Denoting by P(σ 1 , . . . , σ L ; t) the probability of finding the system in the configuration σ = (σ 1 , . . . , σ L ) at time t, we set
This actually belongs to a subspace of (
L+ma−1 ma which is in general much smaller than N L reflecting the constraint in (2.5). Our n-TAZRP is a stochastic system governed by the continuous-time master equation
where the Markov matrix has the form
Here h i,i+1 is the local Markov matrix that acts as h on the i-th and the (i + 1)-th components nontrivially and as the identity elsewhere. If the transition rate of the adjacent pair of local states (α, β) → (γ, δ) is denoted by w(αβ → γδ), the matrix element of the Markov matrix is given by h
, therefore the general formula, which is independent of w(αβ → αβ), gives
The Markov matrix (2.6) is expressed as
which is actually a finite sum due to the convention explained after (2.4).
2.2. Steady state. As time goes on, the distribution of the particles converges to the state that we consider from now on. Given a system size L and a sector S(m) there is a unique vector
up to a normalization, called the steady state, which satisfies H TAZRP |P L (m) = 0 hence is timeindependent. In what follows we will always take P(σ) so that
holds, where #B(m) is given by (3.3) and (3.1). The unnormalized P(σ) will be called the steady state probability by abusing the terminology. The properly normalized one is equal to P normalized (σ) = P(σ)/(#B(m)). This convention is convenient for our working below in that P(σ) ∈ Z ≥1 holds as we will see in Theorem 4.8 and (5.1).
The steady state for 1-TAZRP is trivial under the present periodic boundary condition in that all the configurations are realized with an equal probability.
Example 2.1. We present the steady state in small sectors of 2-TAZRP and 3-TAZRP in the form
respecting the symmetry As these coefficients indicate, steady states are highly nontrivial for n-TAZRP with n ≥ 2. The main issue in the subsequent sections is to characterize them in terms of the n-line process and the combinatorial R. Note that the maximally localized configuration like 60|∅, ∅, 1233 just above and their cyclic permutations have the largest probability. It is a symptom of condensation generally expected in the zero-range processes [7] . See (4.11) for the result on the general case.
3. n-line process 3.1. n-line states. Fix the multiplicity array m and ℓ 1 , . . . , ℓ n as
Associated with these data we introduce the finite sets
where ⊗ may just be regarded as the product of sets. By the definition we have
The sets B ℓ and B(m) will be called crystals bearing in mind, though not utilized significantly in this paper, that they can be endowed with the structure of the U q ( sl L )-crystals of the ℓ-fold symmetric tensor representation and their tensor product, respectively [14, 10] . Our n-line process is a stochastic dynamical system on B(m). Its elements will be called n-line states and denoted by
We will represent it as an array x = (x a ) or as the n × L tableau:
which is conveniently depicted by a dot diagram. For instance when (n, L) = (4, 3), it looks as
The dynamics of our n-line process will be described as a motion of dots. There is another multiline process relevant to the n-TASEP [8] which was reformulated in terms of crystals in [17] . The basic set there is
3.2. Auxiliary sets A and B. Let [a, b] denote the set {a, a + 1, . . . , b} for the integers a ≤ b.
Given an n-line state x ∈ B(m) we attach to it the sets A x and B x defined by
where the convention
Example 3.1. For x in (3.5) they read
with (n, L) = (4, 3). Then we have
The coincidence of the cardinality of A x and B x in these example is not accidental.
Proof.
We introduce the auxiliary sets A and B by
The order of x and (i, a, k) in the products is a matter of convention but taking them differently as above helps to distinguish A and B. By Lemma 3.3 we know #A = #B. = 0, such c ∈ [a, n] exists uniquely. We define the map T by Similarly pick any (i, a, k), ) for simplicity. Then their nontrivial changes in (3.8) and (3.9) look as follows:
Here * signifies the integers so chosen that the sum is conserved in each row. It implies that the dots in the diagram like (3.5) always move horizontally to the left (resp. right) neighbor slot by T (resp. S). 
Proof. Thanks to Lemma 3.3 it suffices to prove
The right hand side is depicted in (ii) of (3.10) and we have already seen that it belongs to B after (3.8). First we show that (ii) satisfies the inequalities in (iii) (a,d)→(c,a) . In fact the bottom one β a − k ≥ α a−1 , for example, follows from the condition (i, a, k) ∈ A x (3.6). The rest are similar. Now we can inscribe the same numbers as (ii) into (iii) (a,d)→(c,a) . Then the rule (iii) → (iv) reproduces x. Second we check that m given in (3.9) returns to the original value k when applied to (ii). For d = a this is obvious. For d < a we have m = (bottom * in (ii))−α a = (α a +k)−α a = k as desired. Thus ST reproduces (i, a, k) as well as x.
Example 3.5. For x and (i, a, k) ∈ A x in Example 3.2, the image of x, (i, a, k) under T reads
Reversing these arrows provides examples of the image under S.
Stochastic dynamics.
In the transformation T : x, (i, a, k) → (i, c, l), y in (3.8), we write the uniquely determined element y ∈ B(m) as y = T k i,a (x). In this way we have the
It is defined for each (i, a, k) ∈ A x . For a later convenience we also set
. By the n-line process with prescribed multiplicity m, we mean the stochastic process on B(m) in which each state x ∈ B(m) undergoes the time evolution T k i,a with an equal transition rate for all (i, a, k) ∈ A x . Let x∈B(m) C|x be its space of states having the basis {|x } labeled with x = (x a i ) ∈ B(m) (3.4) . By the definition, the Markov matrix of the n-line process (LP) reads as
which is convergent owing to (3.12).
3.5. Steady state. The n-line process on B(m) possesses a unique steady state. Let µ(x) denote its probability distribution.
Theorem 3.6. The stationary probability distribution of the n-line process is uniform. Namely µ(x) is independent of x ∈ B(m).
Proof. Since the steady state is unique, it suffices to show that the total rate P in jumping into a given state x is equal to the total rate P out jumping out of it under the uniform choice µ(x) = µ. One has P out = (#A x )µ(x) = (#A x )µ. One the other hand, P in is calculated as
where the last equality is due to Lemma 3.3.
We summarize the result as Corollary 3.7 (Steady state of n-line process).
|x .
4.
Projection from n-line process to n-TAZRP 4.1. Combinatorial R. The B ℓ defined in (3.2) is a labeling set of a basis of the ℓ-fold symmetric tensor representation of the quantum affine algebra U q ( sl L ) [5, 12] . The combinatorial R is the quantum R matrix at q = 0. It is a bijection
To describe it explicitly we set x = ( 3, 2, 2, 1 ) and y = (2, 0, 2, 1, 0) for instance, we depict them as the diagram (i) given below. In this paper we will only encounter the case ℓ > m. Then the algorithm [21, Rule 3.11] known as the NY-rule for finding x ′ and y ′ goes as follows:
In the above example we have x ′ = (2, 1, 3, 2, 0) and y ′ = (0, 2, 1, 1, 1). The lines pairing the dots are called H-lines 2 . We note that the NY-rule implies
Remark 4.1. The above rule is close to but slightly different from the combinatorial R of the antisymmetric tensor representation which was identified [17] with the arrival/service/departure process relevant to TASEP [8] . In this interpretation one regards that time increases horizontally to the left (apart from the periodic boundary condition). Then the customers (dots in y) in the present case have to avoid the service (dots in x) that becomes available simultaneously with their arrival. Another significant difference is, there can be multiple arrival and service at a time reflecting the symmetric tensor representation. (4) The following explicit formula having background in geometric crystals and soliton cellular automata [11] is known to hold either for ℓ ≥ m or ℓ ≤ m [24] :
It is customary to depict the relation (4.1) as a vertex: One may rotate it arbitrarily. The thick arrows here carry crystals B ℓ or B m . They are to be distinguished from the thin arrows carrying a Fock space F which will be used in Section 5.2 and 5.3.
The most significant property of the combinatorial R is the Yang-Baxter equation [1] : Here = means that starting from the same bottom line one ends up with the same top line. In this way one can move the arrows across other vertices without changing outer states. This property will be utilized efficiently in the sequel. Combinatorial R's form the most systematic examples of the set theoretical solutions to the Yang-Baxter equation [6, 23] connected to the representation theory of quantum groups, which have numerous applications [9, 11, 15, 16, 21, 24] .
B + (m) and elementary bijection ϕ.
Recall that the sets of configurations are given by B(m) (3.2) for n-line process and by S(m) (2.5) for n-TAZRP. We introduce a subsidiary set
where ≥ is defined after (4.2). There is an elementary bijection between B + (m) and S(m) as
where ϕ a (σ) ∈ B ℓa and ϕ 1 (σ) ≥ · · · ≥ ϕ n (σ) are obvious.
Example 4.2. The ϕ 1 (σ), . . . , ϕ n (σ) are easily read off from the dot diagram (see (3.5)) by regarding a particle of species a as a column of a dots filled from the bottom. The following is an example for (n, L) = (3, 4), giving ϕ 1 (σ) = 1213 ∈ B 7 , ϕ 2 (σ) = 1201 ∈ B 4 and ϕ 3 (σ) = 0101 ∈ B 2 . mutiplicity rep. multiset rep. σ = (010, 011, 100, 201) = (2, 23, 1, 113) ϕ(σ) = 1213 ⊗ 1201 ⊗ 0101
The inverse of ϕ is given by
(4.6) 3 (0, 1, 2, 1) for example is denoted by 0121 for simplicity. A similar convention will also be used in the rest of the paper.
See Section 3.1. The maps ϕ ±1 are also simply seen by the following diagram for each i ∈ Z L :
In this Young diagram for site i, a particle with species a corresponds to a column of depth a.
Projection π. We are going to construct a map π : B(m) → S(m) as the composition of maps
where ϕ −1 is given by (4.6). Thus the remaining task is to construct
for each a ∈ [1, n]. For a = 1 we set π 1 (x) = x 1 . For a ∈ [2, n] we set
where R b is the combinatorial R acting on the (b, b + 1)-th components from the left. The product R 1 · · · R a−1 lets B ℓa penetrate through B ℓ1 ⊗ · · · ⊗ B ℓa−1 bringing it to the left end of the tensor product. The u 1 ⊗ · · · ⊗ u a−1 ∈ B ℓ1 ⊗ · · · B ℓa−1 denotes the element thereby produced, which will not be used in the sequel. The π a (x) is depicted for a = 1, 2, 3 as
The diagram for π 3 (x) is a concatenation of (4.3) rotated by 90 degrees. Note that π a (x) actually depends only on the left a components of x = x 1 ⊗ · · · ⊗ x n . We postpone the proof of the fact 
Applying the bijection ϕ −1 (4.6) further we obtain the 4-TAZRP state π(x) = (3, 3, 1124) in multiset representation and (0010, 0010, 2101) in multiplicity representation.
One can construct a single diagram that depicts π 1 (x), . . . , π n (x) simultaneously. We illustrate the procedure for n = 3.
First we attach an extra vertex on top of the defining diagram of π 3 (x). This enables us to apply the Yang-Baxter equation to move the arrow going from x 3 to π 3 (x) around to get the right diagram, where the newly generated states on the diagonal boundary edges are identified with π 1 (x) and π 2 (x) by (4.9). A similar procedure for n = 4 goes as
Here we have used the diagram representation of π 3 (x) derived for n = 3. For n general it look as
. . . . .
(4.10)
We have bent the arrows so that there are n incoming ones from the bottom and n outgoing ones to the right. This turns out to be a natural shape when the diagram is embedded into a layer-to-layer transfer matrix of 3D lattice model associated with the tetrahedron equation [18, 19] . Now we are ready to show that
Proof. The diagram (4.10) tells that R ℓa,ℓa+1 (π a (x) ⊗ u) = π a+1 (x) ⊗ v holds for some u ∈ B ℓa+1 and v ∈ B ℓa . Then the assertion follows from (4.2).
The diagram (4.10) reminds us of a corner transfer matrix [1, Chap.13] . In fact, in the forthcoming Theorem 5.2 it will be used exactly as the matrix element of it for the U q ( sl L )-vertex model associated with the symmetric tensor representations of degrees ℓ 1 , ℓ 2 , . . . , ℓ n at q = 0, where every vertex is frozen to the combinatorial R and all the edge variables are uniquely determined from the input x 1 , x 2 , . . . , x n . 
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Do the following procedure for a = n, n − 1, . . . , 1 in this order.
Draw an H-line from each dot in x a by applying the NY-rule repeatedly until it reaches some dot in the bottom row which belongs to x 1 . Record the captured dots in x 1 as particle of species a and erase all the dots connected by the H-lines.
The array of multiset of particles gives the n-TAZRP configuration, i.e., the image of π.
For the procedure with a = 1, no H-line needs to be drawn and one just assigns 1 to the existing dots. For each a, the H-lines depend on the order of picking the dots in x a but the final output of the procedure does not depend on it thanks to Remark 4.1 (1) . In the present example, one gets (I)→ (II)→ (III)→ (IV) as the procedure is executed for a = 4, 3, 2, 1. (We omitted the empty diagram produced by the last a = 1 case.)
The equivalence of the above algorithm for π and the definition (4.7) is shown easily if one notices that the composition of the combinatorial R to get π a (x) as in Example 4.3 is described as a repeated application of the NY-rule in a dot diagram.
One can further reformulate the algorithm inductively with respect to n so as to produce n-TAZRP states from (n − 1)-TAZRP states and B ℓ1 . Consider the above example for n = 4. The
without the bottom row x 1 is an 3-line state whose projection is the 3-TAZRP state 
1124
Regard the 3-TAZRP state as a collection of particles with species a = 2, 3, . . . , n (n = 4 in our ongoing illustration). Draw H-lines from them to the dots in x 1 in the order a = n, n − 1, . . . , 2 according to the NY-rule. For each a, the set of dots linked with the particles of species a is independent of the order of picking the particles due to Remark 4.1 (1) . Regard the dots in x 1 ∈ B ℓ1 connected to the particles a also as particles a. Dots in x 1 ∈ B ℓ1 not captured by any H-line is regard as particle 1. Then the bottom row gives the n-TAZRP state. See (VI). In general the procedure (V) → (VI) to get n-TAZRP states from B ℓ1 and (n−1)-TAZRP states (with species from [2, n] ) is a modification of the NY-rule in that the one set of the dots is assigned with species and larger species ones have the priority to emanate an H-line. We call it the TAZRP embedding rule. For n-line states
Here Φ k,x n−k+1 signifies the TAZRP embedding rule; one increases the species of particles in σ by 1 and uses the resulting state as the top row and x n−k+1 as the bottom row in the diagram like (VI) to produce a k-TAZRP state. Regarding x n as a 1-TAZRP state naturally, we have
This construction is a TAZRP analogue of the nested Bethe ansatz which diagonalizes the Hamiltonian of integrable sl(n) spin chains inductively on n.
The algorithms explained in this subsection are the TAZRP counterpart of the multiple queueing process introduced for the TASEP [8] . Its reformulation by crystals and combinatorial R in [17] is quite parallel with the content here. They offer a unified perspective into the multispecies TAZRP and TASEP on the periodic chain Z L as the sister models corresponding to the symmetric and the antisymmetric tensor representations of the quantum affine algebra U q ( sl L ) at q = 0. 4.5. Induced dynamics. We extend the map π (4.7) naturally to that on the space of states for n-line process and n-TAZRP π : x∈B(m) C|x → σ∈S(m) C|σ by linearity and π(|x ) = |π(x) . By the construction π is surjective. Recall that τ k i is defined around (2.4) and T k a,i by (3.11) and (3.12).
Then the following diagram is commutative:
S(m)
Proof. We invoke the induction on n. For n = 1 the claim is obvious. Assume the claim for (n − 1)-TAZRP. We utilize the description of π by the TAZRP embedding rule explained in the end of Section 4.4. Suppose T k i,a : 
We assume 2 ≤ δ 1 ≤ · · · ≤ δ v ≤ n. We are to draw H-lines from the particles in the top row to some dot in the bottom according to the TAZRP embedding rule in Section 4.4. To clarify the argument below, we assume that the H-line from a particle in the top row first goes down vertically, make 90
• right turn in the box underneath and proceeds horizontally to the left periodically until it captures a yet unconnected dot in the bottom row. Thus in the bottom row of the above diagram, there are H-lines coming from the right of the (i + 1)-th box seeking the target dots and also the outgoing ones to the left of the i-th box. The new n-TAZRP particles γ Proposition 4.6 tells that the dynamics of n-TAZRP is exactly the one that is induced from n-line process via the map π. Now we state the first main result of the article. Theorem 4.8 is an analogue of the combinatorial construction of the n-TASEP steady state [8] whose quantum group theoretical origin was uncovered in [17] .
Before closing the section we note a simple consequence of Theorem 4.8. Consider the most localized configuration of the n-TAZRP (∅, . . . , ∅, all) and its cyclic permutations which have the same probability. Here all means the assembly of all the ℓ 1 particles in the sector S(m). See (3.1) for ℓ a . It is easy to see
Therefore we get
in agreement with Example 2.1. This is the largest probability in the sector. Similarly we find
. . , σ L contain particle of species 1 only with * being the rest.
5. Formulae for steady state probability 5.1. Crystalline corner transfer matrix. Recall that the steady state of n-TAZRP on Z L in the sector S(m) has the form (2.8). Theorem 4.8 tells that the steady state probability therein is expressed as 
From (4.5) we see
. Therefore (5.1) is rewritten as
To proceed we find it convenient to generalize the vertex diagram (4.3) for R = R ℓ,m naturally to arbitrary edge states a = (a 1 , . . . , a L 
By the definition R 
The right hand side stands for the configuration sum under the boundary condition specified by ϕ 1 (σ), . . . , ϕ n (σ).
Proof. Follows from (5.2) and (4.10). Here we have set u = 400 ∈ B 4 , v = 301 ∈ B 4 and w = 001 ∈ B 1 .
5.2. Factorization of combinatorial R. As a preparation for the next subsection, we present a matrix product formula for the combinatorial R. Let F = m≥0 C|m be a Fock space and F * = m≥0 C m| be its dual with the bilinear pairing such that m|m ′ = δ m,m ′ 5 . Let further a + , a − , k be the linear operators acting on them as ( −1| = | − 1 = 0)
They satisfy the relations 4) which coincide with the q-oscillator algebra A q at q = 0 [17, (2.16) ]. In this sense we refer to a + , a − , k as q = 0-oscillators and (5.4) as q = 0-oscillator algebra A 0 . The equality ( m| X)|m ′ = m| (X|m ′ ) holds for any X ∈ A 0 . The A 0 has a basis Proof. Substituting θ(a ≥ j) = δ a j + θ(a > j) into (5.6) we find
Note that The left hand side is 1 or 0 depending on whether R(i ⊗ j) = b ⊗ a or not according to the NY-rule in Section 4.1. The right hand side is the sum over c 1 , . . . , c L ∈ Z ≥0 which effectively reduces to a single sum due to (5.8) and r (a r , b r ) = r (i r , j r ) = (l, m). Consider the dot diagrams in the NY-rule for i, j, a, b and their r-th boxes from the left which contain i r , j r , a r , b r dots, respectively. We are going to identify c r (resp. c r−1 ) with the numbers of H-lines coming from the right (resp. outgoing to the left) of these boxes. The identification is certainly consistent locally since (5.7) agrees with the NY-rule depicted below under the abbreviation (a, b, c, i, j, k) = (a r , b r , c r−1 , i r , j r , c r ). [25] . Furthermore this R is the q = 0 limit of the 3D R operator including generic q, which has a long history going back to [13] . See for example [2, 20, 16] and references therein. We will present a new application of the 3D R operator and the tetrahedron equation to n-TAZRP in [19] . 
The both elements satisfy the weight conservation, but the one matching the combinatorial R is the former. It coincides with the bottom left vertex in the left hand side of (4.4). Although it is a vertex model whose local states range over the infinite set Z ≥0 , the quantities relevant to n-TAZRP become finite as we will see below.
Recall that a local state σ i of n-TAZRP at site i ∈ Z L has the form σ i = (σ This is a configuration sum of the A 0 -valued vertex model defined by (5.9). Each edge ranges over Z ≥0 with the fixed boundary condition on the diagonal and the free boundary condition on the bottom row and the rightmost column. The summand represents a tensor product of the q = 0-oscillator operators (5.9) attached to the vertices. The diagram has the same structure as that in Proposition 5.2. Note however that the thick arrows there carry elements of crystals whereas the thin arrows here do just nonnegative integers. In short the X σ is a corner transfer matrix of the A 0 -valued vertex model 6 .
Example 5.7. For n = 2 the operator X σ with σ = (σ 1 , σ 2 ) is given by
6 Actually the sum of elements of the corner transfer matrix in the original sense [1] since we employ the free boundary condition on the bottom row and the rightmost column.
For n = 3 the operator X σ with σ = (σ 1 , σ 2 , σ 3 ) is given by
where the sum extends over i, j ∈ Z ≥0 and k ∈ [0, σ 1 + i]. Components of the tensor product corresponding to the three vertices have been ordered as (bottom right)⊗(top right)⊗(bottom left).
As seen in these examples, X σ is an infinite sum in general. However the following formula, which is our second main result in this article, is divergence-free. Convergence of the trace is guaranteed by the equivalence to Theorem 5.2 which is manifestly finite.
Example 5.9. Consider 2-TAZRP on Z 4 in the sector S(1, 1). Translating the configurations e.g. (∅, ∅, 1, 2) in multiset representation into multiplicity representation (00, 00, 10, 01), we have P(∅, ∅, ∅, 12) = P(00, 00, 00, 11) = Tr(X 00 X 00 X 00 X 11 ) = Tr (a + ) j1+j2+j3+j4 k a − = 4, P(∅, ∅, 1, 2) = P(00, 00, 10, 01) = Tr(X 00 X 00 X 10 X 01 ) = Tr (a + ) j1+j2+j3 k(a + ) j4 a − = 3, P(∅, 1, ∅, 2) = P(00, 10, 00, 01) = Tr(X 00 X 10 X 00 X 01 ) = Tr (a + ) j1+j2 k(a + ) j3+j4 a − = 2, P(∅, ∅, 2, 1) = P(00, 00, 01, 10) = Tr(X 00 X 00 X 01 X 10 ) = Tr (a + ) j1+j2+j3 a − (a + ) j4 k = 1, where the operators X σ 1 ,σ 2 are taken from Example 5.7. The sum is over j 1 , . . . , j 4 ∈ Z ≥0 . They agree with |ξ 4 (1, 1) in Example 2.1. 
where the operators X σ 1 ,σ 2 ,σ 3 are again taken from Example 5.7. The sum is over i r , j r , k r (r = 1, 2, 3) ∈ Z ≥0 under the condition that all the powers of k in 
