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Preface
A nonautonomous dynamical system describes the evolution of a state under a law which
may change with time. For many applications, it appears that nonautonomous dynamical
systems provide a suitable abstraction [16], spawning the development and refinement of a
corresponding theory [1, 17].
In many cases, ordinary differential equations and partial differential equations induce dy-
namical systems which are governed by the spectrum of a linear operator. Replacing the
spectrum by the concept of exponential dichotomies, many results concerning autonomous
dynamical systems can likewise be proved in the nonautonomous setting.
Another useful tool in the theory of autonomous dynamical systems is known as Conley index
theory, a growing collection of various theories sharing a common idea. Originally developed
by Charles Conley more than 30 years ago, it has been extended and generalised by numerous
mathematicians.
Conley index theory can be defined for discrete-time and continuous-time dynamical sys-
tems. A good starting point for learning about Conley index theory in the case of semiflows
on not (necessarily) locally compact spaces are Rybakowski’s The Homotopy Index and Partial
Differential Equations [22] and a survey article [5] by Carbinatto and Rybakowski in conjunc-
tion with two articles [9, 10] by Franzosa and Mischaikow, covering attractor-repeller decom-
positions. It should also be mentioned that a Conley index has been defined for a class of
random dynamical systems [18].
The present work constructs a nonautonomous extension of the Conley index theory for semi-
flows, discussing ordinary differential equations and semilinear parabolic equations as (non-
trivial) examples. The examples include genuinely nonautonomous equations as well as small
perturbations of autonomous equations.
The construction of a nonautonomous Conley index starts with a rather technical definition
of nonautonomous index pairs. In a second step, groups of index pairs are associated with an
evolution operator (or process) and an invariant set, allowing for the definition of an index
which depends solely on the evolution operator and the invariant set. These groups of index
pairs are not as obvious as they used to be in the autonomous case. Consequently, the reader
will encounter three slightly different notions of index pairs in chapters 2 and 3.
Additionally, Chapter 2 examines the index with respect to an evolution operator of interest,
while Chapter 3 shows that evolution operators can also be approximated by exploiting the
asymptotic behaviour of the index with respect to the time variable.
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In contrast to the difficulties in defining the index, it is fairly easy to prove the existence of a
solution defined for large times1, once a nonzero index pair has been obtained.
Moreover, many results and techniques known from the theory of autonomous dynamical
systems exhibit a natural extension to a reasonable nonautonomous setting. These nonau-
tonomous extensions are given primarily at the end of Chapters 2 and 3 of the present treatise.
The subsequent chapters deal with a generalisation of hyperbolic equilibria in an asymptot-
ically autonomous setting.
The reader might have noticed the careful choice of the above wording solutions defined for
large times above. Generally speaking, the index only contains information about the asymp-
totic behaviour of a dynamical system. The distinction between all times and large times
becomes negligible if sufficiently strong recurrence assumptions are made. In the absence of
recurrence, full (or entire) solutions2 can be obtained by approximating the evolution opera-
tor by another appropriate evolution operator. Not allowing for a more direct approach is an
apparent weakness of the index, but the index admits uniformity properties concerning the
existence of solutions, compensating for the disadvantage.
This treatise is organised in six chapters which form two invisible parts. The first part consists
of three chapters in which the nonautonomous Conley index theory is developed. In the first
chapter, several preliminary definitions and results are gathered, while in the following two
chapters, most of the abstract theory is developed. The second chapter focusses on recurrent
equations in a broad sense. In the third chapter, the construction of the index is refined. The
technical sections, in particular the direct limit formulation of the index, are required in order
to apply the theory to nonautomous perturbations of (autonomous) semiflows in a way that
yields meaningful results on the persistence of Morse decompositions and connecting orbits.
The second part is again divided into three chapters discussing a class of asymptotically au-
tonomous equations of semilinear parabolic type. These equations preserve the basic (gener-
ic) structure of their autonomous counterparts. Still there are Morse sets, but this time they
are composed of (possibly multiple) connections between equilibrium solutions of the re-
spective limit equation. In Chapter 4, the asymptotically autonomous problem is approxi-
mated by a suitable evolution operator. Subsequently, a generic Morse set is shown to have
an index similar to that of a generic equilibrium. By utilising the results of Chapter 5, we can
now obtain an arbitrarily small perturbation of the original problem to which the results of
Chapter 4 can be applied. The synthesis of these results finally gives rise to the theorems in
Chapter 6.
1This property is sometimes referrred to as Waz˙ewski property.
2A solution u (t ) defined for all t ∈R is called a full (or entire) solution.
Contents
Preface i
Chapter 1. Preliminaries 1
1.1. Quotient Spaces 1
1.2. Homology 1
1.3. Evolution Operators and Semiflows 2
1.4. Conley Index Theory 4
1.5. Recurrent Solutions 6
Chapter 2. Nonautonomous Homotopy Index 9
2.1. Index Pairs for Evolution Operators 11
2.1.1. Isolating Neighborhoods 13
2.1.2. Index Pairs and Isomorphisms 13
2.2. An Index for Skew Product Semiflows 17
2.2.1. Definition of the Index 18
2.2.2. Basic Properties of the Index 19
2.3. Skew-admissible Isolating Neighborhoods and Continuation 22
2.3.1. Skew-admissible Isolating Neighborhoods 22
2.3.2. Continuation 24
2.4. Linear Evolution Operators 27
2.5. Application to Differential Equations 35
2.5.1. Abstract Semilinear Parabolic Equations 35
2.5.2. Ordinary Differential Equations 36
2.5.3. Quasilinear Parabolic Equations 37
2.5.4. Existence of Solutions 41
Chapter 3. Further Indices and Attractor-Repeller Decompositions 45
3.1. Related Index Pairs 46
3.2. Categorial Conley Index 50
3.3. Homology Conley Index and Attractor-repeller Sequences 53
3.3.1. Attractor-repeller Decompositions and Index Triples 53
3.3.2. Long Exact Sequences 55
3.3.3. Homology Conley Index 57
3.4. Morse Decompositions 59
3.4.1. Preliminaries 59
3.4.2. Persistence of Attractor-repeller Decompositions 63
iii
iv CONTENTS
3.4.3. Continuation 65
3.5. The Homology Conley Index as a Direct Limit 70
3.6. Uniformly Connected Attractor-repeller Decompositions 74
3.7. Nonautonomous C 0-small Perturbations of (Autonomous) Semilinear Parabolic
Equations 78
Chapter 4. Cycles of Asymptotically Autonomous Equations 81
4.1. The Parameter SpaceY 82
4.2. Weakly Hyperbolic Solutions and Structural Assumptions 83
4.3. Construction of an Initial Element y0 86
4.4. The Main Theorem 88
Chapter 5. The Generic Structure of an Asymptotically Autonomous Semilinear
Parabolic Equation 101
5.1. Abstract Formulation of the Result 103
5.2. A Skew Product Semiflow and Convergence of Solutions 105
5.3. Surjectivity 106
5.4. Adjoint Equations 114
Chapter 6. Applications to Asymptotically Autonomous Equations 119
6.1. One Solution 119
6.2. Another Solution 122
Bibliography 127
Notation Index 129
Subject Index 131
CHAPTER 1
Preliminaries
It is the purpose of this chapter to introduce commonly used notation. Additionally, a couple
of more or less elementary concepts will be recalled.
1.1. Quotient Spaces
DEFINITION 1.1. Let X be a topological space, and A, B ⊂ X . Denote
A/B := A/R ∪{A ∩B },
where A/R is the set of equivalence classes with respect to the relation R on A which is defined
by x R y iff x = y or x , y ∈ B .
We consider A/B as a topological space endowed with the quotient topology with respect to
the canonical projection q : A→ A/B , that is, a set U ⊂ A/B is open if and only if
q−1(U ) =
⋃
x∈U
x
is open in A.
Recall that the quotient topology is the final topology with respect to the projection q .
REMARK 1.1. The above definition is compatible with the definition used in [5] or [22]. The
only difference occurs in the case A ∩ B = ;, where we add ;, which is never an equivalence
class, instead of an arbitrary point.
LEMMA 1.2. Let X be a topological space, B ⊂ A ⊂ X be closed subsets.
We consider X /B and A/B as topological spaces equipped with the respective quotient topology.
Then, A/B (equipped with quotient topology) is a closed subspace of X /B .
PROOF. Firstly, A/B is a closed subset of X /B because (X /B ) \ (A/B ) = X \A is open.
Now let τQ denote the quotient topology on A/B and τ0 the subspace topology. The inclu-
sion (A/B ,τQ ) ⊂ X /B is continuous, and τ0 is the coarsest topology with this property, so
k : (A/B ,τQ )→ (A/B ,τ0) is continuous.
Moreover, the inclusion j : (A/B ,τQ )→ X /B is closed, which implies that k is closed. 
1.2. Homology
Assume that we are given a homology theory (H∗,∂ ) characterized by the axioms formulated
in [28] and introduced by Eilenberg and Steenrod.
In particular, H is a covariant functor from the category of topological pairs to the category of
graded abelian groups and homomorphisms of degree 0. We write
H∗(X , A) = (Hq (X , A))q∈Z
1
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to denote the homology of the pair (X,A).
We also assume that (H∗,∂ ) satisfies the axiom of compact supports as defined in [28]:
For every pair (X , A) of topological spaces and every z ∈ Hq (X , A), there is a pair
(X ′, A′) of compact subspaces such that (X ′, A′) ⊂ (X , A) and z is in the image of the
homomorphism induced by this inclusion of subspaces.
As it frequently happens that the homology of quotient spaces is considered, the following
notation is introduced.
DEFINITION 1.3. Let X be a topological space and A ⊂ X . We set
Hq [X , A] := Hq (X /A, A/A) q ∈Z,
where Hq denotes a homology functor.
1.3. Evolution Operators and Semiflows
Assume we are given a set U such that every set mentioned in this work is a subset of U unless
explicitly noted otherwise. The most notable exception is a new symbol 3 6∈ U. A function
which yields3 for a given argument is interpreted as not being defined for that argument.
Let X be a metric space1. Define A := A∪˙{3} whenever A is a set with 3 6∈ A. Note that A is
merely a set; the notation does not contain any implicit assumption on the topology.
DEFINITION 1.4. Let ∆ := {(t , t0) ∈R+ ×R+ : t ≥ t0}. A mapping Φ : ∆× X → X is called an
evolution operator if
(1) D(Φ) := {(t , t0, x ) ∈∆×X : Φ(t , t0, x ) 6=3} is open inR+×R+×X ;
(2) Φ is continuous onD(Φ);
(3) Φ(t0, t0, x ) = x for all (t0, x ) ∈R+×X ;
(4) Φ(t2, t0, x ) =Φ(t2, t1,Φ(t1, t0, x )) for all t0 ≤ t1 ≤ t2 inR+ and x ∈ X ;
(5) Φ(t , t0,3) =3 for all t ≥ t0 inR+.
A mapping pi : R+ × X → X is called semiflow if Φ˜(t + t0, t0, x ) := pi(t , x ) defines an evolution
operator. An explicit characterization of semiflows will be given below.
To every evolution operator Φ, there is an associated semiflow pi on an extended phase space
R+×X , defined by:
(t0, x )pit :=
(
(t0 + t ,Φ(t + t0, t0, x )) Φ(t + t0, t0, x ) 6=3
3 otherwise
1It is tacitly assumed that X ⊂U as well asR×X ⊂U.
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A function u : I → X defined on a subinterval I of R is called a solution 2 of Φ if u (t1) =
Φ(t1, t0, u (t0)) for all [t0, t1]⊂ I .
A mapping pi : R+×X → X is a semiflow as defined above iff the following holds:
(1) D(pi) := {(t , x ) ∈R+×X : pi(t , x ) 6=3} is open inR+×X ;
(2) pi is continuous onD(pi);
(3) pi(0, x ) = x for all (0, x ) ∈R+×X ;
(4) pi(t1 + t2, x ) =pi(t2,pi(t1, x )) for all t1, t2 ∈R+ and x ∈ X ;
(5) pi(t ,3) =3 for all t ∈R+.
We usually write xpit :=pi(t , x ).
Strictly speaking, a semiflow in the sense of the above Definition is not a semiflow in the sense
of e.g. [5]. However, this can be overcome by restricting pi to the set of all (t , x ) for which
pi is defined, that is, pi(t , x ) 6= 3. The advantage of introducing the symbol 3 will become
apparent below: the definition of Inv+(N ), for instance, can be kept short without introducing
any ambiguity.
DEFINITION 1.5. Let X be a metric space, N ⊂ X and pi a semiflow on X . The set
Inv−pi(N ) := {x ∈N : there is a solution u : R−→N with u (0) = x }
is called the largest negatively invariant subset of N .
The set
Inv+pi(N ) := {x ∈N : xpiR+ ⊂N }
is called the largest positively invariant subset of N .
The set
Invpi(N ) := {x ∈N : there is a solution u : R→N with u (0) = x }
is called the largest invariant subset of N .
In the sequel, it is assumed that X and Y are metric spaces. A suitable abstraction of many
nonautonomous problems is given by the concept of skew-product semiflows introduced be-
low.
DEFINITION 1.6. Given a global3 semiflow τ on Y and a mapping Φ : R+ × Y ×X → X , we
define pi :=pi(τ,Φ) by:
pi(t , y , x ) :=
(
(τ(t , y ),Φ(t , y , x )) Φ(t , y , x ) 6=3
3 otherwise
2If an evolution operator (or process) is defined as the "solution operator" of e.g. a differential equation, a map-
ping u is a solution of the evolution operator if and only if it is a solution of the differential equation. From that
point of view, this is a generalized notion of a solution. If the evolution operator is in fact a semiflow, this definition
coincides with the one in [22]. In [17], entire (full) solutions of a process are defined analogously.
However, often the evolution operator itself is considered to be "the" solution. One could thus be tempted to
replace the term "solution" by "motion" but at least in [25] or [3] this notion is only used for (two-sided) flows.
Another possible term would be "continuation", which has a completely different meaning in this context. It
should also noted that, at least concerning partial differential equations, it is not uncommon that the term solu-
tion requires disambiguation.
3Defined for all t ∈R+
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If pi is a semiflow, then it is called the skew-product semiflow associated with (τ,Φ).
The mapping Φ is sometimes referred to as the cocycle mapping (see e.g. [17]).
We will usually consider a fixed global semiflow τ on Y , which is denoted by .t (resp. y t :=
yτt ). This semiflow is called t -translation, which is motivated by the prototypical example
below.
EXAMPLE 1.1. Let Z be a metric space, and let Y := C (R+, Z ) be a metric space such that a se-
quence of functions converges if and only if it converges uniformly on bounded sets. The trans-
lation can now be defined canonically by (yτt )(s ) := y (t + s ) for s , t ∈R+.
DEFINITION 1.7. For y ∈ Y let
Σ+(y ) := clY {y t : t ∈R+}
denote the positive hull of y . Let Yc denote the set of all y ∈ Y for which Σ+(y ) is compact.
DEFINITION 1.8. Let y0 ∈ Y and N ⊂ Σ+(y0)× X be a closed subset. N is called an isolating
neighborhood (for K in Σ+(y0)×X ) if InvN ⊂ intΣ+(y0)×X N (and K = InvN ).
The following definition is a consequence of the slightly modified notion of a semiflow (Def-
inition 1.4) but not a semantical change compared to [5], for instance.
DEFINITION 1.9. We say that pi explodes in N ⊂ Y ×X if xpi [0, t [⊂N and xpit =3.
DEFINITION 1.10. Let pi=pi(.t ,Φ) be a skew-product semiflow and y ∈ Y . Define
Φy (t + t0, t0, x ) :=Φ(t , y
t0 , x ).
It is easily proved that Φy is an evolution operator in the sense of Definition 1.4.
1.4. Conley Index Theory
In addition to the most import elementary notions of Conley index theory, this section con-
tains two lemmas which will be used used in the following chapters. Both lemmas are are
mainly of technical nature and deal with specific constructions of (FM-)index pairs4.
Let pi be a (local) semiflow on a metric space X . A solution u of pi is a (continuous5) mapping
u : I → X , where I ⊂R is an interval such that u (t0)pi(t −t0) is defined and u (t ) = u (t0)pi(t −t0)
for all [t0, t ]⊂ I . If u is defined for all t ∈R, then u is called a full solution.
A closed subset N ⊂ X is called an isolating neighborhood if there does not exist a solution
u : R→N with u (0) ∈ ∂ N . N is called admissible if the following holds:
• For every sequence xn in N and tn →∞ inR+ with xnpi [0, tn ]⊂N , there is a subse-
quence (x ′n , t ′n )n of (xn , tn )n such that x ′npit ′n is convergent.
An admissible set N is strongly admissible if:
4 There are several variants of Conley indices, and consequently the exact meaning of the term index pair varies.
In order to disambiguate between different kinds of index pairs, Rybakowski introduced the notion FM-index pair
in [5].
5The semiflow is continuous.
1.4. CONLEY INDEX THEORY 5
• If x ∈N and xpit is not defined for some t ∈R+, then there is an s ≤ t such that xpis
is defined and xpis 6∈N .
The term FM-index pair has been introduced in [5, Definition 2.4] in order to differentiate
between index pairs in the sense of [22] and index pairs as used in [10].
DEFINITION 1.11. A pair (N1, N2) is called an FM-index pair for (pi,S ) if:
(a) N1 and N2 are closed subsets of X with N2 ⊂N1 and N2 is N1-positively invariant;
(b) N2 is an exit ramp for N1;
(c) S is closed, S ⊂ intX (N1 \N2) and S is the largest invariant set in clX (N1 \N2).
Roughly speaking, the positive invariance (PI) of N2 in the above definition means that a so-
lution starting in N2 does not leave N2 without leaving N1. N2 being an exit ramp (ER) for N1
means that a solution starting in N1 crosses N2 before leaving N1. For the sake of complete-
ness, we will also give more formalized definitions of (PI) and (ER):
(PI) If u : [0, a ]→N1 is a solution with u (0) ∈N2, then also u (a ) ∈N2.
(ER) If u : [0, a ]→ X is a solution with u (0) ∈N1 and u (a ) 6∈N1, then there exists a t ∈ [0, a ]
with u (s ) ∈N1 for all s ∈ [0, t ] and u (t ) ∈N2.
In view of Definition 2.6, note that assumption (ER’) below is equivalent to (ER).
(ER’) If u : [0, a ]→ X is a solution with u (0) ∈N1 and u (a ) 6∈N1, then there exists a t ∈ [0, a ]
with u (t ) ∈N2.
It is clear that (ER) implies (ER’). Now suppose that (ER’) holds, and set
T := sup{s ∈ [0, a ] : u ([0, s ])⊂N1}.
Since N1 is assumed to be closed, one must have T < a . By (ER’) and the choice of T , there is
a sequence sn → T + in [0, a ] such that u (sn ) ∈ N2 for all n ∈N. Due to N2 being closed, one
must have u (T ) ∈N2, that is, (ER) holds true.
DEFINITION 1.12. An FM-index pair (Definition 1.11) (N1, N2) is called strongly admissible if
clX (N1 \N2) is strongly admissible.
The following lemma can be summarized as follows: Consider two semiflows and a continu-
ous mapping which commutes with these semiflows. Then, (continuous) preimages of FM-
index pairs are again FM-index pairs.
LEMMA 1.13. Let pi (resp. χ) be a semiflow on a metric space X (resp. Y ). Let f : X → Y be
continuous, and assume that
(1) (N1, N2) is an FM-index pair for (χ , S˜ );
(2) if xpit is defined, then so is f (x )χ t and f (x )χ t = f (xpit );
(3) pi does not explode in f −1(N1) i.e., if f (x ) ∈ N1 and xpit is not defined for all t ∈R+,
then f (xpit ) ∈ X \N1 for some t ∈R+. Note that f (xpit ) ∈ X \N1 includes the implicit
assumption that xpit is defined.
Then (M1, M2) := ( f −1(N1), f −1(N2)) is an FM-index pair for (pi, Invpi( f −1(S˜ ))). Moreover, if (M1,
M2) is strongly admissible and f is surjective, then f (Invpi( f −1(S˜ ))) = S˜ .
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PROOF. Set (M1, M2) := ( f −1(N1), f −1(N2)).
(a) It is clear that M1, M2 are closed subsets of X and M2 ⊂ M1. Let x ∈ M2 and t > 0
such that xpit 6∈M2. It follows that f (x ) ∈ N2 but f (x )χ t 6∈ N2. N2 is N1-positively
invariant, so there is an 0 ≤ s ≤ t with f (x )χs 6∈N1. Hence xpis 6∈M1, implying that
M2 is M1-positively invariant.
(b) Let x ∈M1 and xpis 6∈M1 for some s ≥ 0. Then f (x ) ∈N1 and f (x )χs 6∈N1, so there
is an r ∈ [0, s ] with f (x )χ [0, r ] ⊂ N1 and f (x )χr ∈ N2. Hence, xpi [0, r ] ⊂ M1 and
xpir ∈M2, which proves that M2 is an exit ramp for M1.
(c) Firstly, we need to show that clX (M1\M2)⊂ f −1(clY (N1\N2)) is an isolating neighbor-
hood. Let u : R→ clX (M1 \M2) be a solution. We have f ◦ u (t ) ∈ clY (N1 \N2) for all
t ∈R, so f ◦ u (0) ∈ intY (N1 \N2), which means that u (0) ∈ intX (M1 \M2). Therefore,
clX (M1 \M2) is an isolating neighborhood.
Let S := Invpi clX (M1 \M2). It follows as above that f (S ) ⊂ S˜ , so S ⊂ f −1(S˜ ). Fur-
thermore, if f is surjective, then for every y ∈ S˜ , there is an x ∈ X with f (x ) = y .
For every t ≥ 0, there is a y˜ ∈ S˜ with y˜χ t = y because y ∈ S˜ , which is an invari-
ant set. Thus, there is also an x˜ with x˜pi [0, t ] ⊂M1 \M2 and f (x˜pit ) = y . Using the
admissibility assumption, one obtains an x ′ ∈ S with f (x ′) = y , so f (S ) = S˜ .

LEMMA 1.14. Let (X , d ) be a metric space, and let pi be a (local) semiflow on X .
Let N ⊂ X be a closed and strongly admissible isolating neighborhood with Inv−(N ) = Inv(N ).
Then
N + := {x ∈N : xpit ∈N ∀t ≥ 0}
is a closed, strongly admissible, and positively invariant isolating neighborhood for InvN .
Moreover, (N +,;) is an FM-index pair for (pi, InvN ).
PROOF. N + is a closed subset of N and therefore again strongly admissible. If x ∈ N +,
then for all t ≥ 0 also xpit ∈N +. Hence, N + is positively invariant.
In order to show that N + is an isolating neighborhood for InvN , suppose that x ∈ InvN ∩∂ N +.
Since N is an isolating neighborhood (for InvN ), one has xpit ∈ intX N for all t ∈R+. Since x
is also in the boundary of N +, there is a sequence xn → x with xn ∈N \N + for all n ∈N.
For every xn , one has rn := sup{s ≥ 0 : xnpi [0, s ] ⊂ N } <∞. If (rn )n is bounded, then we
can choose a convergent subsequence rn (k ) → r0. One has xn (k )pirn (k ) ∈ ∂ N for all k ∈N, so
xpir0 ∈ ∂ N . However, xpir0 ∈ InvN ⊂ int N , which is a contradiction.
Hence rn →∞, and, using admissibility, it follows that xnpirn has a convergent subsequence,
that is xn (k )pirn (k )→ x0 ∈ Inv−(N )∩ ∂ N , in contradiction to Inv−(N ) = Inv(N )⊂ int N . 
1.5. Recurrent Solutions
Section 2.5 contains several results concerning the existence of recurrent and (positive) Pois-
son stable solutions. For the sake of completeness, this section contains the required defini-
tions and some auxiliary results used there.
Throughout this section, let Γ be a complete metric space. We consider C (R,Γ ), the set of
all continuous mappingsR→ Γ , as a metric space, equipped with a metric d which induces
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the compact-open topology. Notice the similarity between the following definition and the
notion of an almost periodic function.
DEFINITION 1.15. For x ∈C (R,Γ ), let x 7→ x t be defined by x t (s ) := x (t + s ), s , t ∈R.
x ∈C (R,Γ ) is called recurrent if for every " > 0, there is an l = l (")> 0 such that for every t ∈R
and every interval I ⊂R of length ≥ l , there is an s ∈ I with d (x t , x s )≤ ".
Roughly speaking, the concept of the above definition is equivalent to recurrence à la Birkhoff
(see [3, Section 2.9]). More precisely, with respect to the flow (t , x ) 7→ x t on C (R,Γ ), Definition
1.15 is a special case of [3, Definition 2.9.4].
Therefore, u is recurrent if [3, Theorem 2.9.7] and only if [3, Corollary 2.9.10] clC (R,Γ ){u t : t ∈
R} is a compact minimal set6.
If one considers, instead of C (R,Γ ), only solutions of a given semiflow χ on Γ , then the t -
translation .t defines the so-called lifting flow [27] of χ . If χ is a flow, χ and its lifting flow are
topologically conjugate.
LEMMA 1.16. Let χ be a semiflow on Γ and K ⊂ Γ a non-empty compact invariant set.
Then there is a compact minimal set ; 6= K0 ⊂ K .
The proof is straightforward7 (see also [3, Theorem 2.9.1]). Compact minimal sets are im-
portant since every solution of a flow lying entirely in a compact minimal set is recurrent.
Theorem 1.17 is an adaptation of this result to skew-product semiflows.
THEOREM 1.17. Let X and Y be metric spaces, and let pi= pi(.t ,Φ) be a skew-product semiflow
on Y ×X .
Let y0 ∈ Y such thatΣ+(y0) is a compact minimal set. Further let ; 6= K ⊂Σ+(y0)×X be compact
and invariant.
Then there exists a recurrent solution (v0, u0) : R→ K of pi with v0(0) = y0.
Note that Σ+(y0) =ω(y0) since the latter is a non-empty compact invariant subset of the for-
mer. In particular, there is a solution v :R→ Y of .t with v (0) = y0.
PROOF. We consider the set
K ′ := {u ∈C (R, K ) : u is a solution of pi}.
It is easy to see (Lemma 2.28) that K ′ is compact with respect to the compact-open topology.
Hence, the translation .t extends to a flow on K ′.
We may thus choose a compact minimal subset K ′0 ⊂ K ′. Let (v, u ) ∈ K ′0 . (v, u ) is a solution
of pi with (v (t ), u (t )) ∈ K for all t ∈ R. The set ω(v (0)) = clY {v (t ) : t ∈ R+} is a non-empty
compact invariant subset of the compact minimal set Σ+(y0), so y0 ∈ ω(v (0)). Hence, there
exists a sequence (tn )n inRwith v (tn )→ y0. By Lemma 2.28, there are a subsequence t˜n and
a solution (v0, u0) of pi such that (v (s + t˜n ), u (s + t˜n ))→ (v0(s ), u0(s )) for every s ∈R. We thus
have v0(0) = y0 as claimed.
Finally, recall that the compact invariant set K ′0 is a minimal set if and only if (v, u ) is recurrent
for every (v, u ) ∈ K ′0 . Therefore, (v0, u0) is a recurrent solution. 
6i.e., the only compact invariant subset is the empty set
7By Zorn’s lemma, there is a positively invariant minimal subset, which is then shown to be invariant.
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We will also require a variant of Lemma 1.16, which is intended to obtain Poisson stable so-
lutions instead of recurrent solutions.
LEMMA 1.18. Let χ be a semiflow on Γ , K ⊂ Γ a non-empty compact invariant set and y0 ∈ Y
such that y0 ∈ω(y0).
Then, given a compact invariant subset K ⊂ Γ with
{(y0, x ) : (y0, x ) ∈ K for some x ∈ X } 6= ;,
there exists a compact invariant set K0 ⊂ K such that (y0, x ′) ∈ K0 for some (y0, x ′) ∈ K and
K0 =ω(y0, x ′) for all (y0, x ′) ∈ K0.
In particular, in Lemma 1.18 we claim that K contains a Poisson stable solution, that is, there
is an (y0, x ′) ∈ K with (y0, x ′) ∈ω(y0, x ′).
PROOF. Consider a set G consisting of all subsets L of K with the following properties:
(1) {(y0, x ) : (y0, x ) ∈ L for some x ∈ X } 6= ;
(2) L is compact
(3) L is positively invariant
A partial order on G is given by the inclusion of sets. Let {L i : i ∈ I } be a totally ordered subset
of G , and set L0 :=
⋂
i∈I L i . We need to show that L0 ∈G .
Each of the sets
L ′i := {(y0, x ) : (y0, x ) ∈ L i for some x ∈ X }
is closed and hence compact. Also, L i ⊃ Lk implies L ′i ⊃ L ′k . Therefore,
L ′0 := {(y0, x ) : (y0, x ) ∈ L0 for some x ∈ X }=
⋂
i∈I
L ′i
is non-empty. It is also easy to see that L0 is closed, hence compact, and positively invariant.
By Zorn’s lemma, there exists a maximal element K0 ∈ G . For every (y0, x ′) ∈ K0 it is clear
that ω(y0, x ′) is non-empty, compact and invariant. Moreover, {(y0, x ) : (y0, x ) ∈ ω(y0, x ′)
for some x ∈ X } is non-empty since y0 ∈ω(y0). Hence,ω(y0, x ′) ∈G . K0 is a maximal element
of G , so K0 =ω(y0, x ′). It is well known that ω(y0, x ′) is invariant as claimed. 
CHAPTER 2
Nonautonomous Homotopy Index
In this chapter, we are going to construct a first, elementary variant of an nonautonomous
Conley index, which will be refined later. We rely on many results obtained in the past for the
autonomous setting.
We consider genuinely nonautonomous dynamical systems. These can be recast as a skew-
product semiflow on an appropriate space. Hence, assuming sufficient compactness, there
is a naive approach of extending the index to nonautonomous problems: one considers the
index of invariant sets relative to the related skew-product semiflow (see for instance [21]).
However, this approach has certain disadvantages. In particular, one cannot expect a contin-
uation property. Roughly speaking, continuation means that the index remains unchanged
under small perturbations of the dynamical system. In order to illustrate the problem, sup-
pose we are given a dynamical system which depends on a function f (t , x ), where t is the
time variable, and x ∈ X represents the state of the system. There is a natural (semi)flow,
which acts on f by translation. Let Σ+( f ) := cl{ f (t + ., .) : t ∈ R+} denote the positive hull
of f under translation. We are interested in invariant subsets of Σ+( f )×X . This fact already
suggests that the index depends onΣ+( f ), which might be altered completely by an arbitrarily
small change of f .
The naive approach of applying the (autonomous) Conley index to the skew product semiflow
on Σ+( f )× X has another shortcoming: an invariant set K ⊂ Σ+( f )× X with non-zero index
cannot be empty. However, in order to find a solution which belongs to a given parameter f or
a specific g ∈ω( f ), additional assumptions on f such as periodicity for instance, are required.
In contrast, consider an invariant subset K whose nonautonomous index is non-zero. Then,
there exists a solution belonging to the parameter f which is defined for sufficiently large
times t . Moreover, to every g ∈ω( f ), there is a solution associated with g .
Our construction is based on index pairs for the skew-product semiflow but erases the traces
ofΣ+( f ) in the index. These index pairs are an appropriate modification of previously known
concepts of index pairs. We are able to prove that the newly defined index agrees with the
Conley index in the autonomous case – which justifies the name Conley index. Additionally,
for an important class of linear dynamical systems, it is proved that the index is solely deter-
mined by the dimension of an unstable subbundle. This behaviour is related to the existence
of exponentional dichotomies [23] and is well known from the autonomous case.
This chapter is structured as follows. Section 2.1 introduces the notions of isolating neigh-
borhoods and index pairs for evolution operators. In Section 2.2, we consider skew-product
semiflows and examine how (FM-)index pairs for isolated invariant sets relative to the skew-
product semiflows induce index pairs for evolution operators. These index pairs will be used
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to define the index. In Section 2.3, we state an index continuation result based on an asymp-
totic compactness property and the persistence of isolating neighborhoods.
The remaining parts of the chapter deal with applications. First of all, we compute the index
for linear evolution operators in Section 2.4. This is based on a thorough understanding of
linear skew product semiflows, which relies on [23] although the section is self-contained. In
section 2.5, we examine how the theory applies to ordinary differential equations as well as
semilinear parabolic equations. Subsequently, we investigate a semilinear parabolic equation
with a genuinely nonautonomous non-linearity which is asymptotically linear. We prove that,
under reasonable assumptions, there exists a non-trivial bounded solution of this equation
defined for large times. This is a generalization of previous results concerning autonomous
problems. Furthermore, we investigate the impact of additional recurrence hypotheses,
which imply the existence of recurrent solutions and Poisson stable points. There are also
two short appendices, putting together important facts and auxiliary results about Conley
index theory and recurrent (in a broader sense) solutions.
As an example, let Ω⊂RN , N ≥ 1 be a bounded domain with smooth boundary and consider
the following problem
∂t u −∆u = f (t , x , u (t , x ),∇u (t , x )) (2.1)
u (t , x ) = 0 x ∈ ∂ Ω
u (t , x ) = u0(x ),
where f = f (t , x , u , v ) is continuously differentiable in u and v . Moreover, assume that for
all (u , v ) ∈R×RN with |u |, |v | ≤ k and all (t , x ) ∈R×Ω, one has f (t , x , u , v ) ≤ C1 f (t , x , u , v )− f (t ′, x , u ′, v ′) ≤ C2 t − t ′δ + x − x ′δ + u −u ′+ v − v ′ ,
where C1 = C1(k ), C2 = C2(k ) and δ = δ(k ) are positive constants. Note that the Hölder-
continuity in t is required as a compactness condition (cf. Lemma 2.52) yet not for regularity
reasons.
Let p >N , and choose X := L p (Ω). Define an operator
A : W 2,p (Ω)∩W 10 (Ω)→ L p (Ω)
Au := −∆u .
A is a positive sectorial operator. Choose 0 < α < 1 large enough that there is a continuous
embedding X α ⊂ C 1(Ω¯) (cf. Lemma 2.50), and let X α := A−α(X ) denote the α-th fractional
power space equipped with the norm ‖x‖α := ‖Aαx‖. (2.1) gives rise to the abstract equation
ut + Au = fˆ (t , u ), (2.2)
where fˆ (t , u )(x ) = f (t , x , u (t , x ),∇u (t , x )).
Let λ ∈R \σ(A), and, for the sake of simplicity, assume that ( f (t , x , u , v )−λu )/(|u |+ |v |)→ 0
uniformly in x as t , |u |+ |v | →∞, that is, f is asymptotically linear.
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In order to formulate the recurrence assumptions on f , we consider the metric
d (g , g ′) :=
∑
n∈N
2−n δn (g − g ′)
1+δn (g − g ′) ,
where we set
δn (g ) := sup{
g (t , x , u , v ) : (t , x , u , v ) ∈R×Ω×R×Rn |t |, |u |, |v | ≤ n}.
Convergence with respect to d means convergence uniformly on compact subsets, that is, d
induces the compact-open topology on a suitable space.
Corollary 2.59 now implies the following theorem.
THEOREM 2.1.
(1) There are t0 > 0 and a solution u0 : [t0,∞[→ X α of (2.2) with supt≥t0 ‖u0(t )‖α <∞.
(2) f is called Poisson stable if there is a sequence tn →∞ such that f (tn + t , x , u , v )→
f (t , x , u , v ) with respect to the metric d . In this case, there is a Poisson stable bounded
solution u0 : R→ X α of (2.2), that is, u0(0) ∈ω(u0(0)).
(3) f is called recurrent if for every " > 0, there is an l = l (") such that every interval I of
length l contains a t with d ( f , f (t + ., ., ., .))≤ ". If f is recurrent, for instance periodic
or Bohr almost periodic in t , then there is a bounded recurrent solution u0 : R→ X α.
Note that the recurrency of a solution u0 means that for every " > 0, there is a T = T (") such
that for every t ∈R the whole solution u0 is contained in an "-neighborhood of u0([t , t +T ])⊂
X α.
Further results can be obtained if a solution is already known. The operator A is assumed
to be positive. Hence, in the following theorem, the implicit assumption that this solution is
stable by linearization is made.
THEOREM 2.2. Suppose that fˆ (., 0) ≡ 0, D fˆ (., 0) ≡ 0, and A −λ has at least one negative eigen-
value.
Then there are constants η1,η2 > 0 such that:
(1) There are t0 > 0 and a mild solution u : [t0,∞[→ X α of (2.2) such thatη1 ≤ ‖u (t )‖α ≤
η2 for all t ∈ [t0,∞[.
(2) If f is Poisson stable, then there is a Poisson stable solution u0 : R→ X α of (2.2) with
η1 ≤ ‖u (t )‖α ≤η2 for all t ∈R.
(3) If f is recurrent, then there is a recurrent solution u0 : R → X α of (2.2) with η1 ≤
‖u (t )‖α ≤η2 for all t ∈R.
The theorems in this section are examples. They follow immediately from Corollary 2.59 and
Theorem 2.60.
2.1. Index Pairs for Evolution Operators
In this section, we give a rather technical definition of an isolating neighborhood. Since evo-
lution operators are defined only for positive initial times 1, there is no invariant set obviously
1The index as constructed here depends on the behavior of the evolution operator for large initial times. The
restriction to positive initial times is not an artificial one but reflects this property.
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corresponding to an isolating neighborhood but instead an inner set, which is not unique.
Nevertheless, our notion of an isolating neighborhood gives rise to an appropriate variant of
index pairs.
FIGURE 2.1. An autonomous index pair
N1
N2
N2
FIGURE 2.2. A nonautonomous index pair
x
t
N2
N1
N2
At first glance, it might look strange to start with index pairs rather than invariant sets. The
reader who is familiar with Conley index theory knows that index pairs are, roughly speaking,
characterized by two properties (and two closed sets): a positive invariant set N1 and inside
this positive invariant an exit set N2. There is a well known example: a hyperbolic saddle. An
autonomous index pair roughly looks like Figure 2.1. An equivalent nonautonomous index
pair is sketched in Figure 2.2.
The main result of this section is Theorem 2.7. Roughly speaking, that theorem states that
two index pairs which belong to the same inner set and can be ordered by inclusion define
the same index. The results of the following section, in particular Lemma 2.16, are based on
Theorem 2.7.
The choice of the notion of an isolating neighborhood2 has yet another, less obvious conse-
quence. Suppose we are given two index pairs (N1, N2) ⊂ (M1, M2) for the same inner set that
give rise to an index for this inner set. Then the indices obtained from each of the index pairs
2As weak as possible, as strong as necessary.
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must agree. Hence, if the indices defined by (N1, N2) ⊂ (M1, M2) do not agree, then (N1, N2)
and (M1, M2) cannot be index pairs for the same inner set. In this case, Lemma 2.4, which is
a direct consequence of the definition of an isolating neighborhood, leads to Theorem 2.19
and its corollaries.
Note that one cannot easily omit the assumption (N1, N2)⊂ (M1, M2). The assumption in The-
orem 2.2 that the solution u ≡ 0 should be stable is a consequence of this additional (com-
pared to autonomous Conley index arguments) restriction.
2.1.1. Isolating Neighborhoods.
DEFINITION 2.3. Let X be a metric space,Φbe an evolution operator on X andpi the associated
semiflow. N ⊂R+×X is called an isolating neighborhood3 for (the inner set) W ⊂N if
∀t ∈R+ ∃h = h (t ) ∈R+ ∀x ∈ X
((t , x )pi [0, h ]⊂N =⇒ ∃s ∈ [0, h ] (t , x )pis ∈W ) . (2.3)
It is trivial to show
LEMMA 2.4. If N ⊂R+×X is not an isolating neighborhood for W ⊂N , then
∃t ∈R+ ∀h ∈R+ ∃x ∈ X : (t , x )pi [0, h ]⊂N \W .
LEMMA 2.5. Suppose that N ⊂ R+ × X is an isolating neighborhood for W ⊂ N . Then there
is a continuous monotone increasing function α0 : R
+ → R+ such that (2.3) is satisfied for
h (t ) =α0(t ).
PROOF. Choose α1 :Z
+→R+ such that (2.3) holds with h (k ) =α1(k ). Setting
α2( k︸︷︷︸
∈Z+
+ ξ︸︷︷︸
∈[0,1[
) := sup
l∈{1,2,...,k+1}
α1(l ) +1,
α2 is monotone increasing, and one has α2(k + ξ) ≥ α1(k + 1) + 1 for all (k ,ξ) ∈ Z+ × [0, 1[.
Further, let
α0( k︸︷︷︸
∈Z+
+ ξ︸︷︷︸
∈[0,1[
) :=α2(k ) +ξ(α2(k +1)−α2(k ))≥α2(k )≥α1(k +1) +1.
Suppose that (k +ξ, x )pi [0, s ]⊂N for some s ∈R+ with s ≥α0(k +ξ). It follows that s−(1−ξ)≥
s −1≥ α1(k +1), so by the choice of α1, (k +ξ, x )pis˜ = ((k +ξ, x )pi(1−ξ))pi(s˜ − (1−ξ)) ∈W for
some s˜ ∈ [1−ξ, s ]. Hence, using h (t ) =α0(t ), (2.3) is satisfied. 
2.1.2. Index Pairs and Isomorphisms. As before, let X be a metric space, Φ an evolution
operator on X and pi the associated skew-product semiflow onR+×X .
DEFINITION 2.6. A pair (N1, N2) is called an index pair for W ⊂R+×X (resp. (Φ, W )) if
(IP1) N2 ⊂N1 ⊂R+×X , N1 and N2 are closed inR+×X ;
(IP2) N1 \N2 is an isolating neighborhood for W ⊂N1 \N2;
(IP3) if x ∈N1 and xpit 6∈N1 for some t ∈R+, then xpis ∈N2 for some s ∈ [0, t ];
(IP4) if x ∈N2 and xpit 6∈N2 for some t ∈R+, then xpis ∈ (R+×X ) \N1 for some s ∈ [0, t ].
3Perhaps, the term isolating superset would be more appropriate.
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We say that (N1, N2) is an index pair (relative to pi respectively Φ) if (IP1), (IP3) and (IP4) hold.
In this chapter, the question whether index pairs exist is not treated exhaustingly. In many
situations, it is possible to take FM-index pairs4 which are obtained from the skew-product
formulation of the nonautonomous equation in order to derive index pairs in the sense of
sense of Definition 2.6.
Given an index pair (N1, N2), we consider topological space N1/N2, where the "exit set" N2 is
collapsed to a single point. In this chapter, the homotopy type of the pointed space (N1/N2, N2)
is called the index. We will show that index pairs give the same index if (2.4) holds or (in
Section 2.2) if they are derived from FM-index pairs which belong to the same invariant set in
the extended phase space (Lemma 2.16).
Although the majority of the index pairs in this chapter will arise from FM-index pairs in a
skew-product setting, this is not mandatory. An alternative concept of binding an index pair
to an invariant set will be presented in the next chapter. One reason for this are technical
difficulties inherent to the construction of FM-index pairs.
The rest of this section is devoted to the proof of the following theorem. We consider a fixed
but arbitrary evolution operator Φ on X and the associated semiflow pi onR+×X .
THEOREM 2.7. Let (N1, N2) and (M1, M2) be index pairs for (Φ, W ) with
(N1, N2)⊂ (M1, M2). (2.4)
Inclusion (2.4) induces an isomorphism
(N1/N2, N2)' (M1/M2, M2)
in the homotopy category of pointed spaces.
LEMMA 2.8. Under the assumptions of Theorem 2.7, there is a continuous monotone increasing
function α0 : R
+→R+ such that
(1) for every (t , x ) ∈M1 either (t , x )pis ∈N1 or (t , x )pis ∈M2 for some s ∈ [0,α0(t )];
(2) for every (t , x )∩N1 ∩M2 one has (t , x )pis ∈N2 for some s ∈ [0,α0(t )].
Lemma 2.8 is the only lemma in this section using (IP2).
PROOF. Let h : R+ → R+ be a function such that (2.3) holds with respect to the index
pair (M1, M2). In view of Lemma 2.5, we may assume without loss of generality that α0 := h is
continuous and monotone increasing.
(1) Assume that (t , x )pis 6∈ M2 for all s ∈ [0, h (t )], so by (IP3) (t , x )pis ∈ M1 \M2 for all
s ∈ [0, h (t )]. Hence, by the choice of h , (t , x )pis˜ ∈W ⊂N1 \N2 for some s˜ ∈ [0, h (t )].
(2) If (t , x )pis 6∈ N2 for all s ∈ [0, h (t )], then by (IP3) (t , x )pi [0, h (t )] ⊂ N1 \N2. Conse-
quently, it holds by (IP4) that (t , x )pi [0, h (t )]⊂M2.
By the choice of h , we finally obtain that (t , x )pis˜ ∈ W ⊂ M1 \M2 for some s˜ ∈
[0, h (t )], which is a contradiction.

4Franzosa-Mischaikow-index pair (see [10], [5])
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LEMMA 2.9. Let (N1, N2) be an index pair, and define f : R+×N1→N1/N2 by
f (s , (t , x )) :=
(
(t , x )pis (t , x )pi [0, s ]⊂N1 \N2
N2 otherwise.
Then, f is continuous.
PROOF. It is sufficient to prove that f is continuous in every point (s , (t , x )) ∈ R+ ×N1.
Suppose that (sn , (tn , xn )) ∈R+×N1 is a sequence with (sn , (tn , xn ))→ (s , (t , x )) as n→∞. If f
is not continuous in (s , (t , x )), then there are a subsequence (s ′n , (t ′n , x ′n )) and a neighborhood
U of f (s , (t , x )) such that f (s ′n , (t ′n , x ′n )) 6∈U for all n ∈N. Therefore, there does not exist a sub-
sequence of (s ′n , (t ′n , x ′n )) (denoted by the same symbols) such that f (s ′n , (t ′n , x ′n ))→ f (s , (t , x )).
We consider two cases. Firstly, if (t , x )pi [0, s ]⊂N1 \N2, then (t ′n , x ′n )pi [0, sn ]⊂N1 \N2 provided
that n is sufficiently large. It follows that f (s ′n , (t ′n , x ′n )) =

(t ′n , x ′n )pisn
→ [(t , x )pis ] = f (s , (t , x )).
Secondly, assume (t , x )pi [0, s ′] ⊂ N1 and (t , x )pis ′ ∈N2 for some s ′ ≤ s . Taking subsequences
it is sufficient to consider two additional cases. Either for all n ∈ N sufficiently large, one
has (t ′n , x ′n )pis˜ ′n ∈ N2 for some s˜ ′n ≤ sn , which implies f (s ′n , (t ′n , x ′n )) ≡ N2, or for all n ∈ N,
(t ′n , x ′n )pi

0, s ′n
 ⊂ N1 \ N2, so (t , x )pi [0, s ] ⊂ N1. Consequently, one has f (s ′n , (t ′n , x ′n )) =
(t ′n , x ′n )pis ′n
→ [(t , x )pis ] = N2. 
LEMMA 2.10. Let (N1, N2) and (M1, M2) be index pairs with (N1, N2)⊂ (M1, M2). Then,
(a) (N1, M2 ∩N1) and
(b) (N1 ∪M2, M2)
are index pairs.
PROOF. We need to check the assumptions (IP1), (IP3) and (IP4) of Definition 2.6. It is
easy to see that (IP1) holds in both cases.
(a)
(IP3) Let (t , x ) ∈ N1 and (t , x )pis 6∈ N1 for some s ≥ 0. Since (N1, N2) is an index pair,
one obtains immediately that (t , x )pis ′ ∈N2 ⊂N1 ∩M2 for some s ′ ∈ [0, s ].
(IP4) Let (t , x ) ∈N1 ∩M2 and (t , x )pis 6∈N1 ∩M2 for some s ≥ 0. Firstly, suppose that
(t , x )pis 6∈M2. (M1, M2) is an index pair, so (t , x )pis ′ ∈ (R+×X )\M1 ⊂ (R+×X )\N1
for some s ′ ∈ [0, s ]. Secondly, if (t , x )pis 6∈ N1, then (t , x )pis ′ ∈ N2 for some s ′ ∈
[0, s ] because (N1, N2) is an index pair. Hence, there exists an s ′′ ∈ [s ′, s ] with
(t , x )pis ′′ ∈ (R+×X ) \N1.
(b)
(IP3) Let (t , x ) ∈N1∪M2 and (t , x )pis 6∈N1∪M2 for some s ≥ 0. We may assume with-
out loss of generality5 that (t , x ) 6∈M2, so the same argument as in (a) applies.
(IP4) Let (t , x ) ∈M2 and (t , x )pis 6∈M2 for some s ≥ 0. (M1, M2) is an index pair and
(R+×X ) \M1 ⊂ (R+×X ) \ (N1 ∪M2), so (t , x )pis ′ ∈ (R+×X ) \ (N1 ∪M2) for some
s ′ ∈ [0, s ].

5Otherwise, there is nothing to prove.
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LEMMA 2.11. Let (N1, N2) and (M1, M2) be index pairs with N1 ⊂M1 and N2 = M2, and let α0 :
[0, 1]×R+→R+ be a continuous function such that for every λ ∈ [0, 1]:
(*) for every (t , x ) ∈M1 either (t , x )pis ∈N1 or (t , x )pis ∈M2 for some s ∈ [0,α0(λ, t )];
Then:
(a) The mapping H : [0, 1]×M1→N1/N2 defined by
H (λ, t , x ) :=
(
[(t , x )piα0(λ, t )] (t , x )pi [0,α0(λ, t )]⊂M1 \M2
N2 otherwise .
is well defined and continuous.
(b) H gives rise to a continous mapping Hˆ := HˆM ,N : [0, 1]×M1/M2→N1/N2, where we
set Hˆ (λ, [t , x ]) := H (λ, t , x ).
(c) The inclusion (N1, N2) ⊂ (M1, N2) induces a homotopy equivalence i : (N1/N2, N2)→
(M1/N2, N2) (provided that at least one function α0 satisfying (*) exists).
PROOF. (a) We can understand N1/N2 as a subspace of M1/N2, so it follows from
Lemma 2.9 that H is continuous.
In order to prove that H is well defined, one needs to check if H (λ, t , x ) ∈N1/N2
for all (λ, t , x ). Let (λ, t , x ) be given such that (t , x )pi [0,α0(λ, t )]⊂M1 \M2. It follows
from assumption (*) onα0 that (t , x )pis ′ ∈N1 for some s ′ ∈ [0,α0(λ, t )]. Consequently,
(t , x )piα0(λ, t ) ∈N1 since N2 = M2 is an exit ramp by (IP3).
(b) This follows immediately because H ([0, 1]×N2)⊂ {N2}.
(c) Denote r := HˆM ,N (1, .). We have
r ◦ i ([t , x ]) =
(
[(t , x )piα0(λ, t )] (t , x )pi [0,α0(λ, t )]⊂N1 \N2
N2 otherwise
since N2 = M2 is an exit ramp for M1, so (t , x )pi [0, s ]⊂M1 \M2 implies (t , x )pi [0, s ]⊂
N1 \N2. Using (b) and α′0(λ, t ) = λα0(1, t ) , it follows that r ◦ i = 1 in the homotopy
category of pointed spaces.
Furthermore i ◦ r = HˆM ,M (1, .), so again by (b), i ◦ r = 1 in the homotopy category
of pointed spaces.

LEMMA 2.12. Let (N1, N2) and (M1, M2) be index pairs with N2 ⊂M2 and N1 = M1, and let α0 :
[0, 1]×R+→R+ be a continuous function such that for every λ ∈ [0, 1]:
(**) for every (t , x )∩N1 ∩M2 one has (t , x )pis ∈N2 for some s ∈ [0,α0(λ, t )].
Then:
(a) The mapping H : [0, 1]×M1→N1/N2 defined by
H (λ, t , x ) :=
(
[(t , x )piα0(λ, t )] (t , x )pi [0,α0(λ, t )]⊂N1 \N2
N2 otherwise .
is continuous6.
6In contrast to Lemma 2.11, H is obviously well defined
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(b) H gives rise to a continous mapping Hˆ := HˆM ,N : [0, 1]×M1/M2→N1/N2, where we
set Hˆ (λ, [t , x ]) := H (λ, t , x ).
(c) The inclusion (N1, N2) ⊂ (N1, M2) induces a homotopy equivalence i : (N1/N2, N2)→
(N1/M2, M2).
PROOF. The proof is similar to the proof of Lemma 2.11, so we will omit most of the details.
(b) We need to prove that H (λ, t , x ) = N2 for all (λ, t , x ) with (t , x ) ∈ M2, which is an
immediate consequence of assumption (**).
(c) Denote r := HˆM ,N (1, .). We have
r ◦ i ([t , x ]) =
(
[(t , x )piα0(λ, t )] (t , x )pi [0,α0(λ, t )]⊂N1 \N2
N2 otherwise
Hence, it follows using (b) that r ◦ i = 1 in the homotopy category of pointed spaces.
Furthermore, by using (IP4) one obtains
i ◦ r ([t , x ]) =
(
[(t , x )piα0(λ, t )] (t , x )pi [0,α0(λ, t )]⊂N1 \M2
M2 otherwise,
implying that i ◦ r = 1.

PROOF OF THEOREM 2.7. Using Lemma 2.10, one obtains a chain of index pairs, which is
ordered by inclusion:
(N1, N2)⊂ (N1, M2 ∩N1)⊂ (N1 ∪M2, M2)⊂ (M1, M2)
Let α0 be given by Lemma 2.8. The parameter λ in the assumptions of Lemma 2.12 and
Lemma 2.11 is not required, that is, it is only assumed that a function α0 with the respective
property exists. Note that this is the only step in this proof that depends on the assumption
that (N1, N2) and (M1, M2) are index pairs for the same inner set W .
One has (N1/N2, N2) ' (N1/(M2 ∩ N1), M2 ∩ N1) by Lemma 2.12, and ((N1 ∪M2)/M2, M2) '
(M1/M2, M2) by Lemma 2.11. Moreover, N1 and M2 are closed, and N1 \ (N1∩M2) = (N1∪M2)\
M2, so inclusion induces a homeomorphism (N1/(M2∩N1), M2∩N1)' ((N1∪M2)/M2, M2). 
2.2. An Index for Skew Product Semiflows
In this section, we consider a larger class skew-product semiflows, where evolution opera-
tors are determined by a parameter y0 ∈ Y . Under reasonable compactness asumptions, it
is possible (and meaningful) to consider isolated invariant subsets of ω(y0)× X respectively
Σ+(y0)× X . Given such an isolated invariant subset K , there are FM-index pairs (see [5]) for
K in the space Σ+(y0)×X .
These FM-index pairs inΣ+(y0)×X give rise to index pairs inR+×X in the sense of Definition
2.6. We prove (Lemma 2.16) that for every index pair (N1, N2) obtained this way, the pointed
space (N1/N2, N2) has the same homotopy type. This homotopy type is the nonautonomous
(homotopy) Conley index (Definition 2.13). Subsequently, we will establish basic properties
of this index.
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Let X and Y be metric spaces. Unless otherwise stated, we will work with one fixed skew-
product semiflowpi=pi(.t ,Φ)on Y ×X . The notable exception are the continuation lemmas in
Section 2.3.2. The canonical semiflow onR+×X used in the previous section is now denoted
by χ , that is, χ =χ(y0) is a skew-product semiflow onR+×X and (t , x )χs = (t + s ,Φ(s , y t0 , x )).
2.2.1. Definition of the Index. The section is devoted to the proof that the nonautono-
mous Conley-index is well defined. We are going to show that the assumptions of Theorem
2.7 are satisfied and combine this theorem with results concerning the structure of FM-index
pairs, which can be found in [5]. The notion of a (strongly admissible) isolating neighborhood
for the semiflow (and thus for subsets of Y ×X ) follows [5]. This should not be confused with
isolating neighborhoods for evolution operators in the sense of Defition 2.3, which are subsets
ofR+×X .
DEFINITION 2.13. Let y0 ∈ Y , and let K ⊂ Σ+(y0)× X be an invariant set. Let piy0 denote the
restriction of pi to Σ+(y0)×X , that is, (y , x )piy0 t := (y , x )pit .
Let (N1, N2) be a strongly admissible FM-index pair for (piy0 , K ). Define r : R
+×X →Σ+(y0)×X
by r (t , x ) := (y t0 , x ).
The homotopy index is
h(pi, y0, K ) := h(y0, K ) := h(r
−1(N1)/r −1(N2), r −1(N2)).
LEMMA 2.14. Let y0, K , r be given by Definition 2.13, and let N ⊂ Σ+(y0)× X be a strongly ad-
missible isolating neighborhood for K .
Then M := r −1(N ) is an isolating neighborhood in the sense of Definition 2.3 for W := r −1(U )
whenever U is a neighborhood of K in N .
PROOF. Suppose M is not an isolating neighborhood for W . Then, using Lemma 2.4, there
are sequences (tn , xn ) in M and hn →∞ such that (tn , xn )χs ∈M \W for all s ∈ [0, hn ] and
all n ∈ N. Thus, (y tn , xn )pis ∈ N \U for all s ∈ [0, hn ] and all n ∈ N. Since N is strongly
admissible, one obtains a full solution u : R→N \ intΣ+(y0)×X U ⊂N \K ofpi, in contradiction
to the assumption that N is an isolating neighborhood for K . 
LEMMA 2.15. In addition to the hypotheses of Lemma 2.14, suppose that
(N1, N2) is an FM-index pair for K with N1 ⊂N , and U is a neighborhood of K in N1 \N2.
Then (M1, M2) := (r −1(N1), r −1(N2)) is an index pair for W := r −1(U ) in the sense of Definition
2.6.
PROOF. (IP2) Lemma 2.14 implies that M := r −1(clX (N1 \N2)) is an isolating neighbor-
hood for W ⊂M1 \M2. Consequently, M1 \M2 ⊂M is an isolating neighborhood for
W (relative to Φy0 ).
(IP3) Let (τ, x ) ∈M1 and t ∈ R+ such that (τ, x )χ t 6∈M1. It follows that (y τ, x ) ∈ N1 and
(y τ, x )pit 6∈ N1, so there is an s ∈ [0, t ] with (y τ, x )pis ∈ N2. This in turn implies that
(τ, x )χs ∈M2.
(IP4) Let (τ, x ) ∈ M2 and t ∈ R+ such that (τ, x )χ t 6∈ M2. We have (y τ, x ) ∈ N2, but
(y τ, x )pit 6∈ N2. Since pi does not explode in N , it does not explode in N1 ⊂ N ,
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too. Hence, there is an s ∈ [0, t ] with (y τ, x )pis ∈ (Σ+(y0)× X ) \N1. It follows that
(τ, x )χs ∈ (R+×X ) \M1.

LEMMA 2.16. For some y0 ∈ Y , let K ⊂ Σ+(y0)× X be an invariant set, and let (N1, N2) (resp.
(N˜1, N˜2)) be a strongly admissible FM-index pair for (pi, K ).
Then, there is an isomorphism
(r −1(N1)/r −1(N2), r −1(N2))' (r −1(N˜1)/r −1(N˜2), r −1(N˜2))
in the homotopy category of pointed spaces.
In other words, Lemma 2.16 says that the homotopy index of Definition 2.13 is independent
of the choice of an FM-index pair (N1, N2) (inΣ+(y0)×X ). We do not claim that two index pairs
(in R+ × X ) which belong to the same inner set define the same homotopy index. This has
been proved in Theorem 2.7 under an additional (inclusion) hypothesis.
PROOF. There exist [5, Lemma 4.8] an s ∈ R+ and a strongly admissible FM-index pair
(L1, L2) for (piy0 , K ) such that
(N1, N2)⊂ (N1, N −s2 )⊃ (L1, L2)⊂ (N˜1, N˜ −s2 )⊃ (N˜1, N˜2). (2.5)
Here, x ∈ N −s2 (resp. N˜ −s2 ) if and only if x ∈ N1 (resp. N˜1) and xpir ∈ N2 (resp. N˜2) for some
r ∈ [0, s ].
Applying r −1 to (2.5) yields
(r −1(L1), r −1(L2))⊂ (r −1(N1), r −1(N −s2 ))⊃ (r −1(N1), r −1(N2))
(r −1(L1), r −1(L2))⊂ (r −1(N˜1), r −1(N˜ −s2 ))⊃ (r −1(N˜1), r −1(N˜2)).
Suppose that U ⊂Σ+(y0)×X is a sufficiently small neighborhood of K . It follows from Lemma
2.15 that each of these couples is an index pair for (Φy0 , r
−1(U )). Hence, by Theorem 2.7, each
of the above inclusion induces an isomorphism in the homotopy category of pointed spaces.
In particular, the pointed spaces (r −1(N1/N2), r −1(N2))and (r −1(N˜1/N˜2), r −1(N˜2))are homotopy
equivalent. 
2.2.2. Basic Properties of the Index. Firstly, we claim that the index of an empty invari-
ant set is 0¯, which is the homotopy type of (;/;,;/;). The lemma below is important despite
being a rather weak result, which is useful only in a limited number of cases. Later on, we will
develop stronger variants namely Theorem 2.19 and its corollaries.
LEMMA 2.17.
h(y0,;) = 0¯
for every y0 ∈ Y .
PROOF. (;,;) is a strongly admissible FM-index pair for ; ⊂ Σ+(y0)× X . It gives rise to an
index pair (;,;) = (r −1(;), r −1(;)) for the evolution operator Φy0 , so
h(y0,;) = (r −1(;)/r −1(;), r −1(;)) = ({;},;) = 0¯.

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The following theorem justifies the term Conley index. Its meaning is that h(y0, K ) is an ex-
tension of the (autonomous) Conley index theory on metric spaces.
THEOREM 2.18. Let y0 ∈ Y be autonomous, that is, y t0 = y0 for all t ∈ R+. Let K ⊂ X be an
isolated invariant set admitting a strongly admissible neighborhood relative to the semiflow
xχ t :=Φ(t , y0, x ).
Then, h(y0,{y0}×K ) = h(χ , K ), where the right-hand side denotes the homotopy index for semi-
flows as defined in [22].
PROOF. Let (N1, N2)be a strongly admissible FM-index pair for (χ , K ). It follows that ({y0}×
N1,{y0}×N2) is a strongly admissible FM-index pair for (pi,{y0}×K ). Thus, using the notation
of Definition 2.13, we have
r −1(Ni ) =R+×Ni i ∈ {1, 2}.
The pointed space ((R+×N1)/(R+×N2),R+×N2) is homotopy equivalent to (({0}×N1∪R+×
N2)/(R+×N2),R+×N2), which is homeomorphic to (({0}×N1)/({0}×N2),{0}×N2). 
Primarily, we are not looking for solutions in the ω-limes set of a skew-product semiflow (at
least not in this chapter) but of an evolution operator Φy0 itself. Invariant sets are used to
detect these solutions, but we are not interested per se in information about these invariant
sets. The following theorem and its corollaries assume that A ⊂ K is an attractor 7 in K such
that the indices of A and K do not agree. We will point out consequences for the evolution
operator defined by y0.
The theorem below has several corollaries can be applied to a number of situations in order to
detect solutions. Either no full solution is known, or there is a known solution, and one wants
to obtain an additional solution. Prototypical examples are Corollary 2.59 and Theorem 2.60.
The seemingly complicated assumptions are caused by the nonautonomous setting. If one
was given an autonomous equation or an equation in a restricted class of nonautonomous
equations, one could argue as follows: The known solution belongs to an invariant set the
index of which does not agree with the index of a maximal compact invariant set. Therefore,
the invariant sets do not agree that is, there must exists another (full) solution. Although the
argument is still valid even in the nonautonomous cases considered here, its implications are
substantially weaker. We obtain a solution of at least one of the equations (evolution opera-
tors) given by a parameter y ∈ω(y0) but not necessarily of the particular equation determined
by y0.
THEOREM 2.19. Let y0 ∈ Y and K ⊂Σ+(y0)×X be an isolated invariant set admitting a strongly
admissible isolating neighborhood N .
Let A ⊂ K be an attractor in K , and h(y0, A) 6= h(y0, K ). Then there is a neighborhood N0 of A
such that r −1(N ) is not an isolating neighborhood for r −1(N0).
REMARK 2.1. If r −1(N ) is not an isolating neighborhood for r −1(N0), then, in view of Lemma
2.4, there is a t0 ∈R+ and for every T ∈R+ a solution u : [t0, t0 +T ]→ r −1(N ) \ r −1(N0) of Φy0 .
7a rather strong assumption but presumably necessary
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PROOF OF THEOREM 2.19. Let (N1, N2, N3) be an FM-index triple for
(piy0 , K , A, R ) with N1 ⊂N (see e.g. [5] and the references therein).
By Lemma 2.15, the couple (r −1(N1), r −1(N3)) is an index pair for
(Φy0 , r
−1(N1 \N3)), and so is (r −1(N2), r −1(N3)) for (Φy0 , W ), where we set W := r −1(N2 \N3).
Suppose that r −1(N ) is an isolating neighborhood for (Φy0 , W ). Then r −1(N1 \N3) ⊂ r −1(N )
is also an isolating neighborhood for (Φy0 , W ). Thus, by Theorem 2.7, there is an inclusion
induced isomorphism
(r −1(N2)/r −1(N3), r −1(N3))' (r −1(N1)/r −1(N3), r −1(N3))
in the homotopy category of pointed spaces. This means that h(y0, A) = h(y0, K ), in contra-
diction to our assumptions. We have shown that the conclusions of the theorem hold for
N0 := N2 \N3. 
COROLLARY 2.20. Let y0 ∈ Y and K ⊂ Σ+(y0) × X be an isolated invariant set admitting a
strongly admissible isolating neighborhood N . Assume that h(y0, K ) 6= 0¯.
Then, there is a t0 ∈R+ such that for every T ∈R+, there is a solution u of Φy0 which is defined
and satisfies (t , u (t )) ∈ r −1(N ) for all t ∈ [t0, t0 +T ].
PROOF. Take A := ;, and apply Theorem 2.19. One obtains a neighborhood N0 of A such
that such that r −1(N ) is not an isolating neighborhood for r −1(N0).
Whatever N0 might be, the claim follows directly from Lemma 2.4. 
It is also possible to give a more elementary, straightforward proof for Corollary 2.20. Namely,
if its conclusion does not hold, N2/N2 is a strong deformation retract of N1/N2. The deforma-
tion is given by the evolution operator. The crucial point is that for every t ∈R+, there exists
a finite time maximum T = T (t ) such every point (t , x ) reaches the exit set N2 in a time no
longer than T . Otherwise, N1 \N2 would not be an isolating neighborhood for the empty set,
which follows from Lemma 2.15.
Furthermore, using the concept of regular index pairs, we are able to prove Lemma 3.52, a
stronger version of Corollary 2.20. It might be possible to generalize Theorem 2.19 as well.
COROLLARY 2.21. In addition to the assumptions of Theorem 2.19, suppose that z ∈ω(y0), that
is, there is a sequence tn →∞ such that y tn0 → z as n→∞.
Assume that h(y0, A) 6= h(y0, K ), and let N0 be given by Theorem 2.19. Then there is a solution
(v, u ) : R→Σ+(y0)×X such that v (0) = z and
(v (t ), u (t )) ∈ clY ×X (N \N0) for all t ∈R. (2.6)
PROOF. Let χ denote the skew-product semiflow onR+×X which is associated with Φy0 .
It follows from Theorem 2.19 that r −1(N ) is not an isolating neighborhood for W0 := r −1(N0).
Hence, by Lemma 2.4 there must exist a sequence (xn )n in X and a t ∈ R+ such that
(t , xn )χ [0, 2tn ] ⊂ r −1(N ) \W0 for all n ∈ N. Using the admissibility of N and choosing sub-
sequences, we may assume w.l.o.g. that there is a solution (v, u ) : R → Y × X such that
(y tn+s ,Φ(tn + s − t , t , xn )) → (v (s ), u (s )) in clY ×X (N \N0) for all s ∈ R. By the choice of the
sequence (tn )n , one has v (0) = z . 
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Roughly speaking, an invariant set with a non-zero index implies the existence of a whole
family of solutions – at least one solution for every parameter y ∈ ω(y0). It is worth noting
that the same uniformity principle holds for the existence of connecting orbits of attractor-
repeller decompositions (Theorem 3.58).
COROLLARY 2.22. Let y0 ∈ Y and z ∈ω(y0). Further let K ⊂Σ+(y0)×X be an isolated invariant
set admitting a strongly admissible isolating neighborhood N .
If h(y0, K ) 6= 0¯, then there exists a solution (v, u ) : R→N with v (0) = z .
PROOF. ; is an attractor in K . We have h(y0,;) = 0¯ by Lemma 2.17. Hence, our claim is a
special case (and thus a consequence) of Corollary 2.21. 
2.3. Skew-admissible Isolating Neighborhoods and Continuation
We will consider an asymptotic compactness condition, which resembles Rybakowski’s no-
tion of admissibility (see, for example, [5, 22]). The modified condition is therefore called
skew-admissibility. Based on skew-admissible isolating neighborhoods, we will prove an in-
dex continuation theorem. Roughly speaking, index continuation means that the index is
preserved under continuous changes of an evolution operator and an associated isolated in-
variant set.
Throughout this section, we will assume the hypotheses at the beginning of the previous sec-
tion.
2.3.1. Skew-admissible Isolating Neighborhoods.
DEFINITION 2.23. A subset N ⊂ Y × X is called skew-admissible provided that the following
holds: Whenever (yn , xn )n in N and (tn )n in R+ are sequences such that tn → ∞, y tnn →
y0 in Y and (yn , xn )pi [0, tn ] ⊂ N , the sequence (Φ(tn , yn , xn ))n has a convergent subsequence
Φ(t ′n , y ′n , x ′n )→ x0 ∈N .
N is called strongly skew-admissible if it is skew-admissible and pi does not explode8 in N .
DEFINITION 2.24. Let y0 ∈ Y and K ⊂Σ+(y0)×X be an invariant set.
A closed set N ⊂ Y ×X is called an isolating neighborhood for (y0, K ) provided that:
(1) K ⊂Σ+(y0)×X
(2) K ⊂ intY ×X N
(3) K is the largest invariant subset of N ∩ (Σ+(y0)×X ).
We say that N is an isolating neighborhood relative to y0 if N is an isolating neighborhood
relative to (y0, (InvN )∩ (Σ+(y0)×X )).
There are now two competing notions of an isolating neighborhood with respect to the skew-
product semiflow. Definition 1.8 refers to the spaceΣ+(y0)×X , whereas Definition 2.24 refers
to the space Y ×X . Fortunately, both notions of isolation essentially agree.
REMARK 2.2. Let y0 ∈ Yc , and suppose that K ⊂ Σ+(y0) × X is an invariant set admitting a
(strongly) skew-admissible isolating neighborhood N . Then N ∩ (Σ+(y0) × X ) is a (strongly)
admissible isolating neighborhood in Σ+(y0)×X .
8(y , x )piR+ ⊂N ∪{3} implies (y , x )piR+ ⊂N for all (y , x ) ∈N
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As a consequence, we obtain
LEMMA 2.25. Let y0 ∈ Yc , i.e., Σ+(y0) ⊂ Y is compact, and suppose that K ⊂ Σ+(y0)× X is an
invariant set admitting a strongly skew-admissible isolating neighborhood.
Then (Definition 2.13) h(y0, K ) is defined.
A converse of Remark 2.2 can be proved as well.
LEMMA 2.26. Let y0 ∈ Yc and N ⊂Σ+(y0)×X be an isolating neighborhood for K . Then for " > 0
small enough
N ′ := {(y , x ) : ∃x ∈ X with (y ′, x ) ∈N and dY (y , y ′)≤ "}
is an isolating neighborhood for (y0, K ).
PROOF. It follows from the compactness of Σ+(y0) that N ′ is closed. One still needs to
prove that K ⊂ intY ×X N ′. Let (y , x ) ∈ K be arbitrary. Since K ⊂ intΣ+(y0)×X N , there is a
real δ′ > 0 such that U := Bδ′ ((y , x ),Σ+(y0) × X ) ⊂ N . One has {(y ′, x ′) : dY (y ′, y ′′) ≤ "
for some (y , x ′) ∈ U } ⊂ N ′, which is a neighborhood of (y , x ) in Y × X . Therefore, K ⊂
intY ×X N ′.
For small " > 0, K is the largest invariant subset of N ′ ∩ (Σ+(y0)× X ), which completes the
proof9 
For the rest of this section, we will be concerned with the proof of the following theorem:
THEOREM 2.27. Suppose that (yn )n is a sequence in Y , y0 ∈ Yc and10
d (y tn ,Σ
+(y0))→ 0 as t , n→∞. (2.7)
Let N be a strongly skew-admissible isolating neighborhood for (y0, K ).
Then for all n ∈N sufficiently large, there is an invariant subset Kn such that N is an isolating
neigborhood for (yn , Kn ).
LEMMA 2.28. Suppose that (yn )n is a sequence in Y , y0 ∈ Yc and
sup
t ∈R+
d (y tn ,Σ
+(y0))→ 0 as n→∞. (2.8)
Let N ⊂ Y ×X be a closed set such that pi does not explode in N .
Let αn → α0 and βn → β0 be sequences of real numbers. For every n ∈N, let un : αn ,βn →
N ∩ (Σ+(yn )×X ) be a solution11. Assume that the sequence (un (s ))n∈N is relatively compact in
X for all s ∈ α0,β0.
Then there are a subsequence (u˜n )n of (un )n and a solution u :

α0,β0
→N ∩ (Σ+(y0)×X ) such
that u˜n (s )→ u (s ) uniformly on compact subsets ofR.
REMARK 2.3. Let (zn )n be a sequence in Y such that d (z tn ,Σ
+(y0))→ 0 or d (z tn , y t0 )→ 0 as t , n→
∞, then (2.8) holds for every sequence (yn )n with yn ∈ω(zn ).
9The details of this last step are omitted. One could use Lemma 2.28 below, which does not rely on the present
lemma (in fact, not on a notion of isolation at all).
10By an abuse of notation, we write d (y ,Σ(y0)) := inf y˜ ∈Σ(y0) d (y , y˜ ).
11of our omnipresent semiflow pi
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PROOF OF LEMMA 2.28. Let am → α0 + 0 be a sequence converging from above. Using a
diagonal sequence argument, (2.8) and the relative compactness of the sequence (un (am ))n ,
we may choose a subsequence (u˜n )n of (un )n such that for every m ∈ N one has u˜n (am )→
(zm , xm ) as n →∞ in Y ×X . Finally, define u (am + s ) := (zm , xm )pis for all m ∈N and s ∈R+
with am + s <β0.
If (zm , xm )pis is defined for s ∈ 0,β0−am , it follows from the properties of a semiflow that
u˜n (am + s )→ u (am + s ). Suppose that (zm , xm )pis = 3 for some s ∈ 0,β0−am . pi does not
explode in N , so there must exist an s ′ ∈ [0, s [with (zm , xm )pis ∈ (Y ×X )\N which is impossible
as u˜n (am + s ′)→ u (am + s ′). 
REMARK 2.4. Let u : R→ Σ+(y0) be a solution of the translation semiflow .t , so in particular
u (−n )n = u (0).
We have u (−n ) = y t ′n0 for some t ′n ∈R+, or there is a sequence tk →∞ of positive real numbers
such that y tk0 → u (−n ) as k →∞. In the first case, we can choose tk := t ′k +(k −n ) for k ≥ n, so
in both cases, it follows that d (y tk +n0 , u (0)) < 1/n for k sufficiently large, implying that u (0) ∈
ω(y0).
The solution u can be chosen arbitrarily, implying that InvΣ+(y0) =ω(y0).
PROOF OF THEOREM 2.27. Suppose that the theorem does not hold. Then, by the remark
above, there is a subsequence ( y˜n )n of (yn )n such that for every n ∈ N, there is a solution
(vn , un ) : R→N ∩ (ω( y˜n )×X ) with (vn (0), un (0)) ∈ ∂ N .
By using Remark 2.3 as well as the compactness of Σ+(y0), one obtains that (vn (s ))n∈N is rel-
atively compact. Hence, it follows from the skew-admissibility of N that ((vn (s ), un (s )))n∈N is
relatively compact for all s ∈R.
Remark 2.3 also implies that Lemma 2.28 can be applied, whence one deduces that there is
a solution (v, u ) : R → N ∩ (Σ+(y0) × X ) with (v (0), u (0)) ∈ ∂ N , so in contradiction to our
assumptions, N is not an isolating neighborhood for (y0, K ). 
2.3.2. Continuation. Lemma 2.33 and Corollary 2.34 rely on the following additional lin-
earity assumptions.
(L1) Y is a linear space12, and the metric d on Y is invariant, that is, d (y1, y2) = d (y1−y2, 0)
for all y1, y2 ∈ Y .
(L2) The translation y 7→ y t is assumed to be linear, that is, (y1+y2)t = y t1 +y t2 and (λy )t =
λy t for y , y1, y2 ∈ Y , λ ∈R and t ∈R+.
Before proving Theorem 2.31, which is the main result of this section, we will lift a continu-
ation property for semiflows to evolution operators. The resulting Lemma 2.30 is mainly of
technical interest.
DEFINITION 2.29. Suppose that the following holds for all n ∈N∪{0}:
(1) pin =pi(.t ,Φn ) is a skew-product semiflow on Y ×X ;
(2) y0 ∈ Y and Kn ⊂Σ+(y0)×X for all n ∈N;
(3) N ⊂ Y ×X is a strongly pin -admissible isolating neighborhood for (y0, Kn ).
12Addition and scalar multiplication in Y are assumed to be continuous.
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Moreover, assume that pin → pi0 and N is strongly (p˜in )n -admissible for every subsequence
(p˜in )n of (pin )n (see also [22]).
Under these assumptions, we write (pin , Kn )→ (pi0, K0).
LEMMA 2.30. Suppose that y0 ∈ Yc and (pin , Kn )→ (pi0, K0).
Then, there is an n0 ∈N such that for all n ≥ n0, one has
h(pin , y0, Kn ) = h(pi0, y0, K0).
PROOF. By [22, Theorem 12.3], there exist strongly admissible FM-index pairs (N1,n , N2,n )
and (N˜1,n , N˜2,n ) for Kn , n ∈N∪{0}, (in Σ+(y0)×X ) and an n0 ∈N such that
(N˜1,n , N˜2,n )⊂ (N˜1,0, N˜2,0)⊂ (N1,n , N2,n )⊂ (N1,0, N2,0)
for all n ≥ n0.
Let n ∈ {n ≥ n0}∪ {0} be arbitrary, r be given by Definition 2.1313, and
(M1,n , M2,n ) := (r
−1(N1,n ), r −1(N2,n ))
(M˜1,n , M˜2,n ) := (r
−1(N˜1,n ), r −1(N˜2,n )).
By Lemma 2.15, (M1,n , M2,n ) and (M˜1,n , M˜2,n ) are index pairs for r −1(U ) whenever U ⊂ (N1,n \
N2,n )∩ (N˜1,n \ N˜2,n ) is a neighborhood of Kn in Σ+(y0)×X .
Consider the following row
(M˜1,n/M˜2,n , M˜2,n )
i // (M˜1,0/M˜2,0, M˜2,0)
k //
(M1,n/M2,n , M2,n )
l // (M1,0/M2,0, M2,0)
of inclusion induced morphisms. By Theorem 2.7, k ◦ i and l ◦ k are isomorphisms in the
homotopy category of pointed spaces. It follows easily [22, Lemma 13.4] that i , k and l are
isomorphisms, completing the proof. 
For the rest of this section, we will assume (L1) and (L2) as well as the following hypotheses:
Let Γ be a metric space, for instance Γ = [0, 1], and let f : Γ → Yc × 2Yc×X be a mapping such
that for every γ0 ∈ Γ , it holds that f (γ0) = (y0, K0) =: ( fy (γ0), fK (γ0)), where:
(C1) There are a neighborhood U of γ0 in Γ , a strongly skew-admissible set N ⊂ Y × X
which is, for all γ ∈U , an isolating neighborhood for f (γ).
(C2) Whenever γn → γ0 in Γ , it holds that
d ( fy (γn )
t
n , y
t
0 )→ 0 (in Y ) as t , n→∞.
THEOREM 2.31. The homotopy index h◦ f is constant on connected subsets of Γ .
REMARK 2.5. Theorem 2.31 can easily be generalized to the case where Y ′ is a manifold over Y .
However, it is not clear whether the linearity assumptions (L1) and (L2) can be omitted.
LEMMA 2.32. Let γ0 ∈ Γ , y0 := fy (γ0), and let N ⊂ Y ×X be a strongly skew-admissible set which
is an isolating neighborhood for f (γ0).
13Here, it is used that y0 and thus r are independent of n .
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Then there is a neighborhood U of γ0 in Γ such that for all λ ∈ [0, 1] and for all (y , K ) ∈ f (U ), N
is an isolating neighborhood relative to y0 +λ(y − y0).
PROOF. If the the lemma does not hold, then there are sequences γn → γ0 in Γ and λn in
[0, 1], such that for all n ∈N, N is not an isolating neighborhood relative to y0 +λn (yn − y0).
For every t ∈R+, the invariance of the metric implies that
d (y t0 +λn (y
t
n − y t0 ), y t0 ) = d (λn (y tn − y t0 ), 0)→ 0 as t , n→∞.
It follows that (2.7) holds, so by Theorem 2.27, N is an isolating neighborhood relative to y0 +
λn (yn − y0) for all but finitely many n , which is a contradiction. 
LEMMA 2.33. Let γ0 ∈ Γ , y0 := fy (γ0), and let N ⊂ Y ×X be a strongly skew-admissible set which
is an isolating neighborhood for f (γ0).
For h ∈ Yc , set
Y˜h :=Σ
+(y0)×Σ+(h )
and
((y , h ), x )p˜ih ,λt := ((y
t , h t )︸ ︷︷ ︸
=:(y ,h )t
,Φ(t , y +λh , x )).
Then:
(1) There is a neighborhood U of γ0 in Γ such that for all γ ∈U and all λ ∈ [0, 1],
Nh ,λ := {(y , h , x ) ∈ Y˜h ×X : (y +λh , x ) ∈N }
a strongly admissible isolating neighborhood for ((y0, h ), Kh ,λ) relative to p˜ih ,λ, where
h = fy (γ)− y0 and
Kh ,λ := (Invp˜ih ,λNh ,λ)∩ (Σ+(y0, h )×X ).
(2) One has
h(p˜ih ,λ, (y0, h ), Kh ,λ) = h(p˜ih ,0, (y0, h ), Kh ,λ) (2.9)
for all h ∈U and all λ ∈ [0, 1].
PROOF. (1) Let U be given by Lemma 2.32. Σ+(y0, h ) is compact, and N is strongly
skew-admissible, so for all γ ∈U and allλ ∈ [0, 1], N is a strongly admissible isolating
neighborhood relative to y0 +λ(y − y0).
We have
Invp˜ih ,λNh ,λ ⊂ {(y , h , x ) : (y +λh , x ) ∈ InvpiN }∩
 
Σ+(y0 +λh )×X  .
Hence, Nh ,λ is an isolating neighborhood relative to (y0, h )and
14 p˜ih ,λ wheneverγ ∈U
and λ ∈ [0, 1].
(2) In order to prove our second claim, let h := fy (γ) for some γ ∈U . Consider the map-
ping χ : [0, 1]→ {0, 1}, where we set χλ = 1 if and only if (2.9) holds true. It is suf-
ficient to show that χ is locally constant. Arguing by contradiction, we can assume
14The definition of an isolating neighborhood depends on a skew-product semiflow, which is usually fixed. Here,
this skew-product semiflow p˜ih ,λ is considered to be variable and thus mentioned explicitly.
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that there is a sequence λn →λ0 in [0, 1] with
h(p˜ih ,λn , (y0, h ), Kh ,λn ) 6= h(p˜ih ,λ0 , (y0, h ), Kh ,λ0 )
in contradiction to Lemma 2.30.

COROLLARY 2.34. h◦ f is locally constant, that is, for every γ0 ∈ Γ , there is a neighborhood U of
γ0 in Γ such that h(pi, f (γ0)) = h(pi, f (γ)) for all γ ∈U .
PROOF. By assumption (C1), there is a strongly skew-admissible set N ⊂ Y × X which is
an isolating neighborhood for f (γ0). Furthermore, N is an isolating neighborhood for f (γ)
for all γ in a sufficiently small neighborhood U0 of γ0.
Let U be given by Lemma 2.33, γ ∈U ∩U0 and h = fy (γ)− fy (γ0). In view of Lemma 2.33, it is
sufficient to prove that for λ ∈ {0, 1}
h(pi, fy (γ0)︸ ︷︷ ︸
=:y0
+λh , Invpi(N )∩  Σ+(y0 +λh )×X ︸ ︷︷ ︸
=K ′y0+λh
= h(p˜iλ,h , (y0, h ), Invp˜iλ,h ,(y0,h )Nh ,λ︸ ︷︷ ︸
=Kh ,λ
). (2.10)
Note that the choice of U0 implies that K
′
y0
= fK (γ0) and K ′y0+h = fK (γ).
Let (N1, N2) be an FM-index pair for (pi, y0 +λh ) with N1 ⊂N . By Lemma 1.13,
N˜i := {(y , h , x ) ∈Σ+(y0, h )×N : (y +λh , x ) ∈Ni } i ∈ {1, 2}
defines an FM-index pair (N˜1, N˜2) for (p˜iλ,h , K˜λ,h ).
Hence, using solely Definition 2.13,
Mi := {(t , x ) ∈R+×N : (y t , x ) ∈Ni } i ∈ {1, 2}
defines an index pair (M1, M2) for h(pi, y0 +λh , Kh ,λ) and h(p˜ih ,λ, (y0, h ), K˜h ,λ). Therefore, both
indices agree, i.e., (2.10) holds. 
PROOF OF THEOREM 2.31. This is an immediate consequence of Corollary 2.34, stating
that the homotopy index h◦ f is locally constant on Γ , which is connected. 
2.4. Linear Evolution Operators
The index of a linear evolution operator is the homotopy type of a pointed n-sphere, where n is
the codimension of the stable bundle determined by the evolution operator. Roughly speaking,
this is the main claim of this section and stated in Theorem 2.36.
We begin with several lemmas concerning the structure of the linear evolution operator, re-
spectively the structure of its solutions, that is, stable and unstable subbundles and similar
concepts. These initial results resemble those in [23]. Nevertheless, full proofs are given15,
for the sake of completeness and readability but also to overcome technical difficulties. Sub-
sequently, using the structural results, we construct a explicit index pair in order to compute
the index.
In addition to the hypotheses at the beginning of Section 2.2, assume that X is a normed
space. An evolution operator Φy , y ∈ Y , is called linear if Φy (t , t0, .) : X → X is a continuous
15The proofs here are original, but they probably do not contain new ideas.
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linear operator for all t ≥ t0 ∈R+. As a consequence, Φz is linear for all z ∈Σ+(y ). We say that
y ∈ Y is linear if Φy is linear.
In analogy to [23], we call y0 weakly hyperbolic if Σ+(y0)× B is a strongly skew-admissible16
isolating neighborhood forω(y0)×{0}whenever B is a closed bounded neighborhood of 0 in
X . Let Yc l denote the set of all linear y ∈ Yc for which Σ+(y )×B is strongly skew-admissible
whenever B ⊂ X is bounded.
LEMMA 2.35. Letη0 > 0 and y0 ∈ Yc l . y0 is weakly hyperbolic if and only if Inv(Σ+(y0)×Bη0 [0]) =
ω(y0)×{0}.
PROOF. The set Bη0 [0] := {x ∈ X : ‖x‖ ≤η0} is bounded, so the weak hyperbolicity implies
that Inv(Σ+(y0)×Bη0 [0]) =ω(y0)×{0}.
Conversely, if B ⊂ X is bounded, then "B ⊂ Bη0 [0] for small " > 0. Σ+(y0)× "B is closed, so
Σ+(y0)×"B is a strongly skew-admissible neighborhood ofω(y0)×{0} and Inv(Σ+(y0)×"B )⊂
Inv(Σ+(y0)×Bη0 [0]) =ω(y0)×{0}. It follows that Inv(Σ+(y0)×B ) =ω(y0)×{0}, which completes
the proof that y0 is weakly hyperbolic. 
For y0 ∈ Y , denote
S :=Sy0 := {(y , x ) ∈Σ+(y0)×X : sup
t ∈R+
Φ(t , y , x )<∞}
S (y ) :=Sy0 (y ) := {x : (y , x ) ∈S }.
Analogously, we define U := Uy0 as the set of all (y , x ) for which there is a solution (u , v ) :
R−→Σ+(y0)×X with (v, u )(0) = (y , x ) and supt ∈R− ‖u (t )‖<∞. Then, again
U (y ) :=Uy0 (y ) := {x : (y , x ) ∈U }.
THEOREM 2.36. Let y0 ∈ Yc l be weakly hyperbolic, and assume that there is a k ∈N with k :=
codimS (y t0 ) for all t ∈R+ sufficiently large.
Then,
h(y0,ω(y0)×{0}) =Σk ,
where Σk denotes the homotopy type of a pointed k -sphere.
If the integer k in Theorem 2.36 does not exist, then it follows from Lemma 2.40 (c) that
codimS (y t0 )→∞ as t →∞ and codimS (z ) =∞ for all z ∈ω(y0).
LEMMA 2.37. Let y ∈ Yc l be weakly hyperbolic.
Assume that tn →∞ and (vn , un ) : [−tn , 0]→Σ+(y )×X is a sequence of solutions. Let
αn := sup
t ∈[−tn ,0]
‖un (t )‖.
(a) If supn∈Nαn <∞, then there are a subsequence (v˜n , u˜n )n of (vn , un )n and a solution
(v, u ) such that (v˜n (t ), u˜n (t ))→ (v (t ), u (t )) for all t ∈R−.
(b) Let (βn )n be a sequence with βn ∈ [−tn , 0] and
un (βn ) ≥ αn/2. Then there is a β0 ∈
R+ such that for all n ∈N, either βn ≤β0 or tn −βn ≤β0.
(c) If supn∈N ‖un (0)‖<∞ and supn∈N ‖un (−tn )‖<∞, then supn∈Nαn <∞.
16 or strongly admissible, which is equivalent in this case
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PROOF. (a) Let α := supn∈Nαn <∞. By our assumptions, the set Σ+(y )× Bα[0] is
strongly skew-admissible. It follows from Lemma 2.28 that there exists a bounded
solution (v, u ) :R→ω(y )×X with ‖u (0)‖=α, but y is assumed to be weakly hyper-
bolic, which is a contradiction.
(b) Arguing by contradiction, we can assume without loss of generality that βn →−∞
and
tn −βn →∞. For n ∈N, let (v ′n , u ′n )(t ) := (vn (t +βn ),α−1n un (t +βn )), which is
again a solution.
As in (a), it follows from Lemma 2.28 that there exist a subsequence (v˜ ′n , u˜ ′n )n and
a solution (v0, u0) : R→ X such that
(v˜ ′n (t ), u˜ ′n (t ))→ (v0(t ), u0(t )) for all t ∈R. (2.11)
One has ‖u0(t )‖ ≤ 1 for all t ∈R, so u0 ≡ 0 by the weak hyperbolicity. However,
‖u0(0)‖ ≥ 1/2 by the choice of the sequence (βn )n and since u˜ ′n (0)→ u0(0).
(c) Suppose to the contrary that αn → ∞. Assume that each un attains its maximal
norm at βn , that is,
un (βn )=αn . We aim for a contradiction, so, in view of (b), we
may assume w.l.o.g. that either tn −
βn →β0 or βn →β0.
tn −
βn →β0: Taking subsequences, we can assume w.l.o.g. that vn (−tn )→ z0 ∈
Σ+(y ). We now have
1 =
Φ(tn − βn , vn (−tn ),α−1n un (−tn ))→ Φ(β0, z0, 0)= 0,
which is a contradiction.βn →β0: Using (a), we may assume w.l.o.g. that there is a solution (v0, u0) : R→
Σ+(y )×X with
(vn (t −
βn ),α−1n un (t − βn ))→ (v0(t ), u0(t )) for all t ∈ −∞,β0 . (2.12)
It follows that ‖u0(0)‖ = 1, u0(β0) = 0 and supt ∈R− ‖u0(t )‖ = 1. Hence, (v0, u0) is a
bounded solution defined for all t ∈R. However, y is weakly hyperbolic, so u0 ≡ 0,
which is again a contradiction.

LEMMA 2.38. Let y ∈ Yc l be weakly hyperbolic.
Suppose that for all n ∈N, (vn , un ) : R−→Σ+(y )×X is a solution withαn := supt ∈R− ‖un (t )‖<
∞ and ‖un (0)‖ ≡ 1.
Then, supn∈Nαn < ∞, and there are a subsequence (v˜n , u˜n )n of (vn , un )n and a solution
(v0, u0) : R−→Σ+(y )×X with (v˜n (t ), u˜n (t ))→ (v0(t ), u0(t )) for all t ∈R−.
PROOF. The existence of a convergent subsequence and a limit solution (v0, u0) follows
from Lemma 2.37 (a) provided that supn∈Nαn <∞.
Arguing by contradicition, we can assume w.l.o.g. that αn →∞ as n →∞. Thus, we have
α−1n un (0)→ 0 as n →∞. For each n ∈N, we may choose a βn ∈R+ such that
un (−βn ) ≥
αn/2. Choosing subsequences, we can assume w.l.o.g. that βn → β0 ∈ [0,∞]. It follows from
Lemma 2.37 (a) that there is a solution (v ′0, u ′0) :
−∞,β0→Σ+(y )×X with
(v ′n (−βn + t ), u ′n (−βn + t ))→ (v ′0(t ), u ′0(t )) (2.13)
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for an appropriate subsequence (v ′n , u ′n )n of (vn ,α−1n un )n and all t ∈
−∞,β0. Taking subse-
quences it is sufficient to consider the following two cases.
βn →∞: In this case, (v ′n (t ), u ′n (t )) is defined for all t ∈ R. Since y is weakly hyperbolic, it
follows that u ′0 ≡ 0, but
u ′0(0)≥ 1/2 due to the pointwise convergence.
βn → β0: We have u0(t ) → 0 as t → β0 − 0, so (v ′0, u ′0) extends to a solution (v˜0, u˜0) : R →
Σ+(y )×X with ‖u˜0(t )‖ ≤ 1 for all t ∈R and u˜0(0) 6= 0, in contradiction to our assumption that
y is weakly hyperbolic. 
LEMMA 2.39. Let y ∈ Yc l be weakly hyperbolic, and let yn → y0 be a sequence in Σ+(y ).
Suppose that for all n ∈N, un : R+→ X is a solution of Φyn with αn := supt ∈R+ ‖un (t )‖ <∞
and ‖un (0)‖ ≡ 1.
Then, supn∈Nαn <∞.
PROOF. Aiming for a contradicition, we can assume w.l.o.g. that αn → ∞ as n → ∞.
Thus, we have α−1n un (0)→ 0 as n →∞. For each n ∈N, we may choose a βn ∈R+ such thatun (βn )≥αn/2. It is sufficient to consider two cases.
βn →β0: We haveα−1n un (βn )→Φ(β0, y0, 0) = 0 as n→∞, in contradiction to
un (βn )≥αn/2
for all n ∈N.
βn →∞: One can assume w.l.o.g. that y βnn → z ∈Σ+(y ) as n→∞, so it follows from Lemma
2.37 (a) that there exist a subsequence (α−1n un (k ))k of (α−1n un )n and a solution (v0, u0) : R→
Σ+(y )× X with (y βn (k )+tn (k ) ,α−1n un (k )(βn (k ) + t )) → (v0(t ), u0(t )) as k →∞ for all t ∈ R. Hence,
supt ∈R ‖u0(t )‖ <∞ and ‖u0(0)‖ ≥ 1/2, in contradiction to our assumption that y is weakly
hyperbolic. 
LEMMA 2.40. Let y0 ∈ Yc l be weakly hyperbolic. The following statements hold true.
(a) Suppose that C is a finite-dimensional linear subspace of X with S (y0) ∩ C = {0}.
Then, for every M > 0 there is a t0 = t0(M ) ≥ 0 such that
Φ(t , y0, x ) ≥M ‖x‖ for all
x ∈ C and t ≥ t0. Moreover, there is an " > 0 such that
Φ(t , y0, x ) ≥ "‖x‖ for all
t ≤ t0.
(b) Set C (t ) := Φ(t , y0, C ), and let tn →∞ and (cn )n be sequences with y tn0 → z ∈ Σ+(y0),
cn ∈C (tn ) and ‖cn‖ ≤ 1. Then there is a subsequence (c˜n )n with c˜n → c0 ∈U (z ).
(c) C (t )∩S (y t0 ) = {0} for all t ∈R+. Moreover, codimS (y t0 )≥ codimS (y0) for all t ∈R+
and codimS (z )≥ codimS (y0) for all z ∈ω(y0)
(d) Suppose that k = codimS (y t0 ) <∞ for all t ∈ R+. Then X = U (z ) ⊕ S (z ) and
dimU (z ) = codimS (y0) = k for all z ∈ω(y0).
(e) Let yn → y in ω(y0), and let (xn )n be a sequence with xn ∈U (yn ) and ‖xn‖= 1 for all
n ∈N. Then there is a subsequence (x˜n )n of (xn )n with x˜n → x0, and x0 ∈U (y ).
PROOF. (a) Otherwise, there are an M > 0 and sequences tn →∞ and xn → x0 in C
with ‖xn‖ ≡ 1 such that
Φ(tn , y0, xn )≤M for all n ∈N. Let
αn := sup
s∈[0,tn ]
Φ(s , y0, xn ).
It follows from Lemma 2.37 (c) that supn∈Nαn <∞. As a consequence, we obtain
that 0 6= x0 ∈C ∩S (y0), in contradiction to the choice of C .
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Now let t0 = t0(1), and suppose that " does not exist. Then there are sequences
tn → t˜ ∈ [0, t0] and xn → x0 in C with ‖xn‖ ≡ 1 such that Φ(tn , y0, xn )→ 0. We have
Φ(t˜ , y0, x0) = 0, so 0 6= x0 ∈C ∩S (y0), which is again a contradiction.
(b) For every n ∈N, let un : [0, tn ]→ X be a solution of Φy0 with un (tn ) = cn . Using (a),
we can assume w.l.o.g. that un (0)→ x0 in C . Let αn := sups∈[0,tn ] ‖un (s )‖. We have
sup{αn : n ∈N} <∞ by Lemma 2.37 (c). Now, our claim follows from Lemma 2.37
(a).
(c) Suppose that X = C ⊕S (y0), and let t ∈ R+. The mapping Φ(t , y0, .) is injective on
C , that is, Φ(t , y0, x ) = 0 for some x ∈ C implies x = 0. Because otherwise, one has
0 6= x ∈ S (y0). Therefore, C (t ) := Φ(t , y0, C ) is a codimS (y0)-dimensional subspace
of X with C (t )∩S (y t0 ) = ;.
Let z ∈ω(y0) and C˜ ⊂ X a linear subspace with X = C˜ ⊕S (z ). If dim C˜ < dim C ,
then there are sequences tn →∞ inR+ and xn ∈ C (tn )∩S (z ) with ‖xn‖ ≡ 1. Using
(b), we can assume w.l.o.g. that xn → x0 ∈ U (z ), where x0 6= 0. Furthermore, it
follows from Lemma 2.39 that x0 ∈S (z ). However,U (z )∩S (z ) = {0}.
(d) Let X = C ⊕S (y0), define C (t ) as in (b), and let x ∈ X be arbitrary. We have X =
C (t )⊕S (y t0 ) for all t ∈R+. Let z ∈ω(y0) be arbitrary, and choose a sequence tn →∞
such that y tn → z . In view of (c), there is a unique decomposition x = cn ⊕ sn with
cn ∈ C (tn ) and sn ∈ S (y tn0 ). Set αn := ‖cn‖. Using (b), we can assume w.l.o.g. that
α−1n cn → c ′0 ∈U (z ).
Suppose that supn∈Nαn =∞. Choosing subsequences, we can assume w.l.o.g.
that αn →∞. One has α−1n x → 0 and α−1n sn =α−1n x −α−1n cn → 0− c ′0. It follows from
Lemma 2.39 that −c ′0 ∈S (z ), in contradiction to y0 being weakly hyperbolic.
Therefore, we may assume w.l.o.g. that αn → α0, so cn → α0c ′0 =: c0 ∈ U (z ) by
Lemma 2.37 and s0 := x−c0 ∈S (z )by Lemma 2.39. This proves that X =U (z )+S (z ).
Furthermore, y0 is weakly hyperbolic, soU (z )∩S (z ) = {0}.
Let x ∈U (z ) be arbitrary. As before, there are decompositions
x = cn + sn ∈C (tn )⊕S (y tn ). (2.14)
Passing (2.14) to the limit, we obtain as above that x = limn→∞ cn . Define Pn :
U (z ) → C (tn ) by Pn (x ) := cn , and let P : X → U (z ) denote the canonical projec-
tion along (with kernel) S (z ). We have P ◦ Pn → idU (z ) by (2.14) and the following
remark, so k = dim C (tn ) ≥ dimU (z ) for sufficiently large n ∈ N. We further have
dim C = dim C (tn ) for all n ∈ N as proved in (c) and dim C = codimS (y0) by con-
struction.
(e) This is a direct consequence of Lemma 2.38.

Suppose that the assumptions of Theorem 2.36 hold. Since h(y t0 ,ω(y
t
0 )× {0}) = h(y0,ω(y0)×
{0}) for all t ∈R+ and by using Lemma 2.40 (c), one can assume without loss of generality that
codimS (y t0 ) = k for all t ∈R+.
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Let X = C ⊕S (y0), and let C (t ) be defined as in Lemma 2.40. It is easy to see that the following
definition might not be unambiguous, namely if y t0 ∈ω(y0) for some t ∈R+.
U¯ ′(y ) :=
(
C (t ) y = y t0
U (y ) y ∈ω(y0)
For this reason, we consider an extended parameter space
Y ′ := Y × [0, 1]
equipped with a canonical semiflow (y ,λ)t := (y t , e −tλ).
Using this extended phase space, an extended unstable bundle (U¯ (y ,λ))(y ,λ)∈Σ+(y0,1) can be
defined.
U¯ (y ,λ) :=
(
C (t ) λ= e −t
U (y ) λ= 0
So far, U¯ is a family of linear subspaces of X . By Lemma 2.40, there is a direct sum decompo-
sition
X = U¯ (y ,λ)⊕S (y ) (2.15)
for every (y ,λ) ∈ Σ+(y0, 1). Associated with (2.15), there is a family of projections P (y ,λ) ∈
L (X ,U¯ (y ,λ)) with ker P (y ,λ) =S (y ).
LEMMA 2.41. Let ((yn ,λn , xn ))n be a sequence in U¯ with supn∈N ‖xn‖ <∞. Then there is a
subsequence ((yn (k ),λn (k ), xn (k )))k with (yn (k ),λn (k ), xn (k ))→ (y ,λ, x ) ∈ U¯ as k →∞.
PROOF. It is clear thatΣ+(y0, 1) is compact, so we can assume w.l.o.g. that (yn ,λn )→ (y ,λ).
Taking subsequences if necessary, it is sufficient to consider three cases.
(1) λn ,λ> 0: Let λn ,λ= e −tn , e −t and xn =Φ(tn , y0, cn ) for some cn ∈C . By Lemma 2.40
(a) and since C is finite-dimensional, there are subsequences denoted by n (k ) such
that cn (k )→ c ∈C as k →∞. Hence, xn (k )→Φ(t , y0, c ) as k →∞.
(2) λn → 0: We have xn ∈C (tn ) for all n ∈N. By Lemma 2.40 (b), there are subsequences
denoted by n (k ) such that xn (k )→ u ∈U (y ) as k →∞.
(3) λn ≡ 0: It follows immediately from Lemma 2.40 (e) that there exists a subsequence
xn (k )→ x0 ∈U (y ).

LEMMA 2.42. Let (yn ,λn , xn )→ (y ,λ, x ) in Σ+(y0, 1)×X .
Then P (yn ,λn )xn → P (y ,λ)x .
PROOF. Let xn = un + sn ∈ U¯ (yn ,λn ) +S (yn ) and x = u + s ∈ U¯ (y ,λ) +S (y ). We begin
by showing that our claim is true under the additional assumption that (‖un‖)n is bounded.
Suppose to the contrary that un 6→ u . We may assume without loss of generality that
‖un −u‖ ≥η> 0. (2.16)
By Lemma 2.41, there is a subsequence denoted by n (k ) such that un (k )→ u ′ ∈ U¯ (y ,λ). Thus,
we have sn = xn (k ) − un (k ) → x − u ′ =: s ′. It follows from Lemma 2.39 that s ′ ∈ S (y ,λ). This
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shows that x = u + s = u ′+ s ′, but the decomposition is unique, so u ′ = u , in contradiction to
(2.16).
Now suppose that αn := ‖un‖ →∞. It follows that α−1n xn = α−1n un +α−1n sn → 0 as n →∞.
Using the first part of this proof, we obtain that α−1n un → 0 as n→∞, but
α−1n un≡ 1. 
LEMMA 2.43. The sets
U¯ := {(y ,λ, x ) ∈Σ+(y0, 1)×X : x ∈ U¯ (y ,λ)}
S¯ := {(y ,λ, x ) ∈Σ+(y0, 1)×X : x ∈S (y )}
are closed in Y ′×X .
PROOF. Let (yn ,λn , un ) be a sequence in U¯ with (yn ,λn , un ) → (y ,λ, x ) in X . It follows
from Lemma 2.42 that 0 = P (yn ,λn )un −un → P (y ,λ)x − x , so P (y ,λ)x = x , that is, (y ,λ, x ) ∈
U¯ .
Now let (yn ,λn , sn ) be a sequence in S¯ with (yn ,λn , sn ) → (y ,λ, x ) in X . We have
0 = P (yn ,λn )sn → P (y ,λ, x ) = 0, so x ∈S (y ). 
LEMMA 2.44. For every M ≥ 0, there is a t0 ∈R+ such that
Φ(t , y , x )≥M ‖x‖ for all t ≥ t0 and
all x ∈ U¯ (y ,λ).
PROOF. Suppose to the contrary that there are sequences (yn ,λn )→ (y ,λ), tn →∞, and
xn ∈ U¯ (yn ,λn ) with ‖xn‖ ≡ 1 such that
Φ(tn , yn , xn ) ≤M for all n ∈ N. In view of Lemma
2.41, we may assume without loss of generality that (yn ,λn , xn )→ (y ,λ, x ) ∈ U¯ .
Denote αn := sups∈[0,tn ]
Φ(s , yn , xn ). It follows from Lemma 2.37 (c) that supn∈Nαn <∞, so
x ∈ S (y ). We have x ∈ S (y )∩ U¯ (y ,λ) = {0} due to the weak hyperbolicity of y0. However,
‖x‖= limn→∞ ‖xn‖= 1. 
LEMMA 2.45.
(a) T (t ) : C →C (t ), T (t )x :=Φ(t , y0, x ) is an isomorphism for all t ∈R+
(b) T ′(t ) : C →C (t ), T ′(t )x := T (t )x · ‖x‖/‖T (t )x‖ is a homeomorphism for all t ∈R+
(c) Let C¯ := {(t , x ) ∈ R+ × X : x ∈ C (t )} and define Tˆ : R+ × C → C¯ by Tˆ (t , x ) :=
(t , T ′(t )x ). Tˆ is a homeomorphism.
PROOF. (a) Since dimC (t ) = k <∞, it suffices to show that T (t ) is injective for every
t ∈ R+. This follows from the choice of C because Φ(t , y0, x ) = 0 implies that x ∈
S (y0) but C ∩S (y0) = {0}.
(b) It follows immediately from (a) that there are constants 0<C1 = C1(t ) ∈R+ and C2 =
C2(t ) ∈ R+ such that C1 ≤ ‖x‖/‖T (t )x‖ ≤ C2 for all 0 6= x ∈ C . Hence, T ′(t ) is well-
defined and continuous. For x ′ ∈ C (t ), set x := (T (t ))−1 x ′. One has (T ′(t ))−1 (x ′) =
x ‖x ′‖‖x‖ , which is continuous, too.
(c) This follows from the fact that T ′(t ) and its inverse depend continuously on t .

PROOF OF THEOREM 2.36. Let the semiflow pi′ on Y ′ × X be defined by
(y ,λ, x )pi′t = (y t ,λe −t ,Φ(t , y , x )), and let piS denote the restriction of pi′ to S¯ . The set
Ns := {(y ,λ, x ) ∈ S¯ :
y ≤ 1}
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is a strongly admissible isolating neighborhood for ω(y0, 1)×{0} relative to piS . Furthermore,
one has Inv−(Ns ) =ω(y0, 1)×{0}, so it follows from Lemma 1.14 that
(N +s ,;) := ({(y ,λ, x ) ∈ S¯ : sup
t≥0
Φ(t , y , x )≤ 1},;)
is a (strongly admissible) FM-index pair for (piS ,ω(y0, 1)×{0}).
Let piU denote the restriction of pi
′ to U¯ . By Lemma 2.44, there exists a τ > 0 such thatΦ(t , y , x )≥ 2‖x‖ for all t ≥ τ and all (y ,λ, x ) ∈ U¯ (y ,λ). Define
Nu ,1 := {(y ,λ, x ) ∈ U¯ : ‖x‖ ≤ 1}
Nu ,2 := {(y ,λ, x ) ∈Nu ,1 : ∃t ≤τ :
Φ(t , y , x )= 1}.
It is clear that Nu ,1 and Nu ,2 are closed subsets. Moreover, Nu ,1 is strongly admissible since
the X -norm is bounded and y0 ∈ Yc l . It is also clear that Nu ,2 is an exit ramp for Nu ,1. We need
to show that Nu ,2 is Nu ,1-positively invariant. Let (y ,λ, x ) ∈ Nu ,2 and choose t ≥ 0 maximal
with (y ,λ, x )pi′ [0, t ]⊂Nu ,1. By the definition of Nu ,2, there is a t1 ≤τwith
Φ(t1, y , x )= 1 and
(y ,λ, x )pi′ [0, t1] ⊂ Nu ,2. Due to the choice of τ, there is a t2 ∈ [t1, t1 +τ] with
Φ(t2, y , x ) = 2,
so t ≤ t2. Hence, (y ,λ, x )pi′ [t1, t ] ⊂Nu ,2. We have shown that (Nu ,1, Nu ,2) is an FM-index pair
for (piu ,ω(y0, 1)×{0}).
Let x ∈ X with ‖x‖= 1 and (y ,µ0 x ) ∈Nu ,2 for some µ0 ∈ ]0, 1]. Then there is a t ≤ τ such thatΦ(t , y ,µ0 x ) = 1, so Φ(t , y ,µx ) = µ/µ0. Hence, there is a t˜ ≤ t with Φ(t˜ , y ,µx ) = 1. It
follows that
x ∈Nu ,2 only if µx ∈Nu ,2 for all µ ∈ 1,‖x‖−1 . (2.17)
The next step is to calculate h(pi, y0,ω(y0)×{0}). By our assumptions, K0 :=ω(y0)×{0} (resp.
K ′0 :=ω(y0, 1)×{0}) is an isolated invariant set admitting a strongly admissible isolating neigh-
borhood in Σ+(y0)× X relative to pi (resp. in Σ+(y0, 1)× X relative to pi′), so h(pi, y0, K0) and
h(pi′, (y0, 1), K ′0)are well-defined. Let (N ′1 , N ′2 )be a strongly admissible FM-index pair for (pi′, K ′0).
Then Ni := {(y , x ) : (y , 0, x ) ∈N ′i } is a strongly admissible FM-index pair by Lemma 1.13 and
the assumption that y0 ∈ Yc l . Now, both FM-index pairs (N ′1 , N ′2 ) and (N1, N2) induce the same
index pair inR+×X , that is, the indices defined by pi′ and pi agree.
We have already constructed an FM-index pair for (pi′,ω(y0, 1)×{0}), namely (Nu ,1⊕N +s , Nu ,2⊕
N +s ), where we set
Nu ,1⊕N +s := {(y ,λ, u + s ) : (y ,λ, u ) ∈Nu ,1 (y ,λ, s ) ∈N +s }
Nu ,2⊕N +s := {(y ,λ, u + s ) : (y ,λ, u ) ∈Nu ,2 (y ,λ, s ) ∈N +s }.
According to Definition 2.13, one has h(pi′, (y0, 1), K ′0) = h(M1/M2, M2), where
M1 := {(t , x ) ∈R+×X : (y t0 , e −t , x ) ∈Nu ,1⊕N +s }
M2 := {(t , x ) ∈R+×X : (y t0 , e −t , u ⊕ s ) ∈Nu ,2⊕N +s }.
Further define
M ′2 := {(t , u ⊕ s ) ∈M2 : ‖u‖= 1}.
Using (2.17), one can prove that h(M1/M2, M2) = h(M1/M ′2, M ′2).
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Let
Mu ,1 := {(t , x ) ∈M1 : x ∈C (t )}= {(t , x ) : (y t0 , e −t , x ) ∈Nu ,1}
Mu ,2 := M
′
2 ∩Mu ,1 = {(t , x ) ∈Mu ,1 : ‖x‖= 1}
and consider the inclusion induced morphism i : (Mu ,1/Mu ,2, Mu ,2)→ (M1/M ′2, M ′2). We con-
struct a mapping
H : [0, 1]× (M1, M ′2)→ (M1/M ′2,{M ′2}) by setting
H (µ, (t , u ⊕ s )) := (t , u ⊕ (µ · s )).
H is well defined because (y ,λ, x ) ∈N +s implies that (y ,λ,µ·x ) ∈N +s for allµwith
µ≤ 1. Now,
H gives rise to a continuous mapping Hˆ : (M1/M ′2, M ′2)→ (M1/M ′2, M ′2) defined by Hˆ (t , [x ]) =
H (t , x ). It follows that the homotopy types of (Mu ,1/Mu ,2, Mu ,2) and (M1/M ′2, M ′2) coincide.
Let B := {x ∈ C : ‖x‖ ≤ 1} denote the unit ball in C = C (0) and set (Mˆ1, Mˆ2) := (R+ × B ,R+ ×
∂ B ). It follows using Lemma 2.45 (c) that (Mu ,1/Mu ,2, Mu ,2) and (Mˆ1/Mˆ2, Mˆ2) are isomorphic.
Finally, it is easy to see that (Mˆ1/Mˆ2, Mˆ2) and (B/∂ B ,∂ B ) are isomorphic in the homotopy
category of pointed spaces. Summing it up, we have shown that
h(pi, y0, K0) = h(B/∂ B ,∂ B ) =Σ
k ,
where k = dim C = codimS (y0). 
2.5. Application to Differential Equations
We consider ordinary differential equations as well as semilinear parabolic equations and give
examples how the abstract theory developed in the previous sections can be applied to these
classes of equations.
We restrict our attention to the simplest possible setting: asymptotically linear equations
(without resonance). We are able to generalize existence results, which are well known for
autonomous or periodic equations, to large classes of nonautonomous equations (Corollary
2.59 and Theorem 2.60).
2.5.1. Abstract Semilinear Parabolic Equations. Let X be a Banach space and A : X 1 ⊂
X 0→ X 0 a positive sectorial17 operator. Here, X α is the α-th fractional power space defined
by A with norm ‖.‖α := ‖Aα.‖X .
DEFINITION 2.46. Let (V ,‖.‖V ) and (W ,‖.‖W ) be arbitrary normed spaces. By Cb (V , W ), we
denote the space of all continuous mappings f : V → W , which map bounded sets into
bounded sets, that is, if B ⊂ V is bounded with respect to ‖.‖V then so is f (B ) with respect
to ‖.‖W .
Cb is endowed with a metric which induces the bounded-open topology, that is, a sequence
of functions in Cb converges iff it converges uniformly on every bounded subset of V .
Fix some 0 ≤ α < 1, and consider the parameter space Y which consists of all functions y :
R×X α→ X 0 satisfying the following condition: for every bounded (inR×X α) set B ⊂R×X α,
17As defined in [26, Section 3.6].
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there are constants C = C (y , B )≥ 0 and δ≥ 0 such that for all (t , x ), (t ′, x ′) ∈ B :y (t , x )≤Cy (t , x )− y (t ′, x ′)≤C (t − t ′δ +x − x ′
α
)
For y , y ′ ∈Y , define
δn (y , y ′) := sup{y (t , x )− y ′(t , x )
0
: |t | ≤ n , ‖x‖α ≤ n}.
The family (δn )n∈N defines a metric d = d(δn )n∈N onY , where
d(γn )n∈N (y , y
′) :=
∑
n∈N
2−n γn (y , y
′)
1+γn (y , y ′)
. (2.18)
Note that d induces the bounded-open topology onY . A t -translation can be defined canon-
ically by y t (s ) := y (t + s ). Now it is easy to see that (Y , d ) satisfies the assumptions (L1) and
(L2) at the beginning of Section 2.3.2.
REMARK 2.6. The dynamical system defined by (t , y ) 7→ y t on Y is sometimes referred to as
Bebutov dynamical system [25, p. 32].
LEMMA 2.47. (t , y ) 7→ y t defines a global semiflow on (Y , d ).
PROOF. We will only prove the continuity with respect to d . Let yn → y0 in Y , tn → t0 in
R+, and consider an arbitrary bounded set B ⊂R×X . There are constants C ,δ > 0 depending
on B ′ := {(t + tn , x ) : (t , x ) ∈ B and n ∈N∪{0}} such thatyn (t + tn , x )− y0(t + t0, x )
≤ yn (t + tn , x )− y0(t + tn , x )+y0(t + tn , x )− y0(t + t0, x )
≤ yn (t + tn , x )− y0(t + tn , x )+C |tn − t0|δ→ 0
uniformly on B . 
Now, letX := X α, and define a semiflowpi ofY ×X , where (v (t ), u (t )) is a solution ofpi if and
only if v (t ) = v (0)t and u is a mild solution of
u˙ (t ) + Au (t ) = v (t )(0, u (t ))
It is well known [26, Theorem 47.5] that pi is continuous.
REMARK 2.7. Just like the autonomous Conley index, the index considered here relies on an as-
ymptotic compactness assumption, called skew-admissibility. Skew-admissibility is a straight-
forward generalization of admissibility.
For instance, a subset N ⊂ Y ×X is strongly skew-admissible (Definition 2.23) if NX := {x :
(y , x ) ∈N : for some y ∈Y } is bounded in X α and the resolvent mapping (A +k )−1 is compact
(see [22, Theorem 4.3]), which implies that the inclusion X α ⊂ X β is compact for 0≤β <α≤ 1.
2.5.2. Ordinary Differential Equations. This section is intended to illustrate how the
general theory applies to ordinary differential equations. We do not strive for maximum gen-
erality.
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Setting A := id and X := RN , N ∈ N, the results of the previous section can be applied. In
this particular case, one has X α = X for all α ∈ [0, 1]. Let Y denote the set of all continuous
functions f : R×RN → RN with the following additional property: for every bounded set
B ⊂RN , there exist constants C1 = C1(B ), C2 = C2(B ),δ=δ(B ) ∈R+ such that f (t , x )≤C1 (2.19) f (t , x )− f (t ′, x ′)≤C2 t − t ′δ + x − x ′ (2.20)
for all (t , x ), (t ′, x ′) ∈R×B . The set Y is a subset18 of the setY defined in the previous section.
We consider Y as a metric (sub)space equipped with the metric d of uniform convergence on
bounded subsets ofR×RN as defined forY in the previous section.
LEMMA 2.48. Σ+(y ) is compact for every y ∈ Y , that is, Y = Yc .
A characterization of those functions which are positively compact i.e., having a compact pos-
itive hull, is [25, Theorem III.7]. Namely, a continuous function y :R×RN →RN (respectively
the motion t 7→ y t ) is positively compact if and only if it is bounded and uniformly contin-
uous on every set R+ × B , where B ⊂ RN is bounded. The aforementioned book is also a
valuable source for other possible choices of (Y , d ).
PROOF. Let y ∈ Y and tn → ∞ in R+. In view of the remark above, one can assume
without loss of generality that y tn → y0 ∈ C (R×RN ,RN ) uniformly on bounded (compact)
subsets. One needs to prove that y0 ∈ Y .
Let B ⊂ RN be a bounded subset. There are constants C1, C2,δ > 0 depending on y and B
such that y0(t , x )≤ y (tn + t , x )− y0(t , x )+C1y0(t , x )− y0(t ′, x ′)≤y (tn + t , x )− y0(t , x )+ y (tn + t ′, x ′)− y0(t ′, x ′)
+C2
t − t ′δ + x − x ′
for all (t , x ), (t ′, x ′) ∈ R× B . Passing to the pointwise limit n →∞, we obtain for arbitrary
(t , x ), (t ′, x ′) ∈R×B y0(t , x )≤C1y0(t , x )− y0(t ′, x ′)≤C2 t − t ′δ + x − x ′ ,
where the constants C and δ depend only on y ∈ Y and the bounded set B . 
2.5.3. Quasilinear Parabolic Equations. Let Ω ⊂Rm , m ≥ 1 be a bounded domain with
smooth boundary, and let A := A(x , D ) be given by
A(x )u :=−
m∑
k ,l =1
∂
∂ xk

ak ,l (x )
∂ u
∂ xl

+ c (x )u . (2.21)
Assume that ak ,l (x ) = al ,k (x ) and c (x ) are real-valued and continuously differentiable in Ω¯.
18In contrast to the previous section, it is required thatδ can be chosen uniformly in t , which is a slightly stronger
assumption.
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Suppose that A(x ) is strongly elliptic that is, there is a constant C > 0 such that
m∑
k ,l =1
ak ,l (x )ξkξl ≥C
m∑
k=1
ξ2k ∀(ξ1, . . . ,ξm ) ∈Rm .
The crucial point here is not so much the underlying space X or the elliptic operator but the
non-linearity of the abstract equation which arises as Nemytskii operator defined by a suffi-
ciently regular function f . In contrast to the previous section concerning ordinary differential
equations, the spaces Y andY will differ.
Consider the following equation
∂t u + A(x )u = f (t , x , u (t , x ),∇u (t , x ))
u (t , x ) = 0 x ∈ ∂ Ω
u (t , x ) = u0(x ) x ∈Ω.
Let 1< p <∞, X 0 := L p (Ω), and define an operator Ap with
D(Ap ) := W 2,p (Ω)∩W 1,p0 (Ω),
where we set Ap (u ) := A(x )u . The derivatives are understood in the weak sense.
THEOREM 2.49. ( [20, Theorem 3.6 in Chapter 7]) Let 1< p <∞ and c (x )≡ 0.
The operator −Ap is the infinitesimal generator of an analytic semigroup of contractions on
L p (Ω).
In particular, Ap is a sectorial operator, and we can assume without loss of generality that
c (x ) ≥ c0 > 0 for all x ∈ Ω, so Ap is positive. Fix some p > m , let A := Ap and let Aα the α-th
fractional power of α as defined in [20]. The corresponding space is
X α := {x ∈ X : Aαx
0,p
<∞}
equipped with the norm ‖x‖α := ‖Aαx‖0,p .
It is well-known (see e.g. [8, Theorem 5.6.5]) that the inclusion W 1,p (Ω) ⊂ L p (Ω) is compact
(completely continuous). Consequently, A has compact resolvent, and any of the inclusions
X β ⊂ X α, α<β is compact.
Furthermore, there is a constant C > 0 such that
‖x‖2,p ≤C ‖Au‖0,p . (2.22)
LEMMA 2.50. There is a 1 > θ ≥ 0 such that for all α > θ there is a continuous embedding19
X α ⊂C 1(Ω¯).
In the following proof20, this claim is reduced to (2.22) and the Gagliardo-Nirenberg inequality
as stated in [11, Theorem 10.1]. In view of Lemma 2.50, we can fix an α ∈ [0, 1[ such that the
inclusion X α ⊂C 1(Ω¯) is continuous.
19The embedding is defined as usual: X α 3 [x ] 7→ x ∈C 1(Ω¯).
20 The situation in the literature is difficult. There are proofs of this claim which appear to be wrong. Lemma 37.8
in [26] is useful, but the details are given only for the Sobolev case (which is similar).
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PROOF. There is a θ ∈ [0, 1[ such that
− 1
m
= θ

1
p
− 2
m

+ (1−θ ) 1
p
.
It follows from [11, Theorem 10.1] that W 2,p (Ω)⊂C 1(Ω¯) and
‖x‖1,∞ ≤C1‖x‖θ2,p‖x‖1−θ0,p x ∈W 2,p (Ω).
We will prove that the lemma holds for α0 := θ , that is, there is a continuous embedding X α ⊂
C 1(Ω¯) provided that α> θ .
By using Young’s inequality, one concludes that for all " > 0
‖x‖1,∞ ≤C1  θ"1−θ ‖x‖2,p + (1−θ )"−θ ‖x‖0,p 
and using (2.22) one finds a constant C2 = C2(θ ) such that
‖x‖1,∞ ≤C2  "1−θ ‖Ax‖0,p + "−θ ‖x‖0,p  (2.23)
From equation (2.6.9) in [20] it follows that
x =
∞∫
0
t α−1e −At Aαx dt x ∈ X α.
Suppose [20, Theorem 6.13] that
e −At Aβ x
0
≤M t −β e −δt ‖x‖0 for allβ ∈ [0, 1]. Subsequently,
by using (2.23) with " = t , we obtain
‖x‖1,∞ ≤
∞∫
0
t α−1
e −At Aαx
1,∞ dt
≤C2
∞∫
0
t α−1

t 1−θ
e −At A1+αx
0,p
+ t −θ
e −At Aαx
0,p

dt
≤C2M
∞∫
0
t α−θ−1e −δt
Aαx
0,p
+ t α−θ−1e −δt
Aαx
0,p
dt
≤ 2C2M
∞∫
0
t α−θ−1e −δt dt ‖x‖α.
It is easy to see that
∞∫
0
t α−θ−1e −δt dt <∞ provided that α> θ .
W 2,p (Ω) is dense in L p (Ω), so the estimate ‖x‖1,∞ ≤C3‖x‖α holds for all x ∈ X α. 
In analogy to the previous section, let Y denote the set of all continuous functions f : R×
Ω¯×R×Rm →R with the following property: for every bounded set B ⊂R×Rm , there exist
constants C1 = C1(B ), C2 = C2(B ),δ=δ(B ) ∈R+ such that f (t ,ω, u , v ) ≤ C1 f (t ,ω, u , v )− f (t ′,ω′, u ′, v ′) ≤ C2 t − t ′δ + ω−ω′δ + u −u ′+ v − v ′ (2.24)
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for all (t ,ω, u , v ), (t ′,ω′, u ′, v ′) ∈R× Ω¯×B .
We consider a metric d = d(δn )n on Y , which is defined by (2.18) and a family (δ
n )n
δn ( f , f ′) := sup
x∈Ω max{|t |,|u |,|v |}≤n
 f (t ,ω, u , v )− f ′(t ,ω, u , v )
– in analogy to the metric onY .
To each f ∈ Y , there is an associated Nemytskii operator fˆ defined by
fˆ (t , x )(ω) := f (t ,ω, x (ω),∇x (ω)) x ∈C 1(Ω¯).
LEMMA 2.51. The mapping f 7→ fˆ , (Y , d )→ (Y , d ) is continuous.
PROOF. The inclusion X α ⊂ C 1(Ω¯) is continuous by Lemma 2.50 and the choice of α, so
we may assume that ‖x‖C 1(Ω¯) ≤C ‖x‖α for some C > 0. Let x ∈ X α with ‖x‖α ≤ n/C and t ∈R
with |t | ≤ n . We have  f (t ,ω, x (ω),∇x (ω))≤δn ( f ) for all ω ∈Ω, so
 fˆ (t , x )
0
=
∫
Ω
 f (t ,ω, x (ω),∇x (ω))p dω
1/p
≤C
∫
Ω
 
δn ( f )
p
dω
1/p ‖x‖α.
(2.25)
fn → 0 in (Y , d ) now means δn ( f )→ 0 for every n ∈N. By (2.25), this implies
 fˆ (t , x )
0
→ 0
uniformly on bounded sets. 
In view of Lemma 2.51, it is sufficient for our applications to prove the following lemma (in-
stead of a more involved Y -variant thereof). The statement is analogous to Lemma 2.48, so
its proof is omitted.
LEMMA 2.52. Σ+(y ) is compact for every y ∈ Y , i.e., Y = Yc .
In the following section (Lemma 2.57), we will deal with abstract asymptotically linear equa-
tions. In order to check the assumption of asymtotical linearity, the following lemma can be
used.
LEMMA 2.53. Suppose that f ∈ Y , and supω∈Ω f (t ,ω, u , v )/(max{|u |, |v |}) → 0 as t → ∞,
max{|u |, |v |}→∞. Then, ‖x‖−1α
 fˆ (t , x )
0
→ 0 as t →∞ and ‖x‖α→∞.
PROOF. Let " > 0. By our assumptions, there are constants r, M ∈R+ such that
 f (t ,ω, u , v )≤("max{|u |, |v |} max{|u |, |v |} ≥ r
M otherwise
whenever t ≥ r . Recall that the inclusion X α ⊂ C 1(Ω¯) is continuous, so there is a constant
C1 > 0 such that max{|x (ω)|, |∇x (ω)|} ≤C ‖x‖α for all x ∈ X α and all ω ∈Ω.
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Let 0 6= x ∈ X α, Ω1 = {ω ∈Ω : max{|x (ω)|, |∇x (ω)|} ≤ r }. We have
 fˆ (t , x )
0
=
∫
Ω
 f (t ,ω, x (t ,ω),∇x (t ,ω))p dx
1/p
≤
∫
Ω1
M p dx
1/p +
 ∫
Ω\Ω1
("max{|x (ω)|, |∇x (ω)|})p dx

1/p
≤ (M ‖x‖−1α +C1")
∫
Ω
1 dx
1/p ‖x‖α.
Hence, for every " > 0, for all x ∈ X α with ‖x‖α sufficiently large and for all t ∈R sufficiently
large, one has
 fˆ (t , x )
0
≤ C2"‖x‖α, where the constant C2 does not depend on ". The claim
follows immediately. 
2.5.4. Existence of Solutions. In this section, we treat the settings of 2.5.2 and 2.5.3 si-
multaneously. We therefore use the abstract setting of Section 2.5.1.
Additionally, we tacitly assume that the inclusion X β ⊂ X α is compact for β ∈ ]α, 1[. This
holds trivially if X is finite-dimensional and is well known if A has compact resolvent. Recall
thatYc is the subset of all those y ∈Y for which Σ+(y ) is compact.
Firstly, we will compute the index for parameters which are linearizable at 0 respectively∞
(asymptotically linear). Next, we will derive several existence results, following more or less
directly from the index computation.
LEMMA 2.54. Let fn , L0 ∈ Yc and L0 weakly hyperbolic and linear, i.e., L0(t , .) ∈ L (X α, X ) for
all t ∈R. Assume further that
(LIN0) for every " > 0, there are δ > 0 such that
 fn (t , x )− L0(t )x ≤ "‖x‖α for all (t , x ) ∈
R+×X α with t , n ≥ 1/δ and ‖x‖α ≤δ.
Then, there are η0 > 0 and n0 ∈ N such that for all η ≤ η0 and all n ≥ n0, Nn ,η := Σ+( fn )×
Bη[0, X α] is an isolating neighborhood.
PROOF. Suppose that the claim is not true. Taking a subsequence of ( fn )n if necessary, we
can assume without loss of generality that there exists a sequence (ηn )n of real numbers with
0 6= ηk → 0 in R+ such that for all n ∈ N, Nn ,ηn is not an isolating neighborhood. It follows
that for every n ∈N, there are a gn ∈Σ+( fn ) and a solution un : R→ Bηn [0] of
x˙ + Ax = gn (t , x )
such that ‖un (0)‖α =ηn . Scaling yields (mild) solutions u ′n (t ) :=η−1n un (t ) of
x˙ + Ax =η−1n gn (t ,ηn x )
with
u ′n (t )α ≤ 1 for all t ∈R and u ′n (0)α ≡ 1.
It follows from (LIN0) that
L0(t )x −η−1n fn (t ,ηn x )→ 0 inY as t , n→∞.
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The sequence (u ′n (t ))n is relatively compact by Remark 2.7.
Note that gn ∈ω( f ) by Remark 2.4, so in view of Remark 2.3, Lemma 2.28 implies that there is
a solution (v, u ) : R→Σ+(L0)×X α with supt ∈R ‖u (t )‖α ≤ 1 for all t ∈R and ‖u (0)‖α = 1.
Consequently, L0 is not weakly hyperbolic, which is a contradiction. 
LEMMA 2.55. In addition to the assumptions of Lemma 2.54, suppose that codimSL0 (L t0 ) = 0
for large t ∈R+. Then there is a neighborhood U ofω( f )×{0} inΣ+( f )×{0} such that Inv−(U ) =
ω( f )×{0}.
PROOF. Let U" :=Σ+( f )×B"[0, X α] and suppose to the contrary that Inv−(U") 6= Inv(U") for
small " > 0. We may thus choose a sequence "n → 0 and for every n a solution u : R−→U"
with u (0) ∈ ∂U" . Proceeding as in the proof of Lemma 2.54, we can conclude that there are
y ∈ω(L0) and 0 6= x0 ∈UL0 (y ). However, by Lemma 2.40 (c), one has dim(UL0 (y )) = 0. 
THEOREM 2.56. Suppose that the premises of Lemma 2.54 hold for fn ≡ f , and let
codimSL0 (L t0 ) = k0 ∈N for large t ∈R+.
Then, h( f , K0) =Σk0 , where K0 =ω( f )×{0}.
PROOF. Define ϕ : [0, 1]→Y by ϕ(λ) :=λ f + (1−λ)L0.
Let λ ∈ [0, 1] be arbitrary. One needs to verify assumptions (C1) and (C2).
It follows from Lemma 2.54 that there exists an η> 0 such that Σ+(ϕ(λ′))×Bη[0, X α] is an iso-
lating neighborhood in Σ+(ϕ(λ′))×X α for all λ′ in a small neighborhood of λ. An application
of Lemma 2.26 gives rise to an isolating neighborhood N ′ ⊂ Y × X , so (C1) holds in λ. (C2)
holds directly by the assumptions of Lemma 2.54.
Hence, h(ϕ(λ),ω(ϕ(λ))×{0}) is defined for all λ ∈ [0, 1], and it follows from Theorem 2.31 that
h( f , K0) = h(L0,ω(L0)×{0}). Finally, an application of Theorem 2.36 proves that h(L0,ω(L0)×
{0}) =Σk0 as claimed. 
There is an analogue of Lemma 2.54 and Theorem 2.56 at infinity (see also [22, Theorem
II.5.1]). We omit the proofs because of the similarity.
LEMMA 2.57. Let fn , L∞ ∈ Yc and L∞ weakly hyperbolic and linear, i.e., L∞(t , .) ∈ L (X α, X )
for all t ∈R. Assume further that
(LIN∞) for every " > 0, there is an r > 0 such that  fn (t , x )− L∞(t )x ≤ "‖x‖α for all (t , x ) ∈
R+×X α and all n ∈Nwith t , n ≥ r and ‖x‖α ≥ r .
Then there are an η0 > 0 and an n0 ∈N such that for all η≥η0 and all n ≥ n0, Nn ,η :=Σ+( fn )×
Bη[0, X α] is an isolating neighborhood.
REMARK 2.8. Let η0 be given by the previous lemma, and let (v, u ) : R→ X α be a solution with
α := supt ∈R ‖u (t )‖α <∞. It follows that α<η0, so (v (t ), u (t )) ∈Nη0 for all t ∈R.
In other words, Nη0 is an isolating neighborhood for the largest bounded invariant subset.
THEOREM 2.58. Suppose that the premises of Lemma 2.57 hold for fn ≡ f , and let
codimSL∞ (L t∞) = k∞ ∈N for large t ∈R+.
Then, h( f , K∞) =Σk∞ , where K∞ denotes the largest21 compact invariant subset of Σ+( f )×X .
21with respect to inclusion
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The next corollary is probably the most typical application of Conley index theory. The index
of an empty invariant set is trivial. Conversely, an invariant set with non-trivial index cannot
be empty, yet our result is a bit stronger.
COROLLARY 2.59. Suppose that the assumptions of Theorem 2.58 hold. Then there is an η > 0
such that the following holds:
(a) There is a t0 ∈R+ and a (mild) solution u : [t0,∞[→ X α of
x˙ + Ax = f (t , x ) ‖x‖α ≤η. (2.26)
(b) For every g ∈ω( f ), there is a solution u : R→ X α of
x˙ + Ax = g (t , x ) ‖x‖α ≤η.
defined for all t ∈R.
(c) Suppose that f is (positive) Poisson stable, that is, f ∈ω( f ). Then there is a solution
u : R→ X α with ( f , u (0)) ∈ω( f , u (0)). In particular, this means that u (0) is (positive)
Poisson stable, that is, u (0) ∈ω(u (0)).
(d) Suppose that Σ+( f ) is a compact minimal set. Then, there is a recurrent solution u :
R→ X α of (2.26).
PROOF. (a) By Lemma 2.57, there are an η > 0 and an isolating neighborhood Nη :=
Σ+( f )×Bη[0, X α] for K∞. K∞ denotes the largest invariant set contained in Nη and
is obviously (Remark 2.8) independent of η provided that η is sufficiently large. By
Theorem 2.58 and Corollary 2.20, there are a t ′0 ∈R+ and for every h ∈R+ a solution
uh :

t ′0, t ′0 +h
→ X α with ‖uh (s )‖α ≤η for all s ∈ t ′0, t ′0 +h. Using the compactness
of the inclusion X β ⊂ X α, we may assume without loss of generality that un (t ′0+1)→
x0 as n →∞. Let t0 := t ′0 + 1, and let u0 denote the unique solution of (2.26) with
u0(t0) = x0.
(b) This follows from Theorem 2.58 and Corollary 2.22.
(c) This follows from (b) and Lemma 1.18.
(d) This follows from (b) and Theorem 1.17.

Now, we assume that u ≡ 0 is stable by linearization but the asymptotic equation – respec-
tively the largest invariant set K∞ – has a different index than ω( f )× {0}. We can conclude
that there must be another solution, which is, in particular, not a homoclinic connection from
0 to 0. If the indices at 0 and at∞ differ but 0 is not stable, then we can easily conclude the
existence of additional solutions of
x˙ + Ax = g (t , x ) for some g ∈ω( f )
but not necessarily of the nonautonomous equation
x˙ + Ax = f (t , x )
itself.
THEOREM 2.60. Let f ∈Yc , and assume that
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(1) there is a weakly hyperbolic L0 ∈Yc , L0 ∈L (X α, X ), and (LIN0) holds;
(2) there is a weakly hyperbolic L∞ ∈Yc , L∞ ∈L (X α, X ), and (LIN∞) holds.
Further let k0 (resp. k∞) be given by Theorem 2.56 (resp. Theorem 2.58). Then the following
statements hold true.
(a) If k0 = 0 and 0 < k∞ ∈N, then there are η1,η2 ∈ ]0,∞[, t0 ∈R+ and a mild solution
u : [t0,∞[→ X α of
x˙ + Ax = f (t , x ) η1 ≤ ‖u (t )‖α ≤η2. (2.27)
(b) If the assumptions of (a) hold, and f is Poisson stable, i.e. f ∈ ω( f ), then there are
η1,η2 ∈ ]0,∞[ and a mild solution u : R→ X α of (2.27) with ( f , u (0)) ∈ ω( f , u (0)).
In particular, this means that u is Poisson stable.
(c) If, in addition to (b), f is recurrent, then there are η1,η2 ∈ ]0,∞[ and a recurrent mild
solution u :R→ X α of (2.27).
PROOF. (a) Since k0 = 0, it follows from Lemma 2.55 that K0 is an attractor in K∞. In
view of Lemma 2.54 and Lemma 2.57, there are η2 ≥ η′1 > 0 such that Σ+( f )×Bη2 [0]
(resp. Σ+( f )×Bη′1 [0]) is an isolating neighborhood for K∞ (resp. K0).
Now, Theorem 2.19 implies that there exists an isolating neighborhood N0 of K0
such that
N ′ := {(t , x ) : t ∈R+ and ‖x‖α ≤η2}
is not an isolating neighborhood for (Φ f , N ′0 ), where
N ′0 := {(t , x ) : ( f t , x ) ∈N0}.
The largest invariant set in N0 isω( f )×{0}. Hence, there is anη1 > 0 such thatω( f )×
Bη1 [0]⊂N0, and soR+×Bη1 [0]⊂N ′0 . By Lemma 2.4, the fact that N ′ is not an isolation
neighborhood for N ′0 means that there exist a t ′0 ∈R+ and for every T ∈R+ a solution
uT :

t ′0, t ′0 +T
→ (Bη2 [0] \Bη1 [0]) (of Φ f ).
Finally, choose t0 := t ′0 + 1, and for every n ∈N, let un :

t ′0, t ′0 +n

be a solution
of Φ
f t
′
0
. Using the compact inclusion X β ⊂ X α and standard results, we can assume
w.l.o.g. that un (1)→ x0 as n →∞. Consequently, u (t ) := Φ f (t , t0, x0) is a solution
defined for all t ∈ [t0,∞] and satisfies η1 ≤ u (t )≤η2 for all t ≥ t0.
(b) Let (K ∗0 , K0)be an repeller-attractor decomposition of K∞. If the repeller K ∗0 is empty,
then K0 = K∞. Thus, it follows from the proof of (a) that K ∗0 6= ; and η1 ≤ ‖x‖α ≤ η2
for all x ∈ K ∗0 . By Lemma 1.18, there is an ( f , x ′) ∈ K ∗0 with ( f , x ′) ∈ω( f , x ′).
(c) This follows from the proof of (b) and Theorem 1.17.

CHAPTER 3
Further Indices and Attractor-Repeller Decompositions
In the previous chapter, primarily isolated invariant sets are considered. This chapter is con-
cerned with connecting homomorphisms. Connecting homomorphisms are obtained from
Morse-decompositions and could be understood as the index of a connection between two
given Morse-sets.
First of all, a slightly modified notion of index pairs is introduced. This change allows us to
define the index in terms of nonautonomous index pair alone that is, it is not necessary to
consider FM-index pairs living in an extended phase space. Nevertheless, invariant sets still
depend on an extended phase space and the skew-product formulation, and so does the no-
tion of attractor-repeller decompositions.
Having established the modified index, a couple of well-known concepts (see [5, 9, 10]) are
adapted to the new situation. While this is mostly straightforward, some concepts are sim-
plified versions. Generally speaking, we try to avoid complexity whenever possible. This
leads to the concept of weak index filtrations required for the definition respectively the com-
mutativity of a concept known as homology index braids. It also was the main motivtion to
avoid the use of (singular) chain complexes and weakly exact sequences in the definition of
attractor-repeller sequences. An important result of this chapter is the continuation of Morse-
decompositions and their associated homology index braids under small perturbations.
A second important topic is subsumed under the term uniformly connected attractor-repeller
decompositions. Recall that isolated invariant sets are usually subsets of a space ω(y0)× X .
Nevertheless, a non-zero index implies the existence of a full solution ofΦy0 , which is the evo-
lution operator associated with the parameter y0. Moreover, in case of a non-vanishing index
there is a full solution of Φy for every y ∈ ω(y0). Connecting homomorphisms obey to the
same rules. If there is only one parameter y ∈ω(y0) for which there does not exist a connec-
tion (connecting orbit) between attractor and repeller, the connecting homomorphism must
vanish. In order to prove this result, the nonautonomous homology index is rewritten as a
direct limit. This direct limit structure appears to be similar to the construction of a discrete
Conley index.
Finally, the persistence of attractor-repeller decompositions as well as connecting orbits un-
der rather arbitrary but small perturbations is considered in the last section. Note that these
perturbations are only required to be C 0-small which does not allow arguments relying on
variants of the Banach fixed point theorem (e.g. [29]).
The chapter is in mostly self contained. In particular, the existence of index pairs is proved
under reasonable assumptions. There are two notable omissions, where this text relies on
previous work by other authors: the existence of index filtration and their continuation.
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3.1. Related Index Pairs
In this section we give an alternative definition of a nonautonomous Conley index. Essen-
tially, the index is now purely based on nonautonomous index pairs which are subsets of
R+ × X , where X is an appropriate metric space. It is also often more convenient to com-
pute the index by using the modified definition of this section. The main results are Theorem
3.8 and its corollary.
We say that two index pairs for which the assumptions and thus also the conclusions of The-
orem 3.8 hold are related. Roughly speaking, related index pairs define the same index1.
Throughout this section, it is assumed that X and Y are metric spaces, and pi = pi(.t ,Φ) is a
skew-product semiflow on Y ×X . By χ :=χy0 we denote the canonical semiflow (t , x )χy0 s :=
(t + s ,Φy0 (s , t , x )) onR
+×X .
DEFINITION 3.1. Let y0 ∈ Y and (N1, N2) be an index pair in R+ × X relative to χy0 . Define
r : R+×X →Σ+(y0)×X by r (t , x ) := (y t0 , x ).
Let K ⊂ω(y0)×X be an (isolated) invariant set. We say that (N1, N2) is a (strongly admissible)
index pair2 for (y0, K ) if:
(1) there is a strongly admissible isolating neighborhood N of K inΣ+(y0)×X such that
N1 \N2 ⊂ r −1(N );
(2) there is a neighborhood W of K in Σ+(y0)×X such that r −1(W )⊂N1 \N2.
DEFINITION 3.2. We say that (y0, K ) is an invariant pair if y0 ∈ Y and K ⊂ Σ+(y0) × X . An
invariant pair (y0, K ) is called a compact invariant pair provided that K is compact.
Every FM-index pair relative to the skew-product semiflow induces an index pair.
LEMMA 3.3. Let y0 ∈ Y and let (N1, N2) be an FM-index pair for K ⊂Σ+(y0)×X such that N1 is
strongly admissible. Then (M1, M2) := (r −1(N1), r −1(N2)) is an index pair for (y0, K ).
PROOF. Lemma 2.15 states that (M1, M2) is an index pair. We need to prove that the addi-
tional3 assumptions of Definition 3.1 are satisfied. N := clY ×X (N1 \N2) is an isolating neigh-
borhood for K , and M1 \M2 = r −1(N1) \ r −1(N2)⊂ r −1(N ).
Let W := intΣ+(y0)×X (N1 \N2), which is a neighborhood of K . We have r −1(W ) ⊂ r −1(N1) \
r −1(N2). 
The following lemma is not much more than a restatement of Theorem 2.7.
LEMMA 3.4. Suppose that (N1, N2)⊂ (M1, M2) are index pairs for (y0, K ). The inclusion induced
mapping i : (N1/N2, N2)→ (M1/M2, M2) is a homotopy equivalence.
PROOF. By Definition 3.1, there is a neighborhood W of K such that r −1(W )⊂ (N1 \N2)∩
(M1 \M2). It follows from Definition 3.1 that the closure W := clY ×X W is strongly admissible,
so by Lemma 2.14, (N1, N2) and (M1, M2) are index pairs for (Φy0 , r
−1
y0
(W )). The claim is now a
consequence of Theorem 2.7. 
1This is not necessarily a homotopy index, so the vague language is intended.
2Every index pair in the sense of Definition 3.1 is assumed to be strongly admissible.
3compared to Definition 2.6
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DEFINITION 3.5. Let (N1, N2) be an index pair inR+×X (relative to the semiflowχ onR+×X ).
For T ∈R+, we set
N −T2 := N −T2 (N1) := {(t , x ) ∈N1 : ∃s ≤ T (t , x )χs ∈N2}.
LEMMA 3.6. Let (N1, N2) be an index pair for (y0, K ). Then so is (N1, N −T2 ) for every T ∈R+.
PROOF. We need to check the assumptions of Definition 2.6 and Definition 3.1.
(IP1) We need to show that N −T2 is closed. Suppose that (sn , xn ) is a sequence in N −T2 with
(sn , xn )→ (s , x ) in N1. For every n ∈N, there is a tn ∈ [0, T ] such that (sn , xn )pitn ∈N2.
We can assume without loss of generality that tn → t ≤ T , so (s , x )pit ∈N2, which is
closed. Thus it holds that (s , x ) ∈N −T2 .
(IP3) Let x ∈ N −T2 but xpit 6∈ N1 for some t ∈R+. (N1, N2) is an index pair, so xpis ∈ N2 ⊂
N −T2 for some s ∈ [0, t ].
(IP4) Suppose that x ∈ N −T2 and xpit 6∈ N −T2 for some t ∈ R+. Letting t0 := sup{s ∈
R+ : xpi [0, s ] ∩N2 = ;}, it follows that t0 ≤ T and xpit0 ∈ N2. Furthermore, one
has xpi [0, t0]⊂N −T2 , so t > t0.
Since (N1, N2) is assumed to be an index pair, it follows that xpis ∈ (R+ × X ) \N1
for some s ∈ [t0, t ].
(N1, N2) is an index pair for (y0, K ), so there is an isolating neighborhood N of K such that
N1 \N −T2 ⊂N1 \N2 ⊂ r −1(N ).
Let W be an open neighborhood of K such that r −1(W )⊂N1 \N2. We consider the set
W T := {x ∈W : xpi [0, T ]⊂W }.
If (t , x ) ∈ r −1(W T )∩N −T2 , then (t , x )χy0 T ∈ r −1(W )∩N2 = ;, so
r −1(W T )⊂N1 \N −T2 .
We need to show that W T is a neighborhood of K . Suppose to the contrary that there is4
a sequence xn → x0 ∈ K in N \W T . For every n ∈ N, there is a tn ∈ [0, T ] with xnpitn ∈
(Σ+(y0)×X ) \W . We can assume w.l.o.g. that tn → t0, so x0pit0 ∈ (Σ+(y0)×X ) \W , which is a
closed set. However, x0pit0 ∈ K ⊂W , a contradiction. 
One frequently needs to prove that a couple (N1, N2) is not only an index pair but also that it
belongs to a certain couple (y0, K ). For this purpose and in conjunction with Lemma 3.6, the
following – simple – "sandwich" lemma is useful.
LEMMA 3.7. Let y0 ∈ Y , and let (N1, N2), (M1, M2) and (N ′1 , N ′2 ) be index pairs with N1 \N2 ⊂
M1 \M2 ⊂N ′1 \N ′2 .
If (N1, N2) and (N ′1 , N ′2 ) are index pairs for (y0, K ), then so is (M1, M2).
PROOF. One simply needs to check the assumptions of Definition 3.1.
(1) (N ′1 , N ′2 ) is an index pair for (y0, K ), so there is a strongly admissible isolating neigh-
borhood N of K in Σ+(y0)×X such that M1 \M2 ⊂N ′1 \N ′2 ⊂ r −1(N ).
4As a consequence of the admissibility assumption, K is compact.
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(2) (N1, N2) is an index pair for (y0, K ), so there is a neighborhood W of K in Σ+(y0)×X
such that r −1(W )⊂N1 \N2 ⊂M1 \M2.

We are now in a position to formulate and prove the main result of this section.
THEOREM 3.8. Let there be given index pairs (N1, N2) and (M1, M2) for (y0, K ). Further, let N ⊂
Σ+(y0)×X be a strongly admissible neighborhood of K . Then there are a t0 ∈R+ and an index
pair (L1, L2) such that
(L1, L2)⊂ (r −1(N )∩N1 ∩M1, N −t02 (N1)∩M −t02 (M1)).
An important consequence of the theorem above is that the homotopy index of (y0, K ) can
be defined as the pointed homotopy type of (N1/N2, N2), where (N1, N2) is an index pair for
(y0, K ). It coincides
5 with Definition 2.13, so there is no need to redefine the homotopy index.
We have merely extended the class of possible or good index pairs.
COROLLARY 3.9. Under the assumptions of Theorem 3.8, the pointed homotopy types of
(N1/N2, N2) and (M1/M2, M2) agree.
PROOF. By Theorem 3.8, there are an index pair and a constant t0 ∈ R+ for which the
following inclusions hold true.
(L1, L2)⊂(N1, N −t02 )⊃ (N1, N2)
(L1, L2)⊂(M1, M −t02 )⊃ (M1, M2)
In view of Lemma 3.4 and Lemma 3.6, this readily implies that (N1/N2, N2) and (M1/M2, M2)
are isomorphic in the homotopy category of pointed spaces. 
The rest of this section is devoted to the proof of Theorem 3.8. The proof is similar to the proof
of [5, Lemma 4.8], but instead of using isolating blocks, we will construct appropriate index
pairs. In all subsequent lemmas, we will assume that the hypotheses of Theorem 3.8 hold.
Since N is a neighborhood of K , there is an open (inΣ+(y0)×X ) set U with K ⊂U ⊂N . Define
g +, g − : Σ+(y0)×X →R+ by
g +(y , x ) := sup{t ∈R+ : (y , x )pi [0, t ]⊂U }
g −(y , x ) := sup{d ((y , x )pit , Inv−pi(N )) : t ∈

0, g +(y , x )
}.
It is easy to see that both functions g + and g − are continuous and monotone decreasing along
solutions in U (resp. N ), that is, if u : [0, a ]→U (resp. u : [0, a ]→N ) is a solution of pi, then
t 7→ g +(u (t )) (resp. t 7→ g −(u (t ))) is continuous and monotone decreasing on [0, a ].
LEMMA 3.10.
(a) g + is lower-semicontinuous.
(b) g − is lower-semicontinuous.
(c) {g + ≤ c } := {(y , x ) ∈N : g +(y , x )≤ c } is closed.
5Under the assumptions of Theorem 3.8, it follows from [22] that there exists an isolating block for K inΣ+(y0)×X .
This isolating block gives rise to an index pair for (y0, K ) as proved in Lemma 3.3.
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(d) {g − ≤ c } := {(y , x ) ∈N : g −(y , x )≤ c } is closed.
(e) For all c1, c2 > 0, the set ({g − ≤ c1}∩ {g + > c2}) is a neighborhood of K := Inv(N ).
PROOF. (a) Let " > 0 and (y , x ) ∈Σ+(y0)×X . Suppose that (yn , xn )→ (y , x ) inΣ+(y0)×
X and g +(yn , xn )≤ g +(y , x )−" for all n ∈N. We can assume w.l.o.g. that g +(yn , xn )→
t0.
First of all, as N is strongly admissible and (yn , xn )pis → (y , x )pis , it follows that
(y , x )pis ∈N for all s ∈ [0, t0]. Secondly, one has (yn , xn )pig +(yn , xn ) ∈ X \U , which is
closed, so (y , x )pit0 ∈ X \U . However, t0 ≤ g +(y , x )− ", which is a contradiction.
(b) Let (y , x ) ∈Σ+(y0)×X and suppose that (yn , xn )→ (y , x ) but g −(yn , xn )≤ g −(y , x )−"
for some " > 0.
Let t ∈ 0, g +(y , x ) be arbitrary. By the lower-semicontinuity of g +, one has
g +(yn , xn )≥ t provided that n is sufficiently large. Furthermore, one has d ((y , x )pit ,
Inv−(N ))≤ d ((y , x )pit , d (yn , xn )pit )+d ((yn , xn )pit , Inv−(N )), so d ((y , x )pit , Inv−(N )≤
g −(y , x )− ". The last inequality holds for arbitrary t ∈ 0, g +(y , x ). We thus have
g −(y , x )≤ g −(y , x )− ", which is a contradiction.
(c), (d) This follows immediately from the lower-semicontinuity of the respective function.
(e) Arguing by contradiction, we may assume that there are (yn , xn )→ (y , x ) ∈ K such
that either g +(yn , xn ) ≤ c2 or g −(yn , xn ) > c1 for all n ∈N. In the first case, it follows
that g +(y , x ) ≤ c2 in contradiction to (y , x ) ∈ K . In the second case, we can choose
tn ∈R+ such that for all n ∈N, tn ≤ g +(yn , xn ) and
d ((yn , xn )pitn , Inv
−(N ))≥ c1 > 0. (3.1)
Either (tn )n has a convergent subsequence or tn → ∞. Suppose that (tn (k ))k is a
subsequence with tn (k ) → t0 as k →∞. It follows that d ((y , x )pit0, Inv−(N )) ≥ c1,
which is a contradiction to (y , x ) ∈ K . Thus, one has tn →∞, and using the admis-
sibility of N , there is a subsequence (yn (k ), xn (k ))pitn (k ) which converges to a point
(y ′, x ′) ∈ Inv−(N ), in contradiction to (3.1).

LEMMA 3.11. For c1 > 0 and c2 > 0, set
L c1,c21 := {g − ≤ c1}∩ cl{g + ≥ c2}
L c1,c22 := L
c1,c2
1 ∩{g + ≤ c2}
and Lˆ c1,c2i := r
−1(L c1,c2i ), i = 1, 2.
Then for c1 small and c2 large, one has
(1) L c1,c21 ⊂U , and
(2) (L1, L2) := (Lˆ1, Lˆ2) := (Lˆ
c1,c2
1 , Lˆ
c1,c2
2 ) is an index pair for (y0, K ).
PROOF. (1) If (y , x ) ∈ cl{g + ≥ c2}, then (y , x )pi [0, c2] ⊂ N . Hence, if the claim does
not hold, there is a point (y ′, x ′) ∈ K ∩ (N \U ) = ;.
(2)(IP1) It follows from Lemma 3.10 (c) and (d) that L c1,c21 and L
c1,c2
2 are closed, so Lˆ1 and
Lˆ2 are closed by the continuity of r .
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(IP3) Let x ∈ L c1,c21 and xpit 6∈ L c1,c21 for some t ≥ 0. The semiflow does not explode
in N . Hence, there is a t ′ ≤ t such that xpit ′ ∈ (Σ+(y0) × X ) \ L c1,c21 . Choose
a sequence xn → x in L c1,c21 with g +(xn ) ≥ c2. We have xnpit 6∈ L c1,c21 for all n
sufficiently large, so xnpisn ∈ L c1,c22 for some sn ≤ t and all n ∈N. We can assume
w.l.o.g. that sn → s0 ≤ t , so xpis0 ∈ L c1,c22 .
(IP4) Let x ∈ L c1,c22 and xpi [0, t ] ⊂ L c1,c21 . We have L c1,c21 ⊂U , so g +(xpis ) ≤ g +(x ) for
all s ∈ [0, t ]. Hence, xpi [0, t ]⊂ L c1,c22 .
Furthermore, one has N ⊃ L c1,c21 \ L c1,c22 ⊃W , where W := {g − ≤ c1} ∩ {g + > c2}
is a neighborhood of K by Lemma 3.10 (e). Thus, r −1(N ) ⊃ Lˆ c1,c21 \ Lˆ c1,c22 ⊃ r −1(W ),
which shows that (Lˆ1, Lˆ2) is an index pair for (y0, K ).

Until now, our proof is based loosely on the respective proof in [22] concerning the existence
of isolating blocks. However, our claim is significantly weaker, so the proof is - hopefully -
easier to follow.
Since both (N1, N2) and (M1, M2) are index pairs for (y0, K ), we can assume without loss of
generality that r −1(N )⊂N1∩M1. Otherwise, one can simply replace N by a sufficiently small
neighborhood N ′, and thereby obtain a stronger result. In order to complete the proof of
Theorem 3.8, we need
LEMMA 3.12. For every d > 0, one has Lˆ c ,d2 ⊂N −T2 (resp. Lˆ c ,d2 ⊂M −T2 ) provided that c is suffi-
ciently small and T is sufficiently large.
PROOF. If the lemma is not true, then there are sequences ((tn , xn ))n , cn → 0 and Tn →∞
such that (tn , xn ) ∈ Lˆ cn ,d2 and (tn , xn )pis ∈N1 \N2 for all s ≤ Tn and all n ∈N.
Taking subsequences and because cn → 0, we can assume without loss of generality that
(y tn0 , xn )→ (y , x ) ∈ Inv−(N ), which is compact because N is strongly admissible. The choice
of the sequences implies that (y , x ) ∈ Inv+(N ), so (y , x ) ∈ Inv(N ) = K .
However, (y tn0 , xn )pig
+(y tn0 , xn ) ∈ N \U for all n ∈ N. Furthermore, g +(y tn0 , xn ) ≤ d by the
choice of Lˆ c ,d2 . One may therefore assume w.l.o.g. that g
+(y tn0 , xn )→ t0. Consequently, one
obtains (y , x )pit0 ∈ (N \U )∩K = ;, which is an obvious contradiction. 
By using Lemma 3.11, one obtains an index pair (L1, L2) := (Lˆ
c ,d
1 , Lˆ
c ,d
2 ) for (y0, K ) provided
that c is small and d is large. In view of Lemma 3.12, one can find a possibly even smaller
parameter c > 0 such that the conclusions of Theorem 3.8 hold for large t0. The proof of
Theorem 3.8 is complete. 
3.2. Categorial Conley Index
A connected simple system is a small category with the following property: if A and B are
objects, then there is exactly one morphism A→ B .
Understanding the Conley index as a connected simple system is perhaps the most elegant
variant of the index. There is no loss of information, and other invariants such as a homotopy
or (co)homology index can be derived by applying an appropriate functor. We will show in this
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section, that the nonautonomous exentsion of the Conley index defines a connected simple
system as well.
Throughout this section, we will assume the hypotheses6 at the beginning of the previous
section.
DEFINITION 3.13. Let y0 ∈ Y , and let K ⊂ Σ+(y0)× X be an isolated invariant set admitting a
strongly admissible isolating neighborhood. The categorial (nonautonomous) Conley index
C (y0, K ) of (y0, K ) is the smallest subcategory of the homotopy category of pointed spaces
with the following properties:
(1) Objects ofC (y0, K ) are pairs (N1/N2, N2), where (N1, N2) is an index pair for (y0, K ).
(2) If (N1, N2) and (M1, M2) are index pairs for (y0, K ) with (N1, N2)⊂ (M1, M2), then the in-
clusion induced morphism i : (N1/N2, N2)→ (M1/M2, M2) in the homotopy category
of pointed spaces is a morphism ofC (y0, K ).
For brevity, we also write [N1, N2] := (N1/N2, N2).
THEOREM 3.14. C (y0, K ) is (well-defined and) a connected simple system.
The proof below can be sketched as follows: Given two arbitrary index pairs (N1, N2) and
(M1, M2), one constructs a morphism f : [N1, N2]→ [M1, M2] in C (y0, K ). This morphism f
is a composition of inclusion induced morphisms or their inverse morphisms and therefore
necessarily a morphism of C (y0, K ). These morphisms are then shown to be unique, that is,
f depends only on (N1, N2) and (M1, M2), and invariant with respect to composition. In other
words, the proof is nothing but an explicit construction.
PROOF. Let (N1, N2) and (M1, M2) be arbitrary index pairs for (y0, K ). By Theorem 3.8, there
is an index pair (L1, L2) for (y0, K ) and a T ∈R+ such that
(L1, L2)⊂ (N1 ∩M1, N −T2 ∩M −T2 ).
Each inclusion of index pairs gives rise to a morphism. We obtain the following diagram, the
arrows of which denote isomorphisms (Lemma 3.4) (respectively the inverse morphim) of
C (y0, K ).
[N1, N2] //

N1, N
−T
2

[L1, L2]oo //

M1, M
−T
2

[M1, M2]oo (3.2)
It follows that there is a morphism in [N1, N2]→ [M1, M2] inC (y0, K ), namely the composition
of the morphisms in the row above.
Next, we will show that the morphism obtained using this procedure is unique. Firstly, let
T1 ≥ T2 be positive real numbers. The following ladder with inclusion induced arrows is com-
mutative.
[N1, N2] //

N1, N
−T1
2

[L1, L2]oo //

M1, M
−T1
2

[M1, M2]oo
[N1, N2] //
OO

N1, N
−T2
2

OO
[L1, L2]oo
OO
//

M1, M
−T2
2

OO
[M1, M2]oo
OO
6i.e. the spaces X , Y and the semiflow pi
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Hence, the morphism [N1, N2]→ [M1, M2] defined by (3.2) is independent of T . Secondly, one
needs to consider the index pair (L1, L2). Suppose (L ′1, L ′2) is another index pair for (y0, K ) with
(L ′1, L ′2) ⊂ (N1 ∩M1, N −T2 ∩M −T2 ). It follows again from Theorem 3.8 that there exist an index
pair (L ′′1 , L ′′2 ) for (y0, K ) and a constant T > 0 such that (L ′′1 , L ′′2 )⊂ (L1 ∩ L ′1, L−T2 ∩ (L ′)−T2 ).
We obtain a commutative diagram below, where each arrow denotes an inclusion induced
(iso)morphism.
[L1, L2]
   

L1, L
−T
2

xx &&
[N1, N2] //

N1, N
−2T
2
 
L ′′1 , L ′′2

oo
OO

//

M1, M
−2T
2

[M1, M2]oo

L ′1, (L ′2)−T

ff 88

L ′1, L ′2

OO
]] @@
The morphisms defined by (L1, L2) and (L ′1, L ′2) agree since each arrow in the above diagram
denotes an isomorphism (Lemma 3.4).
Finally, we will show that the composition of two morphisms obtained from the above prode-
cure can be written as in (3.2). Suppose, we are given index pairs (N1, N2), (M1, M2) and (O1, O2)
for (y0, K ). By Theorem 3.8, there are an index pair (L1, L2) for (y0, K ) and a T ∈R+ such that
(L1, L2)⊂ (N1 ∩M1 ∩O1, N −T2 ∩M −T2 ∩O−T2 ).
For every two objects A, B in C (y0, K ), let A → B denote the unique morphism defined by
(3.2). We also write B ← A for the inverse (morphism) of A→ B . Given morphisms A→ B and
B → C , we write A → B → C to denote their composition. We need to prove that A → B →
C = A→C . One has
[N1, N2]→ [M1, M2]→ [O1, O2]
= [N1, N2]→ N1, N −T2 ← [L1, L2]→ M1, M −T2 ← [M1, M2]
→ M1, M −T2 ← [L1, L2]→ O1, O−T2 ← [O1, O2]
= [N1, N2]→ N1, N −T2 ← [L1, L2]→ O1, O−T2 ← [O1, O2]
= [N1, N2]→ [O1, O2] .

We consider a category CSS(K ) of connected simple systems in a given categoryK . Objects
of CSS(K ) are subcategories ofK which are connected simple systems. Let
A andB be connected simple systems in K . A morphismA → B in CSS(K ) is a family
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( fA,B )(A,B )∈Obj(A )×Obj(B ), where each fA,B is a morphism A→ B inK such that
A
fA,B //

B

A′
fA′ ,B ′ // B ′
is commutative. The vertical arrows denote the unique (inner) morphisms inA respectively
B .
If A is an object ofA , B is an object ofB , and f : A→ B is a morphism, then there is a unique
morphism F ∈CSS(K ) with F = F (A, B ) = f . We say that  f  := F is induced by f .
Now, setK =HT , the homotopy category of pointed spaces, and given an isolated invariant
set K ⊂Σ+(y0)×X admitting a strongly admissible isolating neighborhood, its indexC (y0, K )
is an object of CSS(HT ). The morphisms ofC (y0, K ) are called inner morphisms.
3.3. Homology Conley Index and Attractor-repeller Sequences
In this section, attractor-repeller decompositions of isolated invariant sets are studied. The
main tool are long exact sequences in homology.
3.3.1. Attractor-repeller Decompositions and Index Triples.
DEFINITION 3.15. Let y0 ∈ Y and K ⊂ Σ+(y0) × X be an isolated invariant set. (A, R ) is an
attractor-repeller decomposition of K if A, R are disjoint isolated invariant subsets of K and
for every solution u : R→ K one of the following alternatives holds true.
(1) u (R)⊂ A
(2) u (R)⊂R
(3) α(u )⊂R and ω(u )⊂ A
We also say that (y0, K , A, R ) is an attractor-repeller decomposition.
The α and ω-limes sets are defined as usual.
α(u ) :=
⋂
t ∈R−
clΣ+(y0)×X u (]−∞, t ])
ω(u ) :=
⋂
t ∈R+
clΣ+(y0)×X u ([t ,∞[)
DEFINITION 3.16. Let y0 ∈ Y and K ⊂ Σ+(y0) × X be an isolated invariant set admitting a
strongly admissible isolating neighborhood N . Suppose that (A, R ) is an attractor-repeller
decomposition of K .
A triple (N1, N2, N3) is called an index triple for (y0, K , A, R ) provided that:
(1) N3 ⊂N2 ⊂N1
(2) (N1, N3) is an index pair for (y0, K )
(3) (N2, N3) is an index pair for (y0, A)
Suppose we are given an isolated invariant set and an attractor-repeller decomposition of the
isolated invariant set. Does there exist an index triple?
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LEMMA 3.17. Let y0 ∈ Y and K ⊂ Σ+(y0)× X be an isolated invariant set admitting a strongly
admissible isolating neighborhood N . Suppose that (A, R ) is an attractor-repeller decomposi-
tion of K .
Then there exists an index triple (N1, N2, N3) for (y0, K , A, R ) such that N1 ⊂ r −1(N ).
PROOF. It is known that there exists an FM-index triple (N ′1 , N ′2 , N ′3 ) (see [5]) with N1 ⊂N .
By Lemma 3.3, (r −1(N ′1 ), r −1(N ′3 )) is an index pair for (y0, K ) and (r −1(N ′2 ), r −1(N ′3 )) is an index
pair for (y0, A). 
LEMMA 3.18. Let (N1, N2, N3) be an index triple for (y0, K , A, R ). Then, (N1, N2) is an index pair
for (y0, R ).
PROOF. Firstly, we will show that (N1, N2) is an index pair, that is, we need to check Defini-
tion 2.6.
(IP3) Let x ∈N1 and t ∈R+ such that xχy0 t 6∈N1. It is known that (N1, N3) is an index pair,
so xχy0 s ∈N3 ⊂N2 for some s ∈ [0, t ].
(IP4) Let x ∈ N2 and t ∈R+ such that xχy0 t 6∈ N2. (N2, N3) is an index pair, so xχy0 s ∈ N3
for some s ∈ [0, t ]. Since (N1, N3) is also an index pair, it follows that xχy0 r ∈ X \N1
for some r ∈ [s , t ].
Recall the mapping r , which can be found in Definition 3.1. Since (N1, N3) (resp. (N2, N3)) is an
index pair for (y0, K ) (resp. (y0, A)), there is a strongly admissible isolating neighborhood MK
(resp. MA) such that N1 \N2 ⊂ r −1(MK ) (resp. N2 \N3 ⊂ r −1(MA)). There also exists an open
neighborhood WK (resp. WA) of K (resp. A) with r
−1(WK )⊂N1 \N3 (resp. r −1(WA)⊂N2 \N3).
Recall that A ∩ R = ; by the definition of an attractor-repeller decomposition, so there are
disjoint open neighborhoods UA of A and UR of R . We may assume without loss of generality
that WA ⊂UA . Setting MR := MK \WA , one has InvMR ⊂ R ⊂UR ⊂MR , which means that MR
is an isolating neighborhood for R .
Moreover, one has
N1 \N2 = (N1 \N3) \ (N2 \N3)⊂ r −1(MK ) \ r −1(WA) = r −1(MR ).
Define N ′A := clΣ+(y0)×X r (N2 \N3) and WR := WK \N ′A . One has
N1 \N2 ⊃ r −1(WK ) \ r −1(N ′A) = r −1(WR ).
The set K ∩N ′A ⊂MA is positively invariant: Let x ∈ K ∩N ′A and xpis ∈ K \N ′A for some s ∈R+.
There is a sequence (tn , xn ) in N2 \N3 ⊂ R+ × X such that r (tn , xn )→ x as n →∞. We can
assume that r (tn , xn )pis 6∈N ′A for all n ∈N, so w.l.o.g. there are reals sn → s0 with (tn , xn )χy0 sn ∈
N3 for all n ∈N. We have r (tn , xn )pisn → xpis0, so (tn , xn )χy0 sn ∈ r −1(WK ) for all but finitely
many n , which is a contradiction since r −1(WK )∩N3 = ;.
Hence, if x ∈ K ∩N ′A , thenω(x )⊂ A, implying that R∩N ′A = ;. Therefore WR , which is obviously
open, is a neighborhood of R . 
LEMMA 3.19. Let (N1, N2, N3) be an index triple for (y0, K , A, R ). Then, for every T ∈R+
(N1, N
−T
2 , N3) := (N1, N
−T
2 (N1), N3)
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and
(N1, N
−T
2 , N
−T
3 ) := (N1, N
−T
2 (N1), N
−T
3 (N1))
are index triples for (y0, K , A, R ).
PROOF. Lemma 3.6 implies that (N1, N −T2 ) and (N1, N −T3 ) are index pairs for (y0, K ) for ev-
ery T > 0. Furthermore, assuming that (N −T2 , N3) is an index pair for (y0, A), it follows from
Lemma 3.67 that (N −T2 , N −T3 ) is an index pair for (y0, A).
Hence, we only need to prove that (N −T2 , N3) is an index pair for (y0, A).
(IP1) (N1, N −T2 ) is an index pair, so N −T2 is closed.
(IP3) Let x ∈ N −T2 and xχy0 t 6∈ N −T2 ⊃ N2. We have xχy0 r ∈ N2 for some r ≤ t . Since
(N2, N3) is an index pair, we must have xχy0 s ∈N3 for some s ∈ [r, t ].
(IP4) Let x ∈ N3 and xχy0 t 6∈ N3. (N1, N3) is an index pair, so xχy0 s ∈ (R+ × X ) \N1 ⊂
(R+×X ) \N −T2 for some s ∈ [0, t ].
(N1, N −T2 ) is an index pair for (y0, R ), so there is an open neighborhood WR of R such that
r −1(WR )⊂N1 \N −T2 . We may assume that WR ∩A = ; because A∩R = ;. Let NK be an isolating
neighborhood for K with N1\N3 ⊂ r −1(NK ). Then NA := NK \WR is an isolating neighborhood
for A with
N −T2 \N3 ⊂ (N1 \N3) \ (N1 \N −T2 )⊂ r −1(NA).
Since (N2, N3) is an index pair for (y0, A), there is a neighborhood WA of A with r −1(WA)⊂N2\N3.
One has
r −1(WA)⊂N2 \N3 ⊂N −T2 (N1) \N3.

3.3.2. Long Exact Sequences. The long exact sequence associated with an attractor-re-
peller sequence is usually defined using the concept of so-called weakly exact sequences (Def-
inition 2.1 in [9]). Instead of weakly exact sequences, we use the long exact sequence of triple
as a starting point. The advantage is that our definition relies only on an axiomatic charac-
terization of homology yet not necessarily on an underlying chain complex.
LEMMA 3.20. Let (N1, N2, N3) be an index triple for (y0, K , A, R ). Then, the projection
p : N1/N3→N1/N2 induces an isomorphism % : H∗(N1/N3, N2/N3)→H∗(N1/N2,{N2}).
The proof will be conducted in three steps, the first two being formulated as separate lemmas.
LEMMA 3.21. Let (N1, N2) be an index pair for (y0, K ) and define f : N1→R+ by
f (t , x ) := sup{t0 ∈R+ : (t + s ,Φy0 (t + s , t , x )) ∈ cl(N1 \N2) for all s ∈ [0, t0]}.
Then,
(a) f is upper semicontinuous and
(b) bounded on N2.
PROOF. (a) Suppose that f is not upper semicontinuous. Then there is a sequence
(tn , xn )→ (t0, x0) in N1 such that f (tn , xn )> f (t0, x0)+ " for some " > 0 and all n ∈N.
7N −T3 (N1) = N −T3 (N −T2 )
56 3. FURTHER INDICES AND ATTRACTOR-REPELLER DECOMPOSITIONS
By the definition of f , there is an s ∈ [0,"[ with (t0 + f (t0, x0) + s ,Φy0 (t0 + f (t0, x0) +
s , x0)) ∈ (R+ × X ) \ (cl(N1 \N2)). It follows that (tn + f (t0, x0) + s ,Φy0 (tn + f (t0, x0) +
s , tn , xn )) ∈ (R+ × X ) \ (cl(N1 \ N2)) for all n sufficiently large. Hence, f (tn , xn ) <
f (t0, x0) + ", which is a contradiction.
(b) (N1, N2) is an index pair for (y0, K ), so there is a strongly admissible isolating neigh-
borhood N ⊂Σ+(y0)×X for K such that N1\N2 ⊂ r −1(N ). N is closed, so cl(N1\N2)⊂
r −1(N ). Furthermore, there exists an open neighborhood W of K with r −1(W ) ⊂
N1 \N2. Now, suppose that f is unbounded on N2. Then there is a sequence (tn , xn )
in N2 with f (tn , xn )→∞.
Because f ((tn , xn )χy0 s ) 6= 0, we must have (tn , xn )χy0 s ∈N2∩ (clR+×X (N1 \N2)) for
all s ∈ 0, f (tn , xn ) and all n ∈N, so r (tn , xn )pis ∈N \W for all s ∈ 0, f (tn , xn ).
Since N is strongly admissible, there is a solution u : R→N \W of pi. However,
u (R)⊂ K because N is an isolating neighborhood for K . This is a contradiction since
K ⊂W .

LEMMA 3.22. Let (N1, N2) be an index pair for (y0, K ). Then for all T ∈ R+ sufficiently large,
N −T2 := N −T2 (N1) is a neighborhood of N2 in N1.
PROOF. By Lemma 3.21 (a), W T := f −1([0, T [) is open for every T ∈R+. If T is sufficiently
large, then W T ⊃N2 by Lemma 3.21 (b), so W T is a neighborhood of N2 in N1. We are going
to show that W T ⊂N −T2 , which implies that for large T ∈R+, N −T2 is a neighborhood of N2 as
claimed.
In order to prove the inclusion W T ⊂N −T2 , let x ∈W T and " > 0 be arbitrary. We have xχ t 6∈
cl(N1 \N2) for some t ≤ T +" solely by the definition of f . Either xχ t ∈N1 and thus xχ t ∈N2
or xχ t ′ ∈N2 for some t ′ ≤ t because (N1, N2) is an index pair. Since " > 0 is arbitrary and N2
closed, it follows that xχ t ′′ ∈N2 for some t ′′ ≤ T , so x ∈N −T2 . 
PROOF OF LEMMA 3.20. Consider the following sequence of inclusion induced mappings.
H∗(N1/N3, N2/N3)
i // H∗(N1/N3, N −T2 /N3)
k // H∗(N1/N2, N −T2 /N2)
l // H∗(N1/N2, N2/N2).
We will show that i , k , l are isomorphisms.
Firstly, we consider i . Define ϕT : N1/N3→N1/N3 by
ϕT ([t , x ]) :=
(
t +T ,Φy0 (t +T , t , x )

(t + s ,Φy0 (t + s , t , x )) ∈N1 \N3 for all s ∈ [0, T ]
N3 otherwise.
It follows from Lemma 2.9 thatϕT and therefore its restriction to N
−T
2 /N3 are continuous. We
conclude that N2/N3 is a deformation retract of N
−T
2 /N3, so i is indeed an isomorphism.
Secondly, choosing T sufficiently large, it follows from Lemma 3.22 that N −T2 is a neighbor-
hood of N2 ⊃N3. Hence, k is an isomorphism by the excision property of homology.
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Thirdly, it follows as before that the one-point space N2/N2 is a deformation retract of N
−T
2 /N2.
Hence, k must be an isomorphism as well, which completes the proof. 
In view of Lemma 3.20, we can now make the following definition.
DEFINITION 3.23. Let (N1, N2, N3) be an index triple for (y0, K , A, R ). Let q : H∗(N1/N3,
N2/N3)→H∗(N1/N2, N2/N2) be inclusion induced and set ∂ =δ◦q−1, where δ is the (natural)
connecting homomorphism of the (long exact sequence associated with the) triple (N1/N3,
N2/N3, N3/N3).
The long exact sequence associated with (N1, N2, N3) is
//H∗ [N2, N3]
i //H∗ [N1, N3]
p
//H∗ [N1, N2]
∂ //H∗−1 [N2, N3] // . (3.3)
Here, we denote H∗ [N1, N2] := H∗(N1/N2,{N2}).
LEMMA 3.24. Let (N1, N2, N3) be an index triple for (y0, K , A, R ). The sequence (3.3) associated
with (N1, N2, N3) is exact.
PROOF. We rewrite (3.3) as follows.
H∗ [N1, N2]
∂
((
// H∗ [N2, N3]
i // H∗ [N1, N3]
p
66
// H∗(N1/N3, N2/N3)
q
OO
δ // H∗−1 [N2, N3] //
The lower row is the long exact sequence of the triple (N1/N3, N2/N3, N3/N3). The result follows
easily because q is an isomorphism by Lemma 3.20. 
LEMMA 3.25. Let (N1, N2, N3) (resp. (N ′1 , N ′2 , N ′3 )) be an index triple for (y0, K , A, R ) (resp. (y ′0 ,
K ′, A′, R ′)).
The boundary operator ∂ is natural with respect to continuous mappings f : (N1, N2, N3) →
(N ′1 , N ′2 , N ′3 ), that is, if ∂ and ∂ ′ denote the respective boundary operators, then
H∗ [N1, N2]
∂ //
f

H∗ [N2, N3]
f

H∗

N ′1 , N ′2
 ∂ ′ // H∗ N ′2 , N ′3 
is commutative.
PROOF. This follows easily from Definition 3.23. The connecting homomorphisms of the
long exact sequences associated with a triple are natural, and so are the projections q . 
3.3.3. Homology Conley Index.
DEFINITION 3.26. Let y0 ∈ Y and K ⊂ Σ+(y0) × X be an isolated invariant set admitting a
strongly admissible isolating neighborhood. Then its categorial Conley indexC (y0, K ) is de-
fined.
The (categorial, nonautonomous) homology Conley index is obtained by applying the homol-
ogy functor, that is:
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(1) If A is an object ofC (y0, K ), then H∗(A) is an object of H∗C (y0, K ).
(2) If f is a morphism ofC (y0, K ), then H∗( f ) is a morphism of H∗C (y0, K ).
The above definition immediately leads to the following question: Does a connecting homo-
morphism ∂ which is defined by a particular index triple give rise to a unique morphism of
the homology index?
THEOREM 3.27. Let (N1, N2, N3) be an index triple for (y0, K , A, R ). The connecting homomor-
phism ∂ that is given by Definition 3.23 gives rise to a unique i.e., independent of (N1, N2, N3),
morphism [∂ ] in CSS(gradMod) and
//H∗C (y0, A) [i ] //H∗C (y0, K ) [p ] //H∗C (y0, R ) [∂ ] //H∗−1C (y0, A) // . (3.4)
is a long exact sequence.
(3.4) is called the (long exact) attractor-repeller sequence of (y0, K , A, R ). We also say that [∂ ] is
the connecting homomorphism of (y0, K , A, R ) respectively of the attractor-repeller sequence
associated with (y0, K , A, R ).
It is an immediate consequence of Theorem 3.29 below that [∂ ] is well-defined. The proof
that the morphisms [i ] and

p

are well-defined is omitted.
LEMMA 3.28. Let (N1, N2, N3) and (M1, M2, M3) be index triples for (y0, K , A, R ). Then there is an
index triple (L1, L2, L3) such that for some T > 0
(L1, L2, L3)⊂ (N1 ∩M1, N −T2 (N1)∩M −T2 (M1), N −T3 (M1)∩M −T3 (M1)). (3.5)
PROOF. By Theorem 3.8, there are index pairs (L˜1, L˜3) for (y0, K ) and (L ′2, L ′3) for (y0, A)
which have the required inclusion properties, that is, for some T ′ > 0 it holds that
(L˜1, L˜3)⊂ (N1 ∩M1, N −T ′3 (N1)∩M −T ′3 (M1))
(L ′2, L ′3)⊂ (L˜1 ∩N2 ∩M2, N −T ′3 (N2)∩M −T ′3 (M2)).
Assume for the moment that there is a constant T ′′ > 0 such that
(1) L ′3 ⊂ L˜−T ′′3 := L˜−T ′′3 (L˜1) and
(2) (L ′2 ∪ L˜−T ′′3 , L˜−T ′′3 ) is an index pair (y0, A).
By Lemma 3.6, (L˜1, L˜−T
′′
3 ) is an index pair for (y0, K ), so
(L1, L2, L3) := (L˜1, L
′
2 ∪ L˜−T ′′3 , L˜−T ′′3 )
is an index triple for (y0, K , A, R ). Furthermore, taking T = T ′+T ′′, (3.5) is satisfied.
It is therefore sufficient to check the two assumptions above.
(1) Suppose that (tn , xn ) ∈ L ′3 \ L˜−2n3 (N1) is a sequence. We have
(tn , xn )χy0 [0, 2n ]⊂N −T ′3 (N2)⊂N −T ′3 (N1) (3.6)
for all n ∈N. (N1, N −T ′3 (N1)) is an index pair for (y0, K )by virtue of Lemma 3.6, so there
is an admissible isolating neighborhood N of K such that r (tn , xn )pi [0, 2n ] ⊂ N for
all n ∈N.
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We may assume without loss of generality that r (tn , xn )pin → (y , x ) ∈ K , so
(tn , xn )χy0 n ∈ N1 \N −T ′3 (N1) provided that N is sufficiently large, in contradiction
to (3.6).
(2) We need to check the assumptions of Definition 2.6 and Definition 3.1.
(IP1) It is clear that L2 and L3 are closed sets with L2 ⊂ L3.
(IP3) Let x ∈ L2 and xχy0 t 6∈ L2 for some t > 0. It follows that xχy0 t 6∈ L ′2, so xχy0 s ∈
L ′3 ⊂ L3 for some s ∈ [0, t ].
(IP4) Suppose that x ∈ L3, but xχy0 t 6∈ L3 for t > 0. (L1, L3) is an index pair by Lemma
3.6, so xχy0 s ∈ (R+×X ) \ L1 ⊂ (R+×X ) \ L2 for some s ∈ [0, t ].
Finally, (L ′2, L ′3) is an index pair for (y0, A). Hence there is an admissible isolating
neighborhood N ⊂Σ+(y0)×X for A with L ′2\L ′3 ⊂ r −1(N ). Moreover, there is a neigh-
borhood W of A in Σ+(y0) such that r −1(W ) ⊂ L ′2 \ L ′3. These inclusions continue to
hold for (L2, L3): we have L2 \ L3 ⊂ L ′2 \ L ′3 ⊂ r −1(N ). Since (L1, L3) is an index pair
for (y0, K ), there is a neighborhood WK of K with r −1(WK )⊂ L1\L3. The intersection
W0 := W ∩WK is a neighborhood of A, and r −1(W0)⊂ L2 \ L3.

THEOREM 3.29. Let (N1, N2, N3) and (M1, M2, M3) be index triples for (y0, K , A, R ). Then the fol-
lowing diagram is commutative.
// H∗ [N1, N2]
∂ //

H∗ [N2, N3] //

// H∗ [M1, M2]
∂ // H∗ [M2, M3] //
Its rows represent the long exact sequences associated with the respective index triple, and the
vertical arrows denote the respective inner morphism of the categorial Conley index.
PROOF. Assuming that (N1, N2, N3) ⊂ (M1, M2, M3), the inner morphisms are inclusion in-
duced, so the theorem is merely a reformulation of Lemma 3.25. The general case follows
from Lemma 3.28. Let the index triple (L1, L2, L3) be given by that lemma. We have
(N1, N2, N3)⊂ (N1, N −T2 , N −T3 )⊃ (L1, L2, L3)
(M1, M2, M3)⊂ (M1, M −T2 , M −T3 )⊃ (L1, L2, L3)
for some T > 0.
By Lemma 3.19, the triples (N1, N −T2 , N −T3 ) and (M1, M −T2 , M −T3 ) in the middle are index triples.
This reduces the general case to the special case covered by Lemma 3.25. 
3.4. Morse Decompositions
3.4.1. Preliminaries. Let (P,≺) be a strictly partially ordered set, that is,≺ is a relation on
P which is irreflexive and transitive.
Using the partial order ≺, one defines intervals and attracting intervals. A subset I ⊂ P is an
interval, I ∈ I (P,≺), if i , j , k ∈ P , i , k ∈ I and i ≺ j ≺ k implies j ∈ I . An interval I ∈ I (P,≺) is
called attracting, I ∈A (P,≺), if i , j ∈ P , j ∈ I and i ≺ j implies i ∈ I .
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DEFINITION 3.30. Let (y0, K ) be a compact invariant pair. A family (Mp )p∈P is called a ≺-
ordered Morse-decomposition (for (y0, K )) provided that the following holds.
(1) The sets Mp , p ∈ P are closed, invariant and pairwise disjoint.
(2) For every solution u : R→ K , either u (R)⊂Mp for some p ∈ P , or there are p , q ∈ P
such that p ≺ q , ω(u )⊂Mp and α(u )⊂Mq .
Given an interval I ∈ I (P,≺), let M (I ) denote the maximal invariant subset of K such that
(Mp )p∈I is a ≺-ordered Morse-decomposition. In other words, M (I ) contains every Morse-
set Mp with p ∈ I and every connecting orbit8 between Morse-sets Mp and Mq with p , q ∈ I .
The sets M (I ) are closed (Corollary 3.33) and hence isolated compact invariant sets.
LEMMA 3.31. Let (y0, K ) be a compact invariant pair, and let (Mp )p∈P be a (P,≺)-ordered Morse-
decomposition.
Let I ⊂ P be an interval and p ∈ P \ I be a maximal or minimal element with respect to (P,≺).
Then (clY ×X M (I ))∩Mp = ;.
PROOF. Suppose that the intersection is not empty. We will prove that p can neither be
minimal nor maximal.
If (clY ×X M (I ))∩Mp 6= ;, there is a sequence un : R→M (I ) of solutions converging pointwise
to a solution u0 : R→ K with u0(0) ∈Mp . Let
s−n := inf{s ≤ 0 : un ([s , 0]⊂Np }
s+n := sup{s ≥ 0 : un ([0, s ]⊂Np }
where Np is an isolating neighborhood for Mp in Σ
+(y0)×X .
It is easy to see that un (s−n ) ∈ ∂ Np for all n ∈N. Taking subsequences, we can assume with-
out loss of generality that either s−n → s0 or s−n → −∞. Setting vn (t ) := un (t + sn ) and using
the compactness of K , we can assume that there is a solution v : R→ K and vn (t )→ v (t )
pointwise for all t ∈ R. It follows that ω(v ) ⊂ Mp as well as v (0) ∈ ∂ Np , so p must not be
maximal.
Analogously, using s+n , one obtains that p must not be minimal. 
LEMMA 3.32. Let (y0, K ) be a compact invariant pair, and let (Mp )p∈P be a (P,≺)-ordered Morse-
decomposition.
Let p ∈ P be a maximal or minimal element with respect to ≺. Then M (P \{p}) is closed (com-
pact).
PROOF. For brevity, we consider only the case that p is maximal. One can argue analo-
gously if p is minimal.
Let un : R → M (P \ {p}) be a sequence of solutions converging pointwise to a solution
u0 : R → K with u0(0) 6∈ M (P \ {p}). It follows that α(u0) ⊂ Mp ∩ clY ×X M (P \ {p}), so
Mp ∩ clY ×X M (P \ {p}) 6= ;, in contradiction to Lemma 3.31. 
COROLLARY 3.33. Let N ⊂ Y × X be an isolating neighborhood for a compact invariant pair
(y0, K ), and let (Mp )p∈P be a (P,≺)-ordered Morse-decomposition.
8If u : R → K is a solution with α(u ) ⊂ Mq and ω(u ) ⊂ Mp for some p , q ∈ P , then u (R) is a connecting orbit
between Mp and Mq .
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For every I ∈I (P,≺), the set M (I ) is closed (compact).
PROOF. The proof is conducted by induction on the number of elements of P \ I . If P 6= I ,
there is a maximal or a minimal element p in P \ I . It follows from Lemma 3.32 that M (P ′)
is compact where we set P ′ := P \ {p}. Moreover, restricting ≺ to P ′ yields a (P ′,≺)-ordered
Morse-decomposition of M (P ′). By induction, it follows that M (I ) is closed. 
COROLLARY 3.34. Let N ⊂ Y × X be an isolating neighborhood for a compact invariant pair
(y0, K ), and let (Mp )p∈P be a (P,≺)-ordered Morse-decomposition.
For every I ∈ I (P,≺), there is an isolating neighborhood N (I ) ⊂ Y × X for (y0, M (I )) such that
Mp ∩N (I ) = ; for all p ∈ P \ I .
PROOF. Since M (I ) is compact, there exists a closed neighborhood N (I ) ⊂ N of M (I )
which is disjoint from Mp for every p ∈ P \ I .
Let u : R→N (I )be a solution. It follows that u (R)⊂ K . As (Mp )p∈P is a Morse-decomposition
of K , we must have u (R)⊂M (I ). 
We are now in a position to introduce the notion of weak9 index filtrations (for the nonau-
tonomous index).
DEFINITION 3.35. Let (y0, K ) be a compact invariant pair, and let (Mp )p∈P be a Morse-decom-
position for (y0, K ).
A weak index filtration for (y0, K , (Mp )p∈P ) is a family (N (A))A∈A (P,≺) of closed subsets ofR+×X
such that:
(1) For all A ∈A (P,≺), (N (A), N (;)) is an index pair for (y0, M (A)).
(2) A, B ∈A (P,≺) and A ⊂ B implies that N (A)⊂N (B ).
For some n ∈N, let I1, . . . , In be intervals. We say that the tuple (I1, . . . , In ) is increasingly or-
dered if the order imposed by the indices is compatible with ≺, that is, there do not exist
0 ≤ l < k ≤ n and (p , q ) ∈ Il × Ik such that q ≺ p . If it holds additonally that I1, . . . , In are
pairwise disjoint and I1I2 . . . In := I1 ∪ I2 ∪ · · · ∪ In is an interval, we write (I1, . . . , In ) ∈In (P,≺).
The following lemma implies in conjunction with Lemma 3.36 that a weak index filtration is
sufficient in order to obtain an index triple for every attractor-repeller decomposition
(y0, M (I J ), M (I ), M (J )) and every (I , J ) ∈I2(P,≺).
LEMMA 3.36. Let (N (A))A∈A (P,≺) be a weak index filtration, (I , J , K ) ∈ I3(P,≺) and
I J K ∈A (P,≺).
Then, (M (J ), M (K )) is an attractor-repeller decomposition of M (J K ) and (N (I J K ), N (I J ),
N (I )) is an index triple for (y0, M (J K ), M (J ), M (K )).
PROOF. Suppose that u : R → M (J K ) is a solution. Either u (R) ⊂ Mp for some p ∈ P ,
or there are p ≺ q such that α(u ) ⊂ Mq and ω(u ) ⊂ Mp . Suppose that neither u (R) ⊂ M (J )
nor u (R) ⊂M (K ) hold. (J , K ) is increasingly ordered, so there are q ∈ K and p ∈ J such that
α(u ) ⊂ Mq and ω(u ) ⊂ Mp . The sets M (J ) and M (K ) are disjoint by definition and closed
9Compare this to the definition of an index filtration given in [5].
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(hence compact) by Corollary 3.33. We have proved that (M (J ), M (K )) is an attractor-repeller
decomposition of M (J K ).
It is easy to see that I J is an attracting interval. Hence, (N (I J K ), N (I J ), N (;)) is an index
triple simply because (N (A))A∈A P,≺ is a weak index filtration. It follows from Lemma 3.18 that
(N (I J K ), N (I J )) is an index pair for (y0, M (K )). Analogously, one obtains that (N (I J ), N (I )) is
an index pair for (y0, M (J )), whence it follows immediately (Definition 3.16) that
(N (I J K ), N (I J ), N (I )) is an index triple for (y0, M (J K ), M (J ), (K )). 
LEMMA 3.37. Let J ∈ I (P,≺) and set A := {p ∈ P : p  q for some q ∈ J } and I := A \ J , where
p  q if p ≺ q or p = q .
Then, I ∈A (P,≺), (I , J ) is increasingly ordered and I J ∈A (P,≺).
PROOF. Let p , q , r ∈ P . If q ∈ A and r ≺ q , then q  q ′ for some q ′ ∈ J , so r ≺ q ′ and thus
r ∈ A, showing that A is an attracting interval.
Suppose that (I , J ) is not increasingly ordered, that is, there are q ∈ I and p ∈ J such that
p ≺ q . We have q ≺ q ′ for some q ′ ∈ J , so q ∈ J since J is an interval. As q ∈ I ∩ J = ; cannot
hold, (I , J ) must be increasingly ordered.
If I is not an attracting interval, there are q ∈ I and r ∈ P such that r ≺ q but r 6∈ I . The
interval A, however, is attracting, so r ∈ J . Since (I , J ) is increasingly ordered, such r and q
cannot exist, showing that I is an attracting interval. 
Fix a weak index filtration (N (A))A∈A (P,≺). Suppose (I , J ) is an increasingly ordered tuple of
intervals and I J is an attracting interval. According to Lemma 3.36, (N (I J ), N (J )) is an index
pair for (y0, M (I )). Now let (A0, I , J , K ) be increasingly ordered intervals such that A0I J K is an
attracting interval10, let (A0, I , J , K ) =: (I1, I2, I3, I4)and set H∗(Ik . . . Il ) := H∗ [N (I1 . . . Il ), N (I1 . . . Ik−1)]
for brevity.
One obtains a commutative diagram (3.7). Except for the connecting homorphism, each mor-
phism is inclusion induced and each row is an attractor-repeller sequence as introduced in
Definition 3.23.
FIGURE 3.1.
H∗(I )
iI ,I J //

H∗(I J )
pI J ,J //

H∗(J )
∂J ,I //

H∗−1(I )

H∗(I )
iI ,I J K //

H∗(I J K )
pI J K ,J K //

H∗(J K )
∂J K ,I //

H∗−1(I )

H∗(I J )
iI J ,I J K// H∗(I J K )
pI J K ,K // H∗(K )
∂K ,I J // H∗−1(I J )
H∗(J )
i J ,J K //
OO
H∗(J K )
pJ K ,K //
OO
H∗(K )
∂K ,J //
OO
H∗−1(J )
OO
(3.7)
10A0 always exists in view of Lemma 3.37.
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An aesthetically more pleasing variant of the above diagram is the so-called homology index
braid, which is depicted in (3.8). Using (3.7), one easily proves its commutativity.
FIGURE 3.2. homology index braid
 ss ++
H∗−1(I )
iI ,I J K

iI ,I J
**
H∗(K )
∂K ,J

∂K ,I J
tt
H∗−1(I J )iI J ,I J K
tt
pI J ,J
**
H∗−1(I J K )
pI J K ,K

pI J K ,J K
**
H∗−1(J )
∂J ,I

i J ,J K
tt
H∗−1(J K )pJ K ,K
tt
∂J K ,I
**
H∗−1(K )
∂K ,J

∂K ,I J
**
H∗−2(I )
iI ,I J K

iI ,I J
tt
H∗−2(I J )pI J ,J
tt
iI J ,I J K
**
H∗−2(J )

++
H∗−2(I J K )

ss
(3.8)
3.4.2. Persistence of Attractor-repeller Decompositions. As in the previous section, let
P be a finite set equipped with a strict partial order ≺.
We will now formulate the main result of this section: the convergence (or persistence) of
Morse-decompositions.
DEFINITION 3.38. For all n ∈N, let yn ∈ Yc (resp. y0 ∈ Yc ), Kn ⊂Σ+(yn )×X (resp. K ⊂Σ+(y0)×
X ) be an isolated invariant set, and for each n ∈N let (Mn ,p )p (resp. (Mp )p ) be a (P,≺)-ordered
Morse-decomposition of Kn (resp. K ).
We say that the Morse-decompositions converge, i.e., (yn , Kn , (Mn ,p )p )→ (y0, K , (Mp )p ), pro-
vided that the following holds: There is an isolating neighborhood N (resp. Np ) of (y0, K )
(resp. (y0, Mp )) in Y ×X , and there is an n0 ∈N such that for all n ≥ n0, it holds that N (resp.
Np ) is an isolating neighborhood for (yn , Kn ) (resp. (yn , Mn ,p )).
The following theorem concerning the convergence of Morse-decompositions is the main
result of this section.
THEOREM 3.39. Suppose that (yn )n is a sequence in Y , y0 ∈ Yc and11
d (y tn ,Σ
+(y0))→ 0 as t , n→∞.
Let N (resp. Np , p ∈ P ) be a strongly skew-admissible isolating neighborhood for (y0, K ) (resp.
(y0, Mp ), p ∈ P ), and let (Mp )p be a (P,≺)-ordered Morse-decomposition of K .
Then there is an n0 ∈N such that for all n ≥ n0:
11By an abuse of notation, we write d (y ,Σ+(y0)) := inf y˜ ∈Σ+(y0) d (y , y˜ ).
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(a) There is an invariant subset Kn ⊂ Σ+(yn )× X (resp. Mn ,p ⊂ Σ+(yn )× X ) such that N
(resp. Np ) is an isolating neighborhood for (yn , Kn ) (resp. (yn , Mn ,p )).
(b) (Mn ,p )p is a (P,≺)-ordered Morse-decomposition of Kn .
LEMMA 3.40. Assume the hypotheses of Theorem 3.39, let A ∈A (P,≺), and let NA be a strongly
skew-admissible isolating neighborhood for (y0, M (A)). Then, for all n sufficiently large,
N TA := {(y , x ) ∈NA : (y , x )pi [0, T ]⊂N } (3.9)
is an isolating neighborhood for (yn , K ′n ) and (y0, M (A)), where K ′n := (InvN TA )∩ (Σ+(yn )×X ).
Moreover, N TA ∩Kn is positively invariant provided that T and n are sufficiently large.
PROOF. First of all, it is easy to see that N TA is closed for every T > 0. Fix some T > 0,
and assume that N TA is not an (isolating) neighborhood for (y0, M (A)). There must be a se-
quence (y ′n , xn ) ∈ NA \ N TA with d ((y ′n , xn ), M (A)) → 0 as n → ∞. Consequently, one has
(y ′n , xn )pisn ∈ ∂ NA for some sn ≤ T . Taking subsequences, we may assume without loss of
generality that (y ′n , xn )→ (y , x ) ∈M (A) and sn → s0. We thus have (y , x )pis0 ∈M (A)∩∂ NA , but
NA is an isolating neighborhood for M (A), so (y , x ) must not exist. We have proved that N TA is
an isolating neighborhood for (y0, M (A)). Subsequently, Theorem 2.27 implies that N TA is an
isolating neighborhood for (yn , K ′n ) provided that n is sufficiently large. This proves our first
claim.
We still need to prove the positive invariance property for T and n large. Suppose to the
contrary that we are given sequences Tn →∞ and (y ′n , xn ) ∈ Kn ∩N TnA such that sn := sup{s ∈
R+ : (y ′n , xn )pi [0, s ] ⊂ N TnA } <∞ for all n ∈N. We must have (y ′n , xn )pi(sn + Tn ) ∈ ∂ NA by the
choice of sn .
In view of Lemma 2.28, there is a solution u : R−→ K ∩NA with (y ′n , xn )pi(sn +Tn )→ u (0), so
u (0) ∈ ∂ NA . Hence, u can be extended to a full solution u ′ : R→ K with α(u ) ⊂M (A). Since
A is an attracting interval, we conclude that u ′(R) ⊂M (A), which is a contradiction since NA
is an isolating neighborhood for (y0, M (A)). 
LEMMA 3.41. Assume the hypotheses of Theorem 3.39, let A ∈A (P,≺), and let NA be an isolating
neighborhood for (y0, M (A)). Define N TA by (3.9).
Then, for all n ∈N and T ∈R+ sufficiently large as well as for every solution u : R→ (Σ+(yn )×
X )∩N , it holds that either12 α(u )∩ intY ×X N TA = ; or u (R)⊂N TA .
PROOF. Choose n and T large enough that the conclusions of Lemma 3.40 hold.
In particular, Kn ∩N TA is positively invariant. If α(u )∩ intY ×X N TA 6= ;, then there is a sequence
tn →−∞ such that u (tn ) ∈N TA ∩Kn . It follows from the positive invariance of N TA ∩Kn that
u (tn + s ) ∈N TA ∩Kn for all s ∈R+, and thus u (t ) ∈N TA ∩Kn for all t ∈R because tn →−∞. 
PROOF OF THEOREM 3.39. (a) This is merely a restatement of Theorem 2.27.
(b) In view of (a), one can assume without loss of generality that for all p ∈ P , the set
Np ⊂ Y ×X is an isolating neighborhood for (yn , Mn ,p ) for all n ∈N.
12It is easy to see that the two following conditions are mutually exclusive for large n . Namely, u (R)⊂N TA implies
that α(u )⊂N TA . If the latter set is an isolating neighborhood, one immediately obtains that α(u )⊂ intY ×X N TA .
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We are going to prove that for n ∈N large, (Mn ,p )p∈P is a (P,≺)-ordered Morse-
decomposition of Kn by induction of the cardinality of P . Let p0 ∈ P be a maximal
element, so A := P \ {p0} is an attracting interval. By Corollary 3.34, there exists a
strongly skew-admissible isolating neigbhorhood NA ⊂ N for (y0, M (A)) such that
NA ∩Mp0 = ;.
Thus, we can assume by induction that for all n ≥ n0(A), (Mn ,p )p∈A is a Morse-
decomposition of K ′n := (InvNA)∩ (Σ+(yn )×X ). Replacing NA by N TA and choosing T
large, we can additionally assume that NA ∩ Kn is positively invariant, and NA sat-
isfies the conclusions of Lemma 3.41 for all n ≥ n0 := n0(P ) ≥ n0(A). Set N ′p0 :=
N \ intY ×X NA and Mn ,p0 := (InvNp0 )∩ (Σ+(yn )×X ). It is easy to see that N ′p0 is another
isolating neighborhood for (y0, Mp0 ). Hence, there exists an n0 = n0(p0, A) ≥ n0(A)
such that for all n ≥ n0, N ′p0 is an isolating neighborhood for Mn ,p0 .
Let n ≥ n0(p0, A), and let u : R→N ∩(Σ+(yn )×X )be a solution. Either u (R)⊂N TA ,
in which case the induction argument applies, or α(u )∩ intY ×X N TA = ;.
In the second case, one hasα(u )⊂N ′p0 , soα(u )⊂Mn ,p0 by the choice of n0. Either
u (R) ⊂ N ′p0 , implying that u (R) ⊂ Mn ,p0 , or ω(u ) ⊂ NA since NA ∩ Kn is positively
invariant for all n ≥ n0.
Hence, for n ≥ n0(p0, A), (Mn ,p )p is a (P,≺)-ordered Morse-decomposition of Kn .

3.4.3. Continuation. Let P be a finite set and ≺ a strict partial order on P . Consider
an isolated invariant set and a (P,≺)-ordered Morse-decomposition of this invariant set. A
continuous change of a dynamical system which preserves the invariant set and its Morse-
decomposition preserves the categorial Conley index – and thus also the homotopy index
and every other index which can be obtained from it. It also preserves the homology index
braid and, in particular, its homomorphisms.
As in the previous chapter, we make the standing assumption that Y is linear. More precisely,
it is assumed throughout this section that (L1) and (L2) hold.
We will now, mutatis mutandis, proceed as in the previous chapter. The first step is to find an
appropriate replacement for the homotopy index, which is called continuation class.
DEFINITION 3.42. Let Ω be a set. Consider the set P of all tuples (Y , X ,pi, y0, K , M ), where
X , Y ⊂ Ω are metric spaces, pi is a skew-product semiflow on Y × X , y0 ∈ Yc , N ⊂ Y × X
is a skew-admissible isolating neighborhood for (y0, K ) and (Mp )p∈P a (P,≺)-ordered Morse-
decomposition.
Define an equivalence relation on P as follows: (Y , X ,pi, y0, K , M ) and (Y ′, X ′,pi′, y ′0 , K ′, M ′)
are related if there exists a family (θI )I∈I (P,≺) such that:
(1) θ (I ) : C (y0, M (I ))→C (y ′0 , M ′(I )) is an isomorphism.
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(2) For every (I , J ) ∈I2(P,≺), the following ladder, the rows of which are attractor-repeller
sequences, is commutative.
// H∗C (y0, M (I )) //
H∗ θ (I )

H∗C (y0, M (I J )) //
H∗ θ (I J )

H∗C (y0, M (J )) //
H∗ θ (J )

H∗−1C (y0, M (I )) //
H∗−1 θ (I )

// H∗C (y ′0 , M ′(I )) // H∗C (y ′0 , M ′(I J )) // H∗C (y ′0 , M ′(J )) // H∗−1C (y ′0 , M ′(I )) //
(3.10)
The continuation class ContCl(y0, K , M ) := ContCl(pi, y0, K , M ) := ContCl(Y , X ,pi, y0, K , M ) is
the equivalence class of (y0, K , M ) under the above relation. The notation of Y , X and pi is
omitted whenever possible.
Usually the skew-product semiflow pi remains unchanged. As before, there is a notable ex-
ception, stated below.
LEMMA 3.43. Suppose that y0 ∈ Yc and13 ((pin , y0), Kn , (Mn ,p )p∈P )→ ((pi0, y0), K0, (Mp )p∈P ).
Then, there is an n0 ∈N such that for all n ≥ n0, one has
ContCl(pin , y0, Kn , (Mn ,p )p∈P ) =ContCl(pi0, y0, K0, (Mp )p∈P ).
PROOF. This lemma serves primarily as an interface to the results of [6]. Theorem 3.4 in [6]
implies that there are index filtrations (Nˆn (I ))I∈I (P,≺) and (Nˆ ′n (I ))I∈I (P,≺) for (pin , Kn , (Mn ,p )p∈P )
(resp. (pi0, K0, (Mp )p∈P )) possessing the required nesting property, that is,
Nˆn (I )⊂ Nˆ0(I )⊂ Nˆ ′n (I )⊂ Nˆ ′0 (I ) I ∈I (P,≺). (3.11)
By using weak index filtrations, we may limit our attention to attracting intervals.
For every A ∈A (P,≺), define
N (A) := {(t , x ) : (y t0 , x ) ∈ Nˆ (A)}
N ′(A) := {(t , x ) : (y t0 , x ) ∈ Nˆ ′(A)}
For every A ∈A (P,≺), it holds that (Nˆn (A), Nˆn (;)) (resp. (Nˆ ′n (A), Nˆ ′n (;))) is an FM-index pair for
Mn (A), so by Lemma 3.3 (Nn (A), Nn (;)) and (N ′n (A), N ′n (;)) are index pairs for (y0, Mn (A)) – with
respect to pin .
Let (I , J ) ∈ I2(P,≺) and I J , I ∈ A (P,≺). By Lemma 3.36, (Nn (I J ), Nn (I )) and (N ′n (I J ), N ′n (I ))
(resp. (N (I J ), N (I )) and (N ′(I J ), N ′(I ))) are index pairs for (y0, Mn (I )) := (y0, M (I ))with respect
to the skew-product semiflow pin (resp. (y0, M (I )) with respect to the skew-product semiflow
pi0). From (3.11), we obtain the following inclusion induced morphisms:
[Nn (I J ), Nn (I )]
i // [N (I J ), N (I )]
j
//

N ′n (I J ), N ′n (I )
 k // [N ′(I J ), N ′(I )]
Lemma 3.4 implies that each of the morphisms j ◦ i , k ◦ j is a homotopy equivalence. Hence,
i , j , k are homotopy equivalences, and so is
θ (J ) := [i ] : C (pin , y0, Mn (J ))→C (pi0, y0, M (J )).
13Take Y := {pik : k ∈N∪{0}×Σ+(y0) and d ((pin , y ), (pim , y ′)) :=
ρ(n )−ρ(m )+d (y , y ′), where ρ(n ) = 1/n if n > 0
and ρ(0) = 0. Then Definition 3.38 can be applied.
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In view of Lemma 3.37, we can always find an interval I such that the above construction of
θ (J ) is possible. The next step is to prove that θ (J ) is well-defined, that is, independent of
I . Suppose that (I ′, J ) ∈ I2(P,≺) and I ′ J , I ′ ∈A (P,≺). Then I0 := I ′ ∩ I is again an attracting
interval and so is I0 J = I ′ J ∩ I J . It is thus sufficient to prove that the morphisms θ (J ) defined
by I0 and I agree. This follows easily from the commutativity of the diagram below because the
vertical (inclusion-induced) morphisms are inner morphisms of the categorial Conley index,
[Nn (I0 J ), Nn (I0)]
i0 //

[N (I0 J ), N (I0)]

[Nn (I J ), Nn (I )]
i // [N (I J ), N (I )]
so [i ] = [i0]. The same argument applies to j and k .
Finally, let (I , J , K ) ∈I3(P,≺) and consider (3.12), where every morphism is inclusion induced
except for the connecting homomorphism of the respective attractor-repeller sequence. It is
FIGURE 3.3.
H∗ [Nn (I J ), Nn (I )] //

H∗ [Nn (I J K ), Nn (I )] //

H∗ [Nn (I J K , Nn (I J )]
∂n //

H∗−1 [Nn (I J ), Nn (I )]

H∗ [N (I J ), N (I )] // H∗ [N (I J K ), N (I )] // H∗ [N (I J K , N (I J )] ∂ // H∗−1 [N (I J ), N (I )]
(3.12)
clear that inclusion induced morphisms commute. From Lemma 3.25, one obtains that the
square with the connecting homomorphisms is commutative as well. The commutativity of
(3.10) follows. 
For the rest of this section, we will make the following general assumptions. Let P be a finite
set and ≺ a strict partial order on P , Γ a metric space and f = (y (γ), K (γ), (Mp (γ))p∈P )γ∈Γ a
family such that for all γ ∈ Γ
(1) y (γ) ∈ Yc
(2) there is a strongly-skew-admissible isolating neighborhood for (y (γ), K (γ))
(3) (Mp (γ))p∈P is a (P,≺)-ordered Morse-decomposition of K (γ)
DEFINITION 3.44. We say that f is continuous at γ0 ∈ Γ if whenever γn → γ0 in Γ :
(C1’) (y (γn ), K (γn ), (Mp (γn ))p∈P )→ (y (γ0), K (γ0), (Mp (γ0))p∈P ).
(C2’) d (y tγn , y
t
γ0
)→ 0 as n , t →∞.
f is continuous if it is continuous in every point γ0 ∈ Γ .
The rest of this section is devoted to the proof of the following continuation theorem.
THEOREM 3.45. Suppose that Γ is connected and f is continuous. Then, ContCl◦ f is constant.
LEMMA 3.46. Let γ0 ∈ Γ , and let N (resp. Np ) be a strongly skew-admisible isolating neighbor-
hood for (y (γ0), K (γ0)) (resp. (y (γ0), (Mp (γ0))p∈P )). Then there is a neighborhood U of γ0 in Γ
such that for all γ ∈U and all λ ∈ [0, 1]:
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(a) There is a set Kγ,λ (resp. Mγ,λ,p , p ∈ P ) such that N (resp. Np , p ∈ P ) is an isolating
neighborhood for (λy (γ0) + (1−λ)y (γ)︸ ︷︷ ︸
=:y (γ,λ)
, Kγ,λ) (resp. (y (γ,λ), Mγ,λ,p ), p ∈ P ).
(b) (Mγ,λ,p )p∈P is a (P,≺)-ordered Morse-decomposition of Kγ,λ
(c) f (γ) = (y (γ, 0), Kγ,0, (Mγ,0,p )p∈P ).
LEMMA 3.47. Let N and N ′ be strongly admissible isolating neighborhoods for (y0, K ), and let
d (y tn , y
t
0 )→ 0 as t , n→∞.
Then Kn := InvN ∩ (Σ+(yn )×X ) = InvN ′ ∩ (Σ+(yn )×X ) =: K ′n for all but finitely many n ∈N.
PROOF. Arguing by contradiction, we can assume without loss of generality that there ex-
ists a sequence xn ∈ Kn \K ′n . By using Theorem 2.27, one obtains that N ′ is an isolating neigh-
borhood for (yn , K ′n ) for all but finitely many n ∈N. Hence, the solution through xn leaves N ′
at least once.
Therefore, one can choose a sequence (x ′n )n≥n0 with x ′n ∈ Kn \N ′ for all n ≥ n0. By Lemma
2.28, there is a convergent subsequence x ′′n → x0 ∈ Inv(N ).
Because N is an isolating neighborhood for K , one has x0 ∈ K . One the other hand, x ′′n ∈
(Y × X ) \N ′ for all n ∈ N implies that x0 ∈ (Y × X ) \ int N ′. However, K ⊂ int N ′, which is a
contradiction. 
PROOF OF LEMMA 3.46. (a), (b) Otherwise, there are sequences γn → γ0 and λn ∈ [0, 1]
such that (a) or (b) are not satisfied. However,
d (y (γn ,λn )
t , y (γ0)
t )→ 0 as t , n→∞,
so in particular d (y (γn ,λn )t ,Σ+(y (γ0)))→ 0 as t , n →∞. This is a contradiction to
Theorem 3.39.
(c) First of all, it is clear that y (γ, 0) = y (γ).
By (C1’), there is an isolating neighborhood N ′ (resp. N ′p , p ∈ P ) for (y (γ), K (γ))
(resp. (y (γ), Mp (γ)), p ∈ P ). It follows from Lemma 3.47 that Kγ,0 = K (γ) (resp. Mγ,0,p =
Mp (γ), p ∈ P ) for all γ in a sufficiently small neighborhood of γ0.

LEMMA 3.48. Let γ0 ∈ Γ , and let N (resp. Np , p ∈ P ) be a strongly skew-admisible isolating
neighborhood for (y (γ0), K (γ0)) (resp. (y (γ0), Mp )). Let U ⊂ Γ as well as Kγ,λ and Mγ,λ,p be
given by Lemma 3.46.
Let γ ∈ U , y0 := y (γ0), h := y (γ) − y (γ0), and consider the spaces Y ′ := Σ+(y0) × Σ+(h ) and
Y ′′ := [0, 1]×Y ′. On Y ′×X , define a family (piλ)λ∈[0,1] of semiflows by
(y , h , x )piλt := (y
t , h t ,Φ(t , y +λh , x )).
On Y ′′×X , one defines (λ, y , h , x )pi′t := (λ, (y , h , x )piλt ).
Define j : Y ′×X → Y ×X by j (y0, h , x ) := (y0 +h , x ), and fix an arbitrary γ ∈U . Then:
(a) The sets (M ′λ,p )p := ( j−1(Mγ,λ,p ))p form a Morse-decomposition of K ′λ := j−1(Kγ,λ) rel-
ative to piλ.
Furthermore, (λn , K ′λn , (M
′
λn ,p
)p )→ (λ, K ′λ, (M ′λ,p )p ) whenever λn →λ in [0, 1].
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(b) ContCl((λ, y0, h ), K ′λ, (M ′λ,p )p ) is independent of λ ∈ [0, 1].
(c) ContCl( f (γ)) =ContCl((1, y0, h ), K ′1 , (M ′1,p )p ) =ContCl((0, y0, h ), K ′0 , (M ′0,p )p ) =ContCl( f (γ0)).
PROOF. By Lemma 3.46 respectively the choice of U , N ⊂ Y ×X (resp. Np ⊂ Y ×X ) is an
isolating neighborhood for (y (γ,λ), Kγ,λ) (resp. (y (γ,λ), Mγ,λ,p )) for all λ ∈ [0, 1] and all γ ∈U .
It is easy to see14 that N ′ := j−1(N ) (resp. N ′p := j−1(Np )) is an isolating neighborhood for
(λ, y0, h , K ′λ) (resp. (λ, y0, h , M ′λ,p )) and λ ∈ [0, 1].
(a) Let u : R→ K ′λ be a solution of piλ. It follows that j ◦ u is a solution of pi, so either
j ◦ u ⊂Mγ,λ,p for some p ∈ P or there are p ≺ q in P such that α( j ◦ u ) ⊂Mγ,λ,q and
ω( j ◦ u ) ⊂Mγ,λ,p . In the first case, we immediately conclude that u ⊂M ′λ,p . In the
second case, one has u (t ) ∈ N ′λ,q for all t sufficiently small and u (t ) ∈ N ′λ,p for all
t sufficiently large. Since N ′q and N ′p are isolating neighborhoods for (λ, y0, h , M ′λ,q )
and (λ, y0, h , M ′λ,p ), it follows that α(u )⊂M ′λ,q and ω(u )⊂M ′λ,p .
In conjunction with the remarks on N ′ and N ′p , it follows immediately from the
definition that ((λn , y0, h ), K ′λn , (M
′
λn ,p
)p )→ ((λ, y0, h ), K ′λ, (M ′λ,p )p ) whenever λn → λ
as claimed.
(b), (c) Recall the notation of Lemma 3.46. For every interval I ⊂ P , there is an isolated
invariant subset M y (γ,λ)(I ). If (N1, N2) is an index pair for (y (γ,λ), M y (γ,λ)(I )), then
(N1, N2) is also an index pair for ((λ, y0, h ), M ′λ(I )), where M ′λ(I ) is defined with respect
to the Morse-decomposition (M ′λ,p )p∈P . Consequently,
ContCl(y (γ,λ), Kγ,λ, M
′
γ,λ) =ContCl((λ, y0, h ), K
′
λ, (M
′
λ,p )p ).
Suppose that χ(λ) := ContCl((λ, y0, h ), Kλ, (Mλ,p )p ) is not constant. In order to
make the next step visible, we explicitly note that
ContCl((λ, y0, h ), Kλ, (Mλ,p )p ) =ContCl(Y
′′, X ,pi′, (λ, y0, h ), Kλ, (Mλ,p )p ).
Define j ′ : Y ′′×X → Y ′×X by j ′((λ, y , h ), x ) := ((y , h ), x ). By the same argument
as above, one proves:
ContCl(Y ′′, X ,pi′, (λ, y0, h ), K ′′λ , (M ′′λ,p )p ) =ContCl(Y ′, X ,piλ, (y0, h ), K ′′λ , (M ′′λ,p )p ) (3.13)
Ifχ is not constant, there must exist a sequenceλn →λ0 such thatχ(λn ) 6=χ(λ0),
which, in view of (3.13), contradicts Lemma 3.43.

PROOF OF THEOREM 3.45. Firstly, we will prove that ContCl◦ f is locally constant. Let γ0 ∈
Γ , and let the isolating neighborhoods N and Np , p ∈ P be determined by (C1’). It follows
from Lemma 3.48 above, that ContCl◦ f is constant in a neighborhood U of γ0.
We have shown that ContCl◦ f is locally constant. Moreover, Γ is connected, which completes
the proof. 
14Firstly, the set j −1(Kλ) is invariant becauseΣ+(y0, h ) is compact. Secondly, InvN ′∩ (Σ+(y0, h )×X )⊂ j −1(Kλ). One
can argue analogously for Mλ,p , p ∈ P .
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3.5. The Homology Conley Index as a Direct Limit
Let (N1, N2)be an index pair. Another index pair – representing the same index – is (N1 [t ,∞[ , N2 [t ,∞[),
where t > 0 is arbitrary and Ni [t ,∞[ = {(s , x ) ∈Ni : s ≥ t } for i ∈ {1, 2}. Apparently, only the
behavior at large times is relevant. In the present section, this limit behavior will be examined.
Throughout this section we consider the homology index. Finite sections of an index pair
(N1, N2), that is, sets of the form Ni

α,β

= Ni ∩ (α,β × X ), in conjunction with appropriate
morphisms form a direct system. The index H∗(N1/N2, N2/N2) is then proved to be isomo-
morphic to a direct limit obtained from these sections.
It is interesting to note that this result (in particular Lemma 3.56) resembles techniques em-
ployed in [19]. In this paper, however, we will focus on the use of the direct limit representation
of the index as a tool. The results in this section are crucial for the following section.
For the rest of this section, let Λ be a set and ≤ a partial order on Λ. Recall [28] that a direct
system of sets is a family (Aα)α∈Λ of sets and a family of functions ( fα,β ), where α,β ∈ Λ, α ≤ β
and fα,β : Aα→ Aβ .
The direct limit dirlim(Aα, fα,β ) of (Aα, fα,β ) is the set of equivalence classes in
⋃
α∈Λ{α} × Aα
under the relation ∼, which is defined as follows: Let α,β ∈ Λ and (a , b ) ∈ Aα × Aβ . (α, a ) ∼
(β , b ) if and only if there is a γ ∈Λ such that α,β ≤ γ and fα,γ(a ) = fβ ,γ(b ).
Let (X , d ) be a complete metric space, and V ⊂R+×X . We set
V (t ) := {x : (t , x ) ∈V }
V ([a , b ]) := V [a , b ] := {(t , x ) ∈V : t ∈ [a , b ]}.
DEFINITION 3.49. An index pair (N1, N2) is called regular (with respect to y0) if the (inner) exit
time Ti : N1→ [0,∞], Ti (x ) := sup{t ∈R+ : xχy0 [0, t ]⊂N1 \N2} is continuous.
The main motivation for regular index pairs are Lemma 3.50 below and Lemma 3.56 at the end
of this section. As stated subsequently in Lemma 3.51, it is easily possible to obtain regular
index pairs by modifying (enlarging) the exit set appropriately.
LEMMA 3.50. Let (N1, N2) be a regular index pair inR+×X .
Consider the direct system (Aα, fα,β ) for α,β ∈ Λ, where Λ denotes the set of all non-empty
compact subintervals of R+ ordered by inclusion, and Aα := H∗[N1(α), N2(α)]. For α ⊂ β , let
iα,β : (N1(α), N2(α)) → (N1(β ), N2(β )) denote the respective inclusion and set fα,β := H∗(iα,β ) :
Aα→ Aβ .
Then, the inclusions iα : (N1(α), N2(α))→ (N1, N2) induce an isomorphism
j : dirlim(H∗(N1(α), N2(α)), fα,β )→H∗[N1, N2], [(α, x )] 7→H∗(p ◦ iα)(x ),
where p : N1→N1/N2 denotes the canonical projection.
LEMMA 3.51. Let (N1, N2) be an index pair for (y0, K ). Then there are a constant τ ∈R+ and a
set N ′2 ⊂N1 such that:
(1) N2 ⊂N ′2 ⊂N −τ2
(2) (N1, N ′2 ) is a regular index pair for (y0, K ).
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PROOF. By Lemma 3.22, N −T2 is a neighborhood of N2 in N1 provided that T is sufficiently
large. It follows that N2 ∩ cl(N1 \N −T2 ) = ; as well. By Urysohn’s lemma, there exists a contin-
uous function f : N1→ [0, 1] such that f (x ) = 0 on N2 and f (x ) = 1 on cl(N1 \N −T2 ).
Set
λ(x ) :=
T (x )∫
0
f (xχy0 s ) ds ,
where T (x ) := sup{t ∈R+ : xχy0 [0, t ] ⊂ N1 \N2}, in order to guarantee that the integrand is
defined.
It is easy to see that λ(x ) = 0 on N2 and λ(x )≤ T (x ) for all x ∈N1. Next, we are going to prove
that
T (x )−T ≤λ(x ). (3.14)
One has λ(x )≥ 0 for all x ∈N1, so let x ∈N1 with T (x )> T . It follows that f (xχy0 s ) = 1 for all
s ∈ [0, T (x )−T ], so
T (x )−T =
T (x )−T∫
0
f (xχy0 s )d s ≤λ(x ).
We need to show thatλ is continuous. Suppose that xn → x0 is a sequence andλ(x0)<∞. Ini-
tially, assume that T (xn ) is unbounded, so it is possible extract a subsequence x ′n with T (x ′n )→
∞. We have x ′nχy0 s ∈N1 \N −T2 for all s < T (x ′n )−T and all n ∈N, so x0χy0 s ∈ cl(N1 \N −T2 )⊂
N1 \N2 for all s ∈R+, which in turn implies that T (x0) =∞. However, λ(x0)≥ T (x0)−T =∞,
which is a contradiction. Consequently, the sequence (T (xn ))n must be bounded.
We further have xnχy0 [0, T (xn )]⊂N1 and xnχy0 T (xn ) ∈N2 for all n ∈N. T (xn ) is bounded, so
we may choose a subsequence x ′n with T (x ′n )→ t0 <∞. It follows that
λ(x ′n )→
t0∫
0
f (xχy0 s )d s =λ(x0),
where the last equality stems from the facts that N2 is positively invariant and f (x ) = 0 on N2.
This readily implies that λ(xn )→λ(x0).
Finally if λ(x0) =∞, then x0χy0 s ∈N1 \N −T2 for all s ∈R+. Arguing by contradiction, assume
that there exists a subsequence x ′n with λ(x ′n ) ≤ t0 for all n ∈ N. From (3.14), one obtains
that x ′nχy0 tn ∈ N −T2 for some tn ∈ [0, t0]. Taking subsequences, we may assume w.l.o.g. that
tn → t ′0 ≤ t0, so x0χy0 t ′0 ∈ N −T2 , implying that λ(x0) ≤ T (x0) ≤ t ′0 + T . This is a contradiction
and completes the proof that λ is continuous.
It is easy to see that N ′2 := λ−1([0, T +1]) is a closed neighborhood of N −T2 in N1. Also, λ is
monotone decreasing along the semiflow, so (N1, N ′2 ) is an index pair.
By (3.14), it holds that N ′2 ⊂N −τ2 , where τ := 2T +1. It follows from Lemma 3.7 in conjunction
with Lemma 3.6 that (N1, N ′2 ) is an index pair for (y0, K ).
Let x ∈N1 \N ′2 and recall the definition Ti (x ) := sup{t ∈R+ : xχy0 [0, t ]⊂N1 \N ′2} of the inner
exit time. We have λ(xχy0 Ti (x )) = T + 1 and f (x ) = 1 on N1 \N ′2 , so λ(x ) = Ti (x ) + T + 1. λ is
continuous as already proved, so (N1, N ′2 ) is a regular index pair as claimed. 
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Using regular index pairs, it is easy to prove the following stronger version of Corollary 2.20.
LEMMA 3.52. Let y0 ∈ Y and K ⊂ Σ+(y0) × X an isolated invariant set admitting a strongly
admissible isolating neighborhood.
If (N1, N2) is an index pair for (y0, K ), and h(N1/N2, N2) 6= 0¯, then there are t0 ∈R+ and a solution
u : [t0,∞[→N1 \N2 of Φy0 .
PROOF. In view of Lemma 3.51, one may assume without loss of generality that (N1, N2) is
a regular index pair. Suppose that (N1, N2) is such that for every t0 ∈R+ there does not exist a
solution u : [t0,∞[→N1 \N2 of Φy0 . Then the (continuous) exit time Ti satisfies
Ti (x ) = sup
t ∈R+
{xχy0 [0, t ]⊂N1 \N2}<∞ for all x ∈N1.
It is easy to see that for each x ∈ N1, xχy0 [0, Ti (x )] ⊂ N1 and xχy0 Ti (x ) ∈ N2. One can define
H : [0, 1]×N1→N1 by
H (λ, x ) := xχy0 (λTi (x )).
H is continuous, and H (λ, x ) = x for all (λ, x ) ∈ [0, 1] ×N2. Consequently, (N1/N2, N2) and
(N2/N2, N2) are homotopy equivalent, completing the proof because h(N2/N2, N2) = 0¯. 
LEMMA 3.53. Let (N1, N2) be a regular index pair. Then the projection p : N1→N1/N2 induces
an isomorphism p∗ : H∗(N1, N2)→H∗(N1/N2, N2/N2).
PROOF. The (inner) exit time T := sup{t ∈R+ : xχy0 [0, t ]⊂N1 \N2} is continuous. There-
fore, N ′2 := N −12 = {x ∈N1 : xpis ∈N2 for some s ∈ [0, 1]} is a neighborhood of N2 in N1. Define
H : [0, 1]×N1 → N1 by H (λ, x ) := xχy0 (λmin{T (x ), 1}). Using H , we conclude that there are
inclusion induced isomorphisms
H∗(N1, N2)→H∗(N1, N ′2 )
H∗(N1/N2, N2)→H∗(N1/N2, N ′2/N2).
Using the excision property of homology, it follows that p induces an isomorphism H∗(N1, N ′2 )→
H∗(N1/N2, N ′2/N2). 
PROOF OF LEMMA 3.50. In view of Lemma 3.53, it is sufficient to consider the inclusion
induced mapping
j ′ : dirlim(H∗(N1(α), N2(α)), H∗(iα,β ))→H∗(N1, N2).
j ′ is an isomorphism since H is assumed to be a homology theory with compact supports. 
LEMMA 3.54. Let the direct system (Aα, fα,β )be defined as in Lemma 3.50, a < c , andα := [a , c ]⊂
[b , c ] =:β .
Then, fα,β is an isomorphism.
PROOF. Let h > 0 and γ := [d −h , d ]⊂R+ be an otherwise arbitrary interval. Since (N1, N2)
is assumed to be a regular index pair, the inner exit time T (x ) := sup{t ∈ R+ : xχy0 [0, t ] ⊂
N1 \N2} is continuous.
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We can define a continuous mapping H : [0, 1]×N1(γ)→N1(γ) by
H (λ, (d − t , x )) :=
(
(d − t , x )χy0 (λt ) λt ≤ T (x )
(d − t , x )χy0 T (x ) λt > T (x ).
It follows that (N ′1 (γ), N2(γ)) is a strong deformation retract of (N1(γ), N2(γ)), where we set
N ′1 := N1(d )∪N2.
Therefore, the inclusion (N ′1 (γ), N2(γ))⊂ (N1(γ), N2(γ)) defines an isomorphism
H∗(N ′1 (γ), N2(γ))→H∗(N1(γ), N2(γ)).
Moreover, the inclusion (N ′1 (α), N2(α))→ (N ′1 (β ), N2(β )) induces an isomorphism in homology
by excision15.
Summing up, there is a commutative diagram, where every arrow denotes an isomorphism
induced by the inclusion of the respective subspaces:
H∗(N1(α), N2(α))
++
H∗(N ′1 (α), N2(α))oo //H∗(N ′1 (β ), N2(β )) //H∗(N1(β ), N2(β ))

LEMMA 3.55. Let y0 ∈ Y , (N1, N2) be a regular index pair for Φy0 and " > 0 be arbitrary (not
necessarily small). Let Γ denote the set of all non-empty compact subintervals of R+ ordered
by inclusion. Let " > 0, α,β ∈ Γ , N −"2 := N −"2 (N1) and A"α := H∗(N1(α), N −"2 (α)). Finally, let
f "α,β : A
"
α→ A"β be inclusion induced.
Then for every16 pair [a , c ]⊂ [b , c ] of subintervals ofR+, it holds that f "α,β is an isomorphism.
PROOF. As in the proof of Lemma 3.54, it can be shown that (N ′1 , N ′2 ) := (N1(c )∪N2([a , c ]), N −"2 (c )∪
N2([a , c ]) is a strong deformation retract of (N1 [a , c ] , N −"2 ([a , c ])).
We have N −"2 = T −1([0,"]), where T : N1→ [0,∞] denotes the inner exit time T (x ) := sup{t ∈
R+ : xχy0 [0, t ]⊂N1 \N2}. Due to the continuity of T , N −"/22 (N1)∩N ′1 is a neighborhood of N2
in N ′1 . Hence, (N1(c ), N −"2 (c ))⊂ (N ′1 , N ′2 ) induces an isomorphism in homology by excision.
Further details are omitted. 
LEMMA 3.56. Let (N1, N2) be a regular index pair, " > 0, and let the direct sytem (A"α, fα,β ) be
defined as in Lemma 3.55.
Suppose we are given a strictly monotone increasing sequence (an )n inR+ with an →∞. Define
a direct system (B "k , gk ,l ), where k , l ∈N, k ≤ l and B "k := A"{ak }. Moreover, for k ≤ l and in view
of Lemma 3.55, we can define
gk ,l := f
−1{al },[ak ,al ] ◦ f{ak },[ak ,al ].
Then, the inclusions ik : (N1({ak }), N −"2 ({ak })→ (N1, N −"2 ) induce an isomorphism
g : dirlim(B "k , gk ,l )→H∗[N1, N −"2 ], [k , x ] 7→H∗(p ◦ ik )(x ),
where p is given by Lemma 3.53.
15Here, the assumption a 6= c is used.
16In contrast to Lemma 3.54, the case α= {c } is included.
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PROOF. First of all, we need to prove that g is well defined. Let there be given two rep-
resentations [k , x ] = [l , x ′] of the same element in dirlim(B "k , gk ,l ), that is, gk ,l (x ) = x ′. The
following diagram with inclusion induced morphisms is commutative.
B "k
//
gk ,l
((
H∗(ik ) ((
H∗(N1([ak , al ]), N −"2 ([ak , al ]))

B "l
oo
H∗(il )vv
H∗(N1, N2)
Consequently, g is well defined.
Let the isomorphism j : dirlim(A"α, fα,β )→H∗[N1, N −"2 ] be given by Lemma 3.50 with (N1, N2)
replaced by (N1, N −"2 ). It is clear that j ([ak , x ]) = g ([k , x ]) for all [k , x ] ∈ dirlim(B "k , gk ,l ). It
follows that g is an epimorphism because B "k = A
"{ak } by definition.
Assume that g ([k , x ]) = 0. Since j is an isomorphism, it follows that [{ak }, x ] = 0, so there
exists a compact interval [a , b ] with a ≤ ak ≤ b such that f{ak },[a ,b ](x ) = 0. We even have
f{ak },[a ,al ](x ) = 0 provided that b ≤ al . By Lemma 3.55, one has gk ,l (x ) = 0, so [k , x ] =

l , gk ,l (x )

=
[l , 0] = 0. We have proved that g is a monomorphism. 
3.6. Uniformly Connected Attractor-repeller Decompositions
In analogy to the previous section, let V ⊂ Y ×X and define17
V (y ) := {x : (y , x ) ∈V }
V (U ) := V ∩ (U ×X ) where U ⊂ Y .
DEFINITION 3.57. Let (y0, K , A, R ) be an attractor-repeller decomposition. We say that A and
R are not uniformly connected (in K ) if there exists an y ∈ω(y0) such that K (y ) = A(y )∪R (y ).
Otherwise, (y0, K , A, R ) is called uniformly connected.
The following theorem is the main result of this section. The rest of the section is devoted to
its proof. The strategy is to exploit Lemma 3.56 together with the assumption that A and R
are not uniformly connected.
THEOREM 3.58. Let (y0, K , A, R ) be an attractor-repeller decomposition, and let there exist a
strongly admissible isolating neighborhood N ⊂Σ+(y0)×X for K .
The connecting homomorphism of the associated attractor-repeller sequence is trivial if (y0, K , A, R )
is not uniformly connected.
LEMMA 3.59. Let (y0, K , A, R ) be an attractor-repeller decomposition such that A and R are not
uniformly connected. Suppose that K is compact.18
Then there is a y ′ ∈ω(y0) and a neighborhood U of y ′ in Σ+(y0) such that K (y ) = A(y )∪R (y )
for all y ∈U .
17for arbitrary spaces Y and X , in particular also Y =R+
18This follows from the assumptions of Theorem 3.58
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PROOF. Since A and R are not uniformly connected, there must exist a y ′ ∈ ω(y0) such
that K (y ′) = A(y ′)∪R (y ′). Since K and thus also A and R are compact, there exist isolating
neighborhoods NA of A and NR of R which are disjoint, that is, NA ∩NR = ;.
Suppose that the lemma does not hold. Then there is a sequence (yn , xn ) ∈ K such that yn →
y ′ and xn ∈ K (yn ) \ (NA ∪NR ). Due to the compactness of K , we may assume without loss of
generality that (yn , xn )→ (y ′, x0) ∈ K . Thus, (y ′, x0) ∈ K \ (A∪R ), which is a contradiction. 
Let y ′ ∈ ω(y0) and U ⊂ Σ+(y0) a closed neighborhood of y ′ for which the conclusions of
Lemma 3.59 hold. There is a sequence tn →∞ inR+ such that an := y tn0 ∈U for all n ∈N. By
the choice of U , one has A(an )∩R (an ) = ; for all n ∈N. For the rest of this section and unless
otherwise stated, let " > 0 be an arbitrary but fixed parameter.
LEMMA 3.60. Let NA ⊂ Σ+(y0)× X (resp. NR ⊂ Σ+(y0)× X ) be an isolating neighborhood for A
(resp. R ).
Then, there is an isolating neigbhorhood N ′ ⊂ Σ+(y0)× X for K such that N ′(U ) ⊂ NA(U ) ∪
NR (U ).
PROOF. Let N ′" := clΣ+(y0)×X
⋃
(y ,x )∈K B"(y , x ). We claim that for all " > 0 sufficiently small,
N ′" (U ) ⊂NR ∪NA . Otherwise, one obtains19 using the compactness of K that there is a point
(y , x ) ∈ K (U ) \ intΣ+(y0)×X (NR ∪NA). Since NR ∪NA is an isolating neighborhood for A ∪R and
K (U ) = A(U )∪R (U ), one has (y , x ) ∈ ;, which is an obvious contradiction. 
As before, let piy0 denote the restriction of pi to Σ
+(y0)× X . Let (M1, M2, M3) be an FM-index
triple for (piy0 , K , A, R ) such that M1 is strongly piy0 -admissible, that is, (M1, M2, M3) is a triple
of closed subsets of Σ+(y0)×X . Since clY ×X (M1 \M2) is an isolating neighborhood for R , it is
possible to choose an isolating neighborhood NR ⊂N for R with NR ∩M2 = ;.
Furthermore, by Lemma 3.60 and because there exists an isolating neighborhood N ′′ ⊂M1 \
M3 for K , there is also an isolating neighborhood N
′ ⊂M1 \M3 with
N ′(U )⊂NR ∪˙clΣ+(y0)×X (M2 \M3)︸ ︷︷ ︸
=:NA
.
The isolating neighborhoods NA and NR are disjoint by the choice of NR .
Recall that r : R+×X →Σ+(y0)×X is defined by r (t , x ) := (y t0 , x ). By Lemma 3.17, there exists
an index triple (N1, N2, N3)with N1 ⊂ r −1(N ′). Consequently, one has N1(U˜ )⊂ r −1(NA)∪˙r −1(NR )
and N1 ⊂ r −1(M1) \ r −1(M3), where
U˜ := {t ∈R+ : y t0 ∈U }.
LEMMA 3.61. Let (N1, N2, N3) be an index triple for (y0, K , A, R ). Then there is a set N ′3 ⊃N3 such
that (N1, N ′3 ) is a regular index pair for (y0, K ), N ′3 ⊂N −τ3 (N1) for some τ≥ 0 and (N −τ2 (N1), N ′3 )
is a regular index pair for (y0, A).
PROOF. It follows from Lemma 3.51 that there exist a set N ′3 ⊃ N3 and a constant τ ∈ R+
such that (N1, N ′3 ) is a regular index pair for (y0, K ) and N3 ⊂ N ′3 ⊂ N −τ3 (N1). This means in
19Recall that U is closed.
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particular that the (inner) exit time T : N1→ [0,∞], T (x ) := sup{t ∈R+ : xχy0 [0, t ]⊂N1 \N ′3}
is continuous.
One needs to prove that (N −τ2 (N1), N ′3 ) is an index pair.
(IP3) Let x ∈N −τ2 (N1) and xχy0 t 6∈N −τ2 (N1) for some t ≥ 0. One cannot have xχy0 [0, t ] ⊂
N1, so xχy0 s ∈N ′3 for some s ≤ t .
(IP4) Let x ∈N ′3 and xχy0 t 6∈N ′3 . It follows that xχy0 s ∈ (R+×X )\N1 ⊂ (R+×X )\N −τ2 (N1)
for some s ∈ ]0, t ] as (N1, N ′3 ) is an index pair.
By Lemma 3.19, (N −τ2 (N1), N3) and (N −τ2 (N1), N −τ3 (N1)) are index pairs for (y0, A). By using
Lemma 3.6 and the sandwich lemma 3.7, one concludes that (N −τ2 (N1), N ′3 ) is an index pair
for (y0, A).
Finally, the exit time with respect to the index pair (N −τ2 (N1), N ′3 ) is the restriction of T to
N −τ2 (N1) and therefore continuous that is, the index pair is regular. 
Having proved Lemma 3.61, we can assume without loss of generality that (N1, N2, N3) is an
index triple and (N1, N3) as well as (N2, N3) are regular index pairs.
LEMMA 3.62. Denote Mˆ2 := r −1(M2), N −"2 := N −"2 (N1)and N −"3 := N −"3 (N1). Then (N −"2 ∩Mˆ2, N −"3 ∩
Mˆ2) and (N1 ∩ Mˆ2, N −"3 ∩ Mˆ2) are both index pairs for (y0, A).
The proof is simple: By construction, one has N1 ⊂ r −1(M1 \M3) and M2 is M1-positively
invariant. For the convenience of the reader and for the sake of completeness, a more detailed
version is also provided.
PROOF. Recall that N −"2 ⊂ N1 and N1 ∩ Mˆ3 = ; by construction. Hence, N1 ∩ Mˆ2 (resp.
N −"2 ∩ Mˆ2) is N1-positively invariant (resp. N −"2 -positively invariant), that is, xχy0 [0, t ] ⊂ N1
(resp. xχy0 [0, t ]⊂N −"2 ) and x ∈ Mˆ2 implies xχy0 [0, t ]⊂ Mˆ2.
We need to prove that (N1 ∩ Mˆ2, N −"3 ∩ Mˆ2) (resp. (N −"2 ∩ Mˆ2, N −"3 ∩ Mˆ2)) is an index pair.
(IP1) N1 ∩ Mˆ2, N −"2 ∩ Mˆ2 and N −"3 ∩ Mˆ2 are closed.
(IP3) Let x ∈ N1 ∩ Mˆ2 (resp. N −"2 ∩ Mˆ2) and t0 := sup{s ∈R+ : xχy0 [0, s ] ⊂ Ni resp. N −"2 }.
(N −"i , N −"3 ) is an index pair (Lemma 3.19), so xχy0 t0 ∈N −"3 . It follows that xχy0 [0, t0[⊂
N1∩Mˆ2 (resp. N −"2 ∩Mˆ2), so xχy0 t0 ∈ Mˆ2 because M2 and thus Mˆ2 are closed. There-
fore, xχy0 t0 ∈N −"3 ∩ Mˆ2.
(IP4) Let i = 1, 2, x ∈N −"3 ∩Mˆ2 and xχy0 t 6∈N −"3 ∩Mˆ2 for some t ∈R+. Since (N1, N −"3 ) is an
index pair and Mˆ2 is N1-positively invariant, one has xχy0 s ∈ (R+×X ) \N1 for some
s ∈ [0, t ]. Consequently, x ∈ (R+×X ) \ (N −"2 ∩ Mˆ2)⊃ (R+×X ) \N1.
One needs to prove that both pairs are index pairs for (y0, A). N ′ := clΣ+(y0)×X (M2 \M3) is a
strongly admissible isolating neighborhood of A in Σ+(y0)×X and
(N −"2 ∩ Mˆ2, N −"3 ∩ Mˆ2)⊂ (N1 ∩ Mˆ2, N −"3 ∩ Mˆ2)⊂ r −1(N ′).
Moreover, there exists a neighborhood W of A such that r −1(W ) ⊂ N −"2 \N −"3 . Setting W0 :=
M2 ∩W , one has
r −1(W0) = Mˆ2 ∩ r −1(W )⊂ (N −"2 ∩ Mˆ2) \ (N −"3 ∩ Mˆ2)⊂ (N1 ∩ Mˆ2) \ (N −"3 ∩ Mˆ2).
We have proved that (N −"2 ∩Mˆ2, N −"3 ∩Mˆ2) and (N1∩Mˆ2, N −"3 ∩Mˆ2) are index pairs for (y0, A). 
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LEMMA 3.63. Let Mˆi := r −1(Mi ), i = 2, 3. Then N −"3 (N1)∩ Mˆ2 = (N3 ∩ Mˆ2)−"(N1 ∩ Mˆ2).
PROOF. Let x ∈ N −"3 (N1)∩ Mˆ2. There is a real number 0 ≤ t ≤ " with xχy0 t ∈ N3. Since
N1 ∩ Mˆ3 = ;, one must have xχy0 t ∈ Mˆ2, so x ∈ (N3 ∩ Mˆ2)−"(N1 ∩ Mˆ2).
The remainder of the proof is almost trivial and thus omitted. 
We will now complete the proof of Theorem 3.58. Consider the long exact sequence
H∗[N1, N −"3 ] //H∗[N1, N −"2 ]
δ //H∗−1[N −"2 , N −"3 ]
H∗(i ) //H∗−1[N1, N −"3 ]
associated with the index triple (N1, N −"2 , N −"3 ). Since this is an exact sequence, it is sufficient
to prove that H∗(i ) is a monomorphism, where i : N −"2 /N −"3 →N1/N −"3 is inclusion induced.
The following diagram is commutative because each homomorphism is inclusion induced.
H∗[N −"2 , N −"3 ]
H∗(i ) // H∗[N1, N −"3 ]
H∗[N −"2 ∩ Mˆ2, N −"3 ∩ Mˆ2]
H∗(l ) //
H∗(k )
OO
H∗[N1 ∩ Mˆ2, N −"3 ∩ Mˆ2]
H∗(m )
OO
It follows from Lemma 3.62 and Lemma 3.4 that H∗(l ) and H∗(k ) are isomorphisms. In order
to prove that H∗(i ) is a monomorphism, we only need to show that H∗(m ) is mono.
Recall that N1(U˜ ) = (N1(U˜ )∩NA)∪ (N1(U˜ )∩NR ), so N1(U˜ )∩ Mˆ2 = N1(U˜ )∩NA . Therefore, the
inclusion
mn : (N1({an})∩ Mˆ2, N −"3 ({an})∩ Mˆ2)→ (N1({an}), N −"3 ({an}))
induces a monomorphism H∗(mn ).
Set B "k := H∗(N1({an})∩Mˆ2, N −"3 ({an})∩Mˆ2) (resp. (B ′)"k := H∗(N1({an}), N −"3 ({an})), and let gk ,l
(resp. g ′k ,l ) and ik (resp. i ′k ) be defined by Lemma 3.56 accordingly. Setting
m ′([k , x ]) := [k , H∗(mk )(x )] ,
one obtains a commutative diagram:
dirlim(B "k , gk ,l )
' //
m ′

H∗[N1 ∩ Mˆ2, N −"3 ∩ Mˆ2]
H∗(m )

dirlim((B ′)"k , g ′k ,l )
' // H∗[N1, N −"3 ]
The horizontal arrows denote the canonical isomorphisms given by Lemma 3.56. Addition-
ally, Lemma 3.63 has been used.
Therefore, it is sufficient to prove that m ′ is a monomorphism. Suppose that m ′([k , x ]) = 0 for
some [k , x ] ∈ dirlim(B "k , gk ,l ), that is, g ′k ,l (H∗(mk )(x )) = 0 for some l ≥ k .
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The following diagram commutes because each of the homomorphisms is induced by inclu-
sions.
B "k
//
H∗(mk )

gk ,l
**
H∗(N1 [ak , al ]∩ Mˆ2, (N ′3 )−" [ak , al ]∩ Mˆ2)

B "l
oo
H∗(ml )

(B ′)"k //
g ′k ,l
44H∗(N1 [ak , al ] , (N ′3 )−" [ak , al ]) (B ′)"loo
One has g ′k ,l (H∗(mk )(x )) = H∗(ml )(gk ,l (x )) = 0, so gk ,l (x ) = 0 by the injectivity of H∗(ml ). This
in turn implies that [k , x ] =

l , gk ,l (x )

= 0. We have shown that m ′ is a monomorphism, which
completes the proof of Theorem 3.58.
3.7. Nonautonomous C 0-small Perturbations of (Autonomous) Semilinear Parabolic
Equations
Let X be a Banach space and A a sectorial operator defined on a dense subset D(A) ⊂ X . We
are interested in mild solutions of
ut + Au = fˆ (t , u ), (3.15)
which happen to be strong solutions due to regularity assumptions. Let us further assume
that A has compact resolvent.
As often, the operator A is assumed to be positive, so there is a family of fractional power
spaces X α defined by A. The respective norm is given by ‖x‖α := ‖Aαx‖X .
Let Y denote another metric space. With f ∈ Y there is an associated mapping fˆ , which
serves a a parameter for the evolution operator defined by (3.15). A typical example for fˆ is
assigning the Nemitskii operator associated with a function f .
The situation treated below is prototypical. Its description is not meant to be exhaustive. The
reader who is interested in a more detailed exposition is referred to Section 2.5 in Chapter 2.
For the rest of this section, we will consider a specific choice of Y . Our focus lies on C 0-small
nonautonomous perturbations of autonomous equations, the main result being the persis-
tence of Morse-decompositions and certain solutions: Morse-sets with a non-zero index as
well as connecting orbits with a non-vanishing connecting homomorphism. A typical Morse-
set with non-zero index might be a hyperbolic equilibrium and a typical Morse-set with a non-
vanishing connecting homomorphism might be a transversal heteroclinic solution (see [14]).
LetΩ⊂RN be a smooth bounded domain, and let Y denote the set of all continuous functions
f : R× Ω¯×R→Rwhich are subject of the following restriction:
For some δ > 0 and every C1 > 0, there are constants C2 = C2(C1) and C3 = C3(C1)
such that for all (t , x , u ) ∈R×Ω×Rwith |u | ≤C1 f (t , x , u )≤C2
and for all (t1, x1, u1), (t2, x2, u2) ∈R×Ω×Rwith |u1|, |u1| ≤C1 f (t1, x1, u1)− f (t2, x2, u2)≤C3  |t1− t2|δ + |x1− x2|δ + |u1−u2|
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Defining addition and scalar multiplication pointwise as usual, Y becomes a linear space. As
before, we consider a family (δn )n∈N of seminorms
δn ( f ) := sup{
 f (t , x , u ) : (t , x , u ) ∈R×Ω×Rwith |t |, |u | ≤ n}.
These seminorms give rise to an invariant metric d on Y :
d ( f1, f2) :=
∞∑
n=1
2−n δn ( f1− f2)
1+δn ( f1− f2) .
The metric d induces the compact-open topology on Y .
Denote
h : R→R h (t ) :=
(
(t +1)sin ln(t +1) t > 0
0 t ≤ 0
and tn := e 2pin − 1, n ∈ N. Then, ln(tn + s ) − 2pin → 0 as n →∞ uniformly for s lying in
bounded subsets ofR. Hence, one has
h (tn + s ) = h (tn ) +
tn+s∫
tn
sin ln(t +1) + cos ln(t +1) dt
so that h (tn + s )→ s as n→∞ uniformly on bounded sets. A refined variant of this construc-
tion will be studied in Chapter 4.
We are interested in full solutions of a perturbed equation. Suppose that f ∈ Y is the param-
eter associated with the perturbed equations. Computing the index with respect to f would
imply the loss of all the information contained in f for negative times. The index would be
determined by the equation’s behaviour at large times. This restriction can be overcome by
using the auxialiary function h defined above. It allows to embed f into the ω-limes set of a
related parameter, namely:
f .h := ((t , x , u ) 7→ f (h (t ), x , u )).
It is easy to see that f ∈ Y implies f .h ∈ Y and, from the calculations above, it follows that
( f .h )tn → f in Y , that is, uniformly on bounded subsets.
Combining this approach with the abstract results of the whole chapter, one obtains the fol-
lowing theorem.
THEOREM 3.64. Suppose that f ∈ Y is autonomous, and let K ⊂ X α be a compact invariant set
with respect to the evolution operator (semiflow) defined by (3.15). Let N ⊂ X α be a strongly
admissible (e.g. bounded) isolated neighborhood of K .
Let (A, R ) be an attractor-repeller decomposition of K , and assume that the associated connect-
ing homomorphism ∂ : H∗C ( f , A) → H∗C ( f , R ) defined by the homology attractor-repeller
sequence does not vanish.
Let NA ⊂ X α (resp. NR ) be a isolating neighborhood for A (resp R ), and suppose that NA∩NR = ;.
Then, there exists an " > 0 such that the following holds true for all f ′ ∈ Y with d ( f , f ′)< ":
(a) If u : R→N ⊂ X α is a solution of
ut + Au = fˆ ′(t , u ), (3.16)
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then either u (R)⊂NA ∪NR or α(u )⊂NR and ω(u )⊂NA .
(b) There is a solution u : R→NR of (3.16).
(c) There is a solution u : R→NA of (3.16).
(d) There is a solution u : R→N of (3.16) such that α(u )⊂NR and ω(u )⊂NA .
Using the same arguments as below the theorem can be generalized to partially ordered Morse
decompositions. Moreover, Morse-decomposition are still preserved under small perturba-
tions if the connecting homomorphism is zero, but one can no longer deduce the existence
of solutions20.
PROOF. First of all, note that f .h = f as f is autonomous. Furthermore, Y ×N , Y ×NA
and Y ×NR are isolating neighborhoods for ( f .h , K ), ( f .h , A) and ( f .h , R ) respectively.
Therefore, (a) follows from Theorem 3.39. We will now consider (a segment of) the attractor-
repeller sequence:
//H∗C ( f , R ) ∂ //H∗−1C ( f , A) //
Since, ∂ 6= 0, one necessarily has H∗C ( f , R ) 6= 0 and H∗C ( f , A) 6= 0. By using Theorem 3.45,
one proves that for all f ′ in a neighborhood of f given by (a), the attractor-repeller sequence
above extends to a commutative ladder:
// H∗C ( f , R ) ∂ //
'

H∗−1C ( f , A) //
'

// H∗C ( f ′, R ′) ∂ ′ // H∗−1C ( f ′, A′) //
Here, we set R ′ := (InvY ×NR )∩ (Σ+( f ′)×X ) and A′ := (InvY ×NA)∩ (Σ+( f ′)×X ).
Consequently, in view of Corollary 2.22 and because f ′ ∈ω( f ′.h ), (b) and (c) must hold. Fi-
nally, claim (d) is a consequence of Theorem 3.58, which claims that K ′ = (InvY ×N )∩(Σ+( f ′)×
X α) is uniformly connected. 
20At least not with these arguments.
CHAPTER 4
Cycles of Asymptotically Autonomous Equations
In this chapter, we consider semilinear parabolic1 equations – respectively evolution opera-
tors or skew product semiflows defined by equations of this type. We are interested in equa-
tions which are asymptotically autonomous in time.
Such an equation can be understood as a transition between two autonomous equations. If
these autonomous equations are nice enough, they might be gradient-like. And the nonau-
tonomous equation might exhibit invariant sets which consist of these of these equilibria –
all having the same Morse-index – as well as isolated connections which are solutions of the
transitional equations.
Additionally, we do not consider a single asymptotically autonomous equation but a finite
number of them which form a cycle 2. It is invariant sets with this strucure which are the
subject of the present chapter. More precisely, we construct an evolution operator the ω-
limes set of which is the asymptotically autonomous cycle, and prove subsequently that the
homology index is zero in all dimensions except for the critical dimension determined by the
Morse index of the equilibria.
The main result is Theorem 4.12, which resembles Theorem 2.36. In the context of asymptot-
ically autonomous equations, the former theorem is a weak generalization of the latter.
1including ordinary differential equations on finite-dimensional spaces
2The reader who is curious about applications will find examples in Chapter 6.
FIGURE 4.1. An asymptotically autonomous cycle (in Y ) and an invariant sub-
set of the respective phase space (a subset of Y ×X )
Y ×X
Yy1
y2
y +∞1 = y −∞2y +∞2 = y −∞1
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4.1. The Parameter SpaceY
While the pattern behind the proofs seems to apply to more general situations, the author has
not found an appropriate general form. Apparently, every additional abstraction only hides
a relatively simple idea. Therefore, we limit our attention to semilinear equations of the form
(4.1) with a specific right-hand side.
Let X 0 be a Banach space, and let ‖.‖0 denote its norm. As before, one considers a positive,
sectorial operator A defined on a dense subspace. The fractional power spaces X α are defined
with respect to ‖.‖α := ‖Aα.‖0. Throughout this chapter, a fixed αwith 0<α< 1 is considered.
In contrast to the usual notation, we write X := X α and ‖.‖ := ‖.‖X := ‖.‖α.
Suppose that A has compact resolvent, which means that the inclusion X β ⊂ X α for β > α
is compact (completely continuous). Let Y denote the space of all continous mappings y :
R×X α→ X 0 defined as follows:
(Y1) For every bounded set B ⊂R×X α, there are constants C ,δ > 0 such that:y (t , x )− y (t ′, x ′)
0
≤C t − t ′δ +x − x ′
α

(Y2) Y is a subspace of C 0b (R×X , X 0).
(Y3) LetY 1 denote the subspace of all y ∈Y for which y (t , .) is differentiable and denote
its derivative by Dx y . Suppose for every bounded set B ⊂R×X α, there are constants
C ,δ > 0 such that:Dx y (t , x )−Dx y (t ′, x ′)L (X α,X 0) ≤C t − t ′δ +x − x ′α
(Y4) Denote
δn (y , y ′) := sup{
Dx (y − y ′)(t , x )L (X α,X 0) : t ≤ n and ‖x‖α ≤ n}
+sup{(y − y ′)(t , x )
0
: t ≤ n and ‖x‖α ≤ n}.
and let d1 := d(δn )n be given by (2.18).
For an arbitrary y ∈ Y , Σ+(y ) need not be compact. Therefore, in previous sections, more
restricted parameter spaces were considered. However, in this chapter, the compactness is
obtained by the construction of y0 (Lemma 4.11).
DEFINITION 4.1. Let u : R→ X 0 be a Hölder-continuous function, and define f 	 u ∈ Y by
( f 	u )(t , x ) := f (t , x + u (t ))− f (t , u (t )).
LEMMA 4.2. Suppose that f ∈ Yc (resp. f ∈ Y 1c ) and u0 : R → X is globally bounded and
Hölder-continuous that is, there are constants C1, C2,δ > 0 such that
‖u (t )‖0 ≤C1 for all t ∈Ru (t )−u (t ′)
0
≤C2
t − t ′δ for all t , t ′ ∈R.
Then f 	u0 ∈Yc (resp. Y 1c ).
PROOF. Let tn →∞ be a sequence inR+. The theorem of Arzelà-Ascoli and the compact
inclusion X α ⊂ X 0 imply that there exists a subsequence (t ′n )n and a continuous function
u0 :R→ X 0 such that u t ′n → u0 uniformly on compact (bounded) subsets ofR. Furthermore,
4.2. WEAKLY HYPERBOLIC SOLUTIONS AND STRUCTURAL ASSUMPTIONS 83
there are constants C1, C2,δ > 0 such that
‖u0(t )‖0 ≤C1 for all t ∈Ru0(t )−u0(t ′)0 ≤C2t − t ′δ for all t , t ′ ∈R.
Since y0 ∈ Yc (resp. Y 1c ), one can choose a subsequence (t ′′n )n of (t ′n )n such that f t ′′n → f0.
Consequently, ( f 	 u )t ′′n → f0 	 u0 ∈ Y , (resp. Y 1c since Dx ( f 	 u )(t , x ) = Dx f (t , x + u (t )))
proving that Σ+( f0	u0) is compact. 
Let the evolution operator Φy on X
α be given by (mild) solutions of
ut + Au = y (t , u ) (4.1)
The skew-product semiflow pi is defined as usual on the spaceY ×X =Y ×X α.
One can prove the following lemma, which is the main motivation for Definition 4.1.
LEMMA 4.3. Let y0 ∈Yc and u0 a solution of Φy0 .
Then y 	u0 is defined, and u0 + v is a solution of Φy0 whenever v is a solution of Φy0	u0 .
4.2. Weakly Hyperbolic Solutions and Structural Assumptions
DEFINITION 4.4. Suppose that (Y , d ) is a metric space.
Let u : R→ X 0 be a locally Hölder-continuous function, and let L ∈ Yl be a linear operator.
We say that L is the derivative of y at u provided that the following holds:
For every " > 0, there is a δ > 0 such that(y 	u )(t , x )− L (t , x )
0
≤ "‖x‖α
for all (t , x ) ∈R×X α with ‖x‖α ≤δ.
In this case, y is also called differentiable at u , and we write D y (u ) := L to denote the deriva-
tive.
In other words, the derivative is the parameter corresponding to the linear variational equa-
tion.
We are now in a position to give a precise definition of weak3 hyperbolicity:
DEFINITION 4.5. A solution u :R→ X of Φy , y ∈ Y is called weakly hyperbolic if:
(a) supt ∈R ‖u (t )‖<∞
(b) y is differentiable at u
(c) If w : R→ X is a bounded solution of ΦD y (u ), then w ≡ 0.
An invariant subset K ⊂ Y ×X is said to be weakly hyperbolic if for every solution (v, u ) :R→
K , u is a weakly hyperbolic solution of Φv (0).
DEFINITION 4.6. Let (Y , d ) be a metric space4 and (t , y ) 7→ y t a global flow on Y .
Recall that a parameter y ∈ Y is called autonomous if y t = y for all t ∈R.
3A common notion [17] of hyperbolicity in a nonautonomous setting is the existence of an exponential dichotomy,
which is, generally speaking, a stronger claim.
4No additional assumptions on Y are made.
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y ∈ Y is called asymptotically autonomous if there are autonomous y ±∞ ∈ Y such that d (y ±t ,
y ±∞)→ 0 as t →∞.
The set of all asymptotically autonomous y ∈ Y is denoted by Ya a .
DEFINITION 4.7. For y1, y2 ∈ Ya a , we set y1  y2 if d (y t1 , y −t2 )→ 0 as t →∞.
A tuple (y1, y2, . . . , yn ) ∈ Y n is said to be an asymptotically autonomous cycle (in (Y , d )) if y1 
y2  · · ·  yn and yn  y1.
LEMMA 4.8. Assume that yn → y inY 1 and yn (t , 0) = y (t , 0) = 0 for all t ∈R and all n ∈N.
Then:
"−1 yn (t ,"x )→Dx y (t , 0)x inY as n ,"→∞, 0
PROOF. One has
"−1 yn (t ,"x ) = "−1(yn (t ,"x )− y (t ,"x ))+ "−1 y (t ,"x ).
Furthermore,
"−1(yn − y )(t ,"x ) =
1∫
0
Dx (yn − y )(t ,"s x )s x ds → 0 in Y as n→ 0,
that is uniformly for bounded x and ".
Similarly, one can prove that "−1 y (t ,"x )→Dx y (t , 0) in Y as "→ 0. 
LEMMA 4.9. Let y ∈Y 1 be asymptotically autonomous inY 1 that is, there are y ±∞ ∈Y 1 such
that d1(y t , y ±∞) → 0 as t → ±∞. Assume further that for all z ∈ Σ(y ), u ≡ 0 is a weakly
hyperbolic solution of Φz
Then, for small " > 0, there does not exist a solution u : R→ X with supt ∈R ‖u (t )‖ ≤ " and
u 6≡ 0.
PROOF. First of all, note that by standard results pi does not explode in Σ(y0)×Bδ[0, X ].
Suppose to the contrary that there are sequences "n → 0 of positive real numbers and un → X
of solutions of Φy with supt ∈R ‖un (t )‖= "n . Let (tn )n be a sequence such that for each n ∈N
‖un (tn )‖ ≥ "/2. u ′n (t ) := "−1n un (tn + t ) is a solution of Φyn , where yn (t , x ) := "−1n y (t + tn ,"n x ).
Taking subsequences, we can assume without loss of generality that y tn → z ∈Σ(y ). It follows
from Lemma 4.8 that yn (t , x ) → Dx z (t , x ) in Y . Σ(y ) × B1[0] is strongly admissible, so by
Lemma 2.28 there exists a subsequence (u ′n )n of (un )n converging pointwise to a solution
u ′ :R→ B1[0] of ΦDx z with
u ′(0) ≥ 1/2. This solution cannot exist since the solution u ≡ 0
of Φy is assumed to be weakly hyperbolic. 
The following lemma is the main result of this section.
LEMMA 4.10. Assume:
(H1) (y1, . . . , yN ) is an asymptotically autonomous cycle in (Y 1, d1).
(H2) y0 ∈Yc and ω(y0) =⋃i=1,...,N Σ(yi ), where Σ(y ) := clY {y t : t ∈R}.
(H3) y0 ∈ Yc , K ⊂ Σ+(y0)× X is a weakly hyperbolic invariant set, and there is a strongly
skew-admissible isolating neighborhood for (y0, K ).
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Then:
(a) For each yi , i ∈ {1, . . . , N }, there are only finitely many solutions (v, u ) : R→ K with
v (0) = y∞i . Each of these solutions is a fixed point solution that is, u ≡ e for some
e ∈ X .
(b) For each yi , i ∈ {1, . . . , N }, there are finitely many solutions (v, u ) : R→ K with v (0) =
yn . Each of these solution is a heteroclinic connection.
PROOF. (a) We consider an autonomous equation given by a parameter y∞i . In this
case, the evolution operator φ := Φy∞i defines a semiflow on X . Let u : R→ X be
a bounded solution of φ. Since the evolution operator φ is autonomous, u t (s ) :=
u (t + s ) with t > 0 real are solutions as well.
Since yi is asymptotically autonomous and u bounded in X , one has
sup
t ∈R
yi (t , u (t ))0 <∞.
Hence, it follows using standard estimates that
u (s )−u t (s )≤M e −δt +C t∫
0
r −αe −δr dr → 0 as t → 0, (4.2)
where the constants M , C ,δ > 0 are independent of s ∈R.
Subsequently, u ′ ≡ 0 and u ′t := u t − u are solutions of y∞i 	 u . One has u ′t → 0
uniformly onR as t → 0 by (4.2). Moreover, u ′ ≡ 0 is weakly hyperbolic, so, in view of
Lemma 4.9, one must have u ′t ≡ 0 for sufficiently small t , implying that u is constant.
It can be proved analogously that there exist only finitely many points of the form
(y∞i , e ) ∈ K .
(b) First of all, let i ∈ {1, . . . , N }, and let (v, u ) : R → K be a solution. The ω-limes set
(resp. α-limes set) is a non-empty connected subset of K ∩ ({y∞i } × X ) (resp. K ∩
({y −∞i }×X )). In view of (a),ω((v, u )) = {(y∞i , e +)} andα((v, u )) = {(y −∞i , e −)}, where
e + and e − are fixed points.
Let i ∈ {1, . . . , N }, and let e − (resp. e +) be an arbitrary fixed point of y −∞i (resp.
y∞i ). It follows from Corollary 3.33 that the set
K(i ,e −),(i ,e +) := {(v (t ), u (t )) : t ∈R, v (0) = yi and
(v, u ) : R→ K is a solution with u (t )→ e ± as t →±∞}
∪{(y −∞i , e −), (y∞i , e +)}
is compact.
Let (v, u ) : R → K(i ,e −),(i ,e +) be a solution. By using Lemma 4.9, one can prove
that clY 1×X {(v (t ), u (t )) : t ∈R} is an isolated invariant subset of Σ+(y0)×X .
Thus, K(i ,e −),(i ,e +) is composed of finitely many orbits [15, Lemma 5.3]. The claim
follows because, in view of (a), there are only finitely many sets K(i ,e −),(i ,e +) which
need to be considered.

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4.3. Construction of an Initial Element y0
In this section, we consider (Y , d ) = (Y , d ) or (Y , d ) = (Y 1, d1) simultaneously. In order to
apply the nonautonomous Conley index to an asymptotically autonomous cycle, we require
an element y0 ∈ Y such that
ω(y0) =
N⋃
i=1
Σ(yi ), (4.3)
where (y1, . . . , yN ) is a given asymptotically autonomous cycle and Σ(y ) = clY 1{y t : t ∈R}.
Extend yk periodically by yk := yl if k − l ∈N ·N and set
y0(s , u ) := y0((yk )k )(s , u ) :=
∞∑
k=1
y ′k (s , u ) (4.4)
where
y ′k (s , u ) :=

0 s < 0
0 t ≤−pi2
(1− 2|t |pi )yk (s sin t , u ) −pi2 ≤ t < pi2
0 pi2 ≤ t
and kpi/2+ t = ln(s +1), k ∈Z.
LEMMA 4.11. Assume that either (Y , d ) = (Y , d ) or (Y , d ) = (Y1, d1).
Let (yk )k∈N be a sequence in Y , every yk being asymptotically autonomous in Y . Suppose that
the set {yk : k ∈ N} is finite and for all k ∈ N, d (y tk , y −tk+1)→ 0 as t → 0. Let y0 be defined by
(4.4).
Then:
(a) y0 ∈ Y ;
(b) ω(y0) =
⋃N
i=1Σ(y
′
i ) with {y ′i : i = 1, . . . , N } =
⋂
n∈N{yk : n ≤ k ∈ N}. In particular,
Σ+(y0) is compact in Y .
PROOF. (a) We will show that y ′k ∈ Y for all k ∈Z. Subsequently, since sum in (4.4)
is finite on compact subintervals of the time-variable, so the formal series converges
in (Y , d ) to the pointwise finite sum.
Suppose that (Y , d ) = (Y , d ).
For every bounded set B ⊂R×X , there are constants C1 > 0 and 0 < δ ≤ 1 such
that yk (s , u )− yk (s ′, u ′)0 ≤C1 s − s ′δ +u −u ′
for all k ∈Z and all (s , u ), (s ′, u ′) ∈ B .
Suppose that kpi/2 + t = ln(s + 1) and kpi/2 + t ′ = ln(s ′ + 1). By differentiation,
one obtains that
t − t ′= ln(s +1)− ln(s ′+1)≤ s − s ′ provided that s , s ′ ≥ 0, so
%k (s ) :=

0 s < 0
0 t ≤−pi/2
(1− 2|t |pi ) −pi/2≤ t ≤pi/2
0 pi/2≤ t
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is Lipschitz-continuous, i.e.
%k (s )−%k (s ′)≤C2s − s ′.
Again by diffentiation, one can show thats sin t − s ′ sin t ′≤ 2s − s ′.
Consequently,y ′k (s , u )− y ′k (s ′, u ′)0 ≤  %k (s )−%k (s ′)yk (s sin t , u )0
+%k (s
′)
yk (s sin t , u )− yk (s ′ sin t ′, u ′)0
≤C2
s − s ′+C1 2δs − s ′δ +u −u ′ ,
implying that y ′k ∈ Y as claimed. Mutatis mutandis, the same calculation (applied
to the derivatives Dx ) proves that yk ∈Y 1 implies y ′k ∈Y 1.
(b) First of all, we are going to prove thatΣ(yk )⊂ω(y0) for every k ∈ {1, . . . , N }. Let (n ′m )m
be a sequence inN such that n ′m →∞ and yn ′m ≡ yk . Define (sm )m∈N by
sm := e
n ′mpi/2−1.
It is easy to see (cf. Section 3.7) that
tm (h ) := ln(sm +h +1)−n ′mpi/2→ 0 as m→∞
and
(sm +h )sin tm (h )→ h as m→∞
uniformly for h in bounded subsets ofR.
It follows that y sm sin tm (0)k → yk in Y and consequently that y sm0 → yk as m→∞.
Secondly, suppose that sm → ∞ is an arbitrary sequence. We will show that
there exists a subsequence, denoted by s ′m , such that y
s ′m
0 → y ∈ Σ(yk ) for some k ∈
{1, . . . , N }. This result readily implies that ω(y0)⊂⋃Nk=1Σ(yk ) as claimed.
As before, we write5
ln(sm +1) = kmpi/2+ tm km ∈N tm ∈ [−pi/4,pi/4] .
We can now choose subsequences - denoted by the same symbols - such that ykm ≡ y
and ykm+1 ≡ z are constant, tm → t0, and the following alternative holds:
(I) sm sin tm → s0: We necessarily have sin tm → 0, so t0 = 0. Hence,
(sm +h )sin tm (h )→ s0+h uniformly on bounded sets, which implies that y sm0 →
y s0k0 as m→∞.
(II) sm sin tm →∞: We have t0 ≥ 0, so we can assume w.l.o.g. that tm ≥ 0 for all
m ∈N. One has
y sm (h , .) = (1− 2|tm (h )|
pi
)y (sm (h )sin tm (h ), .)
+
2|tm (h )|
pi
z (sm (h )sin(tm (h )−pi/2), .)
5It is not required that the numbers km and tm are unique.
88 4. CYCLES OF ASYMPTOTICALLY AUTONOMOUS EQUATIONS
where (sm + h )sin tm (h )→∞ uniformly on bounded sets. Since ykm ≡ y and
ykm+1 ≡ z , we know by assumption that ω(y ) = α(z ) = {y ′}, and so y sm0 → y ′ ∈
Σ(yk0 ).
(III) The case sm sin tm →−∞ leads to t0 ≤ 0 and can be treated analogously to (II).

4.4. The Main Theorem
The following theorem is the main result of this chapter. We fix (Y , d ) = (Y 1, d1) as the under-
lying space, i.e. the semiflow pi is defined onY 1×X .
THEOREM 4.12. Assume (H1), (H2) and (H3). Moreover, let y0 be defined by (4.4), and let q0
denote the Morse-index of an arbitrary equilibrium solution (cf. Lemma 4.10) of K .
Then for all q 6= q0:
Hq C (y0, K )' 0.
The rest of this section is devoted to the proof of Theorem 4.12. First of all, we are going to
state and prove a couple of auxiliary lemmas.
According to the assumptions (H1)–(H3) respectively Lemma 4.10 relying solely on these as-
sumptions, the invariant subset K consists of finitely many connections between finitely
many equilibria. Due to the cyclic nature of the underlying nonautonomous equations, K
can be seen, geometrically, as a union of finitely many circles.
Suppose that we walk through these circles (Figure 4.1 on p. 81). Each equilibrium is a junc-
tion, where one decides which route to follow. Now assume that the theorem does not hold.
Then, exploiting the direct limit formulation of the previous chapter, there is an element of
dimension q 6= q0 which, along a certain route in these circles, never becomes zero. One can
assume without loss of generality that this non-zero path our element takes corresponds to a
solution that is constantly zero.
Therefore, the index associated with this zero solution must have a non-trivial q -th homology,
in contradiction to Theorem 2.36.
For technical reasons, we introduce an additional hypothesis, which could be understood as
a non-degeneracy condition:
(H4) N ≥ 2, and for all k , l ⊂ {1, . . . , N }, either k = l or ω(yk ) 6= ω(yl 	 u0) whenever u0 :
R→ X is globally Hölder-continuous and converges as t →±∞.
Suppose that Theorem 4.12 holds under the additional hypothesis (H4). If N = 1, we can
replace the asymptotically autonomous cycle (y1) by (y1, y1) without affecting the definition
of y0, thus leaving the index unchanged.
We can now replace X by X ′ :=R×X and yk by an appropriate function y ′k (k = 1, . . . , N ) such
that
y ′k (t , (s , x )) := (µk (t ) · s , yk (t , x ))
whereR 3 µk (t ) < 0 and limt→∞µk (t ) = limt→∞µl (t ) implies [k ]R/NZ = [l ]R/NZ. Note that
(Y1)–(Y4), adapted to the extended space X ′, are still satisfied.
It follows that (H4) holds with respect to (y ′1 , . . . , y ′k ), (H1), (H2) and (H3) continue to hold, and
the Morse-indices remain unchanged. Therefore, Hq C (y ′0 ,{0}×K )' 0 for q 6= q0.
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Finally, if (N1, N2) is an index pair for (y0, K ), then so is (N ′1 , N ′2 ) := ([−1, 1]×N1, [−1, 1]×N2) for
(y ′0 ,{0} × K ). It follows that Hq C (y0, K ) ' Hq C (y ′0 ,{0} × K ), so (H4) is not required for the
conclusions of Theorem 4.12 to be valid.
DEFINITION 4.13. DefineR/NZ := {x +NZ : x ∈R} as usual. Let x , y ∈ [0, N [. A metric d on
R/NZ is given by
d ([x ] ,

y

) :=
(x − y  x − y ≤N /2
N − x − y  x − y >N /2.
We also write
[a , b ]R/NZ := {[s ]R/NZ : s ∈ [a , b ]}
DEFINITION 4.14. Let I ⊂R+ be an interval. We say that a continuous mapping q : I →R/NZ
is non-decreasing if there exist a continuous and monotone non-decreasing function q ′ : I →
R such that q (t ) =

q ′(t )

for all t ∈ I .
Non-decreasing in the sense of the above definition describes – understanding R/NZ as a
1-sphere – a positive rotation of the point described by q on the sphere. The term non-
decreasing is (obviously) motivated by technical reasons.
LEMMA 4.15. In addition to the hypotheses of Theorem 4.12, let us assume that (H4) holds. Then
there exists a continuous function q : Σ+(y0)→R/(NZ) such that:
(1) q is non-decreasing with respect to translation, that is t 7→ q (y t ) is non-decreasing for
all y ∈ {y t0 : t ∈R+}.
(2)
q (y tk ) =

k +
1
pi
arctan t

R/NZ
. (4.5)
In particular, the restriction q : ω(y0)→R/NZ is a homeomorphism.
In the sequel, it is tacitly assumed that q : Σ+(y0) → R/(NZ) is a mapping for which the
conclusions of Lemma 4.15 hold.
PROOF. Using the concrete definition of y0, the proof is rather straightforward. Let s ∈R+
such that [−pi/8,pi/8] 3 t := ln(s +1)−kpi/2 with k ∈Z, and define:
q ′(s ) := k + 1
pi
arctan s sin t
One has q ′(e (k+1/4)pi/2 − 1) < k + 1/2 < q ′(e (k+3/4)pi/2 − 1), so it is possible to extend q ′ to a
continuous and monotone increasing functionR+→R+.
The mapping h : R → {y t0 : t ∈ R}, h (t ) := y t0 is continuous and bijective, for if it was not
bijective, y0 would have to be periodic, which is, in view of ω(y0), not the case. We can thus
define q (y s0 ) :=

q ′(s )

R/NZ
. In order to prove that h is a homeomorphism, implying that q is
continuous, suppose to the contrary that h (sn )→ h (s ) but sn 6→ s . Taking a subsequence, we
can assume without loss of generality that sn →∞. One has h (s ) = y s0 ∈ω(y0), so y0 must be
an asymptotically autonomous parameter for which (H2) holds. This is only possible if N = 1,
but N ≥ 2 is assumed in (H4). This is a contradiction, proving that h is a homeomorphism.
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Subsequently, one needs to show that q can be continuously extended toΣ+(y0). Suppose we
are given a sequence sn →∞ of positive real numbers. We can write tn = ln(sn + 1)−knpi/2,
where tn ∈ [−pi/4,pi/4[ and kn ∈ Z. There are subsequences t ′n = ln(s ′n + 1)− k ′npi such that
k ′n
→ [k0] (inR/NZ), t ′n → t0 and s ′n sin t ′n → s0 ∈R∪{±∞}.
In the proof of Lemma 4.11, we saw that
y
s ′n
0 →

z ∈α(yk0 )∩ω(yk0−1) s0 =−∞
y s0k0 s0 ∈R
z ∈ω(yk0 )∩α(yk0+1) s0 =∞
It is clear that s0 ∈R implies t ′n → 0 as n →∞. Using (H4), it follows that6 y s
′
n
0 → y s0k0 ∈ω(y0)
only if

k ′n
→ [k0] and s ′n sin t ′n → s0, so
q (y sn0 )→
(
k0 +
1
pi arctan s0

R/NZ
y sn0 → y s0k0
k0 +
1
2

R/NZ
y sn0 → z ∈ω{yk0}.
(4.6)
Lastly, using (4.6), it is easy to see that q is non-decreasing on ω(y0), too. 
LEMMA 4.16. In addition to the hypotheses of Theorem 4.12 assume (H4). Define q˙ : Σ+(y0)×
X →R/NZ by q˙ (y , x ) := q (y ).
For a compact subset K0 ⊂ K , set
U"(K0) := {(y , x ) ∈Σ+(y0)×X : d ((y , x ), K0)≤ "}.
Let [a , b ]R/NZ∩(1/2+Z) = {k0+1/2}with k0 ∈Z, let E := Ek0+1/2 ⊂ K denote the set of all fixed
points (y , x ) with q˙ (x ) = k0 +1/2.
Lastly, let V be a neighborhood of K ∩ q˙−1([a , b ]).
There is an "0 > 0 such that the following holds for all 0< " ≤ "0:
(a) U"(K ) is an isolating neighborhood for (y0, K ).
(b)
U"(K )∩ q˙−1([a , b ]R/NZ)⊂V
PROOF. (a) There exists an isolating neighborhood N for (y0, K ) by assumption (H3).
U"(K ) is a neighborhood of K for every " > 0. It is easy to see that for small " > 0, one
has U"(K )⊂N , so U"(K ) is an isolating neighborhood for (y0, K ) as claimed.
(b) Suppose to the contrary that there are sequences "n → 0, tn →∞ and  (yn , xn ) ∈
U"n (K )∩q˙−1([a , b ]R/NZ)
\V . Due to the compactness of K , there are subsequences,
denoted by the same symbols, such that (yn , xn )→ (y , x ) ∈ K \ q˙−1([a , b ]R/NZ) but
q˙ (y , x ) ∈ [a , b ]R/NZ by continuity, which is a contradiction.

LEMMA 4.17. In addition to the hypotheses of Theorem 4.12, suppose that (H4) holds. Let
(N1, N2) be an index pair for (y0, K ).
6Recall that ω(yk ) = {y∞k } and α(yk ) = {y −∞k }.
4.4. THE MAIN THEOREM 91
FIGURE 4.2. An index pair, following an invariant set with two branches. One
of the branches can be interrupted (Lemma 4.17) by removing the grey area.
The arrow below indicates the evolution of time.
t
Let ((an , bn , cn ))n be a sequence of non-negative real numbers such that cn < an+1 < bn+1 <
cn+1 for all n ∈N. Let N1 = N1,1 ∪N1,2 be a union of closed subsets, and suppose that the sets
N1,1([an , cn ]) and N1,2([an , cn ]) are disjoint.
Lastly, define
M1 := N1 \ {(t , x ) ∈N1,2 : t ∈ ]bn , cn [ for some n ∈N}
M2 := (N2 ∩M1)∪{(t , x ) ∈N1,2 : t = bn for some n ∈N}
Then (M1, M2) is an index pair. Moreover, if (N1, N2) is regular, then so is (M1, M2).
PROOF. Recall that the semiflow χ :=χy0 onR
+×X is defined by
(t , x )χs := (t + s ,Φy0 (t , 0, x )).
(IP1) It is easy to see that M1 and M2 are closed.
(IP3) Let (t , x ) ∈M1 such that (t , x )χ [0, s0] 6⊂M1. Firstly, suppose that (t , x )χ [0, s0] 6⊂ N1.
It follows that (t , x )χs ∈ N2 for some s ∈ [0, s0]. Secondly, if (t , x )χ [0, s0] ⊂ N1, then
there are s ∈ [0, s0] and n ∈ N such that bn < t + s < cn and (t , x )χ(t + s ) ∈ N1,2. It
follows that (t , x )χs ′ ∈M2 for some s ′ ∈ [0, s ].
Let τ := sup{s ≥ 0 : (t , x )χ [0, s ]⊂M1}<∞. By the arguments above, we obtain
a sequence τn → τ+ 0 such that (t , x )χτn ∈ N2 ∪M2 for all n ∈N. Since N2 ∩M2 is
closed, it follows that (t , x )χτ ∈ (N2 ∪M2)∩M1 = M2.
(IP4) Let (t , x ) ∈M2 and (t , x )χs0 6∈M2. If (t , x )χ [0, s0] 6⊂N1, then (t , x )χs ∈ (R+ ×X ) \N1
for some s ∈ [0, s0] since (N1, N2) is an index pair.
Otherwise, (t , x )χ [0, s0]⊂N1 implies immediately that (t , x )χs0 ∈N1\M1 ⊂ (R+×
X ) \M1.
We need to prove that (M1, M2) inherits the regularity of (N1, N2). Recall that the inner exit
time with respect to the index pair (N1, N2) is given by
T +(x ) := sup{t ∈R+ : xχ [0, t ]⊂N1 \N2}.
We need to show that the exit time T +M with respect to (M1, M2) is continuous as well.
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Let (t , x ) ∈M1 be arbitrary. We consider a couple of cases:
(1) t +T +M (t , x ) = bn for some n ∈N:
(a) (t , x )χT +M (t , x ) ∈ N1,2: One has (t ′, x ′)χT +(t ′, x ′) ∈ N1,2 for all (t ′, x ′) in a small
neighborhood of (t , x ). Thus, T +M (t
′, x ′) = min{bn − t ′, T +(t , x )} for all those
(t ′, x ′), implying that T +M is continuous in (t , x ).
(b) (t , x )χT +M (t , x ) ∈ N1,1: T +M (t ′, x ′) = T +(t ′, x ′) for all (t ′, x ′) in a small neighbor-
hood of (t , x ). Therefore, T +M is continuous in (t , x ).
(2) t +T +M (t , x ) 6= bn : One has (t , x )χT +M (t , x ) ∈N2, so T +M (t , x ) = T +(t , x ). M2 is closed,
so T +M (t , x ) is lower semicontinuous. We further
have T +M (t
′, x ′)≤ T +(t ′, x ′)→ T +(t , x ) = T +M (t , x ) as (t ′, x ′)→ (t , x ), implying that T +M
is upper semicontinuous and therefore continuous in (t , x ).

LEMMA 4.18. Assume the hypotheses of Theorem 4.12.
For every k ∈ N, let (vk , uk ) : R→ K be a heteroclinic solution with vk (0) = yk for all k ∈ N,
and assume that d ((vk (t ), uk (t )), (vk+1(−t ), uk+1(−t )))→ 0 as t →∞.
In analogy to (4.4) define
u0(t ) := u0((uk )k )(t ) :=
∞∑
k=1
u ′k (t ),
where
u ′k (s ) :=

0 s ≤ 0
0 t ≤−pi/2
(1− 2|t |pi )uk (s sin t ) −pi/2≤ t ≤pi/2
0 pi/2≤ t
and kpi/2+ t = ln(s +1).
Then:
(a) There are reals C1, C2,δ > 0 such that ‖u0(t )‖ ≤C1 for all t ∈R and
u0(t )−u0(t ′)≤
C2
t − t ′δ for all t , t ′ ∈R.
(b) Every z ∈ω(y0 	 u0) can be written as z = y 	 u, where y ∈ω(y0) and u ∈ω(u0) is a
solution of Φy . Assuming (H4), this decomposition is unique.
The mapping p : Σ+(y0 	 u0) → Σ+(y0) × Σ+(u0), p (y 	 u ) := (y , u ) is a semi-
conjugacy7.
(c) ω(y0	u0)×{0} is an isolated invariant subset of ω(y0	u0)×X .
(d) Recall that q0 is given by Theorem 4.12.
Hq C (y0	u0,ω(y0	u0)×{0})'
(
Z q = q0
0 q 6= q0.
(4.7)
PROOF. (a) K is compact, hence bounded. Consequently, there are C3,δ > 0 such
that u (t )−u (t ′)≤C3t − t ′δ t , t ′ ∈R
7surjective, continuous and commutes with the canonical semiflow
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for every solution u : R→ K . The crucial point is that the bound C3 depends only
on K but not on the specific solution u .
s 7→ s sin(ln(s + 1) − kpi/2) is uniformly Lipschitz-continuous, and thus for all
k ∈N u ′k (t )−u ′k (t ′)≤C4t − t ′δ t , t ′ ∈R.
Finally, observe that for every t ∈ R, there are at most two summands u ′k (t ) which
do not vanish. It follows that u0 is bounded and Hölder-continuous, where both
constants depend solely on K .
(b) Let there be given sequences (kn )n inN and (tn )n in [−pi/2,pi/2] such that kn →∞,
[kn ]Z/NZ→ [k0]Z/NZ, and set sn := eknpi/2+tn −1. Let us further assume that u snkn → u ′
uniformly on compact intervals, and sn sin tn → s0. As in the proofs of Lemma 4.11
and Lemma 4.15, it follows that y sn0 → y s0k0 as n→∞.
Since u snkn is a solution of y
sn
kn
, u ′must be a solution of y s0k0 , and y
sn
0 	u sn0 → y s0k0 	u ′.
Every z ∈ω(y0 	 u0) is the limit of a sequence (y0 	 u0)sn . Taking subsequences,
we obtain a sequence (s ′n )n such that u
s ′n
0 → u ′, y s
′
n
0 → y ′ and u ′ is a solution of Φy ′ .
Thus z = y ′	u ′.
In order to prove uniqueness, suppose that z = y ′	u ′ = y ′′	u ′′. It follows that
y ′ = y ′′	 (u ′′−u ′). Due to (H4), we must have y ′ = y ′′.
Finally, assume that p is not continuous. Then there is a sequence of the form
(yn 	 un )n such that yn 	 un → y0 	 u0 but d (yn , y0) ≥ " > 0 or d (un , u0) ≥ " > 0 for
all n ∈ N. We can assume without loss of generality that yn → y ′ and un → u ′ as
n →∞. Clearly, y0 	 u0 = y ′ 	 u ′. From the uniqueness of the decomposition, one
obtains y0 = y ′ and u0 = u ′, which is a contradiction.
(c) It follows from (H3) that Dx (y0	u0) is weakly hyperbolic. Hence, setting fn ≡ y0	u0
and L0 = Dx (y0	u0), (LIN0) is satisfied. It follows from Lemma 2.54 thatω(y0	u0)×
{0} is an isolated invariant set.
(d) This follows from Theorem 2.56. More precisely, it follows that there exists a q0 such
that (4.7) holds. By using Lemma 2.40, one concludes that q0 must agree with the
Morse index of the equilibrium solution u ≡ 0 with respect to y∞k for arbitrary k ∈
{1, . . . , N }.

PROOF OF THEOREM 4.12. In view of the remarks following the statement of the theorem,
it is sufficient to conduct the proof under the additional hypothesis (H4).
Throughout this proof, " > 0 is a fixed number. There are various conditions on " that will
be formulated later although it would be possible to collect all of these assumptions at the
beginning of the proof.
We neither assume nor do we require backwards uniqueness in this proof, yet we need to
separate distinct orbits. Suppose there are k = k (i ) connecting orbits8 in K , which are so-
lutions with respect to yi . Choosing t > 0 sufficiently large, it holds for every i ∈ {1, . . . , N }
that K (y −ti ) consists of exactly k (i ) points, each of them representing exactly one connecting
8An orbit is understood here as a subset of the phase space.
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orbit. For every z ∈ω(yi ), K (z ) is a set of finitely many fixed points of Φz . Denote zi := y −2ti ,
i ∈ {1, . . . , N }.
By (4.5), one has for all i ∈ {1, . . . , N }
q (zi ) =

i +
1
pi
arctan(−2t )

R/NZ
.
In view of the above equation, the following definition is useful.
q0 :=
1
pi
arctan(−2t ).
Because q is non-decreasing, there exists a continuous and monotone increasing function
q ′ : R+→R such that q ′(a )
R/NZ
:= q (y a0 ). Suppose that (al )l is an ascending sequence of
non-negative real numbers such that {al : l ∈N}= (q ′)−1({q0}).
By Lemma 3.51, there exists9 a regular index pair (N1, N2) for (y0, K ) with N1 ⊂ r −1(U"(K )). Let
"′ > 0 be arbitrary but fixed, α⊂R+ a closed interval, and set
Aα,q := A
"′
α,q := Hq (N1(α), N
−"′
2 (α))
as well as
Bk ,q := B
"′
k ,q := A
"′{ak },q (k , q ) ∈N×Z.
Given closed intervals α ⊂ β ⊂ R+, we define fα,β : Aα → Aβ to be the inclusion induced
homomorphism. We also define gk ,l : Bk ,q → Bl ,q , k ≤ l by
gk ,l := f
−1
[ak ,al ],{al } ◦ f{ak },[ak ,al ].
It follows from Lemma 3.56 that
dirlimk→∞(Bk ,q , gk ,l )k≤l 'Hq [N1, N −"′2 ]'Hq C (y0, K ) q ∈Z.
In order to prove the main theorem by contradiction, assume that Hq C (y0, K ) 6= 0 for some
q 6= q0 that is, there exist k0 ∈N and η0 ∈ Bk0 such that gk0,l (η0) 6= 0 for all l ≥ k0.
Choosing δ > 0 sufficiently small, the families (Bδ((y , x )))(y ,x )∈q˙−1({q0+k}) are disjoint for some
δ > 0 and for all k ∈Z. By using Lemma 4.16, one can assume that
U"(K )∩q−1({q0 +k R/NZ})⊂ ⋃
(y ,x )∈K ∩q−1({[q0+k]})
Bδ((y , x )).
Therefore, setting Uk ,x := (U"(K )∩Bδ((zk , x )))(y ak0 )
U"(K )(y
ak
0 ) =
⋃˙
x∈K (zk )Uk ,x
is a disjoint union taken over finitely many sets – one representing each orbit. Each Bk ,q is
isomorphic to a direct sum of homologies of subspaces, namely
Bk := Bk ,q '
⊕
x∈K (y ak0 )
Hq (N1(ak )∩Uk ,x , N −"′2 (ak )∩Uk ,x )︸ ︷︷ ︸
=:Bk ,x =:Bk ,x ,q
.
Consequently, gk ,l =
⊕
x ′∈K (y al0 )
∑
x∈K (y ak0 ) g (k ,x ),(l ,x ′), where
g (k ,x ),(l ,x ′) : Bk ,x → Bl ,x ′ g (k ,x ),(l ,x ′)(η) := pl ,x ′ ◦ gk ,l (η)
9In view of (H3), it is clear that there exists an index pair for (y0, K ), which need not be regular, though.
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and pl ,x ′ : Bl → Bl ,x ′ is the canonical projection.
The non-zero element η0 can be written as finite sum of elements in Bk0,x , so we may assume
without loss of generality that η0 ∈ Bk0,x0 . For all l ≥ k0, we have
gk0,l (η0) =
∑
g (l−1,x (l−k0−1)),(l ,x (l−k0)) ◦ g (l−2,x (l−k0−2)),(l−1,x (l−k0−1))
◦ · · · ◦ g (k0,x0),(k0+1,x ′)(η0) 6= 0,
(4.8)
where the sum taken over all l −k0-tuples (x ′, x (2), x (3), . . . , x (l−k0)) ∈ K (zk0+1)×K (zk0+2)×· · ·×
K (zl ). In other words, the sum is taken over all possible paths starting from (k0, x0).
LEMMA 4.19. Let Γ := ((k0 + l , xl ))l =1,...,n , be a tuple in (N×X )n such that xl ∈ K (y ak0+l0 ) for all
l ∈ {1, . . . , n}.
Define gΓ := g (k0,x0),γ if Γ = {γ} and
gΓ := g (k0+l−1,xl−1),(k0+l ,xl ) ◦ g ((k0+1,x0+1),...,(k0+l−1,xl−1))
otherwise.
Then, there is a sequence ((k0 + l , xl ))l∈N such that gΓn (η0) 6= 0 for every finite tuple of the form
Γn = ((k0 +1, x1), . . . , (k0 +n , xn )).
PROOF. By (4.8), there are tuples Γ of arbitrary length such that gΓ (η0) 6= 0. Suppose that
(Γn )n∈N is a sequence such that for all n ∈N, Γn = (γ1,n , . . . ,γn ,n ) is an n-tuple and gΓn (η0) 6= 0
for all n ∈N.
Since each of the sets K (y −tk ) is finite, it is possible to choose a subsequence (γ′i ,n )n of (γi ,n )n
for every i ∈N such that γ′i ,n converges i.e., γ′i ,n ≡ γi for large n ∈N.
A standard diagonal sequence argument implies that there
exists a subsequence (Γn (k ))k such that for all i ∈N, γi ,n (k ) ≡ γi for all i ∈N and all k ∈N with
i ≤ n (k ). It follows that g (γ1,...,γi )(η0) 6= 0 for all i ∈N. Hence, one can choose (k0 + l , xl ) := γl in
order to satisfy the conclusions of this lemma. 
By Lemma 4.19, there exists a sequence ((k0 + l , xl ))l such that xl ∈ K (zk0+l ) and
gΓn (η0) 6= 0 for all n ∈N, (4.9)
where we set Γn = ((k0 +1, x1), . . . , (k0 +n , xn )).
To every pair (l , xl ) with xl ∈ K (zl ), there is a unique solution (vl , ul ) : R→ K with (v, u )(0) =
(zl , xl ).
For l ∈N, define K1,l ⊂R+×Y ×X by
K1,l (s ) :=

; t <−pi/2
{(vl , ul )(s sin t )} −pi/2≤ t ≤pi/2
; pi/2< t ,
where lpi/2+ t = ln(s +1).
Letting q ′0 := 1pi arctan(−t ), it holds for every k ∈ Z that the set K[q0,q ′0] := {(y , x ) ∈ K : q (y ) ∈
[q0 + k , q ′0 + k ]R/NZ} consists of exactly one component Sk ,x for each orbit denoted by x ∈
K (zk ). For small "′ > 0, the sets Vk ,x := clΣ+(y0)×X U"′ (Sk ,x ) are pairwise disjoint.
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By the choice of " and in view of Lemma 4.16 we can assume that for all k ∈Z
{(y , x ) ∈U"(K ) : q (y ) ∈ q0 +k , q ′0 +k R/NZ} ⊂ n⋃
i=1
Vi . (4.10)
Let
K1 :=
⋃
l∈N
K1,l ,
and
N1,1 := {(t , x ) ∈N1 : d ((y t0 , x ), K1(t ))≤ "}
N1,2 := {(t , x ) ∈N1 : d ((y t0 , x ), K1(t ))≥ "},
where d (x , K1(t )) := sup{
x − y  : y ∈ K1(t )} denotes the usual distance from a point to a set.
It is clear that N1 = N1,1 ∪N1,2 and also that N1,1 as well as N1,2 are closed subsets of N1. Fur-
thermore, because N1 ⊂ r −1(U"(K )) and by (4.10), N1,1(t ) ∩ N1,2(t ) = ; for all t ∈ R+ with
q ′(t ) ∈ q0 +k , q ′0 +k R/NZ.
Let (M1, M2) be defined as follows:
M1 := N1 \ {(t , x ) ∈N1,2 : q ′(t ) ∈ q0 +k , q ′0 +k  for some k ∈Z}
M2 := (N2 ∩M1)∪{(t , x ) ∈N1,2 : q ′(t ) = q0 +k for some k ∈Z}
It follows from Lemma 4.17 that (M1, M2) is a regular index pair.
Let
A˜α,q := Hq (M1(α), M
−"′
2 (α))
B˜k ,q := A˜α,q ({ak }),
let f˜α,β : A˜α→ A˜β , α⊂ β be inclusion induced and let g˜k ,l : B˜k ,q → B˜l ,q , k ≤ l be given by the
formula
g˜k ,l := f˜
−1
[ak ,al ],{al } ◦ f˜{ak },[ak ,al ].
One has (N1({ak }), N2({ak })) ⊂ (M1({ak }), M2({ak })) for all k ∈ N and (N1({ak }), N −"′2 ({ak })) ⊂
(M1({ak }), M −"′2 ({ak })) provided that "′ > 0 is small. One can prove10 the following diagram
with inclusion induced homomorphisms ik and il (k0 ≤ k ≤ l ) is commutative:
Bk ,q
ik

gk ,l // Bl ,q
il

B˜k ,q
g˜k ,l // B˜l ,q
Bk ,xk
'
OO
g (k ,xk ),(l ,xl ) // Bl ,xl
'
OO
(4.11)
For large indices k ∈N, ik is – up to an isomorphism – a projection associated with one com-
ponent of a direct sum:
Hq (N1({ak }), N −"′2 ({ak })) ' Hq (N1({ak })∩N1,1, N −"′2 ({ak })∩N1,1))
⊕Hq (N1({ak })∩N1,2, N −"′2 ({ak })∩N1,2).
10Intuitively, we have interrupted all connections except for one. The calculation itself is rather tedious.
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Because Hq [M1, M2]' dirlim(B˜k ,l , g˜k ,l ) by Lemma 3.56, it follows from (4.9) and (4.11) that
Hq [M1, M2] 6= 0 for some q 6= q0. (4.12)
In order to obtain a contradiction, we consider two cases:
(I) For all k ≥ k0, ‖uk (t )−uk+1(−t )‖→ 0 as t →∞, or
(II) there are arbitrarily large k ∈Nwith uk (t )−uk+1(−t ) 6→ 0 as t →∞.
In other words, either the ω-limes set of uk (a single fixed point) and the α-limes set of uk+1
agree for all but finitely many indices k or they do not. We will show that in either case
Hq [M1, M2] = 0 (q 6= q0 has been obtained from the assumption that Hq C (y0, K ) 6= 0), which
is a contradiction and completes the proof of Theorem 4.12 under the additional assumption
(H4).
(I) The assumptions of Lemma 4.18 are satisfied. Let u0 be given by that lemma, and
define y ′0 := y0	u0. Let N be a strongly admissible isolating neighborhood for (y0, K ),
and let p = (p1, p2) : Σ+(y ′0 )→ Σ+(y0)×Σ+(u0) be defined by Lemma 4.18. It follows
that N ′ := P −1(N ) is a strongly admissible isolating neighborhood, where we set P :
Σ+(y ′0 )× X → Σ+(y0)× X , (y , x ) 7→ (p1(y ), x + p2(y )(0)). We may thus denote K ′ :=
InvN ′.
Recall that (M1, M2) is an index pair for Φy0 , so
M ′i := {(t , x −u0(t )) : (t , x ) ∈Mi } i ∈ {1, 2}, (4.13)
defines an index pair (M ′1, M ′2) for Φy ′0 .
We claim that (M ′1, M ′2) is an index pair for (y ′0 , K ′0), where
K ′0 :=
 
ω(y0	u0)×{0}︸ ︷︷ ︸
=:A
∪{(y 	u0, x ) ∈ K ′ : q (y )∩ (Z+1/2) 6= ;}︸ ︷︷ ︸
=:R
.
R is the set of fixed points (in K ′) of the autonomous equations.
Let Wδ :=Uδ(K ′0) be a neighborhood of K ′0 . We aim to prove that for small δ > 0,
r −1y ′0 (Wδ)⊂M ′1 \M ′2. (4.14)
As (N1, N2) is an index pair for (y0, K ), there is a neighborhood WK of K in Σ+(y0)×X
such that r −1y0 (WK )⊂N1 \N2.
If (4.14) does not hold, there is a sequence (y tn0 	u tn0 , xn )→ (z , x0) ∈ K ′0 such that
for all n ∈N it holds that (tn , xn ) 6∈M ′1 \M ′2 and (tn , xn + u0(tn )) 6∈M1 \M2, which is
equivalent.
Since (y tn0 , xn + u (tn ))→ P (z , x0) ∈ K , it follows that (tn , xn + u (tn )) ∈N1 \N2 for
all but finitely many n ∈N. Altogether, one has (tn , xn +un (tn )) ∈ (N1 \N2)\ (M1 \M2)
for large n ∈N.
Thus, q ′(tn ) ∈ q0 +k , q ′0 +k  for some k ∈Z, implying that x0 = 0 by the choice
of K ′0 , whence it follows that xn + un (tn ) ∈N1,1 ⊂M1 for large n ∈N, so xn + un (tn ) ∈
M1 \M2, which is a contradiction. This proves (4.14).
Trivially, M ′1 \M ′2 ⊂ r −1y ′0 (N˜ ), where we set
N˜ := Wδ ∪ clY ×X r (M ′1 \M ′2).
98 4. CYCLES OF ASYMPTOTICALLY AUTONOMOUS EQUATIONS
We need to prove that N˜ is an isolating neighborhood for K ′0 . It is clear that N˜ ⊂N ′
for small δ > 0, so InvN˜ ⊂ InvN ′. Suppose that N˜ is not an isolating neighborhood
for K ′0 , so there is a point ( y˜ , x˜ ) ∈ (InvN˜ ) \K ′0 .
In view of Lemma 4.18, one has y˜ = (yl 	 ul )s0 for some uniquely determined
l ∈ N and s0 ∈ [−∞,∞]. By the choice of K ′0 , one must have s0 ∈ R. We can even
assume that s0 =−2t , so q (y s0l ) = q0. K ′( y˜ ) is finite by assumption, so provided δ > 0
is small enough, there is a sequence (sn , xn ) ∈M ′1 \M ′2 such that
((y ′0 )sn , xn )→ ( y˜ , x˜ ).
It follows from Lemma 4.18 that
y sn0 → y s0l .
As in the proof of Lemma 4.15, we write tn +knpi/2 = ln(sn +1), where kn ∈N and
−pi/4 < tn ≤ pi/4. Taking subsequences, we can assume without loss of generality
that ukn ≡ ul , sn sin tn → s0 and [kn ]R/NZ = [l ]R/NZ.
One has (sn , xn + ul (−2t )) ∈M1 \M2 for all n ∈N, so
d ((y sn0 , xn + ul (−2t )), (vl , ul )(−2t ))≤ ".
Taking n→∞, we obtain
d ((y −2tl , x˜ + ul (−2t )), (y −2tl , 0+ ul (−2t )))≤ ".
By (4.10), we must have x˜ = 0, so ( y˜ , x˜ ) ∈ K ′0 , which is a contradiction, proving that
N˜ is an isolating neighborhood for K ′0 .
The proof that (M ′1, M ′2) is an index pair for (y ′0 , K ′0) is now complete, and thus
Hq C (y0, K ′0) 6= 0 q 6= q0.
By Corollary 2.22, one has
H∗C (y0	u0, R ) = 0,
so using Theorem 3.27, one deduces that
H∗C (y0	u0, A)'H∗C (y0	u0, K ′0).
However, it follows immediately from Lemma 4.18 that
Hq (C (y0	u0, A))' 0 q 6= q0.
(II) In this case, there is a sequence l (n ) ∈Nwith l (n )→∞ such that
ω(ul (n ))∩α(ul (n )+1) = ;. By the choice of " > 0, that is by the choice of a sufficiently
small isolating neighborhood at the beginning of the proof and as N ≥ 2 by (H4), we
can assume thatω(ul (n )) and α(ul (n )+1) belong to distinct connected components of
U"(K )∩q−1(q0 + l (n ), 0+ l (n ) +1R/NZ) =: Wn .
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Each connected component of Wn contains exactly one fixed point e of Φy∞l (n ) . Tak-
ing subsequences, one can assume without loss of generality that Wn ≡W does not
depend on n .
Since Hq [M1, M2] 6= 0, it follows from Corollary 2.20 that the evolution operator
Φy0 has solutions of arbitrary length. More precisely, there is a t0 ∈R+ and for every
T ∈ R+ a solution u ′ : [t0, t0 +T ] → X of Φy0 such that (t , u ′(t )) ∈ M1 \M2 for all
t ∈ t ′0, T .
By the construction of (M1, M2), there exist a solution u ′ and an l0 = l (n0) ∈ N
such that al0 ≥ t0, u ′(al0 ) ∈U"((vl0 , ul0 )(−2t )) and u ′(al0+1) ∈U"(vl0+1, ul0+1)(−2t )).
However, U"((vl0 , ul0 )(−2t )) ∩W belongs to the same connected component of
W as ω(vl0 , ul0 ) and U"(vl0+1, ul0+1)(−2t ))∩W belongs to the same connected com-
ponent of W as α(vl0+1, ul0+1), which is a contradiction.


CHAPTER 5
The Generic Structure of an Asymptotically Autonomous Semilinear
Parabolic Equation
Let Ω ⊂Rm , m ≥ 1 be a bounded domain with smooth boundary. As an illustrative example
for the abstract result in the following section, consider the following problem
∂t u −∆u = f (t , x , u (t , x ),∇u (t , x )) (5.1)
u (t , x ) = 0 x ∈ ∂ Ω
u (t , x ) = u0(x ) x ∈Ω
Suppose that f is sufficiently regular and f (t , x , u , v )→ f ±(x , u ) as t → ±∞ uniformly on
compact subsets. Note that the limit nonlinearities f ± are independent of the gradient ∇u .
The limit problems
∂t u −∆u = f ±(x , u (t , x )) (5.2)
u (t , x ) = 0 x ∈ ∂ Ω
u (t , x ) = u0(x ) x ∈Ω
define local gradient-like semiflows on an appropriate Banach space X˜ . It is well-known that
for generic f ±, every equilibrium of (5.2) is hyperbolic. Hence, a solution u : R→ X˜ is either
an equilibrium solution or a heteroclinic connection.
It has been proved [4] that for a generic f the semiflow induced by
∂t u −∆u = f (x , u (t , x ), 0)
u (t , x ) = 0 x ∈ ∂ Ω
u (t , x ) = u0(x ) x ∈Ω
Morse-Smale. The Morse-Smale property particularly means that:
(1) every bounded subset of X˜ contains only finitely many equilibria;
(2) a connection1 between e − and e + can only exist if the respective Morse-indices sat-
isfy m (e +)<m (e −).
In this chapter, motivated by the results of the previous chapter, an analogue to the Morse-
Smale property will be proved for asymptotically autonomous semilinear parabolic equations
which are asymptotically autonomous, for example (5.1). Roughly speaking, the general sit-
uation is as follows: Equilibria in the autonomous case correspond to connections between
two equilibria having the same Morse-index, and every bounded set contains only finitely
1non-trivial, that is, except for constant solutions
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many such connections. Furthermore, a connection between equilibria e − and e + can only
exist if m (e +)≤m (e −).
The proof of our results is similar to the relevant parts of [4], applying an abstract transverality
theorem to a suitable differential operator. Compared to [4], the problem appears to be less
involved. It is also possible to remove assumptions on the injectivity (respectively the dense-
ness of the range) of certain linear evolutions operators. Therefore, we are able to formulate
the main result, Theorem 5.4 in a rather abstract setting.
We will now apply Theorem 5.4 to the concrete problem (5.1). Let p > m ≥ 1, X := L p (Ω),
which is reflexive, and define an operator
A : W 2,p (Ω)∩W 10 (Ω)→ L p (Ω)
Au := −∆u .
A is a positive sectorial operator and has compact resolvent. As usual, define the fractional
power space X α as the range of A−α equipped with the norm ‖x‖α := ‖Aαx‖X . For α < 1
sufficiently large, the space X α is continuously imbedded in C 1(Ω¯) (Lemma 2.50). Hence, f
gives rise to a Nemitskii operator fˆ : R×X α→ X , where
fˆ (t , u )(x ) := f (t , x , u (x ),∇u (x )).
Suppose that for some δ > 0:
(1) f (t , .) → f ± uniformly on sets of the form Ω × Bη(0) × Bη(0) ⊂ Ω ×R ×Rm , where
η > 0 and f ± : Ω×R→R is continuously differentiable in its second variable with
∂u f
±(x , u ) being continuous,
(2) every equilibrium of (5.2) is hyperbolic,
(3) f (t , x , ., .) is C∞, and
(4) each partial derivative of f (t , x , ., .) is continuous in x , bounded and Hölder-con-
tinuous in t with Hölder-exponent δ uniformly on sets of the formR×Ω×Bη[0,R]×
Bη[0,Rm ], η> 0.
Let C 0,δ0 (R× Ω¯) denote the set of all in t Hölder-continuous (with exponent δ > 0) functions
g : R×Ω→R with g (t , x )→ 0 as t →±∞ uniformly on Ω. C 0,δ0 (R× Ω¯) is endowed with the
norm g  := sup
(t ,x )∈R×Ω
g (t , x )+ sup
(t ,x )6=(t ′,x )∈R×Ω
g (t , x )− g (t ′, x )
|t − t ′|δ .
THEOREM 5.1. There is a residual subset Y ⊂ C 0,δ0 (R× Ω¯) such that for all g ∈ Y the following
holds:
For every solution of u : R→W 2,p (Ω) of
ut + Au = fˆ (t , u ) + gˆ (t ),
it holds that:
(1) There are equilibria e ± of
ut + Au = fˆ
±(u )
such that u (t )→ e ± in C (Ω¯) as t →±∞.
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(2) m (e −)≥m (e +) and m (e −) = m (e +) only if
vt + Av = D fˆ (t , u (t ))v
does not have a non-trivial (L p (Ω)-) bounded solution.
Since there are continuous imbeddings X 1 ⊂C (Ω¯,R)⊂ X 0, the above theorem follows imme-
diately from Corollary 5.5.
5.1. Abstract Formulation of the Result
In this section, we introduce some additional notation. Subsequently, the main result, Theo-
rem 5.4, is formulated.
Let X and Y be normed spaces and Ω ⊂ X be open. L (X , Y ) is the space of all continuous
linear operators X → Y endowed with the usual operator norm.
C kB (Ω, X ) denotes the space of all k -times continuously differentiable mappings Ω→ X with
bounded derivatives up to order k . The spaces endowed with the usual normy  := sup
x∈Ω
max{y (x ), . . . ,D k y (x )}
The space C k ,δB (Ω, Y ) is the subspace of C
k
B (Ω, Y ) which consists of all functions in C
k
B (Ω, Y )
whose k -order derivative is Hölder-continuous with exponent δ > 0. In the case δ = 0, we
simply set C k ,0B (Ω, Y ) := C
k
B (Ω, Y ). On C
k ,δ
B (Ω, Y ), we consider the normy  := y 
C kB (R,X )
+ sup
x ,x ′∈Ω x 6=x ′
D k y (x )−D k y (x ′)
‖x − x ′‖δ .
C k ,δB ,0 (R, Y ) denotes the closed subspace of C
k ,δ
B (R, Y ) containing all functions x with x (t )→ 0
as |t | →∞.
Let η > 0 and iη : Bη(0) ∩ Ω → Ω the inclusion mapping. Let C k ,δb (Ω, Y ) denote the set of
all functions f : Ω→ Y such that f ◦ iη ∈ C k ,δb (Ω ∩ Bη(0), Y ) for all η > 0. These spaces are
equipped with an invariant metric
d ( f , f ′) := d ( f − f ′, 0) := ∑
n∈N
2−n
( f − f ′) ◦ iη
1+
( f − f ′) ◦ iη .
This metric induces the respective topology of uniform convergence on bounded sets, that is,
fn → f in C kb (Ω, Y ) (resp. C k ,δb (Ω, Y )) if fn ◦ i"→ f ◦ i" in C k ,δB (Ω∩B"(0), Y ) for every " > 0.
DEFINITION 5.2. We say that an evolution operator T (t , s ) on a normed space X admits an
exponential dichotomy on an interval J if there are constants γ, M > 0 and a family (P (t ))t ∈J
inL (X , X ) such that:
(1) T (t , s )P (s ) = P (t )T (t , s ) for t ≥ s .
(2) The restriction T (t , s ) : R (P (s ))→R (P (t )) is an isomorphism. Its inverse is denoted
by T (s , t ), where s < t .
(3) ‖T (t , s )(I −P (s ))‖L (X ,X ) ≤M e −γ(t−s ) for t ≥ s .
(4) ‖T (t , s )P (s )‖L (X ,X ) ≤M e γ(t−s ) for t < s .
We also refer to the the family of projections as an exponential dichotomy.
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DEFINITION 5.3. Let pi be a semiflow on a normed space X . We say that pi is simple gradient-
like if:
(a) Every equilibrium e of pi is isolated2.
(b) For every bounded solution u : R→ X , one has u (t )→ e − as t →−∞ and u (t )→ e +
as t →∞.
(c) There is a partial order ≺ on the set E of all equilibria such that e + ≺ e − whenever u
satisfies (b).
(d) If u is given by (b) and e − = e +, then u ≡ e .
Unless otherwise stated, let X be a reflexive Banach space and A a positive sectorial operator
defined on subspace X 1 ⊂ X . X α :=R (A−α) denotes the α-th fractional power space with the
norm ‖x‖α := ‖Aαx‖. We will assume that the operator A has compact resolvent.
Fix some δ ∈ ]0, 1[, and let f ∈ C 1,δb (R× X α, X ) be asymptotically autonomous, that is, there
are g ± ∈ C 1,δb (X α, X ) such that f (t , .)→ g ± in C 1,δb (X α, X ) as t →±∞. We consider solutions
of
ut + Au = f (t , u ) (5.3)
and its limit equations
ut + Au = g
±(u ). (5.4)
The above equations define evolution operators (respectively semiflows in the autonomous
case) on X α.
By an equilibrium e of (5.4), we mean a point e ∈ X α such that u : R→ X α, t 7→ e , solves
(5.4). We say that an equilibrium e is hyperbolic if the linearized equation
ut + Au = D g
±(e )u
admits an exponential dichotomy (P (t ))t ∈R. The Morse-index of e is m (e ) := dimR P (t ),
where t ∈R can be chosen arbitrarily.
THEOREM 5.4. Assume that:
(a) Every equilibrium e of (5.4) is hyperbolic.
(b) f ∈Cb (R×X α, X )
(c) f (t , .)→ g ± in C 1b (X α, X ) as t →±∞
(d) f (t , .) is C∞ for each t ∈R, D kx f (t , x ) Hölder-continuous in t with Hölder-exponent
δ uniformly on sets of the formR×Bη(0)⊂R×X α, and
D k f (t , x )≤C (k ,‖x‖α) for
all k ∈N∪{0} and all (t , x ) ∈R×X α.
(e) The semiflows induced by (5.4) are simple gradient-like.
Let β ∈ [0, 1], and let C 0,δB ,0 (R, X β ) denote the complete subspace of all x ∈ C 0,δB (R, X β ) with
‖x (t )‖α→ 0 as |t | →∞. Then, for a generic3 g ∈C 0,δB ,0 (R, X β ), every bounded solution u : R→
X α of
ut + Au = f (t , u ) + g (t ) (5.5)
satisfies:
2The term simple refers to this hypothesis.
3i.e., there is a residual subset of C 0,δB (R, X
β ) such that all g in this subset have the stated property
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(1) There are equilibria e −, e + of the respective limit equation (5.4) such thatu (t )− e −
α
→ 0 as t →−∞ and u (t )− e +
α
→ 0 as t →∞.
(2) m (e +)≤m (e −) and m (e −) = m (e +) only if the linear equation
vt + Av = D f (t , u (t ))v (5.6)
does not have a non-trivial bounded solution v : R→ X α.
Note that (2) is equivalent to the existence of an exponential dichotomy for (5.6) (cf. the proof
of Lemma 5.15).
PROOF. (1) Since the limit equations (5.4) are simple gradient-like, this is a conse-
quence of Lemma 5.7.
(2) This follows from Theorem 5.10 together with Lemma 5.24.

COROLLARY 5.5. Let E be a normed space such that X 1 ⊂ E ⊂ X 0, the inclusions being contin-
uous.
Moreover, assume the hypotheses of Theorem 5.4. Then the conclusions of Theorem 5.4 hold for
a generic g ∈C 0,δB ,0 (R, E ).
PROOF. Let Y denote the set of all g ∈C 0,δB ,0 (R, X ) such that 0 is a regular value of Φ(., g ). It
follows from Theorem 5.10 that Y =
⋂
n∈N Yn , where each Yn is open and dense in C 0,δB ,0 (R, X ).
A second application of Theorem 5.10 proves that Y ∩C 0,δB ,0 (R, X 1) is dense in C 0,δB ,0 (R, X ).
By the continuity of the inclusions, each of the sets Yn∩C 0,δB ,0 (R, E ) is open in C 0,δB ,0 (R, E ). More-
over, Y ∩C 0,δB ,0 (R, X 1) is a dense subset of each Yn ∩CB ,0(R, E ), which proves that
⋂
n∈N(Yn ∩
CB ,0(R, E )) = Y ∩CB ,0(R, E ) is residual. 
5.2. A Skew Product Semiflow and Convergence of Solutions
Let Y ⊂ Cb (R× X α, X ) denote the subspace, that is, equipped with a metric of convergence
uniformly on bounded sets, of all functions f : R×X α→ X such that:
(1) f (t , .) ∈C 1b (X α, X ) for all t ∈R
(2) t 7→ f (t , .) is a Hölder-continuous functionR→C 1b (X α, X )
The above assumptions are rather strong, but we do not strive for maximum generality here.
It is easy to prove
LEMMA 5.6. For every f ∈ Y , the translation t 7→ f t (s , x ) := f (t + s , x ),R→ Y is continuous.
Let Y0 ⊂ Y be a compact subspace of Y which is invariant with respect to translations. We
consider solutions of the semilinear parabolic equation
u˙ + Au = y (t , u ). (5.7)
These induce a skew-product semiflowpi :=piY0 on Y0×X α, where we set (y , x )pit := (y t , u (t ))
if there exits a solution u : [0, t ]→ X α of (5.7) with u (0) = x . It follows4 from [26, Theorem
47.5] that pi is continuous.
4e.g.
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Now suppose that y t → y − as t → −∞ and y t → y + as t →∞, where y −, y + ∈ Y are au-
tonomous. It is easily seen that the set Y0 := clY {y t : t ∈ R} = {y t : t ∈ R} ∪ {y −, y +} is
compact. Moreover for y + (resp. y −), (5.7) defines a semiflow on X α, which is denoted by
χy + (resp. χy −).
It is easy to see that the two lemmas still hold true in a more general setting, replacing the
boundedness in X α by an asymptotic convergence assumption, admissibility [22] for exam-
ple.
LEMMA 5.7. Assume that χy + (resp. χy −) is simple gradient-like
5, and let u : R → X α be a
bounded solution of (5.7). Then, u (t ) converges to an equilibrium of χy + (resp. χy −) as t →∞
(resp. t →−∞).
PROOF. We consider only the case t →∞ because t →−∞ can be treated analogously.
Suppose to the contrary that N ⊂ X α is bounded and u : R→ Y0×N is a solution withω(u ) 6=
{(y +, e0)}, where e0 denotes a minimal equilibrium in {x : (y +, x ) ∈ ω(u )}. The minimality
refers to the partial order ≺ introduced in Definition 5.3.
Let E ⊂ {y +}×X α denote set set of all equilibria inω(u ). Pick an " > 0 such that B"[(y +, e0)]∩
E = {(y +, e0)} and a sequence tn → ∞ with u (tn ) → (y +, e0). There are sn ≥ tn such that
d (u (sn ), (y +, e0)) = " and u ([tn , sn ])⊂ B" (y +, e0).
We claim that |tn − sn | →∞ as n→∞. Otherwise, we may assume without loss of generality
that rn := |tn − sn | → r0. The continuity of the semiflow implies that ∂ B"[(y +, e0)] 3 u (sn )→
(y +, e0)pir0, which is a contradiction. Choosing a subsequence (s ′n )n of (sn )n , we can assume
that u (s ′n )→ (y +, x0) ∈ ∂ B"[(y +, e0)]∩ Inv−pi(B"[(y +, e0)]). Since χy + is simple gradient-like, one
has (y +, x0)pit → (y +, e ) as t →∞ for some e ∈ E , so e ≺ e0, in contradiction to the minimality
of e0. 
5.3. Surjectivity
We consider the following (Banach) spaces:
X := C 1,δB (R, X )∩C 0,δB (R, X 1)
Y := C 0,δB ,0 (R, X β ) := {y ∈C 0,δB (R, X β ) : y (t )→ 0 as t →±∞} 0≤β ≤ 1
Z := C 0,δB (R, X ).
Here, we choose ‖x‖X := ‖x‖C 1,δB (R,X ) + ‖x‖C 0,δB (R,X 1).
A function f : R×X α→ X 0 gives rise to a Nemytskii operator fˆ defined by
fˆ (u )(t ) := f (t , u (t )).
LEMMA 5.8. Under the hypotheses (b), (c) and (d) of Theorem 5.4,
fˆ maps bounded Hölder-continuous functions to bounded Hölder-continuous functions, that
is, fˆ (C 0,δB (R, X
α))⊂C 0,δB (R, X 0)
LEMMA 5.9. Under the hypotheses (b) and (d) of Theorem 5.4, fˆ : C 0,δB (R, X
α)→ C 0,δB (R, X ) as
defined above is C∞.
5according to Definition 5.3 equilibria are isolated
5.3. SURJECTIVITY 107
PROOF. Suppose that u , u ′, v ∈C 0,δB (R, X α) satisfy ‖u‖,
u ′≤M , and set
B (t ) := Dx f (t , u (t )).
For arbitrary v ∈C 0,δ(R, X α) and t , s ∈R+, one has the estimates
‖B (t )v (t )‖0 ≤ C1(M )‖v ‖CB (R,X α)
‖B (t + s )v (t + s )−B (t )v (t )‖0 ≤ C2(M )sδ‖v ‖CB (R,X α) +C1(M )sδ‖v ‖C 0,δB (R,X α),
where C1(M ), C2(M ) are derived from the assumptions on Dx f .
Now, set B (t , y ) := Dx f (t , u (t ) + y )−Dx f (t , u (t )). We have
B (t , y ) =
1∫
0
D2x f (t , x +λy )y dλ
B (t , y1)−B (t , y2) =  Dx f (t , x + y1)−Dx f (t , x )−  Dx f (t , x + y2)−Dx f (t , x )
=
1∫
0
D2x f (t , x + y2 +λ(y1− y2))(y1− y2) dλ,
B (t + s , y )−B (t , y ) =  Dx f (t + s , x + y )−Dx f (t + s , x )−  Dx f (t , x + y )−Dx f (t , x )
=
1∫
0

D2x f (t + s , x +λy )−D2x (t , x +λy )

y dλ,
so B (t , y )z
0
≤ C3(M )
y 
α
‖z‖αB (t + s , y2)z2−B (t , y1)z10 ≤ C3(M ) y2‖z2− z1‖α
+
y2− y1α‖z1‖α+ sδy1α‖z1‖α
whence it follows that [D fˆ (u )]v (t ) := D f (t , u (t ))v (t ) satisfiesD fˆ (u + u ′)−D fˆ (u )L (C 0,δB (R,X α),C 0,δB (R,X )) ≤C3(M )u ′C 0,δB (R,X α). (5.8)
In particular, one has
D fˆ ∈Cb  C 0,δB (R, X α), L (C 0,δB (R, X α), C 0,δB (R, X )).
Moreover,
f (t , x + y ) = f (t , x ) +D f (t , x )y +
1∫
0
 
D f (t , x +λy )−D f (t , x ) y dλ,
so
fˆ (u + u ′)− fˆ (u )−D fˆ (u )u ′ =
1∫
0
 
D fˆ (u +λu ′)−D fˆ (u )u ′ dλ,
and by (5.8),  fˆ (u + u ′)− fˆ (u )−D fˆ (u )u ′≤C3(M )u ′2,
which proves that fˆ is continuously differentiable and D fˆ as defined above is indeed the
derivative. The higher derivatives can be treated analogously. 
Define Φ :=Φ f : X ×Y →Z by
Φ(u , v )(s ) := ut (s ) + Au (s )− f (s , u (s ))− v (s ).
Φ is continuous by the choice ofX ,Y , andZ .
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Recall that a subset of a topological space is nowhere dense if the interior of its closure is
empty. A countable union of nowhere dense sets is called meager and the complement of a
meager set residual. The following theorem is the main result of this section.
THEOREM 5.10. Under the hypotheses of Theorem 5.4, the set of all y ∈Y such that 0 is a regu-
lar6 value of Φ(., y ) is residual (inY ).
In order to prove Theorem 5.10, we need to check the premises of the following theorem,
which is a simplified version of [4, Theorem 2.1] (see also [13, Theorem 5.4]).
THEOREM 5.11. Let X , Y , Z be open subsets of Banach spaces, r a positive integer, and Φ : X ×
Y → Z a C r map. Assume that the following hypotheses are satisfied:
(1) For each (x , y ) ∈Φ−1({0}), DxΦ(x , y ) : X → Z is a Fredholm operator of index less than
r .
(2) For each (x , y ) ∈Φ−1({0}) DΦ(x , y ) : X ×Y → Z is surjective.
(3) The projection p : (x , y ) 7→ y : Φ−1({0})→ Y is σ-proper, that is, there is a countable
system of subsets Vn ⊂ Φ−1({0}) such that ⋃n∈NVn = Φ−1({0}) and for each n ∈N the
restriction pn : Vn ∩Φ−1({0})→ Y of p is proper.
Then the set of all y ∈ Y such that 0 is a regular value of Φ(., y ) is residual in Y .
Using Lemma 5.9, it is easy to see that Φ is C∞. In particular, we have
DΦ(u0, v0)(u , v ) = ut + Au −D fˆ (u0)u − v.
Now, suppose that Φ(u0, v0) = 0, that is, u0 is a (classical) solution of
ut + Au = fˆ (u ) + v0.
Under the assumptions of Theorem 5.10, it follows from Lemma 5.7 that u (t ) converges to a
(hyperbolic) equilibrium e ± of the respective limit equation as t →±∞.
PROOF OF THEOREM 5.10. Initially, define
Xn := {x ∈X : ‖x (t )‖α < n for all t ∈R} n ∈N.
It is clear thatX =⋃n∈NXn .
Since each equilibrium of (5.4) is hyperbolic, there are only finitely many equilibria e with
‖e ‖α ≤ n . Hence, there is an m ∈N such that m (e )≤m whenever e is an equilibrium of (5.4)
with ‖e ‖α ≤ n .
Furthermore, there is an " = "(n )> 0 such that
e − e ′
α
> " for every pair (e , e ′) of equilibria
with ‖e ‖α ≤ n and
e ′
α
≤ n . Define
Xn ,m := {x ∈Xn : x (t ) ∈
⋃
e
B"[e ] for |t | ≥m},
where the union is taken over all equilibria e with ‖e ‖α ≤ n .
Let (u0, y0) ∈Xn ×Y be a solution of Φ(u0, y0) = 0. By our assumptions and [4, Lemma 4.a.11],
assumption (CH) in Lemma 5.13 is satisfied. Hence, it follows from Theorem 5.16 and Lemma
6DxΦ(x0, y ) : X →Z is surjective whenever Φ(x0, y ) = 0
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5.18 that for every solution u0 ∈ Xn , DxΦ(u0, y0) : X → Z is a Fredholm operator and its
(Fredholm) index is bounded by m . Furthermore,
L (u , v ) := ut + Au −Du f (t , u0)u + v (5.9)
defines a surjective operatorX ×W →Z , where W = span{w1, . . . , wm} and w1, . . . , wm ∈ Y
have compact support.
In order to apply Theorem 5.11, we need to show that the map (x , y ) 7→ y : Φ−1({0})→Y is
σ-proper, that is, there is a family (Vn )n with Φ−1({0}) =⋃n∈NVn such that for each n ∈N the
map
(x , y ) 7→ y : Vn →Y (5.10)
is proper.
Let (x , y ) ∈ Φ−1({0}) with x ∈ Xn . Since y (t )→ 0 as t →±∞, x converges to an equilibrium
as t →±∞ (Lemma 5.7). Hence,
Φ−1({0}) = ⋃
(n ,m )∈N×N
 
Φ−1({0})∩ (Xn ,m ×Y︸ ︷︷ ︸
=:Vn ,m
)

.
Let (xn , yn ) be a sequence in Vn ,m with yn → y0 inY . Using the compactness of the evolution
operators on X α defined by
ut + Au = f (t , u ) + y y ∈Y ,
it follows that there is a solution x0 : R → X α and a subsequence (x ′n )n such that x ′n → x0
uniformly on bounded sets. Suppose that the convergence is not uniform with respect to
t ∈ R. In this case, there are a subsequence (x ′′n )n , a sequence (tn )n and an η > 0 such thatx ′′n (tn )− x0(tn ) ≥ η for all n ∈N. Moreover, we can assume without loss of generality that
tn →∞ or tn →−∞.
By the choice of Vn ,m , there are equilibria e
± with x ′′n (t ) ∈ B"(e ±) for all t with |t | ≥m . Hence,
one has x0(t ) ∈ B"[e ±] for |t | ≥ m . Using assumption (c) of Theorem 5.4 and [26, Theorem
47.5], it follows that there is a solution u :R→ B"[e ] (either e = e + or e = e −) of one of the limit
equations such that ‖u (0)− e ‖α ≥ η > 0. We can assume without loss of generality that B"[e ]
is an isolating neighborhood for e , which means that u ≡ e . This is an obvious contradiction,
so
sup
t ∈R
‖xn (t )− x0(t )‖α→ 0 as n→∞.
By [4, Lemma 4.a.6], one has xn → x0 ∈ X , which proves that the map defined by (5.10) is
proper.
Now, it follows from Theorem 5.11 that there is a residual subset Yn ⊂ Y such that for every
y ∈Yn , 0 is a regular value of Φ(., y ) : X →Z .
This completes the proof since a countable intersection of residual sets is residual. 
LEMMA 5.12. For every F ∈ L (Rn ,Rn ) with det F > 0, there is an Fˆ ∈ C∞([0, 1] ,L (Rn ,Rn ))
such that Fˆ (0) = id, Fˆ (1) = F , and det F (t )> 0 for all t ∈ [0, 1].
The proof is omitted.
LEMMA 5.13. Suppose that:
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(CH) B ∈ C 0,δ(R,L (X α, X )) with B (t )→ B+ as t →∞ and B (t )→ B− as t →−∞. There
further exists an m+ ∈N (resp. m−) such that the evolution operator defined by solu-
tions of
ut + Au = B
+u (resp. B−u) (5.11)
admits an exponential dichotomy P defined for t ∈ R+ (resp. t ∈ R−) with |t | large
and dimR (P ) = m+ (resp. m−).
If m− = m+ =: m, then there exist t1 ≤ t2 and an R ∈C∞([t1, t2] ,L (X α, X )) such that there does
not exist a bounded non-trivial (mild) solution of
ut + Au = B (t )u +
(
R (t )u t ∈ [t1, t2]
0 otherwise.
(5.12)
LEMMA 5.14. Suppose that A is a positive sectorial operator having compact resolvent. Let X1 ⊂
X 1 =D(A) be an arbitrary finite-dimensional subspace.
Then, there are a closed subspace X2 ⊂ X and B ′ ∈L (X , X ) such that X = X1⊕X2, (A−B ′)x = 0
for all x ∈ X1, and (A−B ′)x ∈ X2 for all x ∈ X2 ∩D(A).
PROOF. The claim is trivial for X1 = {0}, so we will assume that X1 6= {0}.
Let P ∈L (X , X1) denote an otherwise arbitrary projection, and let R (µ, A) ∈L (X , X ) denote
the resolvent of A +µI . We have [20, Theorem 5.2 in Chapter 2]R (µ, A)≤ Mµ ,
so every real µ> 0 sufficiently large is in the resolvent set of
A +µI −AP = (A +µI )(I −R (µ, A)AP ). (5.13)
Moreover, the resolvent R ′(µ) of (5.13) is compact, and 1µ is an eigenvalue of R ′(µ). Let X =
X ′1 ⊕ X ′2 be the associated decomposition of X , where X ′1 ⊃ X1 is the generalized eigenspace
associated with 1µ and X
′
2 is R
′(µ) invariant.
Finally, let Q ∈L (X , X ′1) denote the projection with kernel X ′2. The operator
A− (AP + A(I −P )Q )︸ ︷︷ ︸
=:B ′
vanishes on X ′1. Let C satisfy the relation X ′1 = X1⊕C , and set X2 := C ⊕X ′2. 
PROOF OF LEMMA 5.13. Let the evolution operator T (t , s ) be defined by
ut + Au = B (t )u ,
and consider the bundles
U := {(s , x ) ∈R×X α : there exists a solution u : R−→ X with u (s ) = x
and sup
t ∈R−
‖u (t )‖α <∞}
S := {(s , x ) ∈R×X α : sup
t ∈R+
‖T (t , s )x‖α <∞}.
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U and S are positively invariant, that is, (s , x ) ∈U (resp. S ) implies (t , T (t , s )x ) ∈U (resp.
S ) for all t ≥ s .
It is well-known that, for small t ∈R (resp. large t ∈R), dimU (t ) = m and codimS (t ) = m
(see for instance [4, Lemma 4.a.11]). Choose t1 < t2 such that dimU (t ) = m for all t ≤ t1 and
codimS (t ) = m for all t ≥ t2.
Let X = S (t2)⊕CS , X1 :=U (t1) + CS , and X = X1 ⊕ X2 with X2 ⊂ S (t2). For t ≥ s ≥ t2, the
evolution operator T (t , s ) induces an isomorphism X /S (s )→ X /S (t ), so X = T (t , t2)CS ⊕
S (t + t2) for every t ∈R+. By standard regularity results and choosing t2 larger if necessary,
we can thus assume without loss of generality that CS ⊂ X 1 so that X1 =U (t1) +CS ⊂ X 1.
Let F : X1 → X1 be a linear endomorphism with det F > 0 which takes U (t1) to CS , let Fˆ
be given by Lemma 5.12, and set G (t1 +ξ(t2 − t1)) := Fˆ (ξ) for ξ ∈ [0, 1]. Let B ′ be defined by
Lemma 5.14, and let X = X1 ⊕ X˜2 with an (A − B ′)-invariant complement X˜2. P˜ ∈ L (X , X1)
denotes the projection along X˜2. Consider the semigroup S (t ) defined by
u˙ + Au = B ′u .
We can now define the modified evolution operator Tˆ (t , s ) by
Tˆ (t , s )(x ) :=

G (t )G (s )−1 x x ∈ X1 and [s , t ]⊂ [t1, t2]
S (t − s )x x ∈ X˜2 and [s , t ]⊂ [t1, t2]
T (t , s )x [s , t ]∩ [t1, t2] = ;.
One has Tˆ (t2, t1)x = F (x ) for all x ∈ U (t1), so Tˆ (t2, t1)U (t1) ⊂ CS , which proves that there
does not exist a full bounded solution of Tˆ .
Assume that u is a solution of Tˆ defined for t ∈ ]a , b [⊂ [t1, t2]. We have
P˜ ut = (−A + B ′)P˜ u︸ ︷︷ ︸
=0
+Gt (t )G (t )
−1P˜ u (5.14)
(1− P˜ )ut = (−A + B ′)(1− P˜ )u ,
so every solution of Tˆ (t , s ) is also a solution of 5.12, where
R (t ) := B ′+Gt (t )G (t )−1P˜ −B (t )
is obtained by comparison with (5.14). 
LEMMA 5.15. Let B ∈ L∞(R,L (X α, X )) with B (t )→ B+ as t →∞ and B (t )→ B− as t →−∞.
Assume there exists an m ∈N such that each of the evolution operators defined by solutions of
ut + Au = B
+u (resp. B−u)
admits an exponential dichotomy P defined for t ∈ R+ (resp. t ∈ R−) with |t | large and
dimR (P ) = m.
Moreover, suppose that the only bounded mild solution u : R→ X α of
ut + Au = B (t )u (5.15)
is u ≡ 0.
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Then, for every h ∈ L∞(R, X ), there is a unique mild solution u0 ∈CB (R, X α) of
ut + Au = B (t )u +h . (5.16)
PROOF. It follows from [26, Theorem 44.3] that (5.16) generates a skew-product semiflow
on a suitable phase space W ×X α, where W := cl{B (t ) : t ∈R}, p is a sufficiently large integer,
and the closure is taken in L
p
loc(R,L (X α, X )). Note that W = {Bˆ−, Bˆ+}∪ {B (t ) : t ∈R}, where
Bˆ±(t )≡ B±.
Now [23, Theorem C] implies that the evolution operator T (t , s ) defined by mild solutions of
(5.15) admits an exponential dichotomy. Our claim follows using the same formula as [12,
Theorem 7.6.3] (see also [4, Lemma 4.a.7] and [4, Lemma 4.a.8]). 
THEOREM 5.16. Suppose that (CH) holds, and let m := max{m−, m+}. Then there are t1 ≤ t2
and w1, . . . , wm ∈Y with compact support such that L˜ : X + span{w1, . . . , wm}→Z
L˜ (u , w ) := L (u , w ) = ut + Au −B (t )u −w
is surjective.
PROOF. Consider the spaces
X ′ :=R|m−−m+| ×X
(X ′)α :=R|m−−m+| ×X α
and
X ′ := C 1,δB (R, X ′)∩C 0,δB (R, (X ′)1)
Z ′ := C 0,δB (R, X ′).
We define an operator L ′ : X ′→Z ′, where
L ′(x , u ) := (xt ±arctan(t )x , ut + Au −B (t )u ).
Choosing the sign in front of arctan appropriately, reduces the problem to the case where
m− = m+. For the sake of simplicity, we will henceforth assume that m− = m+.
By Lemma 5.13, there are t1 ≤ t2 and R ∈C∞([t1, t2] ,L (X α, X )) such that
ut + Au −B (t )u =
(
R (t )u t ∈ [t1, t2]
0 otherwise
(5.17)
does not have a non-trivial bounded solution. The evolution operator T (t , s )defined by (5.17)
has an exponentially stable subspace of finite codimension for t ≥ s ≥ t2, that is, X = X1⊕X2
with codim X2 = m+ and for some M ,δ > 0
‖T (t , t2)x‖α ≤M e −δ(t−s )‖x‖α t ≥ t2. (5.18)
Suppose that X˜ := T (t2, t1)X 1 ⊂ X 1, X˜2 := X˜ ∩X2 and X˜ = X˜1⊕ X˜2.
SUBLEMMA 5.17. For every η ∈ X˜1, there is a w ∈Y and a solution v : [t1, t2]→ X α of
ut + Au = B (t )u + w
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with v (t1) = 0 and v (t2) =η.
PROOF. Let u : [t1, t2] be a solution of T (t , s ) with u (t2) = η 6= 0. Note that, by standard
regularity results, e.g. [4, Lemma 4.a.6], one has u ∈ C 0,δ([t1, t2] , X 1). We have u (t ) 6= 0 for all
t ∈ [t1, t2], so there is a one-dimensional T (t , s )-invariant subbundle spanned by u (t ). It can
be described by
ϕ(t , x ) := u (t ) · x t ∈ [t1, t2] x ∈R.
Let x : R→R be C∞ with x (t ) = 0 for t ≤ t1 and x (t ) = 1 for t ≥ t2.
Setting v (t ) :=ϕ(t , x (t )) = u (t ) · x (t ), one has
vt (s ) =ϕt (s , x (s ))+ϕx (s , x (s ))xt (s )
= (−A + B (s ))u (s )x (s )︸ ︷︷ ︸
=v (s )
+u (s )xt (s )︸ ︷︷ ︸
=:w (s )
and
v (t1) = x (t1) ·η= 0
v (t2) = x (t2) ·η=η
as claimed. 
Let η1, . . . ,ηn be a basis for X˜1, and choose w1, . . . , wn and v1, . . . , vn according to Sublemma
5.17. It follows from Lemma 5.15 that for every h ∈ Z , there exists a unique mild solution
u0 ∈CB (R, X α) of
ut + Au −B (t )u = R (t )u +h . (5.19)
Let v1 : [t1,∞[→ X α denote the solution of
vt + Av −B (t )v = R (t )u0 v (t1) = 0,
and let v1(t2) =η⊕η′ ∈ X˜1⊕ X˜2.
There is a w0 ∈ span{w1, . . . , wn} such that the solution v2 : [t1,∞[→ X α of
vt + Av −B (t )v =−w0 v (t1) = 0
satisfies v2(t2) =η.
It follows that v0 := v1− v2 is a solution of
vt + Av −B (t )v = R (t )u0 + w0 v (t1) = 0
with v0(t2) ∈ X˜2 ⊂ X2.
Using (5.18), one concluces that supt ∈R ‖v0(t )‖α <∞. Furthermore, u0−v0 is a bounded mild
solution of
ut + Au −B (t )u −w0 = h ,
so by [4, Lemma 4.a.6], one has u0− v0 ∈X and thus L (u0− v0, w0) = h , which completes the
proof of Theorem 5.16. 
LEMMA 5.18. Suppose that A is a sectorial operator having compact resolvent and B satisfies
(CH). Let the operator L := LB be defined by
LB u := ut + Au −B (t )u
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Then dimN (LB )≤m−.
PROOF. This is an immediate consequence of the existence of an exponentional
dichotomy on an interval ]−∞, t0] for small t0, which follows from [4, Lemma 4.a.11]. 
5.4. Adjoint Equations
Throughout this section, suppose that X is a reflexive Banach space, A is a positive sectorial
operator defined on X 1 ⊂ X . As usual, we write 〈x , x ∗〉 := x ∗(x ). The adjoint operator A∗
with respect to this pairing is a positive sectorial operator on the dual space X ∗ [20, Theo-
rem 1.10.6]. Let A∗,α denote the α-th fractional power of the operator A∗ and X ∗,α the α-th
fractional power space defined by A∗,α.
For the rest of this section, fix some α ∈ [0, 1[, and suppose that (CH) holds. Recall that (CH)
means in particular that B (t )→ B± as t →±∞. We also write B (±∞) to denote B±.
We will exploit the relationship between
ut + Au = B (t )u (5.20)
and its adjoint equation, where the adjoint is taken formally with respect to the pairing
(x , y ) := 〈x , A∗,αy 〉 between X and X ′ := X ∗,α. The adjoint equation for (5.20) reads as follows.
vt + A
∗v = (B (−t )A−α)∗A∗,α =: B ′(t )v (5.21)
LEMMA 5.19.
〈x , A∗,αy 〉= 〈x , (Aα)∗y 〉= 〈x , (A∗)αy 〉 ∀(x , y ) ∈ X α×X ∗,α
PROOF. We have [20, p. 70]
A−α = 1
Γ (α)
∞∫
0
t α−1e −At dt ,
where the integral is taken inL (X , X ).
Hence, for x ∈ X and y ∈ X ∗, one has
〈A−αx , y 〉= 1
Γ (α)
∞∫
0
t α−1〈e −At x , y 〉 dt
=
1
Γ (α)
∞∫
0
t α−1〈x , e −A∗t y 〉 dt
= 〈x , (A∗)−αy 〉.

LEMMA 5.20. Let B ∈L (X α, X ). Then B ′ := (B A−α)∗A∗,α ∈L (X ∗,α, X ∗) with B ′≤ ‖B‖.
PROOF. Let (x , y ) ∈ X ×X ∗,α. We have〈x , B ′y 〉= 〈B A−αx , A∗,αy 〉
≤ ‖B‖L (X α,X )‖x‖X
A∗,αy 
X ∗ ,
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which shows that
B ′y 
X ∗ ≤ ‖B‖L (X α,X )
y 
X ∗,α . 
LEMMA 5.21. Let J ⊂R be an open interval, let u : J → X α be a solution of (5.20) and v : −J →
X ∗,α be a solution of (5.21). Then
(u (t ), v (−t ))≡C t ∈ J .
PROOF. We consider the function h (t ) := (u (t ), v (−t )), which is defined for all t ∈ J . Note
that B is Hölder-continuous by (CH). Lemma 5.20 implies that B ′ is also Hölder-continuous.
Therefore, u and v are continuously differentiable in X respectively X ∗. One has
ht (s ) = lim
h→0
1
h
 〈u (s +h )−u (s ), A∗,αv (−s −h )〉+ 〈Aαu (s ), v (−s −h )− v (−s )〉
= 〈ut (s ), A∗,αv (−s )〉+ 〈Aαu (s ),−vt (−s )〉
= (Au (s )−B (t )u (s ), v (−s ))−〈Aαu (s ), A∗v (−s )−B ′(−t )v (−s )〉= 0

LEMMA 5.22. Let J ⊂R be an interval and P : J →L (X α, X α) an exponential dichotomy for
the evolution operator T (t , s ) on X α defined by (5.20).
Then P ′ : −J → L (X ∗,α, X ∗,α), P ′(t ) := A∗,−αP (−t )∗A∗,α, is an exponential dichotomy for the
evolution operator T ′(t , s ) defined by (5.21).
PROOF. It is easy to see that P ′ is well-defined and continuous (Lemma 5.20). We need to
check the assumptions of an exponential dichotomy (Definition 5.2).
Suppose that (x , y ) ∈ X α×X ∗,α and [s , t ]⊂ J .
(1) From Lemma 5.21, we obtain
(x , P ′(−s )T ′(−s ,−t )y ) = (T (t , s )P (s )x , y )
= (P (t )T (t , s )x , y )
= (x , T ′(−s ,−t )P ′(−t )y ).
Since Aα : X α→ X is an isomorphism, it follows that
P ′(−s )T ′(−s ,−t ) = T ′(−s ,−t )P ′(−t ).
(2) In order to show that T ′(−s ,−t ) : R (P ′(−t )) → R (P ′(−s )) is an isomorphism, it is
sufficient to show that it is injective. Suppose that T ′(−s ,−t )y = 0 for some y ∈
R (P ′(−t )). For x ∈ X α, we have
0 = (x , T ′(−s ,−t )y ) = (T (t , s )x , P ′(−t )y ) = (T (t , s )P (s )x , y ),
so (x , y ) = 0 for all x ∈R (P (t )). This in turn implies
(x , y ) = (x , P ′(−t )y ) = (P (t )x , y ) = 0 for all x ∈ X α, that is, y = 0.
(3) The estimates for y ∈R (P ′(−t )) and y ∈R (I −P ′(−t )) can be deduced using roughly
the same arguments. Hence, we will treat only the case y ∈R (P ′(−t )).
Suppose that
‖T (t , s )x‖α ≤M e −γ(s−t )‖x‖α s > t x ∈R (P (s )).
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We have
〈x , A∗,αT ′(−s ,−t )y 〉= (x , T ′(−s ,−t )P ′(−t )y )
= (P (s )x , T ′(−s ,−t )P ′(−t )y )
= (T (t , s )P (s )x , y )
≤C M e −γ(s−t )‖x‖X
A∗,αy 
X ∗ .
Thus,
A∗,αT ′(−s ,−t )y 
X ∗ ≤ C M e −γ(s−t )
A∗,αy 
X ∗ , where the constant C is deter-
mined by the projections P (.).

To sum it up, we have proved that (5.21) satisfies (CH). Compared to (5.20), the Morse indices
m− and m+ are obviously swapped. This is caused by the reversal of the time variable.
Let the spacesX ,Y ,Z be defined as in the previous section, and letX ′,Y ′,Z ′ denote their
dual counterparts, that is,
X ′ := C 1,δB (R, X ∗)∩C 0,δB (R, X ∗,1)
Z ′ := C 0,δB (R, X ∗).
We consider the operators L ∈L (X ,Z ) (resp. L ′ ∈L (X ′,Z ′)) defined by
Lu := ut + Au −B (t )u
and
L ′v := vt + A∗v −B ′(t )v.
LEMMA 5.23. IfR (L )⊃X , thenN (L ′) = {0}. Analogously, ifR (L ′)⊃X ′, thenN (L ) = {0}.
PROOF. Assume that L ′v = 0 for some v ∈ X ′ and let u ∈ X satisfy u (t )→ 0 as |t | →∞.
Integration by parts shows that
a∫
−a
〈Lu (s ), A∗,αv (−s )〉 ds
=
a∫
−a
〈ut (s ), A∗,αv (−s )〉+ 〈Aαu (s ), A∗v (−s )−B ′(−s )v (−s )〉 ds
= (u (a ), v (−a ))− (u (−a ), v (−a ))+
a∫
−a
〈Aαu (s ), vt (−s ) + (A∗−B ′(−s ))v (−s )︸ ︷︷ ︸
=(L ′v )(−s )≡0
〉 ds .
Consequently for all u ∈X with u (t )→ 0 as |t | →∞, one has
a∫
−a
〈(Lu )(s ), A∗,αv (−s )〉 ds → 0 as a →∞. (5.22)
Arguing by contradiction, suppose that v (t0) 6= 0 for some t0 ∈ R. Since [20, Theorem 2.6.8]
X 1 is dense in X , there is an x0 ∈ X 1 such that 〈x0, A∗,αv (t0)〉 6= 0. Choose w ∈C 1,δB (R, X 1) such
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that w (t0) = x0 and w (t ) = 0 for all t ∈Rwith |t − t0| ≥ ". For small " > 0, we have
C :=
∞∫
−∞
〈w (s )︸︷︷︸
∈R (L )
, A∗,αv (−s )〉 ds 6= 0.
We further have w ∈ X ⊂R (L ), that is, w = Lu for some u ∈ X . Since w (t ) = 0 for |t | suffi-
ciently large, it follows from (CH) respectively from the existence of exponential dichotomies
at∞ and −∞ that u (t )→ 0 as |t | → 0. Hence, one has C = 0 by (5.22), which is a contradic-
tion.
Using the Hahn-Banach theorem, the second claim can be treated similarly. 
LEMMA 5.24. Suppose that L is surjective. Then:
(1) m− ≥m+;
(2) if m− = m+, then L is also injective.
PROOF. (1) Assume to the contrary that m− < m+. Let P − (resp. P +) denote the
projections associated with the exponential dichotomy at −∞ (resp. +∞), which
are given by (CH). Let (P −)′ and (P +)′ defined by Lemma 5.22. Note that dimR (P −)′ =
m− and dimR (P +)′ = m+.
By T ′(t , s ), we mean the evolution operator on X α,∗ defined by (5.21). Let t1 <
0 < t2 such that (P +)′(t1) and (P −)′(t2) are defined. Since m− < m+, the operator
(P −(t2))′T ′(t2, t1) : R (P +(t1))′→R (P −(t2))′ is not injective. Therefore, there exists a
non-trivial bounded solution of (5.21), in contradiction to Lemma 5.23.
(2) L ′ is injective by Lemma 5.23. We can now apply Lemma 5.15 to L ′, showing that L ′
is also surjective. Finally, Lemma 5.23 implies that L is injective as claimed.


CHAPTER 6
Applications to Asymptotically Autonomous Equations
Isolated invariant sets of generic gradient flows or reaction diffusion equations exhibit a re-
markably simple structure. As a consequence, the homology of certain invariant manifolds
or the homology Conley index of certain invariant sets can be described by means of an al-
gebraic construction known as Morse complex [2, 15, 24]. Roughly speaking, the homology
respectively the homology index – both notions coincide in this context – is determined by
some kind of hyperbolic zeros forming a Morse decomposition as well as connections be-
tween them.
Passing on to asymptotically autonomous1 equations of the same type, additional difficulties
arise. While invariant sets are generically still composed of hyperbolic zeros and connections
(see Chapter 5) forming a Morse-decomposition, a meaningful index is not available.
An index can be obtained by embedding an asymptotically autonomous equation into a cycle2
of asymptotically autonomous equations since these cycles can be represented as ω-limes
sets of appropriate initial elements (see Chapter 4). In other words, we construct nonau-
tonomous evolution equations which are an approximation of a cycle of asymptotically au-
tonomous equations.
In this setting, the role of the zeros is played by cycles of connections between zeros of the
limiting (autonomous) equations. Imagine the fixed points of each limiting equation as nodes
and the solutions of the nonautonomous equations as edges connecting them. A circle in
this graph corresponds to an isolated invariant subset, and its index is the same as that of its
autonomous counterpart – a fixed point.
In this chapter, we consider semilinear parabolic equations, the nonlinearity being asymp-
totically autonomous. Applying the results of the previous chapters, we will obtain several
theorems concerning the existence of solutions.
6.1. One Solution
We are interested in bounded solutions of
ut +∆u = f (t , x , u ,∇u ) (t , x ) ∈R×Ω
u (t , x ) = 0 x ∈ ∂ Ω (6.1)
where Ω⊂RN is a (sufficiently) smooth domain.
For the general abstract setting, the reader is referred to Section 2.5.3. In addition to (2.24),
suppose that f (t , x , u , v ) is C∞ in u and v all (t , x ) ∈ R×Ω. As usual, let A : X 1 → X 0 be
1in time
2or circle
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defined by −∆. Recall that X := X α instead of X = X 0, which might be the more common
choice.
We further require that f is asymptotically autonomous (2) in t and asymptotically linear (3)
in u . More precisely, let F denote the set of all functions f : R×Ω¯×R×RN →Rwhich satisfy:
(1) For every k ∈N∪{0}, there is a continuous derivative D ku ,v f , and the following esti-
mates hold: for every K ∈R+, there are constants Ck := Ck (K ) such that thatD ku ,v f (t , x , u , v ) ≤ CkD ku ,v f (t , x , u , v )−D ku ,v f (t ′, x , u ′, v ′) ≤ Ck t − t ′δ + u −u ′+ v − v ′
whenever |u |, u ′, |v |, v ′≤ K .
(2) There are f ± ∈C 0(Ω¯×R,R) such that f (x , .) ∈C 1(R,R) for all x ∈Ω and f (t , x , u , v )− f ±(x , u ) → 0Du ,v f (t , x , u , v )−Du ,v f ±(x , u ) → 0
as t → ±∞ uniformly on sets BC of the form BC := {(t , x , u , v ) ∈ R×Ω×R×RN :
|u |, |v | ≤C }.
(3) There is a constant a ∈R such that λ−1 f (t , x ,λu ,λv )→ a · u as λ→∞, uniformly
on sets B ′C of the form B ′C := {(t , x , u , v ) ∈R×Ω×R×RN : |u |, |v | ≤C }.
Let the parameter space (Y 1, d1) be defined as in Section 4.1, and set (Y , d ) := (Y 1, d1). To
each function f , occuring as right-hand side in (6.1), we associate its Nemitsky operator y :=
y ( f ) : R×X α→ X 0 by
[y ( f )(t , x )](ω) := f (t ,ω, x (ω),∇x (ω)) ω ∈Ω.
By (2.24) and hypotheses (1)–(2), one has {y ( f ) : f ∈ F } ⊂ Y (cf. Lemma 2.51).
It follows from (3) that y t → y ±∞ as t → ±∞, where we set y := y ( f ) and y ±∞(t , x )(ω) :=
f ∞(ω, x (ω)). It is clear that Σ(y ) = {y t : t ∈R}∪ {y −∞, y∞}.
In order to apply the results developed previously, we need an initial element y0 such that
ω(y0) =Σ(y ). In general (if y − 6= y +), an initial element y0 need not exist. We therefore define
y˜ (t , x ) := y (−t , x ). It follows that (y , y˜ ) is an asymptotically autonomous cycle (H1).
Let the initial element y0 ∈ Yc be given by (4.4) respectively Lemma 4.11.
In addition to our previous assumptions, we need to avoid a thin3 set of "bad" parameters:
(G1) Letting L∞(t , x ) := a · x , it is clear that L∞ ∈ Yc . Suppose that L∞ is weakly hyper-
bolic.
(G2) Suppose that every solution4 (v, u ) : R → Σ(y ) × X converges to equilibria e ± as
t →±∞ and m (e +)≤m (e −).
If m (e +) = m (e −), assume additionally that (v, u ) is weakly hyperbolic.
DEFINITION 6.1. If y , y ′ satisfy (G2), and if K ⊂ (Σ(y )∪Σ(y ′))× X is a compact invariant set,
we are given a Morse-decomposition by setting (y , x ) ∈ Mk if and only if there is a solution
(v, u ) : R→ K such that u converges to equilibria e ± of Morse-index m (e +) = m (e −) = k as
t →±∞.
3The reader is referred to [4] as well as Chapter 5.
4It is important to make this assumption not only for y but also for y + and y −.
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The next, immediate consequence of the above assumptions is that there exists a largest com-
pact invariant set. Moreover, we are able to compute its index.
LEMMA 6.2. Let f ∈ F , and set y := y ( f ). Additionally, suppose that (G1) holds for y (as well
as for y˜ (t , x ) := y (−t , x )), and let y0 be defined by (4.4) with respect to the asymptotically au-
tonomous cycle (y , y˜ ).
Then there exists a k∞ ∈ N such that the codimension of the stable subbundle (Section 2.4)
given by
ut + Au = a ·u
satisfies codimS = k∞.
Furthermore, there exists a largest compact invariant subset Kmax of Σ
+(y0)× X , and one has
h(y0, Kmax) =Σk∞ .
PROOF. It is sufficient (see the remark following Theorem 2.36) to prove that codimS <
∞, which follows from A having compact resolvent.
Our second claim then follows from Lemma 2.57 and Theorem 2.58. 
We are now in a position to state the main theorem of the first section.
THEOREM 6.3. Let f ∈ F , and set y := y ( f ). Additionally, assume that (G1) and (G2) hold.
Then:
(1) There exists an equilibrium e − (respl e +) of ut + Au = y −∞(t , u ) (resp. ut + Au =
y∞(t , u )) of Morse-index k∞ (as defined in Lemma 6.2), and
(2) a hyperbolic solution u0 : R→ X of ut + Au = y (t , u ) with u0(t )→ e ±∞ as t →±∞.
The claim of the above theorem is not the existence of two equilibria, which is well-known,
but of a connection between two of these equilibria. It is helpful to prove an auxiliary lemma.
LEMMA 6.4. Let y0 ∈ Yc , and let K ⊂Σ+(y0)×X be an isolated invariant set admitting a strongly
admissible isolating neighborhood. Suppose that (Mk )k∈Z is a Morse-decomposition5 of K or-
dered by the natural order ≤ onZ.
Let ∂k = (∂k ,q )q∈Z, k ∈ Z denote the connecting homomorphism of the following long exact
attractor-repeller sequence6.
//Hq C (y0, M ({k −1, k})) //Hq C (y0, Mk ) ∂k ,q //Hq−1C (y0, Mk−1) //
Finally, assume that7
Hq C (y0, Mk ) = 0 for all q 6= k
and define
δq := ∂q ,q q ∈ {1, . . . , n}.
Then for all q ∈Z:
Hq C (y0, K )' kerδq / imδq+1
5Mk = ; for almost all k ∈Z
6Concerning the notation, the reader is referred to Section 3.4.1
7This is the crucial assumption of the lemma.
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The proof is omitted. The proof of [15, Proposition 5.9] can be used almost verbatimly. Alter-
natively, with the necessary modifications, a proof can also be found in Chapter V.1 of [7].
PROOF OF THEOREM 6.3. As in Lemma 6.2, we define y˜ (t , x ) := y (−t , x ). (y , y˜ ) is now ob-
viously an asymptotically autonomous cycle, but it is unknown whether (G2) holds with re-
spect to y˜ .
As a consequence of assumption (3) on F , every parameter y ( f ) with f ∈ F particularly sat-
isfies hypothesis (d) of Theorem 5.4. It is easy to see that y˜ = y ( f˜ ), where f˜ is defined by
inverting the time variable. Hence, by Theorem 5.4, there exist a g ∈ C 0,δB ,0 (R, X α) such that
(G2) holds for ˜˜y (t , x ) := y˜ (t , x ) + g (t ).
Let y0 be defined with respect to the asymptotically autonomous cycle (y , ˜˜y ). It follows from
Lemma 6.2 that for every n ∈N, there exists a largest compact invariant subset Kmax ofω(y0)×
X , and for some k∞ ∈N determined by the linearization at infinity
h(y0, Kmax) =Σ
k∞ .
A Morse-decomposition (M0, . . . , Mn ) of Kmax is given by Definition 6.1. By (G2), (H1), (H2)
and (H3) hold. Hence, by Theorem 4.12, for all k ∈ {0, . . . , n} and all q ∈Z:
Hq C (y0, Mk )' 0 q 6= k
Therefore, it follows from Lemma 6.4 that
Hk∞C (y0, Mk∞ ) 6= 0.
Consequently, Corollary 2.22 implies that there exists a solution (v0, u0) : R → Mk∞ with
v0(0) = y . Due to the choice of the sets Mk , one must have (v0, u0)(t )→ (y ±∞, e ±∞) as t →
±∞, where e ±∞ are equilibria of Morse-index k∞. 
6.2. Another Solution
Assume that the hypotheses and hence the conclusions of Theorem 6.3 hold. Suppose ad-
ditionally that we are given a cycle formed by weakly hyperbolic solutions of a prescribed
Morse-index k0 distinct from k∞. In case of a gradient-like dynamical system there would
exist an equlibrium solution of Morse-index k0 + 1 or k0− 1 as well as a heteroclinic connec-
tion. In the setting of the previous section, a third possibility emerges as formulated in the
theorem below.
THEOREM 6.5. Let f , g ∈ F such that (G1) and (G2) hold. Moreover, suppose that ( f , g ) is an
asymptotically autonomous cycle. Let k∞ be given by Lemma 6.2, and assume that for every
y ∈Σ(y ( f ))∪Σ(y (g )), u ≡ 0 is a weakly hyperbolic solution8 of Morse-index k0 6= k∞.
Then, there is the following alternative:
(a) There is a non-trivial solution u0 : R→ X of Φy (g ) with u0(t )→ 0 as |t | →∞.
(b) There is a nontrivial, bounded9, weakly hyperbolic solution u0 :R→ X ofΦy ( f ) having
Morse index k0−1, k0 or k0 +1.
8Equivalently: u ≡ 0 is a solution, and both equilibria are hyperbolic having Morse-index k0.
9Consequently, its α– and ω-limes set each contain a single equilibrium having the same Morse-index as u0.
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Furthermore, if there does
not exist another weakly hyperbolic solution with Morse-index k0 of Φy ( f ), then there
are either equilibria e −, e + of Morse-index k0 + 1 and a solution of Φy ( f ) connecting
e − to e + as well as a solution of Φy ( f ) connecting e − to 0, or there are equilibria e −, e +
of Morse-index k0−1 and a solution of Φy ( f ) connecting e − to e + as well as a solution
of Φy ( f ) connecting 0 to e
+.
If neither of the evolution operators Φy ( f ) and Φy (g ) referred to in the above theorem has a
non-trivial connection from 0 to 0, then the remaining alternative applies to both equations
respectively evolution operators.
PROOF OF THEOREM 6.5. Let y0 = y0( f , g ) denote the initial element, which is given by
Lemma 4.11. Note that by Lemma 6.2, there is a largest compact invariant set Kmax and:
H∗C (y0, Kmax)'
(
Z q = k∞
0 q 6= k∞
Suppose that (a) does not hold and that there also does not exist a non-trivial solution ofΦy ( f )
with Morse-index k0. By using Lemma 4.18, we conclude that M
′
k0
:=ω(y0)×{0} is an isolated
invariant set and:
Hq C (y0, M ′k0 )'
(
Z q = k0
0 q 6= k0
Let E − ⊂ X (resp. E + ⊂ X ) denote the set of all equilibria associatiated with f + = g − (resp.
f − = g +) having Morse-index k0. Define:
Rk0 := {(y (g −), e ) : 0 6= e ∈ E −}
Ak0 := {(y (g +), e ) : 0 6= e ∈ E +}
It is easy to see that (Rk0 , M
′
k0
, Ak0 ) is a Morse-decomposition of Mk0 . Since
Rk0 (y ( f )) = Ak0 (y ( f )) = ;
by assumption, it follows from Corollary 2.22 that Hq C (y0, Rk0 ) ' Hq C (y0, Ak0 ) ' 0 for all
q ∈Z. Hence, by using Theorem 3.27, one calculates that H∗C (y0, Mk0 )'H∗C (y0, M ′k0 ), so in
particular,
Hk0C (y0, Mk0 ) 6= 0. (6.2)
Letδk be defined as in Lemma 6.4, and suppose thatδk0 = 0 andδk0+1 = 0. As Hk0C (y0, Mk0 ) 6=
0, it follows from Lemma 6.4 that Hk0 (y0, K )'Hk0 (y0, Mk0 ), which is a contradiction.
Therefore, δk0 6= 0 orδk0+1 6= 0. This is only possible if H∗C (y0, Mk0+1) 6= 0 or H∗C (y0, Mk0−1) 6=
0. As in the proof of Theorem 6.3, it follows, using Corollary 2.22, that there exists a solution
u0 :R→ X of Φy ( f ) having Morse-index k0 +1 or Morse-index k0−1.
Finally, suppose that δk 6= 0 for k ∈ {k0 + 1, k0} (and thus also ∂k 6= 0) and consider the set
M ({k , k − 1}), which consists of the Morse sets Mk , Mk−1 and all connecting orbits Ck ⊂
Σ+(y0)×X between them. The set M ({k , k−1}) is not uniformly connected if Ck (y ( f )) is empty.
Hence, it follows from Theorem 3.58 and the fact thatδk 6= 0 that x ∈Ck (y ( f )) for some x ∈ X .
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Each x ∈ Ck (y ( f )) corresponds to a solution ux : R→ X of Φy ( f ) with d ((y t , ux (t )), Mk )→ 0
as t →−∞ and d ((y t , ux (t )), Mk−1)→ 0 as t →∞, whence the last claim follows. 
In view of Theorem 6.5, one is naturally interested in conditions which rule out alternative
(a). Trivially, this can be achieved if the left-hand and the right-hand limit of y ( f ) agree, that
is, f − = f +. We are going to relax that assumption by proving that is sufficient to assume that
(sgn u ) f +(x , u )≤ (sgn u ) f −(x , u ) ∀(x , u ) ∈Ω×R. (6.3)
Let F0 denote the set of all f ∈ F which are independent of v . Given f ∈ C (R× Ω¯×R), we
define Vf : X →R by
Vf (t , u ) :=
1
2
∫
Ω
|∇u (x )|2 dx −
∫
Ω
u (x )∫
0
f (t , x , s ) ds dx . (6.4)
REMARK 6.1. One has X ⊂H 10 (Ω), so Vf is well-defined. Furthermore, it is easy to see that fn → f
in F0 that is, uniformly on bounded sets, implies that Vfn →Vf pointwise onR×X α.
LEMMA 6.6. Let f +, f − ∈C (Ω¯×R) satisfy (6.3), and define
g (t , x , u ) :=
1
pi
pi
2
−arctan t

f +(x , u ) +
1
pi
pi
2
+arctan t

f −(x , u ). (6.5)
Let Vg be defined by (6.4), and let u : R→ X be a non-constant solution of Φy (g ).
Then, t 7→Vg (t , u (t )) is strictly monotone decreasing.
PROOF. One has u ∈ C 1(R, X 0)∩C 0(R, X 1), where X 1 ⊂H 2(Ω)∩H 10 (Ω), by standard regu-
larity results, and
ut (t , x ) =∆u (t , x ) + g (t , u (t , x ))
in X 0 = L p (Ω).
Therefore, Vg (t , u (t )) is differentiable and
∂t Vg (t , u (t )) = −∫
Ω
∆u (t , x )ut (x ) dx −∫
Ω
g (t , x , u (t , x ))ut (t , x ) +
u (t ,x )∫
0
g t (t , x , s ) ds dx
= −∫
Ω
|ut (t , x )|2 dx −∫
Ω
u (t ,x )∫
0
g t (t , x , s ) ds dx .
We further have
g t (t , x , s ) =
1
pi
1
1+ t 2
 
f −(x , s )− f +(x , s ) ,
so sgn(s )g t (t , x , s )≥ 0 for all s ∈R by (6.3). Thus,
∂t Vg (t , u (t ))≤−
∫
Ω
|ut (t , x )|2 dx ,
whence the claim follows immediately. 
LEMMA 6.7. Let f ∈ F such that (G1) and (G2) hold, and let f +, f − denote the respective limit
parameter for t →±∞. Suppose that (6.3) holds, and let g ∈ F be defined by (6.5).
Then, there exists a largest compact invariant subset Kg of Σ(y (g ))×X .
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Now that Kg is defined, let δ > 0, and set
M+ := {(y (h ), x ) ∈ Kg : Vh (0, x )≥δ}
M0 := {(y (h ), x ) ∈ Kg : Vh (0, x ) = 0}
M− := {(y (h ), x ) ∈ Kg : Vh (0, x )≤−δ}
For sufficiently small δ, (M+, M0, M−) is a Morse-decomposition of Kg . Moreover, M0 can be
written as a finite union
M0 =
⋃
x
 
Σ(y (g ))×{x }∪⋃
x
 {y ( f +)}× {x }∪⋃
x
 {y ( f −)}× {x } .
In other words, if (v, u ) : R→ M0 is a solution, then u is constant, and its value is called an
equilibrium ofΦy ( f ). As the union above is finite, there are only finitely many of these equilibria.
PROOF. First of all, the assignment F 3 f 7→ y ( f ) ∈ Y is one-one, so M+, M0 and M− are
well-defined. In view of (6.5), one can easily see that g ∈ F .
By Lemma 6.2, there is largest compact invariant subset K of
 
Σ(y ( f ))∪Σ(y (g ))× X . Thus,
Kg := K ∩ (Σ(y (g ))×X ) is the largest compact invariant subset of Σ(y (g ))×X .
Let u : R→ X be a solution of Φy for some y ∈Σ(y (g )). It is a consequence of (G2) that there
are equilibria e ± (of one of the limit equations given by y ( f +) or y ( f −)) such that u (t )→ e ±
as t →±∞.
By the hyperbolicity assumption in (G2) and the compactness of Kg , we may choose δ > 0
sufficiently small such that there does not exist an equilibrium e of Φy ( f +) (resp. Φy ( f −)) with
Vf + (0, e ) ∈ ]−δ, 0[∪ ]0,δ[ (resp. Vf − (0, e ) ∈ ]−δ, 0[∪ ]0,δ[).
Let M ∈ {M+, M0, M−}. In order to prove that M is closed, let (y ( fn ), xn ) → (y ( f0), x0) be a
sequence. It is clear10 that fn → f0, so Vfn (0, xn )→Vf0 (0, x0) and (y ( f0), x0) ∈M .
Let (v, u ) : R → K be a solution with v (0) = y ( f0). One has Vf t (0, u (t )) = Vf (t , u (t )) for all
t ∈R, so (M+, M0, M−) is a Morse-decomposition by Lemma 6.6.
Finally, if (v (t ), u (t )) ∈M0 for all t ∈ R, then u (t ) ≡ x0 by Lemma 6.6, which proves our last
claim. 
THEOREM 6.8. Let f ∈ F such that (G1), (G2) and (6.3) hold.
Suppose that11 for all t ∈ R, f (t , x , 0, 0) = 0, fu (t , x , 0, 0) = b (x ), and fv (t , x , 0, 0) = 0. Set
L0(t , u )(x ) := b (x )u (x ), assume that L0 is weakly hyperbolic, and let k0 := codimSL0 .
Let k∞ be given by Lemma 6.2, and assume that for every y ∈ Σ(y ( f )) ∪Σ(y (g )), u ≡ 0 is a
weakly hyperbolic solution of Morse-index k0 6= k∞.
Then, there is a nontrivial, bounded, weakly hyperbolic solution u0 : R → X of Φy ( f ) having
Morse index k0−1, k0 or k0 +1.
Furthermore, if there does not exist another weakly hyperbolic solution with Morse-index k0
of Φy ( f ), then there are either equilibria e
−, e + of Morse-index k0 + 1 and a solution of Φy ( f )
connecting e − to e + as well as a solution of Φy ( f ) connecting e − to 0, or there are equilibria e −,
e + of Morse-index k0 − 1 and a solution of Φy ( f ) connecting e − to e + as well as a solution of
Φy ( f ) connecting 0 to e
+.
10Σ(g ) is compact, and g 7→ y (g ) is continuous and one-one, hence a homeomorphism Σ(g )→Σ(y (g )).
11In other words, the linearization at 0 is that of a hyperbolic equilibrium of Morse-index k0.
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PROOF. Let g be defined by (6.5). The strategy of the proof is to apply Theorem 6.5. There
is main open is that (G2) might not hold for g . However, by using Theorem 5.4, there is an
h ∈C 0,δB ,0 (R, X ) of arbitrarily small norm such that (G2) holds for y (g ) +h .
By Lemma 6.7, we are given a Morse-decomposition (M+, M0, M−) of Kg , which can be fur-
ther refined by setting M0 = M ′0∪˙(Σ(y (g ))× {0}). The resulting Morse-decomposition and its
associated partial order are depicted below.
M+
≺
uu

))
M ′0

))
Σ(y (g ))×{0}
≺
uu
M−
Let (hn )n be a sequence in C
0,δ
B ,0 (R, X ) such that (G2) holds with respect to each hn and hn → 0
(in C 0,δB ,0 i.e., supt ∈R ‖hn (t )‖→ 0 as n→∞).
Letting K0 := Σ+(y0)×{0}, it follows from our assumptions and Theorem 2.56 that h(y0, K0) =
Σk0 6= 0¯, so by Corollary 2.22 and for all n ∈N sufficiently large, there is a solution un : R→ X
of Φy (g )+hn converging to 0 as |t | →∞.
For large indices n ∈N, we define:
g ′n (t , x , u , v ) := g (t , x , u + un (t ), v )− g (t , x , un (t ), v )
For each asymptotically autonomous cycle (y ( f ), y (g ′n )) (resp. (y ( f ), y (g ))), let yn (resp. y0)
denote the initial element given by Lemma 4.11. It follows from the construction of yn that
sup
t ∈R
d (y tn , y
t
0 )→ 0
as n→∞.
u is a solution of Φy (g ′n ) if and only if u + un is a solution of Φy (g ). Because (LIN0) holds for
y (g ), Lemma 2.54 implies that there exist a real constant η0 > 0 and an n0 ∈ N such that
Y ×Bη0 [0, X ] is an isolating neighborhood for (yn ,Σ+(yn )×{0}) for all n ∈N sufficiently large.
Furthermore, by Theorem 3.39, there exist an n0 ∈ N, a family Kn ⊂ Σ+(yn )× X , and a fam-
ily of Morse-decompositions (Mn ,−, Mn ,0, Mn ,+) of Kn such that (yn , Kn , (Mn ,−, Mn ,0, Mn ,+))→
(y0, Kg , (M− ∪M ′0,Σ(y (g ))×{0}, M+)) as n→∞.
Therefore, given a sequence u ′n : R→ X such that each u ′n solves the respective evolution
operator Φy (g ′n ) and u
′
n (t ) → 0 as |t | → 0, we must have u ′n → 0 uniformly in t . However,
for large n ∈ N, Y × Bη0 [0, X ] is an isolating neighborhood for (yn ,Σ+(yn )× {0}), which is a
contradiction.
We have proved that the assumptions of Theorem 6.5 are satisfied, while alternative (a) of its
conclusions cannot hold. Thus, alternative (b) must hold, which is precisely the claim of this
theorem. 
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Notation Index
3 value an evolution operator or semiflow, means "undefined"
R+ {x ∈R : x ≥ 0}
N {x ∈Z : x ≥ 1}
Z+ Z∩R+
R/NZ {{x +N k : k ∈Z} : x ∈R}
clX M closure of a set M in a topological space X
intX M interior of a set M in a topological space X
Ω¯ closure of Ω inRN
B"(x , X ) open "-ball in a metric space X centered at x
B"[x , X ] closed "-ball in a metric space X centered at x
B"(x ) B"(x , X ) when the space X can be deduced from the context
B"[x ] B"[x , X ] when the space X can be deduced from the context
U"(K ) "-neighborhood of a compact subset K
C (X , Y ) continuous mappings from a space X to a space Y
C k (X , Y ) mappings X → Y which are k -times continuously differentiable
C k ,δ(X , Y ) mappings in C k (X , Y ) with k -th derivative being Hölder-continuous of
exponent δ
Cb (X , Y ) continuous mappings X → Y which map bounded sets into bounded sets p. 35
C kb (X , Y ) mappings X → Y with derivatives up to order k in Cb
C k ,δb (X , Y ) mappings in C
k
b (X , Y ), Hölder-continuous with exponent δ, uniformly
on bounded sets
p. 103
C k ,δ(Ω) C k ,δ(Ω,R)
C k ,δ(Ω¯) C k ,δ(clΩ,R)
CB (X , Y ) continuous mappings X → Y , globally bounded
C kB (X , Y ) mappings X → Y with derivatives up to order k in CB
C k ,δB (X , Y ) mappings in C
k
B (X , Y ), uniformly Hölder-continuous with exponent δ p. 103
C k ,δB ,0 (R, X ) mappings in u ∈C k ,δB with u (t )→ 0 as |t | →∞
h(A, x ) homotopy type of the pointed space (A, x ), x ∈ A
h(A, B ) homotopy type of the pair (A, B ), B ⊂ A
H∗(A, B ) homology functor, associates a graded abelian group with a pair of topo-
logical spaces
p. 1
Hq (A, B ) q -th homology of the pair (A, B ) of topological spaces p. 1
H∗[A, B ] H∗(A/B , B/B ) p. 2
Hq [A, B ] Hq (A/B , B/B ) p. 2
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InvpiN largest invariant subset of N with respect to pi p. 3
Inv−piN largest negatively invariant subset of N with respect to pi p. 3
Inv+piN largest positively invariant subset of N with respect to pi p. 3
Σ+(y0) positive hull of (a parameter) y0 with respect to translation p. 4
Σ(y0) (complete) hull of y0 with respect to translation p. 84
Yc set of all y ∈ Y for which Σ+(y0) is compact p. 4
Yc l set of all y ∈ Yc which are linear and satisfy an additional admissibility as-
sumption
p. 28
Ya a set of all y ∈ Y which are asymptotically autonomous p. 83
V (y ) {x : (y , x ) ∈V }where V ⊂ Y ×X or, in particular, V ⊂R+×X p. 74
V (U ) V ∩ (U ×X ) where V as above and U ⊂ Y or U ⊂R+ p. 74
X α α-th fraction power space with respect to an operator A p. 38
[a , b ]R/NZ projection of the interval [a , b ]⊂R toR/NZ
X ⊕Y direct sum of two vector spaces, i.e. X ⊕Y = X + Y , and X ∩Y = {0}
U a subset of Σ+(y0)× X , denoting the unstable subbundle given by a linear
evolution operator
p. 28
S a subset ofΣ+(y0)×X , denoting the stable subbundle given by a linear evo-
lution operator
p. 28
Subject Index
N −T2 , 47
CSS(K ), 52
C (y0, K ), 51
α-limes set, 53
ω-limes set, 53
[N1, N2], 51
(LIN∞), 42
(LIN0), 41
admissible, 4
asymptotically autonomous (parameter), 83
asymptotically autonomous cycle, 84
asymptotically linear, 40, 42
attractor-repeller decomposition, 53
attractor-repeller sequence, 58
autonomous parameter y0, homotopy index, 20
categorial Conley index (nonautonomous), 51
cocycle mapping, 3
compact invariant pair, 46
Conley index theory (autonomous), 4
connected simple system, 52
connecting homomorphism, 58
continuation, 65
continuation assumptions (C1) and (C2), 25
continuation class, 65
direct limit, 70
direct system (of sets), 70
does not explode, 4, 22
evolution operator, 2
existence of arbitrary long solutions, 21
existence of full solutions, 21
exit time (inner), 70
exponential dichotomy, 103
FM-index pair, 5
fractional power space, 38
homology Conley index, 57
homology index braid, 62
homology theory, 1
homotopy index (nonautonomous), 18
homotopy index (nonautonomous, second
variant), 48
homotopy index of an empty invariant set, 19
index pair (nonautonomous), 13
index pair for (y0, K ), 46
index triple (for (y0, K , A, R )), 53
index triple, existence, 54
inner morphism, 53
inner set (in the context of an isolating
neighborhood), 13
invariant pair, 46
isolating neighborhood (classical meaning), 4
isolating neighborhood for (y0, K ) in Y ×X , 22
isolating neighborhood inR+ ×X , 13
isolating neighborhood in Σ+(y0)×X , 4
largest invariant subset, 3
largest negatively invariant subset, 3
largest positively invariant subset, 3
linearity assumptions (L1) and (L2), 24
linearization at infinity, 42
linearization at zero, 41
long exact sequence associated with an index pair,
57
Morse decomposition, 60
ordinary differential equations, 36
persistence of Morse-decompositions, 63
perturbations of semilinear parabolic equations, 78
positive hull, 4
quasilinear parabolic equations, 37
quotient space, 1
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recurrent function, 7
regular index pair, 70
semiflow, 2
seminlinear parabolic equations, 35
skew-admissible, 22
skew-product semiflow, 3
solution (of an evolution operator), 2
stable bundle, 28
strongly admissible, 4
strongly admissible FM-index pair, 5
strongly skew-admissible, 22
uniformly connected attractor-repeller
decomposition, 74
unstable bundle, 28
weak index filtration, 61
weakly hyperbolic (linear evolution operator), 28
weakly hyperbolic invariant set, 83
weakly hyperbolic solution, 83
