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Аннотация. В статье раскрываются основные активационные функ-
ции, рассматриваются их отличительные особенности, присущие им досто-
инства и недостатки. 
Abstract. The article reveals the main activation functions, highlights their 
distinctive features, their inherent strengths and weaknesses. 
238 
Ключевые слова: нейронная сеть, активационная функция, линейная 
функция, сигмойда, параболический тангенс, ReLu. 
Keywords: neural network, activation function, linear function, sigmoid, par-
abolic tangent, ReLu. 
Искусственный нейрон представляет собой узел искусственной нейрон-
ной сети, являющийся упрощенной моделью естественного нейрона. Матема-
тически нейрон представляется в виде функции. Если говорить простыми сло-
вами, нейрон производит расчёт взвешенной суммы значений на своих входах, 
добавляет смещение и определяет, следует исключить данное значение или 
использовать дальше [1].  
Функция, в виде которой представляются нейроны — называется функ-
цией активации. Функция активации определяет выходное значение нейрона 
в зависимости от результата взвешенной суммы входов и порогового значе-
ния. 
Рассмотрим нейрон: 
 
Значение Y лежит в диапазоне (-∞; +∞). В реальности невозможно точно 
указать границу, после которой произойдет активация нейрона. Для определе-
ния момента (значения) активации нейрона, применяют активационные функ-
ции. Данные функции проверяю получаемое от нейрона значения Y на предмет 
того, должны ли внешние связи рассматривать этот нейрон как активирован-
ный, или его можно игнорировать. 
Ступенчатая функция 
Первая, проблема которая возникает заключается в определении, что 
считать границей активации для активационной функции. Самым простым ре-
шением является установить пороговое значение. Если Y больше этого значе-
ния, считать нейрон активированным. В противном случае говорим, что 
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нейрон неактивен. Такая схема выглядит вполне работоспособной, но для 
начала требуется ее формализовать [2, 3]. 
Итак, функция А активирована, при условии, что Y> пороговое, иначе 
нет.  
Рассмотренная функция является ступенчатой. График функции пред-
ставлен на рисунке 1. 
 
Рисунок 1 — Ступенчатая функция 
Функция принимает значение 1 (активирована), когда Y > 0 (больше по-
рогового значения), и значение 0 (не активирована) в противном случае. 
Таким образом реализуется активационная функция нейрона. Данный 
способ является самым простым, однако в нём есть недостатки. Рассмотрим 
следующую ситуацию. 
Представим, что требуется создать бинарный классификатор — модель, 
которая должна говорить «да» или «нет» (активирован или нет). Ступенчатая 
функция идеально подходит для данного случая — она в точности выводит 1 
или 0. 
Однако если требуется классифицировать несколько классов: класс 1, 
класс 2, класс 3 и т. д, то активированными могут оказаться несколько нейро-
нов. В таком случает все нейроны из функции активации выдадут значение 1. 
В таком случае возникает вопрос, к какому классу отнести данный предмет.  
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Для точного определения класса предмета должна происходить актива-
ция только одного нейрона, а функции активации остальных нейронов должны 
быть равны нулю. Только в этом случае можно быть уверенным, что сеть пра-
вильно определяет класс. Такую сеть труднее обучать и добиваться сходимо-
сти. Если активационная функция не бинарная, то возможны значения «акти-
вирован на 50%», «активирован на 20%» и так далее. Если активированы не-
сколько нейронов, можно найти нейрон с наибольшим значением активацион-
ной функции. 
Для построения более универсальной сети требуется получать промежу-
точные значения активационной функции, а не только определять «активиро-
ван» или нет. 
Линейная функция активации 
 
Рисунок 2 — Линейная функция 
Линейная функция (рисунок 2) имеет два линейных участка, где функ-
ция активации равна минимально допустимому и максимально допустимому 
значению. На рисунке один также присутствует участок, на котором функция 
возрастает строго монотонно. 
Данная активационная функция позволяет получить целый спектр зна-
чений, а не только бинарный ответ. Также существует возможность объедине-
ния нескольких нейронов вместе и, если более одного нейрона активировано, 
241 
решение принимается на основе максимального значения. Однако и данная 
функция имеет свои недостатки [3]. 
Для примера рассмотрим линейную функцию (1): 
Y=cx    (1) 
Производная от (1) по x равна с. Из этого следует, что градиент никак не 
связан с Х. Градиент является постоянным вектором, а спуск производится по 
постоянному градиенту. В случае получения ошибочного ответа, дообучение, 
проведенное методом обратного распространения ошибки, тоже будет посто-
янно, и не зависимо от изменения на входе значения ∆(x). Это не есть хорошо. 
Но существует и другая проблема. Рассмотрим связанные слои. Каждый слой 
активируется линейной функцией. Значение с этой функции идет в следующий 
слой в качестве входа, второй слой считает взвешенную сумму на своих вхо-
дах и, в свою очередь, включает нейроны в зависимости от другой линейной 
активационной функции [5]. 
Не имеет значения, сколько слоев было использовано. Если все они по 
своей природе линейные, то и итоговая функция активации будет иметь ли-
нейный характер. Это означает, что два слоя (или N слоев) могут быть заме-
нены одним слоем.  
Сигмоида 
 
Рисунок 3 — Сигмойда 
242 
Сигмоида — это гладкая монотонная возрастающая нелинейная функ-
ция (2). 
𝐴 =
1
1+𝑒−𝑥
   (2) 
Рассмотрим её преимущества. 
Во-первых, сигмоида — не линейна по своей природе, а результатом 
комбинации набора таких функций имеет нелинейный характер, что позволяет 
строить сеть из нескольких слоев. 
Главным преимуществом данной функции, является то, что она не явля-
ется бинарной, в отличие от ступенчатой функции. Для сигмоиды также ха-
рактерен гладкий градиент [3, 4]. 
В диапазоне значений X (-2;2) значения Y изменяется очень быстро. Это 
означает, что любое малое изменение значения X в этой области влечет суще-
ственное изменение значения Y. Такое поведение функции указывает на то, 
что Y имеет тенденцию стремится к одному из краев диапазона. 
Другое преимущество сигмоиды над линейной функцией заключается в 
следующем. В первом случае имеем фиксированный диапазон значений функ-
ции — [0,1], тогда как линейная функция изменяется в пределах (-inf, inf). Та-
кое свойство сигмоиды очень полезно, так как не приводит к ошибкам в случае 
больших значений порога активации. 
На данный момент сигмоида является одной из самых часто применяе-
мых активационных функций в нейросетях. Но и у неё есть недостатки, на ко-
торые стоит обратить внимание. 
При приближении к границам диапазона, значения Y начинают слабо 
реагировать на изменения в X. Это означает, что градиент в таких областях 
имеет малые значения. 
В таком случае значение градиента мало и стремится к 0. Нейросеть пе-
рестает обучаться вовсе или делает это крайне медленно. Однако существует 
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множество вариантов решения данной проблемы. Несмотря на свои недо-
статки данная функция очень популярна, и часто применяется для решения за-
дач классификации. 
Гиперболический тангенс 
Еще одна часто применяемая активационная функция — гиперболиче-
ский тангенс (3) (рисунок 4). 
 
Рисунок 4 — Гиперболический тангенс 
𝑓(𝑥) = tanh(𝑥) =
2
1+𝑒−2𝑥
− 1                 (3) 
Гиперболический тангенс является скорректированной сигмоидной 
функцией. 
tanh(𝑥) = 2 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(2𝑥) − 1  (4) 
Данная функция имеет те же характеристики, что и сигмоида, рассмот-
ренная ранее. Она так же имеет не линейный характер и хорошо подходит для 
комбинации слоёв, а диапазон значений функции лежит в диапазоне (-1, 1). 
Узкий диапазон значений предотвращает, перегрузку активационной функ-
ции. Однако стоит отметить, что градиент тангенциальной функции больше, 
чем у сигмоиды (производная круче). Решение выборе функции, зависит тре-
бований к амплитуде градиента. Также, как и сигмоиде, гиперболическому 
тангенсу свойственная проблема исчезновения градиента [6]. 
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Тангенс также является очень популярной и часто применяемой актива-
ционной функцией. 
ReLu 
В последние годы большую популярность приобрела функция актива-
ции под названием «выпрямитель» (rectifier, по аналогии с однополупериод-
ным выпрямителем в электротехнике). Нейроны с данной функцией активации 
называются ReLU (rectified linear unit). ReLU имеет следующую формулу (5) и 
реализует простой пороговый переход в нуле (Рисунок 5). 
𝐴(𝑥) = max (0, 𝑥)   (5) 
Исходя из определения, становится понятно, что ReLu возвращает зна-
чение х, если х положительно, и 0 в противном случае. График функции при-
веден на рисунке 5.  
 
Рисунок 5 — Функция ReLu 
На первый взгляд кажется, что ReLu наследует все те же проблемы, что 
характерны линейной функции, так как ReLu линейна в первом квадранте. Но 
на самом деле, ReLu не линейна по своей природе, а комбинация ReLu также 
не линейна.  
Вычисление гиперболического тангенса и сигмоиды сопровождается 
выполнением ресурсоемких операций. Однако вычисление ReLU реализовано 
с помощью простого порогового преобразования матрицы активаций в нуле. 
Также к преимуществу можно отнести то, что ReLU не подвержен насыще-
нию. 
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Применение ReLU существенно повышает скорость сходимости стоха-
стического градиентного спуска по сравнению с сигмоидой и гиперболиче-
ским тангенсом. Считается, что это обусловлено линейным характером и от-
сутствием насыщения данной функции. 
К сожалению, ReLU не всегда достаточно надежны и в процессе обуче-
ния могут выходить из строя («умирать»). Слишком большой градиент, про-
ходящий через ReLU, приводит к такому обновлению весов, что данный 
нейрон никогда больше не активируется. Если это произойдет, то, начиная с 
данного момента, градиент, проходящий через этот нейрон, всегда будет равен 
нулю. Соответственно, данный нейрон будет необратимо выведен из строя. 
Например, при слишком большой скорости обучения (learning rate), может 
оказаться, что до 40% ReLU «мертвы» (то есть, никогда не активируются). Эта 
проблема решается посредством подбора приемлемой скорости обучения. 
Заключение 
Каждая из рассмотренных функций имеет свои отличительные свойства, 
преимущества и недостатки. Не одна из функции не является универсальной 
однозначно сказать в каком случая следует использовать ReLu, сигмоиду или 
tanh невозможно. Зная некоторые характеристики функции, которую требу-
ется аппроксимировать, следует выбирать такую активационную функцию, 
которая аппроксимирует искомую функцию максимально точно и приведёт к 
быстрому обучению. 
Например, сигмоида хорошо для использования в задачах классифика-
ции. Например, аппроксимацию классифицирующей функции, комбинацией 
сигмоид можно провести легче, чем применяя ReLu. 
Следует использовать ту функцию, с которой процесс обучения и схо-
димость будут быстрее. Более того, возможно применение собственных, ко-
стюмных функций. Если природу исследуемой функции не известна, в таком 
следует начать с ReLu и потом двигаться в обратном направлении.  
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