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Abstract 
Structural equation modeling (SEM), which is a multivariate statistical technique 
combining regression analysis, path analysis and factor analysis, is extensively used in 
behavioral sciences. When the research findings of a field increase, there is a need to 
summarize them statistically. Meta analysis is a set of statistical techniques used to 
combine research findings in order to answer three main questions: Whether the effect is 
consistent across different independent studies, what the overall effect sizes are if they are 
consistent, and what the moderator effects are if they are not consistent. Traditionally, 
researchers estimate the pooled correlation matrix from independent studies by averaging 
the weighted correlation coefficients or the weighted Fisher z transformed correlation 
coefficients. Then the pooled correlation matrix is subjected to the analysis of SEM. This 
approach suffers from several technical problems. They are arbitrary sample size, 
nonpositive definite correlation matrix, and the analysis of correlation matrix in SEM. A 
new two-stage method based on the multigroup analysis of SEM was proposed in 
summarizing research findings in the context of SEM. Li the first stage, multigroup 
equality constraints are imposed on the correlation coefficients across different studies to 
estimate the pooled correlation matrix and the covariance matrix of parameter estimates. 
Li the second stage, the pooled correlation matrix is analyzed with the Arbitrary 
Distribution Free (ADF) method where the covariance matrix of parameter estimates in the 
first stage is used as the weight matrix. The total sample size of individual study is used as 
the sample size. Monte Carlo simulations showed that the proposed two-stage method 
performed better in the rejection counts and standard errors of parameter estimates than 
• Summarizing Research Findings in SEM 4 
averaging the weighted correlation coefficients and the weighted Fisher z transformed 
correlation coefficients. A real example from Hunter (1983) illustrated how the proposed 
method could be used to analyze real data set. Limitations, future directions and 
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Chapter 1 
Introduction of Research Topic 
Structural Equation Modeling as an hnportant Statistical Technique in Behavioral Sciences 
Structural equation modeling (SEM), or covariance structure analysis (CSA), was 
considered as one of the most important advances of statistical techniques in the stream of 
social science. It has been extensively used in social and behavioral sciences, just to name 
a few like Psychology (Byme, 1988; McCallum, 1990)，Sociology (Baer, Grabb & 
Johnston, 1991)，Education (Gustafsson & Balke，1993), Marketing (Lord, Lee & Sauer, 
1994). Generally speaking, SEM is a multivariate technique combining regression 
analysis, path analysis and factor analysis (Bentler, 1995). Usually, the analysis of SEM 
involves several steps: Model specification, estimation, evaluation of model fitness, model 
modification, interpretation and communications (Bollen, 1989; Hoyle, 1995). It is easy to 
observe that publications using SEM as analysis techniques have increased dramatically 
within these two decades (Bentler & Dudgeon，1996). 
However, the advances and the increase of research findings in SEM does not 
necessarily imply that consistent conclusions can be drawn from these studies. One major 
reason is that SEM is a theory-driven data analysis technique. A hypothesized model is 
proposed and tested against the observed data. If the calculated probability under the null 
hypothesis is higher than some acceptable type I error level, e.g., .05 or the goodness of fit 
indices are higher than some rule-of-thumb values, usually 0.9, the proposed model is 
accepted. Hence, different researchers may propose different non-identical models which 
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are supported by their own data. It is not easy to compare these models as they are based 
on different data set. Therefore, there is a need to summarize these research findings in 
order to draw consistent conclusions, if any. 
Meta Analysis as a Statistical Technique to Combine Liformation 
Researchers always attempt to solve the problem of lots of research findings by 
reviewing or summarizing them. Meta analysis or data synthesis is a set of statistical 
techniques that is employed to summarize research findings from independent studies 
(Glass, McGaw, & Smith，1981; Hunter, & Schmidt, 1990). Li general, there are three 
main objectives in conducting a meta analysis: To test if the effect is consistent across 
different independent studies, to estimate the overall effect sizes if they are consistent and 
to find the moderator effects if they are not consistent (Sanchez-Meca & Marin-Martinez, 
1998). Li some univariate and multivariate statistics, there are successes in using meta 
analysis as statistical techniques to combine independent research findings (Bangert-
Drowns, 1986; Kalaian & Raudenbush，1996; Raudenbush, Becker, & Kalaian, 1988). 
Structural equation modeling is one type of the multivariate statistics, however, there is a 
lack of established methods for combining results in the field of SEM (Viswesvaran & 
Ones, 1995). 
As a usual practice, meta analysts combine different correlation matrices from 
independent studies into a correlation matrix with the techniques used in meta analysis 
(Carson, Carson, & Roe，1993; Premack & Hunter, 1988). Then the pooled correlation 
matrix is input for the analysis of SEM (Brown & Perterson, 1993). For example, Becker 
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(1996) used the data set from 21 studies of the Buss-Durkee Hostility Liventory to 
demonstrate how correlation coefficients could be corrected for attenuation, aggregated and 
tested for factor structures. Hom, Caranikas-Walker, Prussia and Griffeth (1992) used the 
meta-analytic techniques combined with the analysis of SEM to test alternative models of 
withdrawal behaviors. Brown and Peterson (1993) used this approach to test the 
antecedents and consequences of salespersonjob satisfaction. However, there is no single 
method to combine findings with SEM per se so far. This heightens the difficulty for SEM 
researchers to summarize research findings in their fields as they may not fully understand 
the statistical techniques used in meta analysis. 
Objectives of the Present Study 
The main objective of this dissertation was to propose a two-stage method based on 
the multigroup SEM approach to summarize research findings from independent studies in 
the field of SEM. Li Chapter 2, a review of some common methods and their problems in 
summarizing findings in SEM would be discussed. The details of the proposed procedure 
and its advantages would be discussed in Chapter 3. Li Chapter 4, a Monte Carlo study 
would be conducted to evaluate the empirical performance of the proposed method and 
results would be compared with the common methods. Li Chapter 5, a real example would 
be used to illustrate how the proposed method could be applied to a real data set. Finally, 
limitations, future directions and conclusions would be discussed in Chapter 6. 
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Chapter 2 
Common Methods Used in Summarizing Research Findings and Their Problems 
Potential Problems in Lidividual Study 
As pointed out by Cohen (1988), the statistical power of most studies in psychology 
was very low. One of the reasons is the small sample size used in most psychological 
studies. Moreover, the presence of measurement errors also lead to the low statistical 
power of most studies in psychology. Hunter and Schmidt (1990) also wamed the 
problems with statistical significance tests. They showed with artificial examples that the 
conclusions drawn based on small samples were likely to be conflicted with each other 
though the data were sampled from the same population. Therefore, some findings may 
have significant results while some may not. Li order to investigate the consistency of the 
research findings, there are always needs to summarize research findings in a particular 
field of study. 
Traditionally, reviewers summarize findings by their subjective review and are 
guided by their knowledge in the particular field. However, when the number of studies 
becomes large, say 100 or 200, reviewers are hard to compare the design, measures, sample 
used, and so forth with their mind. When the results appear inconsistent, the usual 
conclusion drawn is that there are mixed findings and more research is needed (Hunter, 
Schmidt & Jackson，1982). However, it is recognized that conducting more research does 
not necessarily decrease the uncertainty of a particular topic if the findings are inconsistent 
(National Research Council, 1992). 
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Overviews of Meta Analysis 
Many researchers criticized these traditional review approaches as subjective and 
imprecise (e.g., Glass, 1976; Hedges & Olkin，1985; Hunter & Schmidt，1990). Glass and 
colleagues introduced the statistical procedures to combine findings from different studies 
and coined the term meta-analysis (Glass, 1976; 1977; Glass, McGaw & Smith, 1981). 
Glass (1976) wrote: 
Meta-analysis refers to the analysis of analyses ... the statistical analysis of 
a large collection of analysis results from individual studies for the purpose 
of integrating the findings. It connotes a rigorous alternative to the casual, 
narrative discussions of research studies which typify our attempts to make 
sense of the rapidly expanding research literature, (p.3) 
Glass, McGaw and Smith (1981) introduced three essential characteristics of meta 
analysis: Meta analysis is quantitative, meta-analysis does not prejudge research findings in 
terms of research quality, and meta analysis seeks general conclusions. Broadly speaking, 
meta analysis can be classified into two classes: Fixed- and random-effects models 
(Hedges & Vevea, 1998). Fixed-effects models assume that the effect-size parameters as 
fixed but unknown constants which can be estimated while the random-effects models 
assume that the effect-size parameters as some random sample from a population. 
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As mentioned before, the techniques draw on three questions: To test if the findings 
are consistent, to estimate the overall effect size, and to find the moderator effect, if any. 
First, results from independent studies are converted into some scale-free statistics, e.g., 
Cohen's d or Pearson's r (Wolf, 1986). Under the fixed effects models, effect sizes from 
independent studies are tested for homogeneity. If they are not different statistically, the 
overall effect size can be estimated by pooling them together (Wolf, 1986). Ifthe null 
hypothesis of homogeneity is rejected, it is interesting to know why the effect sizes vary 
across the studies. For instance, studies can be grouped together according to their 
demographics, instruments or methods used. Then the grouped studies can be tested for 
the homogeneity separately. And these characteristics can be used to explain the 
inconsistency among the studies. This is called the moderator effect (Kemery, Mossholder 
& Dunlap, 1989). 
Apart from drawing conclusions from different studies, the other reason to combine 
research findings is to test a more complex model with several constructs that are never 
measured in full in any single primary study. Different researchers may have interest in 
some specific parts of the theory and only focus on some relevant constructs in the whole 
model. Viswesvaran and Ones (1995) suggested that techniques used in meta analysis 
could be used to combine results in SEM where not all relationships specified by a theory 
needed to be included in each primary study. 
Common Methods of Summarizing Research Findings in SEM 
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Meta analysts usually combine correlation coefficients from different studies with 
the univariate approaches with the assumption that the correlation coefficients are 
independent within studies (e.g., Brown & Peterson，1993; Schmidt, Hunter & 
Outerbridge, 1986). The most common approach can be viewed as a "two-stage" approach. 
Li the first stage, the correlation coefficients from independent studies are averaged 
together to form the pooled correlation matrix. Li the second stage, the pooled correlation 
matrix is subjected to the analysis of SEM. Generally speaking, there are more than one 
method used in combining correlation matrix in the first stage. Jn this study, only the two 
most common methods are discussed. They are averaging the weighted correlation 
coefficients and averaging the weighted Fisher z transformed correlation coefficients. 
Moreover, there are also several choices of weightings in the averaging procedures. 
Stage 1: Estimating the Pooled Correlation Matrix 
Before averaging, the homogeneity of the correlation coefficients across studies is 
usually tested (Brown & Perterson, 1993; Hedges & Olkin，1985). If they are not 
homogeneous, it is inappropriate to combine them (National Research Council, 1992; 
Wolf, 1986). 
Test for Homogeneity before Combining 
There are several statistical procedures to test the homogeneity of correlation 
coefficients across independent studies (Hedges & Olkin, 1985). One of the procedures is 
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the chi-square test. The main advantage of this test is that the test statistic is independent 
of the parameter of the correlation coefficient (Hedges & Olkin，1985). 
Let the Fisher z transformed correlation coefficient of study i be 
1 , 1 + rij 门 、 Zij=-Xl0g � 2 1 - rij 
where r^  is the correlation coefficientj in study i and log is the natural logarithm. Then by 
assuming all the population correlation coefficients are equal, the statistic 
Qj = t ( n i j - 3 ) ( ^ - Z j ) 2 (2) 
i=l 
is approximately distributed as asymptotic y^ with g-1 degrees of freedom, where g is the 
number of studies and zj is the weighted mean of Zij across g groups (Hedges & Olkin, 
1985). lf they are not homogeneous, it is unlikely that they are come from the same 
population; therefore, there is no reason to combine them. 
Correction for Artifacts 
Since the measurements are not perfect, the measured correlation coefficients will 
be smaller than the actual correlation coefficients in the population. Some researchers 
propose to correct for artifacts or attenuation before combining them while others suggest 
that combining the observed correlation coefficients is sufficient. 
Hunter and Schmidt (1990) identified 11 artifacts which could be corrected before 
combining the correlation coefficients. These include sampling error, error of 
measurement in the dependent and independent variables, and restriction of range, etc. 
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However, it is unlikely that the published articles will include all the information for 
correction. 
One type of measurement error is unreliability that can be corrected by 
Icorrected — ~j~,——^~" ( 3 ) V r X X \ r y y 
where rcorrected is the estimated corrected correlation for unreliability of measurements, rxy is 
the observed correlation between variable x and variable y，and r'xx and r'yy are the 
estimated reliabilities of variable x and y respectively. 
After testing for homogeneity and correcting for artifacts, the correlation 
coefficients are averaged together to form the pooled correlation matrix. There are two 
methods in estimating the pooled correlation matrix: Averaging by the weighted correlation 
coefficients and averaging by the weighted Fisher z transformed correlation coefficients. 
Hunter and Schmidt (1990) showed that the use of Pearson r produced a small downward 
bias in the estimation of the mean correlation, while the use of Fisher z transformed 
correlation coefficients produced an upward bias. They suggested that the results of these 
two procedures are nearly the same practically. 
Method 1: Averaging by the Weighted Correlation Coefficients 
The first method of pooling correlation coefficients is to compute the average of 
individual correlation coefficients by appropriate weightings. That is, 
一 ^ 
rj = ^ w i i i j (4) 
i=l 
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where rj is the pooled correlation coefficientj (weighted correlation coefficientj), Wi is the 
appropriate weight in study i, r!j is the correlation coefficientj in study i and g is the total 
number of studies. 
Method 2: Averaging bv the Weighted Fisher z Transformed Correlation Coefficients 
The second method is to use the Fisher z transformation as defined in Equation 1 to 
transform the raw correlation coefficients into Fisher z before averaging (Verhaeghen & 
Salthouse, 1997). Then the pooled Fisher z of pairj is defined as 
Zj = I WiZij (5) 
i=l 
where Wi is the appropriate weight in study i, Zy is the Fisher z of pair j in study i and g is 
the total number of study. And the pooled Fisher z is transformed back into the correlation 
coefficient by 
^ e ( 2 x j ) - l (6) 
e ( 2 x z j ) + l 
where e(.) is the exponential function. 
Choices of Weightings 
Though using the same method of averaging, there are also several choices of 
weighting. The most common weight is the corresponding sample size of the studies 
(Premack & Hunter, 1988; Schmidt, Hunter & Outerbridge, 1986), i.e., 
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Wi = gUi (7) 
J n k 
k=l 
where rii is the sample size in study i. 
Another choice of weights is the corresponding degree of freedoms in each study, 
i.e., 
Wi = - ^ ~ (8) 
J d f k 
k=l 
where dfi equals ni-2 in study i (Becker, 1996). Actually, these two weightings do not 
differ greatly because the sample size used in meta analysis is usually very large. 
Apart from the methods and weightings of averaging, meta analysts have to decide 
what the values should be used in the diagonals of the pooled correlation matrix. Since the 
correlation coefficients are always used to estimate the pooled correlation matrix, the 
diagonals are usually set to be ones. However, some researchers propose to use the 
estimated reliabilities of the measurements in the diagonals of the pooled correlation 
matrix instead of ones (Hom et al., 1992). 
As there are px(p -1)/2 nonduplicate off-diagonal correlation coefficients in a 
correlation matrix, where p is the number of variables in the correlation matrix, the above 
procedure is carried out for each non-duplicate elements in the correlation matrix. 
Reported studies, however, may involve different number of variables as they are 
conducted independently by different researchers. Hence, meta analysts have to decide 
how to combine the correlation matrices that are based on different number of variables. 
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Potential Problems of Common Methods in Stage 1 
There are usually three methods to handle the problem of summarizing correlation 
matrices with different number of variables (Viswesvaran & Ones，1995). The first 
method is to exclude studies that do not contain all the variables in the model (e.g., Hom et 
aL, 1992). However, the main drawback is that the final number of studies may be reduced 
greatly. This also limits the generalizability of the results of the meta analysis (Bushman & 
Wang, 1996). 
The second method is to reduce the number of variables used in the model in order 
to include as many studies as possible. The problem with this method is that it cannot be 
used to test complex model as the number of variables is small. 
The third method that is widely used is to estimate the elements of the pooled 
correlation matrix from studies with different number of variables (Brown & Peterson, 
1993). The advantage of this method is that it includes as many studies as possible. 
However, the potential disadvantage is that the pooled correlation matrix may not be 
positive definite as required for the analysis of SEM because each element in the pooled 
correlation matrix is based on different number of studies, or different sample size 
(Wothke, 1993) (see Appendix A for the definition of positive defined matrix)�Wothke 
(1993) discussed several possible causes of nonpositive definite matrix, for instance, 
collinearity of the measured variables and pairwise deletion of missing data. Since the 
pooled correlation matrix is based on the pairwise elements from different studies in the 
third method, it may be nonpositive definite. Li the first and second methods, the pooled 
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correlation matrix is a linear combination of correlation matrices with the same dimension, 
the pooled correlation matrix is guaranteed to be positive definite provided that individual 
correlation matrix is positive definite. 
Stage 2: Fitting the Proposed Model 
Li the second stage, the pooled correlation matrix is used as the observed 
correlation matrix for the analysis of SEM. Software likes LISREL (Joreskog & S ^ o m， 
1996) or EQS (Bentler, 1995) can be used to analyze the proposed model. Standard 
approaches in SEM can be used to estimate the model parameters and to assess the 
goodness of fit of the proposed model. 
Potential Problems of the Common Methods in Stage 2 
Three technical difficulties can be detected in this stage, however. They are the 
sample size, nonpositive definite matrix and the analysis of correlation matrix instead of 
covariance matrix. 
The first problem is to decide the sample size for the model. Since the pooled 
correlation matrix is formed by combining studies with different sample sizes, researchers 
have to decide the appropriate sample size for analysis in SEM. Structural equation 
modeling is very sensitive to large sample size when there are small discrepancies between 
the proposed model and the observed data. If the total sample size of the studies is used, it 
is possible that the proposed model will always be rejected. Hence, meta analysts seldom 
use the total sample size as the sample size in fitting the proposed model. Different 
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researchers propose different sample size to use, for instance, the arithmetic mean (Carson, 
Carson, & Roe，1993; Premack and Hunter, 1988; Verhaeghen & Salthouse，1997)，median 
(Brown & Perterson, 1993), or the harmonic mean (Viswesvaran & Ones, 1995) of the 
sample size in individual study.^ However, deciding which one to use is still arbitrary. 
Moreover, the power of SEM is likely to be reduced as a small sample size (arithmetic 
mean, median or harmonic mean) is always used. Therefore, using different sample size 
can result in different conclusions. 
The second problem is the use of the nonpositive definite matrix as input matrix. 
Since researchers are not willing to "waste" primary studies, they usually try to include as 
many studies as possible. The usual way is to pool the elements of the correlation matrix 
based on different number of studies. As mentioned above, the pooled correlation matrix 
may be nonpositive definite, and the analysis of SEM may no longer be appropriate.^ 
The third problem is the analysis of correlation matrix instead of covariance matrix 
in SEM. The statistical theories of SEM are based on the distribution of covariance, not 
correlation. Hence, it may not be appropriate to use correlation matrix as input. Many 
researchers have wamed the problems of analyzing correlation matrix instead of covariance 
matrix because the chi-square statistics and the estimated standard errors of parameters 
may not be correct when correlation matrices are analyzed (e.g., Cudeck, 1989; Joreskog & 
S5rbom, 1996). 
However, there are some reasons that covariance matrices may not be appropriate 
in the context of meta analysis. The APA Publication Manual suggested that variance-
covariance (or correlation) matrix should be included in the published articles for 
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correlational analyses (American Psychological Association, 1994). Since most of the 
psychological constructs are in arbitrary scale, researchers prefer to report correlation 
matrix rather than covariance matrix, except in the field of SEM. Researchers in meta 
analysis always use correlation matrix for analysis (Hunter & Schmidt, 1990). Therefore, 
most of the past meta analysis done in SEM used correlation matrix instead of covariance 
matrix to fit models (e.g., Becker, 1996; Brown & Peterson, 1993; Verhaeghen & 
Salthouse, 1997; Viswesvaran & Ones，1995). 
Apart from the arbitrary scale in psychological constructs, different studies may not 
be in comparable scales because the measurements and samples used are not exactly the 
same. Hence, correlation coefficeints are more appropriate in summarizing research 
findings across studies (Hunter & Schmidt, 1990). 
Even in the context of SEM, there are also some situations where correlation matrix 
has to be used instead of covariance matrix. For instance, in the analysis of Multitrait-
Multimethod (MTMM) Model, correlation matrix is always used instead of covariance 
matrix (Byme, 1994; Marsh & Grayson, 1995). It may be due to the fact that MTMM 
Model was developed from the tradition of analysis of correlation matrix (Campbell & 
Fiske, 1959). 
Since the common methods suffer from the above problems, there is a need to find 
a new method to summarize research findings in the context of SEM. 
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Chapter 3 
Procedures of the New Proposed Two-stage Method 
Mroduction 
As mentioned in the previous chapter, the common methods of summarizing 
research findings suffer from the problems of arbitrary sample size and nonpositive definite 
correlation matrix used in the analysis of SEM. Li response to these problems, a new 
method based on the multigroup approach in SEM is proposed. Regarding the problems of 
analyzing correlation matrix instead of covariance matrix, it is impractical to use 
covariance matrix in summarizing research findings as discussed in the previous chapter. 
Hence, correlation matrix is used in the proposed two-stage method. It can be considered 
as a fixed-effects model as the correlation matrices are assumed the same across studies. 
Terminology of SEM in Single Group 
Let X be a p x 1 random observed vector with a p x 1 mean vector ^ and a p x p 
population covariance matrix Z. Li SEM, it is assumed that the population covariance 
matrix X is a function of a q x 1 vector of unknown parameters 0, i.e.,^ X = E(6). 
The discrepancy function to be minimized in order to obtain the estimated 
A 
parameters 0 is 
Q(e)=(s-a(e))V(s-a(0)) (9) 
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where s = vecs(S) and g(0) = vecs(E(0)) are the p*x l vectors of p* = p(p+l)/2 elements 
obtained by stringing out the lower triangular elements in the sample and implied 
covariance matrices S and X(9), respectively, and W is a p*xp * weight matrix which is 
typically considered to be a fixed, possibly estimated, positive definite matrix (Browne, 
1982; Shapiro, 1983).3 
By using the appropriate W, (n-l)Q(0)min is asymptotically distributed as x^ in large 
sample with p*-q degrees of freedom, where q and n are the number of free parameters and 
the sample size respectively. 
Under the assumptions of multivariate normality, the two lower-order moments, 
mean vector and covariance matrix, are sufficient statistics and higher-order central 
moments are zero or simple functions of the second-order moments (Bentler, 1983). 
Therefore, there are several choices of W to make the computation easier. If the inverse 
matrix of the covariances and variances of the terms in s are used as W, the method is 
called the generalized least squares (GLS). And the discrepancy function can be simplified 
as 
Q(S)=l/2tr[S_i(S-:E(e))]2 (10) 
where tr[.] is the sum of the diagonal elements in the matrix (Browne & Cudeck, 1989; 
Neale & Cardon, 1992). The properties of GLS are scale invariance of measurement, 
standard errors of parameter estimates and overall goodness of fit test statistic available 
(Neale & Cardon, 1992). And the parameter estimates are consistent, asymptotically (large 
sample) unbiased and efficient (West, Finch & Curran，1995). 
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The other choice ofW under the assumptions of multivariate normality is the 
inverse of the variances and covariances among the elements in the implied covariance 
matrix. This method is called maximum likelihood estimation (MLE). And the 
discrepancy function can be simplified as 
Q(fi) = logE(0)l + tr[SZ(S)-i] - loglSI - p (11) 
where LI is the determinant of a matrix, and log(.) and p are the natural logarithm and the 
number ofvariables, respectively (Browne & Cudeck, 1989). The advantages ofMLE are 
similar to that in GLS (Neale & Cardon，1992). It has been shown that the MLE and GLS 
converged under normality (Browne, 1974). Moreover, MLE has been found quite robust 
to the violations of normality (Chou & Bentler，1995). 
Since the multivariate normality assumptions may not always be tenable, the 
asymptotically distribution free (ADF) method was proposed to analyze data in SEM 
without making any distribution assumption on the data (Browne, 1984). It is called 
arbitrary distribution generalized least squares (AGLS) in EQS (Bentler, 1995) or 
generalized weighted least-squares (WLS) in LISREL (Joreskog & S6rbom,1996). The 
ADF method produces asymptotically j^ test, parameter estimates, and standard errors 
regardless of distribution assumptions (West, Finch & Curran, 1995). The disadvantages 
are that they require more computing time as the p*xp * weight matrix have to be 
calculated (Bentler, 1995). Moreover, it was found that ADF performed poorly in small 
sample size (Chou, Bentler & Satorra, 1991; Muthen & Kaplan, 1985). 
Jn the methods of GLS and ML, only sample covariance or correlation matrix are 
needed in the analysis because the higher-order central moments are assumed to be zero or 
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simple functions of second-order moments. However, in the method of AGLS, raw data or 
information about the fourth-order moments is needed in the analysis. 
Terminology of SEM in Multigroup 
The above estimation theories can be extended to the multigroup analysis easily. 
Assume that there are g groups, then each one has a population mean vector and covariance 
matrix, say,山， 2^, .. • fe and E(0i), Z(fib), ... X(9g) which are defined similarly as in the 
above. Note that the sample size, the distribution assumptions, and the dimensions of ^ and 
X(0) across the g groups need not be the same (Bentler, 1995). 
The discrepancy function to be minimized in order to obtain the estimated 
A A A 
parameters 0i, 62, ..., 6g is 
Q = J (n i - l )Qi (12) 
i=i 
where Qi is the discrepancy function as defined in Equation 9 and ni is the sample size in 
/ ^ 
the ith group. The minimum of Q is asymptotically distributed as % in large sample with 
(p^-q+r) degrees of freedom where p* is the total number of nonredundant sample 
covariances across all groups, and q and r are the corresponding total number of free 
parameters and constraints, respectively (Bentler, 1995). 
2 
The overall goodness of fit of the proposed model can be accessed by the % and the 
goodness-of-fit indices while the significance of individual parameter estimates can be 
accessed by the Z-test which are similar to the one-group case. Moreover, by adding 
• Summarizing Research Findings in SEM 27 
between- or within- group constraints, specific hypotheses like factorial invariance across 
groups can be tested (Bentler, 1995). 
The Proposed Two-stage Method 
Jn the first stage, the pooled covariance matrix across independent studies and the 
covariance matrix of the parameter estimates are estimated. Li this stage, no particular 
factor structure is imposed in the data. Li the second stage, the pooled correlation matrix is 
used as input with AGLS as the estimation method. 
Stage 1: Estimating the Pooled Correlation Matrix 
As discussed in the above chapter, it is inappropriate to combine different studies if 
they are not drawn from the same population. Therefore, it is reasonable to assume that the 
parameters across different studies are the same, i.e., ^i =丛2 = .. • = Ug = U, and X(9i)= 
E(92) = ... = S(6g) = E(0). Moreover, different studies may not be in the same scale, the 
mean vector is not interesting to the meta analysts. For the simplification of discussion, it 
is assumed to be zero, i.e., ]X = 0. 
Let f be a p x 1 latent random vector and xjc be a pk x 1 observed vector where k = 
1, 2, ..., g. And let Xk = Ik*f，where Ik* is a pk x p matrix taking the appropriate rows from 
a p X p identity vector. It should be noted that the dimensions of Xk and Ik* vary in each 
group as the number of observed variables may not be the same across studies. For 
instance, suppose there are nine variables Xi, X2, ..., X9 and only three of them are measured 
in the first study. Therefore, 
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Xi = [xi X3 X6]T,f=[fi f2 f3 f4 fs f6 fv fs f9] ^  is thc common latent 
vector, and Ii* will be a 3x9 matrix. That is, 
"1 0 0 0 0 0 0 0 0" 
Ii* = 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 
Notice that the covariance matrix of ^ is (Ik*)(0)(Ik*)^, where 0 is the common 
covariance matrix of f. In other words, the pooled covariance of Xk can be estimated by 
imposing appropriate cross-group constraints on the parameters of 0 (Bentler, 1995). 
As mentioned above, it is impractical to use covariance matrices to do meta 
analysis, correlation matrices are suggested in this stage. The SEM software will analyze 
the correlation matrices as if they are covariance matrices. The computer program will not 
constrain the diagonals to be exactly one, though quite near to be one, because they are 
considered as variances. Therefore, their standard error of estimates can still be estimated. 
Besides, the covariance or correlation matrix of the parameter estimates offcan also be 
requested from most ofthe software in SEM, e.g., EQS (Bentler, 1995) and LISREL 
(Joreskog & S6rbom, 1996). Such information will form the basis of the weight matrix in 
the second stage of model fitting. 
Li this stage, the goodness of fit statistics can be considered as a test of 
homogeneity as they do in the traditional methods. The null hypothesis of testing is that all 
the correlation matrices are the same. If the null hypothesis of homogeneity is not rejected, 
the analysis can be proceeded to the second stage of model fitting. If the null hypothesis is 
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rejected, researchers should inspect the data and find out the causes of the rejection. This 
is similar to looking at the moderator effect in traditional meta analysis. 
An Artificial Example 
To illustrate, assume that there are 4 studies with 4 observed variables. Study 1 
measures variables a, b and c. Study 2 measures variables b, c and d. Study 3 measures 
variables a and d. And study 4 measures variables a，b, c and d. Then 
— 一 
fa r ~i � ~| Xa 
Xa Xb � ~| 
fb Xa Xb f = ^ , xi = Xb , X2 = xc , X3 = and X4 = . 
fc Xd Xc 
Xc Xd 
fd Xd 
— 」 L« «J 
「 1 0 0 Ol 「 0 1 0 0"| 厂 ^ 
� 1 0 0 0^ 
ii*= 0 1 0 0 ,i2*= 0 0 1 0 ,i3*= 0 Q Q 1 
0 0 1 0 [0 0 0 lJ L J 
"1 0 0 0 " 
0 1 0 0 and L* = . 0 0 1 0 
_0 0 0 1 
And the elements in the matrix are constrained to be the same across different 
studies: 
Var(a) in study 1 = Var(a) in study 3 = Var(a) in study 4， 
Var(b) in study 1 = Var(b) in study 2 = Var(b) in study 4， 
Var(c) is study 1 = Var(c) is study 2 = Var(c) in study 4, 
Var(d) in study 2 = Var(d) in study 3 = Var(d) in study 4， 
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Cov(a, b) in study 1 = Cov(a, b) in study 4, 
Cov(a, c) in study 1 = Cov(a, c) in study 4, 
Cov(a, d) in study 3 = Cov(a, d) in study 4, 
Cov(b, c) in study 1 = Cov(b, c) in study 2 = Cov(b, c) in study 4， 
Cov(b, d) in study 2 = Cov(b, d) in study 4， 
Cov(c, d) in study 2 = Cov(c, d) in study 4. 
After the completion of the first stage estimation, the hypothesis that all the 
correlation matrices are come from the same population can be tested. 
Stage 2: Fitting the SEM Model 
]n the second stage, the pooled correlation matrix is used as the observed 
correlation matrix for the analysis of SEM while the covariance matrix of the parameter 
estimates in the first stage is used as the weight matrix. Hence, the structural parameters 
can be estimated by minimizing the discrepancy function as shown in Equation 9. 
The total sample size is used in the first stage to assess the goodness of fit of the 
model and to estimate the covariance matrix of the parameter estimates. The chi-square 
statistic and the covariance matrix of parameter estimates are based on the total sample size 
as shown in Equation 12. Since the covariance matrix of parameter estimates is used as the 
weight matrix in the second stage, therefore, it is appropriate to used the total sample size 
as the sample size in stage 2 fitting and the proposed model can be tested against the 
pooled correlation matrix. Standard procedures like model evaluation and modification 
can be performed in this stage as well. 
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Advantages of the Proposed Two-stage Method 
Apart from solving the arbitrary sample size and nonpositive definite input matrix, 
there are also several advantages of this proposed two-stage method. First, the proposed 
method is a multivariate statistical technique while the common methods are univariate 
statistical techniques. The common methods combine the elements of the pooled 
correlation matrix individually as if each correlation coefficient in the pooled correlation 
matrix is independent of each other. Li contrast, the proposed two-stage method considers 
the interrelated information among the elements of the pooled correlation matrix in the first 
stage estimation. Moreover, the information in the first stage (covariance matrix of 
parameter estimates) is also used as the weight matrix in the second stage. Therefore, all 
the information from the data is included in the proposed two-stage method. 
Second, some meta analysts may correct the raw correlation coefficients for 
artifacts while some may not. Whether using the raw or corrected correlation matrix makes 
a difference in the model fitting and parameter estimates in the analysis of SEM. E the raw 
correlation coefficients are used, the pooled correlation matrix may be underestimated 
because of measurement or sampling errors (Hunter & Schmidt, 1990). The better 
approach to deal with this problem is to model the errors rather than to correct or ignore 
them. Though there is no research finding showing that SEM can model all types of 
artifacts corrected in traditional meta analysis, SEM is capable of modeling measurement 
error, at least. 
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Third, the implementation of meta analysis in the software of SEM allows SEM 
researchers summarize research findings easily. The main interest of SEM researchers is 
modeling while meta analysts concentrate on summarizing information from independent 
studies. If these two approaches can be combined into a single framework, it can help the 
development in both SEM and meta analysis. 
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Chapter 4 
Simulation Study of the Proposed Method with the Common Methods 
Mroduction 
Li this chapter, Monte Carlo simulation was used to evaluate the empirical 
performances of the proposed two-stage method against the common methods which were 
discussed in the methods 1 and 2 in Chapter 2 (KIeijnen, 1974). Artificial data generated 
by the computer with known factor structures were analyzed by the proposed and common 
methods. Then the analyzed results were compared to the true parameters. 
Method 
Apparatus 
SASyOML (SAS ltastitute tic., 1989) was used in a HP9000 Business Server to 
generate multivariate normally distributed data with known parameters. EQS (Bentler, 
1995) was used to perform the analysis of SEM. EQS can only provide the correlation 
matrix of the parameter estimates; however, covariance matrix of the parameter estimates 
is needed as the weight matrix in the second stage of analysis. Therefore, programs written 
in C were used to transform correlation matrices and standard errors of parameter estimates 
into covariance matrices.^ SPSS (SPSS Lic., 1997) was used to calculate the descriptive 
statistics from the data. 
Procedure and Design 
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Li the first stage of the proposed method, the pooled correlation or covariance 
matrices were estimated without imposing any factor structure on it. ln the second stage, 
full structural models or confirmatory factor analysis (CFA) models could be used to model 
the pooled correlation or covariance matrices. For ease of manipulations, CFA model, 
which was usually used in psychological studies, was used in the present simulation study. 
A three-factor model with three indicator variables per factor was used in the 
present study. This model was used as it was shown sufficient for convergence in most 
situations, whereas with only two indicators per factor, problems could arise with sample 
sizes of 150 or below (Anderson & Gerbing，1984). 
Let Yn be a random sample of size n that was generated from a multivariate normal 
distribution y�Np(0, Sy), where p was the number of indicator variables and Sy is the 
population covariance matrix of y . Assuming the CFA model, y was a 9 x 1 column vector 
such that 
y = AyS + e, (13) 
and the covariance matrix of y was 
Xy=AyOyAy^ +V|/y, (14) 
where the factor loadings of y were 
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"aii 0 0 -
a21 0 0 
« 3 1 0 0 
0 a42 0 
Ay= 0 as2 0 , (15) 
0 a62 0 
0 0 ai3 
0 0 as3 
0 0 a93_ 
and the factor covariance matrix of ^ was 
“1 “ 
Oy= (p2l 1 ， (16) 
031 ¢32 1 
and the error covariance matrix was 
\[/y=DL .^G \^i y/2 y/3 yu y/s y/e y/i y/s y/9] (17) 
where DL\G[.] represents a diagonal square matrix. 
Standard assumptions in CFA were made for this model. That is, E(y) = E(e) = 0, 
E(S)=0, E(^')=^y, and E(ee')= \|/y. Each indicator variable was loaded on one factor only. 
The off-diagonals elements of \|/y were set to zero with the assumption that the errors were 
not correlated with each other. The errors were uncorrelated with the indicator variables, 
i.e., £(¾') = 0 (see Table 1 for the parameters in the population covariance matrix). 
Since correlation matrix was analyzed in the proposed two-stage and common 
methods, the parameters in the analysis of correlation matrices were also calculated (see 
Appendix B for the calculations of the parameters in the population correlation matrix). 
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Currently, the maximum number of groups handled by EQS (Bentler, 1995) was 
ten; therefore, only ten groups (studies) were used in this study. Such a limitation can be 
relaxed easily in the future, if needed. The sample size used in each group was the same. 
The number of variables used in each study varied from 3 to 9 (see Table 2 for the 
observed variables used in each primary study). 
Methods of Analysis 
Li the present study, two factors were investigated: The methods of analysis and the 
sample size. Li the methods of analysis, there were six conditions. Conditions 1 and 2, a 
complete single study with 9 observed variables, were used as the baseline. Covariance 
matrix was used in condition 1 while correlation matrix was used in condition 2. They 
were used to compare with the common and the proposed methods. Maximum likelihood 
estimation, which is most widely used in CFA studies, was used as the estimation method 
in these two conditions (Grice & Harris, 1998). 
Traditionally, meta analysts do not use covariance matrix to combine information 
as the scales in different studies may not be the same. Hence, only correlation matrix was 
used in the study of the common methods. Conditions 3 and 4 used the methods of 
averaging weighted correlation coefficients and weighted Fisher z transformed correlation 
coefficients which were discussed in methods 1 and 2 in Chapter 2. As discussed in 
Chapter 2, there are at least two choices of weightings in the first stage: Sample size or 
degree of freedom, though the difference between them diminishes in large sample size. Li 
the present study, sample size was used as the weightings. Li the second stage of fitting, 
• Summarizing Research Findings in SEM 37 
there are also different sample size used in the analysis of SEM: Arithmetic mean, median, 
harmonic mean, and total sample size of individual study. Since the sample size were the 
same in the ten studies, arithmetic mean, median and harmonic mean were the same in the 
present study. For convenience, the term "mean" was used as the sample size in the second 
stage. Maximum likelihood estimation was also used in these two conditions. 
Therefore, in condition 3 (method 1 in Chapter 2), the pooled correlation matrix 
was averaged from ten studies weighting by their corresponding sample sizes firstly. Then 
the pooled correlation matrix was subjected to the analysis of SEM with the mean sample 
size from the ten studies as the sample size. The procedures used in condition 4 (method 2 
in Chapter 2) were the same as in condition 3 except for the correlation coefficients from 
the ten groups were transformed into Fisher z before averaging. Then they were averaged 
together by their corresponding sample sizes. The pooled Fisher z was transformed back 
into correlation coefficients. And the pooled correlation matrix was subjected to the 
analysis of SEM with the mean sample size from the ten studies as the sample size. 
As discussed in Chapter 2，it was not practical to use covariance matrix to 
summarize research findings. Therefore, correlation matrix was proposed to use in the new 
two-stage method. Since the theory of SEM is based on covariance, a condition using the 
proposed two-stage method with the analysis of covariance matrix was also performed. 
And the performance of the analysis of correlation matrix could be compared with the 
results of the analysis of covariance matrix. 
Li condition 5, the proposed two-stage method used covariance matrix as input 
while correlation matrix was used in condition 6 (see the details in Chapter 3). Maximum 
• Summarizing Research Findings in SEM 38 
likelihood estimation with constraints was used in the first stage while AGLS method was 
used in the second stage. Li the first stage, the variances and covariances of the factors 
across the ten groups were constrained to be the same and the correlation matrix of the 
parameter estimates was converted into covariance matrix. Jn the second stage, the pooled 
covariance or correlation matrices were input with the covariance matrix of the parameter 
estimates as the weight matrix. The total sample size from the ten studies was used as the 
sample size (see Appendix C for the EQS syntax). 
Sample Size 
The second factor of study was the sample size. There were two levels of sample 
size: 100 and 500 in each primary study. The sample size of 100 is always cited as the 
minimum sample size for SEM; therefore, it is used in the small sample size cases 
(Boomsma, 1985). The sample size of 500 was chosen because it was the typical large 
sample size used in research studies. Each group had the same number of sample sizes. 
Therefore, the total number of sample sizes in the ten groups were 1000 and 5000. Each 
condition was replicated 1000 times so that it could provide an accurate parameter 
estimates, standard error of parameter estimates, bias, and rejection counts. 
Results and Discussion 
Several statistics were used to evaluate the performance of the proposed two-stage 
method against the common methods. These included the chi squares or the ejection 
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counts, the parameter estimates, standard errors of parameter estimates and bias or mean 
square error (MSE).^ 
All the estimations were converged without problems. There was no improper 
solution or Heywood case. It meant that the problem of nonpositive definite correlation 
matrix in conditions 3 and 4 was not serious in this study. This may be due to the design of 
the present study. Each variable used was based on 5 to 7 studies and all the groups had 
the same number of sample size. Hence, the pooled correlation matrix was based on 
similar number of sample sizes. If the variation of sample size in each elements of the 
pooled correlation matrix increases, it is expected that the problem of nonpositive definite 
correlation matrix would be worsened. 
Tables 3 and 4 summarized the empirical chi square statistics and observed 
significant counts out of the 1000 replications, respectively. The results in conditions 1 
and 2 (the analysis of single group with covariance and correlation matrices) were good. 
The empirical chi square statistics were near the theoretical values. It meant that there was 
no problem in the data generated by computer and EQS had no difficulty in analyzing the 
proposed model. Since the models in conditions 1 and 2 are scale invariant to each other, 
the chi square statistics were exactly the same. 
ln conditions 3 and 4 (summarizing with weighted correlation coefficients and 
weighted Fisher z transformed correlation coefficients), the empirical chi-square statistics 
were different greatly from the expected values. The observed rejection counts were both 
zero in the sample size of 100 and 500. The proposed models were all accepted. Since the 
correlation matrix was based on ten groups rather than a single group, the use of the mean 
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sample size as sample size in the analysis of SEM may not be appropriate as shown in this 
study. Therefore, the traditionally used methods of meta analysis in fitting SEM models 
will under-reject the proposed model. 
]n condition 5, where covariance matrix was used, the empirical chi square statistics 
and significant counts were near the theoretical values in the two stages. The larger the 
sample sizes were, the better the performances were. However, as mentioned before, this 
condition is unpractical as the measurements and samples used in meta analysis are 
unlikely exactly the same. It is speculated that the performance of it would be broken 
down completely when some of the studies are not in the same measurement scale. 
Li condition 6, where correlation matrix was used, the empirical chi square statistics 
in the first stage were 113.01 and 32.56, which the expected values were both 144，in the 
sample sizes of 100 and 500, respectively. Li the second stage, the empirical chi square 
statistics were 24.94 and 18.57，which the expected values were both 24, in the sample 
sizes of 100 and 500 respectively. When comparing condition 6 with conditions 3 and 4，it 
was shown that the proposed two-stage method performed better than the traditional 
methods. The chi square statistics in condition 6 were nearer to the expected values than 
that in conditions 3 and 4. 
When comparing condition 6 with condition 5, it was found that the analysis of 
covariance was better than the analysis of correlation. The analysis of correlation matrix in 
condition 6 under-rejected the proposed true model and the performance was poorer in 
large sample. These two results may be caused by the analysis of correlation matrix. 
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When the pooled covariance and correlation matrices are estimated in the first 
stage, the null hypotheses of testing in conditions 5 and 6 are different. Li condition 5，the 
null hypothesis of testing is that the covariance matrices across the studies are equal while 
the null hypothesis of testing in condition 6 is that the "correlation matrices" across studies 
are equal. Actually, it is not testing the equality of correlation matrices across studies in a 
strict sense because the diagonals in the correlation matrices are not constrained to be ones 
in the estimation. It is shown that the equality of covariance matrices implies the equality 
of correlation matrices, but not vice versa (Bentler, 1995). Several covariance matrices 
may be equal in their standardized version, i.e., correlation matrices, however, their 
variances may not be equal. And the covariance matrices are not the same in this situation. 
Since the statistical theory of SEM is based on the analysis of covariance, using covariance 
matrix results in an accurate chi square statistics. Therefore, using correlation matrix as if 
covariance matrix will under-reject the proposed model. 
Similarly, the problem of the poor performance of condition 6 in large sample may 
also be related to the use of correlation matrix. Li large sample, the correlation matrix in 
each study approaches the true values as the scales of the variable are fixed to be one. 
Therefore, the pooled correlation matrix is closer to the true values than their counterpart in 
the pooled covariance matrix. This is the reason why it is hard to reject the proposed 
model in large sample size. On the other hand, since the pooled correlation matrix is very 
close to the true value, it is speculated that if a misspecified model is proposed in the 
second stage, the misspecified model is likely to be rejected. 
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Two other findings were also observed from Tables 3 and 4. First, Yuan-Bentler 
Corrected AGLS Chi Square (YB %^ ) (Yuan & Bentler, 1997) in the second stage were 
closer to the expected values than traditional chi square in conditions 5 and 6. Therefore, it 
may be more appropriate to use YB %^  in model evaluation. Second, the correlation 
coefficients pf the first and second stage chi-square statistics were all small and 
nonsignificant (ps > .05) except for the condition 6 with sample size 500, r = .227, ^ < .01. 
Traditionally, if the null hypothesis of homogeneity is rejected in the first stage, it is 
recommended that second stage analysis should not be proceeded. Hence, point-biserial 
correlation coefficients of the first and second stage rejection counts were also calculated. 
They were all small and nonsignificant (ps > .05). This revealed the fact that the rejection 
or acceptance in stage 1 may not necessarily imply the rejection or acceptance in stage 2. It 
prompted the problem that whether researchers have to obtain a reasonable fit in stage 1 
before fitting models in stage 2. 
Table 5 summarized the means, standard deviations (SD), and average standard 
errors (SE) of the parameter estimates while Table 6 summarized the MSE of the parameter 
estimates. The parameter estimates were quite close to the true values in all conditions. It 
was shown that the SD and average SE of the parameter estimates, and MSE were smaller 
in conditions 3 to 6 when they were compared with conditions 1 and 2. Generally, the 
parameter estimates were more precise with the information from 10 groups rather than 
from a single group. These were consistent with the concept that meta analysis could 
obtain better parameter estimates by summarizing findings from independent studies 
(Hunter and Schmidt, 1990). 
• Summarizing Research Findings in SEM 43 
When the results in condition 3 were compared with that in condition 4，no obvious 
difference was found in their rejection counts, parameter estimates, standard errors of 
parameter estimates, and MSE. It was consistent with the previous findings that the 
empirical performance of these two methods were similar (Hunter and Schmidt, 1990). 
When condition 6 was compared with conditions 3 and 4, it was found that they 
were quite similar in their parameter estimates and MSE. However, when comparing their 
standard errors of parameter estimates, which are used to judge whether an individual 
parameter estimate is significantly different from zero, there was much problem in 
conditions 3 and 4. The ratios of the empirical standard deviation to the mean of standard 
errors of parameter estimates were ranging from 0.28 to 0.55 in conditions 3 and 4. The 
ratios were ranging from 0.54 to 1.09 in conditions 6. The ratios was approximate one in 
the other conditions using covariance matrix in the analysis of SEM. It is speculated that 
the inaccurate of standard errors of parameter estimates is due to the analysis of correlation 
matrix. The situations were worser in the traditional methods. 
Jn conclusion, the performance of the two-stage method with the analysis of 
covariance matrix was best among all the methods. However, it was discussed in the 
above chapter that covariance matrix is inappropriate in the context of meta analysis. The 
two-stage method with the analysis of correlation matrix performed better than the other 
two traditional methods: Summarizing of weighted correlation coefficients and weighted 
Fisher z transformed correlation coefficients. 
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Chapter 5 
A Real Example Fitting Path Model 
Mroduction 
The simulation results in the previous chapter showed that the proposed two-stage 
method performed better than the common methods in the rejection counts and the 
standard errors of parameter estimates. Li this chapter, a real example was given to 
demonstrate how the method could be applied in real situations. 
A Real Example 
The data set was borrowed from Hunter (1983). Originally, the study included 14 
studies, however, only ten studies were used in the present study because the number of 
groups limited by EQS (Bentler, 1995) was ten. The data set consisted of four measured 
variables: Ability, knowledge, work-sample test and supervisor ratings. Totally, there were 
3202 participants in the 10 studies. The raw and corrected correlation coefficients were 
shown in Table 7. 
From the results of simulation in the above chapter, the performance of averaging 
by weighted correlation coefficients was similar to that of averaging by weighted Fisher z 
transformed correlation coefficients. Hence, only averaging by weighted correlation 
coefficients and the proposed two-stage method in the analysis of correlation matrix were 
used to analyze the data set. The raw and corrected correlation coefficients were also used 
in model fitting for illustration purposes. First, the pooled correlation matrix was 
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estimated by the two methods. Then the pooled correlation matrix was analyzed with 
SEM. The mean sample size (320) was used in the method of averaging by weighted 
correlation coefficients while the total sample size (3202) was used in the proposed two-
stage method. 
Originally, a path model (Model 1) was fitted in Hunter's (1983) study (see Figure 
1). In the present demonstration, another path model (Model 2) with a missed path was 
also fitted in order to compare the power of the proposed method against the common 
methods (see Figure 2). 
Results and Discussion 
Results of First Stage 
The pooled correlation matrices based on the raw and corrected correlation 
coefficients with the two methods were shown in Table 8. Moreover, following the 
common methods, the raw correlation coefficients were tested for homogeneity. Five out 
of six raw correlation coefficients were significant at a = .05 (see Table 8). These implied 
that the correlation coefficients should not be pooled together. However, for the purpose of 
demonstration, the fitting procedures were still carried on. 
The x^(74, N=3202) for the raw and corrected correlation coefficients in the first 
stage with the proposed method were 184 and 440, ^s < .01, respectively. This conclusion 
was consistent with the conclusions drawn from the chi square test of homogeneity in the 
common methods. 
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Apart from these, two findings were also observed. First, the magnitudes of the 
pooled correlation matrices based on the corrected correlation coefficients were larger than 
that based on the raw correlation coefficients no matter which methods were used. Second, 
the magnitudes of the pooled correlation matrices were similar in both methods. 
Results of Second Stage 
Li Model 1, the %^1, N=320) for the raw and corrected correlation coefficients with 
the method of averaging the weighted correlation coefficients were 1.665 and 0.422， 
respectively, gs > .10. The proposed path model fitted the data excellently. However, note 
that these results may not be valid as they neglect whether the pooled correlation matrix is 
homogeneous or not. 
The %2(i, N=3202) statistics with the raw and corrected correlation coefficients 
were 10.606，p_< .01 and 5.040，^ < .05, respectively in Model 1 with the proposed two-
stage method. The path loadings in the two-stage method and averaging by the correlation 
matrix in Model 1 were shown in Figure 1. 
From Table 8 and Figure 1, it could be observed that the pooled correlation 
coefficients and the estimated path loadings of the two methods were very similar. 
Moreover, the estimated path loadings were usually larger when the corrected correlation 
coefficients were used. The main difference is in the stage of model evaluation: The 
common method accepted the proposed model while the two-stage method rejected the 
proposed model. From the results of simulation in the previous chapter, it can be seen that 
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the acceptance of the proposed model in the common method may be just the results of the 
over-acceptance of the common methods. 
In Model 2, which is different from Model 1 with a missed path, the j^{2, N=320) 
statistics coefficients for raw and corrected correlation with the method of averaging 
correlation coefficients were 4.927 and 3.203，ps >.05, respectively, ln the results of the 
proposed two-stage method, the % (^2, N=3202) statistics with raw and corrected correlation 
coefficients were 36.260 and 31.448, ps< .001，respectively. The path loadings were 
shown in Figure 2. The proposed method rejected the model with a missed path while the 
common methods accepted it. It showed that the power of the common methods is very 
low. Because of the small sample size used, it is hard to detect misspecified models. On 
the other hand, the proposed method is based on the total sample size, its power is larger. 
t i this chapter, a real example was used to illustrate how the proposed two-stage 
method could be applied in a real data set. It could be seen that the estimated parameters of 
the two methods were similar. However, the main difference was in their chi square 
statistics and their power to detect misspecified models. 
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Chapter 6 
Limitations, Future Directions and Conclusion 
Summaries of the Proposed Two-stage Method and Findings 
The present study proposed a two-stage method to summarize research findings in 
the context of SEM. Li the first stage, multigroup constraints are imposed across studies to 
estimate the pooled correlation matrix. The covariance matrix of parameter estimates from 
the first stage is used as the weight matrix in structural model fitting in the second stage. 
The AGLS estimation is used with the total sample size from individual study as the 
sample size in this stage. 
There are several advantages of this method. It solves the problem of arbitrary 
sample size in the traditional methods, which is critical in model testing. Moreover, the 
potential problems in analysis of nonpositive definite correlation matrix in the traditional 
meta analysis is also solved. Another advantage of this method over the traditional 
methods is that it is a multivariate technique that considers the interdependency of the 
elements in the correlation matrix. Moreover, it is easy for SEM researchers use the 
proposed method than the traditional meta analytic techniques to summarize research 
findings. 
Monte Carlo simulations in Chapter 4 showed that the traditional use of the mean 
sample size from individual study as sample size in the analysis of SEM over-accepted the 
null hypothesis of the proposed true model. Moreover, the results of averaging by 
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weighted correlation coefficients were similar to averaging by weighted Fisher z 
transformed correlation coefficients. The proposed two-stage method performed better 
than the common methods in the chi square statistics and the estimated standard errors of 
2 
parameter estimates. Li the proposed method, the performance of YB x was better than 
the traditional chi square. It is advised that YB %^  may be used instead of traditional chi 
square in model testing. 
Apart from the results of simulation, the real example in Chapter 5 illustrated how 
the proposed two-stage method could be applied in a real data set. Though the estimated 
parameters were similar, the conclusions drawn from the proposed two-stage method and 
the common methods were totally different. 
Limitations and Future Directions 
The proposed method is not complete, however, and further studies are needed. 
The performance of the analysis of covariance matrix was better than the performance of 
correlation matrix as shown in the simulations results. However, it is argued that 
covariance matrix is not appropriate in summarizing findings across studies. Li order to 
use correlation matrix in summarizing research findings, further research is needed to 
improve the statistical performance of the analysis of correlation matrix. 
Second, traditional meta analysis always corrects for attenuation. There is not 
much research findings showing whether SEM can correct all types of measurement errors 
and attenuation including restriction of range and selection ratio. Li the real example, it 
was suggested that SEM might not correct for all types of attenuation. The estimated path 
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loadings were larger when the corrected correlation coefficients were used. Though the 
two results are not the same, little is known about which one should be used: The corrected 
correlation coefficients or the uncorrected correlation coefficients. 
Moreover, meta analysts test for homogeneity first before combining different 
studies. From the results of simulation, the correlation coefficients between the first and 
second stage chi-square statistics or the rejection counts were nearly zero in the proposed 
two-stage method. That means the model fitness in first stage tells us nothing about 
whether we should combine the studies and fit models in second stage. More research is 
needed to investigate the appropriate procedures in summarizing research findings in SEM. 
For the time being, when the model is not fitted in the first stage, it is advised that 
researchers should inspect the data and find out if there are any studies that are deviated 
from the rest. 
As noted in Chapter 3, the estimation method used in the first stage of the proposed 
method is MLE or GLS as there is no raw data of the independent studies. Therefore, 
normality of data is assumed implicitly. Since it is unlikely that all the studies are normally 
distributed, improvements should be made in the future to release the distribution 
assumptions of the raw data. 
A remaining issue that has not been addressed in the present study is the 
unbalanced sample sizes of the studies. There are studies investigating how different 
methods could be used to analyze unbalanced designed data effectively (Raudenbush, 
1995). More research should be conducted to see how the unbalanced design affects the 
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performance of the proposed method. Since most of the published data differ in their 
sample sizes used, further studies should be conducted to investigate this factor in detail. 
On the other hand, software like EQS (Bentler, 1995) and LISREL (Joreskog & 
Sorbom, 1996) should improve the flexibility to allow doing meta analysis easily. 
Traditional meta analysis always involve tens or hundreds studies but the limited number 
of groups in EQS (Bentler, 1995) is only ten. The software limits the possibility of using 
SEM to do meta analysis. Besides, the covariance matrix of the parameter estimates is 
needed as weight matrix; however, the present software can only provide the correlation 
matrix. 
To conclude, the present study proposed a two-stage method to summarize research 
findings in the context of SEM. Its statistical performances were demonstrated with the 
help of simulation studies. A real example also illustrated how it could be applied in real 
data set. Limitations and further directions were also discussed. 
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Appendix A 
Usually there are two ways to consider the definiteness of a p x p covariance or 
correlation matrix Z. First, S is (strictly) positive definite if 
w^w>0 
for every w ^ 0 where w is a p x l vector. It is positive semidefinite if 
w ^ w > 0 
for each and every vector w, and the equality holds for at least one nonnull vector w. If 
w^w<0 
for some vectors w, it is called indefinite or nonpositive definite (Wothke, 1993). 
Second, the positive definiteness of S can be viewed from the point of eigenvalues. 
A matrix X is positive definite if and only if all its eigenvalues are strictly positive. It is 
semidefinite if and only if all eigenvalues are nonnegative. It is indefinite or nonpositive 
definite if some of its eigenvalues are negative (Searle, 1982). 
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Appendix B 
Population Correlation Factor Structures for Simulation Studies 
Let the p x p covariance matrix of y be 
Iy=AyOyAy^+X|/y, 
where y is a p x l random vector, Ay is the pxq factor loadings, Oy is the qxq factor 
covariance matrix that its diagonal is set to be one for identification purpose, \j/y is the 
p X p the error covariance matrix and q is the number of factors. 
Let Dy be the p x p diagonal matrix of the standard deviations of y. 
The correlation matrix of y (Ry) is (Dy"^ )Sy (Dy"^/, where Dy] is the inverse of Dy Then 
Ry = (Dy-^)Iy (Dy-l)T 
= (Dy-1) (AyOyA/ + ^y) ( D y ^ 
= ( D y - 1 ) ( A y O y A / ) (Dy-i)T + ( D / 1 ) (v|/y) ( D / 1 ) T 
= ( A ; ) O y ( A ; / + V 
where (Ay*) and \|/y* are Dy'^ Ay and (Dy_i) (\|/y) (Dy"^ )^  respectively. 
By calculations, the population parameters for the correlation matrix are: 
"0.74927 0 0 “ 
0.74200 0 0 
0.73855 0 0 
0 0.74927 0 
Ay* = 0 0.74200 0 , 
0 0.73855 0 
0 0 0.74927 
0 0 0.74200 
0 0 0.73855_ 
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“1 ‘ 
� Oy= 0.3 1 , and 
0.4 0.5 1 
\|/y* = DDN.G 
0.43860 0.44944 0.45455 0.43860 0.44944 0.45455 0.43860 0.44944 0.45455； 
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Appendix C 
Syntax of EQS: First and Second Stages 
/TITLE 








VI = F1; 
V2 = F2; 
V3 = F3; 
V4 = F4; 
V5 二 F5; 
V6 = F6; 
V7 = F7; 
V8 二 F8; 
V9 = F9; 
A^AFOANCES 
F1 = *; 
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F2 = *; 
F3 = *; 
F4 = *; 
F5 = *; 
F6 = *; 
F7 = *; 
F8 = *; 
F9 = *; 
/COVAJOANCES 
F2,F1 = *; 
F3 ,F1 = *; 
F3，F2 = *; 
F4,F1 = *; 
F4，F2 = * ; 
F4,F3 = *; 
F5,F1 = *; 
F5,F2 = *; 
F5，F3 二 *; 
F5 , F4 = *; 
F6,F1 = *; 
F6,F2 = *; 
F6,F3 = *; 
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F6 , F4 二 氺； 
F6 , F5 =氺； 
F7,F1 = *; 
F7,F2 = *; 
F7 , F3 = *; 
F7 , F4 =氺； 
F7,F5 = *; 
F7 , F6 = * ; 
F8,F1 = *; 
F8，F2 = *; 
F8,F3 = *; 
F8,F4 = *; 
F8,F5 = *; 
F8,F6 = *; 
F8,F7 = *; 
F9,F1 = *; 
F9 , F2 = * ; 
F9,F3 = *; 
F9 , F4 = *; 
F9,F5 = *; 
F9 , F6 = * ; 
F9 , F7 二 *; 
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/COVARDVNCE 
f l , f 2 = *; 
f l , f 4 = *; 
f l , f 6 = *; 
f l , f8 = *; 
f l , f9 = *; 
f2, f4 二 *; 
f2,f6 = *; 
f2, f8 = *; 
f2, f9 = *; 
f4, f6 = *; 
f4, f8 = *; 
f4, f9 = *; 
f6, f8 二 *; 
f6, f9 二 *; 
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cases=100; variables=9; 
/EQUATIONS 
VI = F1; 
V2 = F2; 
V4 = F4; 
V5 = F5; 
V7 二 F7; 
V8 = F8; 
A^ARLVNCES 
F1 = *; 
F2 = *; 
F4 = *; 
F5 = *; 
F7 = *; 
F8 二 *; 
/COVARL\NCES 
F2,F1 = *; 
F4 ,F1 = *; 
F4 , F2 = *; 
F5,F1 = *; 
F5 , F2 = *; 
F5 , F4 = *; 
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F7,F1 = *; 
F7，F2 = *; 
F7 , F4 = *; 
F7 , F5 二 氺； 
F8,F1 = *; 
F8 , F2 = *; 
F8，F4 = *; 
F8,F5 = *; 








V2 = F2; 
V3 = F3; 
V5 = F5; 
V6 = F6; 
V8 = F8; 
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V9 = F9; 
A^ARL^NCES 
F2 = *; 
F3 = *; 
F5 = *; 
F6 = *; 
F8 二 *; 
F9 = *; 
/COVARL^NCES 
F3,F2 = *; 
F5,F2 = *; 
F5,F3 = *; 
F6,F2 = *; 
F6,F3 = *; 
F6,F5 = *; 
F8,F2 = *; 
F8,F3 = *; 
F8 , F5 = * ; 
F8,F6 = *; 
F9，F2 二 *; 
F9,F3 = *; 
F9,F5 = *; 
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F9 , F6 = *; 








VI = F1; 
V2 = F2; 
V3 二 F3; 
V4 = F4; 
V5 = F5; 
V6 = F6; 
/VARL\NCES 
F1 = *; 
F2 = *; 
F3 = *; 
F4 = *; 
F5 = *; 
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F6 = *; 
/ C O V A R _ C E S 
F2,F1 = *; 
F3,F1 = *; 
F3 , F2 = *; 
F4,F1 = *; 
F4 , F2 = *; 
F4，F3 = *; 
F5,F1 = *; 
F5,F2 = *; 
F5，F3 = * ; 
F5，F4 二 *; 
F6,F1 = *; 
F6 , F2 二 * ; 
F6 , F3 = * ; 
F6,F4 = *; 









VI = F1; 
V2 二 F2; 
V3 二 F3; 
V7 二 F7; 
V8 = F8; 
V9 = F9; 
/VARL^NCES 
F1 = *; 
F2 = *; 
F3 二 * ; 
F7 = *; 
F8 = *; 
F9 二 * ; 
/COVARL\NCES 
F2,F1 = *; 
F3 , F1 = * ; 
F3，F2 = * ; 
F7,F1 = *; 
F7，F2 = *; 
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F7 , F3 = *； 
F8，F1 = *; 
F8 , F2 = *; 
F8，F3 二 * ; 
F8,F7 = *; 
F9,F1 = *; 
F9 , F2 = *; 
F9，F3 = *; 
F9，F7 = *; 







y T E Q U A T I O N S 
V4 = F4; 
V5 = F5; 
V6 = F6; 
V7 = F7; 
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V8 = F8; 
V9 = F9; 
A^ARDVNCES 
F4 = *; 
F5 = *; 
F6 = *; 
F7 = *; 
F8 = *; 
F9 = *; 
/COVARL^NCES 
F5,F4 = *; 
F6，F4 = *; 
F6 , F5 = * ; 
F7 , F4 =氺； 
F7，F5 = *; 
F7,F6 = *; 
F8,F4 = *; 
F8,F5 = *; 
F8,F6 = *; 
F8，F7 = *; 
F9 , F4 =氺； 
F9,F5 = *; 
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F9 , F6 = *; 
F9，F7 = *; 








VI 二 F1; 
V2 = F2; 
V3 = F3; 
/VARIANCES 
F1 = *; 
F2 = *; 
F3 = *; 
/COVAFOANCES 
F2,F1 = *; 
F3,F1 = *; 
F3 , F2 = *; 
y^ END 







V4 二 F4; 
V5 = F5; 
V6 = F6; 
/VAFOANCES 
F4 = *; 
F5 二 * ; 
F6 = *; 
/COVARLWCES 
F5,F4 = *; 
F6 , F4 = * ; 









V7 = F7; 
V8 = F8; 
V9 = F9; 
A^ARL\NCES 
F7 = *; 
F8 二 *; 
F9 = *; 
/COVAFOANCES 
F8,F7 = *; 
F9，F7 = *; 
F9，F8 = *; 
/CONSTRAmTS 
(1, f l , fl)=(2, f l , fl)=(3, f l , fl)=(5, f l , fl)=(6, f l , fl)=(8, f l , fl); 
(1, f2，f2)=(2, f2, f2)=(3, f2, f2)=(4, f2, f2)=(5, f2, f2)=(6, f2, f2)=(8, f2, f2); 
(1, f3, f3)=(4, f3, f3)=(5, f3, f3)=(6, f3, f3)=(8, f3, f3); 
(1，f4, f4)=(2, f4, f4)=(3, f4, f4)=(5, f4, f4)=(7, f4, f4)=(9, f4, f4); 
(1, f5, f5)=(3, f5, f5)=(4, f5, f5)=(5, f5, f5)=(7, f5, f5)=(9, f5, f5); 
(1，f6, f6)=(2, f6, f6)=(4, f6, f6)=(5, f6, f6)=(7, f6, f6)=(9, f6, f6); 
• Summarizing Research Findings in SEM 78 
(1, f7, f7)=(3, f7, f7)=(6, f7, f7)=(7, f7, f7)=(10, f7, f7); 
(1，f8, f8)=(2, f8, f8)=(3, f8, f8)=(4, f8, f8)=(6, f8, f8)=(7, f8, f8)=(10, f8, f8); 
(1，f9, f9)=(2, f9, f9)=(4, f9, f9)=(6, f9, f9)=(7, f9, f9)=(10, f9, f9); 
(1, f l , f2)=(2, f l , f2)=(3, f l , f2)=(5, f l , f2)=(6, fl，f2)=(8, f l , f2); 
(1, f l , f3)=(5, f l , f3)=(6, f l , f3)=(8, f l , f3); 
(1, f l , f4)=(2, f l , f4)=(3, f l , f4)=(5, f l , f4); 
( l , f l , f5)=(3,f l , f5)=(5,f l , f5); 
(l,fl ,f6)=(2, fl ,f6)=(5,fl ,f6); 
(l ,fl ,f7)=(3,fl ,f7)=(6, fl ,f7); 
(1，fl, f8)=(2, f l , f8)=(3, f l , f8)=(6, f l , f8); 
(l,fl,f9)=(2, f l , f9)=(6, fl ,f9); 
(1，f2, f3)=(4, f2, f3)=(5, f2, f3)=(6, f2, f3)=(8, f2, f3); 
(1, f2, f4)=(2, f2, f4)=(3, f2, f4)=(5, f2, f4); 
(1，f2, f5)=(3, f2, f5)=(4, f2, f5)=(5, f2, f5); 
(1，f2, f6)=(2, f2, f6)=(4, f2, f6)=(5, f2, f6); 
(l ,f2, f7)=(3, f2, f7)=(6, f2, f7); 
(1, f2, f8)=(2, f2, f8)=(3, f2, f8)=(4, f2, f8)=(6, f2, f8); 
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(l,f3,f8)=(4,f3,f8)=(6,f3,f8); 
(l,f3,f9)=(4,f3,f9)=(6,f3,f9); 
(1, f4, f5)=(3, f4，f5)=(5, f4, f5)=(7, f4, f5)=(9, f4, f5); 
(1，f4, f6)=(2, f4, f6)=(5, f4, f6)=(7, f4, f6)=(9, f4, f6); 
( l ,f4, f7)=(3, f4, f7)=(7, f4, f7); 
(1, f4, f8)=(2, f4, f8)=(3, f4, f8)=(7, f4, f8); 
(1, f4, f9)=(2, f4, f9)=(7, f4, f9); 
(1，f5, f6)=(4, f5, f6)=(5, f5, f6)=(7, f5, f6)=(9, f5, f6); 
(l,f5,f7)=(3,f5,f7)=(7,f5,f7); 
(1，f5, f8)=(3, f5, f8)=(4, f5, f8)=(7, f5, f8); 
(l,f5,f9)=(4,f5,f9)=(7,f5,f9); 
(l ,f6, f7)=(7, f6, f7); 
(1，f6, f8)=(2, f6, f8)=(4, f6, f8)=(7, f6, f8); 
(1, f6, f9)=(2, f6, f9)=(4, f6, f9)=(7, f6, f9); 
(1, f7, f8)=(3, f7, f8)=(6, f7, f8)=(7, f7, f8)=(10, f7, f8); 
(1, f7, f9)=(6, f7, f9)=(7, f7, f9)=(10, f7, f9); 
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VI = +4*F1 +E1; 
V2= +2.8*F1 +E2; 
V3= + 1.8*F1 +E3; 
V4= +4*F2 +E4; 
V5= +2.8*F2 +E5; 
V6= + 1.8*F2 +E6; 
V7= +4*F3 +E7; 
V8= + 2.8*F3 +E8; 
V9= + 1.8*F3 +E9; 
A^ARL\NCES 
F1 = 1; 
F2=1; 
F3 = 1; 
El = 12.5*; 
• Summarizing Research Findings in SEM 81 
E2 = 6.4*; 
E3 = 2.7*; 
E4=12.5*; 
E5 = 6.4*; 
E6 = 2.7*; 
E7 = 12.5*; 
E8 = 6.4*; 
E9 = 2.7*; 
/COVARL\NCES 
F 2 , F l = .3*; 
F 3 , F l = .4*; 
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Footnotes 
1 “ 
ijn mathematical terms, arithmetic mean equals - Y x i and harmonic mean equals n i 
- ^ where x； is the individual score and n is the total number of summation. 
n 1 ‘ 1 
2 丄 iXi 
2See Wothke (1993) for the suggestions to analyze nonpositive definite matrix in 
the context of SEM. 
^ome articles use V"^  = W instead o fW in the estimation function. Since EQS 
(Bentler, 1995) used W, this dissertation followed its notation. 
4ln EQS (Bentler, 1995)，the total sample size should be multiplied into the weight 
matrix in order to obtain a correct estimate of chi square statistic. 
Calculation of MSE from the Bias of Estimation and Variance of Estimates: 
1000 A ^ ( 0 i - 0 o ) ' 
M S E = ^ 1000 
1000 八 了 T 
^ ( ( 0 i - 0 ) + ( 0 - e o ) ) ' 
_jzi 
一 1000 
1000 A T 1000 T 1^ 0 A T T £ ( 0 i - 0 ) ' + £ ( 0 - 0 o ) ' + 2 x ^ ( 0 i - 0 ) ( 0 - 0 o ) _ i=i ^ i^  
= 1000 
1000 A T 1^ T 
£ ( 0 . - 0 ) ' + X ( ® - ® « ) _ i=l i_^  
一 rooo 
= var(0) + (Bias)' 
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A 八 
where 0i is estimate of the parameter in the ith replication, 0 is the mean of the 
parameter estimate in the 1000 replications and 0o is the tme parameter (Kleijnen, 1974). 
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Table 1 
Population Covariance Factor Structures for Simulation Studies 
-4 0 0 “ 
2.8 0 0 
1.8 0 0 
0 4 0 
Ay= 0 2.8 0 ， 
0 1.8 0 
0 0 4 
0 0 2.8 
0 0 1.8_ 
“1 ‘ 
Oy= 0.3 1 , and 
0.4 0.5 1 
\|/y=DL\G[l2.5 6.4 2.7 12.5 6.4 2.7 12.5 6.4 2.7:. 
Notes: The factor variances were constrained at one for identification purpose. 
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Table 1 
Observed Variables Used in Each Primary Study 
Study Observed variables No. of observed variables 
1 VI V2 V3 V4 V5 V6 V7 V8 V9 9 
2 VI V2 V4 V6 V8 V9 6 
3 VI V2 V4 V5 V7 V8 6 
4 V2 V3 V5 V6 V8 V9 6 
5 VI V2 V3 V4 V5 V6 6 
6 VI V2 V3 V7 V8 V9 6 
7 V4 V5 V6 V7 V8 V9 6 
8 VI V2 V3 3 
9 V4 V5 V6 3 




Notes: VI to V3, V4 to V6, and V7 to V9 were loaded on F1, F2, and F3 respectively. 
The sample sizes in each primary study were the same. 
Summarizing Research Findings in SEM 86 
Table 1 
Mean and Standard Deviations of Chi Square Statistics 
Conditions 
^ " 1 2 3 4 5 6 
Stages Stages 
Sample First Second Second First Second Second 
Size in Stage Stage Stage Stage Stage Stage 
Each YB x ' YB x ' 
Study 
l o o 24.97 24.97 10.46 10.69 148.52 24.92 24.26 113.01 24.94 24.28 
(7.33) (7.33) (3.53) (3.63) (17.23) (7.49) (7.09) (15.90) (7.54) (7.13) 
500 24.33 24.33 10.22 10.26 145.18 24.30 24.17 32.56 18.57 18.50 
(6.78) (6.78) (3.22) (3.23) (16.67) (7.00) (6.93) (5.02) (5.17) (5.13) 
Notes. The values in parentheses were their standard deviations. The expected chi square 
statistics and their standard deviations in conditions 1 to 4 and second stage in conditions 5 
and 6 were 24 and 6.93 respectively. The expected chi square statistics and their standard 
deviations in the first stage in conditions 5 and 6 were 144 and 16.97 respectively. 
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Table 4 
Significant Counts out of 1000 Replications 
N=100 in each study 
Conditions 
~1 ~~~2~~~3~~4 ^ 6 
Stages of Rejection Stages of Rejection 
Critical First Second Second First Second Second 
Values Stage Stage Stage Stage Stage Stage 
YB x ' YB 义2 
a=.oi 17氺 17氺 o** 0**““25氺* l6 Is 0 ^ 20** U ~ ~ 
oc=.05 62 62 0** 0** 84** 69** 52 0** 72** 55 
N=500 in each study 
Conditions 
1 ~~~2““3~~~4 5 6 
Stages of Rejection Stages of Rejection 
Critical First Second Second First Second Second 
Values Stage Stage Stage Stage Stage Stage 
YB x ' YB x ' 
"^^r^ 4~~4~~0氺* 0** 8 U I2 0 ^ 0 ^ ^ ~ ~ 
a= 05 49 49 0** 0** 52 55 52 0** 0** 0** 
Notes. The 95% sampling interval for the expected significance count at a=.01 is 
10±1.96Vl0(XX0.01)(0.99) = [3.8，16.2]. 
The 99% sampling interval for the expected significance count at a=.01 is 
10±2.576Vl000(0.0D(0.99) = [1.9, 18.1]. 
The 95% sampling interval for the expected significance count at a=.05 is 
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50±1.96Vl000(0.05)(0.95) = [36.5, 63.5]. 
The 99% sampling interval for the expected significance count at a=.05 is 
50 士 2.576^1000(0.05)(0.95) = [32.2, 67.8]. 
* observed significance count fails outside the 95% sampling interval. 
** observed significance count fails outside the 99% sampling interval. 
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Table 5 
Means 2 Standard Deviations and Average Standard Errors Of2 Parameter Estimates 
N=100 
Conditions 
1 2 3 
Parameter M SD SE M SD SE M SD SE 
Estimates 
F2F1 .2975 .1201 .1160 .2975 .1198 .1160 .2999 .0612 .1185 
F3F1 .3904 .1134 .1102 .3904 .1132 .1102 .3984 .0605 .1119 
F3F2 .4964 .1089 .1017 .4964 .1087 .1017 .4989 .0553 .1036 
V1F1 4.0039 .5271 .5257 .7499 .0684 .0989 .7480 .0328 .0988 
V2F1 2.7937 .3829 .3709 .7414 .0708 .0988 .7387 .0306 .0990 
V3F1 1.7955 .2525 .2401 .7363 .0727 .0989 .7400 .0367 .0989 
V4F2 4.0005 .5414 .5201 .7483 .0684 .0977 .7463 .0317 .0982 
V5F2 2.8042 .3659 .3682 .7425 .0664 .0979 .7403 .0310 .0983 
V6F2 1.8017 .2484 .2379 .7383 .0706 .0979 .7368 .0315 .0983 
V7F3 3.9843 .5377 .5170 .7468 .0711 .0973 .7484 .0349 .0975 
V8F3 2.7945 .3865 .3657 .7411 .0699 .0974 .7400 .0297 .0977 
V9F3 1.8044 .2428 .2371 .7381 .0688 .0974 .7361 .0334 .0978 
El 12.233 2.9303 2.7767 .4329 .1024 .0981 .4394 .0490 .0976 
E2 6.2558 1.4426 1.3770 .4453 .1038 .0977 .4533 .0451 .0977 
E3 2.6599 .6056 .5775 .4526 .1053 .0978 .4511 .0540 .0976 
E4 12.283 2.7295 2.6982 .4354 .1014 .0952 .4420 .0472 .0960 
E5 6.2817 1.3812 1.3512 .4443 .0975 .0954 .4510 .0456 .0962 
E6 2.6486 .5891 .5642 .4500 .1029 .0955 .4562 .0463 .0962 
E7 12.328 2.9081 2.6626 .4373 .1041 .0943 .4386 .0521 .0945 
E8 6.2528 1.3457 1.3321 .4458 .1016 .0945 .4515 .0439 .0948 
E9 2.6605 .5696 .5588 .4504 .0997 .0943 .4570 .0490 .0949 
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Conditions 
4 5 6 
Parameter ^ M ^D H M SD M M SD H ~ ~ 
Estimates 
F^~~.3002~~.0612~~TT^I~~.3050~~.0550~~.0556~~.3047~~.0558~~".0556 
F3F1 .3989 .0604 .1115 .4031 .0527 .0529 .4027 .0529 .0529 
F3F2 .4994 .0553 .1032 .5035 .0487 .0493 .5028 .0495 .0494 
V1F1 .7501 .0328 .0985 3.9806 .2249 .2229 .7450 .0310 .0419 
V2F1 .7410 .0304 .0987 2.7820 .1536 .1497 .7368 .0305 .0398 
V3F1 .7419 .0364 .0986 1.7993 .1143 .1082 .7361 .0335 .0444 
V4F2 .7484 .0315 .0979 3.9860 .2305 .2203 .7455 .0315 .0414 
V5F2 .7425 .0310 .0980 2.7836 .1530 .1556 .7377 .0300 .0414 
V6F2 .7388 .0314 .0980 1.7929 .1006 .1006 .7350 .0307 .0414 
V7F3 .7503 .0348 .0972 3.9811 .2326 .2334 .7452 .0323 .0439 
V8F3 .7423 .0297 .0974 2.7935 .1489 .1469 .7390 .0286 .0390 
V9F3 .7381 .0333 .0975 1.7891 .1036 .1002 .7332 .0310 .0412 
El .4363 .0492 .0970 12.176 1.2444 1.2351 .4304 .0459 .0436 
E2 .4500 .0451 .0971 6.2873 .6088 .5934 .4442 .0442 .0420 
E3 .4483 .0538 .0969 2.6029 .2744 .2679 .4400 .0484 .0452 
E4 .4390 .0470 .0954 12.194 1.2352 1.2077 .4299 .0465 .0425 
E5 .4478 .0457 .0955 6.2377 .6033 .6002 .4412 .0436 .0424 
E6 .4532 .0463 .0956 2.6269 .2528 .2506 .4450 .0445 .0424 
E7 .4358 .0520 .0939 12.082 1.3145 1.2523 .4280 .0477 .0443 
E8 .4481 .0441 .0942 6.2646 .5690 .5737 .4418 .0414 .0405 
E9 .4541 .0491 .0943 2.6506 .2548 .2493 .4484 .0453 .0421 
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Means, Standard Deviations and Average Standard Errors of. Parameter Estimates 
N=500 
Conditions 
i 2 3 
Parameter ^ " M ^ 2 M M SD § 1 M SD SE 
Estimates 
F ^ ~ ~ M l ~ ~ ! 0 ^ ~ ~ ! 0 5 ^ " " M 0 ~ ~ ! 0 ^ ~ ~ ^ 0 ^ ~ ~ ~ . 3 0 0 4 ~ ~ ! o ^ " " " ^ . 0 5 2 9 
F3F1 .3985 .0518 .0499 .3984 .0518 .0499 .4000 .0266 .0500 
F3F2 .5002 .0449 0.0461 .5002 .0449 .0461 .5001 .0245 .0462 
V1F1 3.9997 .2424 .2346 .7488 .0307 .0440 .7489 .0144 .0440 
V2F1 2.7971 .1643 .1662 .7403 .0291 .0440 .7412 .0128 .0440 
V3F1 1.8075 .1056 .1073 .7408 .0297 .0440 .7388 .0146 .0440 
V4F2 4.0093 .2297 .2329 .7499 .0291 .0436 .7493 .0138 .0436 
V5F2 2.8030 .1689 .1648 .7420 .0285 .0437 .7416 .0131 .0437 
V6F2 1.7999 .1072 .1065 .7376 .0304 .0437 .7384 .0139 .0437 
V7F3 3.9967 .2319 .2312 .7491 .0288 .0434 .7498 .0154 .0434 
V8F3 2.8102 .1554 .1641 .7433 .0289 .0434 .7422 .0123 .0434 
V9F3 1.7914 .1070 .1058 .7362 .0300 .0435 .7371 .0141 .0435 
El 12.474 1.2661 1.2345 .4383 .0460 .0433 .4390 .0216 .0434 
E2 6.4248 .6032 .6177 .4511 .0430 .0433 .4505 .0189 .0434 
E3 2.6750 .2552 .2577 .4503 .0440 .0434 .4539 .0217 .0434 
E4 12.460 1.2301 1.2126 .4367 .0436 .0425 .4383 .0206 .0425 
E5 6.3880 .5870 .6065 .4486 .0421 .0426 .4499 .0194 .0426 
E6 2.7034 .2609 .2533 .4550 .0447 .0426 .4545 .0206 .0426 
E7 12.444 1.2011 1.1925 .4380 .0430 .0419 .4376 .0231 .0420 
E8 6.3763 .6154 .6002 .4467 .0428 .0420 .4490 .0182 .0421 
E9 2.7014 .2528 .2492 .4572 .0440 .0421 .4565 .0207 .0421 
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Conditions 
4 5 6 
Parameter"""M l E H M l D § 1 M I S SE 
Estimates 
F ^ ~ ~ . 3 0 0 4 ~ ~ ^ ^ 7 1 ~~.0529~~~.3008~~.0253~~.0248~~.3016~~.0328~~.0404 
F3F1 .4001 .0266 .0500 .4009 .0241 .0236 .4006 .0330 .0383 
F3F2 .5001 .0245 .0462 .5009 .0219 .0220 .5018 .0290 .0357 
V1F1 .7493 .0144 .0440 3.9952 .0990 .0997 .7475 .0186 .0317 
V2F1 .7417 .0127 .0440 2.7976 .0666 .0669 .7394 .0171 .0307 
V3F1 .7392 .0146 .0440 1.7999 .0484 .0483 .7386 .0186 .0328 
V4F2 .7497 .0138 .0436 4.0014 .0965 .0984 .7485 .0174 .0313 
V5F2 .7420 .0131 .0437 2.8003 .0683 .0696 .7408 .0168 .0314 
V6F2 .7389 .0139 .0437 1.7999 .0450 .0450 .7370 .0181 .0314 
V7F3 .7501 .0154 .0433 4.0022 .1067 .1044 .7484 .0185 .0323 
V8F3 .7427 .0123 .0434 2.8020 .0631 .0656 .7416 .0164 .0302 
V9F3 .7375 .0141 .0435 1.7957 .0455 .0447 .7357 .0183 .0312 
El .4384 .0216 .0433 12.443 .5744 .5556 .4345 .0275 .0322 
E2 .4498 .0189 .0433 6.3859 .2598 .2671 .4472 .0251 .0315 
E3 .4533 .0216 .0433 2.6802 .1185 .1203 .4471 .0273 .0330 
E4 .4377 .0206 .0425 12.447 .5367 .5424 .4334 .0259 .0315 
E5 .4493 .0194 .0425 6.3688 .2612 .2704 .4448 .0248 .0316 
E6 .4539 .0205 .0426 2.6892 .1095 .1127 .4504 .0264 .0316 
E7 .4371 .0231 .0419 12.405 .5834 .5643 .4327 .0277 .0321 
E8 .4483 .0182 .0420 6.3690 .2542 .2570 .4445 .0242 .0305 
E9 .4559 .0207 .0421 2.6945 .1139 .1117 .4523 .0267 .0312 
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Table 1 
MSE of Parameter Estimates 
N=1Q0 
Conditions 
Parameter 1 2 3 4 5 6 
Estimates 
F2F1 ^0l44 ' ^ ^ ^0037 ^ 0 ^ ^00^ .0031 
F3F1 .0129 .0129 .0037 .0036 .0028 .0028 
F3F2 .0119 .0118 .0031 .0031 .0024 .0025 
V1F1 .2776 .0047 .0011 .0011 .0509 .0010 
V2Fl .1465 .0050 .0009 .0009 .0239 .0010 
V3F1 .0637 .0053 .0013 .0013 .0131 .0011 
V4F2 .2928 .0047 .0010 .0010 .0533 .0010 
V5F2 .1338 .0044 .0010 .0010 .0236 .0009 
V6F2 .0617 .0050 .0010 .0010 .0102 .0010 
V7F3 .2891 .0051 .0012 .0012 .0544 .0011 
V8F3 .1493 .0049 .0009 .0009 .0222 .0008 
V9F3 .0589 .0047 .0011 .0011 .0108 .0010 
El 8.6492 .0105 .0024 .0024 1.6519 .0022 
E2 2.0998 .0108 .0021 .0020 .3830 .0020 
E3 .3679 .0111 .0029 .0029 .0847 .0026 
E4 7.4901 .0103 .0022 .0022 1.6180 .0022 
E5 1.9197 .0095 .0021 .0021 .3900 .0020 
E6 .3494 .0106 .0021 .0021 .0692 .0021 
E7 8.4785 .0108 .0027 .0027 1.9010 .0024 
E8 1.8308 .0103 .0019 .0019 .3417 .0018 
E9 .3256 .0099 .0024 .0024 .0673 .0021 
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MSE of Parameter Estimates 
N=500 
Conditions 
Parameter 1 2 3 4 5 6 
Estimates 
F2F1 .0028 .0028 .0007 .0007 .0006 .0011 
F3F1 .0027 .0027 .0007 .0007 .0006 .0011 
F3F2 .0020 .0020 .0006 .0006 .0005 .0008 
V1F1 .0587 .0009 .0002 .0002 .0098 .0003 
V2F1 .0270 .0008 .0002 .0002 .0044 .0003 
V3F1 .0112 .0009 .0002 .0002 .0023 .0003 
V4F2 .0528 .0008 .0002 .0002 .0093 .0003 
V5F2 .0285 .0008 .0002 .0002 .0047 .0003 
V6F2 .0115 .0009 .0002 .0002 .0020 .0003 
V7F3 .0537 .0008 .0002 .0002 .0114 .0003 
V8F3 .0242 .0008 .0002 .0002 .0040 .0003 
V9F3 .0115 .0009 .0002 .0002 .0021 .0003 
El 1.6020 .0021 .0005 .0005 .3329 .0008 
E2 .3641 .0019 .0004 .0004 .0676 .0006 
E3 .0657 .0019 .0005 .0005 .0144 .0008 
E4 1.5134 .0019 .0004 .0004 .2907 .0007 
E5 .3444 .0018 .0004 .0004 .0691 .0006 
E6 .0680 .0020 .0004 .0004 .0121 .0007 
E7 1.4444 .0018 .0005 .0005 .3491 .0008 
E8 .3790 .0018 .0003 .0003 .0655 .0006 
E9 .0639 .0019 .0004 .0004 .0130 .0007 
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Table 1 
Raw Findings from 10 Empirical Studies 
Correlation Coefficients 
Authors Sample rAK RAw Us K^W fKS rws 
Size 
Campbell, Crooks, 443 ^ M ^ ^ " " ~ ^ " ~ ~ ^ ^ 
MahoneyandRock(1973) (.75) (.74) (.46) (.79) (.55) (.42) 
0'Leary and Trattner 292 .54 .49 .23 .41 .19 .30 
(1977) (.70) (.58) (.31) (.58) (.31) (.44) 
Trattner, Corts, van Rijn 233 .55 .36 .29 .34 .44 .29 
and Outerbridge(1977) (.63) (.44) (.39) (.45) (.63) (.44) 
Vineberg and Taylor (1972) 360 .44 .32 .15 .49 .20 .19 
(.54) (.39) (.22) (.59) (.28) (.27) 
Vineberg and Taylor (1972) 380 .36 .39 .10 .64 .30 .25 
(.44) (.48) (.14) (.77) (.43) (.35) 
Vineberg and Taylor (1972) 366 .47 .35 .15 .49 .27 .19 
(.58) (.43) (.22) (.59) (.38) (.27) 
Campbell et al. (1977) 456 .39 .28 39 
(.50) (.41) (.55) 
Drauden (1978) 78 .33 .29 .25 
(.65) (.58) (.45) 
Campbell et aL (1973) 384 .51 .29 .27 
(.56) (.32) (.36) 
Van Rijn and Payne (1980) 210 .62 .50 .62 
(.73) (.59) (.81) 
Notes. Correlation coefficients in parenthesis were correlation coefficients corrected for 
measurement errors. A = ability, K = knowledge, W = work-sample test, S = supervisor 
ratings. 
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Table 1 
Pooled Correlation Matrices Based on the Raw and Corrected Correlation Coefficients 
Ability Knowledge~~ Work-sample Supervisor 
Test Ratings 
Ability L000 ^ 517 155 
(1.000) (.601) (.526) (.322) 
Knowledge .488** 1.004 .508 .319 
(.599) (1.001) (.663) (.450) 
Work-sample 4 ^ .507** ^ .251 
Test (.633) (.663) (.999) (.378) 
Supervisor OT ^ ^ ^ ^ 
Ratings (.319) (.449) (.360) (1.001) 
Notes. Values with and without parentheses were based on the corrected and raw 
correlation coefficients respectively. The values in the lower and upper triangular matrices 
were used with the methods of averaging of correlation coefficients and the proposed two-
stage respectively. The diagonals were the values estimated by the proposed two-stage 
method only while the diagonals were set to be one in the method of averaging of 
correlation coefficients. By testing the homogeneity of correlation coefficients across 
studies with Equation 2, significant at a = .05 and a = .01 across studies were shown with 
"*" and "**" respectively. 
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Figure Caption 
Figurel. Path loadings by the methods of averaging the weighted correlation coefficients 
and two-stage methods (Model 1) 
Figure2. Path loadings by the methods of averaging the weighted correlation coefficients 
and two-stage methods (Model 2) 
• Summarizing Research Findings in SEM 98 
Figure 1 
Ability 
.232(.368) / \ .488 (.599) 
.209 (.186)^ \ ^ A 9 9 ( ^ 
Work Sample 
^ “"""""‘ Job 
\ .394 (.443) —wledge T 
.111(.113) S : : r I ,3V(.375) 
.119(.133) ^ L m i 
Notes. Values with and without underlines were with methods of the proposed two-stage 
and averaging of weighted correlation coefficients respectively. Values with and without 
parentheses were using the corrected and raw correlation coefficients for input respectively. 
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Figure 2 
Ability 
.232 (.368) / \ .488 (.599) 
.183 (.154)^ \ ^ 观 ( 幽 
Work Sample 
Job 
.394 (.443) —wledge 
.413 (.571) 
s [ r 1.3—) 
.327 (.461) 
Notes. Values with and without underlines were with methods of the proposed two-stage 
and averaging of weighted correlation coefficients respectively. Values with and without 
parentheses were using the corrected and raw correlation coefficients for input respectively. 
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