ter is explored in detail in AT16 and will not be repeated here except when required by the specifics of the analysis. Suffice it to say that precision photometry on the extended Strömgren system (uvbyCaHβ) has established that the cluster is subject to low reddening (E(B − V ) = 0.058 ± 0.001) with negligible variation across its face (AT16). More important for our purposes, as derived from two photometric indices, the cluster is moderately metal-poor ([Fe/H] = −0.32 ± 0.03) relative to the typical cluster in the solar neighborhood, a not unexpected result for a cluster positioned beyond the solar circle in the anticenter region (e.g., Twarog, Ashman, & Anthony-Twarog 1997; Friel et al. 2002; Netopil et al. 2016) . The key element, however, enhancing its role is its age, now well established at 1.85 ± 0.05 Gyr based upon application of the Victoria-Regina (VR) isochrones (VandenBerg, Bergbusch, & Dowler 2006) on the Strömgren system. The revised cluster age places NGC 2506 in a category comparable to NGC 3680 at 1.7 Gyr (Anthony- Twarog et al. 2009 ), but slightly older than NGC 752 at 1.45 Gyr and IC 4651 at 1.5 Gyr (Anthony- Twarog et al. 2009 ); these clusters cover a range in metallicity of ∼0.45 dex in [Fe/H] .
Since the overarching goal of our cluster program is to evaluate and understand the role of mixing/convection in the atmospheres and interiors of stars of low to intermediate mass both on and off the main sequence, NGC 2506 holds a pivotal position between the younger clusters like NGC 7789 (1.4 Gyr) and NGC 752 and the clearly older example of NGC 6819 (2.25 Gyr) (LeeBrown et al. 2015; Deliyannis et al. 2018) . The slightly lower turnoff mass of NGC 2506 due to the higher age and lower [Fe/H] , coupled with the richness of the cluster, allows delineation of the subgiant branch between the turnoff and the first-ascent red giant (FRG) branch below the red giant clump to a degree previously impossible, even with the combined samples of NGC 3680, NGC 752 and IC 4651 (Anthony- Twarog et al. 2009 ).
The outline of the paper is as follows: Sec. 2 discusses the compilation of potential spectroscopic candidates within NGC 2506, with special emphasis on the subgiant branch and stars fainter than the red giant clump, and the HYDRA observations that form the core of this study; Sec. 3 uses radial velocities and proper motions, when available, to identify and isolate the most probable members, whether single stars or binaries, and to eliminate likely field stars from the analysis. Sec. 4 lays out the metallicity derivation of the cluster for key elements adopting a traditional technique based upon the equivalent widths of lines in a modest wavelength region centered on the Li 6708Å line, as well as a new approach for temperature and metallicity estimation built around a neural network. Sec. 5 contains the derivation of the Li abundance and demonstrates the critical place of NGC 2506 in probing the role of mixing/convection for stars evolving from the main sequence to the giant branch. Sec. 6 is a summary of our conclusions.
OBSERVATIONS AND DATA REDUCTION

Sample Selection
The starting point for the selection of potential cluster members is the proper-motion study of Chiu & van Altena (1981) . There is little doubt that the stars defined as 70% or higher probable members based upon proper motion alone form a well-defined sample which nicely delineates the primary cluster sequences in both broadband (McClure, Twarog, & Forrester 1981; Marconi et al. 1997; Kim et al. 2001 ) and intermediate-band (AT16) photometry. The weaknesses in relying solely upon this selection criterion are apparent: (a) even with a rather high proper-motion probability cutoff of 70%, field star contamination can occur in the absence of the third vector component, the radial velocity; (b) propermotion precision declines with increasing V , leading to the elimination of a higher fraction of true members and contamination by more non-members at the turnoff and fainter; and (c) the proper-motion and original broadband surveys extend radially to only ∼5 from the cluster center. Though the dominant majority of the cluster members should be contained within this zone (Lee, Kang, & Ann 2013) , the desire to populate and survey the color-magnitude diagram (CMD) as completely as possible, especially along some of the relatively rapid phases of evolution beyond the the main sequence, requires a broader search to identify as many NGC 2506 inhabitants as possible.
Photometric Input
To expand the sample, use was made of two CCD surveys covering comparable fields-of-view, i.e. 20 on a side. Three broad-band CCD surveys of NGC 2506 have been undertaken to date by Marconi et al. (1997) ; Kim et al. (2001) ; Lee, Kang, & Ann (2012) ; the surveys cover too small an area, suffer from larger than acceptable photometric scatter, or remain unpublished, respectively. The broad-band data for the current discussion (Van Stockum et al. 2005 ) were obtained on 6 November 2004 with the S2KB CCD at the f/7.5 focus of the WIYN 0.9m telescope at Kitt Peak National Observatory, with a scale of 0.60 per pixel, and seeing in the range 1.3 − 1.6 . Cluster images were reduced using DAOPHOT II (Stetson 1986 ). Typically, a few hundred bright, isolated stars were used to determine a point-spread-function, which was allowed to vary spatially, and a subsequent small (typically 0.01 -0.02 mag) aperture correction, which was also allowed to vary spatially. After rejection of outliers, approximately 50 Landolt (1992) standards for each filter provided a calibration onto the Johnson-Cousins-Landolt system, and verified the photometricity of the night, as defined by zero-point errors in the transformations below 0.01 mag. The intermediate-band photometry (AT16) came from the 4000 × 4000 CCD camera 1 on the 1.0m telescope operated by the SMARTS 2 consortium at Cerro Tololo Inter-American Observatory. All stars with membership probabilities greater than 90% were used to define mean relations from the main sequence at V brighter than 15.6 to the top of the giant branch. Stars whose broadband photometric errors placed them within the range of the mean relations and had proper-motion probabilities above 50% were identified and initially selected. For stars outside the spatial range of the astrometric survey, location within range of the CMD relations provided the sole criterion for potential followup observations.
Spectroscopic Observations
Spectroscopic data were obtained using the WIYN 3.5m telescope 3 and the HYDRA multi-object spectrograph over 19 nights from 16/17 January 2015 to 24/25 February, 2017 . Nine configurations were designed to position fibers on a total of 287 stars, with 38 stars observed in more than one fiber configuration. Individual exposures ranged from 10 to 90 minutes, with accumulated totals of two hours for stars in the brightest two configurations targeting red giants, 5 to 7.5 hours for the four configurations aimed at subgiant stars, and between 9 and 12.5 hours total for three constructed to sample the turnoff region and upper main sequence of the cluster.
In these 58 hours of observing over a 25 month period, we obtained spectra with signal-to-noise per pixel ≥ 100 for all 287 stars. Our spectra cover a wavelength range ∼400Å wide centered on 6650Å with per-pixel resolution of 0.2Å and a resolution of R ∼ 13000. Details on the reduction procedure can be found in Lee-Brown et al. (2015) and will not be repeated here.
Multiple exposures of any particular fiber configuration were combined if the observations were obtained within the same run of a few adjacent nights. A few of our configurations were observed over a period of a year or more, with some fiber losses in the interim. In these cases, the combination of individual spectra for stars obtained through different fibers or in different years was accomplished by undoing the individual throughput corrections before combining the spectra. This was also the procedure for stars observed in different runs as part of different fiber configurations. Combination of spectra from widely separated epochs was only carried out if there appeared to be no significant velocity shift.
As always, inclusion of specific stars within the spectroscopic survey was ultimately constrained by the need to optimize HYDRA configurations over multiple observing runs. As preliminary reductions revealed that some stars were clear radial-velocity non-members, these were dropped from the program and others, usually potential subgiants and giants, were added. A small set of definite non-members was included in the data base to use as a control for comparison with the hopefully homogeneous group of metal-deficient cluster members.
Before discussing the results for individual stars, it should be noted that, whenever available, a star will be referred to using its WEBDA identification. However, since the sample here covers a much broader area than that of past published surveys, regrettably another identification number must be added for those stars outside the area listed within WEBDA. Column 1 of Table 1 lists WEBDA identification numbers for stars; numbers greater than 7000 refer to stars added by this survey. Table 1 lists stars in sequence based upon their right ascension; coordinates given in Table 1 are identical to those found in AT16 for all but 10 stars not included in the photometric study. The typeset version of Table 1 includes enough lines to show the form and content of the larger table available online.
A point of confusion regarding the WEBDA identifications does require correction. In the original photometric and astrometric surveys (McClure, Twarog, & Forrester 1981; Chiu & van Altena 1981) , the stars were numbered using a quadrant number, ring number, and sequential count within that zone. For quadrant 2, ring 3, the number of stars extended to 106, so the last star measured was 23106. WEBDA incorrectly rewrote the numbers above 100 as ring 4, i.e. 23106 became 2406. This leads to confusion because in quadrants 2 and 4, there are photoelectric standards outside the three rings of the photographic survey numbered 2401, 2402, 4401, and 4402. WEBDA 2401 and 2402 are actually 23101 and 23102. In our Table and analysis, 2401 and 2402 refer to the original designations as marked on the cluster chart ( Fig. 1) of McClure, Twarog, & Forrester (1981) .
Radial Velocities and Rotation
Individual heliocentric stellar radial velocities, V rad , were derived from each summed composite spectrum utilizing the Fourier-transform, cross-correlation facility fxcor in IRAF 4 . In this utility, program stars are compared to stellar templates of similar effective temperature (T eff ) over the full wavelength range of our spectra excluding the immediate vicinity of the Hα line. Output of the fxcor utility characterizes the cross cor- relation function, from which estimates of each star's radial velocity are easily inferred. Rotational velocities can also be estimated from the cross correlation function full-width (CCF FWHM) using a procedure developed by Steinhauer (2003) .This procedure exploits the relationship between the CCF FWHM, line widths and V sini, using a set of numerically "spun up" standard spectra with comparable spectral types to constrain the relationship. For a significant fraction of our sample, higher rotational velocities conspired with weaker lines to produce spurious values of the radial velocity when the region near Hα was excluded; quoted values in our table include stars for which the cross correlation included Hα. For simplicity, V rot as used here implicitly includes the unknown sin i term. There are two means to test the precision of the radial velocities, the size of the scatter among multiple observations of the same star and the scatter in residuals relative to an independent source of measurements. Over the multiple HYDRA runs, 36 stars were observed twice and 2 stars were observed 3 times. The dispersions in radial velocity for the latter pair are 0.70 and 0.55 km s −1 . Among the stars with two observations, star 7112 showed a difference of 28 km s −1 between the two epochs and is clearly a double-lined spectroscopic binary. It sits among the giants at the level of the clump and undergoes eclipses (Arentoft et al. 2007) . With both sets of lines visible, it is likely that the system is composed of two first-ascent red giants.
For the 35 remaining paired sets of observations, the average absolute difference in the radial velocities is 0.84 ± 0.96 km s −1 . However, the two pairs with the largest discrepancies, 3.22 and 4.62 km s −1 , are stars 1359, categorized by Mermilliod & Mayor (2007) as a probable binary, and 4376, tagged as a probable binary in the current investigation due to the range in published velocities for this star. If these two are removed from the sample, the mean offset between paired observations becomes 0.65 ± 0.57 km s −1 . We next compare our data with that of Mermilliod & Mayor (2007) ; Mermilliod, Mayor, & Udry (2008) , which supercedes the smaller and/or less precise samples of Friel & Janes (1993) ; Minniti (1995) ; Carretta et al, (2004) ; Reddy, Giridhar, & Lambert (2012) , and with the more recent work of Carlberg (2014) ; Carlberg, Cunha, & Smith (2016) . Of the 30 members and 4 nonmembers observed by Mermilliod & Mayor (2007) , all but two of the non-members and two of the members were included in our observations. For the remaining 30 stars, the mean residual in radial velocity, in the sense (MM -Table 1 ), is +0.58 ± 1.80 km s −1 . If probable binaries 1359, 2251, and 4376 are removed, the mean residual drops to +0.31 ± 0.96 km s −1 . It is encouraging to note that the dispersion is very comparable to that derived from a similar analysis of the giants and main sequence stars in NGC 6819 (Lee-Brown et al. 2015) . Our cluster mean velocity for the 25 members is 83.2 ± 1.2 km s −1 . Carlberg (2014) has published radial velocities for 27 red giant members of NGC 2506; all but 2122 are included in the current study. From the residuals between the two samples, five stars stand out as anomalous, 2109 and 2276, as well as the already identified 1359, 2251, and 4376. If these stars are eliminated, the 21 remaining stars generate mean residuals of +0.63 ± 1.04. Carlberg (2014) finds a mean radial velocity for these 21 giants of +83.9 ± 1.1 km s −1 . Finally, Carlberg, Cunha, & Smith (2016) present observations of five red giants in NGC 2506, all of which were included in the three previous studies. While velocities of four of the stars are consistent with previous observations within the uncertainties, star 3265 exhibits a range from 80.3 to 85.3 km s −1 . While not conclusive, the spread could be indicative of a binary classification, as noted by Carlberg, Cunha, & Smith (2016) , who also emphasize the peculiar location of this star in the CMD and the distinctly anomalous [Fe/H] derived relative to the other four giants.
CLUSTER MEMBERSHIP
Probable Binaries
To minimize the potential distortions in any trends between main sequence and red giant stars, in addition to removing non-members, it's valuable to identify likely binaries which may have either anomalous colors and spectra, as well as modified evolution due to binary interaction. Among the giants, it has already been noted that stars 1359, 2109, 2251, 2276, 3265 , and 4376 are probable binaries. Arentoft et al. (2007) have used intermediate-band photometry to identify a large sample of variables in the field of NGC 2506, including 3 eclipsing binaries brighter than V = 15.6. This sample includes the already noted giant, 7112, and two stars near the turnoff, 1136 and 1212, both of which appear to be radial-velocity cluster members based upon preliminary analysis of unpublished high resolution spectroscopy of these stars (Arentoft et al. 2007 ). Star 3255 (V10) is a red giant blueward of the clump with two almost identical radial-velocity measures, both consistent with cluster membership. Arentoft et al. (2007) find variability at the mmag level with a periodicity of 10 d −1 , though it does lie near the saturation limit of their photometric survey. As a member, it is clearly not a δ Scuti star.
A straightforward method for tagging potential binaries from single spectra is to look for a double set of lines within the spectrum, as revealed via fxcor or, at minimum, a consistent asymmetry in the line profile for a spectrum caused by the overlap of two lines. From visual and fxcor inspection of all the spectra, stars 1106, 2144, 2376, 3378, 4262, 5086, 7025, 7033, 7050, 7057, 7052, 7101 and both spectra for 7112 were noted as possible spectroscopic binaries.
It should be mentioned that the apparently low fraction of identified binaries (< 10%) is not indicative of the probable cluster fraction and is primarily tied to the combination of selection effects in the initial selection of probable cluster members at the turnoff, the limited number of radial-velocity measures per star, and the limits on the radial-velocity measurements for stars with higher than average rotation.
Radial-Velocity Membership
With radial velocities for 287 stars but proper-motion membership for only 129, final membership for the majority of the sample is strongly dependent upon the single velocity component, weighted by location within the CMD. While this approach worked extremely well for NGC 6819 (Lee-Brown et al. 2015) , the younger age by 0.4 Gyr places the turnoff of NGC 2506 in a regime where rotational speeds can remain high (greater than 25 km s −1 ), significantly impacting the precision of the radial velocity. It should be noted that for the giants, the measured rotational velocity is dominated by the resolution of the spectra and therefore should be regarded as an upper limit to the true value. By contrast, Carlberg (2014) derived precision rotational velocities from R ∼ 44000 spectra from the MIKE spectrograph. From 21 single-star members common to our sample, Carlberg (2014) finds an average rotational speed of 3.2 ± 1.2 km s −1 ; our lower R data generate an average of 13.8 ± 3.0 km s −1 . To determine membership by radial velocity alone, any star with a radial velocity more than three σ from the cluster mean as defined by our single cluster giants (83.3 km s −1 ) will be classified as a probable nonmember. To set the individual σ for each star, two factors were taken into account. First, as expected, the calculated uncertainty in the radial velocity is well correlated in approximately linear fashion with the rotational speed. We averaged the calculated error in radial velocity as defined by f xcor and the error as predicted from V rot , i.e. σ V rad = 0.044*V rot + 0.246. Second, in the limit of perfect velocity measurements, this estimate implies no expected dispersion among the stars, ignoring the intrinsic velocity dispersion among the sample caused by motion about the center of mass of the cluster. Thus, the previously quoted dispersions among the purportedly single-star radial velocities for the red giants in our sample (1.2 km s −1 ) and that of Carlberg (2014) (1.1 km s −1 ) are combinations of both measurement errors and the intrinsic spread among the giants. The slight improvement in the dispersion for the data with higher resolution isn't unexpected so, as an approximate estimate for the intrinsic radial velocity spread, we adopt 1.0 km s −1 . This is effectively the same value we would get if we adopted 1.2 km s −1 for the total dispersion, but removed 0.6 -0.7 km s −1 as the instrumental scatter derived from multiple observations of the same stars over different runs. The final adopted σ in the individual V rad becomes the addition in quadrature of the fixed intrinsic cluster spread with the individual measurement error as derived above.
Application of the radial velocity criterion to 265 probable non-binary stars leads to initial membership for 187 stars, though we emphasize that the claim to single-star status is based upon a lack of direct evidence for binarity, which is difficult to come by for stars with only one spectroscopic observation. Of these 187 stars, 98 have proper-motion probabilities, 86 of which are above 50%. As the second cut, we eliminate the 12 stars with probability ranging from 0% to 42%, leading to a final sample of 175 probable, single-star members. It is encouraging to note that of the 78 stars classified as radialvelocity non-members, 17 have proper-motion probabilities of which 13 lie below 50%. The distribution of single-star members (solid black line) and non-members (dashed blue curve) based solely on radial velocity is shown in Fig. 1. 
The Color-Magnitude Diagram
To optimize the precision of the photometric input for the atmospheric parameters needed for the spectroscopic analysis, particularly T eff from colors and log g from location within the CMD, use will be made of three photometric indices, b − y, B − V , and hk. over 2000 stars. A cubic relation between (b − y) and (B − V ) was determined using a set of 730 stars with the lowest color errors; the relationship has a standard deviation in (B − V ) color of 0.022. A similar relationship was determined between hk indices and B − V using solely cool member giants (AT16) to provide an additional temperature measure.
The spectroscopic sample includes ten stars without Strömgren photometry due to placement slightly outside the field of the published Strömgren survey. For nine of these stars, the VS photometry was used exclusively. Conversely, the broad-band photometry suffered a few gaps, particularly at the very bright end. For four of the five stars lacking photometry from the VS survey, we relied exclusively on the Strömgren photometry. These few very bright stars targeted primarily the red giants, although one of the five bright stars, 1375, is clearly a hot star. For the one star lacking photometric indices from both surveys, 7007 (Tyc 5416-2526-1), Tycho values were used for V and B − V .
From 273 nonvariable stars in the spectroscopic survey in common with VS, the mean difference in V in the sense (AT16 -VS) is -0.009 ± 0.021. Since the AT16 V system is in excellent agreement with that of McClure, Twarog, & Forrester (1981) , where the mean difference in V from 33 stars brighter than V = 17.0 is -0.001 ± 0.034 in the sense (MC -AT16), a simple average of AT16 and VS was adopted for V . For 9 of the 10 stars not surveyed by AT16, the V magnitudes of VS were adopted without modification. Fig. 2a shows the CMD for all stars observed spectroscopically; Fig. 2b is composed of NGC 2506 radial- velocity and, if available, proper-motion members for which no evidence of binarity currently exists. Table  1 summarizes the basic information about all stars observed spectroscopically. Stars listed as M are probable radial-velocity members, NM are nonmembers, MB are probable binary members, MN are radial-velocity members with proper-motion membership below 50%, B are probable binaries for which the radial velocity deviates significantly from the mean, and BNM and BM are binaries with deviant radial velocities but proper-motion probabilities below and above 50%, respectively.
What is apparent from a comparison of the two CMDs is that the greatest decline in stars due to the elimination of radial-velocity non-members is concentrated in two regions of the CMD. The first is near the top of the vertical turnoff, between V = 14.2 and 14.8. A large sample from outside the original proper-motion survey region was selected from this region of the CMD in the hope of mapping the turnoff hook and the inital phase of evolution to the subgiant branch. The second concentration is among the red giants in the vertical band between B − V = 0.8 and 1.2, where stars were initially retained in the hope of adding to the cluster subgiant and red giant branches. While some of these stars, particularly brighter than the clump, proved to be non-members, 29 probable subgiant and giants members were added to the final sample. Again, both color regions will be contaminated by field stars at any age younger than ∼3 Gyr for the turnoff and at almost any age for disk red giants and clump stars. Since we only have one velocity component for these stars, even with relatively tight radial-velocity limits, it is probable that a handful of field non-members are still contained within the member sample.
METALLICITY
Determination of stellar elemental abundances from high dispersion spectroscopy depends upon a variety of factors, from the signal-to-noise ratio of the spectroscopic region under analysis to the fundamental stellar parameters defining the strength and appearance of the line profiles: V rot , T eff , log g, and microturbulent velocity, v t . With high resolution over an extended wavelength region and a large number of lines for both neutral and ionized elements, one can constrain the potential range of parameters by requiring a lack of trends between the derived abundances and the fundamental parameters, as well as the excitation potential. For a smaller spectral wavelength range with fewer lines, one is forced to fall back on alternative means of deriving the key parameters, independent of the spectrum, e.g. using a color-based T eff and log g defined by position in the CMD for cluster members.
Since the first cluster analysis in this series for NGC 3680 (Anthony- Twarog et al. 2009 ), where a modest number of mostly dwarf stars and a few giants were being considered, our approach has evolved to allow discussion of samples expanded by almost an order of magnitude compared to earlier work by us and others. A key change, as exemplified by NGC 6819 (Lee-Brown et al. 2015) , has been the adoption of an automated line-measurement program, ROBOSPECT (Waters & Hollek 2013) , to replace exclusive dependence on manual measurement of line equivalent widths as input in traditional model atmosphere analysis via MOOG (Sneden 1973) . Because ROBOSPECT consistently performed as well as manual measurements over the color range from dwarfs to giants, the primary sources of uncertainty among the final abundances within a cluster ultimately depended upon the primary parameters of T eff and v t . In theory, one could adjust these two scales for the stellar sample until the abundances showed no trend with either variable, but this would minimize the slope without supplying an independent check on the zero-point of the abundances. In particular, the color-T eff relations adopted to date for the dwarfs and giants come from two independent relations, each of which has its own slope and zero-point, leading to the possibility of a mismatch between these two subsamples within the same cluster. While one could check the derived parameters against those already published for cluster stars observed at high dispersion by others, in many cases the samples only discuss either dwarfs or giants, but not both, or little if any high dispersion work is available for the cluster of interest.
As an alternative to our photometric T eff values and EW-based spectroscopic [Fe/H] estimates, we have attempted to derive T eff and [Fe/H] for each star in our sample using ANNA (Lee-Brown 2018, in prep) , a new, flexible, Python-based code for automated stellar parameterization. ANNA utilizes a feed-forward, convolutional neural network (Arbib 2002 ), a machine-learning technique, to infer stellar parameters of interest from input spectra. Multiple tests show that ANNA is capable of producing accurate metallicity estimates with precision competitive with our EW-based analysis. Additionally, ANNA is capable of accurately inferring T eff from our spectra alone, providing an alternate temperature determination for each star. A deeper discussion of ANNA's design and capabilities will be given in LeeBrown (2018) , but we briefly summarize its operation here. ANNA is freely available for download; the version of ANNA used in this investigation can be found at Zenodo, while the current version of the code can be found at GitHub.
ANNA: A Neural Network for Temperatures and Abundances
ANNA builds on previous studies examining the suitability of neural networks as tools to parameterize stellar spectra (e.g., Bailer-Jones et al. 1997; Allende Prieto et al. 2000; Snider et al. 2001; Manteiga et al. 2010; Dafonte et al. 2016; Li, Pan, & Duan 2017) . The neural network used in ANNA consists of layers of sequential mathematical operations. The first, or input, layer is a stellar spectrum consisting of an ordered sequence of pixel values. These values are then summed according to many different sets of weight vectors, such that a set of weighted sums of the inputs is calculated. This collection of weighted sums forms a hidden layer. Each of the weighted sums in this hidden layer then serves as input to a non-linear function. In ANNA, this function is the rectified linear unit (ReLU), defined as f (x) = max(x, 0), where x denotes the weighted sum serving as input to the function. The outputs from this function are then used to construct another set of weighted summations, organized into another hidden layer, and the process repeats several times. The final result of this sequence of operations is a set of outputs {y i } which, in the case of ANNA, consists of the stellar parameters of interest that have been inferred from the input spectrum.
ANNA contains five layers: an input and an output layer connected via three sequential hidden layers. The first hidden layer is a convolutional layer which contains a collection of filters that are each convolved with the inputs. The filters consist of collections of weights used to construct a weighted sum that only depends on a localized subset of the layer inputs. The filters are windowed across the inputs to generate many such localized summations. This localization reduces the number of free parameters (weight values) in the first hidden layer, helping to reduce overfitting during training while improving computational performance (see Arbib 2002) . The other two hidden layers are fully-connected; each summation in these layers is connected via weights to all the ReLU operations in the previous layer.
ANNA's ability to translate between input spectra and accurate stellar parameters requires correct selection of each weight value used during the summation steps. This selection is done automatically through supervised learning. Initially, small weight values are sampled randomly from a normal distribution. The network is then provided an input consisting of a spectrum whose output parameters are known. ANNA will produce outputs based on the input spectrum; the accuracy of these reported outputs can be quantitatively assessed via a cost function, J(y true , y infer ), that measures the deviations of the reported outputs from the known stellar parameters. In ANNA, a quadratic cost function is used, J = Σ(y true − y infer ) 2 . Thus, for large deviations of the network outputs from the known values, the value of J is correspondingly large. Minimization of J, therefore, implies that the networks weights are such that y infer closely matches y true . This minimization is accomplished by computing the gradient of J with respect to each network weight, followed by an update of the weights in the direction of lower J. Through successive iterations of this updating process, the weights eventually converge to optimal values. The network will then be capable of inferring stellar parameters from spectra whose parameterizations are unknown. We trained ANNA using continuum-normalized spectra generated with the code SPECTRUM (Gray & Corbally 1994) , Kurucz atmospheric models (Kurucz 1992) , and a custom linelist generated using VALD (Kupka et al. 1999 ) that was adjusted to reproduce the solar spectrum. We generated 15,000 high-resolution (R ∼ 670, 000) training spectra with parameters ran-domly selected between the ranges given in Table 2 . The high resolution spectra were then post-processed to better mimic our sample of HYDRA spectra. This postprocessing included random radial-velocity shifts, rotational broadening, and smoothing using a Gaussian linespread function to a resolution of R ∼ 9000. This resolution is lower than the actual resolution of our spectra (R ∼ 13000), and was selected during testing of ANNA as it represents the resolution corresponding to the minimum average RMS deviation between our synthetic training spectra and a sample of real Hydra spectra. This adoption of a lower-than-actual resolution for our training spectra likely indicates that our synthetic models imperfectly reproduce the line-spread function of the spectrograph and/or do not completely model the subtle broadening effects due to changes in surface gravity or microturbulent velocity. However, during testing we ultimately determined that ANNA's temperature and metallicity determinations were relatively insensitive to the adopted training resolution; our ANNA results are materially unchanged if we were to instead adopt R ∼ 13000 during training. This is likely due to the fact that temperature and metallicity are more sensitive to relative line strengths, rather than the particular shapes of the line profiles. The pixel scale was set to 0.2Å px −1 . We also limited the wavelength coverage of our training spectra to 6625 A -6825Å. This was done to avoid having to model calibration artifacts in our real spectra in the region of Hα. After post-processing, our training sample consisted of 225,000 spectra.
During training, subsamples of 100 randomly selected example spectra were used during each weight update iteration. When spectra were selected for training, a wavelength-dependent amount of noise was added according to a randomly selected S/N value and a relative S/N template derived from HYDRA observations of the sun. Additionally, small, random continuum offsets were added to simulate continuum placement errors in our real spectra. Training was carried out until the network cost function failed to improve within 20,000 weight update iterations, for a total of approximately 200,000 iterations.
After training, we verified the capabilities of the trained network using a sample of real HYDRA spectra. This sample included spectra of the sun, as well as members of the open clusters NGC 6819 (Lee-Brown et al. 2015) and the Hyades (Cummings et al. 2017) . These test spectra were first linearly interpolated onto the wavelength grid used during the training process. Of the potential stellar parameters, the trained network most reliably determined the correct T eff and [Fe/H]; this is unsurprising as these two parameters contribute most strongly to the observable features in our selected spectral range. Hotter stars in our test sample (T eff ∼ 6500 K) could not be accurately parameterized by ANNA, likely due to a lack of strong spectral features over the wavelength range of interest. For cooler stars, we verified that ANNA returned reliable parameter determinations down to T eff ∼ 4000 K using NGC 6819 spectra. With the exception of one star (4402), which we omit from our ANNA analysis, the stars in our NGC 2506 sample have surface temperatures well above this tested value.
ANNA's T eff and [Fe/H] results derived from the cooler (T eff ≤ 6500 K) test spectra compare favorably with parameters known a priori. 
ANNA Parameters: NGC 2506
The initial database of spectra processed through ANNA consisted of the 175 dwarfs and giants classed as single-star members, as detailed in Table 1 . It quickly became apparent that the stars at the turnoff, even with T eff below 6500 K, generated results which were inconsistent and/or subject to larger than desirable errors. Since the same conclusion was reached after using RO-BOSPECT, independent of ANNA, and by tests using manual equivalent width measurements for a representative subset of turnoff stars, the source of the problem lies with the spectra rather than the technique adopted. In contrast with our work on NGC 6819, the fundamental weaknesses of the dwarf analyses in NGC 2506 are due to the lower metallicity of the cluster, the hotter T eff due to the younger age combined with a lower metallicity, and the significantly wider range of V rot . In fact, the large majority of stars at the turnoff of NGC 6819 have V rot below 25 km/sec (Deliyannis et al. 2018, in prep.) , in contrast with NGC 2506 where this value defines an approximate lower bound for the majority of stars at the turnoff.
We therefore used ANNA to derive T eff and [Fe/H] only for stars with (B − V ) 0 between 0.65 and 1.15, ex-cluding only one cool giant with (B − V ) 0 greater than 1.7. The results for 62 red giant members are presented in Table 3 
ROBOSPECT
In keeping with our approach to spectroscopic abundance determination for previous clusters in this program, our default scheme for determining model atmosphere input temperatures was based upon photometric color, specifically B−V , defined in the current investigation as the average of the observed B−V , b−y converted to B − V , and, when available for cluster members, hk converted to B − V for red giant members of the cluster. As noted earlier, the T eff for each star had been based on two primary color-temperature calibrations.
For dwarfs, the adopted calibration is that of Deliyannis, Steinhauer & Jeffries (2002) , consistent with previous and ongoing spectroscopic studies by this group and compared in detail with more recent T eff calibrations in Cummings et al. (2017) , namely:
In previous investigations, the giant star colortemperature calibration of Ramírez & Meléndez (2005) was used for stars with B − V > 0.5. With the availability of the revised T eff estimates produced by ANNA for subgiants and giants, we have replaced the cool-star calibration with the newer values. To mesh the scales smoothly, the reddening-corrected (B − V ) 0 values for dwarfs have been run through the dwarf T eff calibration for all stars bluer than (B − V ) 0 = 0.34, adopting [Fe/H] = -0.30. For stars redder than (B − V ) 0 = 0.7 to (B − V ) 0 = 1.2, we have adopted the ANNA T eff values, excluding the three stars which appear to be metal-rich from both ANNA and ROBOSPECT analyses. These data were then fit with a cubic relation:
Since the relation is tied to a specific [Fe/H], it is appropriate for NGC 2506 alone.
From the 107 single-star dwarfs, the mean T eff offset, in the sense (OLD -NEW), is -0.2 ± 6.5 K. For 53 giants, the analogous comparison between ANNA T eff and the mean relation above is +0.3 ± 92.5 K. If all giants, including the three anomalous stars, are compared, the values become +0.7 ± 98.9 K.
Surface gravity estimates (log g) were obtained by direct comparison of V magnitudes and B − V colors to isochrones of VandenBerg, Bergbusch, & Dowler (2006) , constructed for a scaled solar composition with [Fe/H] = -0.29 and an age of 1.85 Gyr, the same as the comparison presented in AT16. The isochrone's predicted magnitudes and colors were adjusted to match the cluster's reddening, E(B−V ) = 0.058 and apparent distance modulus, 12.75 (AT16).
Input estimates for the microturbulent velocity parameter were constructed using three prescriptions. For dwarfs within appropriate limits of T eff and log g, the formula of Edvardsson et al. (1993) was used. For giants with log g < 3.0, a gravity-dependent formula, v t = 2.0 − 0.2 log g, was used. For subgiants and fainter red giants, we made use of a scheme developed by Bruntt et al. (2012) to analyze spectra of Kepler candidate G and K stars for which T eff from colors and log g validated by asteroseismology were available. The formulation by Bruntt et al. (2012) produces v t estimations from a T eff and log g dependent formulation that meshes well with the Edvardsson et al. (1993) and our previously used formula for giants if incremented by 0.2 km/sec. A detailed discussion and application of the RO-BOSPECT software (Waters & Hollek 2013) and its optimization as applied to more than 330 stars in NGC 6819 are supplied in Lee-Brown et al. (2015) . In short, our procedure consists of identification of the measurable spectroscopic absorption lines and calibration of atomic data, automated EW measurement using RO-BOSPECT (Waters & Hollek 2013) , atmospheric model construction using parameters (T eff , log g, and v t ) as described above, and chemical abundance analysis using MOOG (Sneden 1973) .
Our ROBOSPECT line list is the same as used in the analysis of NGC 6819 (Lee-Brown et al. 2015) and contains 22 lines: 17 Fe I, 3 Ni I, 1 Si I, and 1 Ca I. These lines are unblended in the solar spectrum and have solar EW values in the range 10-150 mÅ, making them ideal for EW-based abundance analysis. For each line, we adopted atomic data (wavelength, excitation potential, and log gf ) contained in the VALD database (Kupka et al. 1999) . We then modified the retrieved log gf values such that our solar EW measures reproduced the solar elemental abundances given in the 2010 version of MOOG, using a Kurucz (1992) model with 5770 K, 4.40, 1.14 km s −1 , and 0.00 for T eff , log g, v t , and [Fe/H], respectively.
Using our calibrated line list, ROBOSPECT then iteratively determines the continuum, noise, and line components of a spectrum and reliably returns EWs that compare favorably with manual measurement of the lines. ROBOSPECT fits Gaussian line profiles, so we restrict our EW analysis to stars with projected rotation velocities V rot ≤ 30 km s −1 in order to reduce systematic EW offsets due to non-Gaussian profiles. Additionally, we reject EWs greater than 150 mÅ to restrict our analysis to lines corresponding to the linear portion of the curve of growth. Finally, we discard EWs that are within 3σ of the local noise level (calculated using a 6Å window) to prevent introduction of spurious EW measurements into our analysis.
Our sample of stars processed with ROBOSPECT began with 78 spectra drawn from the sample summarized in Table 1 , choosing stars with M or MN designations and rotational velocities ≤ 30 km/sec. Application of EW quality cuts left EW measures for 1022 Fe, 207 Ni, 52 Ca, and 70 Si lines out of a possible 1326, 234, 78, and 78, respectively. The majority of rejected Fe and Ni lines fell within our 3σ significance threshold, while rejected Ca measurements generally had EWs > 150 mÅ. Our EW < 150 mÅ criterion is more stringent than the EW < 200 mÅ threshold used in Lee-Brown et al. (2015) , but adopting the more generous threshold does not change our abundance results. Nine of the 78 stars had fewer than five Fe lines remaining for analysis and were not included in the cluster average, as was one additional star with a B − V = 1.77, T eff below 4000 K, and a spectrum dominated by molecular bands. Atmospheric parameters and EW abundances for each of the remaining 68 stars are provided in Table 3 .
To translate between measured EW and [A/H], we first constructed a 1-D, plane-parallel model atmosphere for each star in our final ROBOSPECT sample using the Kurucz (1992) model grid and the T eff , log g, and v t values derived from our photometric observations. One star, 5270, has a temperature (7837 K) greater than supported by the model atmosphere grid and was omitted from our sample. Our atmospheric models were then used in conjunction with our EW measurements as inputs to the abfind MOOG routine, resulting in an [A/H] estimate for each of our measured EWs. As shown in Figs. 3 and 4 , respectively, there are no apparent trends of [Fe/H] with T eff or wavelength. There is, however, a serious decline in the number of turnoff stars with measurable abundances. The entire turnoff region is at B − V < 0.5 (T eff > 6400 K); only a handful of turnoff stars remain in the analysis set and these have large uncertainties. The reason for this is the declining line strength with increasing T eff at a metallicity less than one-half the solar value. Thus, the statistical averages are dominated by the red giants. Among the red giants, the scatter in [Fe/H] (Fig. 4) is small, but three stars (7041, 7069, 7093) appear to have approximately solar abundance or higher, distinctly higher than the cluster mean, error bars included. Since only radial-velocity membership is available for all three stars, it is plausible that all three are field interlopers. This is especially likely for 7069, a star located well blueward of the FRG branch at (B − V ) = 0.85, V = 13.56. The other two stars fall along the subgiant branch and near the base of the giant branch. As a simple statistical check, if we plot the distribution of radial velocities for all red giants included in the study without a priori membership insight from proper motions and assume the field star histogram of Fig. 1 , as defined by the red giants alone, is continuous across the radial-velocity distribution range of the cluster, the predicted number of field stars with a compatible radial velocity is found to be between 2 and 5, in excellent agreement with the three metal-rich stars identified here.
We find the cluster median iron abundance to be [Fe/H] = −0.27 ± 0.07 dex, where the reported uncertainty is the median absolute deviation (MAD Table  3 , the cluster median value of [Ca/H] is −0.01 ± 0.06, [Si/H] = −0.33 ± 0.05, and [Ni/H] = −0.38 ± 0.05. For the Ca and Si estimates, the quoted error is the median absolute deviation of all of the single-star abundance estimates relative to the cluster median value; for Ni, the quoted error is the median value of each star's estimated error, as described above.
To get a handle on the impact of possible errors in the input parameters, the abundances were redetermined under the assumption that T eff was altered by ± 100 K, log g by ± 0.25 and v t by ± 0.25 km s −1 , an approach followed in our analysis of NGC 6819 Lee-Brown et al. (2015) . Our results are similar to those presented therein: the effect of altering T eff , log g and v t by the amounts specified above is to increment the abundance [Fe/H] by ±0.06, 0.00 and ∓0.06, respectively, for stars bluer than (B-V) = 0.8. Increments for redder stars are similar: ±0.06, ∓0.03 and ∓0.06, respectively.
Comparison to Previous Work
There have been three studies of NGC 2506 tied to high dispersion spectroscopy (Reddy, Giridhar, & Lambert 2012; Mikolaitis et al. 2011; Carlberg, Cunha, & Smith 2016) , all using red giant samples dominated by clump stars. For the three studies sampled, the over- lap with the current investigation is 3, 2, and 4 stars; for Carlberg, Cunha, & Smith (2016) , star 3265 was excluded due to its peculiar nature, probably a signature of binarity. In each case, we can include two T eff (T NN and T ph ) and two [Fe/H] refers to metallicity based upon analysis using the T ph and equivalent widths measured by ROBOSPECT. In all three T eff comparisons, the ANNA scale and the color-based scale are systematically hotter than the published values, with the color-based T eff always slightly hotter than the ANNA scale. The offsets for the two scales are +24 ± 96 and +66 ± 63, +6 ± 22 and +51 ± 5, +19 ± 28 and +63 ± 37, for Reddy, Giridhar, & Lambert (2012) ; Mikolaitis et al. (2011); Carlberg, Cunha, & Smith (2016) , respectively. The analogous offsets for [Fe/H] from ANNA and RO-BOSPECT are -0.06 ± 0.03 and -0.07 ± 0.05, -0.03 ± 0.07 and -0.01 ± 0.04, and 0.03 ± 0.04 and 0.04 ± 0.04, respectively. Since the adopted T eff in the current investigation is hotter in all cases, transfer of the current data to the published systems will lower our [Fe/H] in all cases, by typically 0.01 to 0.02 dex for T NN and 0.03 to 0.04 dex for T ph . Within the uncertainties of a small sample, this implies that we are on the same metallicity scale as Carlberg, Cunha, & Smith (2016) .
For the elements other than Fe, comparisons can be made to the discussions of Mikolaitis et al. (2011) 
Abundance Estimation
We used the SPLOT utility within IRAF to measure equivalent widths (EW) and Gaussian full-widths of the Li 6707.8Å line for all 287 stars. A reasonably close and relatively line-free region between 6680Å and 6690 A was examined to estimate the signal-to-noise ratio per pixel, also estimated using SPLOT. Our analysis of the EW measurements employs a computational scheme that first numerically removes the contribution to the Li line EW produced by the nearby Fe I line at 6707.45Å, assuming a cluster metallicity of [Fe/H] = -0.30 and a temperature estimate for the star. For the latter input, we used the same color-temperature scheme as described earlier. The computational scheme then interpolates within a model-atmosphere-generated grid of EWs and temperatures to estimate a Li abundance for each star, a scheme developed by Steinhauer (2003) and employed by Steinhauer & Deliyannis (2004) . A star is only considered to have a detected Li abundance if the corrected EW exceeds three times the estimated error in the EW, itself a function of the measured line width and SNR for the spectrum Deliyannis, Pinsonneault, & Duncan 1993) . For stars with EW below this criterion, the Li abundance can only be characterized as an upper limit and no abundance error is estimated. The abundance error estimate for detected lines is primarily dependent on the error in the EW. We did test the sensitivity of the computed Li abundance to increments of +100 K in T eff . A higher T eff results in higher Li abundance but by widely different amounts for different classes of stars; for warmer dwarfs, the abundance increment is ≤ 0.1, rising to 0.15 for cooler subgiants and high sensitivity (≥ 0.3) for stars on the red giant branch.
A more subtle concern for the coolest stars arises from the presence of CN lines in the region of the Li line. From synthetic spectra, we find that at the metallicity of NGC 2506 and plausible levels of CN enhancement, the molecular lines have no impact on the measured EW. For stars of solar metallicity and higher, CN-enhanced giants can be affected.
Of the 175 stars classed as single-star members, Li detections or upper limits were possible for all but 30. Of the 30 stars, one is 4402, the coolest red giant member of our sample with B − V = 1.76. The confusion and complexity of features near the Li line made any attempt at a Li abundance estimate for this star impossible. This internal photoelectric standard (McClure, Twarog, & Forrester 1981) lies outside the astrometric survey (Chiu & van Altena 1981) and, like 2402, has generally been ignored in spectroscopic surveys of the red giant branch. Its location in the CMD, however, places this star closest to the tip of the red giant branch and a potential candidate for evidence of Li-enrichment (Carlberg, Cunha, & Smith 2016 ); observation at a higher resolution could prove informative.
The 29 remaining stars fall within a well-defined group: rapidly rotating stars (V rot > 30 km s −1 ) at the CMD turnoff. The average measured rotation speed for the excluded stars is 54.2 km s −1 , broadening the Li line, if one exists, to a level where, when combined with the statistical noise, any attempt at directly measuring or even placing a constraint on the Li value proved implausible. The A(Li) values with non-zero uncertainties for stars with measureable Li and zero for stars with upper limits are presented in Table 4 . 
Evolution in the CMD
For the remaining 145 stars, Fig. 5 shows the CMD for stars with Li determinations; open black circles are detections while open red triangles designate upper limits. Blue symbols are detections for stars classed as subgiants, allowing one to uniquely distinguish these stars from turnoff stars of the same B-V but at fainter magnitudes and from stars classed as FRGs in later figures. Filled symbols identify the three stars which are spectroscopically determined to be metal-rich and therefore likely field stars, two of which have Li detections while the third has only an upper limit. Of the 41 stars with only upper limits to A(Li), 10 are located at the turnoff (defined as B − V < 0.5, irrespective of V ) and 31 populate the giant region (B − V > 0.8). Among the redder stars, the sample splits into two distinct groups, stars at the base of the vertical turnup of the red giant branch and the red giant clump stars. With the exception of one anomalously blue clump star (4128), every giant located within the CMD region associated with the red clump has, at best, an upper limit for A (Li) . It is crucial to note that this is not simply an issue of the clump stars exhibiting lower B-V and higher than average T eff compared to FRGs at the same magnitude level and therefore weaker lines. The pattern among FRGs at the same T eff but positioned 0.5 mag fainter than the red clump clearly demonstrates that if the clump stars had A(Li) similar to the FRGs, it should be detectable.
To probe the empirical trends among A(Li), we show in Fig. 6 the variation in A(Li) as a function of V . Symbols have the same meaning as in Fig. 5 . The pattern with decreasing V is a clear reflection of the evolution from the main sequence to the giant branch, with the apparent reversal between V = 15.2 and 14.6 caused by the shape of the subgiant branch. The stars at the turnoff, irrespective of magnitude, show an approximately constant mean A(Li) near 3.05 with a range approaching ±0.30 dex. A(Li) steadily declines across the subgiant branch, up to the base of the FRG branch, with every subgiant having detectable Li, rather than just an upper limit. Between the base of the FRG at V = 14.5 and the approximate luminosity level of the red giant clump at V = 13.0, A(Li) among the stars with detectable Li remains effectively constant near A(Li) = 1.25. Only one star (2402) above the clump level has measurable Li, with A(Li) just below 0.6. As a newly identified probable member of the cluster, this star plays a unique role in redefining the location of the luminous end of the FRG branch. Previous discussions (Carretta et al, 2004; Mikolaitis et al. 2011; Reddy, Giridhar, & Lambert 2012) have assumed that the FRG branch above the clump passed through the positions occupied by stars 2212 ((B − V ) = 1.09, V = 11.97) and 2122 (1.10, 11.7)(not included in the figure) . The former star, included in this analysis, only has an upper limit to A(Li), as expected if it is a post-He-flash star. (But see the discussion on star 4128, below, on the possibility of Li production by post-He-flash stars.) If 2402 is truly a cluster member defining the FRG branch, then 2212 and 2122 lie almost a magnitude above this extension and cannot be normal, single stars in this same phase of evolution, i.e. they cannot be FRGs.
The fact that Li is detectable in 2402 at a level comparable to that found as an upper limit among the bluer and fainter clump stars is due in part to its having the coolest T eff of any star with a measurable spectrum included in the membership sample. However, if its proposed evolutionary state is correct, it could be evidence that A(Li) does decline among FRGs beyond the level of the clump and prior to the He-flash, a point returned to below.
One star (4128) near V = 13.1 has A(Li) = 1.75, higher than the average of 1.25 for FRG stars over a range in luminosity. It is located in Fig. 5 blueward of the red giant clump, leading to potential classification as a Li-rich giant since it sits just above the relatively fluid boundary used to define such stars (e.g., Kumar, Reddy, & Lambert 2011; Silva Aguirre et al. 2014; Casey et al. 2016; Takeda & Tajitsu 2017) . From isochrone comparisons (VandenBerg, Bergbusch, & Dowler 2006) , the initial mass of the stars populating the giant branch in NGC 2506 is between 1.6 and 1.7 M . A(Li) ∼ 1.5 is what standard models predict for a star of 1.5 M and solar abundance after the first dredge-up (Palmerini et al. 2011 ), but not for post He-flash red giants. Em- pirically, however, the star has A(Li) ∼ 0.5 dex above the observed value for the FRGs, irrespective of the predictions of standard models, which may be a signature of actual Li production in a star in the post-He-coreflash phase (Silva Aguirre et al. 2014; Monaco et al. 2014) . No other star on the giant branch, above or below the clump, exhibits Li sufficiently high enough to be tagged as a potential Li-rich star, though this is not unexpected given the often quoted 1% rate of detection for these stars in the general population of red giants.
A clearer vision of the evolutionary path is shown in Fig. 7 , where A(Li) is plotted as a function of the B − V color. For stars at the turnoff, there is again no trend of measured A(Li) with color between B − V = 0.3 and 0.5. However, once the stars initiate evolution across the subgiant branch, there is a steady decline to a typical detection value near A(Li) ∼ 1.25, followed by no significant decline from the base of the giant branch to the level of the clump. With the exception of only 4128, all stars readily identifiable as post-He-flash red giants exhibit only upper limits to A (Li) .
What can we learn from these patterns, especially in light of the predictions from standard stellar evolution models? Beginning with the turnoff, there are 72 stars with B − V ≤ 0.50 with detectable Li. The average A(Li) for these stars is 3.04 ± 0.19 (s.d.) dex; if one extreme outlier with A(Li) = 2.23 is excluded, the average becomes 3.05 ± 0.16 (s.d.); the dispersion is more than double the value of 0.07 derived from the average standard deviation as defined by the precision of the individual measures. The stars at the turnoff of NGC 2506 started on the unevolved main sequence hotter than the Li-dip, which is located at a fainter V than accessed by the spectroscopic sample. Under standard stellar evolu- tion models, the turnoff stars should retain their initial A(Li) until they evolve to T eff < 5600 K, the site of the first signature of the first-dredge-up (FDU) phase, equivalent to (B − V ) ∼ 0.75 for the subgiant stars in NGC 2506, i.e. until one reaches the reddest stars on the subgiant branch (blue symbols) at the base of the vertical FRG branch (e.g., Pinsonneault 1997; Charbonnel & Lagarde 2010).
Initial Conditions: The Primordial Cluster Li Abundance
While it is generally agreed that the location of the Lidip is purely temperature-dependent, leading to mass ranges for the Li-dip strongly correlated with [Fe/H] (Balachandran 1995; Chen et al. 2001; AnthonyTwarog et al. 2009; Cummings et al. 2012; Ramírez et al. 2012 ), a distinctly different question is the evolution of the Li abundance with time and [Fe/H] within the Galaxy. Did clusters with lower [Fe/H] form with a lower initial A (Li) or is the time of formation the determining factor? This question is independent of the discrepancy between the Li abundance among globular cluster stars and the primordial estimate from cosmology (Coc, Uzan, & Vangioni 2014) since both lie at A(Li) = 2.7 or less, well below the solar system ) and young cluster estimate of ∼3.3 Steinhauer & Deliyannis 2004; Balachandran, Mallik, & Lambert 2010; Cummings et al. 2017) . The relevance for the current discussion is that the determination of the physical processes producing a spread of 0.6 dex in A (Li) among the stars at the turnoff will be heavily weighted by whether the current observed upper bound in A(Li) was the initial cluster value and all deviations from that value are due to Li depletions or the primordial cluster value was lower and the spread is a combination of both enhancements and depletions of Li relative to the mean.
The difficulty in defining the original cluster value arises from the fact that for stars within the Li-dip and cooler, A(Li) declines over time once stars have reached the main sequence. While the rate of decline will vary with T eff , with hotter stars on the red side of the Li-dip depleting at a slower rate, unless stars are observed relatively soon after attaining the main sequence, the observed abundance supplies only a lower bound. This approach has been adopted by investigations attempting to link globular cluster Li observations to the disk clusters and field stars as in Dobrovolskas et al. (2014) or from analyses of field star samples of the thin and thick disk, as recently exemplified by Fu et al. (2017) . While such discussions invariably conclude that A(Li) has grown between the formation of the metal-deficient globulars and the current disk, the relative role of age versus metallicity in defining the growth remains obscure. As already noted, open cluster studies demonstrate that A(Li) depletion for stars cooler than 6500 K is a strong function of temperature and age, even for stars populating the Li plateau redward of the Li-dip (Cummings et al. 2012) . The discussion by Fu et al. (2017) , as an example, derives the trend of A(Li) with [Fe/H] by averaging the 6 most Li-rich stars in each metallicity bin from a sample of ∼300 stars ranging in [Fe/H] from -1 to +0.5, sorted into thick and thin disk components based upon [α/Fe] as a function of [Fe/H] . The stars with the highest measured A(Li) come from a T eff range of 6500 K to ∼5500 K. The sample includes stars from the unevolved main sequence to the subgiant branch. Without knowing (a) the selection biases within the original sample, (b) the sensitivity of the results to the exact choice of the thick/thin disk boundary, a strong function of [Fe/H] , and (c) the exact T eff and age distribution for each star used in defining the upper bound with age, the significance of their derived trend remains questionable. Since no [Fe/H] bin attains an A(Li) upper limit above 2.85, it is clear that the dominant majority of the sample has depleted A(Li) from whatever value they formed with to their current level and attempting to predict the original value which defines the trend with age or [Fe/H] becomes a futile and inherently biased exercise.
From standard stellar evolution theory (SSET), the solution to this constraint would be to observe stars hotter than the Li-dip since these stars should undergo no depletion because their convective atmospheres are thin to non-existent.
The obvious problem with this approach to testing the evolution of A(Li) with age in the Galaxy is that, except for star clusters with metallicities well below solar, by an age of 3-4 Gyr the majority of stars hotter than the Li-dip have evolved off the main sequence and Li-dip stars are populating the turnoff region, as illustrated by M67 and NGC 6253 (Cummings et al. 2012 ) and Ber 32 (Randich et al. 2009 ). This clearly mass-dependent transition from stars with normal Li abundance on the main sequence to those which are guaranteed to leave the main sequence already exceptionally depleted in Li makes comparisons between the giant branches of clusters younger than ∼2.5 Gyr with those older than this (the exact boundary is, again, metallicity-dependent) generally meaningless without first renormalizing the Li scale for the older, lower mass stars.
A cluster which is more metal-poor than NGC 2506 with [Fe/H] ∼ -0.5 and somewhat older (3-4 Gyr) is NGC 2243 (Anthony- Twarog et al. 2005; VandenBerg, Bergbusch, & Dowler 2006; Jacobson, Friel, & Pilachowski 2011; Francois et al. 2013) . Unfortunately, the cluster sits tantalizing close to the boundary where the hot edge of the Li-dip is barely contained within the turnoff region. The majority of the stars with published A(Li) (Hill & Pasquini 2000; Francois et al. 2013 ) approaching the top of the turnoff have only upper limits to their A(Li), as expected for Li-dip stars. There are, however, 5 stars extending toward the subgiant branch which have measurable Li, with values ranging from A(Li) = 2.92 to 2.39, leading Francois et al. (2013) to adopt A(Li) = 2.7 ± 0.2 as the primordial Li abundance of the cluster. If, instead, the two largest values are adopted as indicative of the original cluster abundance, A(Li) = 2.9. Preliminary analysis of a much larger sample of turnoff and subgiant spectra obtained with HYDRA during the same observing cycle as NGC 2506 extends the detection limit for turnoff members of NGC 2243 to A(Li) above 3.0, with the majority of stars covering the range between 2.8 and 2.3. Statistical issues aside, since NGC 2243 is both older and more metal-poor than NGC 2506, the apparent reduced Li boundary for the hot side of the turnoff doesn't supply any insight into which parameter, time of formation or metallicity, has greater influence on the primordial A(Li) value.
A similar problem applies to the more metal-rich ([Fe/H] = -0.02 (Lee-Brown et al. 2015) ) cluster, NGC 6819, with an age of 2.25 Gyr (Deliyannis et al. 2018, in prep.) . Although it is much closer in age to NGC 2506 than NGC 2243, the higher metallicity places the Li-dip at a higher mass than in NGC 2506, and thus the stars brighter than the Li-dip are, on average, more evolved than the stars brighter than the Li-dip in NGC 2506. The apparent result is that the stars brighter than the Li-dip at the turnoff in NGC 6819 exhibit a much wider range of A(Li) than found among the turnoff stars in NGC 2506. As we will discuss below, the significant spread, from an upper limit for single stars of A(Li) = 3.2 to detections below A(Li) = 2.0, and non-detections for a majority of the stars, is a clear indication that some parameter other than T eff must serve as a catalyst for Li-depletion upon leaving the main sequence.
Perhaps the best analog to NGC 2506 is IC 4651, a cluster consistently observed through both photometry and spectroscopy to be above solar metallicity with [Fe/H] typically between +0.10 and +0.15 (Anthony- Twarog & Twarog 2000; Meibom, Andersen, & Nordström 2002; Pasquini et al. 2004; Carretta et al, 2004; Santos et al. 2009 ). Its younger age than NGC 2506 compensates in part for the shift to higher mass for the location of the Li-dip, placing the stars near the turnoff in a position relative to the Li-dip similar to that of NGC 2506. The turnoff region of the cluster is tight and welldefined, as in NGC 2506, and it is one of the few clusters in the 1-2 Gyr age range to have a few stars populate the subgiant branch just beyond the turnoff. While the sample of stars observed for Li (and Be) to date is modest (Balachandran, Anthony-Twarog & Twarog 1991; Pasquini et al. 2004; Smiljanic et al. 2010) , the composite Li data for the cluster at higher mass than the Li-dip show a maximum A(Li) between 3.3 and 3.4 before dropping precipitously across the subgiant branch (see Fig. 9 of Anthony-Twarog et al. (2009)). Unfortunately, the full range of stars at the turnoff brighter than the Li-dip extends down to A(Li) ∼ 2.5, a spread confirmed using the composite sample from NGC 752, NGC 3680, and IC 4651 (Anthony- Twarog et al. 2009 ).
Looking to clusters younger and more metal-rich than NGC 2506, the obvious choices are the virtually identical clusters, the Hyades and Praesepe, as recently investigated by Cummings et al. (2017) . With [Fe/H] = +0.15 and ages less than 1 Gyr, the combined sample should provide a reasonable test of any correlation between A(Li) and [Fe/H] at a given T eff or main sequence mass. As illustrated in Fig. 13 of Cummings et al. (2017) , from the small composite sample using only single-star cluster members, A(Li) does rise to a plateau value of A(Li) ∼ 3.3 just hotter than the Li-dip boundary. Among the hotter A stars, however, the Li abundance declines, reaching A(Li) ∼ 2.5.
Perhaps the best evidence for a Li-Fe correlation comes from an analysis of Hyades-age clusters ranging in [Fe/H] from +0.15 to -0.23 by Cummings (2008) One would expect a cluster with [Fe/H] = -0.27 like NGC 2506 to have a primordial value of A(Li) = 3.06, consistent with the mean value observed among the turnoff stars more massive than the Li-dip. Second, for stars cooler than the Li-dip, the rate of Li destruction at a given T eff is metallicity dependent, with more metal-rich clusters exhibiting higher rates of depletion.
Collectively, the evidence points (a) with high probability to the fact that the scatter in A(Li) among the stars at the cluster turnoff is real and a product of evolution on the main sequence and (b) to the possibility that the lower mean cluster Li abundance in NGC 2506 (A(Li) = 3.0) compared with clusters with more Hyadeslike metallicity (A(Li) = 3.4) is real and is tied to the intrinsically lower [Fe/H] of the former. Just how much NGC 2506 and NGC 2243 lie below the more metalrich objects ultimately depends on how one weights the wide distribution of A (Li) found among the sample of stars more massive than the Li-dip when deriving the mean A (Li) . Particularly for clusters older than the Hyades, there is growing evidence that A(Li) above the Li-dip shows a more extensive range, especially toward lower A(Li), as a cluster ages (Deliyannis et al. 2018, in prep.) . Equally concerning is the observational fact that the range in A(Li) for these samples, irrespective of the cluster [Fe/H], exhibits a similar upper bound approaching A(Li) = 3.35. We will return to this point after discussing the trends in A(Li) among stars beyond the cluster turnoff.
Evolution on the Subgiant Branch and Beyond
The second empirical insight gained from the A(Li) measures comes from the color evolution illustrated in Fig. 7 . There is a clear range of A(Li) between 2.75 and 3.35 for the stars at the turnoff with B−V bluer than 0.5 but no statistical evidence for a variation with temperature/color or V . For stars with B − V redder than 0.5, there is a clear decline in A(Li) as stars evolve across the subgiant branch, reaching a typical abundance of A(Li) ∼ 1.25 at the base of the red giant branch, near the expected location for the end of the FDU phase. The pattern of a distinct transition in A(Li) as a function of T eff is reminiscent of the Li-dip on the blue/hotter side among less evolved main sequence stars. From the precision composite data for young clusters (Cummings et al. 2017 ), intermediate-age clusters (Anthony-Twarog et al. 2009 Cummings et al. 2012) , and field stars (Ramírez et al. 2012) , stars on the unevolved main sequence which were hotter than T eff ∼ 6700 K exhibit well-defined values of A(Li) between 3.2 and 3.4 or, at minimum, a range of A(Li) extending as high as these limiting values. For stars at T eff ∼ 6600 K and as old as or older than the Hyades, one can only find stars with minimal or undetectable A (Li) , defining the approximate center of the Li-dip. This T eff boundary is readily seen in intermediate-age and older clusters where the unevolved main sequence temperature pattern translates into a break at a specific V magnitude due to the evolution of the key mass range into an approximately vertical turnoff (see, e.g. Fig. 10 of Anthony-Twarog et al. (2009)) .
If the physical mechanism defining the high mass boundary of the Li-dip is predominantly defined by the T eff of the star, stars of higher mass which form with temperatures hotter than this limit might be expected to initiate Li-depletion upon crossing this boundary during post-main-sequence evolution toward and across the subgiant branch. For stars at the turnoff of NGC 2506, with E(B − V ) = 0.06, the color boundary for T eff = 6700 K should be B − V = 0.43. While the sample is small, the majority of stars between B − V = 0.43 and 0.5 do not show a dramatic drop in A (Li) ; the boundary of B − V = 0.5 is equivalent to T eff = 6450 K, placing it already beyond the center of the Li-dip defined by lower mass stars. In short, dwarfs exhibit a distinct Lidip while higher-mass subgiants in the same T eff range do not. Since the Li-dip among dwarfs requires a few hundred million years to develop, the lack of a distinct boundary could arise from the more rapid evolutionary timescale for stars crossing the subgiant branch. This immediate lack of coupling by stars at the turnoff and the Li-dip temperature boundary is even more evident in the slightly older cluster, NGC 6819, where almost the entire turnoff region brighter than the Li-dip lies redward of the Li-dip T eff boundary but these higher mass stars retain a range of A(Li) extending to 3.2 (Deliyannis et al. 2018, in prep.) . Therefore, while T eff can play a valuable role in marking the boundary for the initiation of extra mixing and/or Li dilution not predicted by SSET for stars on or leaving the main sequence, it supplies no particular insight into the physical mechanism driving the process of depletion.
An alternative possibility emerges from the other significant stellar property which changes decisively for stars entering and crossing the subgiant branch, V rot . Fig. 8 shows the trend of A(Li) as a function of V rot for the stars used in Figures 5, 6 , and 7. Symbols have the same meaning as in the previous figures. First, there is no apparent correlation between A(Li) and rotational speed. As discussed earlier, the majority of stars for which reliable A(Li) estimation was deemed implausible were rapid rotators (V rot > 30 km s −1 ). A significant concern for such rotators is that the increased blending of the neighboring lines makes it challenging to judge the continuum level and account for line contamination. Unlike dwarfs in the Hyades and Praesepe (Cummings et al. 2017) , however, a metallicity less than half that of the younger clusters makes this less of an issue and clearly introduces no trend in the data for stars where A(Li) is detectable.
Second, keeping in mind that the sin i factor can move any star toward a lower than true rotation speed, i.e. to the left in Fig. 8 , the sharp transition near V rot = 25 km s −1 is striking. Stars with A(Li) covering the range from 2.75 to 3.35 can have virtually any rotation speed from 12 to 65 km s −1 ; by contrast, with only one exception, every star with A(Li) below 2.4 has V rot below 25 km s −1 . The significance of the distribution of A(Li) with V rot among turnoff stars and giants becomes apparent when NGC 2506 is placed in the context of clusters ranging in age from 1.4 Gyr (NGC 7789) to NGC 3680 (1.7 Gyr) to NGC 6819 (2.25 Gyr). As detailed in Deliyannis et al. (2018, in prep.) , for stars brighter than the Li-dip at the cluster turnoff, the range in V rot extends above 100 km s −1 for the youngest cluster, declines to ∼60 km s (Deliyannis et al. 2018, in prep.) . Before continuing with the distribution of A(Li) among the giants on the FRG branch, we can ask how well the empirical observations of Li evolution from the main sequence through the subgiant branch agree with the predictions of standard stellar evolution theory, in the absence of two critically important processes, rotation-induced mixing and thermohaline mixing. The general answer is that, on many details, they don't agree. As first emphasized by Pasquini et al. (2004) using the models of Charbonnel & Talon (1999) ; Palacios et al. (2003) applied to the sparse data for IC 4651, models without rotation are incapable of explaining any decline in A(Li) among intermediate mass stars (M = 1.8 M ) on the main sequence and beyond until the FDU, well across the Hertzsprung gap, in contradiction with the cluster data. By contrast, stellar models with the same mass but rotating above 100 km s −1 show significant depletions in atmospheric Li initiated at temperatures much hotter than in the non-rotating stars and comparable to the T eff of stars just leaving the main sequence.
The analysis of IC 4651 was revised using the newer models of to include rotation-induced mixing, internal gravity waves, atomic diffusion, and thermohaline mixing and expanded to include the evolutionary pattern for Be, once again confirming the need for additional mixing processes beyond simple convection to explain the abundance patterns observed in field stars and clusters (Smiljanic et al. 2010) . With the exceptionally well-defined trend of A(Li) across the subgiant branch of NGC 2506, we can more effectively test the model predictions using the discussion of . The closest model analog to the stars at the turnoff and along the giant branch of NGC 2506 which have all three variants: standard evolution, standard with thermohaline mixing, and standard with thermohaline mixing and rotation are the 1.5 M models with rotation speeds near 0 or 110 km s −1 . Note that the model metallicity is solar and the rotation speed is larger than observed for the stars in NGC 2506, but our primary interest is in the qualitative pattern.
If we use standard evolution with or without thermohaline mixing, non-rotating stars leaving the main sequence retain their primordial A(Li) until they are almost 1600 K cooler than the turnoff T eff , or (B − V ) = 0.75 for NGC 2506. At the hottest point of the turnoff, the surface convection zone (SCZ) occupies a tiny fraction by mass of the outermost layers. As the model evolves to cooler T eff along the subgiant branch, the SCZ deepens substantially and continuously. In standard theory (e.g. Deliyannis, Demarque, & Kawaler (1990) ), the Li abundance as a function of depth has not been altered substantially while on the the main sequence until a depth is reached where Li is broken apart by energetic protons, the Li preservation boundary. Below that boundary, Li declines steeply with depth. Therefore, the surface Li abundance stays constant until the SCZ deepens sufficiently to reach the Li preservation boundary. As noted earlier, this happens at T eff ∼ 5600 K. Further evolution begins to reveal the impact of the first dredge-up, as the SCZ deepens into regions where Li was destroyed during the MS and pre-MS phases and are thus now devoid of Li. Even as the SCZ deepens, the model expands and these layers are now much cooler than they were during the MS: no further Li destruction occurs at the base of the SCZ. Instead, convection mixes the outermost regions that still contain Li with those regions that are devoid of Li, resulting in a decrease of the surface Li abundance, i.e., subgiant dilution.
This decrease is a steep function of decreasing T eff because by the time the SCZ reaches the base of the FRG branch, it includes more than half of the stellar mass. By contrast, the Li preservation region occupies only a small fraction of the stellar mass, so the total dilution of surface Li is roughly 1.8 dex (Deliyannis, Demarque, & Kawaler 1990; . The SCZ reaches a maximum depth near the base of the FRG branch at ∼4800 K, after which the base of the SCZ recedes slowly toward the surface, as the model evolves up the FRG branch. Standard theory predicts no further depletion of surface Li up the giant branch, thereby establishing the subgiant diluted Li plateau, namely a constant Li abundance up the FRG. If the turnoff A(Li) ∼ 3.3, then the diluted plateau is predicted to have A(Li) ∼ 1.5. If A(Li) of the star leaving the turnoff is lower, either due to a lower primordial Li value associated with a lower metallicity cluster and/or due to non-standard Li depletion on the main sequence, then the diluted plateau A(Li) could easily approach A(Li) = 1.2. This would be consistent with the plateau of Li abundances seen in Figure 6 and 7. But what about those stars with A(Li) lying substantially below the diluted Li plateau? Subgiant evolution can show the effects of nonstandard surface Li depletion mechanisms that might have acted during the MS and beyond, and that might have reduced the amount of Li in the Li preservation region. In the case of the models of , inclusion of rotation and rotationally-induced mixing produces an immediate and continuous decline in A (Li) as soon as the star begins evolving away from the main sequence toward the giant branch. By the end of the first dredge-up phase the atmospheric A(Li) is reduced to less than 0.5. It is expected that adoption of a lower initial rotation rate would generate the same trend, but approach a higher limit for A(Li) beyond the first dredge-up. Exactly how the final value for A (Li) correlates with increased V rot requires extensive modelling beyond those currently available.
Moving beyond the base of the FRG branch, the deficiency in Li among the clump stars is predictable since all these stars have supposedly undergone He-flash, generating mixing which could reduce and/or eliminate any remaining signs of the element in their atmospheres as they arrive at the red giant tip. While burning He in a stable configuration on the clump, the A(Li) should remain unchanged until the star begins its ascent up the asymptotic giant branch and approaches the second dredge-up phase.
A more uncertain interpretation applies to the concentration of Li-deficient stars at the base of the giant branch. The key structural feature which kicks in near this phase of evolution is the FDU. As already noted, if the surface convection zone reaches deep enough, it can mix atmospheric Li with Li-depleted layers well below the Li-preservation zone, potentially causing a sudden and significant decrease in the observed A(Li), as seen in Fig. 5 near V = 14.8. If this is the case, why then do the majority of stars on the FRG branch between V = 14.6 and 13 in Fig. 5 have measurable and constant A(Li)?
One potential solution is that the difference between measurable and detectable Li among the spectra is small enough that only a slight change in the strength of the line will shift a star from one category to the other, i.e. the bimodal Li distribution among these giants is an artifact of the spectra. To illustrate why this fails, we show in Fig. 9 a comparison of two stars at the base of the giant branch with virtually identical colors and magnitudes, star 1301 with A(Li) near 1.56 and star 7008 with only an upper limit near A(Li) = 0.6. It is clear that there is a distinct difference in the strength of the Li line for these two stars, consistent with their classification, even though all other lines have the same strength within the spectroscopic uncertainties.
Assuming that the majority of these stars are members and do not represent a low-luminosity extension of the red giant clump, two plausible options exist: (a) these stars aren't single stars, but instead are evolved bi- naries/blue stragglers approaching the base of the giant branch at a higher luminosity, or (b) the stars with more extreme Li-depletion than the Li-plateau stars are those which initially had the highest rotation speeds and have been systematically more affected by the mixing processes controlled by rotation and stellar spindown. We reiterate that one of the stars among this group has a spectroscopic [Fe/H] near solar indicating that, despite the radial velocity agreement with the cluster value, it may be a field interloper.
From Fig. 7 , among the stars with measurable Li, there is little evidence for a decline in A(Li) as one moves up the giant branch to the level of the clump. Instead, from 16 FRGs (open circles in Figs. 5, 6, and 7), the stars have A(Li) = 1.25 with a scatter of ± 0.11 dex. If one star near the base of the FRG is excluded, the average becomes 1.22 ± 0.08, only slightly higher than expected from the precision of the measures, but significantly lower than found among the stars at the turnoff. For SSET and for models with rotational mixing on the main sequence, A(Li) for a star is predicted to remain constant at the value it has attained after completion of the FDU.
The next key change predicted in the surface A(Li) occurs once the stars pass beyond the red giant bump. The red giant bump represents an evolutionary slowdown and reversal as the hydrogen-burning shell passes across the chemical composition discontinuity created by the high-water mark of the convection zone as the stars evolved toward and up the giant branch. The change in molecular weight and H concentration allows the giant to support itself at a lower luminosity and then evolve back up the giant branch at a slower rate, causing a den-sity excess in the distribution of giants. Standard models predict that stars evolving beyond the bump will experience no change in A(Li) until they reach the tip of the giant branch. By contrast, if one includes thermohaline mixing, stars brighter than the bump will decrease their lithium by 0.4 dex. The location of the red giant bump in NGC 2506, predicted by VR isochrones with age between 1.8 and 1.9 Gyr and [Fe/H] = −0.29, is between V = 12.95 and 12.7, above the observed level of the clump. Clearly, there is no excess concentration of stars in this magnitude range in Fig. 5 . However, the Charbonnel & Lagarde (2010) models for the 1.5 M with rotation (V rot = 110 km s −1 ) demonstrate that the presence of rotation will shift the location of the red giant bump and the start of thermohaline mixing to a lower luminosity on the giant branch, typically 40% fainter for the bump and a factor of almost 8 for the mixing trigger, placing the mixing phase only 3-4 times brighter than the red giant bump. While the size of the change will depend upon the specific size of the rotation, inclusion of rotation should move the bump fainter than the level of the red giant clump. Equally important, additional depletion of Li caused by thermohaline mixing should begin to show among stars on the FRG branch no more than a magnitude brighter than the clump. Thus, the redefinition of the FRG branch passing through star 2402 with detectable Li just below A(Li) = 0.6 is consistent with a significant decline from A(Li) = 1.25 caused by mixing in a star beyond the red giant bump. The other stars brighter than 2402 at comparable colors would then be either binaries undergoing peculiar evolution or stars ascending the asymptotic giant branch.
SUMMARY AND CONCLUSIONS
HYDRA spectroscopy of 287 stars in the field of NGC 2506 has been used in conjunction with published proper-motion membership and position in the CMD to identify highly probable, single-star members of the cluster for further analysis. The survey included 24 stars within the previously studied area of the cluster and 135 stars outside the cluster area for which the only available information was the location in the CMD. Of these 159, 94 proved to be probable radial-velocity members, adding a critical number of stars to evolutionary phases of the CMD which are normally poorly, if at all, populated. Abundance analysis for metallicity determination, dominated by the richer and stronger line profiles of the cooler stars, confirms that NGC 2506 is moderately metal-poor, with [Fe/H] near -0.3.
Returning to the primary focus of the investigation, the evolution of Li within the cluster as a function of mass, a number of conclusions stand out:
There is an intrinsic spread in A (Li) among the stars at the vertical turnoff, though the range is independent of stellar luminosity or color. Since all the observed turnoff stars lie brighter than the Li-dip and, by SSET, have retained their initial Li abundance unchanged by evolution, the mean A(Li) for the cluster is calculated to be 3.05 ± 0.16, consistent with a lower initial abundance than the sun ), as predicted for cluster which is a factor of two below solar in [Fe/H] . It is noted, however, that the full range of the sample in A(Li) extends from 2.75 to 3.35, comparable to that found among stars blueward of the Li-dip in clusters of solar metallicity or higher.
Upon exiting the turnoff region and evolving across the subgiant branch, the stars undergo a well-delineated decline in atmospheric Li, declining from a mean of A(Li) = 3.05 to a plateau value of 1.25 by the base of the FRG branch. While it has been obvious for decades that the typical red giant contains less Li than expected for a star of the same mass on the main sequence, it has been a challenge to identify precisely when and where the depletion occurs. Stars fainter than the clump in clusters of intermediate age exhibit depleted Li, but the degree of depletion can vary by a factor of ten and it can be difficult to assess if the star is truly a first-ascent or red clump giant.
We reiterate that the evolutionary phase under discussion is not the vertical turnoff region. Intermediate-age clusters like NGC 3680 and NGC 752 do show a spread in A(Li) ranging from 3.3 to 2.6 at the top of the vertical turnoff (Anthony- Twarog et al. 2009 ), virtually identical to the range found in NGC 2506. IC 4651 exhibits the same pattern, but is the one cluster in the 1-2 Gyr age category to include multiple stars populating the subgiant branch between the vertical turnoff and the red giant branch. Pasquini et al. (2004) have studied a limited sample of stars in IC 4651 and find four at the top of the turnoff and one at a temperature intermediate between the turnoff stars and the red clump which have A(Li) between 2.4 and 1.6. Note that the one star with a T eff placing it in the subgiant region has A(Li) = 2.1. For the first time, the mapping of a subgiant branch using stars outside the Li-dip demonstrates that these stars continuously deplete Li as they evolve to the base of the FRG branch, irrespective of whatever mechanism, if any, produces the dispersion among stars at the top of the turnoff.
A contributing factor leading to the onset Li-depletion on the subgiant branch appears to be the spindown of the stars as they evolve to cooler temperatures at almost constant luminosity. Stars at the vertical turnoff within the A(Li) range discussed earlier can have any rotation speed between ∼10 km s −1 and 70 km s −1 , with the caveat that the true rotation speed could be higher and that the spectra have resolution which limits the V rot to a minimum approaching 10 km s −1 . There is no correlation between luminosity and/or temperature and V rot . By contrast, as stars evolve across the subgiant branch and the typical V rot declines from a minimum of 25 km s −1 to an average near 13 km s −1 , A(Li) drops steadily to 1.25. This pattern fits perfectly within the trend defined by NGC 7789, NGC 3680, and NGC 6819, where the fraction of turnoff and giant stars with detectable Li is strongly correlated with the spread in rotation speed among stars hotter than the Li-dip; the larger the range in speed at a given age, the more likely the turnoff stars will have a modest range in A(Li) with a mean at or above 3.0, and the more likely that the giants will exhibit detectable Li near 1 (Deliyannis et al. 2018, in prep.) .
It should be noted that the V rot distribution for stars brighter than the Li-dip at the turnoff and on the giant branch of IC 4651 (Meibom, Andersen, & Nordström 2002) is virtually identical to that in NGC 3680. For stars at the turnoff, the range is from ∼ 10 km s −1 to more than 60 km s −1 while the giants exhibit a small scatter near 1 km s −1 (Meibom, Andersen, & Nordström 2002) . The uncertainty in the latter velocity measures is analogous to that for Carlberg (2014) rather than our HYDRA data. Unfortunately, when binaries are eliminated, the current number of stars with reliable Li determinations brighter than the Li-dip is too small to shed any statistical light on the question. A comprehensive survey of this cluster with a significant expansion of the spectroscopic sample could prove invaluable.
The Li pattern exhibited at the turnoff is consistent with the predictions of stellar models of low/intermediate mass which include rotation-induced mixing on the main sequence and beyond . The growing dispersion in Li for stars on the blue side of the Li-dip as clusters age from 1 to 2 Gyrs then becomes a reflection of the initial spread in V rot acting over time to reduce the absolute Li at Hyades age from a uniform value at or above A(Li) = 3.0. This dispersion is then coupled with the significant spindown of all the stars evolving along the subgiant branch, reducing the Li abundance to a typical value of 1.2 by the base of the FRG and the end of the first dredge-up. If the decline in A(Li) at the start of the subgiant branch is not tied to the evolution of the rotation rate but simply defines the start of the first dredge-up, this phase is triggered at a much higher T eff (6450 K) than predicted by the non-rotating models (5600 K).
A fundamental challenge to this qualitative explanation for the spread in A(Li) among the turnoff stars is presented by the absence of a comparable spread among the evolved stars of the FRG branch. The dispersion in A (Li) for stars at the turnoff is twice that among the giants; if stars leave the main sequence with a factor of 4 range in the Li abundance due to the range in V rot , why doesn't that spread persist among stars on the FRG branch? An alternative solution to the dispersion question is presented by diffusion among the metal-deficient stars at the cluster turnoff. For very thin SCZs among stars in the T eff range 6800 K to 7100 K, Li can undergo radiative acceleration into the SCZ, creating potentially significant surface overabundances, if the radiative acceleration region is much larger by mass fraction than the SCZ (Richer & Michaud 1993) . If the initial A(Li) for the metal-poor NGC 2506 was ∼3.0, this mechanism could create surface A(Li) as high as 3.3 or higher, without destroying Li inside the star. Inside the star, below the radiative acceleration boundary, Li sinks, with a small amount of it potentially reaching depths where some, but not much, might be destroyed. For stars cooler than about 6700 K, the radiative acceleration boundary is within the SCZ, so only downward diffusion at the base of the SCZ can occur. The net result is that as stars leave the main sequence and the SCZ grows, mixing of the inhomogeneous layers returns A (Li) to the initial value of ∼3.0 with only a modest dispersion. Beyond that point, whatever mechanisms exist to deplete Li on the subgiant branch and beyond act on a significantly more homogeneous initial abundance. Clearly, deciding on the relative viability of either process is beyond the scope of the current observations.
Moving to the FRG branch, it is tempting to associate the handful of Li-deficient giants at the base of the FRG with the FDU as the SCZ accesses deeper and hotter layers below the atmosphere. If the first dredgeup is being outlined by the stars with upper limits to Li, it would be beneficial to look for other signatures of mixed processed nuclear material, e.g. 12 C/ 13 C ratios, in the atmospheres of these and the more evolved stars (e.g., Karakas & Lattanzio 2014) . To date, 12 C/ 13 C ratios have been measured for 3 giants by Mikolaitis et al. (2011) and 3 single-star (3265 excluded) giants by Carlberg, Cunha, & Smith (2016) . Five of the 6 stars are located in the clump and one sits 1.5 mag above the clump, classified as a redgiant-tip star by Mikolaitis et al. (2011) , though this becomes debatable in light of the CMD position of 2402. Ignoring for now the one star with a lower limit to the 12 C/ 13 C ratio of 10, the remaining 5 stars have an average ratio of 10 ± 2, indicating that the stars all have the same 12 C/ 13 C ratio, within the uncertainties for the individual measures. This low value is also consistent with rotating models which include thermohaline mixing, whether the star is at the red giant tip or completing the second dredge-up phase . The models do predict a significantly higher value above 20 for stars completing the first dredge-up. So, while the 12 C/ 13 C ratio can't distinguish between a first or second-ascent red giant, it should provide insight into the status of the Li-depleted giants at the base of the FRG.
For stars with detectable Li on the FRG, within the scatter, there appears to be no evidence for a systematic depletion of Li up to the level of the red clump. The one star (2402) above the clump with detectable Li, if it defines the path of the FRG above the clump, exhibits depletion relative to the other giants which is consistent with a post-bump giant undergoing thermohaline mixing. The stars within the clump, with one anomalously blue exception, exhibit only upper limits below the level of star 2402. For comparison, with four measured clump stars at higher resolution, Carlberg, Cunha, & Smith (2016) determine a detectable LTE Li abundance (the appropriate comparison for our data) for two stars and an upper limit for two more. The average of the two stars with measured Li is A(Li) = 0.63 from individual values with σ Li = 0.14. The two stars with only upper limits have average limits of A(Li) = 0.45. These estimates are clearly below 1.25 and totally consistent with our clump determinations obtained at lower resolution.
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