Identificación de micro-refugios mediante modelos topoclimáticos de alta resolución en el P.N. de Ordesa y Monte Perdido. by Hoffrén Mansoa, Raúl et al.
 Repositorio de la Universidad de Zaragoza – Zaguan   http://zaguan.unizar.es 





IDENTIFICACIÓN DE MICRO-REFUGIOS MEDIANTE 
MODELOS TOPOCLIMÁTICOS DE ALTA RESOLUCIÓN EN 
EL P.N. DE ORDESA Y MONTE PERDIDO 
 
IDENTIFYING MICRO-REFUGIA USING FINE-SCALE 
TOPOCLIMATIC MODELS IN ORDESA AND MONTE 









María Begoña García González 1 
Manuel Pizarro Gavilán 1 
Miguel Ángel Saz Sánchez 2 
 
 
1 Instituto Pirenaico de Ecología (IPE-CSIC) 
2 Dpto. Geografía y OT – Universidad de Zaragoza 
 
 
Máster Universitario en 
Tecnologías de la Información Geográfica para la Ordenación del Territorio: 









En el presente contexto de cambio climático resulta necesario conocer tanto las áreas más 
susceptibles como las más resistentes a la pérdida de biodiversidad, de ahí la importancia de 
identificar micro-refugios climáticos. Para ello es imprescindible disponer de una caracterización 
climática detallada del área de estudio. A partir de la programación de rutinas en entorno R, en este 
trabajo se han generado modelos topoclimáticos de alta resolución (5 m) en una de las áreas más 
complejas orográficamente y con mayor biodiversidad de Europa: el Parque Nacional de Ordesa y 
Monte Perdido. Se obtuvieron registros de temperatura durante tres años por 73 sensores de 
campo miniaturizados (iButton®) y se modelizaron las temperaturas máximas y mínimas medias 
mensuales de un año-tipo. Paralelamente, se generaron diversas variables topográficas y 
ambientales derivadas de LiDAR que permitieron predecir la variabilidad climática local. Mediante 
ajustes de modelos lineares, en todos los casos los modelos topoclimáticos fueron más explicativos 
que los que sólo incluyeron la altitud. La espacialización de los modelos sirvió para generar un 
“Refugia Index” (RI) para escenarios de calidez o frialdad extremas. Este índice permitió identificar 
los refugios en ambos tipos de escenarios, y se obtuvo además un índice combinado que destaca 
los refugios fríos y cálidos independientemente del escenario. El índice combinado resultó ser una 
variable explicativa muy significativa al analizar la proporción de plantas adaptatas al frío y al calor 
recogidas en más de 700 inventarios florísticos. 
Palabras clave: Refugia Index, Pirineos, Biodiversidad, Teledetección, Software libre. 
 
Abstract 
In the current context of climate change, it is necessary to identify both the most susceptible and 
the most resistant areas to biodiversity loss, hence the importance of identifying micro-refugia. Thus, 
it is essential to have a specific climatic characterization of the study area. Using programming 
routines in R environment, in this work a fine-scale topoclimatic model (5 m) has been generated in 
one of the most complex orographically and biodiversity areas in Europe: the Ordesa and Monte 
Perdido National Park. Based on temperature records updated for three years by 73 miniaturized 
field sensors (iButton®) the monthly average maximum and minimum of a year-type were modeled. 
At the same time, several topographic and environmental variables derived from LiDAR were 
generated to allow predicting local climatic variability. By menas of linear model adjustments, in all 
cases topoclimatic models were more explanatory than those that only include altitude. The 
spatialization of the models allowed to generate a Refugia Index (RI) for extreme warm and cold 
scenarios. This index enabled to identify the refugia in both types of scenarios and also to get a 
combined index that highlights the cold and warm refugia regardless of the scenario. The combined 
index proved to be a significant explanatory variable when analyzing the proportion of plants 
adapted to cold and heat collected in more than 700 floristic inventories. 
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A lo largo de la historia de nuestro planeta se han producido múltiples cambios en el 
clima global que han dejado huella en los paisajes y el tipo de organismos que habitaban 
en ellos. En la actualidad, La Tierra se encuentra sumida en la transformación más rápida 
registrada por causas humanas, lo que se ha dado en llamar el “Antropoceno” [Lewis & 
Maslin, 2015]. El cambio climático se considera uno de los principales motores 
desestabilizadores de la integridad planetaria [Rockström et al., 2009], reconociéndose 
múltiples efectos sobre el medio ambiente con consecuencias posteriores para el ser 
humano [Scheffers et al., 2016]. 
El clima tiene una importancia fundamental en la evolución de todos los organismos 
[Maclean et al., 2019], determinando, en gran medida, su distribución espacial. Los 
cambios climáticos pueden causar el aislamiento y extinción de especies y hábitats 
[Niskanen et al., 2016], lo que puede tener efectos especialmente importantes en las 
regiones montañosas [Patsiou et al., 2014] ya que éstas alojan una tercera parte de la 
biodiversidad florística del planeta [Körner & Hiltbrunner, 2018] y proporcionan servicios 
ecosistémicos que son particularmente sensibles a las variaciones climáticas [Blanco-
Pastor et al., 2018]. La intensidad del impacto en las poblaciones depende, en gran 
medida, de la exposición de éstas a los cambios climáticos o del sistema en el que se 
encuentra a las variaciones espacio-temporales del clima [Sandel et al., 2013; Dobrowski 
& Parks, 2016]. En términos generales, los organismos tienen dos opciones para sobrevivir 
a estos cambios: migrar a un lugar más próximo a sus requerimientos térmicos, o resistir si 
tienen suficiente plasticidad o capacidad genética para adaptarse a las nuevas condiciones 
climáticas [Graae et al., 2018]. Algunas especies no poseen la capacidad de adaptarse, 
sobre todo porque los cambios climáticos suelen ocurrir más rápido que las adaptaciones 
evolutivas de los organismos; otras cuentan con una baja capacidad de dispersión que no 
les permite migrar fácilmente. En ambos casos, su única opción es la de sobrevivir en 
refugios climáticos. Las áreas con mayor heterogeneidad ambiental ofrecen más 
oportunidades a las especies para su persistencia a largo plazo [Graae et al., 2018], ya que 
esta complejidad en el territorio implica mayor diversidad climática, florística o edáfica y, 
en definitiva, mayor probabilidad de encontrar un nuevo nicho próximo o de sobrevivir en 
micro-refugios. 
Los refugios climáticos pueden ser definidos como aquellos lugares en los que se 
mantienen condiciones ambientales adecuadas para la habitabilidad de determinadas 
especies en un entorno que les es (o se ha convertido por cambios ambientales) poco 
favorable [Dobrowski, 2010], pudiendo existir refugios fríos o cálidos en función del tipo de 
adaptación climática del organismo. Las montañas y las zonas costeras, por su 
heterogeneidad ambiental y su efecto tamponador respectivamente, se han considerado 
refugios climáticos de biodiversidad a gran escala espacial [Harrison & Noos, 2017], 
constituyendo un ejemplo perfecto de ello las montañas y costas de las penínsulas del Sur 
de Europa (Ibérica, Itálica y Balcánica), localizadas en un hotspot mundial de biodiversidad 
[Médail & Diadema, 2009]. También se ha encontrado una estrecha relación entre la 
abundancia de endemismos y especies raras con zonas climáticas distintivas en Europa, lo 
que sugiere un importante papel de éstas como refugios de una singular diversidad 
[Ohlemüller et al., 2008] 
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A menor escala espacial se encuentran los micro-refugios climáticos, parches locales 
emplazados en una matriz ambientalmente muy distinta [Ashcroft, 2010; Keppel et al., 
2011; Meineri & Hylander, 2017]. Han posibilitado a muchas especies a sobrevivir en 
condiciones climáticas adversas del pasado [Meineri & Hylander, 2017; Suggitt et al., 
2018] y su expansión a medida que el clima se volvía más benévolo, facilitando su 
persistencia a largo plazo [Keppel et al., 2015]. Su aislamiento y efecto tamponador los 
convierten en fundamentales, en muchos casos, para la supervivencia y la conservación de 
la diversidad genética en el contexto de cambio climático actual [Gubler et al., 2018], dada 
su capacidad de alojar poblaciones de especies fuera de su distribución espacial principal 
[García et al., 2019]. La identificación de estos refugios es, por tanto, un paso prioritario en 
la conservación de la biodiversidad. Por ejemplo, su consideración es pieza clave para la 
generación de modelos predictivos de especies (SDM: Species Distribucion Models). 
Dichos modelos han tenido un crecimiento exponencial durante las dos últimas décadas y, 
en general, han producido resultados alarmantes sobre la pérdida de biodiversidad (ver por 
ej. Thuiller et al., 2005, Engler et al., 2011), aunque no están exentos de críticas por su 
inicial simplicidad [Dawson et al., 2011; Araujo et al., 2019]. En los últimos años se ha 
puesto de manifiesto una considerable mejora predictiva de los clásicos SDM cuando 
incluyen variables topográficas [Patsiou et al., 2014; Niskanen et al., 2016]. 
 
Figura 1.1. Variaciones locales de temperatura detectados por sensor térmico en una zona 
topográfica compleja (Valle de Ordesa, Pirineos) [Fotografía: MBG]. 
3 
Los modelos topoclimáticos se han convertido en herramientas esenciales para 
entender y gestionar los territorios montañosos [Batalla et al., 2018] y, en este sentido, 
juegan un papel muy importante en la detección de micro-refugios. La elevada 
heterogeneidad ambiental en montaña, por ejemplo, precisa de estudios de detalle para 
poder captar las variaciones microclimáticas existentes; es necesario, por tanto, realizar 
una reducción en la escala o downscaling para identificar correctamente estos micro-
refugios [Fridley, 2009; Dobrowski, 2011; Niskanen et al., 2016; Meineri & Hylander, 
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2017; Batalla et al., 2018]. En este contexto, las Tecnologías de la Información Geográfica 
(TIG) constituyen un conjunto de herramientas de gran importancia ya que posibilitan la 
obtención de datos espaciales, como registros climáticos, y el análisis del territorio a partir 
del procesado de la información geoespacial en Sistemas de Información Geográfica (SIG). 
La integración de estos últimos con otras herramientas permite automatizar procesos y 
análisis espaciales, así como el tratamiento de datos de teledetección activa y pasiva. Por 
ejemplo, los sensores térmicos son capaces de recoger la temperatura de la superficie 
(Figura 1.1) y los datos de teledetección LiDAR (Light Detection And Ranging) facilitan la 
caracterización de la vegetación y el estudio de la biodiversidad, especialmente a escala 
local gracias a su capacidad de reproducir con gran precisión los objetos existentes en la 
superficie [Vogeler & Cohen, 2016]. 
 
1.2. Objetivos 
En este trabajo el objetivo general fue la identificación de refugios climáticos cálidos y 
fríos en el Parque Nacional de Ordesa y Monte Perdido. Para ello se generaron modelos 
topoclimáticos a partir de información climática procedente de mini-sensores de campo en 
73 estaciones o puntos de muestreo, y de variables topográficas y ambientales. La 
hipótesis de partida se fundamentó en que la heterogeneidad ambiental del Parque 
Nacional de Ordesa y Monte Perdido, provocada en buena medida por la extrema 
rugosidad de terreno, así como su situación en el Pirineo central, donde confluyen dos 
grandes regiones biogeográficas, ha facilitado la presencia de microclimas a una escala 
local que constituyen refugios climáticos para las plantas, lo que se refleja en la diversidad 
florística existente. No se trata de un trabajo de carácter predictivo, sino de caracterización 
climática a una alta resolución espacial para una zona topográficamente compleja en la 
que sólo existe una estación meteorológica de la AEMET de largo recorrido (Góriz: datos 
desde el año 1981), lo que limita en gran medida los estudios climáticos de carácter local. 
Como objetivos secundarios a lo anterior, implicó: 
 La identificación de micro-refugios climáticos tras selección de modelos 
topoclimáticos mediante el empleo único de software libre, de manera que la 
metodología aquí propuesta pueda adecuarse a otros ámbitos de estudio similares 
en un contexto de proyecto colaborativo. 
 La importancia de la reducción en la escala o downscaling para estudios de 
carácter local y la necesidad, por tanto, de recurrir a modeos de alta resolución 
espacial. 
 La completa automatización del proceso metodológico para la construcción de los 
modelos topoclimáticos y la búsqueda de refugios climáticos en espacios 
montañosos. 
 La validación de los sensores de campo con otras fuentes de datos como 
instrumentos de obtención de datos climáticos de calidad para estudios de 
carácter local en zonas montañosas. 
 La creación de una base de datos sólida y operativa basada en los registros 




2. Ámbito de estudio 
El trabajo se centró en el Parque Nacional de Ordesa y Monte Perdido y su Zona 
Periférica de Protección (denominado en su conjunto por las siglas PNOMP), localizado en 
el sector central Pirineo, en la provincia de Huesca. Esta cordillera de 435 km de longitud 
discurre en dirección armoricana desde el mar Cantábrico (golfo de Vizcaya), en el oeste, 
hasta el mar Mediterráneo (cabo de Creus), en el este. Su morfología actual proviene de la 
orogenia alpina, que provocó el levantamiento de los materiales graníticos y metamórficos 
de origen paleozoico, resistentes a la erosión, y configuró los relieves de mayor entidad. 
Entre los componentes geomorfológicos de mayor presencia está el modelado glaciar y 
periglaciar, resultado de los periodos glaciares del Cuaternario. La ocupación de los hielos 
y las nieves perpetuas produjeron morfologías glaciares como circos glaciares, depósitos 
morrénicos o valles en artesa. También destaca la morfología fluvial, debido a la actividad 
erosiva que los cursos fluviales han ejercido durante miles de años sobre los materiales 
kársticos pirenaicos. Esta complejidad topográfica y su situación geográfica, en el límite 
entre dos grandes regiones biogeográficas (la Eurosiberiana y la Mediterránea) permite al 
Pirineo alojar unas 3.400 especies nativas de plantas vasculares, habiendo sido nombrada 
como uno de los principales puntos marginales de poblaciones de plantas adaptadas al frío 
en Europa [Abeli et al., 2018]. 
El PNOMP (Figura 2.1) ocupa un área de 35.287 has (15.608 has el propio Parque, 
más 19.679 has la zona periférica) desde que en 1982 se ampliara la superficie del 
antiguo Parque Nacional de Ordesa o del río Ara, declarado como tal en 1918. Constituye 
un espacio idóneo para la detección de micro-refugios. Se trata de una zona con mucha 
rugosidad y de elevado gradiente altitudinal, desde los 686 m.s.n.m. en el sur del valle de 
Añisclo a los 3.355 m.s.n.m. de Monte Perdido, existiendo 34 picos por encima de los 
3.000 m s.n.m.). Posee 5 valles principales dispuestos de manera heterogénea: Añisclo, 
valle fluviokárstico de disposición S-N; Bujaruelo, valle fluivo-periglaciar de disposición 
SSW-NNE, Escuaín, valle fluviokárstico de disposición SE-NW; Ordesa, valle glaciar de 
disposición W-NE; y Pineta, valle glaciar de disposición SE-NW. Además, alberga en su 
interior 1.400 especies de plantas vasculares. 
Su compleja orografía, desnivel altitudinal, y la variada orientación de sus valles ha 
propiciado la existencia de una gran biodiversidad. Contiene 118 hábitats CORINE, de los 
que 34 son de interés comunitario [Benito, 2018], y 1.338 especies de plantas vasculares 
a nivel de especie [García et al., 2019]. Ha sido profundamente explorado desde un punto 
de vista botánico, de forma que es el lugar con más inventarios florísticos de la Península 
Ibérica [Font et al., 2010]. A partir de la base de datos del Herbario JACA se han 
contabilizado 52 endemismos estrictamente pirenaicos (más de la mitad de todos los que 
habitan en el conjunto de la cordillera) y 23 plantas amenazadas o de interés según 
catálogos de Aragón, Nacional o Directiva Hábitats [García et al., 2019]. Se trata, por tanto, 
de un lugar de extraordinario interés por la riqueza y singularidad de la flora que contiene. 
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Figura 2.1. Área de estudio: Parque Nacional de Ordesa y Monte Perdido + Zona Periférica de 
Protección (PNOMP) y área de interpolación del modelo. Se muestra la ubicación de las 73 
estaciones o puntos de muestreo y fotos ilustrativas de cada uno de los 4 hábitats en los que se 
emplazaron las estaciones. 
27 –Bosque caducifolio (Decidiuous forest) 31 – Bosque perenne (Evergreen forest) 
34 –Pastos y matorrales (Grassland) 88 – Roquedo (Rocky) 
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3. Materiales y métodos 
La identificación de refugios climáticos en el PNOMP fue abordada a una alta 
resolución espacial dada la complejidad orográfica del territorio y al hecho de que los 
micro-refugios suelen presentarse en zonas específicas del mismo [Dobrowski, 2011]. Los 
modelos climáticos de baja resolución espacial pueden ser adecuados en áreas 
homogéneas o extensas, pero no así para la detección de micro-refugios en ámbitos 
relativamente pequeños [Daly, 2006; Ashcroft et al., 2009; Ashcroft, 2010; Dobrowski, 
2011]. Además, en zonas topográficamente complejas las temperaturas suelen presentar 
variaciones locales significativas (< 1 km) respecto al clima regional [Urban et al., 2000; 
Fridley, 2009; Ashcroft, 2010; Dobrowski, 2011]. Por tanto, modelos de alta resolución 
espacial implican tener en cuenta no sólo el clima del lugar sino también la topografía del 
terreno como principal factor de la variación en las temperaturas en zonas rugosas [Luoto 
& Heikkinen, 2008; Fridley, 2009; Randin et al., 2009; Ashcroft, 2010; Gunton et al., 
2015]. Por este motivo, en este trabajo se generaron modelos topoclimáticos a una 
resolución espacial de 5 m para la totalidad del PNOMP a través de variables que fueran 
capaces de recoger las variaciones climáticas locales. A partir de estos modelos, se calculó 
el Índice de Refugio o Refugia Index (RI: Ashcroft, Gollan, Warton & Ramp, 2012), 
desarrollado para encontrar potenciales localizaciones de refugios climáticos en escenarios 
cálidos y fríos [Ashcroft et al., 2012]. 
La fuente de datos de temperaturas utilizada para los modelos de este estudio se ha 
basado en mini-sensores de campo de reciente aparición en el mercado. Conviene recordar 
que existen múltiples maneras de caracterizar el perfil o nicho térmico de un sistema u 
organismo a partir de registros térmicos [Figura 3.1, Körner & Hiltbrunner, 2018], y que el 
enfoque de este estudio ha sido el de aproximarse lo más posible a las temperaturas que 
experimentan las plantas, dado que el objetivo general es detectar sus refugios climáticos. 
Por ello no es fácil establecer una relación con modelos basados en estaciones climáticas 
estándar situadas a 1,5-2 m de altitud y en condiciones muy protegidas, que miden 
temperatura muy por encima de las plantas y en ambientes abiertos. Los escasos estudios 
previos realizados hasta la fecha 
con sensores del mismo tipo a los 
utilizados en este estudio se han 
situado a distintas alturas (en 
aire, en suelo o bajo suelo), lo que 
puede producir medidas algo 
diferentes [Körner & Hiltbrunner, 
2018]. Estos estudios se han 
basado en temperaturas extremas 
(mínimas, máximas o percentiles) 
[Ashcroft et al., 2012; Ashcroft & 
Gollan, 2012; Niskanen et al., 
2016; Meineri & Hylander, 2017; 
Gubler et al., 2018; Suggitt et al., 
2018] pero también de valores 
promedios [Meineri & Hylander, 
2017; Gubler et al., 2018].  
 
Figura 3.1. Las múltiples combinaciones de datos de 
temperaturas que pueden ser utilizados para caracterizar 
el nicho térmico de un organismo o detectar micro-
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3.1.1. Entorno R 
El entorno de programación R fue la herramienta principal utilizada durante todo el 
proceso metodológico. Se trata de una plataforma de uso libre y código abierto de análisis 
estadístico bajo la Licencia Pública General (GPL) del proyecto colaborativo de software 
libre GNU [Mas, 2013]. Contiene una gran cantidad de paquetes modulares especializados 
en temas muy diversos que han sido desarrollados por una amplia comunidad de usuarios. 
Entre estos paquetes están aquellos creados para el análisis espacial y los que permiten 
operar con Sistemas de Información Geográfica libres (por ejemplo, QGIS, SAGA o GRASS) y 
datos de teledetección mediante su conexión con el entorno R., convirtiéndolo en una 
herramienta de enorme potencial para el procesamiento de datos geográficos, el mapeo y 
el análisis de todo tipo de información georreferenciada [Mas, 2013]. 
En este trabajo el entorno R permitió la obtención, la organización y el procesado de 
una amplia base de datos climática procedentes de sensores de campo, el tratamiento de 
datos de teledetección LiDAR y la generación de información geoespacial, el análisis 
estadístico de las variables climáticas y geoespaciales para la construcción de los modelos 
topoclimáticos y su espacialización y, en último término, la detección de los refugios 
climáticos fríos y cálidos en el PNOMP a partir del cálculo del RI. 
 
3.1.2. Sensores climáticos de campo (iButton®) 
 
3.1.2.1. Justificación de uso 
La identificación de micro-refugios climáticos se viene desarrollando durante la última 
década y ha sido abordada en estudios previos a través de dos vías: sensores de campo y 
estaciones meteorológicas. El uso de sensores se basa en el desarrollo de pequeños 
registradores de bajo coste que incluyen data-loggers, lo que permite la obtención de 
series temporales de temperaturas en cualquier lugar [Fawcett et al., 2019]. Hasta la 
fecha, estos minisensores se han utilizado en modelos topoclimáticos de áreas 
montañosas de los Alpes mediterráneos [Gubler et al., 2018], zonas rugosas costeras del N 
de Europa [Maclean et al., 2016], y en ámbitos regionales heterogéneos australianos 
[Ashcroft et al., 2012; Ashcroft & Gollan, 2012; Gollan et al., 2015]. Los modelos 
topoclimáticos basados en estaciones meteorológicas se han centrado en ámbitos 
topográficamente más homogéneos y a una escala más regional, como en el noroeste de 
Finlandia [Niskanen et al., 2016], en el centro y norte de Suecia [Meineri & Hylander, 
2017] y en el centro de Inglaterra [Suggitt et al., 2018]. No obstante, también se han 
realizado estudios en zonas rugosas y heterogéneas a partir de estaciones meteorológicas 
como en los Alpes mediterráneos [Patsiou et al., 2014]. 
Dada la complejidad topográfica del PNOMP y el hecho de que sea un área de estudio 
relativamente pequeña y heterogénea ambientalmente, en este trabajo se utilizaron 
sensores de campo (iButton®) distribuidos por el PNOMP y su área de interpolación que 
posibilitaron la obtención de datos de temperatura a escala muy local, registrando las 
temperaturas que experimentan realmente los organismos que allí se encuentran [Ashcroft 
et al., 2009; Dobrowski, 2011; Gubler et al.; 2018], mientras que las estaciones 
meteorológicas, situadas en altura, pueden tener un componente homogeneizador de 
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estas particularidades. Además, sólo existe una estación meteorológica de la Agencia 
Estatal de Meteorología (AEMET) dentro del PNOMP situada a 2.200 m s.n.m. (Góriz) por lo 
que, en caso de utilizar esta fuente de información, deberían incluirse datos obtenidos 
fuera del PNOMP e interpolados posteriormente. No obstante, se compararon los valores 
registrados por los sensores con estaciones meteorológicas proporcionados por el proyecto 
CLIM’PY y su base de datos STEAD (Spanish TEmperature At Daily-scale) [Serrano-Notivoli 
et al., 2019] para validar las temperaturas registradas por los iButton®. Se trata de un 
dataset de temperaturas diarias a escala nacional que cubre el periodo entre 1901 y 2015 
y que proceden de registros de más de 5.000 estaciones meteorológicas de la Agencia 
Estatal de Meteorología (AEMET) y del Ministerio de Agricultura y Medio Ambiente del 
Gobierno de España (MAGRAMA). La comparación de los datos de los sensores se hizo con 
una serie temporal de los últimos 30 años y a partir de información de las mínimas y las 
máximas de estaciones situadas en un radio de 50 km del centro del PNOMP e 
interpoladas a los puntos XYZ de ubicación de los iButton®. 
 
3.1.2.2. Características del sensor 
Los iButton® (Figura 3.3) son dispositivos electrónicos 
portátiles de reducido tamaño (16 mm de diámetro) 
desarrollados por la compañía Maxim Integrated con 
numerosas aplicaciones [Fawcett et al., 2019]. En nuestro 
caso de estudio, se usaron sensores Termochrones tipo 
DS1920 e Hygrochrones. La fisionomía de estos aparatos le 
dota de ciertas particularidades que los diferencian de las 
estaciones meteorológicas convencionales. Al ser de tamaño 
reducido y poder ser ubicados en cualquier punto del 
territorio, están expuestos de manera más directa a las 
vicisitudes del clima. Durante los meses de invierno y parte de 
la primavera, una gran parte del PNOMP está cubierto por nieve que envuelve a los 
sensores ubicados cerca del suelo (en pastos y roquedos) y a las plantas. El manto nival 
protege de temperaturas mínimas extremas a las plantas y esto es lo que les protege de 
temperaturas extremas en aire. Los iButton® registran esta peculiaridad, dando valores de 
temperatura homogéneos durante todo el periodo en que están cubiertos por la nieve, 
entre -1,5ºC y 1,5ºC; valores que son los que realmente experimentan las plantas que 
permanecen bajo el manto de nieve. Por otro lado, para evitar los efectos de la radiación 
solar directa o las tormentas convectivas, los sensores fueron protegidos con una malla 
mosquitera (Figura 3.4). En este contexto, el 14 de agosto de 2019 se instalaron 6 
sensores en la estación meteorológica de Góriz (3 en aire y 3 en suelo, uno sin protección y 
dos envueltos en dos tipos de tela con distinta luz de malla). Ello permitió comparar los 
registros dados por ambos durante una semana, y estimar si existen diferencias a 
diferentes alturas y según el tipo de protección. 
 
3.1.2.3. Puntos de muestreo en el PNOMP 
Los 73 iButton® utilizados en este estudio se dispusieron en muy diversos ambientes 
del PNOMP y de su área de interpolación: bosques caducifolios y mixtos, abetales, pinares 
mediterráneos, montanos y subalpinos; matorrales, pastos subalpinos, gleras y paredones. 
Una vez colocados en campo, su posición se precisó en el sistema geodésico de referencia 
ETRS89 para las Península Ibérica, compatible con el dátum WGS84, y la proyección UTM 
Figura 3.3. Sensor DS1920 
iButton®. 
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correspondiente, que en el caso del PNOMP es la 30N (zona occidental) y UTM 31N (zona 
oriental). Para evitar problemas durante el proceso metodológico se trabajó enteramente 
en proyección UTM 30N, transformándose a este sistema las partes del PNOMP integradas 
en la zona UTM 31N.  
Su distribución por el PNOMP fue realizada de manera progresiva en el tiempo, la 
mayor parte de ellos entre los años 2012 y 2015. Con frecuencia se localizaron en hábitats 
de interés comunitario o lugares con presencia de especies de plantas amenazadas, al 
límite de su distribución o de endemismos (es decir, sitios que presumiblemente podrían 
ser refugios climáticos); en diferentes tipos de hábitat (bosque, pasto o roquedo). Se 
dispusieron a distintas alturas (entre 1,20 y 1,50 m del suelo en bosque y entre 2 y 5 cm 
del suelo en pastos y en roquedos o en grietas donde viven plantas rupícolas en este 
último caso) con el fin de capturar la temperatura experimentada por las plantas de cada 
hábitat. Fueron programados para registrar un dato de cada 4 horas (siendo el primer dato 
de cada día a las 00:00 h), es decir, por cada día se obtuvieron 6 datos de temperatura. 
Se trabajó con 73 estaciones o puntos de muestreo localizados entre los 650 y los 
2.700 m s.n.m.: 34 en bosques, 23 en zonas abiertas como pastos y matorrales, y 16 en 
roquedos. Se trata de un número de sensores similar al de otros estudios previos que han 
realizado modelos topoclimáticos (Ashcroft et al., (2012): 133 iButton®; Gubler et al., 
(2018): 43 iButton®), aunque su densidad es mayor debido a la reducida dimensión del 
área de estudio. La recogida de datos de los sensores fue muy costosa al deber realizarse 
in-situ cada 6 meses en zonas accesibles, y anualmente en lugares elevados más 
inaccesibles o cubiertos por nieve durante el invierno. Ello ocasionó que en algunos 
sensores se produjera pérdida de información por memoria llena, al no poder acceder a su 
ubicación, o deterioro parcial o total por los efectos del clima (tormentas, viento, nieve). 
 
Figura 3.4. Sensores iButton® con protección de malla mosquitera. Izda: en árbol; 
Dcha: en roquedo. 
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3.1.3. Tecnología LiDAR 
El estudio se apoyó en esta tecnología como base para la generación de las variables 
topográficas. Está fundamentada en la emisión de pulsos láser desde un sensor 
(generalmente, desde escáneres láser aerotransportados en drones, aviones o 
helicópteros) y la estimación del tiempo que transcurre hasta que dicho pulso interacciona 
con la superficie y retorna de nuevo al sensor. Suelen llevar incorporados receptores GNSS-
GPS para conocer las coordenadas y la altura del vehículo emisor dando como resultado 
una nube de puntos tridimensional y georreferenciada que representa la superficie del 
objeto reflejado.  
En este trabajo se usaron los datos LiDAR del PNOA (Plan Nacional de Ortofotografía 
Aérea), disponibles de manera pública en el Centro Nacional de Información Geográfica 
(CNIG). Este proyecto está dirigido por el Ministerio de Fomento del Gobierno de España a 
través de la Dirección General del Instituto Geográfico Nacional (IGN) y del CNIG, además 
de estar cofinanciado entre la Administración General del Estado y las Comunidades 
Autónomas [PNOA, 2015]. Entre sus objetivos se encuentra la obtención de Modelos 
Digitales de Elevaciones (MDEs) de alta precisión para la totalidad del territorio español. 
Actualmente se encuentra en funcionamiento la segunda cobertura nacional de datos 
LiDAR con una densidad media de 1 punto por m2. Sin embargo, el PNOMP no se 
encuentra entre las zonas cubiertas por esta segunda cobertura, por lo que se utilizaron 
datos de la primera correspondiente al año 2010 y con una densidad media de 0,5 puntos 
por m2 (Figura 3.5). 
La información LiDAR sirvió para construir un MDE de alta resolución del PNOMP (5 
m), siendo la base para la generación de las variables topográficas del modelo 
topoclimático, y el Modelo de Altura del Dosel Vegetal o Canopy Height Model (CHM). El 
proyecto PNOA y el IGN incorporan entre sus productos un MDE de 5 m de resolución 
disponible de manera pública; sin embargo, para este trabajo se decidió generar uno nuevo 
por dos razones: i) desarrollar un proceso automatizado en entorno R que permitiera 
Figura 3.5. Coberturas LiDAR-PNOA publicadas a junio de 2019 [Figura 
reproducida de IGN-PNOA]. 
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obtener un MDE de alta precisión a partir de datos LiDAR y que pudiera ser reproducible 
para cualquier otro ámbito de estudio; y ii) garantizar que la obtención del CHM, variable 
independiente de los modelos, procede de la misma nube de puntos que el MDE, el cual 
será utilizado no sólo como base para la creación de las variables topográficas sino 
también como predictora del modelo usando la componente de altitud. 
 
3.1.4. Datos climáticos y de teledetección satelital para comparación de modelos 
Se usó información de bases de datos climáticas y de temperatura de suelo a partir de 
datos de sensores remotos para comparar las temperaturas estimadas en diferentes 
escenarios de temperatura media: anual (BIO-01), estival (BIO-10) e invernal (BIO-11). 
 CHELSA (Climatologies at High-resolution for the Earth’s Land Surface Areas) [Karger et 
al., 2017]. Base de datos de alta resolución del Instituto Forestal de la Federación 
Helvética desarrollado en colaboración con el Departamento de Geografía de la 
Universidad de Hamburgo, generada a partir de temperaturas medias mensuales para 
el periodo 1979-2003 y con una resolución de 1 km2.  
 WorldClim [Fick & Hijmans, 2017]. Datos globales de medias mensuales a 1 km2 de 
resolución, tanto la serie de la versión 1 (1971-2000) como la de la versión 2 (2001-
2018).  
 PDCA (Pyrenean Digital Atlas Climate) [Batalla et al., 2018]. Dataset de temperaturas 
mensuales para el periodo 1950-2012 del Pirineo a una resolución de 30 m generado 
mediante modelos topoclimáticos. 
Por su parte, los datos de teledetección satelital permitieron validar la información 
registrada por los iButton® con datos de temperatura a nivel de suelo. Se recurrió a la 
base de datos EuroLST, basado en información diaria de LST (Land Surface Temperature) 
del sensor MODIS (EOS-TERRA, NASA). Posee una resolución temporal diaria y espacial de 
250 m aplicado al continente europeo por Metz et al. (2014) y proporciona información de 
la temperatura del suelo desde el año 2001 en adelante, lo que constituye un perfecto 
validador para los datos de los sensores de campo, situados también a nivel de suelo. 
 
3.1.5. Inventarios florísticos para validación biológica de micro-refugios 
Dado que el objetivo final del modelo topoclimático era capturar las variables que 
mejor identificaran los refugios térmicos por su capacidad de alojar plantas capaces de 
resistir los cambios climáticos, se analizó la relación entre el Refugia Index obtenido con el 
ajuste de modelos topoclimáticos (ver mas adelante), y la proporción de plantas de 
afinidades cálidas o frías en cada tipo de refugio identificado. Para ello se utilizaron 766 
inventarios florísticos realizados en el PNOMP durante los últimos 50 años por botánicos 
profesiones (más de 15.637 registros de plantas), descargados del portal SIVIM (Sistema 
de Información de la Vegetación Ibérica y Macaronésica). Tras eliminar aquellos que no 
contuviesen al menos 10 registros y validar los nombres de los taxa y utilizando la base de 
datos descrita en García et al (2019) a partir de FLORAPYR [Gómez et al. 2017], cada 
especie de planta se caracterizó según su corología (Amplia distribución, Endemismo 




Los métodos utilizados se dividieron en cinco fases principales: i) obtención de las 
variables dependientes del modelo topoclimático a partir de la información climática diaria 
procedente de los registros iButton®; ii) generación de las variables independientes 
mediante los datos de teledetección LiDAR del PNOA para la construcción del MDE de alta 
resolución y las variables topográfico-ambientales derivadas de éste; iii) análisis 
exploratorio de las variables generadas seleccionando aquéllas más relevantes para la 
obtención de los modelos topoclimáticos; iv) espacialización de los modelos a toda el área 
de estudio y comparación con resultados de otros modelos de amplio uso, y; v) cálculo del 
RI para la identificación de los refugios climáticos cálidos y fríos del PNOMP, el índice 
combinado y validación de su carácter predictivo mediante inventarios florísticos. 
 









Manipulación y operaciones con data frames (Wickham, 
H.; François, R; Henry, L.; Müller, K.) 
openxlsx 
Creación de ficheros xlsx, escritura de datos y edición de 
hojas (Walker, A.; Braglia. L.) 
readxl 
Importación de datos xls a entorno R (Wickham, H.; Bryan, 





Organización, selección y agregación de datos procedentes 






Manipulación y visualización de datos LiDAR aeroportados, 
lectura y escritura de ficheros “laz” y “las”, eliminación de 
ruido, filtrado de puntos, normalización, computación de 
métricas y segmentación en árboles (Roussel, J.R.; Auty, 
D.; de Boissieu, F.; Sánchez, A.) 
raster 
Lectura, escritura, manipulación, análisis y modelado de 
datos ráster geoespaciales; procesado de grandes 
conjuntos de datos y operaciones simples con datos 
vectoriales (Hijmans, R.J. et al.) 
RSAGA 
Acceso a los geo-análisis y funciones del terreno del 
Sistema de Información Geográfica “SAGA” (System for 
Automated Geoscientific Analyses) usando la versión de 
comandos de SAGA adaptada a entoro R (Brenning, A.; 
Bangs, D.; Becker, M.; Schratz, P.; Polakowski, F.) 
spatialEco 
Manipulación, creación y modelado de datos espaciales, 
análisis estadísticos exploratorios y métricas basadas en 
información ráster (Evans, J.S.; Ram, K.) 
 
El entorno R permitió ejecutar satisfactoriamente todas las fases del trabajo. Se 
usaron distintos paquetes orientados hacia el análisis de datos espaciales (Tabla 3.1) y los 
scripts generados permitieron obtener y organizar las variables climáticas, tanto los datos 
procedentes de sensores de campo como los de las estaciones meteorológicas; generar y 
analizar las variables topográfico-ambientales a partir de paquetes y módulos incorporados 
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en R para operar con datos abiertos de teledetección LiDAR y SIG libres; realizar análisis 
exploratorios de las variables para la generación de los modelos topoclimáticos y el cálculo 
posterior del RI; y, finalmente, visualizar y presentar los resultados a través de figuras, 
gráficos y productos cartográficos. 
 
3.2.1. Obtención de las variables climáticas dependientes 
El objetivo principal de esta primera fase fue disponer de una serie exhaustiva y limpia 
de datos climáticos. Estudios previos basados en iButton® trabajaron con series 
temporales no muy largas pero a una alta resolución temporal (diaria): Ashcroft et al. 
(2012) utilizó 671 días (2 años) y Gubler et al. (2018) 334 días (11 meses). En nuestro 
caso, se decidió trabajar con los datos diarios registrados por los sensores de campo para 
caracterizar un año-tipo (12 meses) a partir de datos de 3 años completos (1095 o 1096 
días, agrupados por meses consecutivos o no), entre julio de 2012 y julio de 2019. Los 
datos climáticos seleccionados fueron las temperaturas mínimas y máximas diarias, al ser 
los extremos térmicos el principal factor que limita la distribución de las plantas, no así las 
temperaturas medias. 
 
3.2.1.1. Obtención y tratamiento de la información climática 
La recogida de los datos de los sensores 
iButton® fue realizada por personal del IPE-
CSIC y Agentes de Protección de la 
Naturaleza (APNs) del PNOMP mediante 
dispositivos de descarga portátiles 
desarrollados para tal efecto. El dispositivo 
se conecta al sensor mediante unas pinzas y 
la descarga de datos se hace efectiva al 
presionar el botón correspondiente e 
iluminarse un led que informa si la descarga 
ha sido correcta (Figura 3.6). Va 
almacenando en una tarjeta de memoria los 
registros climáticos tomados por cada uno de 
los sensores descargados. Como resultado, 
se obtienen ficheros de texto plano en 
formato “dat” que incluyen una cabecera (las 
11 primeras líneas, con los metadatos del sensor y de la información registrada) y los datos 
climáticos registrados dispuestos en columnas tabuladas. El nombre de estos ficheros es 
correlativo y no proporciona información explícita del sensor del que procede; esta 
información se tuvo que extraer de los propios metadatos de cada fichero.  
Para la obtención de temperaturas correspondientes a un año-tipo hubo que trabajar 
con un número estimado próximo a 500 ficheros “dat” procedentes de las distintas 
descargas realizadas, de los cuales aproximadamente 200 fueron gestionados durante el 
último año para el desarrollo de este trabajo. Tras finalizar el volcado de cada nueva 
descarga, ésta fue adjuntada a los datos ya existentes para cada estación. El proceso fue 
muy laborioso debido a la fragmentación de la información registrada (interrupción de 
registros por saturación de memoria del sensor y rollover, anulación manual de datos 
Figura 3.6. Descarga de de datos de un 
iButton® en campo. 
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durante el periodo entre el lanzamiento de iButton® en oficina y su colocación, etc.). El 
proceso completo tuvo las siguientes fases: 
i) Extracción de metadatos: La cabecera de los ficheros “dat” contenía información 
como el código del sensor, necesario para establecer la vinculación con su estación 
correspondiente; el intervalo de muestreo, para detectar aquéllos erróneos (distintos 
a las 4 horas predefinidas); o el número de datos registrados. 
ii) Obtención y almacenamiento de datos climáticos: Los valores de temperatura del 
fichero “dat” fueron transferidos a la tabla de su correspondiente estación usando 
como clave identificadora el código del sensor. Se creó una lista diaria secuencial en 
R que sirvió para unir los datos recogidos por el sensor a partir de la fecha y advertir 
de posibles discontinuidades en la serie temporal. En el caso de que ya hubiera 
datos procedentes de volcados previos para esa estación, se usó la última fecha y 
hora registrada en la tabla y se buscó ese registro en el fichero “dat” para adjuntar la 
información a partir de la fecha y/u hora inmediatamente siguiente; de este modo, 
se evitó el borrado de datos anteriores. 
iii) Generación de tablas con datos diarios para cada estación: A partir de los 6 datos 
diarios se extrajeron las temperaturas mínimas y máximas. 
iv) Generación de la matriz general de temperaturas mínimas y máximas: Se crearon 
dos tablas, una para las mínimas y otra para las máximas, en el que las filas 
representaron los días y las columnas las estaciones o puntos de muestreo del 
PNOMP, quedando configurada, de esta manera, la base de datos diaria para 
producir las variables dependientes. 
 
3.2.1.2. Aplicación de los controles de calidad 
La información climática procedente tanto de iButton® como de estaciones 
meteorológicas fue sometida a un control de calidad con el fin de detectar valores 
sospechosos en los registros de temperatura (Figura 3.7). Como dato sospechoso se 
definió aquél que cumpliera alguno de los siguientes criterios: i) temperatura mínima 
mayor que la temperatura máxima en el mismo día; ii) varios días consecutivos con el 
mismo valor de temperatura; y iii) valores extremos anómalos. No existen criterios fijos de 
control para cualquier base de datos climática ya que algunos se utilizan con mayor 
frecuencia en función del problema y la observación [Serrano-Notivoli, 2016]. Por este 
motivo, los controles de calidad aplicados fueron realizados tanto de manera automática 
como a partir de criterio experto, según el caso concreto, aunque la identificación de estos 
registros anómalos se hizo siempre de manera iterativa para cada una de las celdas de la 
matriz general de temperaturas, tanto para mínimas como para máximas. 
Para verificar que la temperatura mínima no era superior a la temperatura máxima en 
un mismo día se realizaron tres iteraciones sucesivas. La primera generó una nueva matriz 
de error en la que se extrajeron las celdas con los datos erróneos a partir de la 
comparación celda por celda de la temperatura mínima y máxima para un mismo día y 
estación. La extracción no se hizo del valor de temperatura sino de la posición XY de este 
dato en la matriz general, es decir, el lugar en la matriz donde se encuentra el registro 
erróneo. Una vez terminado el control, en la segunda iteración se creó otra tabla que tomó 
el valor XY extraído y se identificó la fecha (coordenada X) y la estación (coordenada Y) del 
dato para poder identificar el dato sospechoso en las matrices generales. Finalmente, la 
última iteración correspondió a la eliminación automática de los datos erróneos para esos 
días tanto para las temperaturas mínimas como para las máximas. 
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Para la identificación de días consecutivos se determinó como sospechoso un registro 
con el mismo valor 5 o más días seguidos, aplicándose este supuesto a los registros de 
estaciones potencialmente no cubiertas por manto nival (rango de temperaturas 
homogéneas admitidas por cubrimiento: de -1,5ºC a 1,5ºC). El proceso de detección de 
estos valores fue similar al supuesto anterior: se creó una matriz de error para extraer la 
posición XY de los datos consecutivos en las matrices generales y esta información fue 
recodificada a su correspondiente día y estación. En este caso, los registros sospechosos 
fueron eliminados siguiendo un criterio experto y no de manera automática, ya que algunos 
registros consecutivos pueden no ser realmente erróneos. 
Los outliers o valores extremos anómalos son aquellos no conformes a la variabilidad 
térmica natural del sitio y fueron identificados atendiendo al criterio experto, dado que 
ciertos valores extremos pueden ser confundidos con datos anómalos cuando en realidad 
no lo son. Los sensores de campo registran una mayor variabilidad en las temperaturas al 
estar más expuestos al clima, situados en ocasiones en zonas singulares como roquedos 
que pueden calentarse, y presentar amplitudes térmicas diarias y/o anuales más 
heterogéneas. Por ello, se decidió inspeccionar outliers detectados a partir de valores 
predefinidos: para temperaturas mínimas, aquellas inferiores a –10ºC y superiores a 20ºC; 
y para temperaturas máximas, las inferiores a –3ºC y superiores a 40ºC. 
 
 
Figura 3.7. Diagrama de flujo de los controles de calidad realizados para las matrices generales de 
temperaturas máximas y mínimas.  
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3.2.1.3. Generación de las variables dependientes 
Una vez organizados los datos climáticos diarios y realizados los controles de calidad, se 
generaron las series temporales que conformaron el año-tipo para las variables climáticas 
o dependientes. Se seleccionaron un total de 3 años completos (36 meses) para cada 
estación a resolución diaria (1.095 o 1.096 días, dependiendo de los años bisiestos), 
siendo esta serie idéntica tanto para las mínimas como para las máximas. Se generaron 
igualmente valores de máximas y mínimas mensuales, siendo 21 el número mínimo de 
días por mes con 6 registros horarios, descartándose el valor mensual en caso contrario. 
La selección de meses para configurar el año-tipo comprendió principalmente los años 
2016 y 2018, aunque problemas asociados al registro y la recogida de datos de los 
iButton® y la depuración previa realizada por los controles de calidad, obligaron a utilizar 
algunos meses de periodos anteriores o posteriores. Este proceso de selección tuvo que 
hacerse en gabinete y no de manera automática. Sólo algunas estaciones quedaron con 
registros algo inferiores a los 3 años en total, aunque fueron introducidas en los modelos 
por su relevancia en el estudio dada su peculiar ubicación o su tipo de hábitat. (Figura 3.8).  
 
Figura 3.8. Selección de la serie temporal para cada uno de los 73 puntos de muestreo. 
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A partir de estas series se creó el año-tipo como el promedio de las mínimas y de las 
máximas para cada mes de los 3 años. De esta manera, se obtuvo una tabla con 12 datos 
mensuales del año-tipo tanto para las mínimas como para las máximas con el fin de 
caracterizar la temperatura que soportarían las plantas en un año promedio. Los datos 
mensuales permitieron calcular las variables dependientes para la construcción de los 
modelos topoclimáticos y que son requeridas por el RI (Tabla 3.2). 
 
Tabla 3.2. Variables dependientes del modelo para la búsqueda de refugios mediante RI. 
Variable dependiente Descripción 
Temperatura mínima anual Promedio de las mínimas de los 12 meses 
Temperatura máxima anual Promedio de las máximas de los 12 meses 
Temperatura mínima de invierno 
Promedio de las mínimas de diciembre, enero y 
febrero 
Temperatura máxima de invierno 
Promedio de las máximas de diciembre, enero y 
febrero 
Temperatura mínima de verano Promedio de las mínimas de junio, julio y agosto 
Temperatura máxima de verano Promedio de las máximas de junio, julio y agosto 
 
Además de las variables calculadas para el RI se derivó directamente de la serie 
temporal de 3 años los días de crecimiento vegetativo o Growing Degree Days (GDD), que 
son aquéllos con temperatura media diaria superior a 5ºC y que permite el desarrollo de 
las plantas. 
 
3.2.2. Obtención de las variables independientes 
En esta segunda fase se trabajó en la generación de los predictores topográfico-
ambientales o variables independientes de los datos iButton®. Estas variables fueron 
seleccionadas por su influencia en la variabilidad de la temperatura en zonas 
topográficamente complejas, creándose un total de 11 predictores ráster para el área del 
PNOMP usando cuatro paquetes en entorno R: “lidR” [Roussel, Auty, de Boissieu & 
Sánchez], “raster” [Hijmans et al.], “RSAGA” [Brenning, Bangs, Becker, Schratz & 
Polakowski] y “spatialEco” [Evans & Ram] (Tabla 3.3). 
El paquete “raster” permitió, en todos los casos, exportar los resultados en formato 
“tif”. En esta fase se procesaron los datos LiDAR para la construcción del MDE y el CHM, se 
generaron el resto de predictoras topográfico-ambientales y, finalmente, se agruparon 








Variable Descripción Unidad Referencias 
Paquete 
“lidR” 
Altitud MDE m.s.n.m. * variable principal 
CHM – Canopy 
Height Model  
Modelo de Altura del 
Dosel Vegetal 
Log(m) 
Ashcroft et al., 2012 







Maclean et al., 2016 
Niskanen et al., 2016 
Bátori et al., 2017 
Meineri & Hylander, 2017 
Gubler et al., 2018 
Orientación 
Orientación respecto al 
norte en grados. 
º 
Meineri & Hylander, 2017 
Gubler et al., 2018 
Elevación 
relativa 
Altitud de un punto 
respecto a los de su 
alrededor a partir de 
funciones focales. 
m 
Ashcroft & Gollan, 2012 
Meineri & Hylander, 2017 
Fórmula 
SEI – Solar 
Exposure Index 
Índice combinado de 
pendiente y orientación 
según Balice et al., 
2000. 
Índice 
Balice et al., 2000 
Ashcroft et al., 2012 
Gubler et al., 2018 
Suggitt et al., 2018 
SAGA-GIS 







Índice de Radiación 
Solar Potencial 
Incidente calculado 
para un año-tipo. 
KWh/m2 
Hofierka & Suri, 2002 
Niskanen et al., 2016 
Meineri & Hylander, 2017 
Gubler et al., 2018 
Niederheiser et al., 2018 
WEI – Wind 
Exposition 
Index 
Índice de Exposición al 
Viento. 
Índice 
Boehner & Antonic, 2009 
Gerlitz et al., 2015 
Maclean et al., 2016 
Harris & Baird, 2018 
TRI – Terrain 
Ruggedness 
Index 




Riley et al., 1999 
Niederheiser et al., 2018 




Índice de Humedad 
Topográfica. 
Índice 
Beven & Kirkby, 1979 
Hojati & Mokarram, 2016 
Niskanen et al., 2016 










Bolstand & Lillesand, 1992 
McNab, 1993 
Gubler et al., 2018 
Tabla 3.3. Variables predictoras generadas para los modelos topoclimáticos. 
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3.2.2.1. Tratamiento de los datos LiDAR 
Para la creación del MDE de alta resolución y el CHM del PNOMP se descargaron un 
total de 135 archivos LiDAR del programa PNOA disponibles de manera pública en el 
centro de descargas del CNIG, que cubrían la totalidad del área de estudio y su zona 
periférica. Se trata de ficheros digitales con información altimétrica de la nube de puntos 
distribuidos en ficheros de 2x2 km de extensión que forman un conjunto de mallas 
cuadriculares que cubren la totalidad del territorio nacional. Los archivos se encuentran 
georreferenciados en el sistema geodésico de referencia ETRS89 para la Península Ibérica 
y la proyección UTM según el huso correspondiente (en el caso del PNOMP, el 30N y el 
31N). Estos ficheros se obtuvieron en formato “laz”, una versión comprimida de los 
archivos “las”, introduciendo una máscara vectorial con los límites del PNOMP y de su zona 
periférica en el visor del centro de descargas para la selección automática de las 
cuadrículas. Este proceso de obtención de las mallas LiDAR fue el único no automatizado 
en R puesto que actualmente no está disponible la descarga de datos del IGN a través de 
scripting. 
El tratamiento de la información se hizo enteramente con el paquete “lidR”. Dada la 
enorme cantidad de datos a procesar, el primer paso fue el ajuste de los parámetros de 
computación (función propia de “lidR”) como la definición del límite de memoria, número 
de núcleos o cores a utilizar, el tamaño del procesado para cada cuadrícula LiDAR (sub-
cuadrículas) o el tamaño del buffer de procesado entre sub-cuadrículas para evitar vacíos 
entre éstas. Esto permitió optimizar los recursos computacionales y agilizar el procesado 
de los datos LiDAR. Asimismo, se definió para la totalidad de las cuadrículas la proyección 
UTM 30N, por lo que la zona oriental del PNOMP (en UTM 31N) tuvo que ser transformada 
a este huso. 
Tras ello se procedió a la descompresión de los archivos “laz” a formato “las”. Todos 
ellos se encontraban clasificados por defecto de manera automática en diferentes clases 
existiendo algunos errores altimétricos catalogados como “ruido” y clasificados en la clase 
7. Seguidamente se generó un catálogo para englobar en un único dataset las 135 
cuadrículas “las” mediante la función “catalog”. Seguidamente, se extrajeron los retornos 
con valores anómalos eliminando la clase 7 (“ruido”) del dataset” a través de la función 
“lasfilter”. Con la nube de puntos filtrada se aplicó la función “grid_terrain” que interpoló la 
nube de puntos clasificados como suelo (clase 2) a partir del método TIN y permitió la 
generación del MDE a una resolución de 5 m (Figura 3.9). 
El último paso consistió en la creación de la variable CHM mediante la función 
“grid_canopy” sobre el dataset, que produjo un Modelo Digital de Superficie (MDS) usando 
el algoritmo “pitfree” de Khosravipur et al. (2014), basado en la triangulación de Delaunay, 
y extrajo las clases de vegetación de la nube de puntos para estimar la altura de 
cubrimiento del dosel vegetal. Debido a la existencia de paredones verticales en el PNOMP 
con vegetación, algunos píxeles de CHM obtuvieron valores de 45 m. El CHM fue elegida 
como variable porque condiciona la entrada de la radiación solar a niveles superficiales 
[Dobrowski, 2011; Ashcroft & Gollan, 2012; Maclean et al., 2016; Meineri & Hylander, 
2017], pudiendo crear micro-climas locales en estos niveles donde habitan las plantas. Ha 
sido usada como variable predictora para la identificación de micro-refugios en los estudios 
de Ashcroft et al. (2012) y Maclean et al. (2019). Dado el carácter no-predictivo del estudio 
sino de caracterización de hábitats, no se tuvo en cuenta el desfase temporal existente 
desde la toma de datos LiDAR (2010). 
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Figura 3.9. MDE de 5 m de resolución resultante de LiDAR con cuadrículas LiDAR-PNOA utilizadas. 
 
3.2.2.2. Generación de los predictores topográfico-ambientales 
El MDE generado con LiDAR se usó para obtener las variables topográficas predictoras 
a una resolución de 5 m mediante diferentes paquetes en entorno R. El módulo terrain del 
paquete “raster” calculó la pendiente, la orientación y la elevación relativa a partir del MDE. 
El paquete “RSAGA” permitió la conexión del modo de comandos del SIG “SAGA” al entorno 
R para generar las variables basadas en índices topográfico-ambientales (excepto el SEI). 
Para poder realizar los procesos en SAGA, hubo que convertir los ráster de entrada a 
formato “sgrd” y, posteriormente, exportar los de salida como “tif” haciendo uso del 
paquete “raster”. Por último, el paquete “spatialEco” posibilitó la obtención de la curvatura 
del terreno a partir del Índice de Concavidad/Convexidad. 
 Las principales variables derivadas del MDE fueron la pendiente (calculada en grados) 
y la orientación (en grados), ambas usadas en un gran número de estudios micro-
climáticos previos [Lundquist et al., 2008; Ashcroft et al., 2012; Keppel et al., 2015; 
Maclean et al., 2016; Niskanen et al., 2016; Bátori et al., 2017; Meineri & Hylander, 
2017; Gubler et al., 2018; Niederheiser et al., 2018; Suggitt et al., 2018], y utilizadas 
para calcular las variables predictoras del modelo basadas en índices topográfico-
ambientales. 
 
 La elevación relativa se usó como aproximación a la corriente fría del aire o cold-air 
drainage [Ashcroft & Gollan, 2012; Meineri & Hylander, 2017], factor climático que se 
produce desde las altas a las bajas elevaciones con efectos pronunciados en las 
temperaturas locales de los fondos de valle [Dobrowski, 2011; Novick et al., 2016]. 
Este hecho produce inversiones térmicas en las zonas bajas donde la temperatura 
aumenta con la elevación [Hylander et al., 2015]. Su cálculo se realizó a partir de la 
diferencia entre dos funciones focales (máximas y mínimas) incluidas en el paquete 
“raster” mediante una ventana kernel de 9x9 aplicada sobre el MDE.  
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 El Índice de Exposición o Solar Exposure Index (SEI) se calculó a partir de la fórmula 
propuesta por Balice et al. (2000) que pone en relación la pendiente (calculada para 
este índice en porcentaje) y la orientación para estimar el grado de exposición solar 
que un punto del territorio experimenta durante las estaciones de crecimiento 
vegetativo. La ecuación asume que en un sitio con pendientes escarpadas y una 
orientación de 190º respecto al norte geográfico recibirá la mayor cantidad de 
radiación solar [Balice et al., 2000; Ashcroft et al., 2012; Gubler et al.; 2018], un factor 
que en zonas topográficamente complejas puede producir variaciones climáticas 
locales significativas. 
𝑆𝐸𝐼 = 𝑝𝑒𝑛𝑑𝑖𝑒𝑛𝑡𝑒 ∗ cos⁡(




 El grado en que un punto del territorio está expuesto al viento fue calculado a través 
del Índice de Exposición al Viento o Wind Exposure Index (WEI) basado en los estudios 
de Boehner & Antonic (2009). Este índice calculó el promedio del efecto del viento en 
todas las direcciones en un píxel usando un paso angular [Boehner & Antonic, 2009; 
Maclean et al., 2016; Harris & Baird, 2018]. Los valores por debajo de 1 significaron 
áreas protegidas del efecto del viento mientras que los que se situaron por encima de 
1 indicaron áreas de gran exposición. Estas diferencias suelen propiciar cambios en las 
temperaturas a escala local, especialmente en áreas rugosas. 
 
 
 El cálculo de la rugosidad se realizó a través del Índice de Rugosidad del Terreno o 
Terrain Ruggedness Index (TRI) de Riley et al. (1999). Este modelo proporcionó una 
medida cuantitativa de la heterogeneidad topográfica a partir del MDE mediante la 
aplicación de funciones focales basadas en la vecindad entre píxeles, donde una mayor 
diferencia indica una alta rugosidad del terreno [Riley et al., 1999; Niederheiser et al., 
2018; Tile & Bemmels, 2018]. Por su parte, el Índice de Humedad Topográfica o 
Topographic Wetness Index (TWI), de Beven & Kirkby (1979), permitió aproximarse al 
contenido de humedad del suelo y modelizar potenciales áreas de acumulación de 
agua [Beven & Kirkby, 1979; Moore et al., 1991; Boehner & Selige, 2006; Meineri & 
Hylander, 2017].  
 
 Por último, con “spatialEco” se calculó la curvatura del terreno como otra forma de 
aproximación a la corriente de aire frío o cold-air drainage [Meineri & Hylander, 2017; 
Gubler et al., 2018] mediante el Índice de Concavidad/Convexidad de McNab (1989), 
Bolstand & Lillesand (1992) y McNab (1993). Esta variable se considera un 
componente importante de aproximación ecológica al permitir modelar la forma del 
terreno, que influye en un gran conjunto de patrones climáticos incluyendo las 
temperaturas a nivel superficial, sobre todo en áreas montañosas [McNab, 1993]. 
 
3.2.2.3. Extracción de los valores a los puntos de muestreo 
Obtenidas las 11 variables topográfico-ambientales (Figura 3.10) se procedió a su 
agrupación en un archivo ráster multibanda mediante la función “stack” del paquete 
“raster”, archivo del que se extrajeron los valores de cada una de las variables predictoras 
en las 73 estaciones del PNOMP dotadas de iButton®. De esta forma se pudieron generar 
dos tablas compuestas por las estaciones (filas) y las variables dependientes e 
independientes (columnas), uniéndose posteriormente para generar la matriz final que 
entraría en el proceso de modelización. 
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Figura 3.10. Variables topográfico-ambientales predictoras generadas: i) Altitud; ii) CHM; iii) 
Curvatura; iv) Elevación relativa; v) Orientación; vi) Pendiente; vii) PISR; viii) SEI; ix) TRI; x) TWI; xi) 
WEI. 
 
3.2.3. Análisis exploratorio y ajuste de modelos 
Se realizaron diversos análisis exploratorios de las variables dependientes e 
independientes previa a su modelización. En primer lugar, se confirmó que todas las 
predictoras se ajustaban a una distribución normal excepto CHM y TRI que tuvieron que ser 
transformadas logarítmicamente. Posteriormente, distintos análisis de correlación 
mostraron la existencia de asociaciones significativas y colinealidad entre algunas de ellas, 
identificándose cuatro grandes grupos de variables relacionadas mediante árbol de 
correlación (Figura 3.11): 1) SEI y PISR; 2) orientación y curvatura; 3) TWI, TRI, elevación 
relativa y pendiente; 4) CHM, WEI y altitud; la correlación fue menor en el grupo 1 y mayor 
en el 2 (ramificación más baja y alta respectivamente). 
Una posterior comparación por pares (Figura 3.12) identificó una alta correlación 
(R2>=0,60) en ciertas variables que se relacionaban con los grupos establecidos por el 
árbol de correlación; por ejemplo, la altitud y WEI; elevación relativa, pendiente, TRI y TWI; y 
PISR y SEI. Finalmente, se examinó la relación de cada una de las variables dependientes 







Figura 3.11. Árbol de correlación de las variables predictoras. Se formaron cuatro grandes grupos 
(ramificaciones) de relación. 
 
Figura 3.12. Gráfico de comparación por pares de las variables predictoras. Se identificaron 
relaciones similares a los identificados en el árbol de correlación. 
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Las variables independientes introducidas finalmente en los modelos fueron la altitud, 
por poseer la mayor correlación de todas las predictoras con las variables climáticas, y una 
variable de cada uno de los cuatro grupos identificados por el árbol de correlación, siendo 
éstas las que menor conflicto tenían con el resto de predictoras (examinado en el gráfico 
de correlaciones): PISR, orientación, TWI y CHM. Se realizó, como último paso exploratorio, 
un análisis VIF (Variance Inflation Factor) que confirmó la no-colinealidad de las variables 
definitivas. 
Tras comprobar mediante modelos GAM (Generalized Aditive Models) que la relación 
entre temperaturas y la principal variable predictora (altitud) era linear se procedió al 
ajuste de modelos mediante funciones lineales (LM), creándose tres tipos de modelos para 
cada variable climática en los que se compararon sus ajustes para determinar el más 
significativo. El primer modelo fue el topográfico-básico e incluyó como única variable 
predictora la altitud; el segundo fue el modelo CHM, que usó la altitud y el CHM como 
predictoras; y el tercero fue el modelo topográfico-completo, que incluyó todas las variables 
seleccionadas potencialmente como predictoras (altitud, PISR, orientación, TWI y CHM). 
Ello permitió conocer el grado de relevancia de la inclusión del CHM y del conjunto de las 
variables topográficas en los modelos frente a la altitud, que suele presentarse como 
principal predictora de la temperatura y que, en nuestro caso, fue la que mayor correlación 
tuvo con las variables climáticas. Los mejores ajustes se lograron, en todos los casos, con 
el modelo topográfico-completo excepto en las temperaturas mínimas de invierno, que 
alcanzó una mayor significación en el modelo CHM.  
Para cada variable dependiente y mediante análisis exploratorios por pasos se 
compararon modelos con distintas combinaciones de las variables predictoras, utilizando 
para su selección el menor índice AIC (Akaike’s Information Criterion), los valores de VIF 
(VIF<2), y la existencia de diferencias significativas resultantes de un análisis ANOVA 
(Analysis of Variance) entre modelos con distintas variables predictoras. En todos los casos 
el modelo topográfico-completo fue más explicativo respecto a sus alternativos excepto en 
las mínimas de invierno que lo fue el modelo CHM. Para cada variable climática se 
determinó así un conjunto diferente de predictoras que serán la base de los modelos 
topoclimáticos y el RI (Tabla 3.4). 
 





Temperatura mínima anual Altitud, CHM, orientación, TWI 
Temperatura máxima anual Altitud, PISR, orientación, TWI 
Temperatura mínima de invierno Altitud, CHM 
Temperatura mínima de verano Altitud, PISR, orientación, TWI 
Temperatura máxima de invierno Altitud, PISR, TWI 
Temperatura máxima de verano Altitud, CHM, PISR, orientación, TWI 
Growing Degree Day (GDD base 5ºC) Altitud, PISR, TWI 
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Los modelos topoclimáticos generados fueron espacializados a la totalidad del PNOMP 
y zona periférica obteniéndose 6 archivos ráster a una resolución de 5 m mediante el 
paquete “raster”. 
 
3.2.4. Comparación con otras bases de datos 
Con el fin de explorar e interpretar diferencias entre los resultados obtenidos en el 
presente estudio y los que se hubiesen generado mediante modelos públicos de uso 
frecuente, se realizó una comparación de diferentes variables climáticas (temperatura 
media anual, estival e invernal) con los datos climáticos de CHELSA, WorldClim y PDCA, y 
de temperatura de suelo extraído de EuroLST (MODIS). Los datasets descargados fueron 
recortados al área de estudio y extraída la información en los 73 puntos de muestreo para 
los tres escenarios. Se aplicó el estadístico Kruskal-Wallis de comparación de medias para 
establecer el grado de significación entre modelos y se generaron gráficas de caja 
(boxplots) para comparación visual. En el caso concreto de EuroLST, la comparación pudo 
considerarse una validación del modelo propuesto en este estudio, puesto que sus datos 
eran muy similares a los que proporcionan los iButton® excepto en el caso de bosques. Por 
esa razón, las comparaciones se realizaron de forma separada para cada tipo de hábitat. 
 
3.2.5. Cálculo del Refugia Index (RI) 
Los potenciales refugios climáticos del PNOMP fueron identificados a partir de los 
modelos topoclimáticos usando el concepto de Refugia Index (RI) propuesto por Ashcroft et 
al. (2012). Se trata de una aproximación analítica que combina: 
i) Las temperaturas extremas, con el fin de generar escenarios inhóspitos en los que 
detectar refugios. 
ii) Las localizaciones que son climáticamente más estables, puesto que la estabilidad 
es un requisito inherente al concepto de refugio en situación de cambios en las 
temperaturas. 
iii) Las localizaciones con temperaturas más diferentes al promedio de la región, dado 
que, por definición, un refugio para un organismo se encuentra aislado en una 
matriz ambiental desfavorable. 
Puesto que el concepto de refugio es relativo, y lo que puede ser refugio para un 
organismo adaptado al calor no lo será para uno adaptado al frio, este índice fue calculado 
tanto para escenarios cálidos como fríos haciendo uso de las temperaturas máximas y 
mínimas respectivamente. En el escenario cálido, las temperaturas extremas utilizadas 
fueron las máximas anuales, la estabilidad climática fue el resultado de la diferencia entre 
las máximas de verano y las de invierno, y la diferencia respecto a la región se obtuvo 
mediante la diferencia entre la temperatura máxima de verano y el promedio de las 
máximas de verano para toda el área de estudio. Asimismo, para el escenario frío se 
utilizaron como temperaturas extremas las mínimas anuales, la estabilidad climática fue la 
diferencia entre las temperaturas mínimas de verano y las de invierno, y la diferencia 
respecto a la región se halló mediante la diferencia entre la mínima de invierno y el 




Tabla 3.5. Variables incluidas en el Refugia Index 




Temperatura máxima anual 
ii) Variabilidad 
climática 
Diferencia entre la máxima de verano y la 
máxima de invierno 
iii) Aislamiento 
regional 
Diferencia entre la máxima de verano en 
un punto y el promedio de las máximas de 




Temperatura mínima anual 
ii) Variabilidad 
climática 
Diferencia entre la mínima de verano y la 
mínima de invierno 
iii) Aislamiento 
regional 
Diferencia entre la mínima de invierno en 
un punto y el promedio de las mínimas de 
invierno del PNOMP 
 
Estos tres componentes fueron estandarizados para poder hacerlos comparables 
entre sí mediante los Z-valores ([x – media]) / desviación estándar). Resultados positivos 
de estos Z-valores indican sitios con temperaturas elevadas, con alta variabilidad climática 
(inestable) y más cálidos que el promedio de la región; resultados negativos de los Z-
valores indican lugares con temperaturas bajas, con poca variabilidad climática (estable) y 
más fríos que el promedio de la región. La obtención del RI se obtuvo mediante dos 
fórmulas en función de si el valor del Z-valor de la diferencia respecto a la región era 
positiva (sitio cálido) o negativa (sitio frío). 
En caso de que el sitio fuera más frío que la región: 
𝑅𝐼 =




En caso de que el sitio fuera más cálido que la región: 
𝑅𝐼 =




Donde Ztemp es el Z-valor basado en las temperaturas extremas, Zvar es el Z-valor 
basado en la variabilidad climática y Zmatrix es el Z-valor basado en la diferencia respecto 
a la región. Cuando el valor de Zmatrix era positivo fue necesario invertir el signo de Zvar ya 
que la estabilidad climática viene dada por valores negativos y ello penalizaba el valor final 
de RI para refugios cálidos. La fórmula permitió la identificación de refugios climáticos fríos 
cuando los valores RI fueron bajos (< 0), teniendo en cuenta que un refugio frío debe tener 
temperaturas bajas (Ztemp < 0), estabilidad climática (Zvar < 0) y diferencias negativas 
respecto a la temperatura regional (Zmatrix < 0). Asimismo, los refugios cálidos obtuvieron 
valores RI altos (> 0) al tener temperaturas altas (Ztemp > 0), ser igualmente estables 
(Zvar < 0; por ello en este caso Zvar tuvo que ser invertida) y con diferencias positivas 
respecto a la temperatura de la región (Zmatrix > 0). La obtención del RI para cada pixel 
definido en el PNOMP posibilitó identificar potenciales refugios climáticos y generar las 
cartografías finales de refugios climáticos fríos para un contexto de aumento de las 
temperaturas (escenario cálido) y de refugios climáticos cálidos para un contexto de 
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descenso térmico (escenario frío). Finalmente, se elaboró un “Índice de Refugio 
Combinado” mediante la suma de los valores resultantes en ambos escenarios, que 
muestra las zonas del PNOMP más cálidas y estables (valores altos en los dos escenarios) 
y más frías (valores bajos en los dos escenarios) con independencia del escenario cálido o 
frío. Al integrar los dos tipos de escenarios, este índice combinado descata los lugares que 
han podido servir como refugio en distintas épocas geológicas, alternándose periodos 
glaciares e interglaciares. 
 
3.2.6 Validación biológica de los refugios climáticos 
Dado que los inventarios florísticos se encuentran georreferenciados en la proyección 
UTM 30N a escala de 1 km2, tras superponer la malla UTM a la zona de estudio se calculó 
un RI para cada UTM como el valor medio de todos los pixeles de 5x5 m incluidos en cada 
UTM. El porcentaje medio de plantas alpinas y boreoalpinas (adaptadas al frío), y 
mediterráneas (adaptadas al calor) de los inventarios contenidos en cada UTM se 
promedió para obtener un único valor de la frecuencia de adaptadas al frío y al calor por 
separado en cada celda. Con el fin de explorar si existe una buena asociación entre lo que 
nuestros modelos determinan como refugios cálidos o refugios fríos y la composición de 
plantas de afinidades cálidas o frías respectivamente, se calculó el coeficiente de 
correlación de Pearson entre el “RI combinado” de cada UTM y la proporción de plantas 
cálidas y plantas frías. Un buena relación (positiva o negativa) indicará que el modelo está 
realmente detectando refugios climáticos, validando de esta forma el modelo 
topoclimático. Para asegurar que la relación entre “RI combinado” y proporción de plantas 
no es debida al efecto de la altitud (variable muy ligada a las temperaturas extremas que 
se usan en el RI), se compararon dos modelos GLM (Generalized Linear Model) asociando 
las proportiones de los dos tipos de plantas y el RI combinado, con y sin la variable altitud, 




4.1. Datos climáticos de los iButton® 
 
4.1.1. Controles de calidad 
Los controles de calidad aplicados a los datos diarios no detectaron valores de 
mínimas que fueran más elevadas que las máximas en un mismo día en toda la serie 
temporal. Sin embargo, se identificaron numerosos casos de días consecutivos con un 
mismo valor de temperatura, tanto en mínimas como en máximas, que fue necesario 
verificar. La gran mayoría de estos casos se debió al cubrimiento de nieve que 
experimentan los sensores entre los meses de diciembre y abril (en las zonas más 
expuestas se alargaba hasta mayo-junio), propiciando que los valores registrados fueran 
homogéneos durante muchas jornadas seguidas, con un rango térmico entre -1,5ºC y 
1,5ºC. Estos casos se produjeron en las estaciones situadas en roquedos (rocks) y 
matorrales (grassland) (Figura 4.1), sitios más expuestos a estas situaciones y localizados 
en zonas elevadas (Figura 4.2). Se trata del escenario real que soportan las plantas en 
estas zonas, por lo que estos registros no fueron eliminados. Los pocos casos restantes 
fueron examinados y descartados por ser sumamente sospechosos. 
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Respecto a los valores anómalos en las mínimas, aquellos por debajo de -10ºC no 
fueron suprimidos ya que los datos procedían de estaciones situadas en sitios elevados, 
durante los meses de invierno y en días muy fríos (valores muy bajos en otras estaciones 
próximas). Sin embargo, se eliminaron valores mínimos por encima de 20ºC cuando éstos 
se producían en los meses de invierno y no existía correlación temporal ni espacial con 
iButton® próximos. Por su parte, en las máximas tampoco se eliminaron valores por debajo 
de -3ºC por producirse, nuevamente, en sitios altos y en meses fríos; pero se detectaron 
numerosos casos por encima de 40ºC y de 50ºC que fueron revisados y, en algunas 
ocasiones eliminados. En este sentido, se comprobó que los iButton® suelen experimentar 
valores muy elevados en los meses más cálidos (verano) y en zonas de matorrales y 
roquedos, expuestas a la radiación solar (Figura 4.3). Según el estudio de Ashcroft et al. 
(2012) realizado con iButton®, estos sensores suelen calentarse hasta alcanzar valores de 
55ºC en los días más cálidos, siendo de media unos 10ºC superior a observatorios 
meteorológicos. Estas diferencias se explican por la mayor cercanía al suelo de los 
primeros respecto a los segundos; en nuestro caso entre 2 y 5 cm de altura. 
 
Tabla 4.1. Resumen de los valores registrados por los sensores en los 73 puntos de muestreo. 
Datos (diarios) Mínima Máxima Media Percentil 5 Percentil 95 Desv. Est. 
Temperaturas mínimas -19ºC 24ºC 4,35ºC -7ºC 18ºC 0,89ºC 
Temperaturas máximas -15ºC 55ºC 12,73ºC 5ºC 20,54ºC 2,01ºC 
 
4.1.2. Análisis de las temperaturas 
Los datos diarios (Tabla 4.1) registraron un valor mínimo absoluto el 6 de febrero de 
2015 de -19ºC en la estación 97, situada en un pasto rocoso alpino a 2.662 m s.n.m., y la 
más próxima a Monte Perdido. La máxima absoluta se dio el 3 de agosto de 2017 en la 
estación 99 con 55ºC, situada en un tomillar-romeral muy expuesto con pinos dispersos y 
manchas de suelo descubierto, ubicado en la entrada del valle de Añisclo. La máxima más 
baja se produjo en la estación 48 el 18 de enero de 2017, situada en el valle de Ordesa 
bajo bosque de salguerales y cascajos y en un periodo de temperaturas generalizadas muy 
bajas, pero más acusada en este sitio por inversión térmica. La mínima más elevada fue 
registrada por la estación 7 el 4 de agosto de 2017 con 22,5ºC, en un pinar mixto en el 
extremo sur del valle de Añisclo. 
 
Figura 4.1. Distribución de 
las temperaturas medias de 
febrero en el PNOMP según 
hábitat. Se observa una 
menor variabilidad en las 
zonas abiertas de pastos y 
matorrales (Grassland), 
producto del cubrimiento 
nival que produce 
temperaturas homogéneas 
y consecutivas durante 




Figura 4.2. Rango altitudinal por tipo de hábitat. Las zonas de matorrales y roquedo se sitúan en 
zonas más elevadas y, por tanto, expuestas a la nieve. 
 
Figura 4.3. Percentil 95 de las temperaturas máximas diarias según el tipo de hábitat. Los hábitats 
con vegetación tipo pasto y matorral (Grassland) y los roquedos (Rocks) son los que presentan los 
valores más altos y una mayor amplitud térmica. 
 
4.1.3. Comparación con otras fuentes de datos climáticos 
La agrupación de los datos por meses permitió generar un año-tipo, y generar las 
variables dependientes para el modelo topoclimático y la identificación de refugios (Figura 
4.4). Las temperaturas medias mínimas y máximas anuales y de verano e invierno se 
compararon con las obtenidas a partir de la base de datos STEAD del proyecto CLIM’PY 
para los mismos puntos de muestreo, mediante correlación pairwise (Tabla 4.2). La 
relación más significativa se produjo con las máximas anuales (correlación de Pearson: 
0,6303) mientras que en invierno el efecto de la nieve dio como resultado la correlación 
más baja en las mínimas (0,3033). 
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Figura 4.4. Rango de temperaturas de las variables dependientes de los modelos topoclimáticos 
para la detección de los refugios. 
 














iButton® ~ CLIM’PY 0,5737 0,6303 0,3033 0,5336 0,5046 0,4620 
 
Por otro lado, se compararon los resultados proporcionados por 6 sensores situados 
en la estación meteorológica del Refugio de Góriz y los de la propia estación durante la 
semana del 14 al 21 de agosto de 2019 (Figura 4.5). Los iButton® registraron valores más 
extremos en las mínimas y máximas diarias, siendo en estas últimas más acusadas 
especialmente en los sensores depositados a nivel de suelo. Se pudo advertir que los 
sensores emplazados a pocos cm del suelo son más proclives a calentarse y producir 
amplitudes diarias más rápidas y acusadas que los ubicados en aire. La estación 
meteorológica recogió valores mucho más homogéneos y algo más retardados que los 
sensores gracias a su mayor grado de protección. En esta prueba los sensores fueron 
protegidos de diferente forma (sin cobertura, con malla y con tela); los resultados indicaron 
que no hubo diferencias relevantes debido al tipo de protección ni entre los de aire ni entre 
los de suelo. 
 
Figura 4.5. Valores registrados en el Refugio de Góriz durante la semana del 14 al 21 de agosto de 
2019. En negro: estación meteorológica; en azul: 3 sensores en aire dispuestos a la misma altura 
que la estación de aire: 5 m; en marrón: 3 sensores en suelo dispuestos a 5 cm de altura bajo la 
estación. La línea continua se refiera a ibutton sin protección, y las discontínuas a ibuttons con 
protección de 2 mallas que permiten un mayor o menor paso de luz. 
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4.1.4. Análisis de los días con crecimiento vegetativo (GDD) 
Los resultados para los tres años seleccionados mostraron que la estación 99, 
ubicada en la entrada sur de Añisclo, fue la que mayor número de crecimiento vegetativo 
(GDD) tuvo, con 1.058 días de 1.096 con valores de temperatura por encima de los 5ºC. 
Otras estaciones próximas del mismo valle obtuvieron también valores GDD altos como la 
estación 1: 930 días; la estación 7: 905 días; la estación 9 (“A5”): 896 días; o la estación 
10: 855 días. En este sentido, esta zona boscosa destacó por poseer temperaturas por 
encima de la media que se ven reflejadas en los altos valores del GDD. Por el contrario, la 
estación 53 obtuvo el menor valor GDD con 297 días seguido de la estación 65: 342 días, 
ambas en zonas de suelo desnudo. El tipo de hábitat determinó en buena medida estas 
diferencias, observándose una menor variabilidad y mayor número de GDD en bosques 
mientras que en matorrales y roquedos, zonas menos protegidas de la nieve, los valores 
GDD fueron, en general, más bajos y con mayor varianza (Figura 4.6). 
 
 
Figura 4.6. Número de días con crecimiento vegetativo (GDD) por tipo de hábitat. 
 
4.2. Predictoras topográficas 
Los análisis exploratorios identificaron correlaciones de Pearson significativas de las 
variables climáticas de los modelos con la altitud excepto en las mínimas de invierno (cor=-
0,3913). En este escenario se observaron diferencias al distinguir por el tipo de hábitat 
(Figura 4.7) produciéndose una escasa correlación en matorrales debido al efecto 
mitigador del manto de nieve en las temperaturas. También se advirtió de una menor 
correlación con las máximas de verano (cor= - 0,4895), especialmente en roquedos (Figura 
4.8) dada su mayor exposición a la radiación solar y al calentamiento del suelo. Las 





Figura 4.7. Correlación de las mínimas de invierno con la altitud según el tipo de hábitat. Se observa 
la falta de elación en el hábitat con vegetación abierta (Grassland) por el continuado efecto 
amortiguador de la nieve en las temperaturas. 
 
 
Figura 4.8. Correlación de las máximas de verano con la altitud según el tipo de hábitat. Se observa 
una menor relación en la clase de los roquedos (Rocks) probablemente porque sus variadas 
exposiciones resultan en valores mas extremos de forma más independiente a la altitud: un fuerte 
calentamiento en las orientaciones S y por el contrario una mayor protección frente a los efectos de 
la radiación en las caras N. 
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4.3. Ajuste de modelos y validaciones 
Los modelos topográficos mejoraron sustancialmente al resto de modelos más 
sencillos, siendo mayor su significación respecto a los no-topográficos en la máxima anual, 
la máxima invernal y el GDD. Como única excepción, las mínimas de invierno tuvieron un 
ajuste menos bajo en el modelo CHM, aunque las diferencias entre éste y el topográfico no 
fueron significativas según el análisis AIC realizado. 
Las mínimas de invierno y las máximas de verano tuvieron los ajustes más bajos en el 
modelo topoclimático final (R2=0,2023 y R2=0,3827, respectivamente) mientras que los 
mejores ajustes se dieron con las mínimas de verano y las mínimas anuales (R2=0,7896 y 
R2=0,7260, respectivamente). Por su parte, el número de días de crecimiento vegetal 
(GDD) alcanzó un ajuste máximo de R2=0,8406 siendo la variable climática de mejor 
ajuste, aunque no formó parte del cálculo del RI. 
 
Tabla 4.3. Grado de ajuste de modelos (valor de R2). 













Tmin anual 0,6785 0,7014 0,7260 0,7297 




Tmin invierno 0,1412 0,2023 0,1886 0,2023 
Tmin verano 0,7230 0,7315 0,7896 0,7874 
Tmax invierno 0,4490 0,4550 0,6297 0,6308 
Tmax verano 0,2289 0,2677 0,3827 0,3827 
 GDD 0,7424 0,7433 0,8406 0,8428 
 
Las comprobaciones de los registros de temperatura para la validación final de los 
modelos mostraron una amplia similitud con los datos de EuroLST (p < 0,05), basado en la 
temperatura del suelo a partir de información MODIS, para las temperaturas medias 
anuales (Figura 4.9) y de verano (Figura 4.10). En invierno se observó que el efecto de 
cubrimiento nival produjo medias superiores en los iButton® respecto a los registrados por 
EuroLST (Figura 4.11), que no es capaz de estimar la temperatura bajo nieve. Los modelos 
basados en datos climáticos fueron similares entre sí pero diferentes a EuroLST e iButton® 





Figura 4.9. Comparación múltiple de 
temperaturas medias anuales 
(escenario BIO-01) según datos 
climáticos y temperatura de suelo 
obtenidas por sensor remoto y en este 
estudio (TOPOCLIMATE). De izquierda a 
derecha: WorldClim1, WorldClim2, 
CHELSA, PDCA, EuroLST, TOPOCLIMATE.  
El modelo EuroLST es que mejor se 
ajusta a los datos de los iButton® 
(“Topoclimate”), no existiendo 





Figura 4.10. Comparación de 
temperaturas medias de verano 
(escenario BIO-10) con datos climáticos 
y temperatura de suelo. De izquierda a 
derecha: WorldClim1, WorldClim2, 
CHELSA, PDCA, EuroLST, TOPOCLIMATE. 
El modelo EuroLST es que mejor se 
ajusta a los datos de los iButton® 
(“Topoclimate”), no existiendo 






Figura 4.11. Comparación de 
temperaturas medias de invierno 
(escenario BIO-11) con datos climáticos 
y temperatura de suelo y efecto del 
cubrimiento nival en el modelo de los 
iButton® (“Topoclimate”). De izquierda a 
derecha: WorldClim1, WorldClim2, 
CHELSA, PDCA, EuroLST, TOPOCLIMATE 
En este escenario aparecen diferencias 
significativas con EuroLST (Kruskal-
Wallis, p<0,05) debido al manto nival, 
de forma que la temperatura en 
superficie es percibida de distinta forma 




Figura 4.12. Detalle de las diferencias en la resolución en función de la base de datos climática para 
una misma zona de estudio (valle de Ordesa y zona de Góriz): i) WorldClim2: 1 km; EuroLST (MODIS): 




4.4. Modelos topoclimáticos  
 
4.4.1. Temperaturas extremas 
 
Figura 4.13. Cartografía de las temperaturas mínimas anuales (ºC). 
 
Las temperaturas mínimas del año fueron espacializadas con el modelo topoclimático, 
cuyo ajuste fue de R2 = 0,7297 (Figura 4.13). Las mejores predictoras fueron la altitud, el 
CHM, la orientación y el TWI. Los valores más bajos se localizaron en las zonas elevadas 
(macizo de Monte Perdido) y laderas de umbría mientras que las más elevadas se 
concentraron en la entrada meridional de depresiones topográficas como los cañones de 
Añisclo y Escuaín. Se observaron diferencias térmicas sustanciales según la orientación de 
la ladera y por gradiente altitudinal. Los paredones kársticos de las sierras del valle de 
Ordesa mostraron mínimas algo más bajas que su alrededor. 
Por su parte, las temperaturas máximas del año fueron espacializadas con un ajuste 
R2 = 0,6431 (Figura 4.14). Las mejores predictoras fueron la altitud, el PISR, la orientación 
y el TWI. Los valores más bajos se localizaron nuevamente en las zonas más elevadas, 
especialmente en Monte Perdido, mientras que los registros más altos se localizaron en los 
principales valles (Añisclo, entrada de Ordesa y Pineta) y en zonas de solana, existiendo 





Figura 4.14. Cartografía de las temperaturas máximas anuales (ºC). 
 
4.4.2. Variabilidad climática 
La variabilidad térmica fue espacializada con un nivel de ajuste menor que las 
temperaturas extremas, debido principalmente a las mínimas de invierno (cubrimiento 
nival) y las máximas de verano (insolación). 
La variabilidad en las temperaturas mínimas se obtuvo a partir de la diferencia entre 
las mínimas de verano (ajuste del modelo: R2 = 0,7874) y las de invierno (R2 = 0,2023) 
(Figura 4.15). Las zonas más estables se localizaron en las zonas elevadas y con ausencia 
de vegetación (matorrales y roquedos) motivado por la inercia que impone el cubrimiento 
nival invernal y por las bajas temperaturas mínimas estivales. Esta estabilidad también 
pudo observarse en las laderas umbrosas de Ordesa y en el fondo del valle de Pineta 
cercano al río Cinca. En la parte baja del valle de Bujaruelo y gran parte de Ordesa la 
amplitud térmica fue mayor, excepto en algunos puntos de este último, así como en las 
laderas de solana, sobre todo en Pineta y Ordesa. En ambos casos, se trata de zonas 
boscosas (CHM alto) y poco elevadas que no experimentan cubrimiento nival en invierno y 
se encuentran expuestas a las inversiones térmicas. En el caso de Ordesa, las zonas más 
elevadas y los paredones que miran al sur mostraron una menor variabilidad. 
La variabilidad en las temperaturas máximas se obtuvo a partir de la diferencia entre 
las máximas de verano (ajuste del modelo: R2 = 0,3827) y las de invierno (R2 = 0,6297) 
(Figura 4.16). Al contrario que en el escenario anterior, los fondos de valle y las laderas de 
solana mostraron una menor amplitud térmica, zonas con altos niveles de CHM y menos 
expuestas a la radiación solar. Algunos sitios elevados mostraron también cierta 
estabilidad (NE de Pineta, sectores de Escuaín o puntos concretos en Bujaruelo). La 
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variabilidad fue mayor en laderas de umbría, especialmente en zonas altas de matorrales y 
roquedos expuestas a una mayor radiación solar incidente. 
 
     Figura 4.15. Cartografía de la variabilidad climática de las temperaturas mínimas (ºC). 
 
 
     Figura 4.16. Cartografía de la variabilidad climática de las temperaturas máximas (ºC). 
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4.4.3. Aislamiento regional 
El aislamiento regional fue espacializado a partir de las mínimas de invierno para el 
escenario frío, y de las máximas de verano para el escenario cálido. Se calculó como la 
diferencia entre el valor de cada punto y el valor promedio de la totalidad de puntos en el 
PNOMP. Estos modelos permitieron resaltar las zonas que poseen un clima más distintivo 
respecto a los de su alrededor. 
En las temperaturas mínimas (Figura 4.17), las zonas con temperaturas más frías 
respecto a la región (Tmin < 0ºC) se concentraron en los macizos elevados de Monte 
Perdido y Pineta, en las cimas de Cotatuero y Sierra de las Cutas (Ordesa), laderas de 
umbría y zonas de menor cubrimiento forestal. Los lugares más cálidos (Tmin > 0ºC) se 
localizaron en el fondo del valle de Pineta, en las laderas de solana y el sector sur del valle 
de Añisclo, entrada del valle de Ordesa y valles laterales de Bujaruelo; zonas con mayor 
insolación en invierno y libre del efecto de las nieves. 
Respecto a las temperaturas máximas (Figura 4.18), los sectores menos cálidos (Tmax 
< 0ºC) se localizaron en las zonas más elevadas de Monte Perdido y la sierra norte del valle 
del Pineta, así como en la cara norte de las laderas de Ordesa, es decir, debido a la 
elevación y la orientación respectivamente. Por su parte, las zonas más cálidas (Tmax > 
0ºC) se concentraron en el sector sur del PNOMP, en las solanas de Bujaruelo y Pineta, el 
fondo del cañón de Añisclo y en los paredones de Ordesa con orientación sur, pendiente 
casi vertical y sin cubimiento arbóreo. 
 
Figura 4.17. Cartografía del “aislamiento” de cada punto respecto al conjunto de valores del Parque 




Figura 4.18. Cartografía del “aislamiento” de cada punto respecto al conjunto de valores del Parque 
para las temperaturas máximas (ºC). 
 
4.4.4. Crecimiento vegetativo diario (GDD) 
El crecimiento vegetativo diario fue espacializado a partir del número de Growing 
Degree Days (GDD) con un ajuste R2=0,8428 siendo las mejores predictoras la altitud, el 
PISR y el TWI. Para la cartografía final se promedió el número total de días (calculado para 
3 años) por un año-tipo (Figura 4.19). Las zonas con los valores más elevados de GDD 
(más de 300 días anuales) se localizaron en la entrada del valle de Añisclo, la zona sur de 
Bujaruelo y Ordesa y sectores concretos de Escuaín y Pineta; en definitiva, depresiones 
topográficas con escasa altitud y hábitats dominados por vegetación arbórea. Por el 
contrario, los sectores elevados de Monte Perdido y Pineta obtuvieron los valores GDD más 
bajos, con menos de 100 días al año de crecimiento vegetal. Los resultados son muy 
comparables a los mapas de las mínimas y las máximas anuales y permiten observar las 
zonas más propensas a estar cubiertas por nieves, que son aquéllas con los valores GDD 
anuales más bajos. Por el contrario, en los lugares con GDD elevados se infiere que el 






Figura 4.19. Cartografía del nº de días anuales con crecimiento vegetativo o Growing Degree Day 
(GDD base 5: TºC media diaria >= 5ºC). 
 
4.5. Refugios climáticos y validación biológica 
Para un escenario cálido o interglacial (Figura 4.20) los refugios fríos que facilitarían la 
persistencia de plantas de afinidades alpinas y boreoalpinas se localizaron principalmente 
en el macizo de Monte Perdido, ladera sur de Ordesa (sierra de las Cutas), sectores 
elevados y laderas umbrosas de Bujaruelo y ladera sur del valle de Pineta. En el valle de 
Añisclo, extremadamente rugoso, estos refugios aparecieron de manera localizada en 
laderas elevadas y escarpadas de orientación N-NW y SE, pero también en el fondo de valle 
en su tramo medio-alto. También constituyeron refugios fríos los paredones kársticos de 
solana de Ordesa, que habían mostrado en las temperaturas mínimas poca variabilidad 
climática y valores por debajo del promedio regional. En general, las áreas de refugios más 
extensas aparecen en la mitad septentrional del PNOMP, mientras que en el sur predomina 
una distribución más parcheada y concentrada. 
Para un escenario frío o periodo glaciar (Figura 4.21) los refugios cálidos tuvieron una 
menor presencia espacial que los refugios fríos. Se localizaron principalmente en los 
sectores meridionales del PNOMP, expuestos a una mayor radiación solar y menor 
descenso térmico en invierno como las sierras de solana del sur y la totalidad de los 
sectores más bajo del valle de Añisclo; en zonas altas con escasa vegetación, como 
sectores de Bujaruelo y la amplia zona sur cercana a Añisclo; y en lugares con escasas o 
nulas inversiones térmicas, como determinadas zonas de Pineta y las laderas de solana 
poco elevadas de Ordesa y Pineta. 
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Figura 4.20. Cartografía de los refugios climáticos fríos (RI < -1) y cálidos (RI > 1) del PNOMP para un 
escenario cálido. 
 
Figura 4.21. Cartografía de los refugios climáticos fríos (RI < -1) y cálidos (RI > 1) del PNOMP para un 
escenario frío. 
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Los dos escenarios fueron combinados para mostrar en una única cartografía los 
refugios fríos y los refugios cálidos del PNOMP (Figura 4.22) a partir del Índice de Refugio 
Combinado. 
 
Figura 4.22. Cartografía del Índice de Refugio Combinado que muestra los refugios climáticos fríos 
(RI < 1) y cálidos (RI > 1) del PNOMP para cualquier escenario climático. 
 
El análisis de correlación entre el RI combinado de las UTMs y el porcentaje de plantas 
de afinidades cálidas o frías reveló una asociación muy significativa entre estas dos 
variables, positiva en el caso de refugios cálidos (mayores valores positivos de RI se 
relacionan con una mayor proporción de plantas cálidas) y negativa en el caso de los 
refugios fríos (menores valores de RI se relacionan con una mayor proporción de plantas 
alpinas y boreoalpinas). Estos resultados se vieron apoyados con el modelo GLM, que 
determinó que esta relación no se debe (exclusivamente) al componente de la altitud, es 
decir, que las plantas cálidas son proporcionalmente más abundantes en las zonas bajas y 
las frías en las zonas altas. El RI combinado contiene información más explicativa que la 
que proporciona la altitud, ya que en el caso de las plantas cálidas es el que tiene un 
efecto significativo sobre su mayor proporción en los inventarios (p=0,029), a diferencia de 
la altitud (p=0,323) (Figura 4.23). Esto se debe también al hecho de que muchas plantas 
mediterráneas pueden encontrarse a elevadas altitudes en las vertientes S del Pirineo, 
especialmente en roquedos con fuerte insolación. En el caso de las plantas frías ambas 
variables (altitud: p=0.002, RI combinado: p=0.0005) resultaron ser altamente 





Figura 4.23. Coeficiente de correlación de Pearson entre el Refugia Index combinado de cada UTM 
del PNOMP donde existen inventarios florísticos, y la proporción de plantas adaptadas al calor. 
 
Figura 4.24. Coeficiente de correlación de Pearson entre el Refugia Index combinado de cada UTM 
del PNOMP donde existen inventarios florísticos, y la proporción de plantas adaptadas al frío. 
 
5. Discusión 
En el contexto de cambio climático en el que nos encontramos, y cuando ya se habla 
de la “sexta extinción” por la acelerada pérdida de biodiversidad constatad en las últimas 
décadas [Pimm et al., 2014; Kolbert, 2014] muchas de las especies de lenta capacidad de 
migración sólo tendrán la posibilidad de persistir si resisten en refugios climáticos, gracias 
al amortiguamiento de temperaturas extremas que define estos ambientes. Para poder 
predecir qué fracción de la biodiversidad dependerá de refugios climáticos es necesario, en 
primer lugar, averiguar dónde se encuentran. Este estudio ha permitido identificar refugios 
tanto para especies de plantas cálidas como frías en uno de los lugares más biodiversos y 
complejos del Pirineo, a partir de la generación de modelos topoclimáticos a una alta 
resolución espacial (5 m), y usando sensores de campo que pudieron ser validados por los 
datos que ofrece EuroLST basado en el sensor MODIS.  
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5.1. Modelo topoclimático y Refugia Index 
El primer resultado metodológico obtenido ha sido la validación de los registros de los 
sensores utilizados. Los valores de temperatura que han recogido sobre el suelo han sido 
sensiblemente mayores que los datos basados en aire y en estaciones convencionales 
como las de AEMET, donde se amortiguan los extremos climáticos. Por tanto, las plantas 
soportan contrastes térmicos que las estaciones meteorológicas no registran dada su 
orientación hacia el clima regional y la disposición de sus sensores en zonas abiertas y en 
altura. En este sentido, aunque el uso de iButton® ha sido satisfactorio en otros trabajos 
similares [Ashcroft & Gollan, 2012; Ashcroft et al., 2012; Gubler et al., 2018], este estudio 
se ha visto notablemente respaldado por la buena correlación existente con EuroLST, 
justificando el uso de estos mini-sensores como proxies de las temperaturas que 
experimentan las plantas y que marcan su nicho térmico. 
La disposición de los sensores utilizados junto a los organismos vivos registra los 
valores verdaderamente relevantes para su fisiología, y ha permitido descifrar claramente, 
en el caso de las temperaturas mínimas invernales, que el efecto de la nieve en zonas 
elevadas de pasto, matorral y roquedo modifica las temperaturas que se esperarían para 
estos lugares por su altitud. Los resultados mostraron una escasa relación con la altitud en 
este escenario (la variable que mejor correlación obtuvo con las variables climáticas) 
especialmente en los hábitats de pastos y matorrales y, en menor medida, roquedos. La 
realización de análisis considerando el dosel vegetal y el tipo de hábitat por separado ha 
ayudado a comprender los resultados finales y el ajuste del modelo, un efecto que, de 
nuevo, no existe cuando se trabaja con estaciones meteorológicas. Bajo el manto de nieve 
los registros de los sensores oscilaron en el estrecho rango comprendido entre -1,5ºC y 
1,5ºC, cuando por encima de ellos las condiciones climáticas eran más extremas. Esto 
pudo confirmarse al observar los datos de EuroLST en invierno (BIO-11) siendo el único 
escenario en la que hubo diferencias con los registros de los iButton®. Este efecto iglú es 
el que previene a los organismos de sufrir las bajas temperaturas del exterior y lo que les 
permite persistir en estas áreas sin sufrir los dañinos efectos de la congelación. Por tanto, 
los registros de los sensores fueron correctos para el propósito del estudio. No obstante, 
para poder modelizar adecuadamente este escenario sería preciso obtener variables que 
recogieran el factor de alteración térmico que la nieve produce bajo su manto respecto a la 
superficie. 
En verano las temperaturas son más altas y la radiación solar incidente es mayor. 
Además, el suelo tiende a calentarse por el día y enfriarse por la noche más y de manera 
más veloz. Esta situación fue captada por los sensores, tal y como mostraron los que a 
efecto comparativo se colocaron en la estación meteorológica de Góriz: los iButton® 
respondieron más rápido y de manera más intensa al aumento de las temperaturas. 
Además, el aumento del contraste fue progresivo en función de la cercanía al suelo. En 
otros estudios ya se advirtió de esta circunstancia [Ashcroft & Gollan, 2012]; por ello, no se 
pueden eliminar automaticamente valores sospechosos tales como registros elevados. 
Este carácter extremo de las máximas se tradujo en que las variables independientes no 
fueron capaces de predecir bien los valores observados y, por tanto, un bajo nivel de ajuste 
del modelo para las medias de las mínimas de invierno. 
En términos generales, los resultados de este trabajo resaltan la evidente mejora que 
supone la inclusión de variables topográficas para modelizar el microclima en espacios 
montañosos. Los modelos ensayados mejoraron su ajuste al introducir estas variables de 
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alta resolución como predictoras además de la altitud, existiendo diferencias significativas 
en todos los casos, mejora que también se puso de manifiesto en Meineri & Hylander, 
(2017). Los escasos modelos topoclimáticos publicados hasta la fecha se han basado en 
temperaturas extremas (mínimas, máximas o percentiles) [Ashcroft et al., 2012; Ashcroft & 
Gollan, 2012; Niskanen et al., 2016; Meineri & Hylander, 2017; Gubler et al., 2018; Suggitt 
et al., 2018] pero también de valores promedios [Meineri & Hylander, 2017; Gubler et al., 
2018].  
Con frecuencia se ha utilizado la temperatura media para definir el nicho térmico de 
los organismos y realizar modelos predictivos sobre sus probabilidades de supervivencia. 
Sin embargo, de las 90 posibles formas que Körner & Hiltbrunner (2018) muestran para 
caracterizar las temperaturas que experimenta un ser vivo, sólo unas pocas son realmente 
importantes, como las temperaturas extremas por ser las que limitan su fisiología y les 
permiten persistir en un lugar. En nuestro caso, para el cálculo del RI se usaron 
temperaturas extremas provenientes de las mínimas y las máximas anuales, que son el 
resultado del promedio del año-tipo generado para cada punto muestral (el cual procede a 
su vez del promedio de los tres años completos seleccionados). No se trata, por tanto, de 
valores extremos absolutos sino de extremos medios, lo que sentiría un organismo-tipo a lo 
largo de un año. Ashcroft et al. (2012) y Gubler et al. (2018) usaron para sus modelos el 
percentil 5 y el 95 como variables climáticas limitantes para la vida de las plantas con 
notables resultados. En este estudio, los percentiles no se consideraron por el efecto de la 
nieve y el elevado gradiente altitudinal que produciría, en cada punto muestral, valores 
extremos muy dispares. El uso de valores extremos medios, por tanto, parece más 
adecuado en espacios de montaña donde la presencia de nieve puede alterar 
considerablemente el efecto de la altitud, ya que se relativizan los valores extremos y se 
reducen las diferencias motivadas por la elevación. 
La aplicación del RI en este estudio ha dado muy buenos resultados, pero existen 
otras aproximaciones que también pueden ser válidas para encontrar refugios climáticos; 
por ejemplo, usando el GDD. El modelado de esta variable permitió conocer la distribución 
espacial del número de días de crecimiento vegetal, que está fuertemente asociado a las 
temperaturas extremas y, en menor medida, a la variabilidad climática. Se trata de una 
variable que ha sido usada en otros estudios [Niskanen et al., 2016; Meineri & Hylander, 
2017; Gubler et al., 2018] como predictora del meso y microclima. El GDD podría ser una 
alternativa a las temperaturas extremas de invierno, por cuanto se infiere que en días sin 
crecimiento vegetativo las temperaturas mínimas y máximas serán muy bajas. 
El Índice de Refugio Combinado facilitó la localización de zonas atemporales de 
refugios climáticos, por ser independientes del tipo de escenario general sobre el que se 
definen (cálido o frío), lo que podría evocar situaciones pasadas de periodos glaciar-
interglaciar. Se trata de lugares en los que el clima es muy diferente al de su alrededor ya 
que han sido identificados por ser extremos pero estables y estar aislados del patrón 
climático regional. La cartografía que se ha generado de este índice (ver Figura 4.21) ha 
permitido dar a conocer el área y la localización que ocuparían ambos tipos de refugio 
cuando las condiciones ambientales les fueran benévolas. Cuanto más extremo sea el 
valor de un sitio dado por este índice mayor será su capacidad de persistir en condiciones 
que se tornen desfavorables. Este nuevo índice combinado, generado para este estudio, 
permite por tanto la localización de áreas en las que la persistencia de la biodiversidad ha 
sido (en el pasado) y será facilitada (en el futuro), y a la que podrían migrar organismos 
desde otros lugares amenazados por cambio climático.  
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5.2. Valoración del proceso metodológico 
La identificación de los refugios climáticos en el PNOMP fue abordada mediante el uso 
del entorno R y la integración en éste de SIG y datos de teledetección LiDAR. La generación 
de scripts en R permitió automatizar los procesos y reducir sustancialmente el coste de 
tiempo, especialmente si más adelante se realiza una extrapolación a otros ámbitos. De 
esta manera, los métodos aquí propuestos pueden ser aplicados fácilmente a otras áreas y 
propósitos similares. El único obstáculo fue la no disponibilidad de descarga automatizada 
Figura 5.2. Vista aérea del valle de Ordesa en color real (izda) y en cámara térmica (dcha); 
tomada el 14-8-2018 a las 12:00 solares [Fotografía: MBG]. Se observa la relación entre el 
detalle del mapa de refugios (Figura 5.1) y los valores registrados por el sensor térmico. A la 
izquierda, la ladera de umbría de las Sierra de las Cutas con valores azules (fríos) y los parches 
rojizos (cálidos) en las laderas no muy elevadas de solana. 
Figura 5.1. Mapa de refugios climáticos en el valle de Ordesa para ambos escenarios (a 
partir del Índice de Refugio Combinado). 
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de los datos LiDAR del PNOA; estos tuvieron que realizarse directamente desde el centro 
de descargas del CNIG. 
El empleo de scripting en R u otros entornos para la generación de modelos 
topoclimáticos se ha empezado a desarrollar recientemente gracias a la cada vez mayor 
disponibilidad de paquetes orientados al análisis geoespacial. Por ejemplo, ha sido usado 
en el estudio de Maclean et al. (2019) para modelizar microclimas en la costa de 
Cornualles (Reino Unido) y el código está disponible en el repositorio oficial de R para 
usarlo y adaptarlo a otros objetivos similares. En otros estudios, como Niskanen et al. 
(2016), se usaron códigos en lenguaje Python para obtener variables topográficas como el 
TWI [Prasad Pathak, 2013], obteniendo resultados muy satisfactorios. El uso de la 
teledetección también ha permitido encontrar refugios, como en Dubinin et al. (2018) que 
basó su estudio en ámbito mediterráneo en el cálculo del Índice de Vegetación Diferencial 
Normalizado (NDVI) para detectar especies raras en ambientes secos. Ashcroft et al. 
(2012) y Maclean et al. (2019) utilizaron el CHM derivado de datos LiDAR como predictora; 
en ambos casos fue una variable importante para sus modelos. 
La disponibilidad en España de manera pública de datos LiDAR del programa PNOA 
permite obtener MDE y MDS a una alta resolución espacial que son muy aptos para 
estudios como el presente, en el que la topografía y ciertas métricas como el CHM a muy 
pequeña escala juegan un papel fundamental en la aparición de microclimas y micro-
refugios. La puesta en marcha, en la actualidad, de la segunda cobertura de datos LiDAR 
del PNOA con mayor densidad de puntos (1 punto/m2) permitirá generar variables 
derivadas con un mayor nivel de detalle que, sin duda, ayudarán a mejorar los estudios de 
carácter local. Por otro lado, los progresivos avances realizados desde la comunidad de 
usuarios del entorno R garantizan una posible mejora de los paquetes orientados hacia el 
análisis geoespacial y una integración mayor con los SIG y la teledetección. 
No obstante, los resultados obtenidos en este estudio son muy positivos en el contexto 
de las TIG, puesto que con el empleo de mini-sensores de bajo coste y de herramientas 
libres y colaborativas se ha podido identificar satisfactoriamente refugios climáticos en el 
PNOMP ya que han sido refrendados por datos biológicos. Los sensores iButton® tuvieron 
un comportamiento en campo muy bueno, aunque no exento de errores en algunos casos 
(roturas, pérdidas, fallos de memoria, elevada exposición al clima o, incluso, vandalismo). 
Sin embargo, se lograron series temporales continuas a una resolución temporal muy alta 
que facilitaron los posteriores análisis y la generación de grids topoclimáticos con un grado 
de ajuste notable. Por su parte, la programación de rutinas en R permitió integrar en un 
único entorno la organización de una amplia base de datos climática, análisis y 
operaciones geoespaciales, procesos estadísticos para la construcción de los modelos, su 
espacialización y el cálculo del RI, con resultados altamente satisfactorios. 
 
5.3. Líneas de trabajo futuras 
Los positivos resultados obtenidos en este estudio promueven la aplicación de la 
metodología para la identificación de refugios climáticos en otras áreas semejantes; por 
ejemplo, a la totalidad del Pirineo. En este sentido, el PNOMP ha constituido un óptimo 
escenario como punto de partida gracias a su compleja topografía y su rica biodiversidad. 
La detección de estos micro-refugios en el PNOMP permite ahora encontrar especies 
florísticas “raras” en esta área, ya que suelen concentrarse en ambientes climáticamente 
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aislados dentro de la matriz climática general, y precisar si existe asociación entre el tipo 
de planta y el tipo de refugio en el que se localiza. 
Por otro lado, la importante correlación obtenida entre los datos registrados por 
iButton® y por EuroLST, excepto en el caso de la cobertura nival, permitirían utilizar de 
forma más generalizada el sensor MODIS con algunos ajustes metodológicos, sustituyendo 
el costoso trabajo de campo que implica la colocación y descarga periódica de los sensores 
iButton®. Los datos diarios de la temperatura del suelo que ofrece este sensor facilitarían 
ahora el procesado a partir de nuevas herramientas de las TIG como Google Earth Engine 
(GEE), que permite el análisis multitemporal de grandes conjuntos de datos, ahorrando 
mucho tiempo en el procesamiento de datos al tiempo que se expande el territorio cubierto 
de forma efectiva. En este sentido, los contínuos progresos en las TIG constituyen una gran 
ventaja para futuros trabajos de este tipo. La segunda cobertura de los datos LiDAR del 
PNOA, que cubre ya una gran parte del territorio nacional, permitirá aumentar el detalle de 
los modelos al poseer una mayor densidad de puntos y obtener variables con un grado de 
ajuste mayor, como el caso del CHM. El uso reciente de drones para estudios ambientales 
de carácter local que integran sensores LiDAR y cámaras fotogramétricas son también 
buenos candidatos para ser usados en estudios relacionados con la biodiversidad. De la 
misma manera, supone una oportunidad el aumento de la automatización del análisis 
geoespacial, concretamente en entorno R, cuya amplia comunidad de usuarios ofrece 
nuevos y renovados paquetes que permiten la mejora constante de los procesos.  
 
6. Conclusiones 
En este trabajo se han identificado refugios climáticos en el PNOMP a partir de datos 
de temperatura mínima y máxima procedentes de 73 puntos de muestreo monitorizados 
con mini-sensores de temperatura en campo, y de la generación de variables topográficas y 
ambientales potencialmente predictoras del clima. Gracias a ello se pudo elaborar un 
modelo topoclimático de alta resolución y calcular el Refugia Index para hipotéticos 
escenarios muy cálidos (por ejemplo, al que tendemos por cambio climático) y fríos (los 
pasados periodos glaciares). A partir de ellos se derivó un nuevo índice: el Índice de 
Refugio Combinado, que muestra la extensión espacial de estos refugios en cualquier 
escenario y detectar las localizaciones más resistentes a las oscilaciones climáticas. 
En términos generales y a tenor de los resultados obtenidos en este estudio, se puede 
concluir que: 
 Los modelos topoclimáticos con distintas variables topográficas explicaron mejor las 
temperaturas mínimas y máximas en todos los casos que los que sólo contaron con la 
componente altitud. Las variables topográficas más significativas fueron la altitud, el 
Modelo de Altura del Dosel Vegetal (CHM), el Índice Potencial de Radiación Solar 
(PISR), el Índice de Humedad Topográfica (TWI) y la orientación. 
 La reducción en la escala o downscaling en la búsqueda de micro-refugios a 5 m fue 
muy satisfactoria ya que éstos pudieron ser identificados a una escala muy pequeña y 
ser validados satisfactoriamente en gabinete mediante registros florísticos. 
 Los sensores de campo iButton® se mostraron como un instrumento capacitado para 
estudios microclimáticos en áreas de montaña, aun con las dificultades inherentes que 
conlleva un mini-sensor y su ubicación en zonas de escasa accesibilidad. No obstante, 
en la mayoría de los casos se pudieron generar series temporales diarias 
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suficientemente largas para reconstruir un año-tipo promedio y conocer el nicho 
térmico de muy variadas comunidades vegetales. 
 La elevada correlación de los datos iButton® con EuroLST, derivado del sensor MODIS, 
permitió validar los registros de temperatura obtenidos en campo, con valores de 
temperaturas en suelo en ambos casos más extremos que los basados en estaciones 
climáticas. Estas diferencias se confirmaron con la comparación realizada entre los 
registros de iButton® y los procedentes de estaciones meteorológicas, tanto de 
CLIM’PY como de la prueba efectuada en la estación meteorológica situada dentro del 
PNOMP (Góriz). 
 La programación de rutinas en R se mostró como un entorno claramente solvente para 
la identificación de los refugios al permitir organizar y operar con una gran cantidad de 
datos climáticos, SIG e información LiDAR; realizar el ajuste de modelos, espacializar 
los resultados y procesar capas ráster para el cálculo del Refugia Index. El progresivo 
aumento de paquetes orientados a los análisis geoespaciales y la integración en su 
entorno de los SIG y de datos de teledetección, hacen de ésta una herramienta muy 
válida para estudios de este tipo. 
 La información LiDAR pudo ser procesada de manera satisfactoria mediante scripting y 
el uso de funciones automatizadas para generar el MDE de alta resolución del área de 
estudio que constituyó la base de las variables predictoras del modelo topoclimático. 
 Se ha demostrado la capacidad de los modelos topoclimáticos de alta resolución 
espacial para identificar las variaciones microclimáticos en áreas topográficamente 
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