In this paper we study the Cauchy problem for the energy-critical inhomogeneous nonlinear Schrödinger equation i∂tu + ∆u = λ|x| −α |u| β u in H 1 . The well-posedness theory in H 1 has been intensively studied in recent years, but the currently known approaches do not work for the critical case β = (4 − 2α)/(n − 2). It is still an open problem. The main contribution of this paper is to develop the well-posedness theory in this critical case.
Introduction
In this paper we consider the Cauchy problem for the inhomogeneous nonlinear Schrödinger equation (INLS) i∂ t u + ∆u = λ|x| −α |u| β u, (x, t) ∈ R n × R,
where 0 < α < 2, β > 0 and λ = ±1. Here, the case λ = 1 is defocusing, while the case λ = −1 is focusing. This model arises naturally in various physical contexts such as nonlinear optics and plasma physics for the propagation of laser beams in an inhomogeneous medium ( [1, 23] ). This equation enjoys the scale-invariance u(x, t) → u δ (x, t) = δ 2−α β u(δx, δ 2 t) for δ > 0, and
where u δ,0 denotes rescaled initial data. If β = (4 − 2α)/(n − 2), the scaling preserves theḢ 1 norm of u 0 and in this case (1.1) is called the energy-critical INLS.
The case α = 0 in (1.1) is the classical nonlinear Schrödinger equation (NLS) whose well-posedness theory in the energy space H 1 has been extensively studied over the past several decades and is well understood (see, for example, [4, 11, 12, 15] for the subcritical case, β < 4/(n − 2), and [7, 17] for the critical case, β = 4/(n − 2)). However, much less is known about the INLS which has drawn attention in recent years. In particular, the critical case β = (4 − 2α)/(n − 2) is still an open problem. The main contribution of this paper is to develop the well-posedness theory in this critical case.
Let us first review some known results for the Cauchy problem (1.1) when β < (4 − 2α)/(n − 2). We shall assume n ≥ 3 to make the review shorter. Genoud and Stuart [13] first studied (1.1) for the focusing case in the sense of distribution. Using the abstract argument of Cazenave [4] which does not use Strichartz estimates, they showed that (1.1) is well-posed locally, and globally for small initial data, with the full range of 0 < α < 2. In this case, Farah [9] also showed how small should be the initial data to have global well-posedness in the spirit of Holmer-Roudenko [14] for the NLS. Afterwards, Guzmán [10] used the contraction mapping argument relying on the classical known Strichartz estimates, which leads to the well-posedness results mentioned above with a restriction (0 < α < 1) on the validity of α when n = 3. This restriction is a bit improved by Dinh [8] to 1 ≤ α < 3/2 but for more restricted values β < (6 − 4α)/(2α − 1). Although these results are a bit weak on the validity of α when n = 3 compared with the result of Genoud-Stuart, but they provide more information on the solution due to the Strichartz estimates. In particular, one can know that the solution belongs to L q t H 1,r
x for Schrödinger-admissible pairs (q, r) for which the Strichartz estimates hold. In general, such property plays an important role in studying other interesting problems, for instance, scattering and blow up.
When it comes to the critical case β = (4 − 2α)/(n − 2), Cho, Hong and Lee [5] recently obtained a well-posedness result inḢ 1 for the three-dimensional focusing INLS with 0 < α < 4/3 but under the radially symmetry solutions. The critical case is still left unsolved when n ≥ 4 entirely, and when n = 3 for general data. In this paper, we aim to develop the well-posedness theory in these remaining cases. To this end, we approach to the matter by thinking of the following weighted space-time norms with γ ≥ 0
This approach was already appeared in our previous work [16] in which the wellposedness especially for the L 2 -critical INLS was first obtained successfully. But here we proceed differently from [16] to make the approach worked for the energy-critical case as well. The weighted setting does seem to be more suitable to perform a finer analysis for the INLS model because the singularity |x| −α in the nonlinear term can be handled more effectively in the setting. Our first result is the following local well-posedness for the energy-critical INLS in which there is no distinction between the focusing and defocusing cases. Theorem 1.1. Let n ≥ 3 and β = (4 − 2α)/(n− 2) for 0 < α < min{2, n/2}. Assume that γ satisfy
If u 0 ∈ H 1 , there exist T > 0 and a unique local solution of the problem (1.1) with
for any γ-Schrödinger admissible pairs (q, r);
Furthermore, the continuous dependence on the initial data holds.
We also obtain the small data global well-posedness and the scattering results for the energy-critical INLS. In the critical case, the local solution exists in a time interval depending on the data u 0 itself and not on its norm. Therefore, the energy conservation does not guarantee the existence of a global solution any more. For this reason, u 0 L 2 is generally assumed to be small. Theorem 1.2. Under the same conditions as in Theorem 1.1 and the assumption that u 0 H 1 is small, there exists a unique global solution of the problem (1.1) with
for any γ-Schrödinger admissible pairs (q, r). Furthermore, the continuous dependence on the initial data holds and the solution scatters in
Remark 1.3. The argument in this paper can be also applied to the subcritical case, β < (4 − 2α)/(n − 2), with the same validity of α, and therefore this improves the results of Guzmán [10] and Dinh [8] on the validity of α mentioned above. We omit the details.
To prove the theorems, we first obtain weighted Strichartz estimates and then some weighted estimates for the nonlinear term in Section 2. These nonlinear estimates will play a crucial role in the final section, Section 3, when proving the well-posedness results by applying the contraction mapping argument along with the weighted Strichartz estimates.
Throughout this paper, the letter C stands for a positive constant which may be different at each occurrence. We also denote A B to mean A ≤ CB with unspecified constants C > 0.
Weighted estimates
This section contains some weighted estimates needed for the proofs of Theorems 1.1 and 1.2 in the next section.
2.1. Strichartz estimates. One of the most basic tools for the well-posedness of nonlinear dispersive equations is the contraction mapping principle. The key ingredient in this argument is the availability of Strichartz estimates. In our case we need to obtain the estimates in the weighted setting.
Before stating them, we introduce some notations. For 0 < γ < 1, we set
and then define the weighted Stichartz norm
and its dual weighted Strichartz norm
for any interval I ⊂ R. Now we state the weighted Strichartz estimates:
Proof. Let n ≥ 3 and 0 < γ,γ < 1. To show the first estimate (2.1), we may show
for any (q, r) ∈ A γ . For this we first recall the classical Strichartz estimates
which holds if and only if 2/a = n(1/2 − 1/b) and 2 ≤ a ≤ ∞. It was first established by Strichartz [20] for the diagonal case q = r and then extended to mixed norms completely as in (2.4) ( [12, 18] ). We also need to make use of the Kato-Yajima smoothing estimates
which holds if and only if −(n−2)/2 < s < 1/2. Kato and Yajima [19] first discovered this estimate for 0 ≤ s < 1/2 (see also [2] for an alternate proof) and the optimal range was obtained later ( [25, 21, 24] ). We now deduce (2.4) from using the complex interpolation between (2.5) and (2.6) by appealing to the following complex interpolation space identities. 
Here, (· , ·) [θ] denotes the complex interpolation functor.
In fact, using the complex interpolation between (2.5) and (2.6) with s = 0, we first see
and by Lemma 2.2 we then obtain
under the conditions 
for any (q, r) ∈ A γ and (q,r) ∈ Aγ. If we further assumeq > 2 (and hence q >q ′ ), we may apply the Christ-Kiselev lemma [6] to get (2.10) with 
Then we have
Proof. It is sufficient to show that there exist (q, r) ∈ A γ and (q,r) ∈ Aγ withq > 2 for which
hold for α, β, γ,γ given as in the lemma. Let us first set
by which we easily see that β = (4 − 2α)/(n − 2) if (q, r) ∈ A γ and (q,r) ∈ Aγ.
Proof of (2.12). Using Hölder's inequality with (2.14), we first see
We shall then use the following weighted version of Sobolev embedding. 
Using (2.15), this requirement is reduced to
We note here that 1/r < 1 and −γ < n/r ′ are trivially satisfied if (q, r) ∈ A γ . The first inequality of (2.19), which is 1 + γ +γ +γ−α β < n r , can be also removed by the first two inequalities of (2.20 where the first and third ones give the first restriction on γ in (2.11) . Meanwhile, if (q, r) ∈ A γ we see
by combining the conditions in (1.2) . Similarly, if (q,r) ∈ Aγ withq > 2, we see
by using the second condition in (2.14) with (2.15 ). Now we have to show that there exist r satisfying the second condition of (2.21), (2.22) and (2.23) simultaneously under the first condition in (2.11) . For this, we make all the lower bounds of 1/r be less than each upper one. We start with the upper bound of (2.22) to compare the lower ones of 1/r in (2.21), (2.22) and (2.23) in turn, and then the conditions γ < (n − 2)/2, γ < 1 and γ < (n−2)β 2(β+1) + α−γ β+1 follow respectively. But all these requirements are trivially valid by the assumption (2.11) . Similarly, using the upper bound of (2.23) implies α < n/2, (n − 4)β < 4 − 2α and γ < 1. Here the last two conditions are trivially satisfied and hence α < n/2 is only required. Therefore, by combining (2.16) and (2.18), we obtain (2.12) as desired.
Proof of (2.13). We first see that
(2.24)
The first term B 1 is bounded by using Hölder's inequality with (2.14) as
. By applying Lemma 2.4 as above (see (2.18)), we get
under the same conditions as in the proof of (2.12). Similarly,
. Here we apply Lemma 2.4 with b = −γ − 1, q = r, a = −γ, s = 1, p = r to obtain
where −n/r < −γ − 1 ≤ −γ < n/r ′ is required. But the first inequality is just the second one in (2.21) and the last two inequalities are trivially satisfied. Hence,
under the same conditions as in the proof of (2.12). It remains to bound the most delicate term B 3 . By Hölder's inequality with (2.14),
.
By Hölder's inequality again, the last term in the above is bounded as
We now apply Lemma 2.4 to get
We combine the first two conditions with the last one in the above and then the first one becomes 1 < n/r, −1 ≤ 0 and 1/r < 1, and the second one becomes 1 + γ < n/r and −γ < n/r ′ . Hence the only requirement is 1 + γ < n/r which is the same as in (2.21) . We use Lemma 2.4 again to get
It is easy to check that the first condition of (2.27) is satisfied. The conditions 1 r < 1 and −γ < n r ′ are trivially satisfied. Combining the first two conditions with the last one in (2.28), we see that (2.28) implies (2.21) . In fact, the first condition implies 1 + γ − α +γ + γβ < n/r and γ ≥ α−γ−1 β+1 , while the second one implies 1 + γ < n/r and γ ≤ α−γ β+1 from which 1 + γ − α +γ + γβ < n/r is redundant. Hence
under the same conditions as in the proof of (2.12). Consequently, we obtain the desired estimate (2.13) combining (2.24), (2.25), (2.26) and (2.29).
The well-posedness in H 1
In this section we prove Theorems 1.1 and 1.2 by applying the contraction mapping principle. The weighted estimates in the previous section play a key role in this step.
Proof of Theorem 1.1. By Duhamel's principle, we first write the solution of the Cauchy problem (1.1) as
For appropriate values of T, M, N > 0, we shall show that Φ defines a contraction map on
Here, I = [0, T ] and (q, r, γ) is given as in the theorems. We also define Since f H 1 f L 2 + f Ḣ1 , using the fact that e it∆ is an isometry on L 2 andḢ 1 , and then applying (2.2), we see that
Hence, sup
On the other hand, using Lemma 2.3, we get
if u ∈ X, and for some ε > 0 small enough which will be chosen later we get e it∆ u 0 Hγ (I) ≤ ε (3.4) which holds for a sufficiently small T > 0 by the dominated convergence theorem. We now conclude that
Next we show that Φ is a contraction on X. Using the same arguments used in (3.1) and (3.2), we see
By applying Lemma 2.3 with the simple inequality |u| β u−|v| β v |u| β +|v| β |u−v|, we see as in (3.3) . Hence, for u, v ∈ X we obtain d(Φ(u), Φ(v)) ≤ CM β d(u, v). Now by taking N = 2C u 0 H 1 and M = 2ε and then choosing ε > 0 small enough so that (3.5) holds and CM β ≤ 1/2, it follows that X is stable by Φ and Φ is a contraction on X.
Therefore, we have proved that there exists a unique local solution with u ∈ C(I; H 1 ) ∩ L q (I; H 1,r (|x| −rγ )) for any (q, r) ∈ A γ . The continuous dependence of the solution u with respect to the initial data u 0 follows in the same way:
Here, u, v are the corresponding solutions for initial data u 0 , v 0 , respectively.
Proof of Theorem 1.2. Using (2.1), we observe that (3.4) is satisfied also if u 0 H 1 is sufficiently small; e it∆ u 0 Sγ (I) ≤ C u 0 H 1 ≤ ε from which one can take T = ∞ in the above argument to obtain a global unique solution. The continuous dependence on the initial data u 0 follows as before. To prove the scattering property, we follow the above argument to see that
Hγ ([t1,t2]) → 0 as t 1 , t 2 → ∞. This implies that ϕ := lim t→∞ e −it∆ u(t) exists in H 1 . Furthermore, 
