Abstract-The superposition of experimental and analytical data is useful for simulating ultrasonic images of defects in samples containing high levels of coherent structural noise. This technique assumes that the superposition of the response of a defect in a homogeneous medium with that of a heterogeneous, defect-free medium is identical to the response of the same defect embedded in the heterogeneous medium. This implies a singlescattering process. Previous experimental work demonstrated successful use of the technique but only over a limited range of defect signal-to-noise ratios (SNRs). However, there was a concern that it might not remain valid at low SNR due to, for example, multiple-scattering effects. This paper shows that this technique provides accurate results over the full range of SNRs of defects where the defect is discernible from image noise. The technique is, therefore, suitable for simulating any inspection where ultrasonic imaging is an appropriate method of nondestructive evaluation.
I. INTRODUCTION

F
OR a nondestructive evaluation inspection to be effective in industry, the limits of what can be detected must be known to ensure it is capable of identifying all defects considered unsafe for the item in question. These limits are reached when the defect response becomes indistinguishable from the noise in the image. Many common engineering materials exhibit large levels of coherent noise when imaged ultrasonically due to inhomogeneities. In metals, this noise is caused by discontinuity in acoustic impedance at grain boundaries [1] , [2] and becomes significant when the grain size is of the order of the wavelength of the ultrasound [3] .
One common method of evaluating the limits of the inspection is with the use of probability of detection (POD) curves [4] . Traditionally, these curves have been calculated using large numbers of experimental results requiring many samples and trained technicians to perform the inspections, all at a great cost [5] . There is a trend toward using modelbased and model-assisted POD curves to reduce this cost [6] , however, this method requires simulations with a high degree of accuracy. While the principles behind simulating ultrasonic data and their resultant images have been known for several decades [7] , [8] , accurately simulating all sources of noise in real inspections proves difficult to achieve using analytical methods. The superposition of experimental and analytical data has been used recently in guided wave applications [9] . In addition, Bloxham et al. [10] have shown that this technique can also be applied to phased arrays to provide accurate simulations of ultrasonic imaging data in scenarios where coherent noise, from both geometrical features and material grains, makes fully analytical simulations difficult. However, this was only validated for defects with moderate to high signal-to-noise ratios (SNRs). To realize this technique's full potential, it is necessary to demonstrate its validity on defects with low SNRs to give confidence in its use as a method of performing a limit of detectability study for an inspection while requiring only a very limited set of experimental data. The work in [10] makes the assumption that the superposition of the response in a defect-free sample with an analytically calculated defect response is identical to the response of the same sample containing the same defect. This was empirically shown to be a valid assumption for the scenario described but this may not be true for all possible cases. In reality, the addition of a defect will include shadowing effects on grains in the region behind the defect, which are not accounted for in the model. Determining if this difference has a statistically significant effect on the image in this region is one of the aims of this paper. The other principal aim of this work is to validate the accuracy of image amplitudes for defects with a low SNR when they are on the limit of detectability.
II. METHOD
To achieve the aims of this paper, it is necessary to examine the differences between the ultrasonic response of two samples, one with a defect present and one without, but both with identical grain structure. An analytically calculated defect response can then be summed with the response from a defect-free sample and this compared to the response from the sample with the defect present. This differs from the previous work by the authors in that both of these responses being compared come from samples with identical grain structure, and therefore coherent noise.
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defect is machined into the sample. However, this proves extremely challenging due to difficulties in maintaining the precise array alignment and environmental variables between measurements. Changes to the grain structure local to the defect caused by the machining process can also introduce errors. Because of this, finite-element (FE) techniques have been used to simulate these responses. Much work has been done on the FE modeling of ultrasonic propagation and it has been shown to give strong agreement with experimental results [11] - [13] including with heterogeneous materials by modeling individual grains within the material and applying the relevant anisotropic material properties to each grain [14] .
A. Grain Modeling
In order to accurately model the scattering caused by the microstructure of a material, each grain must be described individually within the model and its orientation defined. The use of Voronoi diagrams [15] is becoming a common technique used to simulate the grain structure of a material [16] , [17] and has previously been used to study the ultrasonic scattering of heterogeneous materials [14] , [18] . To simulate a grain structure using this method, first a uniform grid of nodes is created. Each node is then shifted a random amount according to a zero-mean Gaussian distribution, with a standard deviation equal to the spread parameter, in each dimension and a Voronoi diagram based on these nodes is made. This Voronoi diagram consists of a series of convex polygons, one surrounding each node, the boundary of which defines the region of the diagram which is closest to the node it encloses; an example can be seen in Fig. 1(a) . The spacing of the initial uniform nodes will determine the mean grain size in the final structure and their variation in size is linked to the Gaussian distribution used to displace them. Each grain is then assigned a random orientation in 3-D and the appropriate material properties are specified.
B. Finite-Element Modeling
Recent advances in computing hardware have meant that FE techniques have become a more viable method of simulating ultrasonic imaging data due to reduced computation time. The most significant advance has been in the utilization of graphics processing units that have been shown to reduce the processing time by one to two orders of magnitude [19] . An open-source software package called Pogo (www.pogofea.com) which implements this technology has been used for the simulations described in this paper.
Using Pogo, both structured and unstructured meshes are available, each with their own benefits and disadvantages. Structured meshes fit the model structure to a predefined arrangement of elements, usually forming a regular grid, whereas unstructured meshes fit the elements to the geometry that is being simulated. The benefits of an unstructured mesh are that it can very closely match the geometry of the structure; however, it can leave the mesh with undesirably small elements which limits the maximum stable time step of the solver and causes the whole model to run more slowly. Structured meshes do not have this problem as element size is fixed. This, however, means that the geometry of the model (here, the boundaries of the grains) must be modified to match the boundaries of the elements in the mesh. For this work, a structured mesh has been used for efficiency, with the element size chosen to be sufficiently small such that any modification to the grain boundaries has a negligible effect on an ultrasonic wavefront at the frequencies used in this work. The effect a structured mesh has on the grain boundaries of the model can be seen in Fig. 1 (c) (note that the element size has been enlarged relative to the grain size to exaggerate the effect). This effect of staircasing on wave propagation from a defect was studied by Drozdz [13] and was found to have an insignificant effect at half the mesh density of that used in the work presented in this paper. In addition, the effect at grain boundaries will be less significant than at a defect due to the less coherent nature of these signals caused by multiple scattering. For this work, a 2-D model of a 40-mm-deep sample with a defect at a depth 20 mm was used, as shown in Fig. 1(b) . The mean grain size was 100 μm with a spread parameter of 200 μm. The orthotropic material properties used for each grain are given in Table I. The FE model is used to simulate the process of acquiring a full matrix capture (FMC) data set. To do this, the vertical displacement at nodes on the top edge of the model, corresponding to the location of an array's transducer elements, is monitored while a vertical force is applied to the nodes representing a single element of the array to excite a wideband ultrasonic pulse. The vertical displacements of the nodes representing each element in the array are summed to give the response of that element. This process is repeated for all elements to create the response from all transmitreceive element pairs. The input signal used for this paper was a Gaussian windowed, single-cycle, 2.5-MHz pulse. The element edge length was 30 μm, approximately equivalent to 60 elements per wavelength at the center frequency in the equivalent homogeneous material.
For each defect investigated, the model was run using 30 different realizations of random grain structures and for each grain structure, the model was run twice, once with the defect and once without. These results were used in place of experimental results as "truths" to which the superposition technique results can be compared.
A wideband input signal, formed of a single-cycle toneburst, was used for all the simulations in this paper to allow for a single model run to provide results for a wide range of frequencies by the use of appropriate filters. Due to attenuation increasing with frequency, however, much of the higher end of the spectrum is attenuated to a level comparable with the noise, meaning any images formed using data filtered at these higher frequencies are likely to be dominated by noise. This can be seen in Fig. 2 which shows that despite there being significant frequency content above 5 MHz in the input signal, there is almost none in the first back-wall reflection. The frequency range considered in this paper is, therefore, representative of the usable frequencies for the given geometry and material properties and is not limited by the bandwidth of the input signal.
C. Superposition of Data Sets
The method used to combine an analytical defect with a defect-free data set is described in detail in [10] and termed the superposition technique. A summary is provided here for reference. For this technique, some parameters must be determined by independent measurements. These are the specimen's depth, d, the homogenized speed of sound, c, and frequency-dependent attenuation coefficient, α.
Next, a defect-free data set is obtained either experimentally or, in the case of the current paper, via FE simulation. The back-wall signal from the defect-free data set is backpropagated to give the input signal for an analytical ray-based model calculated using
where U input is the input signal, ω is the angular frequency, and B 1 is the frequency spectrum of the first back-wall reflection. The analytical ray-based model is then used to simulate the defect response and back-wall shadowing effects that would occur if the defect was present in the defect-free data set. This response is calculated using the scattering matrix for the given defect. This matrix describes the relationship between the amplitude and phase of the scattered wave from the defect as a function of incident angle, scattering angle, and frequency. The superposition of these two data sets is intended to give an accurate representation of the ultrasonic image that would be obtained if the defect was present in the sample.
D. Determination of Ultrasonic Velocity and Attenuation
To be able to simulate the defect and shadowing responses for use with the superposition technique, the attenuation and longitudinal wave velocity of the material must be calculated. This can be done using the first and second back-wall reflections from the sum of all transmit-receive pairs from the FMC data for the defect-free case as shown in Fig. 3(a) . A simple time-of-flight calculation based on the difference in arrival times of these two reflections gives the wave velocity. To calculate the attenuation, the frequency spectra of these two reflections are required, as shown in Fig. 3(b) . Ignoring diffraction, the attenuation can then be calculated using
where B 2 is the frequency spectrum of the second backwall reflection. This will only give reliable values for α at frequencies where both spectra have amplitudes sufficient to dominate over the noise response. A cubic fit to the measured α(ω) is then used over the range of reliable frequencies for use in the simulations. By necessity, the attenuation coefficient for frequencies outside of this range must be extrapolated; the results of this can be seen in Fig. 3(c) . III. RESULTS Fig. 4 shows images created using the total focusing method (TFM). In the first column, the data are filtered with a 2.5-MHz center frequency Gaussian filter with a half bandwidth of 2.5 MHz before imaging. In the other columns, the data are filtered with 0.5-MHz half bandwidth Gaussian filters at the center frequencies stated. Fig. 4(a) shows images from one realization of the defect-free case from the FE model, Fig. 4(b) shows the analytically calculated defect and shadowing responses for a 2-mm side-drilled hole, Fig. 4(c) shows the superposition of the results from Fig. 4(a) and (b), and Fig. 4(d) shows the FE-model with a 2-mm side-drilled hole for the same realization of grains as in Fig. 4(a) . Finally, Fig. 4(e) shows the difference between Fig. 4(a) and (d) . The superposition model gives very accurate results when filtered over a wide bandwidth, as typical in the industry. This can be seen by comparing Fig. 4(c) and (d) in the first column. An assumption of the superposition technique is that the defect response and shadowing effect calculated using a scattering matrix are identical to the change in the image caused by introducing a defect, i.e., that Fig. 4(b) and (e) are identical. In Fig. 4(e) , it can be seen that this is approximately true when the noise level is low but ceases to be the case as the frequency and noise level increase. The results in Fig. 4(b) and (e) show a good agreement for the strongest features, the defect, and back-wall shadowing. However, there is a large area of low amplitude speckle below the defect. This is caused by the defect shadowing a region of grains from the array which is not accounted for in the analytical model used in the superposition technique. This means that the speckle behind the defect predicted by the superposition technique is different to the speckle observed in the full FE model. However, for practical purposes, it can only be considered an error if it alters the speckle statistics in this region.
IV. DISCUSSION
A. Accuracy of Image Amplitude Predictions
To gain a more quantitative understanding of the limit at which the superposition technique is valid, the results were examined when filtered over a narrower bandwidth of 0.5 MHz for 30 different realizations of noise. This was done for two defect types, straight cracks and side drilled holes for a variety of sizes. Fig. 5 shows the bounds of one standard deviation either side of the mean of the image amplitude for various features. These are the maximum amplitude of the defect, the mean amplitude along a line 10 mm long, parallel to the back wall and located in the center of the back wall, and the rms noise measured in the region between the defect and back wall where there is the greatest discrepancy between the two models is shown in Fig. 4(e) . This was done for the superposition model and the FE model as a function of frequency for a range of defects. It is evident in Fig. 5 that the superposition technique provides an accurate prediction for defect image amplitude and rms noise level for all defects simulated. In addition, back-wall shadowing effects are, in general, reproduced accurately but some discrepancies are seen for some of the larger defects (2-mm hole and 5-mm crack and hole) over a limited frequency range at the lower end of the spectrum. Difficulties in simulating the shadowing effects from larger defect were also encountered in [10] and are thought to be due to the extreme sensitivity of the high levels of destructive interference required to produce the shadowing effects associated with these larger defects. At the upper end of the frequency spectrum, the superposition technique shows a significantly wider spread of defect image amplitudes between different realizations of noise.
To see how these discrepancies translate into images filtered at a more realistic half bandwidth, Table II shows the mean difference in image amplitudes between the FE model and superposition model when the results are filtered with a 2-MHz center frequency and 2-MHz half bandwidth.
B. Identifying the Frequency Range of Interest
While Fig. 5 shows that the superposition model ceases to be a reliable approximation to the true response as frequency increases, the aim of the paper is to determine whether the technique is applicable over a practically useful frequency range, not over all frequencies. For this reason, it is necessary to define the frequency range of interest and this is done by considering the mean SNR of the defects. Once the SNR drops, it becomes impossible to achieve an adequate POD without incurring a high number of false alarms.
The SNR, calculated as the ratio between the maximum amplitude of the target and the rms noise value, was evaluated for all of the defects and for the back wall in the defectfree case. This was calculated from the FE data and the results are shown in Fig. 6 . It is a common practice to set a threshold amplitude, over which any pixel in the image can be considered a defect. For this paper, the threshold level has been set at 12.5 dB above the rms noise value and this can also be seen in Fig. 6 . This has been calculated to give a false call ratio of 1 in 1000 for the given image size and assuming the image pixel amplitude due to speckle follows a Rayleigh distribution.
The results in Fig. 6 show that the SNR falls below the threshold value at between approximately 3.2 and 4.0 MHz for the various defects and back wall. These frequencies can be considered as the limits of detectability for the given defect as at higher frequencies, the inspection is unable to detect the defect without exceeding the acceptable false call ratio criterion. These frequencies also correlate approximately with where the back-wall image amplitudes become comparable with the rms noise amplitude as shown in Fig. 5 . Below these frequencies, the superposition technique provides results that are on average accurate to within 1 dB. However, the limits presented here are only valid for the given geometry and will be affected by any change in the defect depth in the sample.
Above these frequencies, Fig. 5 shows that there is a significantly increased variation in predicted image amplitudes. The superposition technique is believed to fail at higher frequencies because it becomes impossible to reliably extract an input signal from the back wall to use in the analytical defect model, rather than a failure in the superposition assumption itself. This is because the back-wall amplitude falls within the expected range of noise amplitude and so any extracted input signal will be dominated by noise.
C. Defects at the Limit of Detectability
While Fig. 5 shows that the superposition technique provides accurate results for the defects presented, the defects considered are all sufficiently large that they are significantly over the threshold value when imaged at a suitable frequency. To further investigate the accuracy of the superposition technique for defects with low SNR, its results were compared to the FE model for the smallest hole which could be detected in a TFM image for the inspection geometry and material properties used for the previous defects. To determine the size of this hole, the sensitivity to defects of the inspection SNR of a 0.14-mm hole simulated using the FE model and superposition technique. The filter is a standard Gaussian filter with half bandwidth equal to the center frequency.
was maximized by use of an optimized standard Gaussian filter (defined as where the half bandwidth is equal to the center frequency). The superposition technique was then used to estimate the smallest hole diameter which would produce an image amplitude just greater than the +12.5-dB threshold and this was calculated to be 0.14 mm. Fig. 7 shows the SNR of a 0.14-mm hole simulated using both the FE model and superposition technique at various filter center frequencies using standard Gaussian filters. These results show that the optimum standard filter predicted by the superposition model is one with a center frequency of 2 MHz and that the "true" FE model predicts the same value; this verifies that an inspection can be optimized using the superposition technique. This confirms that the superposition technique captures the necessary physics to simulate this data even at low SNR values. These results show an image amplitude error of 1.2 dB with the optimized filter averaged over 30 realizations of noise. While this error is larger than for the defects previously discussed, the standard deviation of the 30 realizations of the FE model was 1.3 dB and the individual images ranged from 11.6 to 17.8 dB above the rms noise value meaning that the error in the model is within the variation which can be expected in experimental samples.
V. CONCLUSION
The results have shown that the superposition technique described earlier gives accurate results for inspections where the SNR is such that defects are detectable without an unrealistically high false alarm ratio, including defects at the limit of what the inspection is capable of detecting. The technique begins to fail when the back-wall signal becomes dominated by noise as it is then impossible to extract a reliable input signal for the analytical model. However, if this was the case in a real inspection, it is likely that ultrasonic imaging, at the given frequency, would not be the most appropriate method of NDT. For the results presented here, this limit is reached at approximately 3.5 MHz, and above this, the defect response shows a rapid reduction in accuracy as shown in Fig. 5 , this coincides with the frequency at which the back-wall amplitude drops below the +12.5-dB threshold shown in Fig. 6 . In the images shown in Fig. 4(d) , it is clear that there is no discernible back wall at frequencies at or above 3.5 MHz. The failure of the superposition technique at high frequency occurs due to the model taking its input signal from where the back wall should be present to simulate the defect and shadowing effects. However, the signal it captures is dominated by noise and so is unsuitable to be used as an input signal.
It has also been shown in Table II that while the individual speckle locations may vary in the image between the FE model and the superposition model, the statistical properties of the noise have a negligible difference for the smaller defects considered and only a maximum of a 1.5-dB error for the largest defects. The back-wall shadowing effects showed a larger error of approximately 4 dB for the 5-mm hole when filtered at a narrow bandwidth but when filtered using the optimized filter, this error is greatly reduced as given in Table II . The purpose of this technique is to aid in the simulation of defects close to the limit of detectability. For such defects, the model has been shown to give accurate predictions of defect amplitude, back-wall shadowing, and speckle statistics for defects with SNRs above the threshold level of 12.5 dB for all cases where the back-wall signal in the defect-free case is also above the 12.5-dB threshold. Thus, for the cases considered here, the fact that at high frequency, the back-wall signal cannot be reliably extracted and used to generate an input signal for the superposition technique is not a limitation because, in this regime, the defects are undetectable anyway.
The work in [10] showed that the superposition modeling technique is capable of providing accurate simulations for back-wall and defect image amplitudes at a single level of coherent noise. This paper extends that work to show that the model is valid over the full range of SNRs where meaningful data can be drawn from the image; in this paper, this was defined as defects with an SNR 12.5 dB above the rms noise amplitude. In addition, it has shown that there is a negligible difference in the image speckle statistics when simulating cracks of 2 mm length and holes of 2 mm diameter and under (errors in the range of 0.07-0.52 dB) for the given inspection and a minor difference for 5-mm cracks and 5-mm holes (1.40 and 2.23 dB, respectively).
