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1Einleitung
Grundlage dieser Arbeit ist das Standardmodell der Elementarteilchenphysik, welches den
bekannten Teilchengehalt der Welt mit den dazugeho¨rigen Wechselwirkungen ohne Gra-
vitation beschreibt. Die Entwicklung, die bis zu dieser Theorie gefu¨hrt hat, wurde dabei
von einem gegenseitigen Wechselspiel zwischen experimentellen Entdeckungen und der
Ausarbeitung neuer theoretischer Konzepte angetrieben. Die technischen Mo¨glichkeiten
verbesserten sich im Laufe der Zeit immer weiter und in den zuna¨chst als elementar an-
gesehenen Teilchen konnten wieder neue Substrukturen entdeckt werden. So wurden aus
den vier Elementen Erde, Feuer, Wasser und Luft die im Standardmodell als elementar
angenommenen Quarks, Leptonen und das skalare Higgsteilchen. Auf Seiten der Kra¨fte
kam es immer wieder zu Vereinigungen. Die Anziehungskraft auf der Erde und die Plane-
tenbahnen wurden als unabha¨ngige Pha¨nomene erachtet und Newton erkannte, dass diese
durch das gleiche Gravitationsgesetz beschrieben werden, welches spa¨ter von Einstein im
Rahmen einer relativistischen Feldtheorie verallgemeinert wurde. Die elektrischen und
magnetischen Kra¨fte zeigten ein und denselben Ursprung, was Maxwell in seiner Theorie
ausarbeitete. Ihnen konnte spa¨ter durch Glashow, Weinberg und Salam noch die fu¨r radio-
aktive Zerfa¨lle verantwortliche schwache Kraft hinzugefu¨gt werden. Die elektroschwache
Kraft, zusammen mit der starken Kraft, welche die Quarks aneinander bindet, und die
oben genannten Teilchen bilden die Grundlage des Standardmodells, einer renormierbaren
relativistischen Eichfeldtheorie mit Massenerzeugung durch das Higgsboson.
Alle Experimente sind zur Zeit in guter U¨bereinstimmung mit dem Standardmodell,
dennoch weist es einige Makel auf. Es entha¨lt 18 freie Parameter, die empirisch bestimmt
werden mu¨ssen und nicht durch dieses Modell erkla¨rt werden ko¨nnen. Weitere Gru¨nde, die
zu dem Schluss fu¨hren, dass es sich bei diesem Modell nicht um die grundlegende Theorie
handelt, sind im ersten Kapitel aufgefu¨hrt. Hier wollen wir nur noch einen davon her-
vorheben, na¨mlich den, dass die Einsteinsche Gravitationstheorie nicht als renormierbare
Eichtheorie in das Standardmodell eingebaut werden kann.
Jegliche Suche nach ,,neuer Physik” ist bis jetzt erfolglos geblieben. Es besteht ei-
nerseits die Mo¨glichkeit diese u¨ber eine direkte Erzeugung zusa¨tzlicher, nicht im Stan-
dardmodell vorhandener Teilchen, nachzuweisen. Hierfu¨r haben die Energien, die in den
heutigen Experimenten zur Verfu¨gung stehen, allerdings noch nicht ausgereicht. Anderer-
seits besteht die Mo¨glichkeit eines indirekten Nachweises u¨ber Quantenkorrekturen. Eine
Voraussetzung dafu¨r, dass dies mo¨glich ist, ist allerdings eine sehr pra¨zise Messung in den
Experimenten und eine theoretische Vorhersage, bei der die Fehler mit denen der Expe-
rimente vergleichbar sind. Wir werden uns in dieser Arbeit auf Rechnungen im Rahmen
des Standardmodells beschra¨nken. Eine Abweichung von den theoretisch vorhergesagten
Eigenschaften wu¨rde dann auf neue Physik hinweisen und wenn dieser Fall nicht eintreten
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sollte, kann es immer noch mo¨glich sein, die empirisch zu bestimmenden Parameter des
Modells weiter einzuschra¨nken.
Wir untersuchen in dieser Arbeit exklusive Zerfa¨lle von B–Mesonen, insbesondere
diejenigen, bei denen im Endzustand Vektormesonen, die ein s– oder ein d–Quark ent-
halten, sowie ein Photon bzw. ein Leptonpaar vorhanden sind. B–Mesonen sind sehr gut
zum Nachweis neuer Physik geeignet. Dies liegt daran, dass es sich bei ihnen um eine
der schwersten Mesonsorten handelt. Gebundene Zusta¨nde, die das schwerste Quark, das
Top–Quark, enthalten, ko¨nnen sich in der Natur nicht ausbilden, da das Top–Quark vor
der Hadronisation wieder zerfa¨llt. Aufgrund des großen Gewichtes des B–Mesons steht
ein großer Phasenraum zur Verfu¨gung und es ko¨nnen sehr viele verschiedene Teilchen
erzeugt werden. Außerdem sind die Zerfa¨lle mit einem b→ s(d) U¨bergang dadurch unter-
dru¨ckt, dass sie nicht auf Baumniveau stattfinden ko¨nnen, was dazu fu¨hrt, dass der Zerfall
sensitiv auf Quantenkorrekturen von neuen Teilchen ist. Eine weitere Unterdru¨ckung ist
dadurch gegeben, dass ein U¨bergang zwischen verschiedenen Generationen stattfindet,
was die Sensitivita¨t noch weiter erho¨ht.
Das Problem bei der Behandlung von B–Zerfa¨llen liegt in der Tatsache, dass die star-
ke Kopplungskonstante bei den Energien, die fu¨r die hadronische Bindung der Mesonen
verantwortlich ist, ΛQCD ∼ 100 MeV, groß ist und somit keine perturbative Entwick-
lung durchgefu¨hrt werden kann. Allerdings findet der schwache U¨bergang b → s(d) bei
Energien von der Ordnung der W–Boson–Masse statt und fu¨r den partonischen Sub-
prozess kann aufgrund der asymptotischen Freiheit der QCD eine Sto¨rungsentwicklung
durchgefu¨hrt werden. Hier kann man sich zu Nutze machen, dass die beiden Skalen
5 GeV∼ MB  MW ∼ 100 GeV stark voneinander getrennt sind und eine effektive
Theorie einfu¨hren, die die schweren Freiheitsgrade (W–, Z–Boson und Top–Quark) nicht
mehr entha¨lt. Eine einfachere Klasse von Zerfa¨llen, als die in dieser Arbeit behandelten
exklusiven Prozesse liefern die inklusiven Zerfa¨lle B → Xs,dγ bzw. B → Xs,d`+`−. Hier
kann eine Entwicklung in der schweren Quarkmasse durchgefu¨hrt werden (,,heavy quark
expansion” HQE), was dazu fu¨hrt, dass der Prozess bis auf vernachla¨ssigbare ho¨here Ord-
nungen in 1/mb vollsta¨ndig u¨ber den Subprozess b→ s(d)γ bzw. b→ s(d)`+`− berechnet
werden kann. Insbesondere kann diese Rechnung perturbativ durchgefu¨hrt werden.
Die bis jetzt vero¨ffentlichten Ergebnisse der drei Experimente Cleo, Belle und Ba-
bar, welche die fu¨r uns relevanten Daten liefern, sind in exzellenter U¨bereinstimmung
mit den theoretischen Vorhersagen fu¨r die inklusiven Zerfallsmoden. Dies liefert schon
starke Einschra¨nkungen an Parameter von Modellen jenseits des Standardmodells. Die
theoretischen Berechnungen fu¨r die inklusiven Zerfa¨lle sind, wie gerade beschrieben, sehr
einfach, wohingegen es von experimenteller Seite schwer ist, alle relevanten Endzusta¨nde
zu erfassen. Hier wa¨re es wu¨nschenswert, zu den exklusiven Moden u¨berzugehen. Es lie-
gen bereits seit la¨ngerem Ergebnisse fu¨r den Zerfall B → K∗γ vor, wobei ku¨rzlich auch
die ersten Daten fu¨r B → K∗`+`− pra¨sentiert wurden. Die derzeitigen Obergrenzen an
B → ργ und B → ωγ lassen aufgrund der in dieser Arbeit (und auch in Arbeiten von
anderen Arbeitsgruppen) vorgestellten Ergebnisse darauf schließen, dass diese in Ku¨rze
detektiert werden. Die Zerfallsraten fu¨r B → ρ`+`− sind zu klein, als dass sie von den zur
Zeit laufenden Experimenten nachgewiesen werden zu ko¨nnen. Dies wird erst am LHCb
geschehen.
Die Behandlung exklusiver Zerfa¨lle fu¨hrt aber wiederum auf theoretischer Seite
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Formfaktoren ist hier nicht ausreichend, da diese keine allgemeine Wechselwirkung zu-
lassen, an denen das Spektatorquark (das leichte Quark im B–Meson) beteiligt ist. Es ist
aber bekannt, dass solche Prozesse einen großen Beitrag liefern. Außerdem fu¨hrt erst diese
Art der Wechselwirkung auf einen Unterschied zwischen den geladenen und ungeladenen
Zerfa¨llen (Isospinbrechung), welcher aus pha¨nomenologischer Sicht interessant ist, wie in
dieser Arbeit gezeigt wird.
Einen großen Fortschritt bei der Behandlung von exklusiven B–Zerfa¨llen liefert die
QCD–Faktorisierung von Beneke, Buchalla, Neubert und Sachajda. Wie bei der HQE
wird eine Entwicklung in der schweren Quarkmasse mb durchgefu¨hrt. In fu¨hrender Ord-
nung dieser Entwicklung faktorisieren die Matrixelemente einerseits in Formfaktoren und
harte Streukerne und andererseits, fu¨r die Wechselwirkungen mit dem Spektatorquark, in
Lichtkegeldistributionsamplituden und harte Streukerne. Die Formfaktoren enthalten die
nicht–perturbative Dynamik, die den U¨berlapp des B–Mesons im Anfangszustand und
des ρ–, ω– bzw. K∗–Mesons im Endzustand wa¨hrend des schwachen U¨bergangs beschrei-
ben. Die Lichtkegeldistributionsamplituden beinhalten die prozessunabha¨ngige hadroni-
sche Struktur des jeweiligen Mesons. Das Entscheidende ist, dass die kurzreichweitigen
Beitra¨ge der Ordnung 1/mb in die harten Streukerne faktorisiert werden und zu allen
Ordnungen perturbativ berechenbar sind. Die nicht–perturbativen Beitra¨ge sind somit in
viel einfacheren Objekten enthalten, die mit QCD–Summenregeln oder auf dem Gitter
berechnet werden ko¨nnen, was mit den urspru¨nglichen Matrixelementen nicht, oder nur
sehr schwer mo¨glich ist. Urspru¨nglich wurde die QCD–Faktorisierung fu¨r rein hadroni-
sche Zerfa¨lle eingefu¨hrt, sie kann in den hier behandelten Zerfa¨llen aber als Spezialfall
angewendet werden. Mit dieser Methode ist erstmals eine systematische Behandlung von
semileptonischen Zerfa¨llen wie B → V γ und B → V `+`− (V = K∗, ρ, ω) mo¨glich1. Es
stellt sich heraus, dass radiative Korrekturen zu den Streukernen große Effekte haben
ko¨nnen. Dies gilt insbesondere fu¨r die CP–Asymmetrie, welche fu¨r ein reelles Photon im
Endzustand in fu¨hrender Ordnung in αs verschwindet.
Wie aus dem Vorhergesagten klar wird, stellen Schleifenberechnungen ein wichtiges
Werkzeug zur Behandlung inklusiver und exklusiver Zerfa¨lle dar. In einem großen Teil
dieser Arbeit werden wir daher eine Methode vorstellen, die es gestattet, Schleifendia-
gramme, insbesondere auch solche mit mehreren Schleifen, zu berechnen. Diese wird in
dem vorliegenden Fall dazu verwendet, einer der letzten fehlenden Zweischleifenberech-
nungen fu¨r den Zerfall B → ρ`+`− in na¨chstfu¨hrender Ordnung in αs durchzufu¨hren. Die
in dem Zuge berechneten Diagramme sind gleichermaßen fu¨r den entsprechenden inklusi-
ven Fall von Bedeutung, da es sich nicht um Wechselwirkungsterme mit Beteiligung des
Spektatorquarks handelt, welche ausschließlich in den exklusiven Zerfa¨llen von Bedeutung
sind.
Bei den in dieser Arbeit zu berechnenden Zweischleifendiagrammen treten mehrere
Hundert skalare Integrale auf, die gelo¨st werden mu¨ssen. Mit der Standardmethode der
Quantenfeldtheorie, der Verwendung von Feynmanparametern, ist dieses Problem auf-
grund der enormen Menge, aber vor allem aufgrund der Komplexita¨t der Integrale, nicht
mehr zu lo¨sen. Im ersten Schritt muss erst einmal die enorme Anzahl der Integrale re-
1Wir bezeichnen diese Art von Zerfa¨llen hier mit ,,semileptonisch”. In der Literatur wird dieser Begriff
meist fu¨r Zerfa¨lle der Art B → M`ν verwendet.
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duziert werden. Dafu¨r bietet sich die partielle Integrationsmethode an, die es gestattet,
Relationen zwischen den verschiedenen Integralen aufzustellen und damit die Anzahl der
unabha¨ngigen Integrale deutlich zu reduzieren. Mit Hilfe dieser Methode ist es mo¨glich,
die Ergebnisse mittels einiger weniger sogenannter Masterintegrale auszudru¨cken. Im Zuge
dieser Reduktion mu¨ssen sehr große Gleichungssysteme von mehreren tausend Gleichun-
gen und Integralen gelo¨st werden. Dies erfordert die Nutzung von Computeralgebrapro-
grammen, wobei wir Mathematica verwendet haben.
Im na¨chsten Schritt mu¨ssen die Masterintegrale gelo¨st werden. Diese sind allerdings
noch immer sehr komplex und es ist nicht gelungen, diese direkt zu lo¨sen. In diesem
Fall kann die Differentialgleichungsmethode verwendet werden. Fu¨r jedes Masterintegral
wird dafu¨r eine Differentialgleichung in einer der externen kinematischen Invarianten, in
unserem Fall der invarianten Masse des Leptonpaares, aufgestellt und gelo¨st. Dies fu¨hrt auf
ein analytisches Ergebnis der entsprechenden Integrale und somit auch der Diagramme.
Bei dieser Methode wir eine explizite Integration der urspru¨nglichen Integrale vollsta¨ndig
umgangen.
Zusa¨tzlich zu den radiativen Korrekturen, deren Berechnungen zur Ordnung αs (mit
Ausnahme der Annihilationsdiagramme) komplett bekannt sind, werden wir in dieser
Arbeit auch einige Korrekturen zum Limes schwerer Quarks beru¨cksichtigen. Dies hat
zwei Gru¨nde. Einerseits verschwinden alle isospinbrechenden Anteile in der transversalen
Amplitude, also bei der Erzeugung eines reellen Photons, wohingegen diese in der lon-
gitudinalen Amplitude bereits in der fu¨hrenden Ordnung vorhanden sind. Andererseits
ist bekannt, dass insbesondere fu¨r die Zerfa¨lle B± → ρ±γ große Annihilationsbeitra¨ge
vorhanden sind, die in der fu¨hrenden Ordnung verschwinden. In den geladenen Zerfa¨llen
sind diese entgegen den restlichen Beitra¨gen nicht durch eine Schleife unterdru¨ckt.
Die exklusiven (wie auch die inklusiven) b → s(d)γ und b → s(d)`+`− Zerfa¨lle sind,
wie oben schon erla¨utert wurde, gut zur Suche nach neuer Physik geeignet. Insbesondere
geben sie gute Einsichten in die Natur von flavour–a¨ndernden neutralen Stro¨men (FCNC).
Hiermit verbunden ist die CKM–Matrix, welche die Mischung zwischen den schwachen Ei-
genzusta¨nden und den Masseneigenzusta¨nden beschreibt und damit U¨berga¨nge zwischen
verschiedenen Quarkgenerationen gestattet und parametrisiert. Zusa¨tzlich kann durch sie
CP–Verletzung auftreten. Die CKM–Matrix kann durch vier Parameter beschrieben wer-
den, welche alle im Experiment bestimmt werden mu¨ssen. Zwei dieser Parameter sind
bereits sehr gut bekannt und den anderen beiden ko¨nnen mit Hilfe der Isospin–, CP–
Asymmetrie und der Zerfallsraten von B → ργ gute Einschra¨nkungen auferlegt werden.
Zusa¨tzlich zu den oben angegebenen Asymmetrien ist in den Zerfa¨llen B → V `+`−
noch eine weitere Gro¨ße von Bedeutung, die Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie. Ihre Null-
stelle ist sehr eng mit dem Wilsonkoeffizienten C9, welcher die kurzreichweitige Dynamik
am schwachen U¨bergang beschreibt, verknu¨pft und kann diesen somit auf neue physika-
lische Beitra¨ge testen.
Die Arbeit ist folgendermaßen aufgebaut: Im ersten Teil werden wir in kurzer Form die
Grundlagen pra¨sentieren, die fu¨r das Versta¨ndnis der Zerfa¨lle B → V γ und B → V `+`−
no¨tig sind. Dazu geho¨rt in Kapitel 1 eine knappe Einfu¨hrung in das Standardmodell, wobei
wir die oben erwa¨hnte CKM–Matrix vorstellen und erla¨utern, wie die Renormierung fu¨r
die Berechnung von Quantenkorrekturen durchgefu¨hrt wird. Im na¨chsten Kapitel folgt ei-
5ne Vorstellung des schwachen effektiven Hamiltonian, bei dem die schweren Freiheitsgrade
,,eliminiert” werden. Kapitel 3 ist der QCD–Faktorisierung gewidmet, wobei insbesondere
die Faktorisierungsformel vorgestellt wird und die nichtperturbativen Gro¨ßen, Formfak-
toren und Lichtkegeldistributionsamplituden, besprochen werden.
Im zweiten Teil der Arbeit sind alle Formeln fu¨r die Amplituden in der von uns be-
handelten Ordnung zusammengestellt. Im fu¨nften Kapitel dieses zweiten Teils sind ei-
nerseits die Formeln zur Berechnung der Zerfallsraten und andererseits die numerischen
Eingabeparameter angegeben. Im letzten Abschnitt werden die verschiedenen Beitra¨ge der
Amplituden in numerischer Form angegeben und deren Auswirkung auf die Zerfallsraten
untersucht.
Der dritte Teil umfasst eines der Hauptergebnisse dieser Arbeit: die Berechnung der
Zweischleifendiagramme. Dazu werden wir im sechsten Kapitel die Relationen herleiten,
die zu der Reduktion der vielen hundert Integrale auf einige wenige Masterintegrale fu¨hren.
Die Masterintegrale werden angegeben und dann im siebten Kapitel berechnet. Hier wird
die Differentialgleichungsmethode erkla¨rt und die Lo¨sung von drei der Masterintegrale ex-
plizit vorgefu¨hrt. Im achten Kapitel wird einerseits die Renormierung der Zwei–Schleifen–
Matrixelemente durchgefu¨hrt und andererseits werden die Ergebnisse fu¨r die Matrixele-
mente pra¨sentiert.
Im vierten Teil der Arbeit werden die pha¨nomenologischen Implikationen fu¨r die be-
handelten Zerfa¨lle gegeben. Dies ist der zweite Hauptteil der Arbeit. Erst werden wir im
neunten Kapitel die Ergebnisse fu¨r die Verzweigungsverha¨ltnisse angeben sowie diese mit
den experimentellen Daten vergleichen. Im zehnten Kapitel gehen wir auf die verschiede-
nen Asymmetrien ein. Insbesondere konzentrieren wir uns dabei auf die Abha¨ngigkeiten
von den CKM–Elementen, damit wir diese in Kapitel 11 ausarbeiten und in Limit auf das
Unitarita¨tsdreieck umsetzen ko¨nnen.
Es folgen eine Zusammenfassung der Arbeit mit den wichtigsten Ergebnissen und die
Anha¨nge. Anhang A gibt die Formeln fu¨r die numerische Berechnung der Wilsonkoeffizi-
enten an. In Anhang B finden sich die Lichtkegelprojektionsoperatoren fu¨r das B–Meson
und die Vektormesonen. In den na¨chsten beiden Anha¨ngen sind die expliziten Ergebnisse
fu¨r die Masterintegrale einerseits und fu¨r die unrenormierten Ein– und Zwei–Schleifen–
Matrixelemente andererseits gegeben. Der letzte Anhang E entha¨lt die wichtigsten Ma-
thematicaroutinen, die fu¨r die Berechnung der Zwei–Schleifen–Diagramme geschrieben
wurden.
6 Einleitung
Teil I
Grundlagen
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Das Standardmodell
Die Rechnungen in dieser Arbeit beruhen alle auf dem Standardmodell (SM) der Ele-
mentarteilchen. In diesem Kapitel soll ein knapper U¨berblick u¨ber diese Theorie gegeben
werden, wobei die Aspekte beleuchtet werden, die fu¨r die vorliegende Arbeit relevant
sind. Eine ausfu¨hrliche Darstellung ist in vielen Standardwerken der Quantenfeldtheorie
zu finden [1].
1.1 Grundlagen
Bei dem Standardmodell handelt es sich um eine lokale Eichfeldtheorie. Die Lagrangedich-
te ist hierbei invariant unter lokalen Eichtransformationen. Dies fu¨hrt auf die Dynamik des
Systems mit den dazugeho¨rigen (Eich–)Kopplungen. Die zugrundeliegende Eichgruppe ist
GSM = SU(3)C ⊗ SU(2)L ⊗ U(1)Y . (1.1)
Der zu SU(3)C geho¨rige Sektor beschreibt die starke Wechselwirkung der Quantenchro-
modynamik (QCD) [2]. Der Index C deutet dabei an, dass Quarks in drei verschiede-
nen Farben (Colours) in der Natur vorkommen und an die Gruppe koppeln. Leptonen
bilden Singletts bezu¨glich SU(3)C . Die nicht–abelsche Gruppe der QCD hat acht Ge-
neratoren, die zu acht verschiedenen Eichbosonen (Gluonen) fu¨hrt, welche die Wechsel-
wirkung zwischen den Quarks vermitteln. Die Gluonen tragen selbst Farbe und ko¨nnen
dadurch miteinander wechselwirken. Dies fu¨hrt auf das Pha¨nomen der asymptotischen
Freiheit und des Confinements. Ersteres beinhaltet, dass die Kopplungskonstante αs bei
großen Energien bzw. kleinen Absta¨nden abnimmt. Dies ero¨ffnet die Mo¨glichkeit einer
sto¨rungstheoretischen Behandlung bzw. die Mo¨glichkeit der Visualisierung von QCD
Prozessen mit Hilfe von Feynman–Diagrammen. Confinement entsteht im Bereich klei-
ner Energien bzw. großer Absta¨nde. Hier wird die Kopplungskonstante αs groß und es
mu¨ssen nicht–perturbative Methoden angewendet werden. Die Darstellung mit Hilfe von
Feynman–Diagrammen wird in diesem Fall sinnlos.
Der verbleibende Sektor SU(2)L ⊗ U(1)Y beschreibt die elektroschwache Theorie
von Glashow, Weinberg und Salam (GWS)[3]. An die Gruppe SU(2)L koppeln nur
linksha¨ndige Fermionen. So erkla¨rt sich der Index L. Rechtsha¨ndige Fermionen bilden
Singletts bezu¨glich dieser Gruppe. Zusa¨tzlich koppeln alle Fermionen an die Gruppe U(1)Y
mit der Hyperladung Y .
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Die im SM existierenden Fermionen, Quarks und Leptonen, kommen in der Natur in
drei verschiedenen Generationen vor. Der einzige Unterschied zwischen ihnen besteht in
der Masse der Teilchen. Fu¨r den fermionischen Anteil der Materie im SM kann folgendes
Schema aufgestellt werden:
Quarks:
(
u
d ′
)
L
(
c
s ′
)
L
(
t
b ′
)
L
uR cR tR
dR sR bR
Leptonen:
(
νe
e−
)
L
(
νµ
µ−
)
L
(
ντ
τ−
)
L
eR µR τR
(1.2)
Linksha¨ndige Teilchen treten in SU(2)L–Isospin–Dubletts auf, wohingegen die rechtsha¨n-
digen Singletts diesbezu¨glich bilden. Zusa¨tzlich koppeln alle aufgefu¨hrten Teilchen an
U(1)Y , sowie die Quarks, die in drei verschiedenen Farben vorkommen, an die Gruppe
SU(3)C . In obigem Schema werden keine rechtsha¨ndigen Neutrinos aufgefu¨hrt. Auf diesen
Umstand werden wir im na¨chsten Abschnitt noch weiter eingehen.
Die oben eingefu¨hrte Eichstuktur fu¨hrt bei der Gruppe SU(2)L⊗U(1)Y auf vier masse-
lose Eichbosonen. In der Natur sind allerdings drei dieser Wechselwirkungsteilchen massiv.
Eine Mo¨glichkeit, dies zu realisieren, besteht in der Einfu¨hrung eines weiteren komplexen
skalaren Dubletts
Φ =
(
φ+
φ0
)
, (1.3)
welches einen nicht–verschwindenden Vakuumerwartungswert 〈Φ〉0 = v/
√
2 erha¨lt. Bei
dieser spontanen Symmetriebrechung gehen drei der vier Freiheitsgrade von Φ in lon-
gitudinale Komponenten der Eichbosonen W± und Z u¨ber und verleihen diesen damit
Massen; das verbleibende Eichboson, das Photon, bleibt bei diesem Verfahren masselos.
Durch den Vakuumerwartungswert wird die urspru¨ngliche Symmetrie auf die der elektro-
magnetischen Eichgruppe gebrochen
SU(2)L ⊗ U(1)Y → U(1)em. (1.4)
Die Hyperladung Y ist u¨ber
Y = Q− T 3 (1.5)
mit der elektrischen Ladung Q der Teilchen verknu¨pft, wobei T 3 die dritte Komponente
des Isospins angibt. Fu¨r die rechtsha¨ndigen Singletts stimmen die beiden Ladungen also
u¨berein.
In unita¨rer Eichung kann das skalare Dublett in der folgenden Form parametrisiert
werden:
Φ(x) =
1√
2
(
0
v + η(x)
)
. (1.6)
1.2: CKM–Matrix 11
Bei dem verbleibenden Freiheitsgrad η(x) handelt es sich um das physikalische Higgs–
Boson; ein neutrales, skalares Spin–Null Teilchen. Dies ist das einzige Teilchen aus dem
SM, welches noch nicht experimentell nachgewiesen worden ist. Die ,,LEP Working Group
for Higgs boson searches” gibt eine untere Massenschranke von 114.4 GeV mit einer
statistischen Sicherheit von 95% an [4].
Abgesehen von diesem letzten fehlenden Nachweis der Bausteine des SM sind alle ex-
perimentellen Ergebnisse in guter U¨bereinstimmung mit diesem Modell. Von theoretischer
Seite ist allerdings klar, dass das vorliegende Modell keine endgu¨ltige Beschreibung der
Natur darstellen kann. Hierfu¨r gibt es mehrere Gru¨nde:
• die Vakuumenergie durch die elektroschwache Symmetriebrechung fu¨hrt auf eine ef-
fektive kosmologische Konstante ΛSSB = 8piGN〈v〉, welche etwa 50 Gro¨ßenordnungen
u¨ber der aus der Expansion des Universums bestimmten liegt. Das Problem wird
in großen vereinheitlichen Theorien oder Stringtheorien sogar noch gravierender
(ΛSSB > 10
124Λexp)
• Gravitation kann nicht als lokale Eichsymmetrie in das SM eingebaut werden, da
dies zu einer nicht–renormierbaren Theorie fu¨hrt
• es ist nicht mo¨glich, die unterschiedliche Verteilung von Materie und Antimaterie
im Universum zu erkla¨ren. Das SM sagt zwar eine (CP–)Asymmetrie voraus, diese
reicht aber bei weitem nicht aus, um die heutige Dominanz der Materie zu erkla¨ren
• das SM beschreibt nur 4% der Gesamtenergiedichte des Universums, den restlichen
Anteil an ,,dunkler” Materie und Energie mu¨ssen neue Modelle einfu¨hren
• die Higgs–Boson-Masse ist nicht durch eine Eich– oder chirale Symmetrie geschu¨tzt.
Dies fu¨hrt nach Hinzunahme von radiativen Korrekturen zu mH ∼ Λ ∼ 1016 GeV.
Sollte das Higgs–Teilchen wie erwartet bei mH ∼ 102 GeV gefunden werden, mu¨sste
ein Feintuning bei der Renormierung in jeder Ordnung der Sto¨rungstheorie durch-
gefu¨hrt werden, um die Masse bei ihrem physikalischen Wert zu halten.
• eine weitere Quelle von CP–Asymmetrie im SM, θQCD 6= 0, ist stark unterdru¨ckt,
ohne dass das SM dies plausibel machen kann
Ziel muss es also sein, immer pra¨zisere Messungen durchzufu¨hren und genauere theo-
retische Vorhersagen zu treffen, um auf etwaige Abweichungen vom Standardmodell zu
stoßen. Eine aussichtsreiche Gro¨ße, welche in den letzten Jahren mit immer gro¨ßerer Ge-
nauigkeit bestimmt wurde, ist die Lage der Spitze des sogenannten Unitarita¨tsdreiecks,
welches mit der CKM–Matrix verknu¨pft ist, die wir im folgenden Abschnitt vorstellen
wollen.
1.2 CKM–Matrix
Im letzten Abschnitt haben wir noch keine Massen fu¨r die Fermionen im SM eingefu¨hrt.
Ein naiver Massenterm der Form ψ¯ψ = ψ¯LψR + ψ¯RψL kann nicht einfach zu der Lagrange-
dichte hinzugefu¨gt werden. Dies liegt daran, dass rechtsha¨ndige Fermionen Singletts unter
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der Gruppe SU(2)L bilden und ein solcher Massenterm die Eichsymmetrie brechen wu¨rde.
Daher fu¨hren wir fu¨r jede Generation die eichinvarianten Yukawa–Kopplungen der Form
Q¯L·Φ dR, εabQ¯LaΦ†b uR und E¯L·Φ eR ein, wobeiQL die linksha¨ndigen Quarkdubletts und EL
die linksha¨ndigen Leptondubletts aus (1.2) bezeichnen. Φ ist das Higgs–Dublett (1.6). Dies
fu¨hrt einerseits auf die Kopplung des Higgsfeldes an die Fermionen und andererseits durch
den Vakuumerwartungswert v auf die gewu¨nschten Massenterme. In (1.2) wurden keine
rechtsha¨ndigen Neutrinos eingefu¨hrt, da das SM (oft in dieser Form auch das ,,alte” SM
bezeichnet) keine Neutrinomassen entha¨lt und somit der Term εabL¯LaΦ
†
b νR abwesend ist.
Rechtsha¨ndige Neutrinos nehmen also an keiner Wechselwirkung teil und sind irrelevant.
Im Quark–Sektor kann dann noch eine Rotation im Flavour–Raum durchgefu¨hrt wer-
den, um von den Eigenzusta¨nden der Wechselwirkung (1.2) zu den Masseneigenzusta¨nde
zu wechseln. Diese unita¨re Transformation wird durch die unita¨re Cabibbo–Kobayashi–
Maskawa (CKM) Matrix [5] vermittelt:
 d ′s ′
b ′

 =

 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb


︸ ︷︷ ︸
≡ VCKM
·

 ds
b

 . (1.7)
Die Diagonalisierung hat keinen Einfluss auf die ungeladenen Stro¨me des Z–Bosons und
des Photons in der Lagrangedichte. Daher kann es auf Baum–Niveau keine ladungserhal-
tenden U¨berga¨nge zwischen verschiedenen Generationen geben. Erst die geladenen Stro¨me
des W–Bosons
Jµ+W =
(
u, c, t
)
L
γµ VCKM

 ds
b


L
, Jµ−W =
(
d, s, b
)
L
γµ V †CKM

 uc
t


L
(1.8)
erlauben U¨berga¨nge zwischen den Generationen. Wie in (1.8) ersichtlich ist, kann nur eine
komplexe Matrix VCKM auf nichtverschwindende CP–Asymmetrie fu¨hren. Dies ist im SM,
abgesehen von θQCD 6= 0, die einzige Mo¨glichkeit, CP–Verletzung zu erzeugen.
Allgemein kann eine solche unita¨re N×N Mischungsmatrix (N bezeichnet die Anzahl
der Generationen) durch N 2 reelle Gro¨ßen parametrisiert werden. Mit Hilfe von Phasen-
transformationen der Quarkfelder ko¨nnen 2N − 1 Phasen der Mischungsmatrix eliminiert
werden, ohne das dies die Lagrangedichte a¨ndert. Da eine orthogonale N × N Matrix
N(N−1)/2 reelle Parameter bzw. Winkel hat, bleiben noch N 2−(2N−1)−N(N−1)/2 =
(N − 1)(N − 2)/2 Phasen u¨brig. Es werden also mindestens drei Generationen beno¨tigt,
um CP–Asymmetrie zu erzeugen. Die CKM–Matrix kann durch drei Winkel und eine
Phase parametrisiert werden. Es gibt viele Mo¨glichkeiten, diese Parametrisierung durch-
zufu¨hren. Von pha¨nomenologischem Interesse ist die Wolfenstein–Parametrisierung [6],
eine Entwicklung der CKM–Matrix in dem Parameter λ ' |Vus| ≈ 0.22:
VCKM =

 1− λ22 λ Aλ3(ρ− iη)−λ 1− λ2
2
Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4). (1.9)
Bei dieser Entwicklung ist die Struktur der Matrix sehr gut erkennbar. U¨berga¨nge zwi-
schen Quarks der gleichen Generation sind von der O(1), ,,benachbarte” U¨berga¨nge von
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der O(λ) oder O(λ2) und U¨berga¨nge zwischen der ersten und dritten Generation sind von
der O(λ3). Aufgrund der Unitarita¨t der Matrix (V V † = 1) ko¨nnen sechs Beziehungen
zwischen den Komponenten aufgestellt werden, wobei von pha¨nomenologischem Interesse
die auf VcdV
∗
cb normierte Beziehung
VudV
∗
ub
VcdV ∗cb
+
VcdV
∗
cb
VcdV ∗cb
+
VtdV
∗
tb
VcdV ∗cb
= 0 (1.10)
ist. Diese Beziehung kann als Dreieck in der komplexen (ρ¯, η¯)–Ebene dargestellt werden,
wobei ρ¯, η¯ aus
ρ + iη =
√
1− A2λ4(ρ¯+ iη¯)√
1− λ2[1− A2λ4(ρ¯ + iη¯)] (1.11)
bestimmt werden. Die Seitenla¨ngen des Dreiecks sind durch
1,
∣∣∣∣VudV ∗ubVcdV ∗cb
∣∣∣∣ =√ρ¯2 + η¯2,
∣∣∣∣VtdV ∗tbVcdV ∗cb
∣∣∣∣ = √(1− ρ¯)2 + η¯2, (1.12)
und die Winkel durch
α = arg
[
− VtdV
∗
tb
VudV ∗ub
]
, β = arg
[
−VcdV
∗
cb
VtdV ∗tb
]
, γ = arg
[
−VudV
∗
ub
VcdV ∗cb
]
(1.13)
gegeben. Eine Phasentransformation von (1.10) rotiert zwar das Unitarita¨tsdreieck, a¨ndert
aber nicht seine Form. Bei den Seitenla¨ngen und Winkeln handelt es sich also um messba-
re Gro¨ßen. Die CKM–Fitter Gruppe [7, 8] hat mit den neuesten experimentellen Daten,
welche auf der Moriond–Konferenz und dem San Diego Workshop 2005 pra¨sentiert wur-
den, den in Abbildung 1.1 gezeigten, rot umrandeten Bereich fu¨r die mo¨gliche Lage der
Spitze des Dreiecks erhalten.
Die Fla¨che aller nicht–normierten Unitarita¨tsdreiecke ist durch |JCP|/2 mit dem Jarls-
kog Parameter JCP = Im(VusVcbV
∗
ubV
∗
cs) gegeben [9]. Diese Fla¨che ist ein Maß fu¨r die Sta¨rke
der CP–Verletzung. Die Unitarita¨tsdreiecke der restlichen fu¨nf Unitarita¨tsbeziehungen
sind nicht weiter von Interesse, da sie zwar die gleiche Fla¨che besitzen, allerdings alle
mehr oder weniger zu einer Linie entartet sind. Daher wird das oben vorgestellte Dreieck
auch meistens als das Unitarita¨tsdreieck bezeichnet.
1.3 Renormierung und Renormierungsgruppenglei-
chung
In dieser Arbeit sind wir an QCD–Korrekturen in na¨chstfu¨hrender Ordnung (NLO) in-
teressiert. Daher werden wir in diesem Teil die Renormierung der perturbativen QCD
kurz erla¨utern. Die fu¨r die vorliegende Arbeit beno¨tigten Ausdru¨cke fu¨r die ,,laufende”
Kopplungskonstante und die dazugeho¨rige Renormierungsgruppengleichung wird eben-
falls vorgestellt.
In perturbativer Quantenfeldtheorie treten bei der Berechnung von Schleifenkorrek-
turen sehr oft Divergenzen auf, da die Teilchen in den Schleifen mit beliebigen Impulsen
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Abbildung 1.1: Fit des Unitarita¨tsdreiecks nach den neuesten experimentellen Da-
ten der Moriond–Konferenz 2005
auftreten ko¨nnen. Physikalische Observablen sind allerdings endliche Gro¨ßen und es muss
eine Regularisierung durchgefu¨hrt werden, die alle Observablen von diesen Divergenzen
befreit. Als erstes muss eine Parametrisierung der auftretenden Singularita¨ten gefunden
werden. Zwei Arten von Singularita¨ten ko¨nnen bei der Berechnung von Schleifenkorrek-
turen auftreten: Infrarotdivergenzen (IR), die bei verschwindendem Schleifenimpuls in
Erscheinung treten und Ultraviolettdivergenzen (UV) entsprechend bei unendlich großen
Impulsen. IR–Divergenzen mu¨ssen sich, wenn alle relevanten Beitra¨ge in einer entspre-
chenden Ordnung der Sto¨rungsreihe beru¨cksichtigt werden, herausheben. Daher werden
wir hier nicht weiter auf eine ada¨quate Parametrisierung dieser Beitra¨ge eingehen. Die nai-
ve und und intuitive Methode zur Parametrisierung der UV–Divergenzen besteht in der
Einfu¨hrung eines Abschneideimpulses, bis zu welchem das jeweilige Modell, hier das SM,
gu¨ltig bleibt. Bei Anwendung dieser Methode wird allerdings die Eichsymmetrie gebro-
chen. Wir verwenden die dimensionale Regularisierung [10, 11], bei der Schleifenintegrale
in d = 4 − 2ε Raum–Zeit–Dimensionen ausgefu¨hrt werden. Sa¨mtliche Beitra¨ge werden
hierbei fu¨r beliebig kleine, von Null verschiedene ε endlich und die Divergenzen treten als
Pole in 1/εn im Limes ε→ 0 in Erscheinung.
Ein Problem bei dieser Methode tritt bei der Behandlung der Matrix γ5 auf. Diese
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ist nach ihrer Definition γ5 ≡ iγ0γ1γ2γ3 = −i/4µνρσγµγνγργσ offensichtlich ein vierdi-
mensionales Objekt, welches mit den Matrizen γµ in vier Dimensionen antikommutiert.
Die Definition von γ5 kann zwar in d Dimensionen aufrecht erhalten werden, allerdings
mit der Konsequenz, dass die Antikommutativita¨t aufgegeben werden muss, da diese
nicht mit der Bedingung Spur(γµγνγργσγ5) = −4iµνρσ vertra¨glich ist [12]. Eine kon-
sistente Behandlung in d Dimensionen liefert das HV–Schema [11], welches allerdings
fu¨r Schleifenberechnungen algebraisch sehr aufwendig ist. Es ist glu¨cklicherweise mo¨glich,
konsistente Rechnungen mit antikommutierendem γ5 in dimensioneller Regularisierung
durchzufu¨hren, solange nicht die oben angegebene Spur verwendet wird [13]. Dieses NDR
(,,naive dimensional regularization”) Schema wird in dieser Arbeit verwendet.
Nachdem die Divergenzen parametrisiert sind, mu¨ssen diese aus den physikalischen
Observablen eliminiert werden. Dazu fu¨hren wir renormierte Gro¨ßen fu¨r die Felder und
Parameter der Lagrangedichte in der Form
q(0) = Z1/2q q, A
(0)a
µ = Z
1/2
3 A
a
µ,
g(0)s = Zgsgsµ
ε, m(0) = Zmm (1.14)
ein, wobei q die Quarkfelder, Aa die Gluonfelder, gs die starke QCD–Kopplung und m
die Quarkmassen bezeichnet. Der Index ,,0” steht jeweils an den unrenormierten Gro¨ßen.
Bei den Faktoren Z handelt es sich um Renormierungskonstanten. Die Massenskala µ
muss eingefu¨hrt werden, um die renormierte Kopplung in d Dimensionen dimensionslos
zu halten. Wenn wir jetzt die Lagrangedichte in zwei Teile aufspalten
L0 = L+ Lkonter, (1.15)
wobei L der urspru¨nglichen Lagrangedichte entspricht, wobei diese allerdings nur renor-
mierte Gro¨ßen entha¨lt. Lkonter entha¨lt die sogenannten Konterterme proportional zu Z−1.
Diese ko¨nnen formal als Wechselwirkungsterme behandelt werden, die zu den Greenfunk-
tionen in der Sto¨rungstheorie beitragen. Die Renormierungskonstanten werden nun so
gewa¨hlt, dass sie die Divergenzen in den Greenfunktionen absorbieren, wobei beliebi-
ge endliche Terme mit in die Renormierungskonstanten absorbiert werden ko¨nnen. Die
spezielle Wahl dieser endlichen Anteile definiert das Renormierungsschema. Das MS–
Schema (,,minimal subtraction”) [14] entfernt nur die 1/ε–Pole, wohingegen das MS–
Schema (,,modified minimal subtraction”) [15] zusa¨tzlich Terme proportional zu ln 4pi−γE
absorbiert1, welche als Artefakt bei der dimensionellen Regularisierung auftreten.
Physikalische Observablen mu¨ssen natu¨rlich unabha¨ngig von der oben eingefu¨hrten
Renormierungsskala µ sein. Dies kann allerdings nur der Fall sein, wenn die Sto¨rungsreihe
vollsta¨ndig berechnet wird. In der Praxis werden Rechnungen bei einer bestimmten Ord-
nung abgebrochen und es bleibt eine µ–Abha¨ngigkeit u¨brig. Man kann grob sagen, dass
die vernachla¨ssigten Terme um so gro¨ßer sind, je gro¨ßer die verbleibende µ–Abha¨ngigkeit
ist.
Neben der expliziten µ–Abha¨ngigkeit durch die Definition der renormierten Kopp-
lungskonstante in (1.14) werden auch alle renormierten Gro¨ßen von der Renormierungs-
skala abha¨ngen. Diese Abha¨ngigkeit beschreiben die Renormierungsgruppengleichungen.
1γE ist die Euler–Mascheroti–Konstante
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Ausgangspunkt fu¨r deren Herleitung ist die Beobachtung, dass sa¨mtliche unrenormierten
Gro¨ßen in (1.14) unabha¨ngig von µ sind. Fu¨r die renormierte Kopplung gs(µ) fu¨hrt dies
mit αs = g
2
s/(4pi) auf:
d
d lnµ
αs(µ) = 2β(ε, αs(µ)) (1.16)
mit
β(ε, αs) = −εαs − αs 1
Zgs
dZgs
d lnµ
≡ −εαs − β(αs). (1.17)
Auf Drei–Schleifen–Niveau hat die so definierte β–Funktion die folgende Gestalt:
β(αs) =
αs
4pi
β0 +
α2s
(4pi)2
β1 +
α3s
(4pi)3
β2. (1.18)
Die Koeffizienten sind durch [16]
β0 =
11NC − 2nf
3
, β1 =
34
3
N2C −
10
3
NCnf − 2CFnf ,
β2 =
2857
2
− 5033
18
nf +
325
54
n2f , CF =
N2C − 1
2NC
(1.19)
gegeben. NC bezeichnet die Anzahl der Farben und nf die der aktiven Quarksorten. Wir
werden spa¨ter in einer effektiven Theorie arbeiten, bei der das Top–Quark nicht mehr
als dynamischer Freiheitsgrad vorhanden ist und daher nf = 5 gilt. Die beiden ersten
Koeffizienten β0 und β1 sind unabha¨ngig vom gewa¨hlten Renormierungsschema und der
Eichung. β2 gilt in dieser Form im MS–Schema, ist aber auch unabha¨ngig von der Eichung.
Wir werden spa¨ter noch die Renormierungskonstante Zgs beno¨tigen. Diese lautet:
Zgs = 1−
αs
4pi
β0
2
1
ε
. (1.20)
Die Lo¨sung der Renormierungsgruppengleichung fu¨r αs ist
αs(µ) =
4pi
β0 ln
µ2
Λ2
[
1− β1
β20
ln ln µ
2
Λ2
ln µ
2
Λ2
+
β21
β40 ln
µ2
Λ2
((
ln ln
µ2
Λ2
− 1
2
)2
+
β0β2
β21
− 5
4
)]
, (1.21)
mit der charakteristischen QCD–Skala Λ ≡ Λ(5)
MS
im MS–Schema und fu¨nf aktiven Quark-
sorten. An diesem Ausdruck fu¨r αs(µ) ko¨nnen die zwei wichtigen Eigenschaften der QCD
abgelesen werden: einerseits die asymptotische Freiheit (αs(µ) → 0 fu¨r µ → ∞) und an-
dererseits der Zusammenbruch der Sto¨rungsreihe bei µ ∼ Λ, da die Kopplung dort groß
wird.
Eine wichtige zu erwa¨hnende Eigenschaft der Renormierungsgruppe ist die Aufsum-
mierung von Logarithmen. In der Sto¨rungsreihe tritt die Kopplungskonstante in der Kom-
bination αs(µ0) ln(µ0/µ) auf, wobei bei der Skala µ0 renormiert wurde. Bei Energien
µ  µ0 ko¨nnen diese Terme – auch wenn µ  Λ gilt und die Kopplungskonstante klein
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bleibt – von der O(1) werden und somit die Sto¨rungsreihe hinfa¨llig machen. Die Renor-
mierungsgruppe summiert in der n-ten Ordnung automatisch alle Terme der Form
αs(µ0)
m
(
αs(µ0) ln
µ20
µ2
)k
, 0 ≤ m ≤ n, k ∈ N0 (1.22)
auf.
Analog zur Kopplungskonstante gilt fu¨r die µ–abha¨ngige Masse die Renormierungs-
gruppengleichung
d
d lnµ
m(µ) = −γm (αs(µ))m(µ) (1.23)
mit der anomalen Dimensionsmatrix
γm (αs(µ)) =
1
Zm
dZm
d lnµ
(1.24)
des Massenoperators. Auf Zweischleifenniveau gilt
γm(αs) =
αs
4pi
γ(0)m +
α2s
(4pi)2
γ(1)m (1.25)
mit
γ(0)m = 6CF γ
(1)
m = CF
(
3CF +
97
3
NC − 10
3
nf
)
, (1.26)
was zu folgender Lo¨sung fu¨r die laufende Masse fu¨hrt:
m(µ) = m(µ0)
[
αs(µ)
αs(µ0)
]γ(0)m
2β0
[
1 +
(
γ
(1)
m
2β0
− β1γ
(0)
m
2β20
)
αs(µ)− αs(µ0)
4pi
]
. (1.27)
Wie im Fall der starken Kopplungskonstante wird die ,,laufende” Masse bei gro¨ßer wer-
dendem µ kleiner.
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Kapitel 2
Operator–Produkt–Entwicklung
In dieser Arbeit bescha¨ftigen wir uns mit den exklusiven Zerfa¨llen von B–Mesonen. Bei
der Behandlung dieser Zerfa¨lle haben wir es mit drei verschiedenen Energieskalen zu tun.
Der elektroschwache U¨bergang des b–Quarks findet bei der Skala MW ∼ O(100 GeV)
statt. Die verfu¨gbare Energie in dem Prozess ist die des B–Mesons, also MB MW . Bei
diesen beiden Skalen ist die starke Kopplungskonstante αs  1, so dass im Prinzip eine
perturbative Entwicklung in Form von QCD–Strahlungskorrekturen durchgefu¨hrt werden
kann. Das Auftreten von großen Logarithmen der Form αs ln(MW/MB) stellt hierbei kein
Problem dar, da diese, wie Ende des letzten Abschnitts erkla¨rt wurde, mit Hilfe der Re-
normierungsgruppe aufsummiert werden ko¨nnen. Allerdings findet der elektroschwache
U¨bergang auf Quarkniveau statt und wir haben es in den Endzusta¨nden mit Hadronen
zu tun, welche aufgrund des Confinements farblose Bindungszusta¨nde der Quarks dar-
stellen, die durch die hadronische Skala ΛQCD ∼ O(1 GeV) charakterisiert sind, bei der
die Sto¨rungsreihe zusammenbricht und nichtperturbative Methoden angewendet werden
mu¨ssen. Ziel dieses Kapitels wird es sein, eine effektive Theorie einzufu¨hren, welche sich
zu Nutze macht, dass MB MW . Im na¨chsten Kapitel wenden wir uns dann den beiden
Massenskalen ΛQCD MB zu.
Aufgrund der Tatsache, dass die verfu¨gbare Energie in den behandelten Prozessen
viel kleiner als die Masse des W–Bosons ist, ist es effektiv nicht mo¨glich, dessen Struk-
tur aufzulo¨sen. Wir ko¨nnen somit eine effektive Theorie einfu¨hren, welche das W–Boson,
und in diesem Zuge auch das Z–Boson und das Top–Quark, nicht mehr als dynamische
Freiheitsgrade entha¨lt. Formal fu¨hren wir dazu eine Operator–Produkt–Entwicklung [17]
durch. Ausgangspunkt ist ein Produkt zweier Operatoren O1(x)O2(y), die den schwachen
U¨bergang vermitteln, wobei ihr Abstand x−y von der Ordnung 1/MW , der Reichweite des
W–Bosons, ist. Alle anderen Felder befinden sich weit weg von den Punkten x bzw. y. Im
Limes x→ y kann das Produkt O1(x)O2(y) um den Punkt x eine beliebige Sto¨rung ver-
ursachen. Diese kann allerdings durch eine Linearkombination lokaler Operatoren, welche
um den Punkt x lokalisiert sind, beschrieben werden. Die einzige Einschra¨nkung an diese
Entwicklung in lokalen Operatoren bildet die Forderung, dass sie die gleichen globalen
Symmetrien wie das Operatorprodukt aufweist. In der Entwicklung
O1(x)O2(y) =
∑
n
Cn12(x− y)On(x) (2.1)
ha¨ngen nur noch die Entwicklungskoeffizienten (Wilsonkoeffizienten) von dem Abstand
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x − y ab. Diese ko¨nnen im Limes x → y Singularita¨ten aufweisen. Eine solche Entwick-
lung ist fu¨r kleine x − y immer mo¨glich, solange das Operatorprodukt zwischen einem
festen Anfangs– und Endzustand ausgewertet wird. Entscheidend ist, dass die Operator–
Produkt–Entwicklung unabha¨ngig von den u¨brigen im System auftretenden Feldern ist.
Eine Mo¨glichkeit, die Operator–Produkt–Entwicklung fu¨r die elektroschwache Theo-
rie explizit durchzufu¨hren, besteht in der ,,Ausintegration” der schweren Freiheitsgrade
im erzeugenden Funktional der Greenfunktionen im Pfadintegralformalismus. Fu¨hren wir
z.B. die Integration u¨ber das W–Boson explizit aus, so fu¨hrt dies auf den folgenden nicht-
lokalen, geladenen Wechselwirkungsterm im Wirkungsfunktional fu¨r die Quarks:
Sint ∼
∫
d4xd4yJ−µ (x)∆
µν(x, y)J+ν (y) (2.2)
∆µν(x, y) ist hier der W–Propagator in unita¨rer Eichung
∆µν(x, y) =
∫
d4k
(2pi)4
∆µν(k) e
−ik(x−y), (2.3)
∆µν(k) =
−1
k2 −M2W
(
gµν − kµkν
M2W
)
. (2.4)
Der nichtlokale Term Sint kann jetzt in 1/M 2W entwickelt werden, was auf eine Reihe von
lokalen Operatoren fu¨hrt, deren Dimension mit jeder Ordnung in 1/M 2W zunimmt. In
fu¨hrender Ordnung haben wir
∆µν(x, y) ≈ g
µν
M2W
δ(4)(x− y). (2.5)
Das gleiche Resultat ha¨tten wir erhalten, wenn wir sofort den effektiven Hamiltonian
Hint,eff =
GF√
2
J−µ J
+µ(x) =
GF√
2
V ∗pnVp′n′(n¯p)V−A(p¯
′n′)V−A (2.6)
angesetzt ha¨tten, wobei (V–A) fu¨r die Lorentzstruktur γµ(1 − γ5) steht und die chira-
le Struktur der schwachen Wechselwirkung wiederspiegelt. In fu¨hrender Ordnung der
Operator–Produkt–Entwicklung (2.1) ergibt sich somit ein Vier–Quark–Operator der Di-
mension sechs. Alle weiteren, ho¨herdimensionalen Operatoren ko¨nnen problemlos in den
von uns behandelten B–Mesonzerfa¨llen vernachla¨ssigt werden. Der Wilsonkoeffizient ist
in diesem einfachen Fall, ohne Hinzunahme von QCD–Korrekturen, gleich einem konstan-
ten Faktor. In (2.6) ist offensichtlich, dass das W–Boson als dynamischer Freiheitsgrad
explizit entfernt wurde, es wurde ,,ausintegriert”. Alternativ kann das gleiche Ergebnis im
kanonischen Operatorformalismus erhalten werden. Dort wird das W–Boson mit Hilfe des
Wick–Theorems ,,auskontrahiert”. Anschaulich kann man das Ergebnis auch verstehen,
da bei den ,,niedrigen” Energien des B–Mesons die kurzreichweitige, durch das schwere
Eichboson vermittelte Wechselwirkung mehr oder weniger einer punktfo¨rmigen Wechsel-
wirkung entspricht. Die hier vorgestellte Theorie entspricht somit einer Verallgemeinerung
der klassischen Fermi–Theorie der schwachen Wechselwirkung.
Bis jetzt haben wir noch keine starke Wechselwirkung zwischen den Quarks
beru¨cksichtigt. Aufgrund der asymptotischen Freiheit der QCD ko¨nnen diese Beitra¨ge bei
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Abbildung 2.1: Feynman–Diagramme, aus denen sich unter Hinzunahme von
QCD–Korrekturen die Operatorbasis (2.9) ergibt.
den hier relevanten kurzen Reichweiten der massiven Eichbosonen perturbativ behandelt
werden. Bei dem entsprechenden Austausch von Gluonen handelt es sich um Quanten-
korrekturen zu dem oben beschriebenen vereinfachten Bild, welches in diesem Sinne als
klassische Approximation angesehen werden kann. In den na¨chsten beiden Abschnitten
wird die effektive Theorie unter Beru¨cksichtigung dieser QCD–Effekte verallgemeinert.
2.1 Effektiver Hamiltonian
In diesem Abschnitt wird der effektive Hamiltonian vorgestellt, der fu¨r radiative und
elektroschwache b → d/s Zerfa¨lle relevant ist. Zusa¨tzlich zu dem im letzten Abschnitt
in (2.6) angegebenen Operator treten im allgemeinen Fall noch weitere 11 unabha¨ngige
Operatoren auf. Der vollsta¨ndige Satz ergibt sich aus den in Abbildung 2.1 gegebenen
Diagrammen mit den dazugeho¨rigen QCD–Korrekturen. Der effektive Hamiltonian fu¨r
b→ d U¨berga¨nge hat die Gestalt
Heff = −4GF√
2
(
λ
(d)
t H
(t)
eff + λ
(d)
u H
(u)
eff
)
+ h.c., (2.7)
mit λ
(d)
q = V ∗qdVqb und
H
(t)
eff = C1Oc1 + C2Oc2 +
10∑
i=3
CiOi,
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H
(u)
eff = C1 (Oc1 −Ou1 ) + C2 (Oc2 −Ou2 ). (2.8)
Die Operatoren sind durch
Ou1 = (d¯LγµT auL)(u¯LγµT abL) , Oc1 = (d¯LγµT acL)(c¯LγµT abL) ,
Ou2 = (d¯LγµuL)(u¯LγµbL) , Oc2 = (d¯LγµcL)(c¯LγµbL) ,
O3 = (d¯LγµbL)
∑
q
(q¯γµq) ,
O4 = (d¯LγµT abL)
∑
q
(q¯γµT aq) ,
O5 = (d¯LγµγνγρbL)
∑
q
(q¯γµγνγρq) ,
O6 = (d¯LγµγνγρT abL)
∑
q
(q¯γµγνγρT aq) ,
O7 = −gemmb
16pi2
(d¯Lσ
µνbR)Fµν ,
O8 = −gsmb
16pi2
(d¯Lσ
µνT abR)G
a
µν ,
O9 = αem
4pi
(d¯LγµbL)(¯`γ
µ`) ,
O10 = αem
4pi
(d¯LγµbL)(¯`γ
µγ5`) (2.9)
gegeben. T a sind die Generatoren der SU(3)C , L = (1 − γ5)/2 und R = (1 + γ5)/2
die Projektionsoperatoren auf links– bzw. rechtsha¨ndige Felder. αem = g
2
em/(4pi) ist die
Feinstrukturkonstante und Fµν(G
a
µν) bezeichnet den elektromagnetischen (chromomagne-
tischen) Feldsta¨rketensor. Die Vorzeichenkonvention fu¨r O7,8 entspricht negativen Wilson-
koeffizienten C7,8 und den Faktoren +igsT
a und +igemef in den Feynmanregeln fu¨r den
Quark–Eichboson–Vertex (ef = −1 fu¨r die Leptonfelder).
Die Operatoren O7,8 enthalten auch jeweils einen zusa¨tzlichen Term mit den Er-
setzungen mb → md und L ↔ R, wobei diese vernachla¨ssigt werden. Im Falle der
b → s U¨berga¨nge mu¨ssen die CKM–Elemente λ(d)q durch λ(s)q ersetzt werden, sowie die
d–Quarkfelder durch s–Quarkfelder in den Operatoren. In diesem Fall ist λ
(s)
u gegenu¨ber
λ
(s)
t vernachla¨ssigbar und somit nur der erste Term in (2.7) mit seinem konjugiert kom-
plexen relevant. Dies fu¨hrt dazu, dass in dieser Na¨herung keine CP–Asymmetrie auftritt,
da die einzige CP–verletzende Phase in λ
(s)
t in sa¨mtlichen Erwartungswerten herausfa¨llt.
An dieser Stelle ist noch eine Anmerkung zu der in (2.9) verwendeten Basis angebracht.
In der Literatur wird ha¨ufig eine andere, manchmal als Standardbasis bezeichnete, ein-
gefu¨hrt [18]. Die Basis (2.9) hat den großen Vorteil, dass in sa¨mtlichen Berechnungen
in fu¨hrender Ordnung der Operator–Produkt–Entwicklung und in allen Ordnungen der
QCD keine Spuren auftreten, welche die Matrix γ5 enthalten [19]. Dies hat zur Folge, dass,
wie bereits in Abschnitt 1.3 erkla¨rt wurde, alle Rechnungen mit antikommutierendem γ5
durchgefu¨hrt werden ko¨nnen. Insbesondere muss nicht das rechnerisch sehr aufwendige
HV–Schema angewendet werden.
Die oben aufgefu¨hrte Operatorbasis bildet einen vollsta¨ndigen Satz von eichinvarianten
Operatoren der Dimension sechs, welche die richtigen Quantenzahlen fu¨r die U¨berga¨nge
b → dγ(`+`−) aufweisen, kompatibel mit den Symmetrien der elektroschwachen Wech-
selwirkung sind und nicht durch die Bewegungsgleichungen ineinander u¨berfu¨hrt wer-
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den ko¨nnen. Die letzte Bedingung hat zur Folge, dass diese Basis nur fu¨r Berechnungen
gu¨ltig ist, bei denen sich die externen Teilchen auf der Massenschale befinden. Anderen-
falls mu¨ssen noch weitere Operatoren der Basis hinzugefu¨gt werden. Außerdem existie-
ren noch sogenannte evaleszente Operatoren, welche in vier Dimensionen verschwinden.
Diese werden fu¨r die Renormierung beno¨tigt, insbesondere bei der Berechnung der Zwei-
schleifendiagramme, die wir im dritten Teil dieser Arbeit vorstellen. Dort sind auch die
entsprechenden evaleszenten Operatoren angegeben.
Der effektive Hamiltonian (2.7) ergibt sich aus der vollen Theorie in fu¨hrender Ord-
nung der Operator–Produkt–Entwicklung (2.1). Die Wilsonkoeffizienten haben dabei eine
sehr anschauliche Bedeutung. Ihr Wert gibt die Kopplungssta¨rke der jeweiligen Vier–
Fermion– bzw. Zwei–Fermion–Eichboson–Wechselwirkungen an, welche durch die ver-
schiedenen Operatoren eingefu¨hrt werden. Sie beinhalten implizit die vollsta¨ndige Dy-
namik der schweren Eichbosonen und des Top–Quarks. Im na¨chsten Abschnitt werden
wir uns mit QCD–Korrekturen zu diesen kurzreichweitigen Objekten bescha¨ftigen.
2.2 Wilsonkoeffizienten, Renormierung und Renor-
mierungsgruppengleichung
Im letzten Abschnitt haben wir den effektiven Hamiltonian (2.7) vorgestellt. Der na¨chste
Schritt besteht in der Bestimmung der Wilsonkoeffizienten in der gewu¨nschten Ordnung
der Sto¨rungstheorie. Dafu¨r mu¨ssen QCD–Korrekturen in der vollen und der effektiven
Theorie berechnet werden. Die Wilsonkoeffizienten lassen sich dann aus der Forderung
bestimmen, dass die Ergebnisse in beiden Theorien u¨bereinstimmen. Man fu¨hrt ein soge-
nanntes ,,Matching” der vollen und effektiven Amplituden durch. In beiden Fa¨llen werden
die Amplituden Divergenzen aufweisen. Wie diese in der vollen Theorie zu behandeln sind,
wurde in Abschnitt 1.3 erla¨utert. Diese Renormierung reicht allerdings fu¨r die Matrixele-
mente des effektiven Hamiltonian nicht aus. Diese enthalten weitere Divergenzen und es
muss eine Operatorrenormierung durchgefu¨hrt werden:
O(0)i = ZijOj, (2.10)
wobei wie zuvor O(0)i die unrenormierten Operatoren bezeichnet. Da QCD–Quanten-
korrekturen der Erwartungswerte eines Operators im Allgemeinen mehrere Operator-
strukturen beinhalten, muss die Renormierungskonstante hier als Matrix gewa¨hlt werden.
Streng genommen werden natu¨rlich nicht die Operatoren selbst, sondern die amputierten
Greenfunktionen 〈Oi〉 renormiert. Zusammen mit der Feldrenormierung haben wir dann
〈Oi〉(0) = Z−2q Zij〈Oj〉. (2.11)
A¨quivalent hierzu kann die Renormierung mit der Kontertermmethode durchgefu¨hrt wer-
den, wobei die Wilsonkoeffizienten analog zu den ,,u¨blichen” Kopplungskonstanten re-
normiert werden (die entsprechende Renormierungskonstante wird lediglich auf Matrizen
verallgemeinert):
C
(0)
i = Z
c
ijCj. (2.12)
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Der relevante Teil des Hamiltonian nimmt dann die Form
C
(0)
i Oi(q(0)) ≡ Z2qZcijCjOi ≡ CiOi + (Z2qZcij − δij)CjOi (2.13)
an, also die Form einer Summe aus renormierten Kopplungen/Feldern und Kontertermen.
Berechnen wir hiermit die Amplituden, ergibt sich das endliche renormierte Resultat
Z2qZ
c
ijCj〈Oi〉(0) = Cj〈Oj〉. (2.14)
Ein Vergleich mit (2.11) liefert sofort Zcij = Z
−1
ji .
Die wichtigste Eigenschaft der Operator–Produkt–Entwicklung besteht darin, dass
eine Faktorisierung zwischen kurzreichweitigen Beitra¨gen, die durch die Wilsonkoeffizi-
enten parametrisiert sind, und langreichweitigen Beitra¨gen in den Matrixelementen der
Operatoren stattfindet. Die Abha¨ngigkeit von den a¨ußeren Impulsen ist vollsta¨ndig in den
Matrixelementen enthalten. Die Koeffizientenfunktionen bleiben hiervon unberu¨hrt, sind
also prozessunabha¨ngig. Insbesondere ko¨nnen die Koeffizienten keine Infrarotdivergenzen
enthalten. Es ist also unerheblich, welche Regularisierung fu¨r solche Divergenzen gewa¨hlt
wird um die Koeffizienten zu berechnen, sofern die gleiche Methode in der vollen sowie der
effektiven Theorie verwendet wird. Schematisch kann diese Faktorisierung folgendermaßen
dargestellt werden:
(1 + αsG ln
M2W
p2i
)
.
= (1 + αsG ln
M2W
µ2
) · (1 + αsG ln µ
2
p2i
), (2.15)
also Amplitude=Wilsonkoeffizient×Matrixelement, mit den a¨ußeren Impulsen pi ∼ MB.
Die Koeffizienten enthalten die Beitra¨ge großer virtueller Impulse der Gro¨ßenordnung
µ ∼ MB bis MW , wohingegen alle energetisch niedrigeren Beitra¨ge in die Matrixelemente
absorbiert sind. Diese mu¨ssen mit Hilfe nichtperturbativer Methoden behandelt werden
und sind Gegenstand des folgenden Kapitels. Es stellt sich heraus, dass auch fu¨r die
Matrixelemente noch perturbative Methoden angewendet werden ko¨nnen, allerdings kann
natu¨rlich nicht vollsta¨ndig die nicht–perturbative Dynamik der QCD umgangen werden.
Die Interpretation der Skala µ hat hier zwei verschiedene Aspekte. Vom Standpunkt
der effektiven Theorie aus betrachtet, dient sie dazu, die lokalen effektiven Wechselwir-
kungsterme mit Hilfe der dimensionellen Methode zu regularisieren. In der vollen Theorie
ist die Skala µ die Trennungslinie, die alle Beitra¨ge in die hochenergetischen, welche in
den Wilsonkoeffizienten enthalten sind und die niederenergetischen aus den Matrixele-
menten trennt. Daher wird sie auch manchmal als die Faktorisierungsskala bezeichnet.
U¨blicherweise wird diese zwischen der Ha¨lfte und dem Doppelten der typischen im be-
handelten Problem auftretenden Energien variiert, hier also mb/2 < µ < 2mb. Da in der
Summe aller Ordnungen der Sto¨rungstheorie keine µ–Abha¨ngigkeit vorhanden sein darf,
wie im letzten Kapitel beschrieben wurde, ist auch im Falle der effektiven Theorie die µ–
Abha¨ngigkeit der bis zu einer bestimmten Ordnung ausgefu¨hrten Sto¨rungsreihe ein Maß
fu¨r die vernachla¨ssigten Terme.
Fu¨r µ ∼ mb ist zwar die starke Kopplungskonstante klein, wir sehen aber in (2.15), dass
in den Wilsonkoeffizienten die Kombination αs ln(M
2
W/µ
2) auftritt, die nicht mehr als Ent-
wicklungsparameter verwendet werden kann. Die großen Logarithmen ko¨nnen aber wie-
der mit Hilfe der Renormierungsgruppenmethode, wie im letzten Kapitel erkla¨rt, zu allen
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Ordnungen aufsummiert werden. Ausgangspunkt ist auch hier die Beobachtung, dass die
unrenormierten Wilsonkoeffizienten unabha¨ngig von der Renormierungsskala sind. Dies
fu¨hrt auf die Renormierungsgruppengleichung
dCi(µ)
d lnµ
= γji(µ)Cj(µ), (2.16)
mit der anomalen Dimensionsmatrix
γij(µ) = Z
−1
ik
dZkj
d lnµ
. (2.17)
Abgesehen davon, dass es sich um eine Matrixgleichung handelt, ist die Form der Diffe-
rentialgleichung bis auf ein Vorzeichen identisch der Renormierungsgruppengleichung fu¨r
die Masse (1.23). Mit der Entwicklung
γij = γ
(−1)
ij +
αs
4pi
γ
(0)
ij +
(αs
4pi
)2
γ
(1)
ij +
(αs
4pi
)3
γ
(2)
ij +O(α4s) (2.18)
hat die Lo¨sung in der Ordnung αs mit γ
(−1)
ij = 0 und den entsprechenden Ersetzungen die
gleiche Gestalt wie (1.27)1. In ho¨heren Ordnungen kann die Lo¨sung in dieser Form aller-
dings nicht verallgemeinert werden, da die anomalen Dimensionsmatrizen in den verschie-
denen Ordnungen nicht vertauschen. Die Lo¨sung der Renormierungsgruppengleichung fu¨r
die Wilsonkoeffizienten ist in der in dieser Arbeit beno¨tigten Ordnung in Appendix A
gegeben.
1Eine Besonderheit der semileptonischen Operatoren ist, dass die anomale Dimensionsmatrix in diesem
Sektor bereits Beitra¨ge der Ordnung α0s aufweist. Fu¨r die 8×8 Submatrix aus γ, die fu¨r die Vier–Quark–
und die elektro–/chromomagnetischen Pinguinoperatoren relevant ist, gilt γ(−1) = 0.
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Kapitel 3
QCD–Faktorisierung
Im letzten Kapitel haben wir die Operator–Produkt–Entwicklung kennengelernt, welche
die Beitra¨ge mit Energien & MB in Wilsonkoeffizienten faktorisiert, die unabha¨ngig vom
jeweiligen Prozess sind. Im na¨chsten Schritt mu¨ssen die Matrixelemente der Operatoren
fu¨r den spezifischen Zerfall berechnet werden. Da jetzt die externen Hadronen mit ins
Spiel kommen, beinhalten die Matrixelemente nicht–perturbative Dynamik. Diese enthal-
ten noch immer kurzreichweitige Beitra¨ge der Ordnung MB, bei denen die Kopplungskon-
stante klein ist und im Prinzip eine perturbative Behandlung durchgefu¨hrt werden kann,
sofern diese Beitra¨ge von den nichtperturbativen der externen Hadronen getrennt werden
ko¨nnen. Genau dies liefert die QCD–Faktorisierung [20] mit Hilfe einer Entwicklung in
ΛQCD/MB  1.
3.1 Faktorisierungsformel
3.1.1 Hadronische Zerfa¨lle
Urspru¨nglich wurde die QCD–Faktorisierung zur Behandlung rein hadronischer Zerfa¨lle
eingefu¨hrt, die wir im Folgenden kurz vorstellen wollen. Bei hochenergetischen B–Meson–
Zerfa¨llen in zwei Hadronen findet die Hadronisierung der Zerfallsprodukte erst statt, wenn
diese sich bereits voneinander entfernt haben. Nachdem sich die Quarks in Farb–Singletts
zusammengeschlossen haben, ko¨nnen weiche (niederenergetische) Gluonen nichts mehr an
dieser Konfiguration a¨ndern. Dies Pha¨nomen ist unter dem Namen Farbdurchsichtigkeit
(,,colour transparency”) bekannt [21]. Im ,,naiven” Faktorisierungsansatz faktorisiert das
Matrixelement eines Vier–Quark–Operators in ein Produkt aus zwei Matrixelementen mit
bilinearen Quarkstro¨men in einer Farb–Singlett Konfiguration [22, 23]. Fu¨r den Zerfall
B¯d → D+pi− gilt
〈D+pi−|(c¯LγµbL)(d¯LγµuL)|B¯d〉 → 〈pi−|(d¯LγµuL)|0〉〈D+|(c¯LγµbL)|B¯d〉
∝ fpiFB→D, (3.1)
wobei das erste Matrixelement die Pion Zerfallskonstante fpi definiert und das zweite pro-
portional zu Formfaktoren FB→D ist und diese Gro¨ßen in der ,,naiven” Na¨herung die
vollsta¨ndige nicht–perturbative Dynamik des urspru¨nglichen Matrixelementes enthalten.
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Abbildung 3.1: Graphische Darstellung der Faktorisierungsformel fu¨r hadronische
Zerfa¨lle. Der Einfachheit halber ist nur einer der Formfaktorterme
aus (3.2) dargestellt.
Alle ,,nicht–faktorisierbaren” Wechselwirkungen zwischen dem (B¯dpi)–System und dem
Pion werden hierbei fu¨r Gluonen mit Virtualita¨ten, die kleiner als µ ∼ MB sind, ver-
nachla¨ssigt.
Bei dieser Na¨herung treten allerdings mehrere Probleme auf. ,,Nicht–faktorisierbare”
Gluon–Wechselwirkungen werden im schwachen effektiven Hamiltonian fu¨r Energien, die
gro¨ßer als µ ∼ MB sind, beru¨cksichtigt und sind in den Wilsonkoeffizienten enthalten.
Es gibt keinen Grund, warum solche Beitra¨ge fu¨r kleinere Virtualita¨ten nicht existieren
sollten. Außerdem muss die Renormieungsschemenabha¨ngigkeit der Wilsonkoeffizienten,
welche in ho¨heren Ordnungen vorhanden ist, durch die der Matrixelemente aufgehoben
werden, welche aber in obiger Na¨herung nicht renormiert werden mu¨ssen. Die Vorhersa-
gen werden daher unphysikalisch. Desweiteren ist das Skalenverhalten der beiden Seiten
in (3.1) verschieden und es kann zu keiner Aufhebung der Skalenabha¨ngigkeit in der Am-
plitude kommen. In naiver Faktorisierung besteht auch keine Mo¨glichkeit einer Phasen-
differenz der starken Phasen aus verschiedenen Amplituden sowie einer Wechselwirkung
der Endzusta¨nde.
Diese Probleme werden im QCD–Faktorisierungsansatz dadurch gelo¨st, dass die kurz-
reichweitigen Effekte mit Energien der Ordnung MB von den langreichweitigen Beitra¨gen
in fu¨hrender Ordnung in dem kleinen Parameter ΛQCD/MB entkoppeln. Im Grenzfall
MB →∞ gilt fu¨r die Matrixelemente der Operatoren des effektiven Hamiltonian folgende
Faktorisierungsformel:
〈M1M2|Oi|B¯〉 =
∑
j
FB→M1j
∫ 1
0
du T Iij(u) ΦM2(u) + (M1 ↔M2)
+
∫ 1
0
dξdudv T IIi (ξ, u, v) ΦB(ξ) ΦM1(v) ΦM2(u)
falls M1 und M2 beides leichte Mesonen sind, (3.2)
〈M1M2|Oi|B¯〉 =
∑
j
FB→M1j
∫ 1
0
du T Iij(u) ΦM2(u)
falls M1 schwer und M2 leicht ist.
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Die nicht–perturbative Dynamik ist vollsta¨ndig in den Lichtkegelwellenfunktionen der Me-
sonen ΦMi(u) und den Formfaktoren F
B→Mi
j enthalten und die kurzreichweitigen Beitra¨ge
befinden sich in den perturbativ berechenbaren harten Streukernen T Iij(u) und T
II
i (ξ, u, v).
Die Parameter u, v und ξ bezeichnen die longitudinalen Impulsanteile des Quarks in den
jeweiligen Mesonen im Endzustand bzw. des Spektatorquarks im B–Meson. Ein Meson
wird als leicht bezeichnet, wenn seine Masse im Limes MB → ∞ endlich bleibt, bzw.
schwer, wenn Mi/MB in diesem Limes konstant bleibt. Eine graphische Darstellung der
Faktorisierungsformel (3.2) ist in Abbildung 3.1 gegeben.
Da es extrem schwer, wenn nicht sogar unmo¨glich ist, die Matrixelemente auf der linken
Seite von (3.2) mit Hilfe von nicht–perturbativen Methoden zu berechnen, steht mit Hilfe
der Faktorisierungsformel ein geeignetes Mittel zur Verfu¨gung, dies zu bewerkstelligen
(zumindest in der verwendeten Na¨herung), da es sich bei den Lichtkegelwellenfunktionen
bzw. den Formfaktoren um viel einfachere Objekte handelt, die mittels Gitter–QCD oder
QCD–Summenregeln berechnet werden ko¨nnen oder aus Experimenten bestimmbar sind.
In fu¨hrender Ordnung in αs ist der dritte Term in (3.2) noch nicht vorhanden. Außer-
dem sind die harten Streukerne trivial und insbesondere unabha¨ngig von u. Das Integral
u¨ber die Wellenfunktion ergibt in diesem Fall die Zerfallskonstante des Mesons und das
Matrixelement reduziert sich somit auf die in (3.1) angegebene naive Faktorisierung. Die
Faktorisierungsformel erlaubt jetzt allerdings die Berechnung der αs–Korrekturen zu den
Streukernen im Limes schwerer Quarks.
3.1.2 Semileptonische Zerfa¨lle
Die oben angegebene Faktorisierungsformel fu¨r hadronische Zerfa¨lle kann auch in einer
vereinfachten Form fu¨r die in dieser Arbeit behandelten semileptonischen Zerfa¨lle ver-
wendet werden. In diesem Fall besteht der Endzustand nur aus einem Hadron und die
Faktorisierung la¨sst sich schematisch in der Form
〈`+`−Va|Heff |B¯〉 = Ca ξa + ΦB ⊗ Ta ⊗ ΦV (3.3)
darstellen. Va bezeichnet das transversal (a =⊥) bzw. longitudinal (a =‖) polarisier-
te Vektormeson. ξa sind universelle Formfaktoren und bei ΦV bzw. ΦB handelt es sich
um die Lichtkegelwellenfunktionen. Wie auch im Fall der hadronischen Zerfa¨lle tragen
in fu¨hrender Ordnung in ΛQCD/MB nur die Wellenfunktionen der Zwei–Teilchen Fock-
zusta¨nde in fu¨hrender twist–2–Ordnung bei. Formfaktoren und Wellenfunktionen werden
im folgenden Abschnitt vorgestellt. Die Faktoren Ca und Ta sind perturbativ berechenbar
und enthalten in dieser Form jetzt auch die Wilsonkoeffizienten und somit alle kurzreich-
weitigen Beitra¨ge der behandelten Zerfa¨lle bis zur Ordnung der W–Boson Masse. Diese
werden in den na¨chsten beiden Teilen dieser Arbeit behandelt.
3.2 Nicht–perturbativer Input
In diesem Abschnitt werden wir die Gro¨ßen vorstellen, welche die vollsta¨ndige Information
der nicht–perturbativen Dynamik der behandelten Zerfa¨lle in fu¨hrender, und teilweise
auch in na¨chstfu¨hrender Ordnung der 1/mb Entwicklung enthalten.
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3.2.1 Formfaktoren
Formfaktoren sind im Allgemeinen skalare Funktionen, welche bei der Zerlegung eines
Matrixelementes lokaler Stro¨me auftreten. Urspru¨nglich wurde die Bezeichnung fu¨r sol-
che Matrixelemente eingefu¨hrt, bei denen ein Teilchen im Anfangszustand identisch mit
demjenigen im Endzustand ist. Unter Beru¨cksichtigung der Lorentzsymmetrie und der
Eichinvarianz existieren in diesem Fall zwei unabha¨ngige elektromagnetische Formfakto-
ren, die im nichtrelativistischen Limes mit der elektrischen Ladung und dem magnetische
Moment des entsprechenden Teilchens zusammenha¨ngen. Sie enthalten also die Infor-
mation bezu¨glich der ,,Form” des Teilchens. Die hier verwendeten QCD–Formfaktoren
beschreiben nicht die Form eines der beiden Teilchen im Anfangs– bzw. Endzustand im
betrachteten Prozess, sondern deren U¨berlapp wa¨hrend des schwachen U¨bergangs.
Fu¨r die Zerfa¨lle in Vektormesonen treten unter Beru¨cksichtigung der Lorentzsymme-
trie und der Parita¨t sieben unabha¨ngige Formfaktoren auf. Diese sind folgendermaßen
definiert:
〈V (p′, ε∗)|q¯γµb|B¯(p)〉 = 2iV (q
2)
MB +mV
µνρσε∗ν p
′
ρpσ, (3.4)
〈V (p′, ε∗)|q¯γµγ5b|B¯(p)〉 = 2mVA0(q2) ε
∗ · q
q2
qµ + (MB +mV )A1(q
2)
[
ε∗µ − ε
∗ · q
q2
qµ
]
−A2(q2) ε
∗ · q
MB +mV
[
pµ + p′µ − M
2
B −m2V
q2
qµ
]
, (3.5)
〈V (p′, ε∗)|q¯σµνqνb|B¯(p)〉 = 2T1(q2) µνρσε∗ν pρp′σ, (3.6)
〈V (p′, ε∗)|q¯σµνγ5qνb|B¯(p)〉 = (−i)T2(q2)
[
(M2B −m2V ) ε∗µ − (ε∗ · q) (pµ + p′µ)
]
+ (−i)T3(q2) (ε∗ · q)
[
qµ − q
2
M2B −m2V
(pµ + p′µ)
]
, (3.7)
mit der Masse mV und dem Polarisationsvektor ε des Vektormesons und einem Im-
pulsu¨bertrag q = p− p′. Fu¨r den Zerfall B → V γ mit q2 = 0 tragen nur die Formfaktoren
T1 und T2 bei, welche u¨ber T1(0) = T2(0) miteinander verknu¨pft sind.
Symmetrierelationen
Im Limes schwerer Quarks kann unter Verwendung der effektiven Theorie schwerer
Quarks (Heavy Quark Effective Theory HQET) [24] in dem kinematischen Bereich großen
Ru¨ckstoßes des Vektormesons gezeigt werden, dass nicht alle sieben Formfaktoren un-
abha¨ngig sind.
Bei der HQET wird eine effektive Theorie mit Hilfe einer Entwicklung in 1/mb auf-
gestellt. Im Limes eines unendlich schweren b–Quarks sind seine Geschwindigkeit und die
des B–Mesons identisch. Die Lagrangedichte beschreibt in erster Ordnung in 1/mb nur
gluonische Wechselwirkungen mit Energien der Ordnung ΛQCD, da große Energien den
Impuls des b–Quarks stark a¨ndern.
Bei großem Ru¨ckstoß ist die Energie E = (M 2B +m
2
V − q2)/(2MB) des leichten Mesons
von der Ordnung MB/2, also muss q
2  M2B erfu¨llt sein. Unter Vernachla¨ssigung von
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Abbildung 3.2: Beitra¨ge zum U¨bergang B → V mit beliebiger Diracstuktur Γ.
Die Vertexkorrektur (b) und die Spektatorwechselwirkung (c),(d)
verdeutlichen harte Gluon–Beitra¨ge
QCD–Korrekturen ergeben sich die folgenden Symmetrierelationen fu¨r die vollen QCD–
Formfaktoren [25, 26]:
M
M +mV
V (q2) =
M +mV
2E
A1(q
2) = T1(q
2) =
M
2E
T2(q
2) ≡ ξ⊥(E), (3.8)
mV
E
A0(q
2) =
M +mV
2E
A1(q
2)− M −mV
M
A2(q
2) =
M
2E
T2(q
2)− T3(q2) ≡ ξ‖(E)(3.9)
Wir sehen, dass unter den genannten Voraussetzungen nur noch zwei unabha¨ngige Form-
faktoren ξ⊥ und ξ‖ vorhanden sind, welche die weichen Beitra¨ge der Wechselwirkung
enthalten. Dies sind die Formfaktoren, die bereits in der Faktorisierungsformel (3.3) auf-
treten.
Die Symmetrierelationen (3.8),(3.9) werden einerseits durch Terme der Ordnung 1/mb
bzw. 1/E gebrochen, und andererseits durch αs–Korrekturen mit harten Gluonen, wie
in Abbildung 3.2b-d verdeutlicht ist [26]. Letztere Korrekturen tragen zu den harten
Streukernen Ca und Ta in (3.3) bei und sind im na¨chsten Teil der Arbeit angegeben.
3.2.2 Lichtkegelwellenfunktionen
Neben den Formfaktoren ist die nichtperturbative Dynamik in den Lichtkegelwellenfunk-
tionen der Mesonen enthalten, bei denen es sich um prozessunabha¨ngige Objekte handelt.
In der Faktorisierungsformel (3.3) gehen sie in den zweiten Term auf der rechten Seite
ein und werden fu¨r Beitra¨ge beno¨tigt, in denen das Spektatorquark in die Wechselwir-
kung mit einbezogen ist (abgesehen von den in den weichen Formfaktoren enthaltenen
Beitra¨gen zur Spektatorwechselwirkung). In fu¨hrender Ordnung in 1/mb werden die Me-
sonen in der fu¨hrenden Ordnung der Fock– und twist–Entwicklung beno¨tigt [28]. Hierbei
32 KAPITEL 3. QCD–Faktorisierung
handelt es sich um Zwei–Teilchen Quark/Antiquarkzusta¨nde, wobei sich jedes der Quarks
auf der Massenschale befindet. Außerdem werden die transversalen Impulse in dieser Ord-
nung vernachla¨ssigt. Fu¨r manche physikalischen Beitra¨ge werden wir u¨ber die fu¨hrende
Ordnung hinausgehen und die Zwei–Teilchen twist–3 Wellenfunktionen beru¨cksichtigen.
Die Impulse der beteiligten Quarks in den hier behandelten Prozessen werden folgen-
dermassen gewa¨hlt:
pµb = mbv
µ, lµ =
l+
2
nµ+ + l
µ
⊥ +
l−
2
nµ−, (3.10)
kµ1 = uEn
µ
− + k
µ
⊥ +
~k2⊥
4uE
nµ+, k
µ
2 = u¯En
µ
− − kµ⊥ +
~k2⊥
4u¯E
nµ+. (3.11)
Dabei sind die ersten beiden Impulse diejenigen des Quarks bzw. des Antiquarks im
B-Meson und die beiden anderen die entsprechenden Impulse des Vektormesons. vµ ist
in dieser Na¨herung einerseits die Vierergeschwindigkeit des b–Quarks, andererseits aber
auch die des B-Mesons (v2 = 1). nµ+ und n
µ
− sind zwei lichtartige Vektoren (n
2
± = 0
und n+ · n+ = 2) mit vµ = (nµ+ + nµ−)/2, die parallel zu den beiden Viererimpulsen p′µ
und qµ des Vektormesons und des (virtuellen) Photons sind. Die Vektoren lµ⊥ und k
µ
⊥
beschreiben die transversale Bewegung der leichten Quarks in den Mesonen und sind von
der Ordnung ΛQCD. Weiterhin wurde u¯ = 1−u definiert. Da die Bewegung des b-Quarks als
statisch angesehen wird (Fluktuationen sind von der Ordnung ΛQCD), ist die Energie des
leichten Quarks im B-Meson auch von dieser Ordnung (l± ∼ ΛQCD). Man beachte, dass
fu¨r den Impuls des Vektormesons nicht p′µ = kµ1 + k
µ
2 gilt, die Differenz zur Massenschale
(k1 + k2)
2 mit p′2 = m2V ' 0 aber von der Ordnung der leichten Mesonmasse ist, welche
in fu¨hrender Ordnung in 1/mb vernachla¨ssigt werden kann.
Der zweite Term auf der rechten Seite von (3.3) ist durch die folgende Faltungsformel
gegeben:
〈`+`−V |Heff |B¯〉(HSA) = 4piαsCF
NC
∫ 1
0
du
∫ ∞
0
dωMBβγ M
V
δα Tαβγδ . (3.12)
Tαβγδ ist die Amplitude der harten Wechselwirkung mit dem Spektatorquark und wird
aus entsprechenden Feynmandiagrammen berechnet (α, β, γ, δ sind Dirac–Indizes). Die
nicht–perturbativen Bindungszusta¨nde der Mesonen sind in den Zwei–Teilchen Lichtke-
gelprojektoren MB und MV gegeben, welche im Impulsraum definiert sind. Sie werden
u¨ber eine Fourier–Transformation der Lichtkegelentwicklung von Matrixelementen der
Quark/Antiquark–Operatoren [29, 30] bestimmt. Die Projektoren der beiden Mesonen
sind in Anhang B gegeben.
Teil II
Theoretischer Input fu¨r die Zerfa¨lle
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Kapitel 4
Zerfallsamplituden
4.1 Allgemeines
In diesem Kapitel werden wir die Amplituden vorstellen die fu¨r die Zerfa¨lle B → V γ und
B → V `+`− in fu¨hrender Ordnung in 1/mb und na¨chstfu¨hrender Ordnung in αs beno¨tigt
werden. Dabei werden wir uns auf die Vektormesonen K∗, ρ und ω beschra¨nken. Fu¨r die
Zerfa¨lle mit einem reellen Photon im Endzustand sind in dieser Ordnung alle Amplituden
bekannt, wohingegen dies fu¨r das Leptonpaar zur Zeit noch nicht der Fall ist. Wir werden
an den entsprechenden Stellen auf die fehlenden Beitra¨ge hinweisen. Zusa¨tzlich werden
wir einige Beitra¨ge in der na¨chstfu¨hrenden Ordnung in 1/mb beru¨cksichtigen. Sa¨mtliche
Ergebnisse in diesem Teil der Arbeit wurden bereits vorab in [31, 32] vero¨ffentlicht.
Die verschiedenen Sorten des B–Quarks haben in fu¨hrender Ordnung der Fock–
Entwicklung den Quarkinhalt (B0, B+) = (db¯, ub¯), mit den entsprechenden ,,gequerten”
Gro¨ßen fu¨r die CP–konjugierten Moden. Fu¨r die Vektormesonen gilt (K∗0, K∗+, ρ+) =
(ds¯, us¯, ud¯) und (ρ0, ω0) = (uu¯ − dd¯, uu¯ + dd¯)/√2. Die kleine ss¯–Komponente des ω–
Mesons werden wir im Folgenden vernachla¨ssigen.
Die Erzeugung des Leptonpaares kann einerseits direkt u¨ber die Operatoren O9,10
erfolgen oder durch die Produktion eines virtuellen Photons, welches u¨ber die Matrixele-
mente der Operatoren O1−8 produziert wird und anschließend in das Leptonpaar zerfa¨llt.
Die Semileptonischen Operatoren sind bilinear in den Quarkfeldern. Daher ko¨nnen die
zugeho¨rigen Matrixelemente direkt durch Formfaktoren ausgedru¨ckt werden. Fu¨r die Ma-
trixelemente mit Erzeugung eines virtuellen Photons setzten wir die folgende Zerlegung
an:
〈γ∗(q, µ)V (p′, ε∗)|H(i)eff |B¯(p)〉 =
igemmb
4pi2
{
2 T (i)⊥ (q2) µνρσε∗ν pρp′σ
−2i T (i)⊥ (q2) [EMB ε∗µ − (ε∗ · q) p′µ]
−i T (i)‖ (q2) (ε∗ · q)
[
qµ − q
2
M2B
(pµ + p′µ)
]}
, (4.1)
wobei |V 〉 fu¨r |ρ−〉 bzw. |K∗−〉 in einem B−–Meson–Zerfall steht, oder fu¨r−√2|ρ0〉,√2|ω0〉
bzw. |K¯∗0〉 fu¨r den Zerfall eines B¯0–Mesons. In Abschnitt 3.2.1 wurde gezeigt, dass im
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Abbildung 4.1: Beitra¨ge in fu¨hrender Ordnung zu 〈γ∗V |H(i)eff |B¯〉. Die Kreuze mar-
kieren die mo¨glichen Einfu¨gungspunkte des virtuellen Photons.
Limes schwerer Quarks und in fu¨hrender Ordnung in αs nur zwei unabha¨ngige Strukturen
bei der Zerlegung von Matrixelementen in Formfaktoren vorhanden sind. Dies ist auch
noch nach Hinzunahme von αs–Korrekturen aufgrund der chiralen Struktur der schwa-
chen Wechselwirkung und der Helizita¨tserhaltung gu¨ltig [26, 33]. Die verallgemeinerten
Formfaktoren T (i)a sind dabei so gewa¨hlt, dass sie zu einem transversal (a =⊥) bzw. lon-
gitudinal (a =‖) polarisierten Vektormeson beitragen. Wir ko¨nnen die T (i)a noch weiter
zerlegen:
T (i)a = ξa C(i)a +
pi2
Nc
fBfV,a
MB
Ξa
∑
±
∫
dω
ω
ΦB,±(ω)
∫ 1
0
du φa(u)T
(i)
a,±(u, ω), (4.2)
wobei Ξ⊥ = 1 und Ξ‖ = mV /E. Die Funktionen C
(i)
a und T
(i)
a,± sind, von der Normierung
abgesehen, die harten Streukerne aus der Faktorisierungsformel (3.3). Bei den Zerfa¨llen in
ein reelles Photon ha¨ngt die Zerfallsrate nur von einem Formfaktor ab und es ergibt sich
kein Vorteil, den weichen Formfaktor ξ⊥ zu verwenden. In diesem Fall a¨ndert sich (4.2)
zu T (i)⊥ = T1(0)C(i)′⊥ + . . . . Die Beziehung zwischen den gestrichenen Koeffizienten C (i)′⊥
und T
(i)′
⊥,+ und den entsprechenden ungestrichenen Gro¨ßen ergibt sich aus (5.5).
In den folgenden Abschnitten werden wir die Ergebnisse dieser aus Feynmandiagram-
men zu berechnenden Streukerne in der Entwicklung
C(i)a = C
(0,i)
a +
αsCF
4pi
C(1,i)a , (4.3)
T
(i)
a,±(u, ω) = T
(0,i)
a,± (u, ω) + T
(0,i)
a,±
∣∣∣
1/MB
(u, ω)
+
αsCF
4pi
(
T
(1,i)
a,± (u, ω) + T
(1,i)
a,±
∣∣∣
1/MB
(u, ω)
)
(4.4)
pra¨sentieren. Verschwindende Funktionen sind dabei nicht explizit aufgefu¨hrt.
4.2 Fu¨hrende Ordnung α0s
Fu¨r q2 = 0 erhalten wir nur Beitra¨ge von den Operatoren O3−7 mit ihren dazugeho¨rigen
Wilsonkoeffizienten, wobei alle Beitra¨ge durch den Koeffizienten Ceff7 dargestellt werden
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ko¨nnen. Fu¨r beliebige invariante Massen des Leptonpaares ergeben sich fu¨r die in Abbil-
dung 4.1a-b dargestellten Diagramme die folgenden faktorisierbaren Formfaktorterme:
C
(0,i)
⊥ = δ
it Ceff7 +
q2
2mbMB
Y (i)(q2), C
(0,i)
‖ = −δit Ceff7 −
MB
2mb
Y (i)(q2) (4.5)
mit
Y (t)(s) = − 1
2
h(s,mb)
(
7C3 +
4
3
C4 + 76C5 +
64
3
C6
)
+h(s,mc)
(
4
3
C1 + C2 + 6C3 + 60C5
)
−h(s, 0)
(
1
2
C3 +
2
3
C4 + 8C5 +
32
3
C6
)
+
4
9
(
3C3 + 16C5 +
16
3
C6
)
,
Y (u)(s) =
(
4
3
C1 + C2
)
[h(s,mc)− h(s, 0)] . (4.6)
Die hier auftretende Funktion
h(s,mq) = −4
9
(
ln
m2q
µ2
− 2
3
− z
)
+
2
9
(2 + z)B0(s,mq) (4.7)
mit z = 4mq/s und
B0(s,mq) = −2
√
|z − 1|


arctan
1√
z − 1 z > 1
ln
1 +
√
1− z√
z
− ipi
2
z ≤ 1
(4.8)
ha¨ngt mit der Fermionenschleife des in Abbildung 4.1b dargestellten Diagramms zusam-
men.
Die Funktionen Y (i)(q2) haben eine logarithmische Singularita¨t fu¨r q2 → 0, die sich auf
die longitudinale Amplitude auswirkt. Allerdings ist dies nicht weiter von Bedeutung, da
die Zerfallsraten in longitudinal polarisierte Vektormesonen um einen Faktor q2 gegenu¨ber
den transversalen unterdru¨ckt sind. Als Konsequenz ergibt sich nur, dass die longitudinale
Amplitude sensitiv auf Absta¨nde der Ordnung 1/
√
q2 ist und somit fu¨r q2  mbΛQCD
nicht perturbativ berechenbar ist.
Ferner tragen die Annihilationsgraphen aus Abbildung 4.1c zum Zerfall bei. Im Ge-
gensatz zur transversalen Amplitude, die keine Beitra¨ge in fu¨hrender Ordnung im Limes
schwerer Quarks entha¨lt, existieren nichtverschwindende longitudinale Anteile der Anni-
hilation in fu¨hrender Ordnung. Diese ergeben sich aus dem Diagramm, bei dem das Photon
vom Spektatorquark im B–Meson abgestrahlt wird, da in diesem Fall der Quarkpropa-
gator in der Gro¨ßenordnung mbΛQCD von der Massenschale entfernt ist. In den restlichen
Diagrammen ist dies O(m2b). Die harten Streukerne lauten
T
(0,i)
‖,− (u, ω) = −eq
MBω
MBω − q2 − i
4MB
mb
(
δitC34q − δiuC12q
)
, (4.9)
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Abbildung 4.2: Beitra¨ge der Ordnung αs zu 〈γ∗V |H(i)eff |B¯〉. Die Kreuze markieren
die mo¨glichen Einfu¨gungspunkte des virtuellen Photons. Obere Rei-
he: Spektatorwechselwirkung; Untere Reihe: zu Formfaktoren pro-
portionale Anteile (die zu (c) und (e) symmetrischen Diagramme
sind nicht abgebildet)
mit der Ladung eq des Spektatorquarks und den folgenden Kombinationen der Wilsonko-
effizienten:
C34q ≡ C3 +
4
3
(C4 + 12C5 + 16C6) + 6 [1 + (−1)I ] δqd (C3 + 10C5) (4.10)
C12q ≡ 3 δquC2 + (−1)I δqd
(
4
3
C1 + C2
)
. (4.11)
Die Terme proportional zu δqd verschwinden fu¨r den Zerfall in ein Kaon. I bezeichnet
den Isospin der Teilchen, also I = 0, 1 fu¨r ω bzw. ρ Mesonen. Der Term proportional zu
C12q ist fu¨r den Zerfall in ein Kaon CKM–unterdru¨ckt und wird vernachla¨ssigt. Wir sehen
also, dass die Annihilation in diesem Fall aufgrund der Kleinheit der schleifeninduzierten
Wilsonkoeffizienten keinen großen Beitrag liefert. Mit der Ersetzung δqd → δqs sind obi-
ge Gleichungen Beitra¨ge zum Zerfall Bs → φ`+`−, welchen wir im weiteren aber nicht
behandeln.
4.3 Na¨chstfu¨hrende Ordnung α1s
Wir zerlegen die αs Korrekturen in einen ,,faktorisierbaren” und einen ,,nicht–faktorisier-
baren” Anteil:
C(1,i)a = C
(f,i)
a + C
(nf,i)
a , T
(1,i)
a,± = T
(f,i)
a,± + T
(nf,i)
a,± . (4.12)
In den folgenden Abschnitten sind die jeweiligen Vertexkorrekturen bzw. die Ergebnisse
der Spektatorwechselwirkung angegeben. Die typischen Energien, mit welchen die Teil-
chen in den faktorisierbaren Anteilen C
(1,i)
a propagieren, liegen bei der Skala µ ∼ mb.
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An dieser Skala wird die starke Kopplung αs(µ) ausgewertet. Im Gegensatz dazu liegt
diese Skala fu¨r die Spektatorwechselwirkungen bei µh ∼
√
Λhmb mit der entsprechenden
A¨nderung in αs(µh) (in der numerischen Analyse wird der Wert Λh = 0.5 GeV verwen-
det). Die Wilsonkoeffizienten werden grundsa¨tzlich bei der Skala µ ∼ mb ausgewertet
(siehe Abschnitt 5.1).
4.3.1 Formfaktorkorrekturen
Die faktorisierbaren Anteile aus Abbildung 3.2b fu¨hren auf
C
(f,t)
⊥ = C
eff
7
(
ln
m2b
µ2
− L + ∆M
)
, (4.13)
C
(f,t)
‖ = −Ceff7
(
ln
m2b
µ2
+ 2L + ∆M
)
, (4.14)
mit
L ≡ −m
2
b − q2
q2
ln
(
1− q
2
m2b
)
. (4.15)
Der Parameter ∆M ha¨ngt vom Massenrenormierungsschema fu¨r den Faktor mb in (4.1)
ab. Fu¨r die von uns gewa¨hlte PS–Masse [34] gilt ∆M = 3 ln(m2b/µ
2) − 4(1 − µf/mb),
wobei µf = 2 GeV gewa¨hlt wird. Im MS–Schema erhalten wir ∆M = 0, sowie ∆M =
3 ln(m2b/µ
2)−4 fu¨r die Polmasse. Fu¨r den Zerfall in ein reelles Photon verwenden wir den
vollen QCD–Formfaktor T1(0). In diesem Fall ergibt sich C
(f,t)′
⊥ aus obigem Term mit der
Ersetzung L→ 0.
Fu¨r die nicht–faktorisierbaren Formfaktorterme aus Abbildung 4.2c-e erhalten wir
CFC
(nf,i)
⊥ = −C1
(
F
(7)
1 + δiuF
(7)
1,u
)
− C2
(
F
(7)
2 + δiuF
(7)
2,u
)
− δitCeff8 F (7)8
− q
2
2mbMB
[
C1
(
F
(9)
1 + δiuF
(9)
1,u
)
+ C2
(
F
(9)
2 + δiuF
(9)
2,u
)
+ δitC
eff
8 F
(9)
8
]
, (4.16)
CFC
(nf,i)
‖ = C1
(
F
(7)
1 + δiuF
(7)
1,u
)
+ C2
(
F
(7)
2 + δiuF
(7)
2,u
)
+ δitC
eff
8 F
(7)
8
+
MB
2mb
[
C1
(
F
(9)
1 + δiuF
(9)
1,u
)
+ C2
(
F
(9)
2 + δiuF
(9)
2,u
)
+ δitC
eff
8 F
(9)
8
]
. (4.17)
Die Funktionen F
(7/9)
1/2 und F
(7/9)
1/2,u resultieren aus den Zwei–Schleifen–Diagrammen aus
Abbildung 4.2d-e. Diese sind zur Zeit nur fu¨r die Matrixelemente der Operatoren O1,2 be-
kannt. F
(7/9)
1/2 wurden mit Hilfe einer Entwicklung in q
2/m2b , m
2
c/m
2
b und q
2/(4m2c) in [35]
berechnet und ko¨nnen dort entnommen werden. Diese Entwicklung ist fu¨r uns ausreichend,
da wir uns bei der Analyse auf den Bereich kleiner invarianter Leptonmassen q2 . mbΛQCD
beschra¨nken. Im Fall der Schleifendiagramme mit einer internen u–Quark–Schleife ko¨nnen
diese Resultate nicht verwendet werden, da in diesem kinematischen Bereich offensichtlich
die Entwicklung zusammenbricht. Die Rechnung in [35] wurde dann in [36] erweitert, mit
der einfachen Entwicklung in q2/m2b . Im na¨chsten Teil dieser Arbeit werden wir ausfu¨hrlich
auf die analytische Berechnung dieser Beitra¨ge eingehen. Dort sind auch die entsprechen-
den Ergebnisse angegeben. Die Berechnungen der Zwei–Schleifen–Diagramme wurden bis
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jetzt fu¨r beliebige invariante Masse des Leptonpaares erst fu¨r die Operatoren O1,2 durch-
gefu¨hrt. Im Fall eines reellen Photons sind inzwischen alle Ergebnisse fu¨r eine Analyse
in der na¨chstfu¨hrenden Ordnung in αs und in fu¨hrender Ordnung der 1/mb Entwicklung
fu¨r den Top–Sektor des in (2.7) gegebenen effektiven Hamiltonian abgeschlossen. Insbe-
sondere sind die Zwei–Schleifen–Berechnungen fu¨r die Pinguinoperatoren bekannt [37].
Diese wirken sich auf die entsprechende Zerfallsrate des inklusiven Zerfalls auf dem Ein–
Prozent–Niveau aus und werden im folgenden nicht weiter beru¨cksichtigt.
Die Ergebnisse der Diagramme aus Abbildung 4.2c sind
F
(7)
8 = −
32
9
ln
µ
mb
− 8
9
sˆ
1− sˆ ln sˆ−
8
9
ipi − 4
9
11− 16sˆ+ 8sˆ2
(1− sˆ)2
+
4
9
1
(1− sˆ)3
[
(9sˆ− 5sˆ2 + 2sˆ3)B0(sˆ)− (4 + 2sˆ)C0(sˆ)
]
, (4.18)
F
(9)
8 =
16
9
1
1− sˆ ln sˆ+
8
9
5− 2sˆ
(1− sˆ)2 −
8
9
4− sˆ
(1− sˆ)3 [(1 + sˆ)B0(sˆ)− 2C0(sˆ)] , (4.19)
wobei sˆ = q2/m2b und die Funktion B0(sˆ) = B0(q
2, m2b) in (4.8) gegeben ist. Das Integral
C0(sˆ) =
∫ 1
0
dx
1
x (1− sˆ) + 1 ln
x2
1− x (1− x) sˆ (4.20)
kann durch Dilogarithmen ausgedru¨ckt werden.
4.3.2 Spektatorwechselwirkung
Fu¨r die faktorisierbaren Spektatorwechselwirkungen, die sich aus den Diagrammen aus
Abbildung 3.2c-d ergeben, erhalten wir
T
(f,t)
⊥,+ = C
eff
7
2MB
u¯E
, T
(f,t)
‖,+ = C
eff
7
4MB
u¯E
, (4.21)
wobei der erste dieser Terme im Fall der Verwendung des vollen QCD–Formfaktors (bei der
Erzeugung eines reellen Photons) verschwindet, also T
(f,t)′
⊥,+ = 0. Die folgenden Ausdru¨cke
resultieren fu¨r die nicht–faktorisierbaren Terme:
T
(nf,t)
⊥, + (u, ω) = −
4ed C
eff
8
u+ u¯q2/M2B
+
MB
2mb
[
eut⊥(u,mc) (C2 − C1/6 + 6C6)
+ ed t⊥(u,mb)
(
C3 − C4/6 + 16C5 + 10C6/3− 4mb/MB (C3 − C4/6 + 4C5 − 2C6/3)
)
+ed t⊥(u, 0) (C3 − C4/6 + 16C5 − 8C6/3)
]
, (4.22)
T
(nf,t)
‖, + (u, ω) =
MB
mb
[
ed t‖(u,mb) (C3 − C4/6 + 16C5 + 10C6/3)
+eut‖(u,mc) (C2 − C1/6 + 6C6) + ed t‖(u, 0) (C3 − C4/6 + 16C5 − 8C6/3)
]
, (4.23)
T
(nf,u)
⊥,+ (u, ω) = eu
MB
2mb
(C2 − C1/6) (t⊥(u,mc)− t⊥(u, 0)) ,
T
(nf,u)
‖,+ (u, ω) = eu
MB
mb
(C2 − C1/6)
(
t‖(u,mc)− t‖(u, 0)
)
(4.24)
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und
T
(nf,i)
‖,− (u, ω) = eq
MBω
MBω − q2 − i
[
δit
8C eff8
u¯+ uq2/M2B
+
6MB
mb
F
(i)
V (u¯M
2
B + uq
2)
]
. (4.25)
Dabei gelten die folgenden Definitionen:
F
(t)
V (s) = h(s,mc) (C2 − C1/6 + C4 + 10C6) + h(s,mb) (C3 + 5C4/6 + 16C5 + 22C6/3)
+ h(s, 0) (C3 + 17C4/6 + 16C5 + 82C6/3) +
8
27
(15C4/2− 12C5 + 32C6) (4.26)
F
(u)
V (s) = (C2 − C1/6)
(
h(s,mc)− h(s, 0)
)
(4.27)
mit den Funktionen h(s,mq) aus (4.7), die sich aus der trivialen Fermionenschleife in
den Diagrammen aus Abbildung 4.2b ergibt, bei denen das Photon an einer der a¨ußeren
Quarklinien erzeugt wird, und ta(u,mq), die sich aus den zwei entsprechenden Diagram-
men ergibt, bei denen das Photon an der internen Quark–Schleife erzeugt wird:
t⊥(u,mq) =
2MB
u¯E
I1(mq) +
q2
u¯2E2
(B0(u¯M
2
B + uq
2, mq)−B0(q2, mq)), (4.28)
t‖(u,mq) =
2MB
u¯E
I1(mq) +
u¯M2B + uq
2
u¯2E2
(B0(u¯M
2
B + uq
2, mq)−B0(q2, mq)),(4.29)
wobei B0(s,mq) in (4.8) definiert wurde und
I1(mq) = 1 +
2m2q
u¯(M2B − q2)
[
L1(x+) + L1(x−)− L1(y+)− L1(y−)
]
, (4.30)
mit
x± =
1
2
±
(
1
4
− m
2
q
u¯M2B + uq
2
)1/2
, y± =
1
2
±
(
1
4
− m
2
q
q2
)1/2
, (4.31)
L1(x) = ln
x− 1
x
ln(1− x)− pi
2
6
+ Li2
(
x
x− 1
)
. (4.32)
Fu¨r die richtigen Imagina¨rteile in den obigen Ausdru¨cken muss man bedenken, dass die
Massen jeweils mit einem infinitesimalen negativen Imagina¨rteil auftreten (m2q − iε), der
in der obigen Notation unterdru¨ckt wurde. Keine der obigen harten Streukerne hat eine
Singularita¨t, die sta¨rker als 1/u¯ fu¨r u → 1 ist, obwohl dies in den obigen Ergebnissen
auf den ersten Blick so aussieht. Daher sind die Integrale u¨ber die Lichtkegelwellenfunk-
tionen auch an den Endpunkten konvergent. Die αs–Korrekturen zur Annihilation sind
zur Zeit noch nicht bekannt. Wie wir im na¨chsten Abschnitt begru¨nden werden, sind die
Annihilationsgraphen ohnehin mit einem sehr großen Fehler behaftet.
4.4 Na¨chstfu¨hrende Ordnung in 1/mb
4.4.1 Ordnung α0s
Wie an den obigen Gleichungen zu sehen ist, sind sa¨mtliche transversale Amplituden un-
abha¨ngig von der Ladung eq des Spektatorquarks. Dies fu¨hrt dazu, dass in der fu¨hrenden
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Ordnung in 1/mb und der na¨chstfu¨hrenden Ordnung in αs kein Unterschied zwischen
den ungeladenen und geladenen Zerfa¨llen des B–Mesons in ein Vektormeson und ein
Photon besteht (abgesehen von dem Einfluss der unterschiedlichen Lebensdauern der ge-
ladenen und ungeladenen B–Mesonen). Erst die longitudinale Amplitude beinhaltet eine
Abha¨ngigkeit von der Ladung des Spektatorquarks, was auf eine Symmetriebrechung in
den Zerfa¨llen mit einem Leptonpaar im Endzustand fu¨hrt. Es ist daher wu¨nschenswert,
auch fu¨r die transversale Amplitude den fu¨hrenden Term der Symmetriebrechung ein-
zubeziehen. Ein weiterer Grund, die Korrekturen hinzuzufu¨gen, besteht darin, dass die
Annihilationsbeitra¨ge fu¨r das geladene ρ–Meson den großen Faktor C
(12)
u beinhalten. Hier
ko¨nnen die 1/mb–Korrekturen einen großen Effekt haben.
Fu¨r die Annihilation erhalten wir in fu¨hrender Ordnung in αs [38, 39]:
T
(0,i)
⊥,+
∣∣∣
1/MB
(u, ω) = −eq 4
mb
ω
u¯+ uq2/M2B
δit
(
C3 + 4(C4 + 3C5 + 4C6)/3
)
+eq
2
mb
f‖
f⊥
mV
1− q2/M2B
MBω
MBω − q2 − i
(
δitC34q − δiuC12q
)
. (4.33)
Die Kombinationen von Wilsonkoeffizienten C34q und C
12
q wurden in (4.10) bzw. (4.11)
definiert.
Dieses Resultat fu¨r die Annihilation gilt fu¨r ein punktfo¨rmiges Photon mit der u¨blichen
elektromagnetischen Kopplung. Zusa¨tzlich zu dieser harten Komponente hat das Photon
auch weiche hadronische Anteile. Langreichweitige Beitra¨ge von der zusa¨tzlichen Erzeu-
gung eines Vektormesons, welches anschließend in das Photons zerfa¨llt (B → V ′V → V γ)
sind in dem Bereich von q2, auf den wir uns beschra¨nken, klein [40]. Im Gegensatz dazu
kann die interne Struktur des Photons, insbesondere fu¨r kleine q2 ' 0, einen großen Effekt
haben [41, 42], auch wenn diese Beitra¨ge um einen weiteren Faktor 1/mb gegenu¨ber den
obigen Beitra¨gen, welche selbst schon eine Korrektur darstellen, unterdru¨ckt sind.
Um letzteren Effekt weiter zu untersuchen, werden wir uns jetzt kurz auf den Fall
q2 = 0 beschra¨nken und die Wilsonkoeffizienten C3−6 vernachla¨ssigen. Außerdem gelten
die folgenden Formeln fu¨r die geladenen Zerfa¨lle mit eq = 2/3, da in diesem Fall die großen
Wilsonkoeffizienten auftreten. In fu¨hrender Ordnung in αs ko¨nnen die Annihilationsbei-
tra¨ge in der Form [43]
〈γ(q, ε(γ)∗)V (p′, ε∗)|H(u)eff |B(p)〉 = −igemf‖mV
C12q
3
{
2F
(B→γ)
V 
µνρσε(γ)∗µ ε
∗
ν pρp
′
σ
−i F (B→γ)A
[
(M2B −m2V ) (ε(γ)∗ · ε∗)− 2(ε∗ · q)(ε(γ)∗ · p′)
]}
, (4.34)
geschrieben werden, wobei wir zwei Formfaktoren eingefu¨hrt haben, die den U¨bergang
B → γ beschreiben. Diese sind folgendermaßen definiert:
〈γ(q, ε(γ)∗)|q¯ γν(1− γ5) b|B(p)〉 =
igem
{
2F
(B→γ)
V 
µνρσε(γ)∗µ pρp
′
σ − i F (B→γ)A
[
(M2B −m2V ) ε(γ)∗ν − 2(ε(γ)∗ · p′) qν
]}
.(4.35)
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Abbildung 4.3: Perturbative und nicht–perturbative Beitra¨ge zu den B → γ Form-
faktoren F
(B→γ)
A/V als Funktion der b–Quark–Masse (die Formfakto-
ren sind um einen Faktor m2b reskaliert).
Diese Form beinhaltet keine Kontaktterme, da gezeigt werden kann, dass diese in dem Ma-
trixelement (4.34) nicht mehr auftreten [43]. Die Faktorisierung in (4.34) ist in fu¨hrender
Ordnung in αs (oder genauer unter Vernachla¨ssigung von Gluonwechselwirkungen zwi-
schen dem B–Meson und dem ρ–Meson System) und unter Vernachla¨ssigung von ho¨heren
Twisteffekten der Lichtkegelwellenfunktionen gu¨ltig, da in dieser Na¨herung kein Pho-
ton auf der Seite des Vektormesons abgestrahlt werden kann. Die Formfaktoren fu¨r
den B → γ U¨bergang wurden bereits in vielen Vero¨ffentlichungen behandelt (siehe
z.B. [41, 44, 45, 42]). Die Autoren in [45] behandeln die Formfaktoren in fu¨hrender Ord-
nung in 1/mb. In diesem Fall sind der parita¨tserhaltende und der parita¨tsverletzende
Formfaktor F
(B→γ)
V bzw. F
(B→γ)
A identisch und dieser Beitrag liefert folgenden zusa¨tzlichen
Term zu T (u)⊥ :
∆T (u)⊥ (q2 = 0)
∣∣∣
anni
= − 4pi
2
3mb
f‖mV C
12
q F
(B→γ)
V,A . (4.36)
Mit den Ergebnissen fu¨r die Formfaktoren aus [45] entspricht dies genau unserem Ergeb-
nis (4.33) fu¨r q2 = 0 in der angegebenen Na¨herung.
Die beiden Formfaktoren F
(B→γ)
V , F
(B→γ)
A ko¨nnen auch mit Hilfe der QCD–Summenre-
geln [46] behandelt werden. Die Regel zu ihrer Bestimmung lautet [41, 42]
fBM
2
B
mb
2F
(B→γ)
A exp
[−(M2B −m2b)/M2] = ∫ 1
0
du
u
exp
[−(u¯/u)m2b/M2] θ(s0 −m2b/u)
×
{
3mb
4pi2
(2u− 1)[(eq − eb)u¯− eb lnu]− eq〈ψ¯ψ〉χφγ(u)
}
(4.37)
fBM
2
B
mb
2F
(B→γ)
V exp
[−(M2B −m2b)/M2] = ∫ 1
0
du
u
exp
[−(u¯/u)m2b/M2] θ(s0 −m2b/u)
×
{
3mb
4pi2
[(eq − eb)u¯− eb ln u]− eq〈ψ¯ψ〉χφγ(u)
}
. (4.38)
Diese Summenregel beinhaltet einerseits den perturbativen Anteil des punktfo¨rmigen Pho-
tons, andererseits aber auch die twist–2 Photonwellenfunktion, womit die weiche nicht-
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perturbative hadronische Komponente des Photons beru¨cksichtigt wird. M ist der Borel–
Parameter und s0 ist der Kontinuumsschwellenwert welcher den Abschneideimpuls in der
Dispersionsrelation bestimmt. In den obigen Summenregeln wurde die Mesonmasse ver-
nachla¨ssigt. Es gibt keine Anzeichen fu¨r ein Abweichen der Photonwellenfunktion von
ihrem asymptotischen Verhalten [47]
φγ(u) = 6uu¯. (4.39)
Das Produkt der magnetischen Suszeptibilita¨t und des Vakuumkondensats hat den Wert
〈ψ¯ψ〉χ = −0.050± 0.015 GeV . (4.40)
Mit diesen Voraussetzungen haben wir in Abbildung 4.3 die perturbativen und nichtper-
turbativen Beitra¨ge zu den Formfaktoren als Funktion der b–Quark–Masse1 aufgetragen.
Wie in der Abbildung zu sehen ist, werden erst fu¨r sehr große unphysikalische Massen
des b–Quarks die konstanten Werte der perturbativen Formfaktoren erreicht2. Eine ana-
lytische Entwicklung der Summenregel3 in 1/mb zeigt, dass sich der physikalische Wert
von mb = 4.6 GeV sehr nahe am Konvergenzradius der Reihe befindet. Verwendet man
die Summenregel fu¨r das erste inverse Moment des B–Mesons λ−1B,+ [42], so ergibt sich in
fu¨hrender Ordnung in 1/mb gerade F
(B→γ),pert
A = F
(B→γ),pert
V mit dem in [45] hergeleiteten
Ergebnis fu¨r die Formfaktoren. Die Summenregeln (4.37),(4.38) suggerieren allerdings,
wie in Abbildung 4.3 zu sehen ist, einen großen numerischen Beitrag der um 1/mb un-
terdru¨ckten Beitra¨ge, welche von der hadronischen Struktur des Photons herru¨hren. Wir
werden daher in unserer numerischen Analyse die Ergebnisse in der fu¨hrender Ordnung
im Limes schwerer Quarks fu¨r die B → γ Formfaktoren mit einem großen Fehler versehen,
da wir weitere nichtperturbative Beitra¨ge nicht ausschließen ko¨nnen.
Wir gehen nun wieder zu allgemeinem q2 u¨ber. In diesem Fall kann das U¨bergangs-
matrixelement B → γ∗ im in der Form
〈γ∗(q, µ)|u¯γν(1− γ5)b|B−(p)〉 = igemeq MB
2
{
ξ
(Bγ∗)
⊥ (q
2) [i µνρσn+ρn−σ + 2g
µν
⊥ ]
− 2 ξ(Bγ∗)‖ (q2)nµ+nν+
}
+ Korrekturen, (4.41)
parametrisiert werden. Die so definierten Formfaktoren beschreiben den U¨bergang ei-
nes B–Mesons in ein virtuelles Photon der Masse
√
q2 mit dem Impulsu¨bertrag p′ 2 =
(p − q)2 = 0. Die Korrekturen stehen fu¨r zusa¨tzliche Lorentzstrukturen, die im Limes
schwerer Quarks und fu¨r den fu¨hrenden Beitrag der hadronischen Struktur des Photons
verschwinden. In fu¨hrender Ordnung im Limes schwerer Quarks gilt:
ξ
(Bγ∗)
⊥ (q
2) =
fB
2λB,+(q2)
, ξ
(Bγ∗)
‖ (q
2) =
fB
2λB,−(q2)
. (4.42)
1Die Formfaktoren werden um einen Faktor m2b reskaliert, um denen konstanten Wert im Limes mb →∞
zu erhalten. Die Summenregel wird bei dem Borelparameter M 2 = 2ΛHQET mb mit ΛHQET = MB−mb
ausgewertet.
2Die Gleichheit der Formfaktoren F
(B→γ),pert
A ' F (B→γ),pertV , wie sie im Limes schwerer Quarks erwartet
wird, wird erst fu¨r mb & 150GeV erreicht
3 Im Limes mb →∞ unterdru¨ckt der Exponentialfaktor in den Summenregeln (4.37),(4.38) alle Beitra¨ge,
solange nicht M2 ∼ ΛHQETmb und u¯ ∼ ΛHQET/mb erfu¨llt ist.
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Aufgrund der obigen Darstellung werden wir eine sehr konservative Fehlerabscha¨tzung fu¨r
die fu¨hrenden Annihilationsbeitra¨ge durchfu¨hren. Die Ergebnisse fu¨r T
(0,i)
⊥,+
∣∣
1/MB
in (4.33)
und T
(0,i)
‖,−
∣∣
1/MB
in (4.9) werden durch die Formfaktoren aus (4.42) ausgedru¨ckt, welche
in der numerischen Analyse mit einem großen Fehler von 50% versehen werden. Fu¨r
λB,+(q
2 = 0) verwenden wir das Ergebnis einer QCD–Summenregelberechnung [48].
Es kommt zu dem oben gesagten noch hinzu, dass insbesondere die Imagina¨rteile fu¨r
λB,+(q
2 6= 0) und λB,−(q2 6= 0) stark von dem gewa¨hlten Modell fu¨r die B–Meson Wel-
lenfunktion abha¨ngen (siehe Anhang B).
4.4.2 Ordnung α1s
In der Ordnung αs folgt fu¨r die Diagramme aus Abbildung 4.2a-b mit der Erzeugung des
Photons am Spektatorquark
T
(1,i)
⊥,+
∣∣∣
1/MB
(u, ω) = 4 eq δ
itCeff8
ω
MB
(
1
u¯+ uq2/M2B
+
1
(u¯+ uq2/M2B)
2
)
(4.43)
+ 6 eq
ω
mb(u¯+ uq2/M
2
B)
F
(i)
V (u¯M
2
B + uq
2)
− 3 eq mV
mb(u¯+ uq2/M2B)
f‖
f⊥φ⊥(u)
MBω
MBω − q2 − i F
(i)
V (u¯M
2
B + uq
2)
∫ u
0
dv
φ‖(v)
v¯
,
mit F
(t)
V (s) und F
(u)
V (s) aus (4.26) bzw. (4.27). Bei der Herleitung dieser Beitra¨ge haben
wir die Wandzura-Wilczek Relationen (B.12),(B.13) verwendet, um twist–3 Zweiteilchen–
Wellenfunktionen durch die twist–2 Zweiteilchen–Wellenfunktionen auszudru¨cken. Dies
hat zur Folge, dass die Dreiteilchen–Fockzusta¨nde (gq¯d) bzw. (gq¯s) vernachla¨ssigt wur-
den. Diese sind aber u¨blicherweise gegenu¨ber den Zwei–Teilchen–Fockzusta¨nden gleichen
Twists unterdru¨ckt [49].
Der zweite Term in der ersten Zeile von (4.43) fu¨hrt auf eine logarithmische Singu-
larita¨t fu¨r u → 1 (dies entspricht einem weichen Spektatorquark im Vektormeson). Dies
hat zur Folge, dass die QCD–Faktorisierung in der na¨chstfu¨hrenden Ordnung der 1/mb–
Entwicklung fu¨r den chromomagnetischen DipoloperatorO8 zusammenbricht. Wir werden
diese Singularita¨t durch einen Abschneideimpuls regularisieren, so dass u < 1 − Λh/MB
gilt, wobei Λh = 0.5 GeV eine typische hadronische Skala darstellt. Den Autoren in [38, 20]
folgend, fu¨hren wir folgende Ersetzung durch:∫ 1
0
du→ (1 + %eiϕ) ∫ 1−Λh/MB
0
, (4.44)
wobei % ≤ 1 gilt und wir eine beliebige starke Phase ϕ einfu¨hren. Damit beru¨cksichtigen
wir die theoretische Unsicherheit aufgrund von weicher Streuung in ho¨heren Ordnungen.
Numerisch ist dieser Effekt glu¨cklicherweise sehr klein.
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Kapitel 5
Zerfallsraten
In diesem Kapitel werden wir die Zerfallsraten fu¨r die Zerfa¨lle B → ργ, B → ωγ und
B → K∗γ, sowie die differentiellen Zerfallsraten fu¨r die entsprechenden Zerfa¨lle mit einem
Leptonpaar im Endzustand angeben, wobei wir anschließend in numerischer Form einen
U¨berblick u¨ber die verschiedenen Beitra¨ge der Amplituden zu den Zerfa¨llen geben werden.
Im folgenden Abschnitt wird dazu erst einmal eine Zusammenfassung der verschiedenen
Eingabeparameter gegeben, die fu¨r die numerische Analyse beno¨tigt werden.
5.1 Inputparameter
In Tabelle 5.1 ist eine Zusammenstellung von in dieser Arbeit beno¨tigten Parametern
zu finden. Die CKM–Parameter wurden der neusten Vero¨ffentlichung der CKM–Fitter–
Gruppe [8] entnommen.
Wilsonkoeffizienten In Tabelle 5.2 sind die numerischen Werte der Wilsonkoeffizienten
bis zu der hier beno¨tigten Ordnung an der Skala µ = mb angegeben. Diese ergeben sich
mit der Lo¨sung der Renormierungsgruppengleichung, welche in Appendix A zu finden
ist. Die Anteile der anomalen Dimensionsmatrizen, die die Mischung der Vier–Quark–
Operatoren unter sich in der NNLL Ordnung beschreiben und fu¨r die Mischung in C9
beno¨tigt werden, wurden erst ku¨rzlich berechnet [50]. Damit sind die Koeffizienten jetzt
vollsta¨ndig bekannt, um eine Behandlung der Zerfa¨lle in der Ordnung αs durchzufu¨hren.
Die Wilsonkoeffizienten werden grundsa¨tzlich an der Skala µ ∼ mb ausgewertet, obwohl die
typischen Virtualita¨ten in den Diagrammen, die zu den harten Streukernen T
(i)
a,± beitragen,
von der Ordnung
√
ΛhMB sind. Unterhalb der Skala µ ' mb faktorisieren die Vier–
Quark–Operatoren [27]. Die Gluon–Wechselwirkungen mit diesen Quarklinien beschreiben
normalerweise die Renormierungsgruppenentwicklung der Wilsonkoeffizienten. Fu¨r Skalen
unterhalb von µ ' mb sind diese Wechselwirkungen aufgrund der Faktorisierung allerdings
fu¨r die Entwicklung irrelevant.
Quarkmassen Fu¨r die Top–Quark–Masse verwenden wir die MS–Definition, fu¨r das
Charm–Quark nehmen wir als Inputparameter die Polmasse. U¨blicherweise wird ange-
nommen, dass die Polmasse fu¨r das Bottom–Quark aufgrund von großen Infrarotbeitra¨gen
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MW 80.4 GeV λB,+(1.5GeV) 0.485± 0.115 GeV
mˆt(mˆt) 170± 5 GeV τB0 , τB± 1.54 ps, 1.67 ps
αem 1/137 λ 0.2265
+0.0025
−0.0023
Λ
(nf=5)
QCD 220± 40 MeV A 0.801+0.029−0.020
mb,PS(2 GeV) 4.6± 0.1 GeV ρ¯ 0.189+0.088−0.070
mc 1.5± 0.2 GeV η¯ 0.358+0.046−0.042
fB 200± 30 MeV
fK∗,⊥ 175± 25 MeV fρ(ω),⊥ 150± 25 MeV
fK∗,‖ 218± 4 MeV fρ,‖, fω,‖ 209± 1 MeV, 187± 3 MeV
a1(K¯
∗)⊥, ‖ 0.2± 0.2 a1(ρ, ω)⊥, ‖ 0
a2(K¯
∗)⊥, ‖ 0.1± 0.3 a2(ρ)⊥, ‖, a2(ω)⊥, ‖ 0.1± 0.3, 0.0± 0.3
MB ξK∗,‖(0)/(2mK∗) 0.47± 0.09 MB ξρ,‖(0)/(2mρ) 0.37± 0.06
ξK∗,⊥(0) 0.36± 0.07 ξρ,⊥(0) 0.27± 0.05
Tabelle 5.1: Eingabeparameter mit den dazugeho¨rigen Fehlern. Wir werden den
weichen Formfaktor ξK∗,⊥(0) = 0.26 in Abschnitt 9.1 aus experimen-
tellen Daten bestimmen. In der Analyse werden wir diesen Wert ver-
wenden.
nicht so gut bekannt ist wie die MS– oder die PS(,,potential subtracted”)–Masse [34]. Die
PS–Masse wird verwendet, wenn sich das b–Quark (anna¨hernd) auf seiner Massenschale
befindet (dies ist durch die Fock–Entwicklung gegeben). Die großen Infrarotbeitra¨ge wer-
den ,,herausfaktorisiert”. Wir verwenden in dieser Arbeit dieses Massenschema fu¨r mb und
wa¨hlen die Faktorisierungsskala zu µf = 2 GeV. Die einzige Ausnahme hiervon bilden die
Beitra¨ge des b–Quarks in der Fermionenschleife in den Diagrammen aus Abbildung 4.1b.
In der zugeho¨rigen Funktion Y (t)(s) wird die Polmasse verwendet.
Mesonparameter Den Wert fu¨r das erste inverse Moment des B–Mesons λ−1B,+ ≡
λ−1B,+(q
2 = 0), mit λ−1B,+(q
2) aus (B.6) entnehmen wir aus einer QCD–Summenregelberech-
nung in [48]. Die Angaben der Zerfallskonstanten und der Gegenbauermomente fu¨r die
Lichtkegelwellenfunktionen richten sich nach den in Tabelle 1 in [51] angegebenen Gro¨ßen.
Die Fehlerabscha¨tzung fu¨r diese Gro¨ßen wird sehr konservativ gewa¨hlt, wodurch insbe-
sondere die in [52, 53]1 berechneten Werte fu¨r das erste Gegenbauermoment des Ka-
ons abgedeckt werden. Die Entwicklung in Gegenbauermomenten in (B.14) wird nach
der zweiten Ordnung abgebrochen. Außerdem vernachla¨ssigen wir die Renormierungsska-
lenabha¨ngigkeit und machen keine Unterscheidung zwischen den transversalen und den
longitudinalen Momenten. Im Gegensatz dazu wird die renormierungsskalenabha¨ngige
transversale Zerfallskonstante aus (B.11) gema¨ß f⊥(µ) = f⊥(µ0) (αs(µ)/αs(µ0))
4/23 mit
1 In unserer Konvention ist der Impulsanteil u in den Lichtkegeldistributionsamplituden dem auslaufen-
den Quark zugeordnet. Dementsprechend hat a1(K
∗) in den zitierten Vero¨ffentlichungen ein anderes
Vorzeichen.
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C1 C2 C3 C4 C5 C6
LL −0.5135 1.0260 −0.0051 −0.0693 0.0005 0.0010
NLL −0.3026 1.0081 −0.0048 −0.0836 0.0003 0.0009
Ceff7 C
eff
8 C9 C10 C
NNLL
9 C
NNLL
10
LL −0.3150 −0.1495 2.0072 0
NLL −0.3094 −0.1695 4.1802 −4.3810 4.2978 −4.4300
Tabelle 5.2: Wilsonkoeffizienten an der Skala µ = 4.6GeV in der fu¨hrenden lo-
garithmischen (LL), der na¨chstfu¨hrenden (NLL) und der Ordnung
NNLL fu¨r C9,10. Die verwendeten Parameter sind Λ
(5)
MS
= 0.220 GeV,
mˆt(mˆt) = 170 GeV, MW = 80.4 GeV und sin
2θW = 0.23. αs wird in
der Drei–Schleifen–Na¨herung verwendet.
µ0 = 2 GeV evolviert (die Gro¨ßen aus dem mittleren Zeilenabschnitt in Tabelle 5.1 sind
alle bei 2 GeV ausgewertet).
Fu¨r den weichen longitudinalen Formfaktor ξ‖(q
2) verwenden wir eine andere Konven-
tion als in [31, 26]. Dort wurde ξ‖(q
2) in allen Ordnungen in αs durch A0(q
2) festgelegt
(siehe (3.9)). Hier werden die weichen Formfaktoren durch die folgenden Relationen defi-
niert:
ξ⊥(q
2) = ξ˜⊥(q
2) =
MB
MB +mV
V (q2),
ξ‖(q
2) = ∆‖(q
2) ξ˜‖(q
2) =
MB +mV
2E
A1(q
2)− MB −mV
MB
A2(q
2), (5.1)
wobei
∆‖(q
2) = 1 +
αsCF
4pi
(− 2 + 2L)− αsCF
4pi
2q2
E2
pi2fBf‖ λ
−1
B,+
NcMB(E/mV )ξ‖(q2)
∫ 1
0
du
u¯
φ‖(u) (5.2)
mit L aus (4.15). Die mit einer Tilde versehenen Gro¨ßen sind jeweils diejenigen aus der
alten Definition. Die q2–Abha¨ngigkeit der QCD–Formfaktoren wird folgendermaßen pa-
rametrisiert [49]:
F (q2) =
F (0)
(1− aF q2/M2B + bF q4/M4B)
. (5.3)
Wir verwenden (5.1) und diese Gleichung zusammen mit den Parametern aus Tabelle 5.3,
um die q2–Abha¨ngigkeit von ξ⊥(q
2) und ξ‖(q
2) zu bestimmen. Die Normierung des longi-
tudinalen Formfaktors bei q2 = 0 lautet
ξ‖(0) =
2mV
MB
A0(0) =
MB +mV
MB
A1(0)− MB −mV
MB
A2(0), (5.4)
wir verwenden aber nicht V (0), um ξ⊥(0) zu berechnen, sondern
T1(0) = ξ⊥(0)
(
1− αs(µ)CF
4pi
)
+
αs(µh)CF
4pi
4pi2fBf⊥
NcMB
λ−1B,+
∫
du
φ⊥(u)
u¯
, (5.5)
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Meson V (0) aV bV A1(0) a1 b1 A2(0) a2 b2 T1(0)
ρ 0.313 1.37 0.315 0.261 0.29 −0.415 0.223 0.93 −0.092 0.285
K∗ 0.424 1.55 0.575 0.337 0.60 −0.023 0.283 1.18 0.281 0.379
Tabelle 5.3: Formfaktoren aus QCD Summenregeln [49]. V (0) wird hier aus T1(0)
mit Hilfe von (5.1) und (5.5) bestimmt.
was aus der symmetriebrechenden Relation zwischen V (0) und T1(0) folgt [26]. Dies fu¨hrt
mit den in Tabelle 5.3 angegebenen Werten fu¨r T1(0) auf ξ⊥(0) aus Tabelle 5.1. Diese
Wahl hat den Vorteil, dass wir fu¨r den radiativen Zerfall B → V γ, der nur von einem
Formfaktor abha¨ngt (dies kann der volle QCD–Formfaktor T1 sein oder alternativ ξ⊥),
identische Ergebnisse erhalten, unabha¨ngig davon, ob wir den vollen QCD Formfaktor
oder den weichen Formfaktor verwenden.
Außer der longitudinalen Zerfallskonstante und dem zweiten Gegenbauermoment wer-
den alle hadronischen Parameter des ω–Mesons gleich denen des ρ–Mesons gesetzt. Daher
ist es zur Zeit noch nicht sinnvoll, die Unterschiede in den Zerfallsraten dieser beiden
Mesonen zu betrachten.
5.2 B → V γ
Mit der Definition
C(i)7 ≡
T (i)⊥ (0)
T1(0)
= δit Ceff7 + . . . , (5.6)
wobei die T (i)⊥ (0) bei q2 = 0 von den gestrichenen Gro¨ßen C(i)′⊥ und T (i)′⊥,+ abha¨ngen, ko¨nnen
die Zerfallsraten B → V γ in folgender Form geschrieben werden:
Γ(B¯ → V γ) = G
2
F
8pi3
M3B S
(
1− m
2
V
M2B
)3
αem
4pi
m2b T1(0)
2
×
{
|λ(d)t C(t)7 |2 + |λ(d)u C(u)7 |2 − 2|λ(d)u λ(d)t |Re
(
eiαC(u)7 C(t)∗7
)}
. (5.7)
Fu¨r das ρ−–Meson gilt S = 1, sowie S = 1/2 fu¨r ρ0 bzw. ω. Das Massenquadrat m2V des
Vektormesons wird in dem Phasenraumfaktor beru¨cksichtigt, aber in den dynamischen
Gro¨ßen T (i)⊥ (0)T1(0) grundsa¨tzlich vernachla¨ssigt.
Der dominante Term in der Zerfallsrate ist |λ(d)t C(t)7 | 2 ∼ |Vtd|2, allerdings sind auch die
Interferenzterme nicht vernachla¨ssigbar. Insbesondere fu¨hrt der letzte Term, der explizit
die CP–verletzende Phase α entha¨lt, auf das interessante Pha¨nomen der CP–Verletzung.
Die CP–konjugierten Moden folgen aus (5.7) durch die Ersetzung α → −α. Im Fall des
K∗–Mesons, fu¨r das obige Zerfallsrate mit d→ s und S = 1 gu¨ltig ist, ko¨nnen die Terme
proportional zu |λ(s)u | vernachla¨ssigt werden und wir sehen, dass in dieser Na¨herung keine
CP–Asymmetrie auftreten kann.
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5.3 B → V `+`−
Die Matrixelemente 〈γ∗(q, µ)V (p′, ε∗)|H(i)eff |B¯(p)〉 sind in dem Operatorformalismus des
schwachen effektiven Hamiltonian nicht schemen– und skalenunabha¨ngig, falls es sich bei
γ∗ um ein virtuelles Photon handelt. Die folgenden Gro¨ßen sind unabha¨ngig von der
Konvention, Heff zu renormieren:
C(i)9,⊥(q2) ≡ δit C9 +
2mbMB
q2
T (i)⊥ (q2)
ξ⊥(q2)
,
C(i)9, ‖(q2) ≡ δit C9 −
2mb
MB
T (i)‖ (q2)
ξ‖(q2)
. (5.8)
Mit diesen Definitionen erhalten wir fu¨r die differentielle Zerfallsrate fu¨r den Zerfall B →
V `+`−
d2Γ
dq2dcos θ
=
G2F
128pi3
M3B S λ(q
2, m2V )
3
(αem
4pi
)2
×
{
(1 + cos2 θ)
2q2
M2B
ξ⊥(q
2)2
[ ∑
q=u,t
|λ(d)q |2
(
|C(q)9,⊥(q2)|2 + δqt C210
)
−2|λ(d)u λ(d)t |Re
(
eiα C(u)9,⊥(q2) C(t)∗9,⊥(q2)
)]
+ (1− cos2 θ)
(
E ξ‖(q
2)
mV
)2 [ ∑
q=u,t
|λ(d)q |2
(
|C(q)9, ‖(q2)|2 + δqt C210
)
(5.9)
−2|λ(d)u λ(d)t |Re
(
eiα C(u)9, ‖(q2) C(t)∗9, ‖ (q2)
)]
− cos θ 8q
2
M2B
ξ⊥(q
2)2 C10
[
|λ(d)t |2 Re
(
C(t)9,⊥(q2)
)
− |λ(d)u λ(d)t |Re
(
eiα C(u)9,⊥(q2)
)]}
,
mit
λ(q2, m2V ) =
[(
1− q
2
M2B
)2
− 2m
2
V
M2B
(
1 +
q2
M2B
)
+
m4V
M4B
]1/2
. (5.10)
Wie zuvor gilt S = 1 fu¨r ρ− und K∗ (nach der Ersetzung d → s), sowie S = 1/2 fu¨r ρ0
bzw. ω. Terme proportional zu m2V werden wieder nur im Phasenraumfaktor λ(q
2, m2V )
beru¨cksichtigt, und in allen Termen in den eckigen Klammern vernachla¨ssigt. Auch die
Leptonmassen wurden zu Null gesetzt, wodurch das Ergebnis auf die zwei ,,leichten”
Leptonen e und µ beschra¨nkt ist. Bei θ handelt es sich um den Winkel zwischen dem
positiv geladenen Lepton und dem B–Meson im Ruhesystem des Leptonpaares.
Die Terme proportional zu 1 + cos2 θ in (5.9) geben die Rate fu¨r ein transversal po-
larisiertes Vektormeson an, die zu 1 − cos2 θ proportionalen diejenige eines longitudinal
polarisierten. Der letzte, zu cos θ proportionale Term fu¨hrt zu einer Vorwa¨rts–Ru¨ckwa¨rts–
Asymmetrie der Leptonen bezu¨glich der Ebene senkrecht zum Leptonimpuls q im Ruhe-
system des Leptonpaares.
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C(t)7 C(u)7
Ceff7 −0.309 0
C(1)′ −0.060− 0.013i 0.063 + 0.055i
T (0) (annih.) 0 0
T (1)′
(ρ)
(ω)
−0.009− 0.012i
−0.009− 0.013i
−0.031− 0.012i
−0.029− 0.013i
α0s/mb (annih.)
0.009 (ρ−)
−0.005 (ρ0)
−0.004 (ω)
−0.125 (ρ−)
−0.012 (ρ0)
0.011 (ω)
(ρ−)
α1s/mb (ρ
0)
(ω)
0.001 + 0.000i
0.000− 0.001i
0.001− 0.001i
0.000− 0.004i
0.000 + 0.002i
0.000 + 0.002i
(ρ−)
Summe (ρ0)
(ω)
−0.369− 0.024i
−0.383− 0.026i
−0.383− 0.027i
−0.093 + 0.039i
0.019 + 0.045i
0.045 + 0.042i
Tabelle 5.4: Numerische Werte der verschiedenen Beitra¨ge zu C(i)7 fu¨r die Zerfa¨lle
B → ργ und ωγ.
5.4 Numerische Analyse der Amplituden
In diesem Abschnitt werden wir kurz auf die wichtigsten Eigenschaften der im letz-
ten Kapitel vorgestellten Amplituden eingehen und zeigen, wie sich diese auf die im
pha¨nomenologischen Teil dieser Arbeit vorgestellten Observablen auswirken.
In Tabelle 5.4 sind die numerischen Werte der Gro¨ßen C(i)7 fu¨r die Zerfa¨lle B → ρ(ω)γ
aufgefu¨hrt. Der dominante Beitrag stammt von der kurzreichweitigen, zu Ceff7 proportio-
nalen elektromagnetischen Pinguinamplitude. Allerdings liefern auch die radiativen Ver-
texkorrekturen C(1)′ einen entscheidenden Beitrag zum Matrixelement 〈γd|H (t,u)eff |b〉 auf
Quarkniveau [54], die den na¨chstfu¨hrenden Beitrag zum inklusiven Zerfall liefern. Die
Beitra¨ge der harten Spektatorwechselwirkung T (1)′ , welche nur in den exklusiven, hier
behandelten Zerfa¨llen auftreten, sind auch, insbesondere im Up–Quark–Sektor, nicht zu
vernachla¨ssigen. Die beiden Korrekturen versta¨rken sich im Top–Quark–Sektor, wohinge-
gen sie im anderen Sektor zur Auslo¨schung tendieren.
Die folgenden in der Tabelle aufgelisteten Beitra¨ge sind zwar um eine Ordnung in
1/mb unterdru¨ckt, liefern aber wichtige Beitra¨ge zu den Zerfa¨llen. Insbesondere gilt dies
fu¨r die Annihilation der geladenen Zerfa¨lle B± → ρ±γ in fu¨hrender Ordnung in αs, wie
schon in vielen Vero¨ffentlichungen diskutiert wurde [55, 56, 57, 41, 40]. Dieser Beitrag
stellt den dominanten Anteil im Up–Sektor dar. Dies liegt daran, dass er proportional zu
C12u aus (4.11) ist, ein Faktor, der etwa 10 mal so groß wie C
eff
7 ist. Alle kurzreichweitigen
Streukerne der Annihilationsbeitra¨ge, die wir im Limes schwerer Quarks berechnet haben,
sind durch große Unsicherheiten in den sie begleitenden nichtperturbativen Parametern
fB und λB,+ gekennzeichnet. Außerdem ko¨nnen wir zusa¨tzliche, noch in einer weiteren
Ordnung in 1/mb unterdru¨ckte Terme nicht ausschließen. Wie bereits in Abschnitt 4.4
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erkla¨rt wurde, wird die Annihilation mit einem 50%–igen Fehler versehen. Entgegen der
Anschauung (vgl. Tabelle 5.4) liefern die Annihilationsbeitra¨ge im Up–Sektor nicht den
Hauptbeitrag zur Isospinbrechung des ρ–Mesons, also zum Unterschied zwischen dem ge-
ladenen und dem ungeladenen Zerfall, da diese proportional zu cosα sind und somit im SM
fast verschwinden. Nur fu¨r diese Observable ist es no¨tig, die restlichen 1/mb–Korrekturen
aus dem Top–Quark–Sektor zu beru¨cksichtigen, da sie hier den fu¨hrenden Beitrag liefern.
Insbesondere liefern die αs/MB Korrekturen den gro¨ßten Beitrag zur Isospinbrechung des
K∗–Mesons, dessen Werte wir in der Tabelle nicht explizit angegeben haben.
Die Unterschiede zwischen ρ0– und ω–Meson sind verschwindend klein, allerdings ist
dabei zu beachten, dass wir die meisten hadronischen Parameter gleichgesetzt haben, da
hierfu¨r noch keine entsprechenden Rechnungen vorliegen.
Aus pha¨nomenologischer Sicht ist die komplette Information u¨ber die vier Zerfa¨lle
B → ργ in den Gro¨ßen |(C(t)7 )ρ0| ' 0.38,
(C(t)7 )ρ+
(C(t)7 )ρ0
− 1 ≡ δ+ + iη+
2
' −0.04 + 0.00i, (5.11)
und
(C(u)7 )ρ0
(C(t)7 )ρ0
≡ 0 eiθ0 ' −0.06− 0.11i, (C
(u)
7 )
ρ+
(C(t)7 )ρ+
≡ + eiθ+ ' 0.24− 0.12i, (5.12)
enthalten, wobei wir die Fehleranalyse erst im pha¨nomenologischen Teil der Arbeit
pra¨sentieren werden. Die Zerfallsamplituden sind proportional zu 1 − Rutiei(θi±α) (i =
0,+), wobei
λ(d)u /λ
(d)
t = −Rut eiα (5.13)
mit den Werten Rut ' 0.46 und α ' 94◦ im Standardmodell. Das obere (untere) Vorzei-
chen bezieht sich dabei auf den Zerfall des B¯ (B) Mesons.
Wir wenden uns jetzt dem Zerfall B → V `+`− zu. Hier ist die Amplitudenstruktur
aus mehreren Gru¨nden etwas komplizierter. Zusa¨tzlich zur Vektorstruktur des (virtuellen)
Photons haben wir die Axialkopplung des Leptonpaares u¨ber den Operator O10. Außer-
dem kann aufgrund der Helizita¨tserhaltung bei der Erzeugung eines reellen Photons das
Vektormeson nur transversal polarisiert sein, wobei jetzt noch die longitudinale Kompo-
nente hinzukommt. Desweiteren sind die Amplituden von der weiteren Massenskala q2
abha¨ngig.
Aufgrund der Resonanzen von einem zusa¨tzlichen leichten Vektormeson sowie der des
J/ψ–Mesons ist unsere Rechnung auf den Bereich 1 GeV . q2 . 7 GeV eingeschra¨nkt
(zusa¨tzlich zu der oberen Schranke fu¨r q2 durch die Voraussetzung großen Ru¨ckstoßes des
Vektormesons). In diesem Bereich dominieren die Beitra¨ge von C10 und den longitudina-
len Amplituden die Zerfa¨lle. Erst bei sehr kleinen q2 gewinnt die transversale Amplitude
aufgrund des Photonpols an Bedeutung und das Verhalten a¨hnelt dem der oben betrach-
teten Zerfa¨lle. Eine Ausnahme hiervon liefert die Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie, die,
wie aus (5.9) ersichtlich ist, proportional zu den transversalen Anteilen ist. Wie wir spa¨ter
sehen werden, hat diese Asymmetrie in dem uns interessierenden q2–Bereich eine Null-
stelle.
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C(t)9,⊥ C(u)9,⊥ C(t)9,‖ C(u)9,‖
C9 4.30 0 4.30 0
Y (q2) 0.51 + 0.06i −0.07− 0.84i 0.51 + 0.06i −0.07− 0.84i
aCeff7 −3.01 0 −0.54 0
C(1) −0.82− 0.14i 0.23 + 1.27i −0.39− 0.01i −0.07 + 0.72i
T
(0)
annih
(ρ−)
(ρ0)
0 0
0.04− 0.03i
−0.02 + 0.01i
1.31− 0.86i
0.13− 0.09i
T (1)
(ρ−)
(ρ0)
−0.21− 0.15i −0.09− 0.15i 0.05− 0.04i
0.02− 0.05i
−0.08− 0.07i
−0.09− 0.04i
α0s/mb
(ρ−)
(ρ0)
0.07− 0.03i
−0.04 + 0.02i
0.39− 1.06i
0.04− 0.11i — —
α1s/mb
(ρ−)
(ρ0)
0.03 + 0.00i
−0.02 + 0.00i
0.00− 0.03i
0.00 + 0.02i
— —
Σ
(ρ−)
(ρ0)
0.87− 0.25i
0.72− 0.21i
0.46− 0.81i
0.10 + 0.20i
3.97− 0.00i
3.88 + 0.02i
1.08− 1.05i
−0.11− 0.25i
Tabelle 5.5: Numerische Werte der verschiedenen Beitra¨ge zu C(t,u)9,a (q2 = 5 GeV2)
fu¨r den Zerfall B → ρ `+`−. Es gelten die Definitionen aCeff7 ≡
(2mbMB/q
2)Ceff7 fu¨r C(t)9,⊥ und aCeff7 ≡ (2mb/MB)Ceff7 fu¨r C
(t)
9,‖.
In Tabelle 5.5 sind die Werte von C(t,u)9,a (a =⊥, ‖) fu¨r q2 = 5 GeV2 gegeben. Die Am-
plituden werden hier von den kurzreichweitigen Beitra¨gen des Operators O9 dominiert.
Allerdings sind auch hier die αs–Korrekturen wichtig. Die (Zwei–)Schleifenkorrekturen
C(1) zum Quark–Matrixelement 〈γ∗d|H (t,u)eff |b〉 sind etwa so groß wie die Schleifenbeitra¨ge
der Vier–Quark–Operatoren in der Funktion Y (s) zur Ordnung α0s. Insbesondere im Up–
Quark–Sektor fu¨r die transversale Amplitude dominieren in fu¨hrender Ordnung in 1/mb
die Zweischleifengraphen, auf deren Berechnung wir im na¨chsten Teil dieser Arbeit einge-
hen werden.
Analog zum Fall des reellen Photons liefern die 1/mb–Korrekturen der Annihilation
im Up–Sektor fu¨r den geladenen Zerfall den gro¨ßten Beitrag. Im Gegensatz dazu ist die
Annihilation in der longitudinalen Amplitude bereits in der fu¨hrenden Ordnung nicht
verschwindend, wie an den Eintra¨gen von T (0) in den letzten Spalten der Tabelle zu sehen
ist. Da fu¨r longitudinal polarisierte Vektormesonen dadurch bereits in dieser Ordnung
Isospinbrechung auftritt, haben wir in diesem Fall keine Korrekturen zum Limes schwerer
Quarks hinzugefu¨gt. Im Gegensatz zur Annihilation im radiativen Zerfall weist der Beitrag
nun auch einen absorbtiven Anteil auf. Dieser ist stark von der genauen Wahl des Modells
fu¨r die Lichtkegelwellenfunktion des B–Mesons abha¨ngig und daher sehr unsicher. Auch
hier ist der Beitrag mit einer 50%–igen Unsicherheit versehen.
Bevor wir zur pha¨nomenologischen Analyse der Zerfa¨lle u¨bergehen, werden im
na¨chsten Teil dieser Arbeit erst einmal ausfu¨hrlich die Rechnungen der Zwei–Schleifen-
diagramme im Up–Quark Sektor vorgestellt.
Teil III
Zwei–Schleifen–Berechnungen
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Kapitel 6
Reduktion auf Masterintegrale
In diesem Teil der Arbeit werden wir ausfu¨hrlich auf die Berechnung der in Abbil-
dung 6.1 gezeigten Zwei–Schleifen–Diagramme eingehen, wobei die kleinen Pinguin–
Wilsonkoeffizienten vernachla¨ssigt werden. Im pha¨nomenologischen Teil behandeln wir
ausschließlich exklusive Zerfa¨lle des B–Mesons. Es sei hier aber angemerkt, dass diese
Diagramme auch fu¨r den inklusiven Zerfall B → Xd`+`− Anwendung finden.
Fu¨r die Zerfa¨lle B → K∗`+`− bzw. B → Xs`+`− wurden die entsprechenden Graphen
mit der Ersetzung des als masselos behandelten u–Quarks in der Schleife durch ein mas-
sives c–Quark zuerst in [35, 58] berechnet. In diesen Zerfa¨llen sind die Diagramme mit
einem u–Quark durch kleine CKM–Faktoren unterdru¨ckt und mu¨ssen nicht beru¨cksichtigt
werden. In den zitierten Arbeiten wurde eine Entwicklung in den drei Parametern q2/m2b ,
m2c/m
2
b und q
2/(4m2c) durchgefu¨hrt. Es ist daher nicht mo¨glich, die Rechnung auf den Fall
eines masselosen Quarks auszudehnen, da die Entwicklung in diesem Fall zusammenbricht.
In [36] wurde die Rechnung dann auf den uns interessierenden Fall des masselosen Quarks
erweitert, allerdings noch immer mit Hilfe einer Entwicklung in q2/m2b . Die Methode, wel-
che im Folgenden vorgestellt wird, fu¨hrt auf ein analytisches Ergebnis in Abha¨ngigkeit
der beiden Massenskalen q2, m2b und der Renormierungsskala µ. Das Ergebnis fu¨r diese
Zwei–Schleifen–Berechnungen wurde bereits in [59] vorabvero¨ffentlicht.
6.1 Skalare Integrale
In dem hier betrachteten partonischen Subprozess b → dγ∗ treten drei externe Impulse
auf, p fu¨r das b–Quark, p′ fu¨r das d–Quark und der Impuls q fu¨r das virtuelle Photon.
Hiervon sind allerdings aufgrund der Energie/Impulserhaltung ( q = p − p′) nur zwei
unabha¨ngig. Hinzu kommen noch die beiden Schleifenimpulse k und l. Desweiteren haben
wir die drei invarianten Mandelstam–Variablen p2 = m2b , p
′2 = 0 fu¨r die beiden sich
auf der Massenschale befindenden Quarks und q2 = (p − p′)2 als invariante Masse des
virtuellen Photons. In Abbildung 6.2 sind die entsprechenden Zuordnungen der Impulse
zu den Propagatoren in den einzelnen Diagrammen aufgefu¨hrt. Die Wahl ist so getroffen,
dass dies zu einem minimalen Satz von verschiedenen Propagatoren fu¨r der Gesamtheit
aller Diagramme fu¨hrt.
Zur Extraktion der Diracstruktur werden die Matrixelemente des schwachen effektiven
58 KAPITEL 6. Reduktion auf Masterintegrale
  
 
	


 
 



 
ff fi
fl
ffi
 !
"#$% &
'
(

) *
+,-. /
0
1
Abbildung 6.1: Zwei–Schleifen–Beitra¨ge zu 〈γ∗d|H(u)eff |b〉 mit interner u–Quark–
Schleife. Die Kreuze markieren die mo¨glichen Einfu¨gepunkte fu¨r
das (virtuelle) Photon.
Hamiltonian wie folgt zerlegt:
〈γ∗(q, µ)d(p′)|Heff |b(p)〉 ≡ 〈d(p′)|d¯ Xµ b|b(p)〉 = F (q)(q2)〈d(p′)|d¯(1 + γ5)qµ b|b(p)〉
+F (7)(q2)〈d(p′)|d¯(1 + γ5)σµνqν b|b(p)〉
+F (9)(q2)〈d(p′)|d¯(1 + γ5)(q2γµ − qµq/)b|b(p)〉, (6.1)
wobei die skalaren Formfaktoren F (q), F (7) und F (9) nach Bilden der Spur
F (i)(q2) = Tr (P µi Xµ) (6.2)
mit den Projektoren
P µi = ( p/+mb) (Ci1 q
µ + Ci2 p
µ + Ci3 γ
µ) p/′ (6.3)
erhalten werden. Die skalaren Gro¨ßen Cij haben dabei folgende Gestalt:
Cq1 =
1
2(m2bq
2 − q4) , Cq2 = 0, Cq3 = 0,
C71 = − dm
2
b + (d− 2)q2
4(d− 2)(m2b − q2)3
, C72 =
m2b + (d− 2)q2
2(d− 2)(m2b − q2)3
, C73 = − mb
4(d− 2)(m2b − q2)2
,
C91 =
mb (dq
2 + (d− 2)m2b)
2q2(d− 2)(m2b − q2)3
, C92 = − mb(d− 1)
(d− 2)(m2b − q2)3
, C93 =
1
2(d− 2)(m2b − q2)2
.
(6.4)
Im Gegensatz zu den Beitra¨gen von den Formfaktoren F (7) und F (9) sind die von F (q) nicht
eichinvariant. Von einzelnen Diagrammen aus Abbildung 6.2 kann es nichtverschwindende
Beitra¨ge zu F (q) geben, diese heben sich in der Summe der eichinvarianten Graphen weg.
In Abbildung 6.1 sind die jeweiligen eichinvarianten Diagramme zusammengefasst. Diese
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Eigenschaft dient als guter Check der Berechnungsmethode, die im folgenden Abschnitt
vorgestellt wird.
Nach dem Herausprojezieren der skalaren Formfaktoren nehmen diese die folgende
Form an:
F (i)(q2) =
∑
j
cij
∫
ddk ddl
Sn1j1 Sn2j2 . . .Sn7j7
Pm1j1 Pm2j2 . . .Pm9j9
. (6.5)
Die Konstanten cij sind hierbei rationale Funktionen von q
2, m2b und d. In den verblei-
benden Integralen treten die Skalarprodukte
S1 = k2, S2 = l2, S3 = k · l, S4 = k · p,
S5 = k · q, S6 = l · p, S7 = l · q, (6.6)
sowie die Propagatoren
P−11 =
1
k2
, P−12 =
1
l2
, P−13 =
1
(k + p− q)2 ,
P−14 =
1
(l + k + q)2
, P−15 =
1
(k − p+ q)2 −m2b
, P−16 =
1
(l + k)2
,
P−17 =
1
(l + q)2
, P−18 =
1
(k + p)2
, P−19 =
1
(k − p)2 −m2b
(6.7)
auf. Diese sind so definiert, dass sie mindestens einen Schleifenimpuls enthalten, wor-
aus sich insbesondere die sieben Mo¨glichkeiten fu¨r die verschiedenen Skalarprodukte Si
ergeben. Triviale Faktoren welche sich unter anderem aus den von Schleifenimpulsen un-
abha¨ngigen Propagatoren P−1i aus Abbildung 6.2-h/j/k/l ergeben, sind in die Konstanten
cij absorbiert.
Im Folgenden werden wir die verschiedenen Integrale in Topologien einteilen. Hier-
bei entscheidet nur die Propagatorstruktur u¨ber die Zugeho¨rigkeit zu einer bestimmten
Topologie. In den Abbildungen 6.3 bis 6.5 sind alle unabha¨ngigen nichtverschwinden-
den Topologien dargestellt. Eine externe durchgezogene Linie entspricht dabei einem b–
Quark mit Impuls p. Dementsprechend haben externe gewellte Linien den Impuls des
Photons q und gestrichelte Linien symbolisieren das ,,masselose” d–Quark mit Impuls p′.
Bei durchgezogenen internen Linien handelt es sich um einen massiven Propagator mit
Masse mb, wobei eine gestrichelte Linie einen masselosen Propagator darstellt. Die zu ei-
ner bestimmten Topologie geho¨rigen Propagatoren ergeben sich dann einfach mit Hilfe der
Energie/Impulserhaltung an den Vertizes. Die Diagramme aus den Abbildungen 6.2a-b
haben eine unterschiedliche Diracstruktur, sie fu¨hren aber beide auf skalare Integrale die
zur Topologie aus Abbildung 6.3d geho¨ren. Desweiteren treten in Topologien nur verschie-
dene Propagatoren auf (die Erho¨hung der Potenz eines Propagators entspricht nur einem
Erho¨hen der mij’s in (6.5)). In den Diagrammen aus Abbildung 6.2f-g sind jeweils zwei
Propagatoren identisch. Die zugeho¨rige Topologie ist hier diejenige aus Abbildung 6.4c. In
Abbildung 6.3 sind alle fu¨nf auftretenden Topologien mit fu¨nf Propagatoren abgebildet.
Die anderen Subtopologien aus den Abbildungen 6.4 und 6.5 ergeben sich hierbei dadurch,
dass Linien zu Punkten zusammengezogen werden, was dem Wegfallen eines Propagators
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entspricht. Topologien, die trivialerweise verschwinden, sind nicht mehr abgebildet. Ein
Beispiel hierfu¨r ist zum Beispiel die Topologie, die aus derjenigen aus Abbildung 6.3d
entsteht, indem die mittlere masselose nach oben laufende Linie zu einem Punkt zusam-
mengezogen wird. Dabei entstehen zwei faktorisierte Ein–Schleifen–Integrale, wobei eines
davon skalenlos ist. Skalenlose Integrale verschwinden allerdings in dimensioneller Regu-
larisierung, welche als Regularisierungsmethode hier verwendet wird.
In den nun zu lo¨senden Integralen treten maximal fu¨nf verschiedene Propagatoren
zur ersten Potenz auf sowie maximal drei Potenzen beliebiger Skalarprodukte. An diesem
Punkt ist es nun noch mo¨glich, die Integranden unter Nutzung von Identita¨ten wie
l · q = 1
2
(P7 − l2 − q2) (6.8)
zu vereinfachen, wobei jedem Propagator P−1i genau ein reduzibles Skalarprodukt (obige
Identita¨t entspricht der Zuordnung von l·q als reduziblem Skalarprodukt von P7) zugeord-
net wird und somit Integranden nicht mehr auftreten, welche ein Propagator mit seinem
zugeho¨rigen reduziblen Skalarprodukt enthalten. Bezeichnet t die Anzahl der verschiede-
nen Propagatoren in einer Topologie, so ko¨nnen maximal (7 − t) sogenannte irreduzible
Skalarprodukte auftreten.
Wir bezeichnen die Integrale einer Familie mit demselben Satz von Propagatoren mit
It,r,s, wobei r =
∑
i(mi − 1) (der Index j in (6.5) ist im den weiteren Ausfu¨hrungen
irrelevant und wird ab jetzt weggelassen) die Summe der von 1 abweichenden Potenzen
der t Propagatoren ist und s =
∑
i ni die Summe der Potenzen der (7 − t) irreduziblen
Skalarprodukte angibt. Hierbei gilt mi ≥ 1 und ni ≥ 0. Die Anzahl der Integrale in einer
Familie ist
N [It,r,s] =
(
r + t− 1
t− 1
)(
s− t+ 5
5− t
)
. (6.9)
Im na¨chsten Abschnitt werden Methoden vorgestellt, die es erlauben, Beziehungen zwi-
schen den Integralen einer Topologie beziehungsweise deren Subtopologie aufzustellen,
also zwischen Integralen mit verschiedenen Werten von mi und ni. Bei den Beziehungen
handelt es sich jeweils um Gleichungen, bei denen die einzelnen Terme Produkte aus Po-
lynomen (die von q2, mb und d abha¨ngen) und Integralen der jeweiligen (Sub-)Topologie
sind. Zur Berechnung der skalaren Formfaktoren mu¨ssen mehrere hundert Integrale gelo¨st
werden. Durch die Beziehungen zwischen ihnen ko¨nnen die skalaren Formfaktoren schluss-
endlich durch einige wenige sogenannte Masterintegrale ausgedru¨ckt werden.
6.2 Relationen zwischen skalaren Integralen
6.2.1 Partielle Integrationsmethode
In dimensioneller Regularisierung sind alle in (6.5) auftretenden Integrale wohldefiniert.
Zudem ko¨nnen fu¨r Integrale mit beliebigen Werten mi ≥ 0 und ni ≥ 0 folgende Identita¨ten
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aufgestellt werden [60]:∫
ddk ddl
∂
∂kµ
(
vµ
Sn11 Sn22 . . .Sn77
Pm11 Pm22 . . .Pm99
)
= 0,∫
ddk ddl
∂
∂lµ
(
vµ
Sn11 Sn22 . . .Sn77
Pm11 Pm22 . . .Pm99
)
= 0. (6.10)
Die Vektoren vµ ko¨nnen dabei beliebig aus den unabha¨ngigen externen Impulsen (pµ, qµ)
sowie den beiden Schleifenimpulsen (kµ, lµ) gewa¨hlt werden. Somit ko¨nnen fu¨r jedes In-
tegral 8 ,,Integration by Parts”(IBP) Identita¨ten aufgestellt werden. Nach explizitem
Ausfu¨hren der Ableitungen im Integranden entsteht eine Summe aus Integranden, wo-
bei die Gesamtzahl der Potenzen der irreduziblen Skalarprodukte (s − 1), s und (s + 1)
betragen kann und die Gesamtzahl der Potenzen fu¨r die Propagatoren (t+r) oder (t+r+1)
ist. In den Identita¨ten treten somit neben Integralen aus der Familie It,r,s auch Integrale
aus It,r,s−1, It,r+1,s und It,r+1,s+1 auf.
An diesem Punkt ist es noch mo¨glich, dass Vereinfachungen zwischen den reduziblen
Skalarprodukten und den Propagatoren stattfinden. Dies kann einerseits dazu fu¨hren, dass
die Potenz eines Propagators um Eins verringert wird oder, im Idealfall, dass der Propa-
gator komplett verschwindet. Im ersten Fall erhalten wir also ein einfacheres Integral aus
der jeweiligen Familie, wohingegen sich im zweiten Fall ein Integral aus einer Subtopologie
ergibt, welches (t− 1) Propagatoren entha¨lt.
Als Beispiel betrachten wir das Diagramm aus Abbildung 6.2l. Das einfachste sich
hieraus ergebene skalare Integral hat vier Propagatoren mit einfacher Potenz und kein
Skalarprodukt. Eine der IBP–Identita¨ten hat dabei folgende Form:∫
ddk ddl
∂
∂lµ
lµ
1
k2 l2 [(k − p+ q)2 −m2b ] (l + k)2
= 0. (6.11)
Nach Ausfu¨hren der Ableitungen unter im Integranden und Reduktion der Skalarprodukte
nimmt diese Gleichung folgende Form an:
(d− 3) + − = 0.
︸ ︷︷ ︸
= 0
Der Punkt in den Diagrammen deutet an, dass der jeweilige Propagator quadriert wer-
den muss. Das letzte Integral in der Gleichung verschwindet. Hier faktorisiert das Zwei–
Schleifen–Integral in zwei Ein–Schleifen–Integrale, wobei eines davon skalenlos ist. Wie
schon oben erwa¨hnt, verschwinden diese in dimensioneller Regularisierung. Um dies zu ver-
anschaulichen, sehen wir uns das einfachste skalenlose Integral
∫
ddk an. Nach Einfu¨hren
eines UV–Abschneideimpulses Λ ist dieses proportional zu Λd. Wird nun d als komplexe
Variable betrachtet, so ist in einem nichtverschwindenden Gebiet in der komplexen Ebene
dieses Integral im Limes Λ →∞ gleich Null. Nach analytischer Fortsetzung verschwindet
das Integral fu¨r beliebige d.
In der obigen IBP–Identita¨t wird somit ein Integral mit vier verschiedenen Propagato-
ren durch ein Integral mit drei verschiedenen Propagatoren ausgedru¨ckt, welches einfacher
zu berechnen ist.
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6.2.2 Lorentz–Invarianz–Identita¨ten
Zusa¨tzlich zu den oben vorgestellten acht IBP–Identita¨ten pro Integral kann aufgrund
der Lorentz–Symmetrie noch eine weitere Relation pro Integral aufgestellt werden [61].
Alle skalaren Integrale in (6.5), welche wir von nun an mit I(p, q) bezeichnen, sind inva-
riant unter d–dimensionalen Lorentz–Rotationen. Fu¨hren wir eine infinitesimale Lorentz–
Transformation aus, so a¨ndern sich die Impulse zu pi → pi + δpi mit δpµi = Λµνpνi (p1 ≡ p,
p2 ≡ q) und dem total antisymmetrischen Tensor Λµν . Die Integrale sind invariant unter
dieser Transformation:
I(pi + δpi) = I(pi). (6.12)
Aufgrund der Antisymmetrie von Λµν und
I(pi + δpi) = I(pi) +
∑
n
δpµn
∂I(pi)
∂pµn
= I(pi) + Λ
µ
ν
(∑
n
δpνn
∂I(pi)
∂pµn
)
(6.13)
ergibt sich folgende Identita¨t:∑
n
(
pνn
∂
∂pµn
− pµn
∂
∂pνn
)
I(pi) = 0. (6.14)
Um eine skalare Identita¨t zu erhalten, kann diese Gleichung mit beliebigen antisymmetri-
schen Kombinationen der externen Impulse pµi p
ν
j multipliziert werden. Da wir es mit nur
zwei unabha¨ngigen externen Impulsen zu tun haben, ergibt sich fu¨r jedes skalare Integral
eine weitere Identita¨t(
p · q pµ ∂
∂pµ
− p · q qµ ∂
∂qµ
+ q2 pµ
∂
∂qµ
− p2 qµ ∂
∂pµ
)
I(p, q) = 0. (6.15)
Wie im Falle der IBP–Identita¨ten sind die partiellen Ableitungen hierbei so zu verstehen,
dass diese direkt auf den Integranden wirken, was aufgrund der dimensionellen Regulari-
sierung gestattet ist.
6.2.3 Symmetrierelationen
Zusa¨tzlich zu den oben hergeleiteten Identita¨ten ko¨nnen die auftretenden Integrale noch
verschiedene Symmetrien aufweisen. Da keines der Integrale in dimensioneller Regula-
risierung Divergenzen aufweist, ko¨nnen beliebige Transformationen der Schleifenimpulse
durchgefu¨hrt werden. Dies a¨ndert natu¨rlich nicht den Wert eines bestimmten Integrals,
fu¨hrt allerdings Integrale mit verschiedenen Kombinationen der Propagatoren aus (6.7)
ineinander u¨ber.
Wie leicht nachzuweisen ist, sind zum Beispiel folgende drei Integrale identisch:∫
ddk ddl
1
P1P2P4P6 =
∫
ddk ddl
1
P1P2P6P7 =
∫
ddk ddl
1
P1P4P6P7 . (6.16)
Solche Symmetrierelationen reduzieren die Anzahl der verschiedenen unabha¨ngigen Sub-
topologien.
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6.3 Reduktion der Integrale
In den letzten Abschnitten wurden Methoden vorgestellt, um Relationen zwischen ver-
schiedenen skalaren Integralen herzustellen. Diese ko¨nnen nun dazu verwendet werden, die
in den Formfaktoren aus (6.5) auftretenden Integrale durch mo¨glichst wenige und einfache
Integrale auszudru¨cken.
Fu¨r jedes der N [It,r,s] Integrale aus einer Topologie It,r,s ko¨nnen neun Gleichungen
aus (6.10) und (6.15) gebildet werden, wobei dabei Integrale von Familien bis zu It,r+1,s+1
auftreten. Nach Aufstellen der neun Gleichungen fu¨r die Topologien mit fu¨nf verschiedenen
Propagatoren (t = 5) aus Abbildung 6.3 erhalten wir fu¨r (r = 0, s = 0) je nach Topologie
12 bzw. 13 Integrale der gleichen Topologie. Die Systeme haben also mehr Unbekannte
als Gleichungen. Berechnen wir allerdings sukzessive alle Gleichungen der Familien von
Integralen mit ansteigendem r und s , so wa¨chst die Zahl der Gleichungen schneller als
die Zahl der auftretenden Integrale [62, 63]. In den Formfaktoren treten je nach Topologie
Integrale auf, die zwei bzw. drei Potenzen von Skalarprodukten aufweisen. Fu¨r (r = 0,
s ≤ 2) fu¨hrt dies auf 54 Gleichungen mit 50 Integralen, wobei sich fu¨r (r = 0, s ≤ 3) 90
Gleichungen mit 79 Integralen ergeben. Es handelt sich somit um ein auf den ersten Blick
u¨berbestimmtes System, wobei allerdings viele der Gleichungen nicht unabha¨ngig sind.
Im na¨chsten Schritt mu¨ssen die Gleichungssysteme fu¨r die verschiedenen Topologien
gelo¨st werden. Ziel ist es natu¨rlich, mo¨glichst die komplizierteren Integrale zu eliminieren.
Dazu wird jedem Integral aus der jeweiligen Topologie ein bestimmtes Gewicht zugeord-
net. Dies kann beinahe jede beliebige streng monotone Funktion in den Variablen mi und
ni sein, so dass kompliziertere Integrale ein ho¨heres Gewicht erhalten. Mit der durch das
Gewicht festgelegten Reihenfolge werden so nach und nach die einzelnen Integrale aus
dem Gleichungssystem eliminiert. Dazu wird die Gaußsche Eliminationsmethode verwen-
det. Damit die Gleichungssysteme nicht allzusehr anwachsen, wird eine mo¨glichst einfache
Gleichung in dem System gesucht, welche das Integral mit dem ho¨chsten Gewicht entha¨lt.
Anschließend wird die Lo¨sung des Integrals (dieses ha¨ngt nun nur noch von Integralen
geringerem Gewichtes oder von Integralen aus den Subtopologien ab) in alle anderen
Gleichungen eingesetzt. Dies ist zwar aus mathematischer Sicht ein einfaches Problem,
algebraisch allerdings sehr aufwendig, da die Gleichungssysteme fu¨r die Subtopologien
sehr viel gro¨ßer sind, als die gerade beschriebenen. Zur Durchfu¨hrung der Lo¨sung wurde
das Programm Mathematica verwendet. In Anhang E sind die wichtigsten Komponenten
des Programms, welches die Reduktion durchfu¨hrt, angegeben und erla¨utert.
Wie oben bereits erwa¨hnt wurde, sind viele der Gleichungen linear abha¨ngig. Es stellt
sich heraus, dass sa¨mtliche Integrale der Familien mit (t = 5) durch Subtopologien aus-
gedru¨ckt werden ko¨nnen, was die Berechnung der Formfaktoren erheblich vereinfacht.
Eine Topologie mit t Propagatoren hat (t − 1) Subtopologien mit (t − 1) Propagatoren,
(t − 1)(t − 2) Subtopologien mit (t − 2) Propagatoren, usw. Allerdings sind viele dieser
Subtopologien aufgrund von Symmetrierelationen identisch. Daher existieren, wie in den
Abbildungen 6.4 und 6.5 dargestellt ist, nur 10 verschiedene Topologien mit (t = 4) und 5
mit (t = 3). Im weiteren wird keine Unterscheidung zwischen Topologie und Subtopologie
gemacht. Wann es sich um eine Subtopologie handelt, ergibt sich aus dem Zusammenhang.
Nachdem nun alle Integrale mit (t = 5) durch Subtopologien ausgedru¨ckt sind, wird
das gleiche Verfahren auf Integrale mit (t = 4) angewendet. Hierbei treten Integrale der
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Familien mit (r ≤ 1, s ≤ 3) auf. Nach Aufstellen der Gleichungssysteme fu¨hrt dies je nach
Topologie auf bis zu 900 Gleichungen mit bis zu 508 Integralen. Diesmal ist es nicht mehr
fu¨r alle Topologien mo¨glich, sa¨mtliche Integrale durch Integrale der entsprechenden Subto-
pologien auszudru¨cken. Die verbleibenden Integrale sind die sogenannten Masterintegrale.
Aufgrund der oben beschriebenen Wichtung sind dies die jeweils einfachen Integrale aus
der jeweiligen Topologie. In Abbildung 6.6a-g sind alle sieben Masterintegrale fu¨r (t = 4)
dargestellt. Fu¨r die ersten drei abgebildeten Masterintegrale existiert jeweils nur eines
pro Topologie, wohingegen in den letzten beiden Topologien zwei Masterintegrale auf-
treten. Da die Wichtungsfunktion weitgehend beliebig ist, sind auch die Masterintegrale
nicht eindeutig bestimmt. Durch Variieren der Funktion ko¨nnen bestimmte Integrale als
Masterintegrale ,,ausgewa¨hlt” werden. Bei Topologien mit einem Masterintegral ist dies
natu¨rlich dasjenige ohne Skalarprodukte und ho¨heren Potenzen der Propagatoren. Exi-
stieren allerdings zwei Masterintegrale, so ist die Wahl fu¨r die spa¨tere Berechnung ent-
scheidend. Dies wird im na¨chsten Teil ausfu¨hrlich diskutiert. Es sei noch angemerkt, dass
unterschiedliche Wichtungsfunktionen zwar auf unterschiedliche Masterintegrale fu¨hren,
dies aber natu¨rlich nichts an deren Anzahl in der jeweiligen Topologie a¨ndert.
Im letzten Schritt wird das Verfahren auf die verbleibenden Topologien mit (t = 3)
angewandt. Diesmal treten Integrale der Familien mit (r ≤ 2, s ≤ 3) auf, wodurch die Glei-
chungssysteme sehr groß werden. Wir haben es hier mit bis zu 3150 Gleichungen und 1365
Integralen zu tun. Hier bleiben 5 Masterintegrale, welche in Abbildung 6.6h-l dargestellt
sind, als irreduzible Integrale u¨brig. Ein Vergleich mit den in Abbildung 6.5 dargestellten
Topologien zeigt, dass alle drei–Propagator Topologien ein Masterintegral enthalten und
daher nicht vollsta¨ndig durch Subtopologien darstellbar sind. Da alle (t = 2) Subtopo-
logien verschwinden (sie enthalten mindestens ein skalenloses Integral), ha¨tte dies auch
bedeutet, dass sa¨mtliche Integrale einer solchen Topologie keinen Beitrag liefern. Topologi-
en dieser Art sind zwar vorhanden, allerdings nicht in den Abbildungen der unabha¨ngigen
Topologien aufgefu¨hrt.
Wir haben jetzt die mehreren hundert Integrale, von denen aus wir gestartet sind,
durch nur 12 Masterintegrale ausgedru¨ckt. Diese lassen sich mit der beschriebenen Me-
thode nicht weiter reduzieren und mu¨ssen explizit berechnet werden. Alle Integrale werden
durch Linearkombinationen der Masterintegrale dargestellt, wobei die Koeffizienten Funk-
tionen von m2b , q
2 und der Dimension d sind. In diesem Sinne sind die Masterintegrale
linear unabha¨ngig. Die Basis der Masterintegrale ist allerdings, wie bereits erwa¨hnt, nicht
eindeutig bestimmt.
Die durchgefu¨hrte Reduktion liefert natu¨rlich keinen Beweis dafu¨r, dass die 12 Ma-
sterintegrale wirklich linear unabha¨ngig sind und nicht noch weitere Relationen gefunden
werden ko¨nnen, um eine Beziehung zwischen ihnen herzustellen. Die große Anzahl der
urspru¨nglichen Integrale ist allerdings bereits auf ein ertra¨gliches Maß reduziert worden
und die Auffindung weiterer nu¨tzlicher Relationen wu¨rde die Rechnung zwar noch weiter
vereinfachen, an dem Ergebnis wu¨rde sich dadurch natu¨rlich nichts a¨ndern.
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Abbildung 6.2: Zwei–Schleifen Beitra¨ge zu 〈γ∗d|Heff |b〉 mit interner u–Quark
Schleife.
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(a) (b) (c)
(d) (e)
Abbildung 6.3: Unabha¨ngige Topologien mit 5 Propagatoren.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i) (j)
Abbildung 6.4: Unabha¨ngige Topologien mit 4 Propagatoren.
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(a) (b) (c)
(d) (e)
Abbildung 6.5: Unabha¨ngige Topologien mit 3 Propagatoren.
a) b) c) d)
e) f) g) h)
i) j) k) l)
Abbildung 6.6: Kompletter Satz von Masterintegralen. Die mit einem Punkt ver-
sehenen Propagatoren treten in den Integralen quadriert auf.
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Berechnung der Masterintegrale
Ziel dieses Abschnittes ist es, die verbleibenden 12 Masterintegrale aus Abbildung 6.6,
welche durch die Reduktion nicht weiter auf einfachere Integrale zuru¨ckgefu¨hrt werden
ko¨nnen, zu berechnen. Hierfu¨r verwenden wir die Differentialgleichungsmethode, welche
erstmals in [64] vorgestellt wurde. Das Ziel bei dieser Methode ist die Aufstellung einer
Differentialgleichung fu¨r die Masterintegrale in der kinematischen Invarianten q2, welche
anschließend gelo¨st werden muss. Eine explizite Integration der d–dimensionalen Integrale
wird dabei vollsta¨ndig umgangen.
7.1 Differentialgleichung fu¨r die Masterintegrale
Ausgangspunkt sind die Integrale
M(si) =
∫
{ddk} {ddl} S
n1
1 Sn22 . . .Sn77
Pm11 Pm22 . . .Pm99
, (7.1)
welche allgemein von den kinematischen Invarianten s1 = p
2, s2 = (p − q)2 und s3 = q2
abha¨ngen, wobei s1 = m
2
b und s2 = 0 spa¨ter auf der Massenschale liegen werden. Die
Differentialgleichungen werden zwar im Folgenden fu¨r die Masterintegrale aufgestellt, die
Methode kann aber auf Integrale mit beliebigen mi, ni angewandt werden. Als erstes
definieren wir uns die Gro¨ßen
Ojk(si) = p
µ
j
∂
∂pµk
M(si), (7.2)
wobei p1 ≡ p und p2 ≡ q gesetzt wird. Da die Integrale nur von den kinematischen
Invarianten abha¨ngen ko¨nnen erhalten wir mit der Kettenregel
Ojk(si) = p
µ
j
∑
ξ
∂sξ
∂pµk
∂
∂sξ
M(si) =
∑
ξ
aξ,jk(sl)
∂
∂sξ
M(si). (7.3)
Die Funktionen aξ,jk(sl) sind hierbei Linearkombinationen der kinematischen Invarianten.
Da j und k die Werte 1 und 2 annehmen ko¨nnen, sind dies vier Gleichungen fu¨r die
drei Invarianten, welche nicht alle unabha¨ngig sind. Da s1 und s2 auf der Massenschale
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festliegen, sind wir nur an der Ableitung nach s3 interessiert. Die Lo¨sung des obigen
Systems fu¨r die gewu¨nschte Gro¨ße lautet
∂
∂q2
M(si) =
1
m2b − q2
qµ
(
∂
∂pµ
− ∂
∂qµ
)
M(si). (7.4)
Setzen wir auf der rechten Seite von (7.4) ein Masterintegral ein und fu¨hren die Ablei-
tungen auf den Integranden aus, so ergibt sich eine Summe von Termen, bei der alle
vorkommenden Integrale aus derselben Topologie stammen, wie das Masterintegral oder
aus einer der Subtopologien. Nun kann fu¨r jedes dieser Integrale die Lo¨sung aus der Re-
duktion eingesetzt werden, welche im vorherigen Abschnitt vorgestellt wurde. Die rechte
Seite besteht danach nur noch aus Masterintegralen der gleichen Topologie bzw. aus den
Masterintegralen der entsprechenden Subtopologien. Handelt es sich um eine Topologie
mit einem Masterintegral, so haben wir eine Differentialgleichung fu¨r dieses Masterin-
tegral, wobei die Terme mit den Masterintegralen der Subtopologien den inhomogenen
Teil der Gleichung bilden. In dem Fall einer Topologie mit mehreren Masterintegralen,
stellen wir fu¨r jedes einzelne eine Differentialgleichung auf, indem wir sie in die rechte
Seite von (7.4) einsetzen. Wir erhalten somit nach der Reduktion ein gekoppeltes, im
Allgemeinen inhomogenes Differentialgleichungssystem.
Mit den Massenschalenbedingungen hat das System folgende Gestalt:
∂
∂q2
Mi(q
2, m2b , d) =
∑
j
Aj(q
2, m2b , d)Mj(q
2, m2b , d)
+
∑
k
Bk(q
2, m2b , d)Nk(q
2, m2b , d). (7.5)
Die Indizes i und j der Masterintegrale M ko¨nnen dabei jeweils die Werte 1 und 2 an-
nehmen, wobei die Masterintegrale der Subtopologien Nk durch die insgesamt vorhande-
nen Masterintegrale der Subtopologien eingeschra¨nkt sind. Die Koeffizienten Aj, Bk und
auch die Masterintegrale sind Funktionen von q2 und m2b sowie der Dimension d. Die
Abha¨ngigkeit von der Dimension d wurde hier explizit angegeben, da wir zur Lo¨sung der
Differentialgleichung eine Entwicklung in ε durchfu¨hren werden. Dies wird, wie wir sehen
werden, zu einer Entkopplung der Systeme in den Topologien mit zwei Masterintegralen
fu¨hren.
Der inhomogene zweite Term auf der rechten Seite von (7.5) beinhaltet die Masterin-
tegrale der Subtopologien. Es ist daher sinnvoll, bei der ,,niedrigsten” Topologie mit der
Berechnung der Masterintegrale zu beginnen. In unserem Fall (da die Zwei–Propagator–
Integrale verschwinden) sind dies die Masterintegrale mit (t = 3). Diese lassen sich pro-
blemlos mit Standardmethoden der Quantenfeldtheorie berechnen. In den Differentialglei-
chungen fu¨r die Integrale mit mehr Propagatoren (wir beno¨tigen nur noch diejenigen mit
(t = 4)) ist damit der inhomogene Teil vollsta¨ndig bekannt.
Zur Lo¨sung der Differentialgleichung verwenden wir die Methode der Variation der
Konstanten nach Euler. Wie spa¨ter bei der expliziten Lo¨sung ersichtlich wird, sind die
homogenen Teile der Differentialgleichungen alle trivial. Erst die Integration der ,,Kon-
stanten”, wo mehr oder weniger u¨ber die nicht–homogenen Teile der Gleichungen integriert
werden muss, ist nicht mehr ganz trivial.
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7.2 Laurent–Entwicklung in ε
Die Differentialgleichung (7.5) ist exakt in der Dimension d. Allerdings sind wir im End-
effekt an einer Laurent–Entwicklung der Formfaktoren in ε interessiert. Daher ist es sinn-
voll, fu¨r die Integrale eine entsprechende Entwicklung durchzufu¨hren. Es stellt sich heraus,
dass alle Masterintegrale ho¨chstens einen doppelten Pol in ε besitzen. Daher haben die
Integrale folgende Form:
Mi(q
2, m2b , d) =
n∑
j=−2
εjM
(j)
i (q
2, m2b) +O(ε
(n+1)). (7.6)
Die Ordnung n, bis zu der jedes Integral entwickelt werden muss, ist von Integral zu
Integral verschieden. Dies liegt daran, dass die Koeffizienten bei der Darstellung der
Formfaktoren in Masterintegralen selbst Pole in ε enthalten ko¨nnen. Wir beno¨tigen die
Formfaktoren bis zur nullten Ordnung. Da die Koeffizienten maximal einen doppelten
Pol enthalten, mu¨ssen die Masterintegrale teilweise bis zur zweiten Ordnung entwickelt
werden. Der Regulator ε wird hier fu¨r Divergenzen im ultravioletten sowie im infraroten
Bereich verwendet. Im Gegensatz zu den Ultraviolett–Divergenzen, welche sich erst nach
der Renormierung wegheben, ist die Summe aller Diagramme, bzw. bestimmter Gruppen
von Diagrammen, infrarot–endlich.
Nachdem alle Integrale und Koeffizienten aus dem homogenen und inhomogenen Teil
in (7.5) entwickelt wurden, ergibt sich ein Differentialgleichungssystem, welches Ordnung
fu¨r Ordnung in ε gu¨ltig ist. Hier erweist es sich im folgenden als sehr hilfreich, dass
wir eine gewisse Freiheit in der Wahl der Masterintegrale haben. Wie bereits erla¨utert
wurde, ko¨nnen beliebige Integrale aus einer Topologie als Masterintegrale gewa¨hlt wer-
den, wobei natu¨rlich nur die einfachsten in der jeweiligen Topologie eine sinnvolle Wahl
darstellen. In den Topologien mit zwei Masterintegralen stellt sich heraus, dass die Diffe-
rentialgleichungssysteme bei geschickter Wahl der Masterintegrale Ordnung fu¨r Ordnung
in ε entkoppeln. Dies tritt genau dann auf, wenn das fu¨hrende Polverhalten in ε fu¨r die
beiden Masterintegrale verschieden ist. Mit Hilfe der Entwicklung mu¨ssen wir also nur
,,einfache” Differentialgleichungen lo¨sen.
Die erste Gleichung, die gelo¨st werden muss, ist diejenige, welche sich aus dem doppel-
ten Pol in ε ergibt. Sie entha¨lt nur den Koeffizienten M
(−2)
i (q
2, m2b) als Unbekannte. In der
na¨chsten Ordnung in ε treten die M
(−1)
i (q
2, m2b) als Unbekannte auf. Im Allgemeinen kann
der Fall auftreten, dass die Koeffizienten in (7.5) einen Term proportional zu ε enthalten,
womit in der Differentialgleichung zur Ordnung 1/ε auch die Koeffizienten M
(−2)
i (q
2, m2b)
auftreten. Diese wurden aber bereits im ersten Schritt gelo¨st und bilden jetzt neben den
Integralen aus den Subtopologien den inhomogenen Teil der Differentialgleichung. Ent-
sprechendes gilt fu¨r die weiteren Ordnungen. Die Koeffizienten M
(j)
i (q
2, m2b) in der j–ten
Ordnung der Differentialgleichung sind die unbekannten Gro¨ßen, wobei alle Koeffizienten
mit kleinerem j bereits bekannt sind.
7.2.1 Anfangsbedingungen
Wie im vorherigen Abschnitt erla¨utert wurde, treten bei der Lo¨sung der Masterintegrale
nur nicht–gekoppelte Differentialgleichungen erster Ordnung auf, sofern die Gleichungen
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Ordnung fu¨r Ordnung in ε betrachtet werden. Um diese zu lo¨sen wird fu¨r jede dieser
Gleichung eine Anfangsbedingung beno¨tigt. Diese lassen sich auch mit Hilfe der jeweiligen
Differentialgleichung bestimmen. In (7.4) ist ersichtlich, dass die Koeffizienten Pole bei
q2 = m2b enthalten. Nach Ausfu¨hren der Ableitungen wird sich herausstellen, das die
Koeffizienten Aj und Bk in (7.5) zusa¨tzlich noch Pole bei q
2 = 0 besitzen. Wir wissen
aber, dass die physikalischen Formfaktoren aus (6.5) regula¨r bei q2 = 0 und q2 = m2b sein
mu¨ssen. Hieraus kann zwar nicht gefolgert werden, dass die Masterintegrale auch keine
dieser Singularita¨ten besitzen, da die Koeffizienten in der Darstellung der Formfaktoren
durch Masterintegrale teilweise proportional zu q2 bzw. (q2 − m2b) sind, es stellt sich
allerdings heraus, dass die Masterintegrale entweder regula¨r in q2 = 0 oder q2 = m2b sind.
Dies reicht aus, um sa¨mtliche Anfangsbedingungen zu erhalten, wie wir in den folgenden
Beispielen sehen werden.
7.3 Explizite Berechnung einiger Masterintegrale
In diesem Abschnitt werden zur Illustration der Methode die Differentialgleichungen und
die dazugeho¨rigen Anfangsbedingungen fu¨r zwei der Vier–Propagator–Topologien ange-
geben und gelo¨st. Die anderen Masterintegrale der Vier–Propagator–Topologien werden
alle analog dazu behandelt. Eine Ausnahme hiervon bildet das Masterintegral aus Abbil-
dung 6.6a. Die Differentialgleichung hierfu¨r ist homogen, wie direkt daran zu sehen ist,
dass alle Subtopologien, die sich aus dem Wegfallen eines Propagators ergeben wu¨rden,
als Produkt ein skalenloses Integral enthalten wu¨rden, welches verschwindet. In diesem
Fall ist es nicht mehr mo¨glich die in 7.2.1 beschriebene Methode zur Bestimmung der
Anfangsbedingung anzuwenden. Die Lo¨sung dieses Integrals ist allerdings trivial, da es
sich um ein Produkt von zwei einfachen Ein–Schleifen–Integralen handelt. Wie alle Drei–
Propagator–Integrale wird dieses Integral mit herko¨mmlichen Methoden der Quantenfeld-
theorie berechnet und das Ergebnis ist zusammen mit allen anderen Masterintegralen in
Appendix C aufgefu¨hrt.
7.3.1 Masterintegral aus Abbildung 6.6b
In diesem Abschnitt wird die Rechnung fu¨r das Integral
MI(q2, m2b , ε) = 1 6
7
9
= µ2(4−d)
∫
{ddk}{ddl} 1P1P6P7P9 (7.7)
vorgestellt. Die Propagatoren Pi sind in (6.7) gegeben. Die Differentialgleichung fu¨r dieses
Integral lautet
∂
∂q2
=
(
1− 3ε
q2
+
1− 2ε
m2b − q2
)
+
(
1
q2
+
1
m2b − q2
)(
ε− 1
m2b
+
2− 3ε
m2b
)
. (7.8)
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Die Koeffizienten in dieser Gleichung sind singula¨r bei q2 = 0 und q2 = m2b . Allerdings
ist das Integral an beiden Stellen regula¨r. Damit kann, wie in 7.2.1 bereits angedeutet
wurde, die Anfangsbedingung direkt aus der Differentialgleichung bestimmt werden. Wir
werden hier die Bedingung bei q2 = m2b nutzen. Dazu wird die Gleichung mit (q
2 −m2b)
multipliziert und anschließend der Limes (q2 → m2b) gebildet. Die linke Seite der Gleichung
verschwindet und die rechte Seite ergibt die gewu¨nschte Anfangsbedingung
∣∣∣∣∣
q2=m2
b
=
1
(1− 2ε)m2b
(
(1− ε) − (2− 3ε)
)
.
(7.9)
Wie bereits besprochen, lo¨sen wir die Differentialgleichung, indem wir die Laurent–
Entwicklung des Integrals in ε
MI(q2, m2b , ε) =
n∑
j=−2
εjMI(j)(q2, m2b) +O(ε
(n+1)). (7.10)
in die Gleichung einsetzen. Der homogene Teil der Gleichung entspricht in allen Ordnungen
dem homogenen Teil der Gleichung bei d = 4, bzw. ε = 0. Dieser lautet
∂
∂q2
MIHom(q
2, m2b) =
(
1
q2
+
1
m2b − q2
)
MIHom(q
2, m2b), (7.11)
wobei die Lo¨sung durch
MIHom(q
2, m2b) = k
q2
m2b − q2
(7.12)
mit einer beliebigen Konstanten k gegeben ist. Wie u¨blich beim Euler–Verfahren wird nun
die Konstante zu einer von q2 abha¨ngigen Gro¨ße. Bezeichnen wir den inhomogenen Teil,
also die zweite Zeile der Gleichung (7.8), mit Ω und fu¨hren die Laurent–Entwicklung
Ω(q2, m2b , ε) =
n∑
j=−2
εjΩ(j)(q2, m2b) +O(ε
(n+1)) (7.13)
durch, so lautet die Lo¨sung des Masterintegrals
MI(j)(q2, m2b) =
q2
m2b − q2
{∫
dq2
m2b − q2
q2
×
[
−
(
3
q2
+
2
m2b − q2
)
MI(j−1)(q2, m2b) + Ω
(j)(q2, m2b)
]
+ k(j)
}
. (7.14)
Die explizite Lo¨sung dieses Integrals, sowie der Lo¨sungen der Drei–Propagator–Integrale,
welche hier beno¨tigt werden, sind in Appendix C zu finden. Die Konstanten k(j) ko¨nnen
aus der Anfangsbedingung (7.9) bestimmt werden.
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7.3.2 Masterintegrale aus Abbildung 6.6d-e
Als weiteres Beispiel soll hier eine Topologie behandelt werden, welche zwei Masterinte-
grale entha¨lt. Ausgangspunkt sind die beiden Integrale
MI1(q
2, m2b , ε) =
2
5
6
9 = µ2(4−d)
∫
{ddk}{ddl} 1P2P5P6P9 (7.15)
MI2(q
2, m2b , ε) = = µ
2(4−d)
∫
{ddk}{ddl} 1
(P2)2P5P6P9 . (7.16)
Wie bei allen Topologien ko¨nnen die zwei Masterintegrale frei aus den Integralen der je-
weiligen Topologie gewa¨hlt werden. Neben der natu¨rlichen Wahl des einfachsten Integrals
MI1(q
2, m2b , ε) aus der Topologie, fu¨hrt hier das Integral mit dem quadrierten Propagator
P2 zu einer Entkopplung des Systems. Die in ε exakten, noch gekoppelten Differential-
gleichungen lauten hier
∂
∂q2
=
(
1− 3ε
2 (q2 − 4m2b)
− ε
q2 −m2b
+
ε− 1
2q2
)
+
(
− ε(2ε+ 1) (4ε
2 + 1)m2b
q2 −m2b
+
m2bε (8ε
3 + 4ε2 + 2ε+ 1)
4 (q2 − 4m2b)
+
3m2bε (8ε
3 + 4ε2 + 2ε+ 1)
4q2
)
+
(−240ε4 − 60ε3 − 15ε2 − 9ε+ 2
8m2bq
2
+
−80ε4 − 20ε3 − 5ε2 + ε− 2
8m2b (q
2 − 4m2b)
+
80ε4 + 20ε3 + 5ε2 + 2ε
2m2b (q
2 −m2b)
)
+
(
1− ε
4m2bq
2
+
ε− 1
4m2b (q
2 − 4m2b)
)
(7.17)
und
∂
∂q2
=
(
(2ε− 1)(3ε− 1)
m2b (q
2 − 4m2b)
− (2ε− 1)(3ε− 1)
m2b (q
2 −m2b)
)
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+
(
ε
2 (q2 − 4m2b)
+
ε
2q2
+
3ε− 1
q2 −m2b
)
+
(−40ε4 − 10ε3 − 7ε2 + 5ε− 2
4m4b (q
2 − 4m2b)
+
−40ε4 − 10ε3 − 7ε2 + 5ε− 2
4m4bq
2
+
40ε4 + 10ε3 + 7ε2 − 5ε+ 2
2m4b (q
2 −m2b)
)
+
( −2ε2 + 3ε− 1
2m4b (q
2 − 4m2b)
+
2ε2 − 3ε+ 1
2m4bq
2
)
. (7.18)
Die Koeffizienten in der Differentialgleichung aus dem letzten Abschnitt beinhalten die
beiden Pole bei q2 = (0, m2b). Bei diesen Werten handelt es sich nicht um physikalische
Erzeugungsschwellen, wohingegen hier eine neue Polstruktur auftritt (bei q2 = 4m2b), die
physikalisch ist. Die resultierenden Integrale sind nur bei q2 = 0 endlich und die Anfangs-
werte werden analog zum letzten Abschnitt durch Multiplikation der Differentialgleichun-
gen mit q2 und anschließender Grenzwertbildung (q2 → 0) erhalten. Die resultierenden
Anfangswertgleichungen lauten:
∣∣∣∣∣
q2=0
=
3ε(2ε+ 1) (4ε2 + 1)m2b
2(1− ε)
∣∣∣∣∣
q2=0
− 240ε
4 + 60ε3 + 15ε2 + 9ε− 2
4(1− ε)m2b
+
1
2m2b
(7.19)∣∣∣∣∣
q2=0
=
40ε4 + 10ε3 + 7ε2 − 5ε+ 2
2εm4b
− (ε− 1)(2ε− 1)
εm4b
(7.20)
Dieses System hat Dreiecksgestalt und ist somit trivial lo¨sbar.
Was das Differentialgleichungssystem (7.17),(7.18) angeht, so ist an der ersten dieser
Gleichungen offensichtlich, dass das System nach der Laurent–Entwicklung entkoppelt,
da dort der Koeffizient von MI2(q
2, m2b , ε) im Gegensatz zu den anderen Koeffizienten
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proportional zu ε ist. Mit den beiden Entwicklungen
MI1(q
2, m2b , ε) =
n∑
j=−2
εjMI
(j)
1 (q
2, m2b) +O(ε
(n+1)) (7.21)
MI2(q
2, m2b , ε) =
n∑
j=−2
εjMI
(j)
2 (q
2, m2b) +O(ε
(n+1)) (7.22)
treten in (7.17) zur Ordnung 1/ε2 nur MI
(−2)
1 (q
2, m2b) und Integrale der Subtopologien auf.
Diese Differentialgleichung kann nun gelo¨st werden. In (7.18) geht dann MI
(−2)
1 (q
2, m2b) in
den inhomogenen Teil der Gleichung ein. In den ho¨heren Ordnungen la¨uft die Lo¨sung ana-
log. Das System hat mit Hilfe der Entwicklung eine Dreiecksgestalt erhalten. Wie in dem
Fall der Differentialgleichung aus dem letzten Abschnitt sind die zu lo¨senden homogenen
Gleichungen in jeder Ordnung identisch, wobei hier fu¨r jedes der zwei Masterintegrale eine
Gleichung zu lo¨sen ist. Die beiden Gleichungen lauten
∂
∂q2
MI1,Hom =
1
2
(
1
q2 − 4m2b
− 1
q2
)
MI1,Hom, (7.23)
∂
∂q2
MI2,Hom = − 1
q2 −m2b
MI2,Hom, (7.24)
mit den dazugeho¨rigen Lo¨sungen
MI1,Hom(q
2, m2b) = k1
√
4m2b − q2
q2
, (7.25)
MI2,Hom(q
2, m2b) = k2
1
m2b − q2
. (7.26)
Bezeichnen wir die Terme der Differentialgleichungen (7.17) und (7.18), welche die Drei–
Propagator–Integrale enthalten mit Ω1(q
2, m2b , ε) und Ω2(q
2, m2b , ε), so fu¨hrt die Laurent–
Entwicklung
Ω1,2(q
2, m2b , ε) =
n∑
j=−2
εjΩ
(j)
1,2(q
2, m2b) +O(ε
(n+1)) (7.27)
auf die Lo¨sungen
MI
(j)
1 (q
2, m2b) =
√
4m2b − q2
q2
{∫
dq2
√
q2
4m2b − q2
×
[
−
(
3
2 (q2 − 4m2b)
+
1
q2 −m2b
− 1
2q2
)
MI
(j−1)
1
+
(
3m2b
q2
+
m2b
q2 − 4m2b
− m
2
b
q2 −m2b
)(
1
4
MI
(j−1)
2 +
1
2
MI
(j−2)
2 + MI
(j−3)
2 + 2MI
(j−4)
2
)
+Ω
(j)
1 (q
2, m2b)
]
+ k
(j)
1
}
, (7.28)
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MI
(j)
2 (q
2, m2b) =
1
q2 −m2b
{∫
dq2
(
q2 −m2b
)
×
[(
1
2 (q2 − 4m2b)
+
1
2q2
+
3
q2 −m2b
)
MI
(j−1)
2
+
(
1
m2b (q
2 − 4m2b)
− 1
m2b (q
2 −m2b)
)(
MI
(j)
1 − 5MI(j−1)1 + 6MI(j−2)1
)
+Ω
(j)
2 (q
2, m2b)
]
+ k
(j)
2
}
(7.29)
der beiden Masterintegrale.
Wie in diesem und dem letzten Abschnitt deutlich wurde, sind die Lo¨sungen der homo-
genen Differentialgleichungen sehr einfach. Dies gilt auch fu¨r die anderen Masterintegrale,
deren Rechnung nicht mit angegeben wurde. Aufwendig sind erst die Integrationen, die
in (7.14),(7.28),(7.29) noch ausgefu¨hrt werden mu¨ssen. Diese werden Ordnung fu¨r Ord-
nung komplizierter. Die explizite Lo¨sung aller Masterintegrale ist in Appendix C gegeben.
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Kapitel 8
Renormierte
Zwei–Schleifen–Matrixelemente
In den vorherigen Kapiteln wurde einerseits die Methode vorgestellt, wie die bei den
nicht–faktorisierbaren Zwei–Schleifen–Diagrammen auftretenden Integrale auf 12 Master-
integrale reduziert werden und wie diese anschließend gelo¨st werden. Jetzt haben wir alle
Zutaten beisammen und ko¨nnen in diesem Kapitel die Resultate fu¨r die Matrixelemente
der Diagramme aus Abbildung 6.2 geben.
Zur Zeit liegen Ergebnisse der relevanten nicht–faktorisierbaren Zwei–Schleifen–
Diagramme nur fu¨r die Matrixelemente mit den Operatoren Ou/c1/2 vor. Die Resultate fu¨r
Oc1/2 wurden, wie bereits erwa¨hnt, in [35] mit Hilfe einer Mehrfachentwicklung in den drei
Parametern q2/m2b , m
2
c/m
2
b und q
2/(4m2c) durchgefu¨hrt, wohingegen analytische Ergebnis-
se fu¨r die Matrixelemente von Ou1/2 in diesem Abschnitt vorgestellt werden. Theoretisch
ist mit der hier verwendeten Methode die Berechnung fu¨r Oc1/2 ebenso mo¨glich wie die
Behandlung der in dieser Arbeit vernachla¨ssigten (im Falle der nicht–faktorisierbaren
Zwei–Schleifen–Diagramme) Beitra¨ge der Operatoren O3−6. Allerdings kommt dabei eine
weitere Massenskala mc ins Spiel, wodurch einerseits die Reduktion auf die Masterintegrale
erheblich umfangreicher werden wu¨rde und sich außerdem die Anzahl der Masterintegrale
deutlich erho¨ht. Zudem wa¨re der Aufwand zur Lo¨sung dieser zusa¨tzlichen Masterintegra-
le um einiges gro¨ßer. Im Hinblick auf die Kleinheit der Pinguin–Wilsonkoeffizienten wa¨re
dieser Aufwand kaum lohnenswert.
Wir orientieren uns an den Konventionen in [58] und zerlegen das Matrixelement
folgendermaßen:
〈d`+`−|Oui |b〉nicht-fakt.
Zwei-Schl.
=
αs
4pi
(
F
(7)
i,u 〈O˜7〉Baum + F (9)i,u 〈O˜9〉Baum
)
. (8.1)
〈O˜7〉Baum und 〈O˜9〉Baum bezeichnen hierbei die Matrixelemente von O˜7 und O˜9 auf Baum-
graphenniveau mit den reskalierten Operatoren
O˜7/9 = αs
4pi
O7/9. (8.2)
Zur Renormierung wird in dieser Arbeit u¨berall das MS Schema verwendet. Die Renormie-
rungskonstanten, die wir verwenden liegen allerdings im MS Schema vor. Daher mu¨ssen
80 KAPITEL 8. Renormierte Zwei–Schleifen–Matrixelemente
alle unrenormierten Matrixelemente, welche in Appendix D angegeben sind, mit einem
Faktor (4pi)−nεenεγ versehen werden, wobei n die Anzahl der Schleifen angibt. Der Teil des
renormierten effektiven Hamiltonian, der die Konterterme entha¨lt, die zur Renormierung
der hier behandelten Beitra¨ge beno¨tigt werden, hat die folgende Form:
δHeff =
GF√
2
2∑
i=1
λ(d)u Ci
[
2∑
j=1
δZijOuj +
10∑
j=3
δZijOj +
12∑
j=11
δZijOuj
]
+ . . . . (8.3)
Die Operatoren O1−10 wurden bereits in (2.9) eingefu¨hrt. Bei O11/12 handelt es sich um
evaleszente Operatoren, die in d = 4 Dimensionen verschwinden. In der Wahl dieser Ope-
ratoren hat man im Allgemeinen eine gewisse Freiheit, um die Rechnung aber konsistent
mit den in dieser Arbeit verwendeten Wilsonkoeffizienten zu machen, wa¨hlen wir diese zu
Ou11 = (d¯L γµγνγρ T a uL)(u¯L γµγνγρ T a bL)− 16Ou1 ,
Ou12 = (d¯L γµγνγρ uL)(u¯L γµγνγρ bL)− 16Ou2 . (8.4)
Die Operator–Renormierungsmatrix Z = 1 + δZ ist durch [65]
δZ =
αs
4pi

 −2ε 43ε 0 − 19ε 0 0 0 0 − 1627ε 0 512ε 29ε
6
ε
0 0 2
3ε
0 0 0 0 − 4
9ε
0 1
ε
0


+
(αs
4pi
)2 0 0 0 0 0 0 − 58243ε 0 − 64729ε + 1168243ε2 0 0 0
0 0 0 0 0 0 116
81ε
0 776
243ε
+ 148
81ε2
0 0 0

 +O(α3s)
(8.5)
gegeben. Viele Eintra¨ge dieser Matrix verschwinden, daher mu¨ssen nur die Ein–Schleifen–
Matrixelemente von Ou1 ,Ou2 ,O4,Ou11, und Ou12 berechnet werden. Einige dieser Elemente
ko¨nnen aus den Ergebnissen in Kapitel 4.3 extrahiert werden, allerdings nur bis zur nullten
Ordnung in ε. Hier beno¨tigen wir noch die na¨chstho¨here Ordnung. Wie auch die unrenor-
mierten Zwei–Schleifen–Matrixelemente sind diese in Appendix D zu finden. Außerdem
werden die trivialen Matrixelemente von O7 und O9 beno¨tigt. Massen– und Wellenfunk-
tionsrenormierung mu¨ssen hier nicht mit einbezogen werden, da es sich dabei um einen
Effekt ho¨herer Ordnung handelt. Renormiert werden muss aber die starke Kopplungs-
konstante αs in der Definition des Operators O9, wobei die Renormierungskonstante Zgs
in (1.20) gegeben ist. Die Renormierung fu¨r die elektromagnetische Kopplung, welche in
O7 auftritt, muss wiederum nicht einbezogen werden, da es sich wieder um einen Effekt
ho¨herer Ordnung handelt. Dies liegt daran, dass die Mischung der Vier–Quark–Operatoren
in O7 auf Ein–Schleifen–Niveau verschwindet und somit die entsprechende Komponente
in δZ von der Ordnung α2s ist.
Wir sind jetzt in der Lage, die renormierten Matrixelemente aus (8.1) anzugeben. Da
in den dazugeho¨rigen Diagrammen nur zwei verschiedene Farbstrukturen auftreten, la¨sst
81
sich noch folgende Aufspaltung vornehmen:
F
(7)
1,u = A(s), (8.6)
F
(7)
2,u = −6A(s), (8.7)
F
(9)
1,u = B(s) + 4C(s), (8.8)
F
(9)
2,u = −6B(s) + 3C(s). (8.9)
In den Funktionen A(s), B(s) und C(s) werden folgende Definitionen verwendet:
s = q2, sˆ =
s
m2b
, z =
4m2b
s
, (8.10)
x1 =
1
2
+
i
2
√
z − 1, x2 = 1
2
− i
2
√
z − 1,
x3 =
1
2
+
i
2
√
z − 1 , x4 =
1
2
− i
2
√
z − 1 . (8.11)
Außerdem treten der Dilogarithmus
Li2(x) = −
∫ x
0
dt
ln(1− t)
t
(8.12)
sowie die Riemannsche Zeta–Funktion ζ auf. Das Ergebnis fu¨r A(s), B(s) und C(s) lautet:
A(s) = −104
243
ln(
m2b
µ2
) +
4sˆ
27(1− sˆ)
[
Li2(sˆ) + ln(sˆ) ln(1− sˆ)
]
+
1
729(1− sˆ)2
[
6sˆ
(
29− 47sˆ
)
ln(sˆ) + 785− 1600sˆ+ 833sˆ2 + 6pii
(
20− 49sˆ+ 47sˆ2
)]
− 2
243(1− sˆ)3
[
2
√
z − 1
(
− 4 + 9sˆ− 15sˆ2 + 4sˆ3
)
arccot(
√
z − 1) + 9sˆ3 ln2(sˆ)
+18piisˆ
(
1− 2sˆ
)
ln(sˆ)
]
+
2sˆ
243(1− sˆ)4
[
36 arccot2(
√
z − 1) + pi2
(
− 4 + 9sˆ− 9sˆ2 + 3sˆ3
)]
(8.13)
B(s) =
8
243sˆ
[
(4− 34sˆ− 17piisˆ) ln(m
2
b
µ2
) + 8sˆ ln2(
m2b
µ2
) + 17sˆ ln(sˆ) ln(
m2b
µ2
)
]
+
(2 + sˆ)
√
z − 1
729sˆ
[
− 48 ln(m
2
b
µ2
) arccot(
√
z − 1)− 18pi ln(z − 1) + 3i ln2(z − 1)
−24iLi2(−x2/x1)− 5pi2i+ 6i
(
− 9 ln2(x1) + ln2(x2)− 2 ln2(x4)
+6 ln(x1) ln(x2)− 4 ln(x1) ln(x3) + 8 ln(x1) ln(x4)
)
−12pi
(
2 ln(x1) + ln(x3) + ln(x4)
)]
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− 2
243sˆ(1− sˆ)
[
4sˆ
(
− 8 + 17sˆ
)(
Li2(sˆ) + ln(sˆ) ln(1− sˆ)
)
+3
(
2 + sˆ
)(
3− sˆ
)
ln2(x2/x1) + 12pi
(
− 6− sˆ+ sˆ2
)
arccot(
√
z − 1)
]
+
2
2187sˆ(1− sˆ)2
[
− 18sˆ
(
120− 211sˆ+ 73sˆ2
)
ln(sˆ)
−288− 8sˆ+ 934sˆ2 − 692sˆ3 + 18piisˆ
(
82− 173sˆ+ 73sˆ2
)]
− 4
243sˆ(1− sˆ)3
[
− 2√z − 1
(
4− 3sˆ− 18sˆ2 + 16sˆ3 − 5sˆ4
)
arccot(
√
z − 1)
−9sˆ3 ln2(sˆ) + 2piisˆ
(
8− 33sˆ+ 51sˆ2 − 17sˆ3
)
ln(sˆ)
]
+
2
729sˆ(1− sˆ)4
[
72
(
3− 8sˆ+ 2sˆ2
)
arccot2(
√
z − 1)
−pi2
(
54− 53sˆ− 286sˆ2 + 612sˆ3 − 446sˆ4 + 113sˆ5
)]
(8.14)
C(s) = −16
81
ln(
s
µ2
) +
428
243
− 64
27
ζ(3) +
16
81
pii (8.15)
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Kapitel 9
Verzweigungsverha¨ltnisse
In den vorherigen Teilen dieser Arbeit wurden die theoretischen Grundlagen fu¨r die
Zerfa¨lle B → V γ und B → V `+`− gelegt. Insbesondere haben wir die Amplituden,
die zu diesen Zerfa¨llen beitragen, vorgestellt. Diese sind in der na¨chstfu¨hrenden Ord-
nung in αs und in der fu¨hrenden Ordnung in der 1/mb–Entwicklung bis auf die fehlen-
den Ein–Schleifen–Berechnungen fu¨r die Annihilation und die noch nicht durchgefu¨hrten
Zwei–Schleifen–Berechnungen fu¨r die Pinguin–Wilsonkoeffizienten bei beliebiger invari-
anter Masse des Leptonpaares komplett. Die Annihilationsbeitra¨ge haben wir, wie in
Abschnitt 4.4 dargestellt wurde, ohnehin mit einem sehr großen Fehler versehen und die
Vernachla¨ssigung der genannten Zwei–Schleifen–Beitrag ist aufgrund der kleinen Wilson-
koeffizienten auch akzeptabel. Desweiteren haben wir einige 1/mb–Korrekturen in unsere
Ergebnisse mit eingeschlossen, um den fu¨hrenden Effekt der Isospinbrechung in der trans-
versalen Amplitude zu erhalten.
Wir wollen uns jetzt mit den pha¨nomenologischen Aspekten der Zerfa¨lle B → V γ
und B → V `+`− bescha¨ftigen. Einige der dabei behandelten Observablen sind bereits
an den B–Fabriken gemessen worden oder es sind in naher Zukunft Ergebnisse zu er-
warten, manche unserer Vorhersagen fallen allerdings in die A¨ra des LHCb. Die zwei
anderen Arbeitsgruppen [66, 67], die sich im Rahmen der QCD–Faktorisierung mit den
Zerfa¨llen B → V γ bescha¨ftigt haben, kommen im Wesentlichen auf die gleichen Ergeb-
nisse, die wir erhalten. Die Ergebnisse in diesem Teil der Arbeit wurden bereits in [32]
vorabvero¨ffentlicht.
9.1 B → V γ
Mit den Zentralwerten und den theoretischen Unsicherheiten der Parameter aus Tabel-
le 5.1 erhalten wir die folgenden Verzweigungsverha¨ltnisse fu¨r die Zerfa¨lle B → K∗γ:
Br(B0 → K∗0γ) =
(
TK
∗
1 (0)
0.38
)2
(7.4 +0.6−0.5
∣∣
Vts
+0.7
−0.7
∣∣
had
) · 10−5, (9.1)
Br(B+ → K∗+γ) =
(
TK
∗
1 (0)
0.38
)2
(7.4 +0.6−0.5
∣∣
Vts
+0.6
−0.7
∣∣
had
) · 10−5. (9.2)
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BABAR [68] BELLE [69] CLEO [70] Mittelwert
Br(B0 → K∗0γ) 39.2± 2.0± 2.4 40.1± 2.1± 1.7 45.5+7.2−6.8 ± 3.4 40.1± 2.0
Br(B+ → K∗+γ) 38.7± 2.8± 2.6 42.5± 3.1± 2.4 37.6+8.9−8.3 ± 2.8 40.3± 2.6
Br(B0 → ωγ) < 1.0 < 0.8 < 9.2 < 0.8
Br(B0 → ρ0γ) < 0.4 < 0.8 < 17 < 0.4
Br(B+ → ρ+γ) < 1.8 < 2.2 < 13 < 1.8
Tabelle 9.1: Experimentelle Ergebnisse fu¨r die CP–gemittelten Verzweigungsver-
ha¨ltnisse von B → V γ (in Einheiten von 10−6).
Die gro¨ßte theoretische Unsicherheit kommt hier von dem B → K∗ Formfaktor, den
wir aus den Fehlerangaben herausskaliert haben. Die verbleibenden Unsicherheiten, die
sich aus den CKM–Parametern, dem hadronischen Input und der Renormierungsska-
lenabha¨ngigkeit ergeben, sind relativ klein. Allerdings sollte dabei beachtet werden, dass
wir nur im Fall der Annihilation eine sehr konservative Fehlerabscha¨tzung aufgrund von
mo¨glichen 1/mb–Effekten und der ungenauen Kenntnis der B–Meson–Wellenfunktion ge-
macht haben. Weitere Abscha¨tzungen wurden nicht durchgefu¨hrt und sind nicht in den
in Fehlern von (9.1) und (9.2), sowie aller noch folgenden Vorhersagen enthalten. Die Bei-
tra¨ge ho¨herer radiativer Korrekturen werden in den Fehlern grob durch die verbleibende
Abha¨ngigkeit von der Renormierungsskala beru¨cksichtigt.
In Tabelle 9.1 haben wir die bis jetzt vero¨ffentlichen Messungen bzw. Obergrenzen
fu¨r die Zerfallskana¨le mit einem reellen Photon aus den verschiedenen Kollaborationen
zusammengefasst. Hieraus ist ersichtlich, dass die theoretischen Vorhersagen, deutlich
gro¨ßer sind. Sehen wir uns im Gegensatz dazu die theoretischen Vorhersagen fu¨r den
inklusiven Zerfall [37]
Br(B → Xsγ)thEγ>1.6 GeV = (3.57± 0.30) · 10−4 (9.3)
an und vergleichen dies z.B. mit der aktuellen Messung der Belle Kollaboration [71]
Br(B → Xsγ)exp = (3.59± 0.45) · 10−4, (9.4)
so ist eine exzellente U¨bereinstimmung festzustellen. Der große Vorteil des inklusiven Zer-
falls ist aus theoretischer Sicht die die Mo¨glichkeit, diesen perturbativ zu behandeln [72].
In nullter Ordnung in 1/mb ist der Zerfall durch den Prozess auf Partonniveau b → sγ
gegeben und es treten erst in der zweiten Ordnung Korrekturen auf. Die Abweichung
im exklusiven Zerfall kann zwei Gru¨nde haben. Es treten noch weitere, große 1/mb–
Korrekturen neben denen auf, die wir beru¨cksichtigt haben oder die noch nicht in unserer
Fehlerabscha¨tzung fu¨r die Annihilationsbeitra¨ge inbegriffen sind. Dies ko¨nnte die Grun-
dannahme der QCD–Faktorisierung in Frage stellen, na¨mlich dass der Limes schwerer
Quarks eine gute Approximation liefert. Weiterhin kann es sein, dass der Wert des Form-
faktors, wie er aus den Summenregeln berechnet wird, zu groß ist. Da der Formfaktor
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noch nicht direkt aus dem Experiment bestimmt worden ist, sehen wir dies als realisti-
sche Mo¨glichkeit an und bestimmen den Formfaktor u¨ber unsere theoretische Vorhersage
durch die experimentellen Daten und erhalten
TK
∗
1 (0)
∣∣
exp
= 0.28± 0.02. (9.5)
In der folgenden Analyse werden wir diesen Wert verwenden.
Die große Abweichung des B → K∗ Formfaktors la¨sst vermuten, dass auch der B →
ρ Formfaktor um den gleichen Faktor in den Summenregeln falsch abgescha¨tzt wird.
Wenn wir diesen dementsprechend a¨ndern, erhalten wir fu¨r B → ργ die folgenden CP–
gemittelten Verzweigungsverha¨ltnisse:
Br(B0 → ρ0γ) =
( |Vtd|
8.25 · 10−3
)2(
T ρ1 (0)
0.21
)2
(5.0+0.5−0.5) · 10−7, (9.6)
Br(B+ → ρ+γ) =
( |Vtd|
8.25 · 10−3
)2(
T ρ1 (0)
0.21
)2
(10.3+1.5−1.2) · 10−7. (9.7)
Falls andererseits der zu große B → K∗ Formfaktor daher resultiert, dass die SU(3)1
Brechung in den Summenregeln auf falsche Werte fu¨hrt, ist der in Tabelle 5.3 gegebene
Wert T ρ1 (0) ' 0.29 nicht ausgeschlossen und die Verzweigungsverha¨ltnisse sind etwa um
einen Faktor zwei gro¨ßer. Ein Vergleich der theoretischen Vorhersagen und der aus den
Experimenten gegebenen Obergrenzen aus Tabelle 9.1 legt allerdings nahe, dass auch
der B → ρ Formfaktor einen kleineren Wert als den aus den Summenregeln bestimmten
annimmt, solange der ,,Standardwert” von |Vtd| vorausgesetzt wird. Im weiteren werden
wir allerdings den Wert aus den Summenregeln T ρ1 (0) = 0.29 ± 0.04 verwenden. Das
Verzweigungsverha¨ltnis fu¨r B → ωγ ist in der hier gegebenen Genauigkeit identisch mit
Br(B0 → ρ0γ), solange sich die Formfaktoren der beiden Mesonen nicht unterscheiden.
U¨blicherweise wird angenommen, dass das Verha¨ltnis F = T ρ1 (0)/T
K∗
1 (0) besser be-
kannt ist, als die einzelnen Formfaktoren. Unter dieser Voraussetzung ist das Verha¨ltnis
der Zerfallsraten von B → ργ und B → K∗γ besser zur Bestimmung von |Vtd| geeignet. Da
wir aber keine definitive Aussage daru¨ber treffen ko¨nnen, ob es sich bei den Diskrepanzen
der Formfaktoren um ein Normierungsproblem oder ein Problem mit der Abscha¨tzung
der SU(3) Brechung handelt, mu¨ssen wir den Bereich 0.75 < F < 1.05 als mo¨gliche Werte
fu¨r F in Betracht ziehen2. Die CP–gemittelten Verha¨ltnisse der Zerfallsraten sind durch
Br(B0 → ρ0γ)
Br(B0 → K∗0γ) =
1
2
F 2
∣∣∣∣VtdVts
∣∣∣∣2 {1− 2Rut 0 cosα cos θ0 +R2ut 20}
=
1
2
F 2
∣∣∣∣VtdVts
∣∣∣∣2 {1− 2Rut cosα [−0.06+0.06−0.06] +R2ut [0.02+0.02−0.01]} (9.8)
1Die SU(3) Symmetrie bezeichnet hier diejenige Symmetrie der Lagrangedichte, die bei gleichen Massen
der drei leichtesten Quarks entsteht. Dies ist in der Natur na¨herungsweise gegeben.
2Die untere Grenze entspricht dabei dem Wert der herauskommt, wenn das Verha¨ltnis in den Summen-
regeln richtig bestimmt wird, die obere Grenze setzt eine richtige Berechnung von T ρ1 (0) voraus, sowie
den aus dem Experiment bestimmten Wert fu¨r T K
∗
1 (0).
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und
Br(B+ → ρ+γ)
Br(B+ → K∗+γ) = F
2
∣∣∣∣VtdVts
∣∣∣∣2 {1− 2Rut + cosα cos θ+ +R2ut 2+}
= F 2
∣∣∣∣VtdVts
∣∣∣∣2 {1− 2Rut cosα [0.24+0.18−0.18] +R2ut [0.07+0.12−0.07]} (9.9)
gegeben3. Die Gro¨ßen Rut, ε0,+ und θ0,+ wurden in (5.12) und (5.13) definiert. In der
obigen Formel wurde das kleine Phasenraumverha¨ltnis (M2B −m2ρ)3/(M2B −m2K∗)3 ' 1.02
sowie die SU(3) brechende Korrektur |Ct7|ρ/|Ct7|K∗ − 1 = ±0.02 vernachla¨ssigt. Der glo-
bale CKM Fit in [8] gibt die Werte Rut = 0.46 ± 0.06 und cosα = −0.07 ± 0.20. Die
Interferenzterme in den obigen Verha¨ltnissen sind daher stark unterdru¨ckt. Weiterhin
ist der Wert von ε0 cos θ0 relativ klein, da eine teilweise Auslo¨schung zwischen den αs–
Korrekturen in C(1) und T (1) stattfindet (siehe Tabelle 5.4). Damit weist das neutrale
Verha¨ltnis in (9.8) keine große Abha¨ngigkeit von Rut und cosα auf und liefert fu¨r ge-
gebenes F eine gute Einschra¨nkung an |Vtd/Vts|. Im Gegensatz dazu wird ε+ cos θ+ von
der Annihilation dominiert, der wir einen 50%igen Fehler auferlegt haben. Dieser Fehler
macht bei weitem die gro¨ßte Unsicherheit im Zerfall B+ → ρ+γ aus, was dazu fu¨hrt, dass
das geladene Verha¨ltnis in (9.9) weniger gut zur Bestimmung von |Vtd/Vts| geeignet ist.
Die Einschra¨nkungen, die sich aus den obigen Betrachtungen fu¨r den ungeladenen Zerfall
auf die Lage des Unitarita¨tsdreiecks in der (ρ¯, η¯)–Ebene ergeben, werden in Kapitel 11
ausgearbeitet.
Wir ko¨nnen an dieser Stelle einen Vergleich mit den Arbeiten [66, 67] angeben.
Bosch/Buchalla verwenden den gleichen Formalismus wie wir und erhalten fu¨r unsere
Werte 0 cos θ0 = −0.06±0.06 und + cos θ+ = 0.24±0.18 die Werte 0.0±0.1 und 0.4±0.4.
Passen wir unsere Numerik auf den von ihnen verwendeten Wert λB,+ = 0.35 GeV an,
so finden wir U¨bereinstimmung. Bei Ali et.al. mu¨ssen wir die Werte in den geschweif-
ten Klammern vergleichen. Unsere Werte 1.00± 0.01 und 1.03± 0.06 entsprechen deren
1 + ∆R = 1.09± 0.07 und 1.12± 0.10.
9.2 B → V `+`−
Das q2–abha¨ngige Spektrum der Zerfa¨lle dBr(B → V `+`−)/dq2 ist fu¨r das ρ–Meson bzw.
das K∗ bis auf die Normierung sehr a¨hnlich. Fu¨r kleine q2 dominiert die transversale
Amplitude und das Spektrum weist aufgrund des Photonpols einen starken Anstieg auf.
In diesem Bereich sind die Beitra¨ge der Gluonkorrekturen sehr wichtig. Fu¨r großes q2
hingegen wird das Spektrum sehr flach und die fu¨hrende Approximation liefert schon eine
gute Vorhersage, da die verschiedenen Beitra¨ge in der na¨chsten Ordnung eine Tendenz
zur Auslo¨schung zeigen. In Abbildung 9.1 ist das Spektrum fu¨r den Zerfall B0 → ρ0`+`−
als Funktion von q2 aufgetragen.
Im Bereich kleiner invarianter Massen mit q2 . 1 GeV sind unsere theoretischen
Vorhersagen nicht mehr aussagekra¨ftig, da dort Resonanzen der leichten Vektormesonen
3Unter Verwendung von T ρ1 (0) = 0.21 anstelle von 0.29 a¨ndern sich die numerischen Werte in (9.8) von
(−0.06, 0.02) zu (−0.01, 0.01) und in (9.9) von (0.24, 0.07) zu (0.40, 0.18).
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Abbildung 9.1: CP–gemitteltes differentielles Verzweigungsverha¨ltnis fu¨r B0 →
ρ0`+`− als Funktion von q2 in na¨chstfu¨hrender Ordnung (durch-
gezogene Linie) in Einheiten von 10−9 GeV−2. Das gelbe Band gibt
den theoretischen Fehler an, wobei das gru¨ne Band die Fehler durch
die CKM–Parameter und den Formfaktor Aρ0(0) nicht entha¨lt. Die
gestrichelte Linie gibt das Resultat in fu¨hrender Ordnung in αs an.
vorhanden sind. Das gleiche gilt fu¨r den Bereich mit q2 & 7 GeV, bei dem wir in den
Charm–Schwellenwert mit der J/ψ Resonanz laufen. Wir werden daher die integrierten
Raten in diesem Bereich angeben. Fu¨r das K∗–Meson erhalten wir
6 GeV2∫
1 GeV2
dq2
dBr(B+ → K∗+`+`−)
dq2
=
(
AK
∗
0 (4 GeV
2)
0.66
)2
(3.33+0.40−0.31) · 10−7, (9.10)
wobei das Integral fu¨r den neutralen Zerfall um etwa 10% kleiner ist. Der gro¨ßte Fehler
kommt bei weitem von der Abha¨ngigkeit vom Formfaktor A0, weshalb wir diesen aus der
Rate skaliert haben. Dies reduziert die verbleibende Abha¨ngigkeit von A0 wesentlich.
Inzwischen sind auch die ersten Messungen von B–Fabriken vero¨ffentlicht [73]. Leider
sind die integrierten Raten in dem Bereich angegeben, in dem unser Modell nicht gu¨ltig
ist. Trotzdem ist fu¨r uns der zweite Bin der Messung von Belle [74] interessant, der auf
folgende integrierte Rate fu¨hrt:
8 GeV2∫
4 GeV2
dq2
dBr(B → K∗`+`−)
dq2
= (4.8 +1.4−1.2|stat. ± 0.3|syst. ± 0.3|model) · 10−7, (9.11)
die wir als Mittelwert u¨ber die geladenen und ungeladenen Zerfallsmoden interpretieren.
Da das Spektrum in dieser Messung mehr oder weniger flach ist, ko¨nnen wir die Ha¨lfte des
in (9.11) gegebenen Ergebnisses mit unserer von q2 = 4 GeV2 bis 6 GeV2 integrierten Rate
vergleichen. Unser Ergebnis lautet (1.2 ± 0.4) · 10−7 (der Fehler von AK∗0 (0) ist hier mit
eingeschlossen). Dies ist nur etwa halb so groß wie das experimentelle Resultat, allerdings
sind die Gro¨ßen noch mit relativ großen Fehlern behaftet. Die Zukunft wird zeigen, ob
das Problem auf der theoretischen Seite liegt, oder ob die experimentellen Daten noch zu
kleineren Werten tendieren.
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Fu¨r die CP–gemittelten integrierten Verzweigungsverha¨ltnisse von B → ρ `+`− erhal-
ten wir
6 GeV2∫
1 GeV2
dq2
dBr(B0 → ρ0`+`−)
dq2
=
( |Vtd|
8.25 · 10−3
Aρ0(4 GeV
2)
0.50
)2
(4.2+0.6−0.4) · 10−9,(9.12)
6 GeV2∫
1 GeV2
dq2
dBr(B+ → ρ+`+`−)
dq2
=
( |Vtd|
8.25 · 10−3
Aρ0(4 GeV
2)
0.50
)2
(9.6+1.5−1.1) · 10−9.(9.13)
Ergebnisse fu¨r diesen Zerfall sind erst mit LHCb zu erwarten, da die Raten um einen Fak-
tor 100 kleiner als im Fall des K∗ sind. Zu der Zeit werden die Elemente der CKM–Matrix
und die kurzreichweitigen Wilsonkoeffizienten C9 und C10 fu¨r die b→ d(s)`+`− U¨berga¨nge
bereits mit großer Genauigkeit bekannt sein. Im Standardmodell sind die semileptonischen
Wilsonkoeffizienten fu¨r den U¨bergang in ein d–Quark mit denen fu¨r den U¨bergang in ein
s–Quark identisch. Der Zerfall B → ρ `+`− und dem entsprechenden Zerfall mit einem K∗
im Endzustand ko¨nnen daher sehr gut zur U¨berpru¨fung der flavour–a¨ndernden neutra-
len Stro¨me verwendet werden, denn in Szenarien mit neuer Physik und nicht–minimaler
Flavour–Verletzung ko¨nnen sich die Koeffizienten Cd9 und C
d
10 von denen mit der Er-
setzung d → s unterscheiden, und zwar nicht nur im Realteil (im Standardmodell sind
alle Wilsonkoeffizienten reell), sondern sie ko¨nnen auch komplexe Phasen enthalten. Zu
LHCb–Zeiten werden auch die Formfaktoren viel besser bekannt sein (Gitterrechnungen
sind fu¨r eine bessere Bestimmung aussichtsreiche Kandidaten). Das wichtigste Ziel ist es
somit, die restlichen hadronischen Unsicherheiten unter Kontrolle zu bringen. Fu¨r die neu-
tralen Zerfallskana¨le sollte eine gute Mo¨glichkeit bestehen, Cd9 und C
d
10 auszumessen. In
den geladenen Moden ist dies aufgrund der großen Fehler bei den Annihilationsbeitra¨gen
eine gro¨ßere Herausforderung. Diese sind zwar in den Zerfallsraten in Standardmodell um
einen Faktor cosα unterdru¨ckt, in Erweiterungen muss dies aber nicht mehr zutreffen.
91
Kapitel 10
Asymmetrien
In diesem Kapitel werden wir die Ergebnisse fu¨r die verschiedenen Asymmetrien in den
Zerfa¨llen B → V γ und B → V `+`− vorstellen. Wir beschra¨nken uns dabei im Wesent-
lichen auf V = ρ. Es stellt sich heraus, dass insbesondere hier die im letzten Teil dieser
Arbeit berechneten Zwei–Schleifen–Beitra¨ge einen großen Einfluss haben.
10.1 Isospin–Asymmetrie
Die Isospin–Asymmetrie fu¨r den Zerfall B → K∗γ wurde in [38] erstmals in der hier vorge-
stellten Methode behandelt. Wie bereits in Abschnitt 4.4 diskutiert wurde, verschwindet
die Isospinasymmetrie in der fu¨hrenden Ordnung der 1/mb–Entwicklung fu¨r die Zerfa¨lle
B → V γ. Unser numerisches Ergebnis lautet1
∆(K∗γ) =
Γ(B0 → K∗0γ)− Γ(B+ → K∗+γ)
Γ(B0 → K∗0γ) + Γ(B+ → K∗+γ) =
0.28
TK
∗
1 (0)
(5.8+3.3−2.9)%, (10.1)
welches in guter U¨bereinstimmung mit dem experimentellen Ergebnis (3.6 ± 3.8)% ist,
das aus den Werten aus Tabelle 9.1 folgt. Unser Resultat ist etwas kleiner, als das in [38]
pra¨sentierte, was daran liegt, dass wir, wie in Abschnitt 5.1 erla¨utert wurde, die Wilson-
koeffizienten nicht an der fu¨r diese Diagramme typischen Skala
√
Λhmb, sondern bei mb
auswerten. Andererseits ist unserer Wert etwas gro¨ßer als der entsprechende Wert in [67].
Dies hat einerseits den Grund, dass Bosch/Buchalla die isospinbrechenden Strahlungs-
korrekturen (siehe Abschnitt 4.4) vernachla¨ssigen, Hauptursache ist aber die Verwendung
des aus den Summenregeln bestimmten Wertes fu¨r den QCD–Formfaktor.
Die Isospinasymmetrie in den Zerfa¨llen B → K∗γ ist im Wesentlichen sensitiv auf die
Pinguinwilsonkoeffizienten. Im Gegensatz dazu beinhaltet die Asymmetrie fu¨r den Zerfall
B → ργ eine starke Abha¨ngigkeit von CKM–Parametern, da die Beitra¨ge der gerade ge-
nannten Koeffizienten mit der großen Annihilationsamplitude aus dem Up–Quark–Sektor
des effektiven Hamiltonian interferiert, welche eine andere CP–Phase tra¨gt. Wir erhalten
1Man beachte, dass die Isospinasymmetrie u¨ber die Zerfallsraten definiert ist. Diese ist daher von Null
verschieden, obwohl die Zentralwerte der Verzweigungsverha¨ltnisse in (9.1) und (9.2) identisch sind.
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Abbildung 10.1: Isospin–Asymmetrie ∆(ργ) als Funktion des CKM–Winkels α.
Das gru¨ne Band gibt die theoretische Unsicherheit wieder. Der
Standard CKM–Fit schra¨nkt die mo¨glichen Werte von α auf den
Bereich zwischen den gestrichelten Linien ein.
fu¨r die CP–gemittelte Isospinasymmetrie
∆(ργ) =
Γ(B+ → ρ+γ)
2Γ(B0 → ρ0γ) − 1 = (−4.6
+5.4
−4.2
∣∣
CKM
+5.8
−5.6
∣∣
had
)%. (10.2)
Der gro¨ßte hadronische Fehler (4%) resultiert aus den Annihilationsgraphen, denen wir
eine 50%ige Unsicherheit auferlegt haben. Unter Verwendung der Definitionen aus (5.11)
und (5.12) und der Vernachla¨ssigung von η und quadratischen Termen in δ+, ε0 ' 0.1,
erhalten wir folgende Na¨herung fu¨r die Isospinasymmetrie:
∆(ργ) ' δ+ − 2Rut cosα (+ cos θ+ − 0 cos θ0) +R2ut 2+
= −0.076+0.042−0.049 − 2Rut cosα [0.30+0.16−0.16] +R2ut [0.07+0.12−0.06], (10.3)
mit einem relativen Fehler, der kleiner als 10% ist2. Da der Wert von α aus dem Stan-
dardfit nahe bei 90◦ liegt, ergibt sich ein relativ kleiner Wert, und die Asymmetrie ist im
Wesentlichen durch δ+ aus dem Top–Quark–Sektor gegeben. Daher unterscheidet sich un-
ser Wert aus (10.2) von dem in [66] angegebenen, da Ali et.al. die Gro¨ße δ+ vernachla¨ssigt
haben. Aus (10.3) ist ersichtlich, das die Isospinasymmetrie eine starke Abha¨ngigkeit von
α aufweist, allerdings ist diese durch einen großen Fehler aus den Annihilationsamplitu-
den gekennzeichnet. Dies ist graphisch in Abbildung 10.1 dargestellt. In Kapitel 11 werden
wir zeigen, inwieweit die Ergebnisse zur Isospinasymmetrie dazu geeignet sind, die Lage
des Unitarita¨tsdreiecks einzuschra¨nken, wenn experimentelle Daten fu¨r diese Observable
vorliegen.
Die Isospinasymmetrie fu¨r den Zerfall B → ρ`+`− kann analog zu (10.2) definiert
werden und ist in Abbildung 10.2 als Funktion von q2 fu¨r die Werte α = 24◦, 164◦ and
94◦ dargestellt, wobei fu¨r den Standardwert von α = 94◦ die theoretischen Fehler mit
angegeben sind. Im Limes q2 → 0 geht der Wert der Asymmetrie in den fu¨r B → ργ
2Mit T ρ1 (0) = 0.21 anstelle von 0.29 a¨ndern sich die Zentralwerte der numerischen Eintra¨ge in (10.3) von
(−0.076, 0.30, 0.07) nach (−0.104, 0.42, 0.18).
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Abbildung 10.2: Isospinasymmetrie ∆(ρ `+`−) als Funktion von q2. Die durch-
gezogene (blau gestrichelte) Linie gibt das Resultat in na¨chst–
fu¨hrender (fu¨hrender) Ordnung fu¨r α = 94◦ an. Das gru¨ne Band
beinhaltet die theoretischen Unsicherheiten und die beiden rot ge-
strichelten Linien spiegeln die Zentralwerte fu¨r α = 24◦ (untere
Kurve) und α = 164◦ (obere Kurve) wieder.
u¨ber, welcher in (10.2) gegebenen ist. Fu¨r große q2 wird die Asymmetrie, wie auch die
Zerfallsraten, durch die longitudinale Rate dominiert. Betrachtet man die numerischen
Werte der Amplituden C(i)9,‖ (i = t, u) in Tabelle 5.5, so ist zu sehen, dass der dominante
Effekt von der Annihilation in fu¨hrender Ordnung herru¨hrt. Diese Amplitude wird, wie
schon mehrfach erwa¨hnt, mit einem sehr großen Fehler versehen. Fu¨r kleine Werte von
cosα, wie dies im Standardmodell der Fall ist, ist die Asymmetrie durch Amplituden
aus dem Top–Quark–Sektor gegeben und dementsprechend klein (siehe Tabelle 5.5). Au-
ßerdem hat sie das umgekehrte Vorzeichen wie in (10.2). Im Gegensatz dazu kann die
Asymmetrie fu¨r große Werte von cosα ansteigen, da sie u¨berwiegend durch die Amplitu-
den in C(u)9,‖ bestimmt wird. Analog zu B → ργ ist das Vorzeichen dann durch (− cosα)
gegeben. Das Maximum der Asymmetrie bei q2 ' 1 GeV2 kann dadurch erkla¨rt werden,
dass die longitudinale Amplitude fu¨r den geladenen Zerfall im Limes q2 → 0 durch die
Annihilation dominiert wird, da λB,−(q
2)−1 logarithmisch divergiert. ∆(ρ `+`−) steigt also
fu¨r immer kleiner werdende q2 an, bis die transversale Amplitude die U¨berhand gewinnt
und die Asymmetrie auf den negativen Wert bei q2 = 0 zieht. Damit ist auch der extrem
große Fehler am Maximum zu erkla¨ren, durch den die Aussagekraft dieser Observable auf
große q2 beschra¨nkt ist.
Wie im letzten Kapitel schon erwa¨hnt wurde, sind die Zerfa¨lle B → ρ`+`− besonders
aus dem Grund von Interesse, dass Modelle jenseits des Standardmodells die elektroschwa-
chen Wilsonkoeffizienten C9,10 fu¨r den b→ d U¨bergang modifizieren ko¨nnen. Wenn wir die
neue Phase von C9 mit θ bezeichnen, dann kann man na¨herungsweise sagen, dass die Iso-
spinasymmetrie von αeff = α− θ abha¨ngt. Die α–Abha¨ngigkeit, die wir in Abbildung 10.2
dargestellt haben, u¨bertra¨gt sich somit direkt auf eine Abha¨ngigkeit von θ. Aufgrund
der großen Fehler durch die Annihilation kann allerdings nur bei einer deutlichen Abwei-
chung eine signifikante Aussage getroffen werden. Im Fall einer großen neuen Phase durch
neue Physik ist es auch gut mo¨glich, dass zusa¨tzliche Beitra¨ge den Absolutbetrag der
Wilsonkoeffizienten C9,10 a¨ndern. Dies wa¨re wiederum bereits u¨ber die Zerfallsspektren
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Abbildung 10.3: Direkte CP–Asymmetrie fu¨r B → ρ0γ (durchgezogene Linie),
B+ → ρ+γ (,,lang”–gestrichelte Linie) und B → ωγ (,,kurz”–
gestrichelte Linie) als Funktion des CKM–Winkels α. Das gru¨ne
Band gibt die theoretische Unsicherheit fu¨r den Fall B → ρ0γ an.
Der Standard CKM–Fit schra¨nkt die mo¨glichen Werte von α auf
den Bereich zwischen den vertikal gestrichelten Linien ein. Man
beachte, dass hier die negative CP–Asymmetrie aufgetragen ist.
nachweisbar.
10.2 Direkte CP–Asymmetrie
Die direkten CP–Asymmetrien fu¨r die Zerfa¨lle B → ργ sind einerseits durch
ACP(ρ
0γ) =
Γ[B¯0 → ρ0γ]− Γ[B0 → ρ0γ]
Γ[B¯0 → ρ0γ] + Γ[B0 → ρ0γ] =
2Rut0 sin θ0 sinα
1− 2Rut0 cos θ0 cosα +R2ut20
(10.4)
gegeben, und fu¨r die geladenen Zerfa¨lle durch die Ersetzungen (0, θ0) → (+, θ+). Die Wer-
te fu¨r i cos θi und 
2
i wurden bereits in (9.8),(9.9) gegeben. Hier beno¨tigen wir zusa¨tzlich
0 sin θ0 = −0.11+0.03−0.04, + sin θ+ = −0.12+0.03−0.04. (10.5)
Die gro¨ßten theoretischen Unsicherheiten stammen hier von der Abha¨ngigkeit von der
Renormierungsskala (±0.03), sowie der Charm–Quark–Masse (±0.02). Diese Fehler lassen
sich damit erkla¨ren, dass wir zwar die Zerfallsraten in der na¨chstfu¨hrenden Ordnung
berechnet haben, dies fu¨r die CP–Asymmetrie aber die fu¨hrende Ordnung darstellt, da
erst in dieser Ordnung eine starke Phase vorhanden ist. Dadurch ist die Sensitivita¨t auf
Beitra¨ge ho¨herer Ordnungen gro¨ßer. Es ist interessant, dass das Produkt + sin θ+ nicht
so stark von den Beitra¨gen der Annihilation abha¨ngt, wie die einzelnen Faktoren + und
sin θ+. Dies liegt daran, dass zwischen der Annihilationsamplitude und der fu¨hrenden
elektromagnetischen Pinguinamplitude keine relative starke Phase vorhanden ist. Von den
in (10.5) gegebenen Gro¨ßen folgt, dass die geladenen und ungeladenen CP–Asymmetrien
im Rahmen der Fehler fast identische Werte annehmen:
ACP(ρ
0γ) = (−10.4 +1.6−2.4
∣∣
CKM
+3.0
−3.6
∣∣
had
) %,
ACP(ρ
+γ) = (−10.7 +1.5−2.0
∣∣
CKM
+2.6
−3.7
∣∣
had
) %. (10.6)
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Abbildung 10.4: Direkte CP-Asymmetrie in B0 → ρ0`+`− (untere Kurven)
und B+ → ρ+`+`− als Funktion von q2. Die durchgezogenen
(gestrichelten) Kurven geben das Resultat in na¨chstfu¨hrender
(fu¨hrender) Ordnung an. Außerdem sind die gru¨nen bzw. gelben
Fehlerba¨nder eingezeichnet. Man beachte, dass hier die negative
CP–Asymmetrie aufgetragen ist.
In Abbildung 10.3 ist die Abha¨ngigkeit der verschiedenen Asymmetrien von dem Winkel α
aufgetragen. Die CP–Asymmetrie fu¨r den Zerfall B → ωγ ist innerhalb der Fehlergrenzen
nicht von derjenigen des Zerfalls B → ρ0γ zu unterscheiden. Die Abha¨ngigkeit der CP–
Asymmetrie von den CKM–Parametern wird im Wesentlichen durch Rut sinα beschrie-
ben. Lediglich bei den geladenen Zerfa¨llen fu¨hren die Terme im Nenner von (10.4) zu einer
leichten Abweichung, wenn α vom SM–Wert abweicht, wie in Abbildung 10.3 zu sehen ist.
Die Implikation der CP–Asymmetrie auf die (ρ¯, η¯)–Ebene sind im na¨chsten Kapitel aus-
gefu¨hrt. Unsere Resultate sind mit den in [55, 66] gegebenen in guter U¨bereinstimmung,
auch wenn die geladenen und ungeladenen Asymmetrien in [66] etwas gro¨ßere Unterschie-
de aufweisen.
Die CP–Asymmetrie in den Zerfa¨llen B0 → ρ`+`− wird wieder analog zu (10.4) de-
finiert. Diese entsteht durch die Interferenz zwischen den Amplituden in C(u)9,a (q2) und
C(t)9,a(q2) mit ihren unterschiedlichen starken Phasen. Die gro¨ßten Beitra¨ge kommen, wie
aus Tabelle 5.5 ersichtlich ist, von der Schleifenfunktion Y (q2), den Streukernen C(1) und
im Fall des geladenen Zerfalls von der Annihilation, welche den B → γ∗ Formfaktor
ξBγ
∗
⊥,‖ (q
2) (mit seinem großen Fehler) entha¨lt. Die Zweischleifenbeitra¨ge in C(u)9,⊥ und C(u)9,‖ ,
welche im letzten Teil der Arbeit berechnet wurden, spielen hier eine wichtige Rolle, da
durch sie große Teile des Imagina¨rteils in Y (u)(q2) aufgehoben werden. Daher wird die
geladene CP–Asymmetrie von der mit starken Fehlern behafteten Annihilation dominiert
und die ungeladene Asymmetrie nimmt relativ kleine Werte an. Graphisch ist die Obser-
vable fu¨r beide Fa¨lle in Abbildung 10.4 dargestellt. Das Maximum von −ACP(ρ+`+`−)
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bei q2 ' 1 GeV2 resultiert aus dem gleichen Grund wie bei der Isospinasymmetrie.
In Erweiterungen des Standardmodells ersetzen wir wie im letzten Abschnitt α durch
αeff . In die CP–Asymmetrie geht die Abha¨ngigkeit von αeff allerdings u¨berwiegend durch
den Sinus ein und ist daher im Standardmodell bereits mehr oder weniger maximal.
Aufgrund der großen Fehler ist hier eine zusa¨tzliche Phase nur im Fall von sehr starker
Unterdru¨ckung der Asymmetrie zu entdecken.
10.3 Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie
Die Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie in den Zerfa¨llen B → V `+`− ist durch
AFB(q
2) ≡ 1
dΓ/dq2
(∫ 1
0
d(cos θ)
d2Γ
dq2d cos θ
−
∫ 0
−1
d(cos θ)
d2Γ
dq2d cos θ
)
∝ Re
(
C(t)9,⊥(q2)− Rut e±iα C(u)9,⊥(q2)
)
(10.7)
definiert. Das Ergebnis der zweiten Zeile la¨sst sich sofort aus (5.9) ablesen. Das Vorzei-
chen im Exponentialfaktor ist dabei positiv (negativ) fu¨r den Zerfall eines B¯ (B)–Mesons.
Im Zerfall B → K∗`+`− ist der Term mit C(u)9,⊥(q2) aufgrund der Kleinheit von Rut ver-
nachla¨ssigbar. Wie auch bei allen anderen Observablen gibt es in dieser Na¨herung also
keinen Unterschied zwischen den CP–konjugierten Moden.
Die Nullstelle der Asymmetrie gibt sofort eine Gleichung zur Bestimmung von C9. In
fu¨hrender Ordnung in αs und in 1/mb lautet diese
C9 = −2MBmb
q20
Ceff7 − Re
(
Y (t)(q20)− Rut e±iαY (u)(q20)
)
≈ −2MBmb
q20
Ceff7 − Re
(
Y (t)(q20)
)±Rut sinα Im (Y (u)(q20)) , (10.8)
wobei die Approximation in der zweiten Zeile im Standardmodell mit α ≈ 90◦ gilt. In
dieser Ordnung kann der Wilsonkoeffizient C9 somit frei von hadronischen Unsicherhei-
ten aus der Lage der Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie Nullstelle bestimmt werden. Dies
fu¨hrt erneut auf die Mo¨glichkeit, die Wilsonkoeffizienten aus den beiden Sektoren b → d
und b→ s auf Abweichungen zu untersuchen, um etwaige physikalischen Beitra¨ge jenseits
des Standardmodells nachzuweisen.
Fu¨r das K∗–Meson ergeben sich in der na¨chstfu¨hrenden Ordnung die folgenden Werte
fu¨r die Nullstellen:
q20 [K
∗0] = 4.36+0.33−0.31 GeV
2, q20[K
∗+] = 4.15+0.27−0.27 GeV
2. (10.9)
Die Terme in der na¨chstfu¨hrenden Ordnung verschieben diese Nullstelle um etwa 30%,
wobei der gro¨ßte Fehler hier immer noch von der Abha¨ngigkeit der Renormierungsskala
herru¨hrt.
In den Zerfa¨llen B → ρ `+`− haben wir jetzt zusa¨tzlich den Term C(u)9,⊥(q2), welcher
dazu fu¨hren kann, dass die CP–konjugierten bzw. die geladenen/ungeladenen Moden auf
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deutlich voneinander abweichende Ergebnisse fu¨hren. Diese zusa¨tzlichen Terme sind sensi-
tiv auf den absorbtiven Anteil der Amplitude aus dem Up–Quark–Sektor. Aus Tabelle 5.5
ist ersichtlich, dass Y (u)(q2) und C(1) beide große absorbtive Anteile enthalten, diese sich
aber zu großen Teilen wieder auslo¨schen. Weiterhin gibt es einen großen Beitrag aus
der Annihilationsamplitude im geladenen Zerfall. Im Gegensatz zur fu¨hrenden Ordnung
in 1/mb tra¨gt die Lage der Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie aufgrund dieser Beitra¨ge
auch in fu¨hrender Ordnung α0s eine Abha¨ngigkeit von hadronischen Parametern. In Ab-
bildung 10.5 sind die Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrien jeweils fu¨r die beiden geladenen
sowie fu¨r den CP–gemittelten ungeladenen Zerfall aufgetragen. In der Graphik fu¨r den
ungeladenen Zerfall ist deutlich zu sehen, dass eine erhebliche Reduktion der Fehler im
Bereich der Nullstelle auftritt, da hier die einzige hadronische Unsicherheit in fu¨hrender
Ordnung α0s von der Annihilation kommt, welche sehr klein ist. Dagegen ist in den ge-
ladenen Fa¨llen zwar immer noch die gleiche Tendenz zu erkennen, allerdings in deutlich
abgeschwa¨chter Form. Die Korrekturen zur Lage der Nullstelle in Ordnung αs fallen fu¨r
B− relativ klein aus, wohingegen diese in den anderen Fallen sehr groß sind. Wir erhalten
die folgenden numerischen Werte:
B0 → ρ0 `+`− B¯0 → ρ0 `+`−
4.34 +0.02−0.02
∣∣
CKM
+0.45
−0.39
∣∣
had
4.11 +0.02−0.02
∣∣
CKM
+0.26
−0.22
∣∣
had
q20[GeV
2]
B+ → ρ+ `+`− B− → ρ− `+`−
3.56 +0.09−0.12
∣∣
CKM
+0.48
−0.57
∣∣
had
4.48 +0.07−0.06
∣∣
CKM
+0.36
−0.34
∣∣
had
(10.10)
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Abbildung 10.5: Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie fu¨r a) B+ → ρ+`+`−, b) B− →
ρ−`+`−, und c) den CP–gemittelten Zerfall B → ρ0`+`−. Die
durchgezogene (gestrichelte) Linie gibt das Ergebnis in na¨chst–
fu¨hrender (fu¨hrender) Ordnung an. Das gru¨ne Band entha¨lt die
theoretische Unsicherheit.
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Limits in der (ρ¯, η¯)–Ebene
In den letzten beiden Kapiteln haben wir gesehen, dass die verschiedenen Gro¨ßen wie die
Zerfallsraten, die Isospin– und die CP–Asymmetrien sensitiv auf Parameter der CKM–
Matrix sind. Werden diese Gro¨ßen gemessen, ko¨nnen somit Einschra¨nkungen auf die Pa-
rameter ρ¯ und η¯ auferlegt werden, welche die Spitze des Unitarita¨tsdreiecks definieren. In
diesem letzten Kapitel werden wir diese Ergebnisse zusammenfassen.
Zur Zeit existieren fu¨r die Zerfa¨lle B → ργ aus den verschiedenen Experimenten nur
Obergrenzen an die Verzweigungsverha¨ltnisse. Aus dem Vergleich dieser Grenzen in Tabel-
le 9.1 und den theoretischen Vorhersagen aus (9.6) und (9.7) ist ersichtlich, dass in naher
Zukunft der experimentelle Nachweis dieser Zerfa¨lle zu erwarten ist. Die Obergrenze fu¨r
den aus theoretischer Sicht nicht so stark von hadronischen Unsicherheiten behafteten
Zerfall B → ρ0γ la¨sst sich in eine sehr nu¨tzliche Einschra¨nkung auf |Vtd| umsetzen, welche
komplementa¨r zu den Limits aus dem fehlenden Nachweis der BsB¯s–Mischung ist. Ent-
scheidend fu¨r eine saubere Extraktion von |Vtd| ist der Umstand, dass der Term in der
geschweiften Klammer in (9.8) sehr nahe bei Eins liegt. Wenn wir die dominanten Para-
meterabha¨ngigkeiten linear addieren und den Fehler auf die Eingabeparameter ρ¯ und η¯
aus Tabelle 5.1 verdoppeln, so erhalten wir fu¨r die geschweifte Klammer in (9.8)
0.94 < 1− 2Rut 0 cosα cos θ0 +R2ut 20 < 1.05. (11.1)
Dies ergibt das folgende Limit:∣∣∣∣VtdVts
∣∣∣∣ = 1± 0.03F
(
2Br(B0 → ρ0γ)
Br(B0 → K∗0γ)
)1/2
< 0.21, (11.2)
wobei wir fu¨r das Formfaktorverha¨ltnis eine konservative untere Schranke F > 0.7 gewa¨hlt
haben, welche die schwa¨chste Einschra¨nkung liefert. Ein a¨hnliches Ergebnis erhalten die
Autoren in [67]1. Die obere Grenze reicht bereits in den Wert |Vtd/Vts| = 0.204+0.029−0.046
(CL=0.05) aus dem Standardfit [8] hinein. In Abbildung 11.1 haben wir dies graphisch
dargestellt. Der Bereich links von der schwarzen Kurve ist mit (11.2) ausgeschlossen2.
1Die Autoren in [66] mitteln u¨ber die Zerfallsraten ρ0, ρ±, ω, was einerseits aufgrund der gro¨ßeren theo-
retischen Fehler und andererseits aufgrund der ho¨heren experimentellen Obergrenzen in den geladenen
Zerfa¨llen auf ein schwa¨cheres Limit fu¨hrt.
2Die Schwarze Linie wird an den Ra¨ndern etwas ungenau, da in (11.1) die (ρ¯, η¯)–Abha¨ngigkeit ver-
nachla¨ssigt wurde.
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Abbildung 11.1: Einschra¨nkungen an das Unitarita¨tsdreieck aufgrund des CP–
gemittelten Verha¨ltnisses der Zerfa¨lle B0 → ρ0γ und B0 → K∗0γ
(schwarze Linie), der Isospinasymmetrie in B → ργ (blaue Linie)
und der direkten CP–Asymmetrie in B0 → ρ0γ (rot). Die Fla¨che
links von der schwarzen Linie ist durch die experimentellen Ober-
grenzen fu¨r B0 → ρ0γ ausgeschlossen. Weitere Details sind im
Text zu finden.
Die Standardwerte fu¨r (ρ¯, η¯) sind als roter Punkt mit den dazugeho¨rigen Fehlerbalken
eingezeichnet.
Fu¨r die Limits, die durch die Isospin– und CP–Asymmetrie auferlegt werden,
ko¨nnen wir aufgrund von fehlenden experimentellen Daten zur Zeit nur eine Illustration
durchfu¨hren. Dazu nehmen wir an, das die beiden Asymmetrien mit den Werten aus unse-
ren theoretischen Vorhersagen (10.2) und (10.6) ohne Fehler gemessen werden. Aufgrund
der theoretischen Unsicherheiten durch die Inputparameter (CKM–Elemente ausgenom-
men) sind die Bereiche innerhalb des blauen Bandes (Isospin–Asymmetrie) bzw. des roten
Bandes (CP–Asymmetrie fu¨r B → ρ0γ) als Werte fu¨r (ρ¯, η¯) zugelassen. In der Na¨he das
Standardfits fu¨r (ρ¯, η¯) sind die Limits, die aus der geladenen CP–Asymmetrie folgen, sehr
a¨hnlich derer aus den ungeladenen Gro¨ßen.
Die Form der Ba¨nder la¨sst sich mit Hilfe der beiden Relationen
Rut sinα =
η¯
(1− ρ¯)2 + η¯2 , Rut cosα = 1−
1− ρ¯
(1− ρ¯)2 + η¯2 (11.3)
verstehen. In guter Na¨herung ist die Bedingung an (ρ¯, η¯) durch die CP–Asymmetrie die,
dass die Werte auf einem Kreis mit Radius 1/(2a) und Mittelpunkt bei (1, 1/(2a)) liegen
mu¨ssen, wobei
a =
ACP(ρ
0γ)
20 sin θ0
. (11.4)
Dieser Kreis geht immer durch den Punkt (1,0). Entsprechend zwingt die Isospinasym-
metrie (ρ¯, η¯) auf einen Kreis mit einem Mittelpunkt, der immer auf der ρ¯–Achse liegt,
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und dessen Radius mit Hilfe von (10.3) bestimmt wird. Der erlaubte Bereich fu¨r (ρ¯, η¯)
aufgrund der beiden Asymmetrien ist in Abbildung 11.1 grau schattiert.
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Zusammenfassung
In dieser Arbeit wurden die exklusiven Zerfa¨lle B → V γ und B → V `+`− (V = K∗, ρ, ω)
behandelt. Das Problem bei der Behandlung von exklusiven Zerfa¨llen besteht in der Tat-
sache, dass die Zerfallsmatrixelemente nicht–perturbative Physik beinhalten und damit
auf den ersten Blick einer perturbativen Behandlung verschlossen bleiben. Allerdings sind
in den Prozessen drei Massenskalen beteiligt, die die Tu¨r zu einer Entwicklung o¨ffnen. Ei-
nerseits haben wir den effektiven Hamiltonian vorgestellt, welcher in fu¨hrender Ordnung
in 1/MW auf eine effektive Theorie fu¨hrt, bei der die schweren Freiheitsgrade ausintegriert
wurden und implizit in den Wilsonkoeffizienten vertreten sind, die wiederum perturba-
tiv berechenbar sind. Da sie die kurzreichweitige Physik enthalten, werden Beitra¨ge jen-
seits des Standardmodells diese modifizieren. Die zweite Mo¨glichkeit, dass neue Physik
zusa¨tzliche Operatoren mit ins Spiel bringt, haben wir nicht betrachtet.
Eine weitere Entwicklung, diesmal in 1/mb, fu¨hrt auf die QCD–Faktorisierung, die es
in fu¨hrender Ordnung gestattet, kurzreichweitige Beitra¨ge mit Energien der O(mb) pertur-
bativ zu behandeln (harte Streukerne) und die langreichweitigen hadronischen Beitra¨ge
in Formfaktoren und Lichtkegeldistributionsamplituden zu parametrisieren. Wir haben
die harten Streukerne in fu¨hrender Ordnung in 1/mb und bis zur Ordnung αs pra¨sentiert,
wobei die αs–Korrektur zur Annihilation noch nicht bekannt ist. Die radiativen Korrek-
turen haben teilweise einen sehr großen Effekt auf die im pha¨nomenologischen Teil der
Arbeit vorgestellten Gro¨ßen. Insbesondere sei hier die CP–Asymmetrie genannt, welche
fu¨r q2 = 0 in fu¨hrender Ordnung verschwindet. Weiterhin wurden einige der wichtigsten
1/mb–Korrekturen in die Analyse mit aufgenommen. Diese beschreiben einerseits den
fu¨hrenden isospinbrechenden Anteil der Amplituden fu¨r B → V γ und sind andererseits
wichtig fu¨r die geladenen Zerfa¨lle des ρ–Mesons, da die in diesem Fall nicht durch eine
Schleife unterdru¨ckten Annihilationsbeitra¨ge sehr groß werden. Da hier auch zusa¨tzliche,
um eine weitere Ordnung in 1/mb unterdru¨ckte Korrekturen nicht ausgeschlossen werden
ko¨nnen, wurde ein großer Fehler von 50% auf die Annihilation gelegt, welcher sich bei
den geladenen Zerfa¨llen in großem Maße auf die theoretischen Unsicherheiten auswirkt.
In den Zerfa¨llen des K∗–Mesons sind diese Effekte wiederum durch vernachla¨ssigbare
CKM–Faktoren unterdru¨ckt, und in den ungeladenen Zerfa¨llen des ρ–Mesons durch klei-
ne Wilsonkoeffizienten.
Einen wichtigen Bestandteil dieser Arbeit stellten die Berechnungen der Zwei–
Schleifen–Beitra¨ge zu den nicht–faktorisierbaren Formfaktortermen fu¨r das ρ–Meson dar.
Nach der Projektion der Matrixelemente auf die mo¨glichen Diracstrukturen mu¨ssen hun-
derte von skalaren Integralen gelo¨st werden. Mit Hilfe der partiellen Integrationsmethode
sowie der Lorentzinvarianz–Identita¨ten konnten Relationen zwischen diesen Integralen
gefunden werden, welche es gestatten, die skalaren Integrale als Linearkombination von
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nur 12 Masterintegralen auszudru¨cken. Die Koeffizienten dieser Entwicklung sind dabei
triviale Polynome, die nur von den beiden beteiligten Massenskalen q2 und m2b sowie der
Dimension d abha¨ngen. Die dabei auftretenden Gleichungssysteme wurden mit Hilfe eines
Computeralgebra–Programms gelo¨st. Im na¨chsten Schritt haben wir diese Masterintegrale
mit Hilfe der Differentialgleichungsmethode gelo¨st. Hierfu¨r wurde fu¨r jedes Integral eine
Differentialgleichung in q2 aufgestellt und gelo¨st. Im Fall der Topologien mit zwei Master-
integralen fu¨hrte eine Laurententwicklung in ε zur Entkopplung dieser Systeme. Die zur
Lo¨sung der Differentialgleichung beno¨tigte Anfangsbedingung konnte aufgrund der Regu-
larita¨t der Integrale bei q2 = 0 oder q2 = m2b direkt aus der Differentialgleichung gewonnen
werden. Zusammen mit der Reduktion ergibt sich damit ein analytisches Ergebnis fu¨r die
Matrixelemente der Zwei–Schleifen–Diagramme.
Im letzten Teil der Arbeit haben wir die pha¨nomenologische Analyse der Zerfa¨lle
vorgestellt. Im Fall des reellen Photons im Endzustand ist zur Zeit nur der Zerfall B →
K∗γ gemessen worden. Die theoretische Vorhersage ist dabei von den Fehlern des QCD–
Formfaktors, welchen wir als Input aus den Summenregeln verwendet haben, dominiert.
Nichts desto trotz weichen die Vorhersagen um einen Faktor zwei von den experimentellen
Daten ab und sind nicht mehr innerhalb der Fehler miteinander kompatibel. Da der
Formfaktor noch nicht durch das Experiment festgelegt worden ist, haben wir dies im
Betracht gezogen und den Formfaktor aufgrund der Ergebnisse zu TK
∗
1 (0)|exp = 0.28
bestimmt.
Der Zerfall B → ργ ist sehr gut dazu geeignet, Limits fu¨r die Lage der Spitze des
Unitarita¨tsdreiecks zu erhalten. Die verschiedenen Experimente geben bis jetzt erst Ober-
grenzen fu¨r die Verzweigungsverha¨ltnisse. Mit dem Verha¨ltnis B0 → ρ0γ zu B0 → K∗0γ
ko¨nnen wir aufgrund der Obergrenzen eine obere Schranke fu¨r |Vts/Vtd| erhalten. Diese
reicht schon in den Standardfit des Unitarita¨tsdreiecks. Sollte also der Zerfall nicht mit
einem Verzweigungsverha¨ltnis im Bereich der gesetzten Obergrenzen gemessen werden, so
wu¨rde sich ein Konflikt mit dem Standardmodell ergeben.
Desweiteren haben wir die Isospin– und die CP–Asymmetrie untersucht. Diese sind
durch große Fehler der nur ungenau bekannten B → γ Formfaktoren einerseits und durch
die Renormierungsskalenabha¨ngigkeit und Charm–Quark–Massenabha¨ngigkeit anderer-
seits charakterisiert. Die Asymmetrien sind noch nicht gemessen worden, wir haben al-
lerdings gezeigt, das diese beiden Gro¨ßen zwei weitere unabha¨ngige Einschra¨nkungen an
das Unitarita¨tsdreieck liefern.
Was den Zerfall B → K∗`+`− angeht, so liefert ein Vergleich der theoretischen Vorher-
sagen mit den erst ku¨rzlich pra¨sentierten Daten fu¨r die teilweise integrierten Raten eine
Abweichung von einem Faktor zwei. Auch hier werden die Fehler in den Raten von den
Formfaktoren bestimmt, diesmal durch A0. Die Abweichung vom Experiment ist aller-
dings, da auch die experimentellen Unsicherheiten noch sehr groß sind, nicht signifikant.
Man wird also abwarten mu¨ssen, wie sich die Daten in Zukunft entwickeln. Auch hier
wu¨rde sich die Mo¨glichkeit anbieten, den Formfaktor aus dem Experiment zu bestimmen.
Dies wu¨rde auf die Situation fu¨hren, dass im Fall der jetzigen Ergebnisse A0 – im Ge-
gensatz zu T1 – gro¨ßer wird. Die Daten fu¨r die Vorwa¨rts–Ru¨ckwa¨rts–Asymmetrie sind
zur Zeit noch mit zu großen Fehlern behaftet, um den Wilsonkoeffizienten C9 damit zu
bestimmen, diese Situation wird sich in Zukunft aber deutlich verbessern.
Im Gegensatz zu obigen Zerfa¨llen, werden Daten zu B → ρ`+`− erst in der A¨ra des
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LHC erwartet. Zu diesem Zeitpunkt werden die Elemente der CKM–Matrix bereits mit
guter Genauigkeit bekannt sein. Dieser Zerfall kann dann dazu verwendet werden, Infor-
mationen u¨ber den Wert (Betrag und Phase) des Wilsonkoeffizienten C9 fu¨r den b → d
U¨bergang zu erhalten. Da dieser im Standardmodell identisch mit dem entsprechenden
Koeffizienten im b→ s U¨bergang ist, liefern Ergebnisse hier wertvolle Einsichten in neue
physikalische Modelle mit nicht–minimaler Flavour–Verletzung. Ein wichtiger Schritt bis
dahin wird aber noch sein, die großen Fehler, die diesen Zerfall sehr unsicher machen, bes-
ser unter Kontrolle zu bringen. Hier sind insbesondere die QCD–Formfaktoren und der
Beitrag der Annihilation genannt, fu¨r die hoffentlich in Zukunft, bis zur Inbetriebnahme
des LHC, noch verbesserte Berechnungen vorliegen werden, damit auch dieser Zerfallska-
nal wertvolle Informationen u¨ber Physik jenseits des Standardmodells liefern kann.
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Anhang A
Wilsonkoeffizienten
In diesem Appendix geben wir der Vollsta¨ndigkeit halber die Lo¨sung der Renormierungs-
gruppengleichung (2.16) fu¨r die Wilsonkoeffizienten mit den dazugeho¨rigen Anfangsbe-
dingungen und anomalen Dimensionsmatrizen an.
A.1 Lo¨sung der Reormierungsgruppengleichung
Die Rechnungen in dieser Arbeit erfolgen in der na¨chstfu¨hrenden Ordnung der starken
Kopplung. Da die anomale Dimension des Operators O9 in der Ordnung α0s startet, wird
der Wilsonkoeffizient C9 in zweiter logarithmischer Ordnung (NNLL) beno¨tigt. Da die
Vier–Quark–Operatoren in diesen hineinmischen, werden auch diese in der NNLL Ord-
nung beno¨tigt.
Die Lo¨sung der Renormierungsgruppengleichung (2.16) kann in der Form [31]
C(µ) = U(µ,MW )C(MW ) (A.1)
geschrieben werden, wobei C(µ) den sechs–komponentigen Vektor der zu den Vier–Quark–
Operatoren geho¨rigen Wilson–Koeffizienten darstellt (wir beschra¨nken uns vorerst auf
diesen Sektor). Die Matrix U(µ,MW ) erfu¨llt dieselbe Differentialgleichung wie die Wil-
sonkoeffizienten:
d
d lnµ
U(µ,MW ) = γ
T (µ)U(µ,MW ), (A.2)
mit der 6× 6 Submatrix aus der anomalen Dimensionsmatrix (2.18). Wir bestimmen die
Matrix V , die γ(0)
T
diagonalisiert:
V −1γ(0)
T
V =
[
γ
(0)
i
]
diag
(A.3)
und definierten die Matrix
U (0)(µ,MW ) = V

( αs(µ)
αs(MW )
)−γ(0)i /(2β0)
diag
V −1,
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welche (A.2) in fu¨hrender Ordnung in αs(µ) lo¨st. Die Koeffizienten der β–Funktion sind
in (1.19) gegeben. In der NNLL Ordnung ist U(µ,MW ) dann mit as ≡ αs/(4pi) durch
U(µ,MW ) =
(
1 + as(µ)J
(1) + as(µ)
2J (2)
)
U (0)(µ,MW )
×
(
1− as(MW )J (1) − as(MW )2
[
J (2) − J (1)2
])
(A.5)
mit
J (n) = V H (n)V −1 (A.6)
gegeben. Die Matrizen H (1), H(2) haben die Eintra¨ge
H
(1)
ij = δijγ
(0)
i
β1
2β20
− G
(1)
ij
2β0 + γ
(0)
i − γ(0)j
, (A.7)
H
(2)
ij = δijγ
(0)
i
β2
4β20
+
∑
k
2β0 + γ
(0)
i − γ(0)k
4β0 + γ
(0)
i − γ(0)j
(
H
(1)
ik H
(1)
kj −
β1
β0
H
(1)
ij δjk
)
− G
(2)
ij
4β0 + γ
(0)
i − γ(0)j
, (A.8)
wobei wir
G(n) = V −1γ(n)
T
V (A.9)
gesetzt haben. Die Anfangsbedingungen fu¨r die Wilsonkoeffizienten bei der Skala MW
sind in Abschnitt A.2 zu finden und die anomalen Dimensionen in Abschnitt A.3.
Obige Gleichungen ko¨nnen auch verwendet werden, wenn wir den elektromagneti-
schen und den chromomagnetischen Dipoloperator mit einbeziehen, indem wir die an-
omale Dimensionsmatrix auf die entsprechende 8 × 8 Matrix erweitern. Die 6 × 2 Sub-
matrix in γ(n), welche die Mischung zwischen den Dipol– und Vier–Quark–Operatoren
beschreibt, wird dabei aus (n+2)–Schleifendiagrammen bestimmt, da sa¨mtliche Beitra¨ge
auf Ein–Schleifen–Niveau verschwinden. Der Anteil dieser Submatrix aus γ(2) wird hier
nicht beno¨tigt, da die Dipoloperatoren nicht in C9 hineinmischen und somit nur in der
NLL Ordnung beno¨tigt werden. Alle anderen Eintra¨ge aus den 8×8 Matrizen γ(n) werden
aus (n+ 1)–Schleifendiagrammen berechnet.
Theoretisch wa¨re auch noch die Behandlung der semileptonischen Operatoren mit den
oben angegebenen Formeln mo¨glich, wenn O9,10 mit einem Faktor 1/αs reskaliert wu¨rden,
damit die anomale Dimension auch in diesem Sektor in der Ordnung αs startet. Fu¨r diese
beiden Operatoren gestaltet sich die Entwicklung allerdings einfacher, da kein Operator
in O10 hineinmischt, was daran liegt, dass der axiale Leptonstrom nur durch das Z–Boson
erzeugt werden kann und es damit unmo¨glich ist, diesen in der effektiven Theorie zu
erzeugen. C10 muss daher nicht renormiert werden und C9 kann durch direkte Integration
der Vier–Quark–Operatoren gewonnen werden:
d
d lnµ
C9(µ) = κ(µ)C(µ). (A.10)
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C(µ) bezeichnet wieder den Vektor aus den Koeffizienten der Vier–Quark–Operatoren
und
κ = κ(−1) + κ(0)as + κ
(1)a2s + . . . (A.11)
ist die 1× 6 Submatrix aus der anomalen Dimension, die die Mischung in O9 beschreibt.
Die Berechnung von κ(n) beinhaltet n + 2 Schleifen–Diagramme. Die Lo¨sung von (A.10)
lautet
C9(µ) = C9(MW ) +W (µ,MW )C(MW ), (A.12)
mit der 1× 6 Matrix
W (µ,MW ) = −1
2
∫ as(µ)
as(MW )
das
κ(as)
β(as)
U(µ,MW ), (A.13)
wobei U(µ,MW ) die Evolutionsmatrix aus dem Vier–Quark–Sektor von oben ist. Die
Lo¨sung in der NNLL Ordnung wird erhalten, indem wir U(µ,MW ) in dieser Ordnung
verwenden. Wir definieren die 6× 6 Matrizen
Dn(µ,MW ) = V

 1
n− γ(0)i /(2β0)
[(
as(µ)
as(MW )
)n−γ(0)i /(2β0)
− 1
]
diag
V −1. (A.14)
Mit ihr ist die Lo¨sung durch
W (µ,MW ) = − κ
(−1)
2β0as(MW )
D−1(µ,MW )
− 1
2β0
[(
κ(0) − β1
β0
κ(−1) + κ(−1) J (1)
)
D0(µ,MW )− κ(−1) D−1(µ,MW ) J (1)
]
− as(MW )
2β0
[(
κ(1) − β1
β0
κ(0) +
(
β21
β20
− β2
β0
)
κ(−1) +
(
κ(0) − β1
β0
κ(−1)
)
J (1)
+ κ(−1) J (2)
)
D1(µ,MW )−
(
κ(0) − β1
β0
κ(−1) + κ(−1) J (1)
)
D0(µ,MW ) J
(1)
− κ(−1) D−1(µ,MW )
[
J (2) − J (1)2
]]
(A.15)
gegeben.
In unserer numerischen Analyse werden wir die Terme in den jeweiligen Lo¨sungen der
Wilsonkoeffizienten (A.1) und (A.12) bis zur gewu¨nschten Ordnung in αs entwickeln. Die
Entwicklung der Anfangsbedingung C9(MW ) in as beginnt in nullter Ordnung a
0
s und
wir ko¨nnen daher in (A.15) das wohlbekannte Resultat ablesen, dass C9 in fu¨hrender LL
Ordnung nur durch Mischung ,,erzeugt” wird und von der Ordnung 1/as ist.
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A.2 Anfangsbedingungen bei der Skala MW
Im Folgenden werden wir die Anfangsbedingungen der Wilsonkoeffizienten bei der Skala
MW angeben. Das Matching zwischen effektiver und voller Theorie findet bei einer Skala
µW ∼ MW statt. Die Freiheit der exakten Wahl der Skala µ ist nur durch die Forderung
eingeschra¨nkt, dass keine großen Logarithmen ln(µW/MW ) auftreten. Eine Variation der
Skala um den Wert MW erzeugt allerdings in den Wilsonkoeffizienten Ci(µ) eine Ambi-
guita¨t in einer um Eins ho¨heren Ordnung. Wir ko¨nnen daher in den Anfangsbedingungen
u¨berall µW = MW setzen.
Desweiteren arbeiten wir nicht direkt mit den Wilsonkoeffizienten C7,8, sondern mit
effektiven Koeffizienten, die folgendermaßen definiert sind:
C eff7 (µ) = C7(µ) +
6∑
i=1
yiCi(µ) , C
eff
8 (µ) = C8(µ) +
6∑
i=1
ziCi(µ), (A.16)
mit y = (0, 0,− 1
3
,−4
9
,−20
3
,−80
9
) und z = (0, 0, 1,− 1
6
, 20,−10
3
) [19]. Diese Wahl hat den
Vorteil, dass die Amplituden fu¨r die U¨berga¨nge b→ (d/s)γ und b→ (d/s)g in fu¨hrender
Ordnung proportional zu Ceff7 bzw. C
eff
8 sind. Mit
Ci(MW ) = C
(0)
i (MW ) + as(MW )C
(1)
i (MW ) + a
2
s(MW )C
(2)
i (MW ) + . . . (A.17)
ergeben sich die folgenden nichtverschwindenden Anfangsbedingungen [75, 65]:
C
(0)
2 (MW ) = 1,
C
eff(0)
7 (MW ) =
x
24
[−8x3 + 3x2 + 12x− 7 + (18x2 − 12x) lnx
(x− 1)4
]
,
C
eff(0)
8 (MW ) =
x
8
[−x3 + 6x2 − 3x− 2− 6x lnx
(x− 1)4
]
,
C
(0)
9 (MW ) =
1
s2w
(
Bt0(x)− At0(x) +
1
4
)
− 4Bt0(x)− Ct0(x) +
38
27
,
C
(0)
10 (MW ) =
1
s2w
(
At0(x)− Bt0(x)−
1
4
)
, (A.18)
mit
x =
(
mˆt(mˆt)
MW
)2
, sw = sin θw, (A.19)
wobei θw den schwachen Mischungswinkel bezeichnet. Die Funktionen A
t
0(x), B
t
0(x) und
Ct0(x) sind durch
At0(x) =
x
4(1− x)2 ln x +
1
4(1− x) , (A.20)
Bt0(x) =
3x2 + 2x
8(1− x)2 ln x +
−x2 + 6x
8(1− x) ,
Ct0(x) =
−3x4 + 30x3 − 54x2 + 32x− 8
18(1− x)4 ln x+
−47x3 + 237x2 − 312x+ 104
108(1− x)3
A.2: Anfangsbedingungen bei der Skala MW 115
gegeben. In na¨chstfu¨hrender Ordnung haben wir
C
(1)
1 (MW ) = 15,
C
(1)
4 (MW ) = D
t
1(x)−
7
9
,
C
eff(1)
7 (MW ) =
−16x4 − 122x3 + 80x2 − 8x
9(x− 1)4 Li2
(
1− 1
x
)
+
6x4 + 46x3 − 28x2
3(x− 1)5 ln
2 x
+
−102x5 − 588x4 − 2262x3 + 3244x2 − 1364x+ 208
81(x− 1)5 ln x
+
1646x4 + 12205x3 − 10740x2 + 2509x− 436
486(x− 1)4 + T
(1)
7 ,
C
eff(1)
8 (MW ) =
−4x4 + 40x3 + 41x2 + x
6(x− 1)4 Li2
(
1− 1
x
)
+
−17x3 − 31x2
2(x− 1)5 ln
2 x
+
−210x5 + 1086x4 + 4893x3 + 2857x2 − 1994x+ 280
216(x− 1)5 ln x
+
737x4 − 14102x3 − 28209x2 + 610x− 508
1296(x− 1)4 + T
(1)
8 ,
C
(1)
9 (MW ) =
1
s2w
(
Bt1(x)− At1(x) + 1
)− 4Bt1(x)− Ct1(x) + 524729 − 128243 pi2 + T (1)9 ,
C
(1)
10 (MW ) =
1
s2w
(
At1(x)−Bt1(x)− 1
)
+ T
(1)
10 , (A.21)
mit
At1(x) =
−2x
(1− x)2 Li2
(
1− 1
x
)
+
11x2 + 5x
3(1− x)3 ln x−
2x2 + 2x
(1− x)3 ln
2 x +
13x+ 3
3(1− x)2 ,
Bt1(x) =
−x3 − 4x
(1− x)2 Li2
(
1− 1
x
)
+
3x4 + 3x3 + 35x2 − x
3(1− x)3 ln x−
8x2 + 2x
(1− x)3 ln
2 x
+
4x3 + 7x2 + 29x
3(1− x)2 ,
Ct1(x) =
380x4 − 1352x3 + 1656x2 − 784x+ 256
81(1− x)4 Li2
(
1− 1
x
)
−352x
5 − 6176x4 + 8044x3 + 2348x2 − 4120x+ 1280
243(1− x)5 ln x
−648x
4 − 720x3 − 232x2 − 160x+ 32
81(1− x)5 ln
2 x
+
−6175x4 + 41608x3 − 66723x2 + 33106x− 7000
729(1− x)4 ,
Dt1(x) =
−9x2 + 16x− 4
6(1− x)4 ln x +
−7x3 − 21x2 + 42x+ 4
36(1− x)3 . (A.22)
Die Funktionen T
(1)
i bestimmen, welche Definition der Top–Quark–Masse verwendet wird.
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Wir nehmen die MS–Masse mˆt(mˆt), wodurch die Funktionen durch
T
(1)
i = 8x ln x
∂
∂x
C
(0)
i (MW ) (A.23)
gegeben sind. Im Falle der Verwendung der MS–Masse an der Skala MW verschwinden
diese Funktionen und bei Verwendung der Polmasse muss der Faktor 8x ln x in (A.23)
durch 8x(ln x− 4/3) ersetzt werden.
In der Ordnung a2s beno¨tigen wir nur die Anfangsbedingungen fu¨r die Wilsonkoeffizi-
enten der Vier–Quark–Operatoren. Diese sind gegeben durch:
C
(2)
1 (MW ) = (16x+ 8)
√
4x− 1 Cl2
(
2 arcsin
1
2
√
x
)
−
(
16x+
20
3
)
ln x− 32x
+
7091
72
+
17
3
pi2,
C
(2)
2 (MW ) =
127
18
+
4
3
pi2,
C
(2)
3 (MW ) = E
t
2(x)−
680
243
− 20
81
pi2,
C
(2)
4 (MW ) = D
t
2(x) +
950
243
+
10
81
pi2 + T
(2)
4 ,
C
(2)
5 (MW ) = −
1
10
Et2(x) +
2
15
Dt1(x) +
68
243
+
2
81
pi2,
C
(2)
6 (MW ) = −
3
16
Et2(x) +
1
4
Dt1(x) +
85
162
+
5
108
pi2, (A.24)
mit der Clausen–Funktion
Cl2(x) = Im
[
Li2(e
ix)
]
(A.25)
und
Dt2(x) =
515x4 − 614x3 − 81x2 − 190x+ 40
54(1− x)4 Li2
(
1− 1
x
)
+
133x5 − 5981x4 + 2002x3 + 17702x2 − 7324x+ 380
324(1− x)5 lnx
−−1125x
3 + 1685x2 + 380x− 76
54(1− x)5 ln
2 x
+
−29467x4 + 45604x3 − 30237x2 + 66532x− 10960
1944(1− x)4
Et2(x) =
10x4 − 100x3 + 30x2 + 160x− 40
27(1− x)4 Li2
(
1− 1
x
)
+
35x4 + 100x3 − 357x2 − 142x+ 88
81(1− x)4 ln x−
90x2 − 160x+ 40
27(1− x)4 ln
2 x
+
−6x3 − 293x2 + 161x+ 42
81(1− x)3 . (A.26)
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Analog zur vorherigen Ordnung gilt
T
(2)
4 = 8x ln x
∂
∂x
C
(1)
4 (MW ), (A.27)
mit den entsprechenden A¨nderungen fu¨r die unterschiedlichen Behandlungen der Top–
Quark–Masse.
A.3 Anomale Dimesionsmatrizen
Im Folgenden sind die Eintra¨ge der anomalen Dimensionsmatrizen in den einzelnen Ord-
nungen der αs–Entwicklung gegeben (γ
(n−1) entspricht der n–ten Ordnung) [76, 50]. In
nullter Ordnung stammen die einzigen Beitra¨ge aus dem semileptonischen Sektor und die
Matrix lautet
γ(−1) =


0 0 0 0 0 0 0 0 − 32
27
0
0 0 0 0 0 0 0 0 − 8
9
0
0 0 0 0 0 0 0 0 − 16
9
0
0 0 0 0 0 0 0 0 32
27
0
0 0 0 0 0 0 0 0 − 112
9
0
0 0 0 0 0 0 0 0 512
27
0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 − 46
3
0
0 0 0 0 0 0 0 0 0 − 46
3


. (A.28)
Die 6× 1–Submatrix, welche die Mischung der Vier–Quark–Operatoren in O9 bescheibt,
entspricht der Matrix κ(−1) aus (A.11). In erster Ordnung ergibt sich
γeff(0) =


−4 8
3
0 − 2
9
0 0 − 208
243
173
162
− 2272
729
0
12 0 0 4
3
0 0 416
81
70
27
1952
243
0
0 0 0 − 52
3
0 2 − 176
81
14
27
− 6752
243
0
0 0 − 40
9
− 100
9
4
9
5
6
− 152
243
− 587
162
− 2192
729
0
0 0 0 − 256
3
0 20 − 6272
81
6596
27
− 84032
243
0
0 0 − 256
9
56
9
40
9
− 2
3
4624
243
4772
81
− 37856
729
0
0 0 0 0 0 0 32
3
0 0 0
0 0 0 0 0 0 − 32
9
28
3
0 0
0 0 0 0 0 0 0 0 − 232
3
0
0 0 0 0 0 0 0 0 0 − 232
3


, (A.29)
wobei diese Matrix fu¨r die in letzten Abschnitt eingefu¨hrten effektiven Koeffizienten gu¨ltig
ist. κ(0) la¨sst sich wieder aus der entsprechenden Submatrix extrahieren.
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Weiterhin gilt
γeff(1) =


− 355
9
− 502
27
− 1412
243
− 1369
243
134
243
− 35
162
− 818
243
3779
324
− 35
3
− 28
3
− 416
81
1280
81
56
81
35
27
508
81
1841
108
0 0 − 4468
81
− 31469
81
400
81
3373
108
22348
243
10178
81
0 0 − 8158
243
− 59399
243
269
486
12899
648
− 17584
243
− 172471
648
0 0 − 251680
81
− 128648
81
23836
81
6106
27
1183696
729
2901296
243
0 0 58640
243
− 26348
243
− 14324
243
− 2551
162
2480344
2187
− 3296257
729
0 0 0 0 0 0 4688
27
0
0 0 0 0 0 0 − 2192
81
4063
27
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
− 1359190
19683
+ 6976
243
ζ3 0
− 229696
6561
− 3584
81
ζ3 0
− 1290092
6561
+ 3200
81
ζ3 0
− 819971
19683
− 19936
243
ζ3 0
− 16821944
6561
+ 30464
81
ζ3 0
− 17787368
19683
− 286720
243
ζ3 0
0 0
0 0
− 9769
27
0
0 − 9769
27


. (A.30)
Fu¨r die NNLL Ordnung sind zur Zeit erst die Eintra¨ge der Vier–Quark–Operatoren [50]
und die der Selbstmischung im Dipolsektor [77] bekannt. Wir sind aber nur an ersteren
interessiert:
γ(2) =


− 12773
18
+ 1472
3
ζ3
745
9
− 4288
9
ζ3
1177
2
−2144ζ3 306−224ζ3
0 0
0 0
0 0
0 0
63187
13122
− 1360
81
ζ3 −
981796
6561
− 776
81
ζ3 −
202663
52488
+ 124
81
ζ3 −
24973
69984
+ 100
27
ζ3
110477
2187
+ 2720
27
ζ3
133529
8748
− 2768
27
ζ3 −
42929
8748
− 248
27
ζ3
354319
11664
− 110
9
ζ3
− 3572528
2187
− 608
27
ζ3 −
58158773
8748
+ 61424
27
ζ3
552601
4374
− 496
27
ζ3
6989171
11664
− 2821
9
ζ3
− 1651004
6561
+ 88720
81
ζ3 −
155405353
52488
+ 54272
81
ζ3
1174159
52488
− 9274
81
ζ3
10278809
34992
− 3100
27
ζ3
− 147978032
2187
+ 87040
27
ζ3 −
168491372
2187
+ 324416
27
ζ3
11213042
2187
− 13984
27
ζ3
17850329
2916
− 31420
9
ζ3
136797922
6561
+ 721408
81
ζ3 −
72614473
13122
− 166432
81
ζ3 −
9288181
6561
− 95032
81
ζ3 −
16664027
17496
− 7552
27
ζ3

 . (A.31)
119
Anhang B
Lichtkegelprojektoren der Mesonen
B.1 B–Meson
Fu¨r das B–Meson beno¨tigen wir den folgenden Lichtkegelprojektor [26]:
MBβγ = −
ifBM
4
[
1 + v/
2
{
ΦB,+(ω)n/± + ΦB,−(ω)
(
n/∓ − ωγν⊥
∂
∂lν⊥
)}
γ5
]
βγ
∣∣∣∣∣
l=
l±
2
n±≡
ω
2
n±
.(B.1)
fB bezeichnet die B–Meson–Zerfallskonstante. Der Projektor ist so zu verstehen, dass die
Ableitung auf die Amplitude wirkt und anschließend der Impuls l gleich seiner Plus– bzw.
Minuskomponente gesetzt wird. Die oberen Vorzeichen gelten jeweils fu¨r den Fall, dass
die l+–Anteile in den Amplituden um einen Faktor ΛQCD/MB gegenu¨ber den l
−–Anteilen
unterdru¨ckt sind. Die unteren Vorzeichen entsprechend fu¨r den umgekehrten Fall.
Die Anwendung der Bewegungsgleichung fu¨r das leichte Quark im B–Meson auf die
Lichtkegelentwicklung der Matrixelemente der Quark/Antiquarkoperatoren liefert eine
Beziehung zwischen den beiden Lichtkegelwellenfunktionen ΦB,+ und ΦB,−:
ΦB,−(ω) =
∫ 1
0
dη
η
ΦB,+(ω/η). (B.2)
Wir verwenden die einfachen Modelle [29]
ΦB,+(ω) =
ω
ω20
e−ω/ω0 , ΦB,−(ω) =
1
ω0
e−ω/ω0 (B.3)
fu¨r die Wellenfunktionen, die offensichtlich mit der Bedingung (B.2) konsistent sind. In
den Amplituden fu¨r die betrachteten Zerfa¨lle treten die beiden Integrale
λ−1B,±(q
2) =
∫ ∞
0
dω
ΦB,±(ω)
ω − q2/MB − i (B.4)
auf. Die Lo¨sungen lauten
λ−1B,−(q
2) =
e−q
2/MBω0
ω0
[−Ei(q2/MBω0) + ipi] , (B.5)
λ−1B,+(q
2) =
1
ω0
+
q2
MBω
2
0
e−q
2/MBω0
[−Ei(q2/MBω0) + ipi] , (B.6)
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mit der Exponential–Integral–Funktion Ei(x). Das erste inverse Moment des B–Mesons
λ−1B,+ ≡ λ−1B,+(q2 = 0) entspricht also gerade dem Parameter 1/ω0.
B.2 Vektormeson
Fu¨r das Vektormeson verwenden wir den Projektor [26]:
MVδα = M
V
δα‖ +M
V
δα⊥ (B.7)
mit
MV‖ = −
ifV
4
mV (ε
∗ · n+)
2E
E n/− φ‖(u)− if⊥mV
4
mV (ε
∗ · n+)
2E
{
− i
2
σµν n
µ
−n
ν
+ h
(t)
‖ (u)
− iE
∫ u
0
dv (φ⊥(v)− h(t)‖ (v)) σµνnµ−
∂
∂k⊥ν
+
h′‖
(s)(u)
2
} ∣∣∣∣∣
k=up′
(B.8)
und
MV⊥ = −
if⊥
4
E ε/∗⊥n/− φ⊥(u)−
ifVmV
4
{
ε/∗⊥ g
(v)
⊥ (u)
−E
∫ u
0
dv (φ‖(v)− g(v)⊥ (v)) n/− ε∗⊥µ
∂
∂k⊥µ
+ iµνρσ ε
∗ν
⊥ n
ρ
− γ
µγ5
[
nσ+
g′⊥
(a)(u)
8
− E g
(a)
⊥ (u)
4
∂
∂k⊥σ
]} ∣∣∣∣∣
k=up′
, (B.9)
wobei
εµ⊥ ≡ εµ −
ε · n+
2
nµ− −
ε · n−
2
nµ+. (B.10)
fV und f⊥ bezeichnen die longitudinale und transversale Zerfallskonstante des Vektorme-
sons, welche durch
〈V (p′, ε∗)|q¯γµq′|0〉 = −ifVmV ε∗µ, 〈V (p′, ε∗)|q¯σµνq′|0〉 = f⊥(p′µε∗ν − p′νε∗µ) (B.11)
definiert sind.
Wir werden in dieser Arbeit einige Terme mitberu¨cksichtigen, welche um eine Ord-
nung in ΛQCD/MB unterdru¨ckt sind. Diese enthalten zusa¨tzlich zu den fu¨hrenden twist–2
Lichtkegelwellenfunktionen Φ⊥(u) und Φ‖(u) die twist–3 Zwei–Teilchen–Wellenfunktionen
g
(v)
⊥ (u), g
(a)
⊥ (u), h
(t)
‖ (u) und h
(s)
‖ (u). Letztere sind u¨ber die Bewegungsgleichungen mitein-
ander verknu¨pft. Diese Wandzura-Wilczek Relationen [30] lauten
g
(v)
⊥ (u) =
1
2
[∫ u
0
φ‖(v)
v¯
dv +
∫ 1
u
φ‖(v)
v
dv
]
+ . . . ,
g
(a)
⊥ (u) = 2
[
u¯
∫ u
0
φ‖(v)
v¯
dv + u
∫ 1
u
φ‖(v)
v
dv
]
+ . . . (B.12)
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fu¨r die Amplituden mit gerader Chiralita¨t und
h
(t)
‖ (u) = (2u− 1)
[∫ u
0
φ⊥(v)
v¯
dv −
∫ 1
u
φ⊥(v)
v
dv
]
+ . . . ,
h
(s)
‖ (u) = 2
[
u¯
∫ u
0
φ⊥(v)
v¯
dv + u
∫ 1
u
φ⊥(v)
v
dv
]
+ . . . (B.13)
fu¨r die Amplituden mit ungerader Chiralita¨t. Wir werden sa¨mtliche Resultate bei den
na¨chstfu¨hrenden Termen in 1/mb mit Hilfe dieser Relationen durch die twist–2 Funktio-
nen ausdru¨cken. Allerdings sollte man stets im Hinterkopf behalten, dass es sich trotz des
Auftretens von twist–2 Wellenfunktionen um Beitra¨ge ho¨herer Ordnung handelt. Die ver-
nachla¨ssigten Terme in (B.12) und (B.13) stammen von Drei–Teichen–Wellenfunktionen
mit einem zusa¨tzlichen Gluon sowie Termen proportional zur leichten Mesonmasse. Diese
werden in der gesamten Arbeit vernachla¨ssigt.
Die twist–2 Lichtkegelwellenfunktionen ko¨nnen in Gegenbauerpolynomen entwickelt
werden:
φ⊥,‖(u) = 6u(1− u)
[
1 +
∞∑
n=1
an⊥,‖(µ)C
3/2
n (2u− 1)
]
. (B.14)
Wir beru¨cksichtigen nur die ersten beiden Ordnungen mit den Polynomen C
3/2
1 (x) =
3x und C
3/2
2 (x) = 3(5x
2 − 1)/2. Die Gegenbauermomente an⊥,‖(µ) sind multiplikativ
renormierbar und verschwinden logarithmisch im Limes µ → ∞. In diesem Grenzfall
gehen die Wellenfunktionen in ihre asymptotische Form φ⊥,‖(u) = 6uu¯ u¨ber. Diese Form
liefert meistens schon eine sehr gute Abscha¨tzung.
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Anhang C
Lo¨sung der Masterintegrale
In diesem Appendix sind die Lo¨sungen aller Masterintegrale aus Abbildung 6.6 aufgelistet.
Die Ergebnisse sind bis zu der Ordnung in ε angegeben, wie sie fu¨r die Berechnung der
Formfaktoren beno¨tigt wurden, wobei die in Kapitel 7 vorgestellte Methode es natu¨rlich
erlaubt, die Masterintegrale bis zu einer beliebigen Ordnung zu berechnen.
Im Folgenden sind alle Integrale durch das Integrationsmaß
{ddk} = d
dk
pid/2Γ(3− d/2) (C.1)
normiert. Weiterhin werden die folgenden Definitionen verwendet:
s = q2, sˆ =
s
m2b
, z =
4m2b
s
, (C.2)
x1 =
1
2
+
i
2
√
z − 1, x2 = 1
2
− i
2
√
z − 1,
x3 =
1
2
+
i
2
√
z − 1 , x4 =
1
2
− i
2
√
z − 1 . (C.3)
Außerdem treten der Di– und der Trilogarithmus
Li2(x) = −
∫ x
0
dt
ln(1− t)
t
, Li3(x) =
∫ x
0
dt
Li2(t)
t
(C.4)
sowie die Riemannsche Zeta–Funktion ζ auf.
C.1 Drei–Propagator–Topologien
= µ2(4−d)
∫
{ddk}{ddl} 1P2P7P9
= −m2b
(
m2b
µ2
)−2ε{
1
ε2
+
1
ε
(
3− ln(sˆ) + pii
)
+ 7− 2
3
pi2 − 3 ln(sˆ) + 1
2
ln2(sˆ) + 3pii− pii ln(sˆ) +O(ε)
}
(C.5)
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= µ2(4−d)
∫
{ddk}{ddl} 1P1P6P7
= s
(
s
µ2
)−2ε{
1
4ε
+
13
8
+
1
2
pii +
ε
48
(
345− 28pi2 + 156pii
)
+
ε2
96
(
2595− 364pi2 + 1380pii− 48pi3i− 240ζ(3)
)
+O(ε3)
}
(C.6)
= µ2(4−d)
∫
{ddk}{ddl} 1P2P6P9
= −m2b
(
m2b
µ2
)−2ε{
1
2ε2
+
5
4ε
+
11
8
+
1
3
pi2 +O(ε)
}
(C.7)
= µ2(4−d)
∫
{ddk}{ddl} 1P2P5P6
= −m2b
(
m2b
µ2
)−2ε{
1
2ε2
+
3
2ε
+
7
2
+
1
6
pi2 +
ε
2
(
15 + pi2 − 2ζ(3)
)
+O(ε2)
}
(C.8)
= µ2(4−d)
∫
{ddk}{ddl} 1P2P6P8
= (s→ m2b) (C.9)
C.2 Vier–Propagator–Topologien
= µ2(4−d)
∫
{ddk}{ddl} 1P2P4P6P7
= −
(
s
µ2
)−2ε{
1
ε2
+
2
ε
(2 + pii) + 12− 7
3
pi2 + 8pii
+ 2ε
(
16− 14
3
pi2 − 2ζ(3) + 12pii− pi3i
)
+O(ε2)
}
(C.10)
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= µ2(4−d)
∫
{ddk}{ddl} 1P1P6P7P9
= −
(
m2b
µ2
)−2ε{
1
2ε2
+
5
2ε
+
57
6
+
1
6
pi2 +
sˆ
2(1− sˆ)
(
ln2(sˆ)− 2pii ln(sˆ)
)
+
ε
6
(
195 + 5pi2
)
− ε
6(1− sˆ)
[
12sˆLi3(sˆ)− 12sˆ
(
ln(sˆ)− pii
)
Li2(sˆ)
− sˆ ln(sˆ)
(
8pi2 + 15 ln(sˆ)− 5 ln2(sˆ) + 6 ln(sˆ) ln(1− sˆ)
)
+ 3piisˆ ln(sˆ)
(
4 ln(1− sˆ) + 10− 5 ln(sˆ)
)
− 2sˆpi3i + 6
(
1− 3sˆ
)
ζ(3)
]
+O(ε2)
}
(C.11)
= µ2(4−d)
∫
{ddk}{ddl} 1P2P3P6P7
= −
(
m2b
µ2
)−2ε{
1
2ε2
+
1
2ε
(
5− 2 ln(sˆ) + 2pii
)
+ Li2(sˆ)− 5 ln(sˆ) + 1
2
ln2(sˆ) + ln(sˆ) ln(1− sˆ) + 19
2
− 4
3
pi2 − 2pii ln(sˆ) + 5pii+O(ε)
}
(C.12)
= µ2(4−d)
∫
{ddk}{ddl} 1P2P6P7P9
= −
(
m2b
µ2
)−2ε{
1
2ε2
+
1
2ε
(
5− 2 ln(sˆ) + 2pii
)
− 5 ln(sˆ) + 19
2
− pi2 + 5pii
+
1
6(1− sˆ)
[
6 Li3(sˆ)− 6
(
ln(sˆ)− pii
)
Li2(sˆ)− 3 ln2(sˆ)
(
ln(1− sˆ) + 2sˆ− 1
)
+ ln(sˆ)
(
pi2 + 6pii ln(1− sˆ) + 12piisˆ− 6pii
)
− pi3i− 6ζ(3)
]
+O(ε)
}
(C.13)
= µ2(4−d)
∫
{ddk}{ddl} 1P2(P6)2P7P9
= − 1
m2b
(
m2b
µ2
)−2ε{
1
2(1− sˆ)ε ln(sˆ)
(
ln(sˆ)− 2pii
)
− 1
6(1− sˆ)
[
18 Li3(sˆ)
− 18
(
ln(sˆ)− pii
)
Li2(sˆ) + ln(sˆ)
(
5 ln2(sˆ)− 9 ln(sˆ) ln(1− sˆ)− 7pi2
− 15pii ln(sˆ) + 18pii ln(1− sˆ)
)
− 3pi3i− 18ζ(3)
]
+O(ε)
}
(C.14)
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= µ2(4−d)
∫
{ddk}{ddl} 1P2P5P6P9
= −
(
m2b
µ2
)−2ε{
1
2ε2
− 1
2ε
(
4
√
z − 1 arccot(√z − 1)− 5
)
−
√
z − 1
12
[
i
(
24 Li2(x2/x1)− 12 Li2(−x2/x1)− 15 ln2(x2/x1) + 12 ln2(x2)
− 12 ln(x1) ln(x2) + 24 ln(x1) ln(x4)− 24 ln(x2) ln(x4)− 5pi2
)
+ 6pi
(
ln(x1) + ln(x2)− 2 ln(z − 1)
)
+ 120 arccot(
√
z − 1)
]
+
114
12
+
1
12(1− sˆ)
[(
3− sˆ
)(
9 ln2(x2/x1)
− 36pi arccot(√z − 1)
)
+ pi2
(
33− 13sˆ
)]
+O(ε)
}
(C.15)
= µ2(4−d)
∫
{ddk}{ddl} 1
(P2)2P5P6P9
=
1
6m2b(1− sˆ)ε
(
36 arccot2(
√
z − 1)− pi2
)
+O(ε0) (C.16)
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Anhang D
Unrenormierte Matrixelemente
In diesem Anhang werden die unrenormierten Matrixelemente angegeben, welche zur Be-
rechnung der Funktionen A(s), B(s) und C(s) aus (8.13),(8.14) und (8.15) beno¨tigt wer-
den.
D.1 Ein–Schleifen–Niveau
Wie bereits im Text beschrieben, beno¨tigen wir die Ein–Schleifen–Matrixelemente der
Operatoren Ou1 ,Ou2 ,O4,Ou11, und Ou12. Analog zu den Zwei–Schleifen–Matrixelementen
definieren wir
〈d`+`−|Oui |b〉Ein−Schl. = FEin−Schl.(7)i,u 〈O˜7〉Baum + FEin−Schl.(9)i,u 〈O˜9〉Baum, (D.1)
wobei F
Ein−Schl.(7)
i,u und F
Ein−Schl.(9)
i,u fu¨r (i = 1, 2, 4, 11, 12) bis O(ε) beno¨tigt werden und
durch folgende Ausdru¨cke gegeben sind:
F
Ein−Schl.(9)
1,u =
(
s
µ2
)−ε{
16
27ε
+
16
81
(
2 + 3pii
)
+
4ε
243
(
52− 21pi2 + 24pii
)}
(D.2)
F
Ein−Schl.(9)
2,u =
3
4
F
Ein−Schl.(9)
1,u (D.3)
F
Ein−Schl.(7)
4,u =
(
m2b
µ2
)−ε{
− 4
9
+
8ε
9
(√
z − 1 arccot(√z − 1)− 1
)}
(D.4)
F
Ein−Schl.(9)
4,u =
(
m2b
µ2
)−ε{
− 16
27ε
+
8
81sˆ
[
6(2 + sˆ)
√
z − 1 arccot(√z − 1) + 3sˆ ln(sˆ)− 12− 4sˆ− 3piisˆ
]
+
ε(2 + sˆ)
√
z − 1
81sˆ
[
i
(
48 Li2(x2/x1) + 24 ln
2(x1)− 12 ln2(x2) + 12 ln2(x4)
+24 ln(x1) ln(x3)− 48 ln(x2) ln(x4)− 3 ln2(z − 1)− 5pi2
)
+6pi
(
6 ln(x1) + 2 ln(x2) + 2 ln(x3) + 2 ln(x4)− ln(z − 1)
)]
+
32ε(5 + sˆ)
√
z − 1
81sˆ
arccot(
√
z − 1)
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− 4ε
243sˆ
[
120 + (52 + 12pii− 9pi2)sˆ− 6(2 + 3pii)sˆ ln(sˆ) + 9sˆ ln2(sˆ)
]}
(D.5)
F
Ein−Schl.(9)
11,u =
(
s
µ2
)−ε{
− 64
27
− 64ε
81
(
5 + 3pii
)}
(D.6)
F
Ein−Schl.(9)
12,u =
3
4
F
Ein−Schl.(9)
11,u (D.7)
D.2 Zwei–Schleifen–Niveau
In diesem Abschnitt pra¨sentieren wir die unrenormierten Zwei–Schleifen–Matrixelemen-
te (8.1). Die Funktionen AAbb.(s), BAbb.(s) und CAbb.(s) in
F
Abb.(7)
1,u =
(
m2b
µ2
)−2ε
AAbb.(s), (D.8)
F
Abb.(7)
2,u = −6
(
m2b
µ2
)−2ε
AAbb.(s), (D.9)
F
Abb.(9)
1,u =
(
m2b
µ2
)−2ε (
BAbb.(s) + 4CAbb.(s)
)
, (D.10)
F
Abb.(9)
2,u =
(
m2b
µ2
)−2ε (
− 6BAbb.(s) + 3CAbb.(s)
)
, (D.11)
sind in den folgenden Paragraphen fu¨r die individuellen Eichinvarianten und Infrarot–
endlichen Kombinationen der Diagramme aus Abbildung 6.1 gegeben.
Diagramme aus Abbildung 6.1a
A6.1a(s) =
2
27ε
+
5
9
+
4
27
pii
+
2sˆ
81(1− sˆ)
[
6 Li2(sˆ)− 3 ln2(sˆ) + 6 ln(sˆ)
(
1 + ln(1− sˆ)
)
− pi2
]
(D.12)
B6.1a(s) =
4
27ε2
− 2
27ε
(
4 ln(sˆ)− 5− 4pii
)
+
1
9
+
20
27
pii− 16
27
pii ln(sˆ)
+
2
81(1− sˆ)
[
12
(
1− 2sˆ
)(
Li2(sˆ) + ln(1− sˆ) ln(sˆ)
)
+6 ln(sˆ)
(
ln(sˆ)− 9 + 5sˆ
)
− pi2
(
15− 17sˆ
)]
(D.13)
Diagramme aus Abbildung 6.1b
A6.1b(s) =
4
27ε
+
2
27(1− sˆ)2
[
7− 15sˆ+ 8sˆ2 − piisˆ
(
1− 3sˆ
)]
+
2sˆ
27(1− sˆ)3
[(
1− 4sˆ+ 3sˆ2 − 2pii(1− 2sˆ)
)
ln(sˆ) + (1− 2sˆ) ln2(sˆ)
]
(D.14)
B6.1b(s) =
4
27ε2
− 2
27ε
(
4 ln(sˆ)− 5− 4pii
)
− 2
9
pi2 +
1
27(1− sˆ)2
[
7− 10sˆ+ 3sˆ2
D.2: Zwei–Schleifen–Niveau 129
+4pii(6− 13sˆ+ 5sˆ2)
]
− 4
27(1− sˆ)3 ln(sˆ)
[
6− 19sˆ+ 18sˆ2 − 5sˆ3
+2pii(1− 4sˆ+ 6sˆ2 − 2sˆ3)− (1− 4sˆ+ 6sˆ2 − 2sˆ3) ln(sˆ)
]
(D.15)
Diagramme aus Abbildung 6.1c
C6.1c(s) =
8
27ε
− 4
81
(
12 ln(sˆ)− 49 + 48ζ(3)− 12pii
)
(D.16)
Diagramme aus Abbildung 6.1d
A6.1d(s) =
2
243ε
+
1
729
(
37 + 12pii
)
+
4sˆ
243(1− sˆ) ln(sˆ) (D.17)
B6.1d(s) = − 4
243ε2
+
2
729ε
(
12 ln(sˆ)− 19− 12pii
)
− 1
2187
(
72 Li2(sˆ) + 72 ln(1− sˆ) ln(sˆ) + 36 ln2(sˆ) + 463− 90pi2 − 12pii(12 ln(sˆ)− 19)
)
+
4
729(1− sˆ) ln(sˆ)(13− 19sˆ) (D.18)
Diagramme aus Abbildung 6.1e
A6.1e(s) = − 10
243ε
+
4
√
z − 1
243(1− sˆ)3
(
10− 27sˆ+ 33sˆ2 − 10sˆ3
)
arccot(
√
z − 1)
+
1
729(1− sˆ)4
(
− 107 + 452sˆ− 696sˆ2 + 464sˆ3 − 113sˆ4 − 6pi2sˆ
+216sˆ arccot2(
√
z − 1)
)
(D.19)
B6.1e(s) = − 4
243ε2
+
2
729sˆε
(
24
√
z − 1(2 + sˆ)arccot(√z − 1)− 48− 19sˆ
)
+
2
√
z − 1(2 + sˆ)
729sˆ
[
6pi
(
ln(x1) + ln(x2)− 2 ln(z − 1)
)
+i
(
24Li2(x2/x1)− 12Li2(−x2/x1)− 15 ln2(x2/x1) + 12 ln2(x2)
−12 ln(x1) ln(x2) + 24 ln(x1) ln(x4)− 24 ln(x2) ln(x4)− 5pi2
)]
+
2
81sˆ(1− sˆ)
(
6 + sˆ− sˆ2
)(
4piarccot(
√
z − 1)− ln2(x2/x1)
)
− 1
2187sˆ(1− sˆ)2
(
1056− 1541sˆ+ 130sˆ2 + 463sˆ3
)
+
8
√
z − 1
729sˆ(1− sˆ)3
(
32− 65sˆ− 6sˆ2 + 40sˆ3 − 19sˆ4
)
arccot(
√
z − 1)
+
4
729sˆ(1− sˆ)4
[
36
(
3− 8sˆ+ 2sˆ2
)
arccot2(
√
z − 1)
−pi2
(
27− 67sˆ+ 28sˆ2 + 36sˆ3 − 34sˆ4 + 7sˆ5
)]
(D.20)
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Anhang E
Programmimplementierung fu¨r die
Zwei–Schleifen–Berechnungen
In diesem Anhang werden die Routinen angegeben, die fu¨r die Berechnung der Zwei–
Schleifen–Diagramme aus Abbildung 6.2 geschrieben wurden. Hierzu wurde das Pro-
gramm Mathematica verwendet, wobei das Programmpaket TRACER [78] fu¨r die Dirac-
algebra eingebunden wurde.
E.1 U¨berblick
Bevor in den folgenden Abschnitten alle Routinen vorgestellt werden, geben wir in diesem
Abschnitt ein kurzes Schema fu¨r die durchzufu¨hrenden Schritte bei der Berechnung mit
den dazu beno¨tigten Routinen an.
Projektion auf die Formfaktoren
↓
Extraktion der auftretenden Integrale/Koeffizienten mit Coeff
↓
Reduzierbare Skalarprodukte aus den Integralen eliminieren mit Reduzier
↓
IntListDiag liefert alle in den Diagrammen auftretenden Integrale
↓ ∗
AlleGlg erzeugt das Gleichungssystem (im ersten Schritt fu¨r t = 5)
↓
IntListEqns extrahiert die im Gleichungssystem vorkommenden Integrale
↓
IntListSameTop identifiziert die Integrale aus der jeweiligen Topologie und wichtet diese
mit Weight
↓
mit ElimAllList werden alle Integrale der jeweiligen Topologie aus dem Gleichungs-
system eliminiert, an deren Lo¨sung wir nicht interessiert sind und gibt die Lo¨sung der
restlichen Integrale zuru¨ck (noch in verschachtelter Form)
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↓
SolveIntegralTop ermittelt die Lo¨sungen der Integrale. Diese enthalten jetzt nur noch
Masterintegrale bzw. Integrale der Subtopologien
↓
IntList extrahiert die in den Lo¨sungen auftretenden Integrale und fu¨hrt die Schritte ab
(∗) fu¨r t < 5 durch, bis alle Topologien gelo¨st sind
↓
im letzten Schritt wird mit SolveFF die Lo¨sung fu¨r die jeweiligen Formfaktoren ermittelt
E.2 Skalare Integrale
Fu¨r die Summe der Diagramme aus Abbildung 6.2f-g ergibt sich z.B. folgende Diracstruk-
tur1:
Diag[4] :=
G[l1, {\[Rho]},
U - G5] ** ((G[l1, l] + G[l1, q]) **
G[l1, {\[Nu]}] ** (G[l1, l] + G[l1, k] + G[l1, q]) **
G[l1, {\[Nu]}] ** (G[l1, l] + G[l1, q]) ** G[l1, {\[Mu]}] **
G[l1, l] +
G[l1, l] ** G[l1, {\[Mu]}] ** (G[l1, l] + G[l1, q]) **
G[l1, {\[Nu]}] ** (G[l1, l] + G[l1, k] + G[l1, q]) **
G[l1, {\[Nu]}] ** (G[l1, l] + G[l1, q])) ** G[l1, {\[Rho]}, U - G5]
Die Formfaktoren werden durch Bilden der Spur mit den Projektoren (6.3) berechnet
{F[diag, 2], n[diag, 2]} =
Coeff[Expand[
Expand[Expand[ProV ** Diag[diag] /. ProErs /. l1 -> l2]]], {k, l, q,
p}, 2];
ProV zusammen mit der Ersetzung ProErs ist z.B. der Projektor auf die Vektorstruktur2.
Die Funktion Coeff mit seinen Unterfunktionen
Coeff[zaehler_, imp_, schlimp_] := Module[{strukt, skprod},
Fakt[zaehler, imp, schlimp, 0, 1, 1, strukt, skprod, False]
]
Fakt[polinom_, imp_, schlimp_, n1_, rek1_, rekschl1_, strukt1_, skprod1_,
flag2_] :=
Module[{zerg, polinomred, i, j, k, l, n, rek, rekschl, strukt, skprod,
flag1 = False},
1 Im Folgenden werden wir immer diese beiden Diagramme betrachten, welche hier den Index 4 haben.
2Der Index 2 steht fu¨r die Vektorstruktur.
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n = n1; rek = rek1; rekschl = rekschl1; strukt = strukt1;
skprod = skprod1;
For[i = 1, i <= Length[imp], i++,
For[j = i, j <= Length[imp], j++,
For[k = 1, k <= pow, k++,
If[i > schlimp && j > schlimp, Continue[]];
zerg = Coefficient[Expand[polinom], (imp[[i]].imp[[j]])^k];
If[zerg == 0, Continue[]];
flag1 = True;
polinomred = Expand[polinom - zerg(imp[[i]].imp[[j]])^k];
If[skalar[zerg, imp, schlimp],
n++;
strukt[n, 2] = zerg;
strukt[n, 1] = 1;
skprod[rekschl] = (imp[[i]].imp[[j]])^k;
For[l = 1, l <= rekschl, l++, strukt[n, 1] *= skprod[l]];
,
skprod[rekschl] = (imp[[i]].imp[[j]])^k;
rek++; rekschl++;
{n, rekschl, strukt, skprod} =
Fakt[zerg, imp, schlimp, n, rek, rekschl, strukt, skprod,
True];
rek--;
];
If[polinomred == 0,
If[flag2 == True, rekschl--];
If[rek == 1, Return[{strukt, n}],
Return[{n, rekschl, strukt, skprod}]];
];
If[skalar[polinomred, imp, schlimp],
n++;
strukt[n, 2] = polinomred;
strukt[n, 1] = 1;
For[l = 1, l <= rekschl - 1, l++, strukt[n, 1] *= skprod[l]];
If[flag2 == True, rekschl--];
If[rek == 1, Return[{strukt, n}],
Return[{n, rekschl, strukt, skprod}]];
,
rek++;
{n, rekschl, strukt, skprod} =
Fakt[polinomred, imp, schlimp, n, rek, rekschl, strukt,
skprod, False];
rek--;
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If[flag2 == True, rekschl--];
If[rek == 1, Return[{strukt, n}],
Return[{n, rekschl, strukt, skprod}]];
];
];
];
];
If[! flag1,
n++;
strukt[n, 2] = polinom;
strukt[n, 1] = 1;
];
{strukt, n}
]
skalar[polinom_, imp_, schlimp_] := Module[{i, j, k},
For[i = 1, i <= Length[imp], i++,
For[j = i, j <= Length[imp], j++,
For[k = 1, k <= pow, k++,
If[i > schlimp && j > schlimp, Continue[]];
If[Coefficient[polinom, (imp[[i]].imp[[j]])^k] =!= 0,
Return[False]];
];
];
];
True
]
extrahiert rekursiv aus dem nach der Spurbildung entstandenen Ausdruck die einzelnen
Terme und sortiert nach den verschiedenen auftretenden Skalarprodukten, welche minde-
stens einen Schleifenimpuls beinhalten. Als Argumente mu¨ssen der Ausdruck, ein Vektor
mit den auftretenden Impulsen (hier k, l, p, q) und die Anzahl der Schleifenimpulse (hier
2: k, l) u¨bergeben werden. Die Funktion F[diag, 2] entha¨lt jetzt die einzelnen Terme,
wobei n[diag, 2] die Anzahl der Terme angibt. Z.B. wa¨re F[diag, 2][9,1] die Ska-
larproduktkombination des 9. Terms (z.B k.k l.p2) und F[diag, 2][9,2] der zugeho¨rige
Koeffizient, der nur noch von m2b , q
2 und d abha¨ngt, wenn man die Massenschalenbedin-
gungen
OnShell[on, {p, p, mb^2}, {p, q, (mb^2 + q.q)/2}]
verwendet. Der Koeffizient entspricht den cij aus (6.5). Die Variable Pow in der Funktion
Coeff muss ,,per Hand” eingegeben werden und gibt an, zu welcher Potenz ein einzelnes
Skalarprodukt maximal vorkommen kann.
Im na¨chsten Schritt werden die reduzierbaren Skalarprodukte entfernt. Die betrachte-
ten Diagramme haben den Propagator (siehe (6.7)):
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nenner4 = (l.l k.k p4.p4 (p7.p7)^2);
Jedem Propagator ist genau ein reduzibles Skalarprodukt zugeordnet (siehe (6.8)). Wir
ko¨nnen also z.B. in dem obigen Nenner bis zu zwei Potenzen der Skalarprodukte l.q
in jedem der einzelnen Terme F[diag, 2][i,1] durch (6.8) ersetzen, so dass sich die
entsprechenden Propagatoren ku¨rzen. In diesem Schritt wird die Ersetzung durchgefu¨hrt:
zerg[2] = 0;
For[i = 1, i <= n[diag, 2], i++,
F[diag, 2][i, 1] =
Reduzier[{{F[diag, 2][i, 1], {1, 1, 0, 1, 0, 0, 2, 0, 0}}}][[1, 1]];
zerg[2] += Expand[F[diag, 2][i, 1]*F[diag, 2][i, 2]];
]
]
wobei der neun–komponentige Vektor {1, 1, 0, 1, 0, 0, 2, 0, 0} im Argument die
Struktur des obigen Nenners wiederspiegelt. Da bei dieser Reduktion wieder Skalarpro-
dukte auftreten, die keinen Schleifenimpuls beinhalten, mu¨ssen nochmal alle Terme auf-
addiert werden und sind dann in zerg[2] gespeichert. Anschließend werden dann wieder
die Skalarprodukte mit Schleifenimpuls extrahiert:
{F[diag, 1], n[diag, 1]} = Coeff[Expand[zerg[2]], {k, l, p4, p7, q, p}, 4];
Die Funktion
Reduzier[term_] := Module[{i1, i2, i3, i4, m, SP, ers, termneu, Prop},
termneu = term;
SP[3, 1] = {k.q, (-p3.p3 + k.k + p.p + q.q + 2k.p - 2p.q)/2};
SP[3, 2] = {p3.p3, k.k + p.p + q.q + 2k.p - 2k.q - 2p.q};
SP[4, 1] = {k.q, (p4.p4 - l.l - k.k - q.q - 2l.k - 2l.q)/2};
SP[4, 2] = {p4.p4, l.l + k.k + q.q + 2l.k + 2l.q + 2k.q};
SP[5, 1] = {k.q, (p5.p5 - k.k - p.p - q.q + 2k.p + 2p.q + mb^2)/2};
SP[5, 2] = {p5.p5, k.k + p.p + q.q - 2k.p + 2k.q - 2p.q - mb^2};
SP[6, 1] = {k.l, (p6.p6 - l.l - k.k)/2};
SP[6, 2] = {p6.p6, l.l + k.k + 2k.l};
SP[7, 1] = {l.q, (p7.p7 - l.l - q.q)/2};
SP[7, 2] = {p7.p7, l.l + q.q + 2l.q};
SP[8, 1] = {k.p, (p8.p8 - k.k - p.p)/2};
SP[8, 2] = {p8.p8, k.k + p.p + 2k.p};
SP[9, 1] = {k.p, (-p9.p9 + p.p + k.k - mb^2)/2};
SP[9, 2] = {p9.p9, k.k + p.p - 2k.p - mb^2};
For[i1 = 1, i1 <= Length[term], i1++,
Prop = {};
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For[i4 = 3, i4 <= 9, i4++,
If[term[[i1, 2, i4]] != 0, Prop = Append[Prop, i4]]];
For[i2 = 1, i2 <= Length[Prop], i2++,
ers = {};
m = term[[i1, 2, Prop[[i2]]]];
If[m > 0,
ers = Append[ers,
SP[Prop[[i2]], 1][[1]] -> SP[Prop[[i2]], 1][[2]]];
For[i3 = 1, i3 <= pow - m, i3++,
ers = Append[
ers, (SP[Prop[[i2]], 2][[1]])^(m +
i3) -> (SP[Prop[[i2]], 2][[1]])^(m)(SP[Prop[[i2]],
2][[2]])^(i3)]
];
];
For[i3 = 1, i3 <= Length[ers], i3++,
termneu =
ReplacePart[termneu,
Expand[Expand[termneu[[i1, 1]] /. ers[[i3]]]], {i1, 1}]
];
]
];
termneu
]
entha¨lt die verschiedenen Definitionen fu¨r die reduziblen Skalarprodukte mit ihren jewei-
ligen Inversen. Im letzten Schritt werden die Nenner hinzugefu¨gt
For[i = 1; zerg = 0, i <= n[diag, 2], i++,
F[diag, 2][i, 1] = Convert[F[diag, 2][i, 1]/nenner4];
]
und die F[diag, 2][i, 1] mit der Funktion
Convert[term_] := Module[{num, den, m, n, i1, i2, Prop, Skprod},
m[1] = m[2] = m[3] = m[4] = m[5] = m[6] = m[7] = m[8] = m[9] = 0;
n[1] = n[2] = n[3] = n[4] = n[5] = n[6] = n[7] = 0;
Prop[1] = k.k;
Prop[2] = l.l;
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Prop[3] = p3.p3;
Prop[4] = p4.p4;
Prop[5] = p5.p5;
Prop[6] = p6.p6;
Prop[7] = p7.p7;
Prop[8] = p8.p8;
Prop[9] = p9.p9;
Skprod[1] = k.k;
Skprod[2] = l.l;
Skprod[3] = k.l;
Skprod[4] = k.p;
Skprod[5] = k.q;
Skprod[6] = l.p;
Skprod[7] = l.q;
num = Numerator[term];
den = Denominator[term];
For[i1 = 1, i1 <= 9, i1++,
For[i2 = 1, i2 <= pow + 1, i2++,
If[Coefficient[den, (Prop[i1])^i2] =!= 0, m[i1] = i2]
]
];
For[i1 = 1, i1 <= 7, i1++,
For[i2 = 1, i2 <= pow, i2++,
If[Coefficient[num, (Skprod[i1])^i2] =!= 0, n[i1] = i2]
]
];
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]}
]
auf ihre endgu¨ltige Form gebracht. Die F[diag, 2][i, 1] enthalten nun die gesamte In-
formation u¨ber ein skalares Integral in der Form eines Vektors, dessen ersten neun Kompo-
nenten den mij und die letzten sieben Komponenten den nij aus (6.5) entsprechen, wobei
keine reduziblen Skalarprodukte mehr auftreten. Die F[diag, 2][i, 2] entsprechen jetzt
den cij aus (6.5) in reduzierter Form.
E.3 Reduktion
Die verschiedenen Topologien sind folgendermaßen gegeben
Topo[5] = {{1, 2, 3, 6, 7}, {1, 2, 3, 6, 8}, {1, 2, 4, 6, 7}, {1, 2, 5, 6, 9},
{1, 2, 6, 7, 9}}
Topo[4] = {{1, 2, 3, 6}, {1, 2, 3, 7}, {1, 2, 3, 8}, {1, 2, 4, 6}, {1, 2, 4, 7},
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{1, 2, 5, 6}, {1, 2, 5, 9}, {1, 2, 6, 7}, {1, 2, 6, 8}, {1, 2, 6, 9},
{1, 2, 7, 9}, {1, 3, 6, 7}, {1, 3, 6, 8}, {1, 4, 6, 7}, {1, 5, 6, 9},
{1, 6, 7, 9}, {2, 3, 6, 7}, {2, 3, 6, 8}, {2, 4, 6, 7}, {2, 5, 6, 9},
{2, 6, 7, 9}}
Topo[3] = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 2, 6}, {1, 2, 7}, {1, 2, 8},
{1, 2, 9}, {1, 3, 6}, {1, 3, 7}, {1, 3, 8}, {1, 4, 6}, {1, 4, 7},
{1, 5, 6}, {1, 5, 9}, {1, 6, 7}, {1, 6, 8}, {1, 6, 9}, {1, 7, 9},
{2, 3, 6}, {2, 3, 7}, {2, 3, 8}, {2, 4, 6}, {2, 4, 7}, {2, 5, 6},
{2, 5, 9}, {2, 6, 7}, {2, 6, 8}, {2, 6, 9}, {2, 7, 9}, {3, 6, 7},
{3, 6, 8}, {4, 6, 7}, {5, 6, 9}, {6, 7, 9}}
Topo[2] = {{1, 2}, {1, 3}, {1, 4}, {1, 5}, {1, 6}, {1, 7}, {1, 8}, {1, 9},
{2, 3}, {2, 4}, {2, 5}, {2, 6}, {2, 7}, {2, 8}, {2, 9}, {3, 6},
{3, 7}, {3, 8}, {4, 6}, {4, 7}, {5, 6}, {5, 9}, {6, 7}, {6, 8},
{6, 9}, {7, 9}}
Die Subtopologien ko¨nnen dabei aus den Fu¨nf–Propagator–Topologien mit der
Mathematica–Funktion KSubsets gewonnen werden. Viele dieser Topologien verschwin-
den, insbesondere alle Zwei–Propagator–Integrale
VerschwTop = {{1, 2}, {1, 3}, {1, 4}, {1, 5}, {1, 6}, {1, 7}, {1, 8}, {1,
9}, {2, 3}, {2, 4}, {2, 5}, {2, 6}, {2, 7}, {2, 8}, {2, 9}, {3,
6}, {3, 7}, {3, 8}, {4, 6}, {4, 7}, {5, 6}, {5, 9}, {6, 7}, {6,
8}, {6, 9}, {7, 9}, {1, 2, 3}, {1, 2, 5}, {1, 2, 6}, {1, 2, 7}, {1, 2,
8}, {1, 2, 9}, {1, 3, 6}, {1, 3, 7}, {1, 3, 8}, {1, 4, 6}, {1, 4,
7}, {1, 5, 6}, {1, 5, 9}, {1, 6, 8}, {1, 6, 9}, {1, 7, 9}, {2, 3,
6}, {2, 3, 7}, {2, 3, 8}, {2, 4, 6}, {2, 4, 7}, {2, 5, 9}, {2, 6,
7}, {3, 6, 8}, {4, 6, 7}, {5, 6, 9}, {1, 2, 3, 6}, {1, 2, 3, 7}, {1,
3, 6, 8}, {1, 5, 6, 9}, {1, 2, 3, 8}, {1, 2, 5, 9}};
Jetzt werden alle vorkommenden Integrale aus sa¨mtlichen Diagrammen und fu¨r alle Di-
racstrukturen extrahiert
temp = IntListDiag;
den = 5;
mit
IntListDiag := Module[{i1, i2, i3, erg, liste = {}, Int, m1, n1},
For[i1 = 1, i1 <= 10, i1++,
For[i2 = 1, i2 <= 3, i2++,
For[i3 = 1, i3 <= n[i1, i2], i3++,
liste = Append[liste, F[i1, i2][i3, 1]]
]
]
];
erg = {liste[[1]]};
{m1[1], m1[2], m1[3], m1[4], m1[5], m1[6], m1[7], m1[8], m1[9], n1[1],
n1[2], n1[3], n1[4], n1[5], n1[6], n1[7]} = liste[[1]];
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Int[m1[1], m1[2], m1[3], m1[4], m1[5], m1[6], m1[7], m1[8], m1[9], n1[1],
n1[2], n1[3], n1[4], n1[5], n1[6], n1[7]] = True;
For[i1 = 2, i1 <= Length[liste], i1++,
{m1[1], m1[2], m1[3], m1[4], m1[5], m1[6], m1[7], m1[8], m1[9], n1[1],
n1[2], n1[3], n1[4], n1[5], n1[6], n1[7]} = liste[[i1]];
If[Int[m1[1], m1[2], m1[3], m1[4], m1[5], m1[6], m1[7], m1[8], m1[9],
n1[1], n1[2], n1[3], n1[4], n1[5], n1[6], n1[7]] === True,
Continue[];
];
erg = Append[erg, liste[[i1]]];
Int[m1[1], m1[2], m1[3], m1[4], m1[5], m1[6], m1[7], m1[8], m1[9],
n1[1], n1[2], n1[3], n1[4], n1[5], n1[6], n1[7]] = True;
];
erg
]
Dann werden in die Variablen Integrale[den, i1] die gewichteten zu lo¨senden Integrale
der entsprechenden Topologie geschrieben (erst fu¨r den = 5, also den Fu¨nf–Propagator–
Topologien)
For[i1 = 1, i1 <= Length[Topo[den]], i1++,
If[Position[VerschwTop, Topo[den][[i1]]] === {},
Integrale[den, i1] = Weight[IntListSameTop[temp, Topo[den][[i1]]]];
,
Integrale[den, i1] = {}
]
]
Die Funktion IntListSameTop filtert die Integrale der entsprechenden Topologie heraus
IntListSameTop[liste_, topo_] := Module[{i1, i2, erg = {}, m, n, flag},
For[i1 = 1, i1 <= Length[liste], i1++,
flag = False;
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste[[i1]];
For[i2 = 1, i2 <= 9, i2++,
If[¬ MemberQ[topo, i2] && m[i2] != 0, flag = True]];
For[i2 = 1, i2 <= 9, i2++, If[¬ MemberQ[topo, i2], m[i2] = 1]];
If[m[1] == 0 || m[2] == 0 || m[3] == 0 || m[4] == 0 || m[5] == 0 ||
m[6] == 0 || m[7] == 0 || m[8] == 0 || m[9] == 0 || flag,
Continue[];
];
erg = Append[erg, liste[[i1]]];
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];
erg
]
und wichtet diese anschließend mit
Weight[liste_] := Module[{i1, i2, m, n, listewh = {}, erg = {}, zerg},
For[i1 = 1, i1 <= Length[liste], i1++,
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste[[i1]];
For[i2 = 1, i2 <= 9, i2++,
If[m[i2] != 0, m[i2]--]
];
listewh = Append[listewh,
(*{1.0006 m[1] + 1.0002 m[2] + 1.0003 m[3] + 1.0004 m[4] +
1.0005 m[5] + 1.0001 m[6] + 1.0007 m[7] + 1.0008m[8] +
1.0009 m[9] +
1.01 n[1] + 1.02 n[2] + 1.03 n[3] + 1.04 n[4] + 1.05 n[5] +
1.06 n[6] + 1.07 n[7], liste[[i1]]}*){1.01 m[1] +
1.02 m[2] + 1.03 m[3] + 1.04 m[4] + 1.05 m[5] + 1.06 m[6] +
1.07 m[7] + 1.08m[8] + 1.09 m[9] +
1.0001 n[1] + 1.0002 n[2] + 1.0003 n[3] + 1.0004 n[4] +
1.0005 n[5] + 1.0006 n[6] + 1.0007 n[7], liste[[i1]]}
];
];
listewh = Reverse[Sort[listewh]];
For[i1 = 1, i1 <= Length[listewh], i1++,
erg = Append[erg, listewh[[i1, 2]]];
];
erg
]
Im na¨chsten Schritt erfolgt einerseits die Aufstellung des Gleichungssystems sowie die
eigentliche Reduktion
For[i1 = 1, i1 <= Length[Topo[den]], i1++,
If[Integrale[den, i1] =!= {},
AlleGlg[Topo[den][[i1]], Maxmn[Integrale[den, i1]][[1]],
Maxmn[Integrale[den, i1]][[2]]];
elimint = Weight[IntListSameTop[IntListEqns, Topo[den][[i1]]]];
eqnselim[den, i1] =
SolveIntegralTop[ElimAllList[elimint, Integrale[den, i1]], den, i1]
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];
]
E.3.1 Aufstellen des Gleichungssystems
Maxmn gibt die maximal auftretende Anzahl an Potenzen in den Skalarprodukten bzw. den
Propagatoren zuru¨ck. Dies wird beno¨tigt, damit nur die minimale Anzahl an Gleichungen
aufgestellt wird, die beno¨tigt werden, um alle auftretenden Integrale lo¨sen zu ko¨nnen.
Maxmn[liste_] := Module[{m = 0, n = 0, i1, i2, top = 0, zerg},
For[i1 = 1, i1 <= Length[liste], i1++,
For[i2 = 1; zerg = 0, i2 <= 9, i2++, zerg += liste[[i1, i2]]];
m = Max[m, zerg];
For[i2 = 10; zerg = 0, i2 <= 16, i2++, zerg += liste[[i1, i2]]];
n = Max[n, zerg];
];
For[i1 = 1, i1 <= 9, i1++, If[liste[[1, i1]] != 0, top++]];
{m - top, n}
]
AlleGlg stellt sa¨mtliche beno¨tigten Gleichungen mit Hilfe der partielle Integrationsme-
thode und der Lorentzinvarianzidentita¨t auf. Das Gleichungssystem wird in der Variablen
eqns abgelegt.
AlleGlg[topo_, r_, s_] :=
Module[{m1, m2, n1, n2, i1, irred = {1, 2, 5, 5, 5, 3, 7, 4, 4}},
eqns = {}; LaengeEqns = 0;
pow = Max[{r, s}] + 1;
m2[1] =
m2[2] = m2[3] = m2[4] = m2[5] = m2[6] = m2[7] = m2[8] = m2[9] = 0;
n2[1] = n2[2] = n2[3] = n2[4] = n2[5] = n2[6] = n2[7] = 0;
For[i1 = 1, i1 <= 9, i1++,
If[¬ MemberQ[topo, i1], m2[i1] = r];
If[MemberQ[topo, i1], n2[irred[[i1]]] = s];
];
For[m1[1] = 0, m1[1] <= r - m2[1], m1[1]++,
For[m1[2] = 0, m1[2] <= r - m2[2], m1[2]++,
For[m1[3] = 0, m1[3] <= r - m2[3], m1[3]++,
For[m1[4] = 0, m1[4] <= r - m2[4], m1[4]++,
For[m1[5] = 0, m1[5] <= r - m2[5], m1[5]++,
For[m1[6] = 0, m1[6] <= r - m2[6], m1[6]++,
For[m1[7] = 0, m1[7] <= r - m2[7], m1[7]++,
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For[m1[8] = 0, m1[8] <= r - m2[8], m1[8]++,
For[m1[9] = 0, m1[9] <= r - m2[9], m1[9]++,
For[n1[1] = 0, n1[1] <= s - n2[1], n1[1]++,
For[n1[2] = 0, n1[2] <= s - n2[2], n1[2]++,
For[n1[3] = 0, n1[3] <= s - n2[3], n1[3]++,
For[n1[4] = 0, n1[4] <= s - n2[4], n1[4]++,
For[n1[5] = 0, n1[5] <= s - n2[5], n1[5]++,
For[n1[6] = 0, n1[6] <= s - n2[6], n1[6]++,
For[n1[7] = 0, n1[7] <= s - n2[7], n1[7]++,
For[i1 = 1, i1 <= 9, i1++,
If[MemberQ[topo, i1], m1[i1]++];
];
If[((m1[1] + m1[2] + m1[3] + m1[4] +
m1[5] + m1[6] + m1[7] + m1[8] +
m1[9]) <=
Length[topo] + r ) && (n1[1] + n1[2] +
n1[3] + n1[4] + n1[5] + n1[6] +
n1[7]) <= s,
EqnSet[{m1[1], m1[2], m1[3], m1[4],
m1[5], m1[6], m1[7], m1[8], m1[9],
n1[1], n1[2], n1[3], n1[4], n1[5],
n1[6], n1[7]}];
];
For[i1 = 1, i1 <= 9, i1++,
If[MemberQ[topo, i1], m1[i1]--];
];
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
];
LaengeEqns
]
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Der lokal definierte Vektor irred bestimmt dabei die Zuordnung der irreduziblen Skalar-
produkte zu den entsprechenden neun Propagatoren an. Die Variable LaengeEqns entha¨lt
nach Ausfu¨hrung von AlleGlg die Anzahl der Gleichungen. Ein bestimmter Satz von
acht IBP–Identita¨ten und der entsprechenden Lorentzinvarianz–Identita¨t wird in der obi-
gen Funktion mit einer weiteren Funktion EqnSet erzeugt. Die Parameter die an diese
u¨bergeben werden sind die mi und ni aus (6.10).
EqnSet[Int_] := Module[{i1, i2, abl, vekt, temp},
(* Schleifenimpulse nach denen abgeleitet wird *)
abl[1] = k;
abl[2] = l;
(* Unabha¨ngige Impulse einschließlich Schleifenimpulen *)
vekt[1] = k;
vekt[2] = l;
vekt[3] = p;
vekt[4] = q;
For[i1 = 1, i1 <= 2, i1++,
For[i2 = 1, i2 <= 4, i2++,
temp = DPart[abl[i1], vekt[i2], Int];
If[temp =!= {},
eqns = Append[eqns,
ElimVerschwTop[SimplifyList[temp]] /. q.q -> s];
LaengeEqns++;
]
]
];
eqns =
Append[eqns,
ElimVerschwTop[
SimplifyList[
AddMult[{{p.q, DPart[p, p, Int]}, {-p.q,
DPart[q, q, Int]}, {q.q, DPart[q, p, Int]}, {-p.p,
DPart[p, q, Int]}}]]] /. q.q -> s];
LaengeEqns++;
]
Eine spezielle IBP–Identita¨t wird mit
DPart[abl_, vekt_, Int_] := Module[{term = {}, i, Den, Num, m, n, Prop = {}},
Den[1] = k;
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Den[2] = l;
Den[3] = k + p - q;
Den[4] = l + k + q;
Den[5] = k - p + q;
Den[6] = l + k;
Den[7] = l + q;
Den[8] = k + p;
Den[9] = k - p;
Num[1, 1] = k; Num[1, 2] = k;
Num[2, 1] = l; Num[2, 2] = l;
Num[3, 1] = k; Num[3, 2] = l;
Num[4, 1] = k; Num[4, 2] = p;
Num[5, 1] = k; Num[5, 2] = q;
Num[6, 1] = l; Num[6, 2] = p;
Num[7, 1] = l; Num[7, 2] = q;
m[1] = Int[[1]]; m[2] = Int[[2]]; m[3] = Int[[3]]; m[4] = Int[[4]];
m[5] = Int[[5]]; m[6] = Int[[6]]; m[7] = Int[[7]]; m[8] = Int[[8]];
m[9] = Int[[9]];
n[1] = Int[[10]]; n[2] = Int[[11]]; n[3] = Int[[12]]; n[4] = Int[[13]];
n[5] = Int[[14]]; n[6] = Int[[15]]; n[7] = Int[[16]];
If[abl == vekt, term = Append[term,
{d (k.k)^n[1] (l.l)^n[2] (k.l)^n[3] (k.p)^n[4] (k.q)^n[5] (l.p)^
n[6] (l.q)^n[7],
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9]}}
]
];
For[i = 1, i <= 9, i++,
m[i]++;
If[Int[[i]] > 0 && D[Den[i], abl] != 0,
term = Append[term, {
Expand[
-2 Int[[i]] D[Den[i], abl]*
(k.k)^n[1] (l.l)^n[2] (k.l)^n[3] (k.p)^n[4] (k.q)^
n[5] (l.p)^n[6] (l.q)^n[7]*
vekt.Den[i]
],
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9]}
}]
]
m[i]--;
];
For[i = 1, i <= 7, i++,
n[i]--;
If[Int[[9 + i]] > 0 && D[Num[i, 1], abl] != 0,
term = Append[term, {
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Expand[
Int[[9 + i]]*
(k.k)^n[1] (l.l)^n[2] (k.l)^n[3] (k.p)^n[4] (k.q)^
n[5] (l.p)^n[6] (l.q)^n[7]*
vekt.Num[i, 2]
],
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9]}
}]
];
If[Int[[9 + i]] > 0 && D[Num[i, 2], abl] != 0,
term = Append[term, {
Expand[
Int[[9 + i]]*
(k.k)^n[1] (l.l)^n[2] (k.l)^n[3] (k.p)^n[4] (k.q)^
n[5] (l.p)^n[6] (l.q)^n[7]*
vekt.Num[i, 1]
],
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9]}
}]
];
n[i]++;
];
term = Reduzier[term];
ConvertList[term]
]
erzeugt, welche die verschiedenen Definitionen der Propagatoren und Skalarprodukte
entha¨lt. Als Parameter mu¨ssen die Ableitungen, die Vektoren sowie das entsprechende In-
tegral aus (6.10) u¨bergeben werden. Im zweiten Teil der Funktion EqnSet kann DPart auch
dazu verwendet werden, die Lorentz–Invarianz–Identita¨t aufzustellen. Sa¨mtliche Gleichun-
gen werden bei dieser Methode als (n×2)–Matrizen erzeugt, wobei n die Anzahl der Terme
angibt und die n-te Zeile ein zwei–komponentiger Vektor mit dem jeweiligen Integral und
seinem Koeffizienten entha¨lt. Gleichung (6.11) hat also die Form
{{d-3,{1,1,0,0,1,1,0,0,0,0,0,0,0,0,0,0}},
{1,{0,2,0,0,1,1,0,0,0,0,0,0,0,0,0,0}},
{-1,{2,0,0,0,1,1,0,0,0,0,0,0,0,0,0,0}}}
wobei verschwindende Terme, so wie hier der dritte mit der Funktion
ElimVerschwTop[eqn_] := Module[{i1, i2, i3, pos, top, neweqn},
neweqn = eqn;
For[i1 = 1; pos = {}, i1 <= Length[neweqn], i1++,
For[i2 = 1; top = {}, i2 <= 9, i2++,
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If[neweqn[[i1, 2, i2]] != 0, top = Append[top, i2]]
];
If[Position[VerschwTop, top] =!= {}, pos = Append[pos, {i1}]];
];
Delete[neweqn, pos]
]
eliminiert werden. Diese Art der Speicherung des Gleichungssystems ist bezu¨glich des
Speicherplatzverbrauches noch sehr ineffizient. Mathematica verbraucht fu¨r die obige Glei-
chung 1480(!) Bytes Arbeitsspeicher. Kodiert man die Integralstruktur u¨ber eine einzige
Zahl, so reduziert sich dies auf 300 Bytes.
Am Ende von DPart werden dann wieder mit Hilfe von Reduzier die reduziblen Ska-
larprodukte in den Integralen eliminiert. Die bei dieser Reduktion auftretenden Propaga-
toren p3.p3, p4.p4,... mu¨ssen dann wieder mit der folgenden Funktion auf die u¨blichen
Skalarprodukte zuru¨ckgefu¨hrt werden
ConvertList[term_] :=
Module[{i1, i2, erg = {}, F, n, nenner, imp,
schlimp = {p3, p4, p5, p6, p7, p8, p9}},
For[i1 = 1, i1 <= Length[term], i1++,
imp = {k, l};
For[i2 = 3, i2 <= 9, i2++,
If[term[[i1, 2, i2]] != 0, imp = Append[imp, schlimp[[i2 - 2]]]]];
imp = Join[imp, {p, q}];
{F, n} = Coeff[term[[i1, 1]], imp, Length[imp] - 2];
nenner = (k.k)^term[[i1, 2, 1]]*(l.l)^term[[i1, 2, 2]]*(p3.p3)^
term[[i1, 2, 3]]*(p4.p4)^term[[i1, 2, 4]]*(p5.p5)^
term[[i1, 2, 5]]*(p6.p6)^term[[i1, 2, 6]]*(p7.p7)^
term[[i1, 2, 7]]*(p8.p8)^term[[i1, 2, 8]]*(p9.p9)^
term[[i1, 2, 9]];
For[i2 = 1, i2 <= n, i2++,
erg = Append[erg, {F[i2, 2], Convert[F[i2, 1]/nenner]}];
];
];
erg
]
Zum vereinfachen von Listen (Gleichungen) wird die folgende Funktion beno¨tigt
SimplifyList[liste_] := Module[{i1, Int, m, n, zerg, erg = {}, coeff},
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zerg = {liste[[1]]};
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = zerg[[1, 2]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = 1;
For[i1 = 2, i1 <= Length[liste], i1++,
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste[[i1, 2]];
If[IntegerQ[
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1],
n[2], n[3], n[4], n[5], n[6], n[7]]],
coeff =
Together[
zerg[[Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9],
n[1], n[2], n[3], n[4], n[5], n[6], n[7]], 1]] +
liste[[i1, 1]]];
If[coeff === 0,
zerg = ReplacePart[zerg, {},
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1],
n[2], n[3], n[4], n[5], n[6], n[7]]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1],
n[2], n[3], n[4], n[5], n[6], n[7]] =.
,
zerg[[Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9],
n[1], n[2], n[3], n[4], n[5], n[6], n[7]], 1]] = coeff;
]
,
zerg = Append[zerg, liste[[i1]]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = Length[zerg]
];
];
For[i1 = 1, i1 <= Length[zerg], i1++,
If[zerg[[i1]] =!= {}, erg = Append[erg, zerg[[i1]]]]
];
erg
]
Zum Vereinfachen der Koeffizienten wird hier Together verwendet, welches etwas schneller
als Simplify arbeitet, aber verschwindende Koeffizienten entdeckt. Weiterhin wird eine
Funktion zur Addition von Gleichungen beno¨tigt
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AddMult[liste_] := Module[{i1, i2, listeneu = {}, listemult},
For[i1 = 1, i1 <= Length[liste], i1++,
listemult = liste[[i1, 2]];
For[i2 = 1, i2 <= Length[liste[[i1, 2]]], i2++,
listemult =
ReplacePart[listemult,
Together[listemult[[i2, 1]]*liste[[i1, 1]]], {i2, 1}];
];
listeneu = Join[listeneu, listemult];
];
listeneu
]
Die hier gewa¨hlte Form der Parametrisierung der Gleichungssysteme hat den Vorteil,
dass von Mathematica nur Listenmanipulationsroutinen verwendet werden und so eine
effizientere Behandlung des Gleichungssystem mo¨glich ist. Nur in SimplifyList wird ein
Together auf Koeffizienten angewendet.
E.3.2 Lo¨sen des Gleichungssystems
Der erste Schritt am Ende des vorletzten Abschnittes, die Erzeugung des Gleichungs-
systems, ist jetzt abgeschlossen. Anschließend werden die in dem System auftretenden
Integrale identifiziert, diejenigen, die nicht zur gleichen Topologie geho¨ren aussortiert und
schlussendlich wird die Integralliste gewichtet
IntListEqns := Module[{i1, i2, erg, liste = {}, Int, m, n},
For[i1 = 1, i1 <= LaengeEqns, i1++,
For[i2 = 1, i2 <= Length[eqns[[i1]]], i2++,
liste = Append[liste, eqns[[i1, i2, 2]]]
]
];
erg = {liste[[1]]};
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste[[1]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = True;
For[i1 = 2, i1 <= Length[liste], i1++,
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste[[i1]];
If[Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] === True,
Continue[];
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];
erg = Append[erg, liste[[i1]]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = True;
];
erg
]
Jetzt folgt der eigentliche Schritt der Reduktion, wobei in die Variable eqnselim[den,
i1] die Lo¨sung fu¨r die beno¨tigten Integrale geschrieben werden. Die Routine ElimAllList
fu¨hrt die Reduktion aus. Als Parameter werden ihr die Integrale, die in dem Gleichungs-
system aus der gleichen Topologie vorhanden sind und die Integrale, an deren Lo¨sung wir
interessiert sind u¨bergeben.
ElimAllList[varlist_, solvevarlist_] :=
Module[{i1, i2, varlistohne, varlist2, l, erg = {}, loes, vorh, test},
varlistohne = varlist;
For[i1 = 1, i1 <= Length[solvevarlist], i1++,
varlistohne = DeleteCases[varlistohne, solvevarlist[[i1]]];
];
For[i1 = 1, i1 <= Length[varlistohne] - MaxMaster, i1++,
Elim[varlistohne[[i1]]];
];
varlist2 = Weight[Join[solvevarlist, Take[varlistohne, -MaxMaster]]];
l = Length[varlist2];
For[i1 = 1, i1 <= l, i1++,
loes = Elim[First[varlist2]];
erg = Append[erg, {First[varlist2], loes}];
varlist2 = Rest[varlist2];
(*Print["Integral: ", Last[erg][[1]]];
Print[Last[erg][[2]]];*)
If[varlist2 === {}, Continue[]];
If[Length[varlist2] <= MaxMaster,
For[i2 = 1; vorh = False, i2 <= LaengeEqns, i2++,
If[InList[eqns[[i2]], First[varlist2]] != 0, vorh = True; Break[]]
];
If[vorh == False,
For[i2 = 1, i2 <= Length[varlist2], i2++,
erg = Append[erg, {varlist2[[i2]], {{1, varlist2[[i2]]}}}];
Print["Masterintegral: ", varlist2[[i2]]];
MasterIntegrale = Append[MasterIntegrale, varlist2[[i2]]]
];
Return[erg]
];
]
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];
erg
]
Hier werden erst mit der Funktion Elim alle (bis auf die Anzahl MaxMaster) Integrale
eliminiert, an deren Lo¨sung wir nicht interessiert sind. Die Variable MaxMaster, welche
in unserem Fall zu zwei gesetzt werden kann ist no¨tig, damit die Masterintegrale nicht
versehentlich eliminiert werden, wenn sie sich nicht unter den zu lo¨senden Integralen
befinden. Im na¨chsten Schritt werden die beno¨tigten Integrale einerseits eliminiert, deren
Lo¨sung aber in der Liste erg gespeichert (die Funktion Elim eliminiert nicht nur ein
Integral, sondern gibt auch dessen Lo¨sung zuru¨ck). Falls eines der zu lo¨senden Integrale
nicht mehr in den Gleichungen auftritt, wird dieses als Masterintegral identifiziert.
Elim[var_] := Module[{i1, n1, n2, wo, newwo, erseqn},
{n1, n2, wo} = Kuerzeste[var];
If[n1 == 0, Return[{}]];
erseqn = AddMult[{{-1/eqns[[n1, n2, 1]], Delete[eqns[[n1]], n2]}}];
eqns = Delete[eqns, n1];
LaengeEqns--;
newwo = Delete[wo, n1];
If[erseqn === {},
For[i1 = 1, i1 <= LaengeEqns, i1++,
If[newwo[[i1]] != 0,
eqns = ReplacePart[eqns, Delete[eqns[[i1]], newwo[[i1]]], i1]
]
]
,
For[i1 = 1, i1 <= LaengeEqns, i1++,
If[newwo[[i1]] != 0,
eqns = ReplacePart[eqns,
SimplifyList[
AddMult[{{1,
Delete[eqns[[i1]],
newwo[[i1]]]}, {eqns[[i1, newwo[[i1]], 1]],
erseqn}}]], i1
]
]
]
];
erseqn
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]
Dies ist die eigentliche Routine, um nach dem Gauß–Verfahren Gleichungen aus dem Sy-
stem zu eliminieren. Das Entscheidende ist dabei, dass fu¨r das zu lo¨sende Integral erst die
Gleichung in dem System gesucht wird, die den ,,einfachsten” Koeffizienten fu¨r das Inte-
gral aufweist. Deren Lo¨sung wird anschließend in die anderen Gleichungen substituiert.
Ohne die Identifizierung der einfachsten Gleichung wird bei der Reduktion der kompli-
zierteren Topologien sehr schnell das Speicherlimit des Computers erreicht. Die Autoren
in [79] wenden einen ,,Maskierungsalgorithmus” auf Koeffizienten an. Dabei werden al-
le Koeffizienten, die eine bestimmte benutzerdefinierte Gro¨ße u¨berschreiten, nicht mehr
weiter ausgewertet (ein verschwindender Koeffizient wird numerisch ermittelt). Explizit
werden diese Koeffizienten erst bei der Berechnung der Integrale, an deren Lo¨sung man
interessiert ist, ausgewertet. Viele der Gleichungen aus dem kompletten System sind fu¨r
diese Lo¨sung nicht relevant, daher werden mit Hilfe der Maskierung unno¨tige Berechnun-
gen umgangen und es wird Arbeitsspeicher eingespart. Um weiterhin den jeweils einfach-
sten Koeffizienten eines Integrals in einer Gleichung finden zu ko¨nnen, muss bei dieser
Methode darauf geachtet werden, dass mindestens ein Koeffizient eines jeden Integrals
unmaskiert bleibt.
Die Funktion Kuerzeste u¨bergibt die Position der einfachsten Gleichung im System,
die Position des zu lo¨senden Integrals in der Gleichung und eine Liste der Gleichungen,
in denen das jeweilige Integral zu finden ist.
Kuerzeste[Int_] :=
Module[{i1, n1 = 0, n2 = 0, wo = {}, l1 = Infinity, l2, l},
For[i1 = 1, i1 <= LaengeEqns, i1++,
wo = Append[wo, InList[eqns[[i1]], Int]];
If[wo[[i1]] != 0,
l = Length[eqns[[i1, wo[[i1]], 1]]] + Depth[eqns[[i1, wo[[i1]], 1]]];
Which[
l == l1,
If[Length[eqns[[i1]]] < l2,
n1 = i1; n2 = wo[[i1]];
l2 = Length[eqns[[i1]]];
]
,
l < l1,
l1 = l;
l2 = Length[eqns[[i1]]];
n1 = i1; n2 = wo[[i1]];
];
];
];
{n1, n2, wo}
]
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Hier und in ElimAllList wird noch die Funktion beno¨tigt, die die Lage eines Integrals
in einer Gleichung zuru¨ckgibt.
InList[liste_, Int_] := Module[{i1},
For[i1 = 1, i1 <= Length[liste], i1++,
If[liste[[i1, 2]] == Int, Return[i1]]
];
0
]
Zu guter Letzt werden die verschachtelten Integrale gelo¨st:
SolveIntegralTop[eqns_, den_, top_] :=
Module[{i1, i2, i3, vorh = {}, n, zerg},
zerg = eqns;
For[i1 = Length[zerg], i1 >= 1, i1--,
If[InList2[Integrale[den, top], zerg[[i1, 1]]] != 0,
vorh = Prepend[vorh, i1]
];
For[i2 = 1, i2 < i1, i2++,
For[i3 = 1; n = 0, i3 <= Length[zerg[[i2, 2]]], i3++,
If[zerg[[i2, 2, i3, 2]] === zerg[[i1, 1]], n = i3]
];
If[n != 0,
zerg = ReplacePart[zerg,
SimplifyList[
AddMult[{{zerg[[i2, 2, n, 1]], zerg[[i1, 2]]}, {1,
Delete[zerg[[i2, 2]], n]}}]], {i2, 2}];
If[zerg[[i2, 2]] === {},
zerg = ReplacePart[zerg, {{0, zerg[[i2, 1]]}}, {i2, 2}]]
];
]
];
zerg[[vorh]]
]
Hier wird noch eine weitere Funktion zur Positionsbestimmung beno¨tigt
InList2[liste_, Int_] := Module[{i1},
For[i1 = 1, i1 <= Length[liste], i1++,
If[liste[[i1]] == Int, Return[i1]]
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];
0
]
Wir haben am Anfang diesen Abschnitts die Reduktion fu¨r die Fu¨nf–Propagator–Integrale
durchgefu¨hrt (den=5). Hier treten jetzt zu den aus den Diagrammen zu lo¨senden Integra-
len noch zusa¨tzlich diejenigen aus der Subtopologie auf, die bei der obigen Reduktion
erzeugt werden. Diese werden nun zu einer neuen Liste der zu lo¨senden Integrale der
den=4 Topologie zusammengefasst.
eqnselimint = {};
For[i1 = 1, i1 <= Length[Topo[den]], i1++,
If[VectorQ[eqnselim[den, i1][[1, 1]]],
For[i2 = 1, i2 <= Length[eqnselim[den, i1]], i2++,
eqnselimint = Join[eqnselimint, IntList[{eqnselim[den, i1][[i2, 2]]}]];
]
]
]
temp2 = ReduceIntList[Join[eqnselimint, temp]];
Hier wird einerseits eine Funktion zur Extraktion der Integrale aus den vorherigen
Lo¨sungen beno¨tigt
IntList[liste_] := Module[{i1, i2, erg, liste2 = {}, Int, m, n},
For[i1 = 1, i1 <= Length[liste], i1++,
For[i2 = 1, i2 <= Length[liste[[i1]]], i2++,
liste2 = Append[liste2, liste[[i1, i2, 2]]]
]
];
erg = {liste2[[1]]};
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste2[[1]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = True;
For[i1 = 2, i1 <= Length[liste2], i1++,
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste2[[i1]];
If[Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] === True,
Continue[];
];
erg = Append[erg, liste2[[i1]]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = True;
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];
erg
]
sowie eine Funktion, die doppelt auftretende Integrale in einer Liste eliminiert
ReduceIntList[liste_] := Module[{i1, i2, erg, liste2 = {}, Int, m, n},
erg = {liste[[1]]};
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste[[1]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = True;
For[i1 = 2, i1 <= Length[liste], i1++,
{m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2], n[3],
n[4], n[5], n[6], n[7]} = liste[[i1]];
If[Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] === True,
Continue[];
];
erg = Append[erg, liste[[i1]]];
Int[m[1], m[2], m[3], m[4], m[5], m[6], m[7], m[8], m[9], n[1], n[2],
n[3], n[4], n[5], n[6], n[7]] = True;
];
erg
]
Jetzt kann die Reduktion auf die Vier–Propagator–Topologien angewendet werden und
anschließend in analoger Weise auf die Dreier–Topologien. Die vorliegende Implementie-
rung der Reduktion liefert in wenigen Stunden die gewu¨nschten Ergebnisse. Es ko¨nnen
aber noch leicht weitere Verbesserungen in das Programm eingebaut werden. Die folgen-
den Masterintegrale sind aufgrund von Symmetrierelationen identisch:
IDMasterInt = {{0, 1, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0} ->
{0, 1, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{1, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0} ->
{1, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0} ->
{0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0} ->
{0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0}};
Diese Ersetzung wurde erst nach der Reduktion angewendet. Neben der trivialen Sym-
metrierelation (6.16) existieren aber auch Relationen, die es gestatten, vor der Reduktion
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sa¨mtliche Integrale einer Topologie in Integrale einer anderen Topologie zu u¨berfu¨hren.
Es ist dann nur noch no¨tig, das Gleichungssystem fu¨r eine dieser Topologien zu lo¨sen.
Eine weitere Vereinfachung, die angewendet werden kann ist die folgende: Speziell die
Drei–Propagator–Topologien sind aufwendig, da Integrale mit bis zu drei Potenzen der
Skalarprodukte und zwei quadrierten Propagatoren auftreten, was auf Gleichungssysteme
mit u¨ber 3000 Gleichungen fu¨hrt. In der obigen Reduktion wird das komplette Glei-
chungssystem aufgestellt und gelo¨st. Hier wa¨re es effizienter, erst Gleichungssysteme fu¨r
kleinere Werte von r und s vollsta¨ndig zu lo¨sen. Diese Ergebnisse ko¨nnen dann im Zuge
der Reduktion des großen Gleichungssystems immer sofort an den entsprechenden Stellen
substituiert werden.
E.3.3 Formfaktoren
Wir sind jetzt in der Lage die Formfaktoren zu berechnen. Diese ergeben sich mit
SolveFF[diag_, qvt_] := Module[{i1, erg = {}},
For[i1 = 1, i1 <= n[diag, qvt], i1++,
If[DenTopN[F[diag, qvt][i1, 1]][[3]] != 0,
erg = Join[
erg,
AddMult[{{F[diag, qvt][i1, 2] /. q.q -> s,
SolveIntegral[F[diag, qvt][i1, 1]]}}]]
]
];
If[erg == {}, Return[{}]];
For[i1 = 1, i1 <= Length[erg], i1++,
erg = ReplacePart[erg, erg[[i1, 2]] /. IDMasterInt, {i1, 2}];
];
erg = SimplifyList[erg];
For[i1 = 1, i1 <= Length[erg], i1++,
erg = ReplacePart[erg, Simplify[erg[[i1, 1]]], {i1, 1}];
];
erg
]
wobei die Funktion SolveIntegral beno¨tigt wird, die sa¨mtliche Integrale durch die Ma-
sterintegrale ausdru¨ckt:
SolveIntegral[Int_] :=
Module[{i1, den, top, n, erg, zerg, coeff, fertig = False},
{den, top, n} = DenTopN[Int];
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zerg = eqnselim[den, top][[n, 2]];
If[InList2[MasterIntegrale, Int] != 0, Return[{{1, Int}}]];
While[¬ fertig,
fertig = True;
For[i1 = 1; erg = {}, i1 <= Length[zerg], i1++,
{den, top, n} = DenTopN[zerg[[i1, 2]]];
coeff = zerg[[i1, 1]];
If[coeff =!= 0,
If[InList2[MasterIntegrale, zerg[[i1, 2]]] == 0,
erg = Join[erg, AddMult[{{coeff, eqnselim[den, top][[n, 2]]}}]];
fertig = False;
,
erg = Join[erg, AddMult[{{coeff, {{1, zerg[[i1, 2]]}}}}]];
]
];
];
If[erg == {}, Return[{{0, Int}}]];
erg = SimplifyList[erg];
zerg = erg;
];
SimplifyList[erg]
]
DenTopN wird in den vorherigen Funktionen dazu beno¨tigt, die Topologie und die dem
Integral in der jeweiligen Topologie zugeordnete Nummer zu bestimmen
DenTopN[Int_] := Module[{i1, top = {}},
For[i1 = 1, i1 <= 9, i1++, If[Int[[i1]] != 0, top = Append[top, i1]]];
{Length[top],
Position[Topo[Length[top]], top][[1, 1]],
InList2[
Integrale[Length[top], Position[Topo[Length[top]], top][[1, 1]]],
Int]}
]
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