The paper deals with homogenization of a spectral problem for a second order self-adjoint elliptic operator stated in a thin cylinder with homogeneous Neumann boundary condition on the lateral boundary and Dirichlet condition on the bases of the cylinder. We assume that the operator coefficients and the spectral density function are locally periodic in the axial direction of the cylinder, and that the spectral density function changes sign. We show that the behavior of the spectrum depends essentially on whether the average of the density function is zero or not. In both cases we construct the effective 1-dimensional spectral problem and prove the convergence of spectra.
Introduction
The paper is aimed at homogenization of a spectral problem for a second order divergence form elliptic operator defined in a thin cylinder of finite length with homogeneous Neumann boundary condition on the lateral boundary of the cylinder and Dirichlet conditions on the cylinder bases. We make a crucial assumption that the spectral weight function changes sign and assume that both operator coefficients and the weight function are locally periodic in the axial direction of the cylinder.
Under the said conditions we show that the asymptotic behavior of the spectrum depends essentially on whether the average of the weight function over the period is equal to zero or not. In both cases we construct an effective model and prove the convergence result; the estimates for the rate of convergence are also obtained.
The studied spectral problem might have interesting and important applications in the modern theory of metamaterials, that is artificial composite materials engineered to produce a desired electromagnetic behavior with significantly enhanced performance over "natural" structures. For example, when the world is observed through conventional lenses, the sharpness of the image is determined by and limited to the wavelength of light. Metamaterials with negative refractive index aimed at creation of "perfect" lenses, that is lenses with capabilities beyond conventional (positive index) ones.
First initiated by L.S. Pontrgyagin in [15] , the qualitative theory of spectral problems in spaces with indefinite metric was further developed by M.G. Krein [7] , I.S. Iokhvidov [4] and other mathematicians. The detailed presentation of this theory can be found, for example, in books [1, 16] .
The homogenization of spectral problems in the case of positive weight functions was considered in [5, 6, 17] , then in [13] for elasticity system and then in many other works. However, the presence of sign-changing weight function makes the problem nonstandard and leads to new interesting phenomena. For operators with pure periodic coefficients defined in a fixed (not asymptotically thin) domains similar problems have been studied in the recent works [11, 12] . In contrast with problems investigated in these works, for the model considered in the present paper the limit spectral problem is one-dimensional, so that dimension reduction arguments are to be used. We combine the asymptotic expansion technique with the singular measure approach developed in [20] and [2] .
For the density function having positive average the effective spectral problem happens to be a Sturm-Liouville problem. In this case the convergence of the positive part of the spectrum is justified by means of convergence in variable spaces with singular measures.
In the case of zero average weight function the limit spectral problem is that for a quadratic operator pencil. To study this operator pencil we apply the results from [8] combined with usual arguments used when studying Sturm-Liouville problems. It should be noted that in contrast with [12] , the presence of slow variable in the coefficients makes the limit operator pencil nontrivial, so that it cannot be reduced to the standard Sturm-Liouville problem.
The fact that the considered operator is defined in a thin cylinder allows us to build boundary layer correctors in the neighborhood of the cylinder bases and, as a result, improve essentially the asymptotics. As a matter of fact, if the coefficients are sufficiently regular, then arbitrary many terms in the asymptotic expansion can be constructed. This allows one to approximate the eigenpairs of the studied problem up to an arbitrary large power of the small parameter characterizing the microstructure period. The existence of exponentially decaying boundary layer correctors is assured by the results obtained in [14] .
In the last section we address the case when the local average of the weight function changes sign. In this case the convergence of both, positive and negative parts of the spectrum is justified.
The asymptotics of negative part of the spectrum in the case of positive average of the density function will be treated in a separate publication.
The paper is organized as follows. Section 2 contains the statement of the problem together with some preliminary results concerning the structure of the spectrum of the original operator. In Section 3.1 we construct the formal asymptotic expansion in the case when the average of the weight function over the period is positive. The justification of the homogenization procedure is given in Section 3.2. Section 4 is devoted to the case when the average of the weight function is equal to zero. In Section 5 the case when the average of the weight function changes sign is considered.
Problem setup and main results
Let Q be a bounded C Also, for presentation simplicity we assume that
2)
The general case can be treated in the same way, see Remark 3.2 in Section 3 for further discussion. The weak formulation of problem (2.1) is as follows: find λ ε ∈ C (eigenvalues) and u ε ∈ H 1 (G ε ) \ {0} (eigenfunctions) such that u ε (±1, x ) = 0 and (2.3) where v ∈ C ∞ (G ε ) such that v(±1, x ) = 0, (·,·) L 2 (G ε ) denotes the usual scalar product in L 2 (G ε ).
First we study the qualitative properties of problem (2.1) for a fixed value of ε. For this aim, following the ideas in [12] , we are going to reduce the problem under consideration to an equivalent spectral problem for a compact self-adjoint operator. To this end let us introduce the space
equipped with the norm
Thanks to the Friedrischs inequality 
By definition, the operator K ε is symmetric and, since it is bounded, it is self-adjoint. Notice that K ε u can be also introduced as a solution of the boundary value problem
Considering this representation and the compactness of the imbedding H
coincides with that in H ε . We prefer to study the spectrum of K ε in the space H ε because in this space K ε is self-adjoint.
In terms of the operator K ε problem (2.1) takes the form
Exactly in the same way as in [12] (see Lemma 2.1) one can show that the discrete spectrum of the operator K ε consists of two infinite sequences. The following statement holds. 
Taking into account (2.5), we conclude that problem (2.1) has a discrete spectrum which consists also of two infinite sequences. More precisely, we have proved the following result. Theorem 2.1. Under the assumptions (H0)-(H3) spectral problem (2.1) has a discrete spectrum which consists of two sequences
Under proper normalization, the corresponding eigenfunctions u ε,± j satisfy the orthogonality condition (2.6) where |Q | is the Lebesgue measure of Q and δ ij is the Kronecker delta.
The goal of the present work is to study the asymptotic behavior of the spectrum of problem (2.1), as ε → 0. As was already pointed out, the asymptotic behavior of the spectrum depends crucially on whether the local average of ρ(x 1 , ·) is zero on [−1, 1] or not. To avoid the technicalities for the moment, we formulate here the main result of the paper in a slightly reduced form, without specifying the rate of convergence. More detailed formulation can be found in Sections 3-5. 
where (λ
) is the jth eigenpair of the effective Sturm-Liouville problem
with a strictly positive continuous function a
are the jth eigenpairs of the following quadratic operator pencil: 
Moreover, all the eigenvalues ν 0,± j are simple.
) are the jth eigenpairs of the effective spectral problem 
All the eigenvalues λ 0,± j are simple.
Notice that in the case ρ(x 1 , ·) > 0 the eigenvalues of the effective problem form a monotone sequence λ 0,+ j → +∞, as j → +∞, while in the cases ρ(x 1 , ·) = 0 and when ρ(x 1 , ·) changes sign the spectra of the effective spectral problems (2.8) and (2.9) consist of two infinite sequences, tending to +∞ and −∞ (see Theorems 3.1, 4.1 and Section 5). Thus, one cannot characterize the asymptotic behavior of the negative part of the spectrum in the case ρ(x 1 , ·) > 0 in terms of the effective problem (2.7). The negative part of the spectrum will be considered elsewhere. Theorem 2.2 follows from stronger results given in Sections 3-5 (see Theorems 3.2, 4.3, 5.1). In all cases we construct interior correctors, boundary layer correctors in the vicinity of the cylinder bases, and obtain estimates for the rate of convergence.
3. The case ρ(x 1 , ·) > 0
Formal asymptotic expansion
In what follows we denote
We are looking for a solution (λ ε , u ε ) of problem (2.1) in the form 
where a ·k is a kth column of the matrix a( y). Note that ∂ Y = S 1 × ∂ Q . Particular form of the righthand side in the last equation suggests the representation for u 1 ,
with N 1,1 being, for any x 1 ∈ (−1, 1), a solution of the problem
Similarly, collecting the terms of order ε 0 we obtain the problem for u 2 :
The compatibility condition for the last problem reads
we derive the following problem for u 0 : 
Consequently, 
Moreover, all the eigenvalues are simple. (3.6) where N 2,2 , N 2,1 and N 2,0 are y 1 -periodic solutions of the problems
Equating the coefficients in front of ε 1 , we get the equation for u 3 :
The compatibility condition for the last equation reads
where
Determining the boundary conditions for v 1 (x 1 ) at the points x 1 = ±1 requires constructing boundary layer correctors in the vicinity of these points. (3.12) where δ = δ(ε) is the fractional part of ε −1 . Due to our assumption (2.2) we have δ = 0 so that problem (3.12) reads
(3.13)
According to [14] there exists a unique bounded solution (3.13) . It stabilizes to some constantŵ ± , as |y 1 | → +∞:
for some γ > 0. As a boundary condition for v 1 (x 1 ) we choose the uniquely defined constantsŵ ± :
Thus, the problem for v 1 takes the form 
Thus, taking into account the normalization condition (3.5), we have
Under our standing assumptions v
is defined up to a function of the form Cu
, where C is a constant. We fix the choice of v
In this way the function
satisfies the homogeneous Dirichlet boundary conditions on S ±1 . We denote of the asymptotic expansion (3.1). In the case of a generic smooth bounded domain one is unable to construct such a boundary layer due to the disagreement between the periodic structure and the domain boundary. By this reason in [11] and [12] only two leading terms of the expansion have been constructed.
Justification procedure in the case
be the jth eigenvalue and u 0,+ j the corresponding eigenfunction of problem (3.4). For any The goal of this section is to prove the following result. 
(ii) For any j ∈ N,
where U ε,+ j is defined by (3.18) , and (λ
) is the jth eigenpair of the limit problem (3.4). Moreover, the "almost eigenfunctions" are almost orthonormal, that is Proof of Theorem 3.2. We make use of the following statement about "almost eigenvalues and eigenfunctions" (see [18, 19] ). 
Lemma 3.2. Given a compact self-adjoint operator
As v ∈ H ε and ν ∈ R in Lemma 3.2 we use the normalized ansatz (3.18)
and the numbers (λ
is defined by formula (3.16) with u
for some constant C j that does not depend on ε.
Proof. Letting
after straightforward rearrangements we have
Integrating by parts and using the boundary conditions for N 1,1 yield 
Proof. We prove the proposition for u 
Integrating by parts yields
Schwartz inequality and the exponential decay of u
with the constant C depending only on Λ and Q . Then, due to the boundedness of ρ and the Schwartz inequality,
By the exponential decay property of u
The last estimate completes the proof. 2
Further analysis essentially relies on the following statement.
Then, for any w ∈ H 1 (G ε ), the following estimate is valid:
with a constant C independent of ε.
being a solution of the problem
Then we have
Let us turn back to the proof of Lemma 3.3. Since u 0,+ j is a solution of problem (3.4), then
Thus, by Lemma 3.4, , one can show that
is estimated in a similar way: 
It is easy to see that
Using the regularity properties of u 0,+ i and N 1,1 one can easily see that
Then, by the periodicity of N 1,1 in y 1 , we have
Taking into account the exponential decay of u ε,± bl (see Proposition 3.1) we obtain the estimate
Thus,
Considering (3.3) and Lemma 3.4, we get
Consequently, in view of the normalization condition (3.5), one has
and, for sufficiently small ε, Proof. Let us first estimate the norm of the operator K ε ,
where C does not depend on ε. 
Then λ * is an eigenvalue of problem (3.4).
There are several different ways of proving Lemma 3.6. Here we expose the proof based on the technique of convergence in variable spaces with singular measures.
Introduce the "universal domain" 
Let us also recall the definition of the Sobolev space with measure.
In this case z is called the gradient of g and is denoted by ∇ μ ε g.
Since in our case the measure μ ε is a weighted Lebesgue measure, then ∇ μ ε g = ∇ g and the space 
(ii) For any ϕ ∈ C ∞ (R d ) the following limit relation holds:
A sequence {g ε } is said to converge strongly to
Notice that the property of weak compactness of a bounded sequence in a separable Hilbert space remains valid with respect to the convergence in variable spaces.
In order to prove Lemma 3.6 we use the technique of two-scale convergence in variable spaces with measure, so for the reader's convenience we recall the relevant definition.
C , ε > 0;
(ii) The following limit relation holds:
Proof of Lemma 3.6. By the normalization condition (2.6)
thus, up to a subsequence, u
Let us show that in fact the convergence is strong. Denote
Then, due to the Poincaré inequality,
Integrating with respect to x 1 and taking into account (3.27), we get
On the other hand, u ε
The strong convergence of u
is the immediate consequence of the last two formulae.
By Lemma 3.4, ρ ε (x) converges weakly to ρ(
we arrive at the following boundary value problem:
The homogenization theorem for locally periodic elliptic equations in variable spaces (see [2, 20] ) implies that
is a solution of problem (3.4).
It follows from the normalization condition (2.6), boundedness of ρ(x 1 , y) and λ ε,+
.
Considering the strong convergence of u 
Notice that, by Lemma 3.4, ρ ε converges weakly in L 2 (K d , μ ε ) to its average ρ(x 1 , ·) . Thus, passing to the limit in the last identity, we obtain 
Proof. The first statement follows from the normalization condition (2.6) (see proof of Lemma 3.6). The convergence of fluxes is a consequence of the homogenization result used while proving Lemma 3.6. 
Formal asymptotic expansion
Using the arguments similar to those in Section 3.4.1, [12] , yields
for some constants c and C . Considering the last estimate, we look for a solution of problem (2.1) in the form 
Note that, since ρ(x 1 , ·) = 0, the compatibility condition is satisfied. The structure of the right-hand side of the last equation suggests the following representation for u
Then the functions N 1,1 and N 1,0 are 1-periodic in y 1 solutions of the problems
Under assumption (H0) the functions N
Similarly, substituting (4.1) into (2.1) and collecting the terms in front of ε 0 , we have
Rearranging the last three terms in (4.6) gives supplemented with an appropriate boundary condition takes the form of a quadratic operator pencil
The variational formulation of problem (4.9) reads: find u 
The corresponding eigenfunctions can be normalized by
where a eff and C are defined by (3.3) and (4.7), respectively.
Proof. The existence of infinite number of eigenvalues is given by the following classical theorem (see [3, 8] ). 
Theorem 4.2 (Keldysh theorem). Given compact operators T and H , such that H is a normal operator with
In our case the operator pencil has the form 1) . We apply the operator S to both sides of the operator pencil Π(ν 0 ). As a result we obtain
1/2 is also compact positive and self-adjoint with Ker H = {0}. Introducing
The spectrum of the quadratic operator pencil (4.13) is discrete and consists of eigenvalues of finite multiplicity possibly accumulating at ∞. 
, where the constants C 1 and C 2 are lower and upper bounds for a
Thus, we conclude that the number of eigenvalues of H Let us show that the algebraic multiplicity of ν 0 is equal to 1. Suppose there exists ϕ
where Π is defined by (4.9). Using ϕ 1 as a test function in (4.10) and substituting the resulting equality into the last formula yields
In view of (4.9), 0 = 2 ν
We arrive at contradiction. Thus, the eigenvalues of problem (4.9) are algebraically simple. We turn back to constructing the asymptotic expansion. The specific form of the right-hand side of (3.6) suggests the following representation for u (4.14) where N 2,2 , N 2,1 and N 2,0 are y 1 -periodic solutions of the problems
The y 1 -periodic functions q 2 (x 1 , y) and r 2 (x 1 , y) solve the problems
Bearing in mind (4.3) and (4.4), we see that the compatibility condition for (4.18) is satisfied. Similarly, by (4.7), problem (4.19) is solvable. Our next goal is to obtain an equation for v 1 (x 1 ). To this end we substitute (4.1) into (2.1) and collect terms of order ε 1 in the equation and of order ε 2 in the boundary condition. In this way we get the problem for u
(4.20)
where B(x 1 ) and C(x 1 ) are defined by (4.8) and (4.7), respectively, and
Here for brevity we denotẽ 
with δ being the fractional part of ε −1 , which is equal to zero in view of condition (2.2). There exists a unique bounded solution w ± ∈ C 1,α (G ± ) of problem (4.23) stabilizing to some constantŵ ± , as |y 1 | → +∞ (see [14] ): 
where the constant F is given by
It follows easily from (4.9) that
Thus, ν 1 can be defined in such a way that (4.25) possesses a solution. Namely,
We fix the choice of the function v 1 by setting
Note that, in view of the regularity assumptions (H0), v
satisfies the homogeneous Dirichlet boundary conditions at x 1 = ±1.
Justification procedure in the case
be the eigenvalues and u 0,± j the corresponding eigenfunctions of problem (4.9). For any Let us emphasize that, due to the presence of the boundary layer terms, the function U ε,± j satisfies the homogeneous Dirichlet boundary conditions on S ±1 , and, as a consequence, belong to the space H ε .
We denote by ν 1,± j a constant defined by (4.27) with u
. For the readers convenience we recall its definition. 
Here ν by (4.29) . Moreover, the "almost eigenfunctions" satisfy the almost orthogonality and normalization condition
By (4.9), the average of
Integrating by parts and bearing in mind the regularity properties of u 1,± j and assumption (H0), one can see that
Thus, 
There are several "typical" terms in the expressions for J ε xx , J ε xy , J ε yx and J ε yy to be estimated. For example, using the regularity properties of a(x 1 , y), u 0,± j and u
Then, taking into account the exponential decay ofũ ε bl one can see that
In view of boundedness of ∂u 1,± j /∂x 1 and periodicity of
and, thus, by Lemma 3.4
Recalling the definition of the effective coefficient a eff and of the function C(x 1 ) (see (3. 3) and (4.7), respectively), by Lemma 3.4, we have
In view of the normalization condition (4.11), Proof. By the definition of the operator K ε ,
Arguments similar to those in Lemma 3.4 yield Proof. In view of Lemma 4.2, ελ ε,± j converges to some ν * ∈ R \ {0}. Let us show that ν * is an eigenvalue of the operator pencil (4.9). The weak formulation of problem (2.1) has the form
Integrating by parts leads to the equality 
We would like to emphasize that, in contrast with ansatz (4.29), we do not add the boundary layer corrector here. The reason is that v(x 1 ) is equal to zero at points ±1 together with all its derivatives, that yields V ε (±1, x ) = 0.
Simple transformations yield
In view of (3.3), (4.8) and (4.7),
Using Lemma 3.4 and normalization condition (2.6), we obtain
Then, integrating by parts one gets
Estimating the terms on the right-hand side of the last equality yields
By definition of the measure μ ε (see Section 3)
Passing to the limit in the last equality, taking into account the strong convergence of u
Integration by parts gives
Thus, u * satisfies the equation 
, and, consequently,
Taking into account estimate (4.37) and the definition of the measure μ ε , we have
Considering (2.6), (4.37) and (3.26), we obtain 
as ε → 0. Denote by S(x, y) a solution to the following problem
, we rewrite T ε as follows
Clearly, R ε 1 is uniformly in ε bounded. Therefore, the second term on the right-hand side tends to zero, as ε → 0. Integration by parts in the first term yields
are uniformly in ε bounded, the first term also tends to zero, as ε → 0, which implies that lim ε→0 T ε = 0. This contradicts (4.40). We conclude that i = k. (3.13) ) and the corresponding constantsŵ ± , and repeating once again the computations of Section 3.1, we arrive at problem (3.15) that reads
with F (x 1 ) defined by (3.11).
In view of (5.5), normalization condition (5.2), and by the Fredholm theorem, the solvability condition of the last problem reads λ 1 = −λ 
