Abstract-The issue of efficiently selecting the best available wireless network by a mobile device is an area of active research. Many researchers have proposed several strategies and policies for selecting the appropriate network. These policies differ among each other due to various reasons. The state and load of networks, number and types of wireless networks considered, and preferences of users are some of the reasons that attribute to differences in those proposed policies. As a result, the applicability and efficiency of those policies depend upon certain situations and circumstances. We propose, in this paper, a new concept that will help in utilizing these various policies in a manner that will give better results in a longer run and in various kinds of situations. We have a pool of policies available, and our proposed method will select the policy that is most appropriate according to the current state of user. We modeled this problem as a Markov Decision Process. In the end we provide some heuristics to support our work.
I. INTRODUCTION
In the new world of communications, we see a huge growth and popularity of wireless and mobile communications. More users are switching to using all kinds of voice and data services on their cell phones, smartphones and PDAs. This phenomenon gives rise to the need of providing continuous connectivity and service to the subscribers, regardless of where they are and how fast they are moving. To fulfill this need, on one hand there must be a large number of network and service providers covering vast geographical area and providing broad range of services on wireless medium. On the other hand, user devices should be able to detect and connect to various types of wireless/mobile networks by selecting the appropriate one.
Due to the popularity and expansion of wireless access networks, and availability of multiple radio access technologies (RAT), the issue of wireless network selection is getting a lot of attention in research circles and academia. Researchers have focused on this issue from various aspects such as; initially selecting a RAT or handovers, and selection distributed at user end or centralized at the core of network.
In [1] , [2] , various algorithms are proposed for initial selection of RAT and for the handover scenario. Two networks ( UTRAN,GERAN) are considered and selection policy is based upon the capability and suitability factors that are combined to devise a term fittingness factor.
In [3] , [4] , selection of RAT has been modeled as Markov Chains. Several policies have been proposed in [3] , with each policy based upon separate criteria, such as; preferences of allocating voice traffic to one of the networks available, and factors such as load of network and capability of user terminals. In [4] , the selection policy is mainly based upon the vertical handover cost, and markov model has been used with transit-out probability to calculate handover rate.
Game theory-based approach has been adopted in [6] , [5] to model the problem of selection of RAT. In [6] , Factors considered are users QoS requirements, signal strength, mobility rate, distance and network load.
Similarly multiple factors with aggregation have been considered in [7] , [8] , [5] .
II. PROBLEM DESCRIPTION
In this paper, we deal with the problem of selecting the appropriate network from among the various available heterogeneous wireless networks. A certain Network Selection Scheme (NSS) defines how a network would be selected for communication based on some defined factors. There can be various NSSs on the basis of different sets of criteria and different factors considered. Naturally, on the basis of factors considered in an NSS and the weights given to each factor, that NSS will give good results in some particular situations, and will not perform efficiently in some other contrasting and changing scenarios. Therefore, in the longer run, that NSS might not perform according to the expectations, and might give poor results than anticipated as compared to its better performance in a limited time period.
During an ongoing communication or after a certain period of time, it is possible that the overall state of the network or the circumstances of a user may change drastically. These changes sometimes require that either some other factors may also be considered, or the weight of each factor may be modified to better accommodate the current changed scenario. This requirement is usually not fulfilled while using a static NSS.
III. PROPOSED METHODOLOGY
To solve the above mentioned problem, we propose a 2-layered approach. Upper layer dynamically selects the most appropriate NSS according to the major changes in the state of a user. In the lower layer, that chosen NSS selects the most appropriate wireless network according to the changing states of network. In this proposed method, we have a set of NSSs available for use. One NSS will be enforced at one time, and will continue unless some major change occurs in the state of a user. As soon as that major change occurs, the system will dynamically reevaluate all the NSSs and enforce the NSS which is best suitable for this changed scenario. Using this method, we can utilize various NSSs, and use a NSS which suits best for the current state of the system. We propose to implement this methodology in a user communication device. Therefore, we will focus mostly on the different changing states of the user for the purpose of decision-making regarding the best NSS to be enforced. With the perspective of a user, we consider four factors in our research i.e. mobility, voice, data, cost. While the first 3 factors are self-explanatory, Cost is the provider costs of using the services of a network. Any change in any one of these factors will trigger the re-evaluation of all NSSs to find out the best NSS for this current changed state.
There are two major advantages of using this method. First is that we can keep the NSSs simple. It means that while a certain NSS is in force, it should not include state of a user in its calculations and focus only on state of network. This will reduce the overhead and will be more efficient in the longer run. Second advantage is that according to the current state of a user, we can select the best possible NSS that will provide better overall performance improvement over extended period of time.
A. Development of Network Selection Schemes
We consider three wireless networks in our research i.e. WLAN, WiMAX, and UMTS. In order to develop appropriate selection schemes, we develop Table I showing the level of support each network {WLAN, WiMAX, UMTS} has for each of the four factors {Mobility, Voice, Data, Cost}.
In the development of this table, we considered general characteristics of each wireless network [10] in terms of its suitability and support for these four factors under consideration. For example, we found out the suitability of each network in terms of the support for mobility. Then, we compared the 3 networks with each other and came up with a table based on comparison, instead of absolute values. Therefore, in terms of mobility, UMTS is better than the other two and thus it gets High, WiMAX is better than WLAN, so it gets Mid and WLAN gets Low. We applied similar approach for Voice, Data and Cost factors. In order to be able to evaluate the selection schemes distinctively, we need to quantify this data. For this purpose, on the scale of 1-10 { Low = 1-3, Mid = 4-7, High = 8-10 }, we assign appropriate number along with each value.
To demonstrate our proposed method, according to the Where 'UMTS > WiMAX' means UMTS has higher preference over WiMAX. In these schemes, for the sake of simplicity, the criterion of selection is the availability of the 1st preference network. If its not available, then 2nd preference network will be used, and so on.
B. Suitability of Network Selection Schemes
In the next step, we apply the same method to find out the suitability rank of each of the four NSSs, for each of the four factors. For each of the NSSs, to calculate the suitability rank, we assign different weights to 1st, 2nd and 3rd preference networks in that scheme. The weight of first preference network is 1/2, 2nd preference network is 1/3, and 3rd preference network is 1/6. We extract the value from Table I for each {network,factor} pair and multiply it by the corresponding weights. We, then sum up the calculated values of each row, to find out the suitability rank of that factor. The values and associated ranks are shown in the Tables II, III, IV, V. 
IV. MDP MODEL FORMULATION
Our proposed method depends upon the ability to make decision dynamically according to the changes in the system. Therefore, our model is based on Markov decision Process, which is a stochastic approach for decision making. An MDP based model consists of following 5 ingredients [9] .
A. Decision Epoch
Decision epochs are the changes that occur in the system during any state, which triggers the MDP to evaluate and make the decision to move on to another state. In our case the decision epochs are represented as a 3-dimensional vector of events happening at the user end.
where V = { m=mobile, s=stationary }, S = {v=voice, d=data} and C={l=low-cost, n=no-preference}. low-cost means user prefers a low-cost network.
B. System States
A system state consists of the observable state of the environment at each decision epoch, and the current selection scheme that is in effect. It is represented as a 2D vector: X = E × P , or expand E to make it a 4D vector:
where P = {MS, V S, CS, DS} and MS=Mobility Scheme, VS=Voice Scheme, CS=Cost Scheme, DS=Data Scheme.
C. Actions
Set of possible actions in each state is a set of all selection schemes available:
A = {MS, V S, CS, DS}
System may decide to continue using the same selection scheme, or to change over to another.
D. Transition Probability
Transition probability from state X i to state X i+1 is the probability of randomly selecting 1 out of 4 available selection schemes, only in case E i+1 is not the same as E i .
The reward received while in the current state X i and choosing an action A i can be expressed as:
To calculate the actual reward, we will first calculate the overall rank of the selected selection scheme A i , using the changed decision epoch variables. The equation for rank of a selection scheme (Rk) will be expressed as:
That is, ranks of factors of decision epoch E i+1 from the table of selection scheme A i will be added together. Similarly we will find out the maximum possible rank by iterating the above process through all possible actions A. Hence the actual reward received is expressed as:
This is the expression of optimal policy in which γ is the discount factor. Total reward is measured as the expected discounted sum of all the rewards received R(X i ), by iterating through all possible state sequences, by using Value Iteration Algorithm. An optimal policy is the one which produces the highest possible total reward.
V. HEURISTIC RESULTS
To explain our research using heuristic results, we consider following 3 cases:
1) Switch between voice and data services: We assume that a user with a mobile device is currently in a particular state in the system: X i = {s, v, l, V S}, that is; user is stationary, using voice services, wants low-cost networks and currently Voice Scheme is being used. The user switched over from using voice services to data services, thus:
Now we calculate the overall rank based on the changed state of user and the action taken. Thus from Data Scheme Ranks (Table IV) we get the ranks for stationary, data, and low-cost factors. To calculate the maximum rank possible for all the available Actions, we repeat the above process for each of the other schemes (Table II, 2) Switch between stationary and mobile states: We repeat the process by taking X i+1 of the previous step as our current state X i in the system. The user switched over from being stationary to mobile, thus: We notice that our selected Action already has the maximum possible rank. Thus the actual received reward is r(X i+1 |X i , A i ) = 18.78/18.78 = 1
3) Cost not being a factor:
The user has indicated that he doesn't care about cost, thus: 
A. Discussion
In case 1, stationary factor got the value '0' assigned to it because we don't have this factor in our Scheme Ranks tables. The reason is that unlike other factors, where each of them has its own distinct demands, being stationary doesn't put any special requirements upon wireless networks. Therefore, we only consider the other set of factors to calculate the ranks.
In case 3, no-cost factor means that the user has indicated not to consider cost as a factor. That means the user is not worried about paying money, he only cares about getting the best possible service. Also the selection scheme (Mobility Scheme) was again selected, which means although the state changed, the selection scheme remained the same.
Selection of particular action is random and all 4 possible actions have the same probability of getting selected. Therefore, the transition probability from one state to another is same for all the actions, that is 1/4. Thus, the transition probability would serve just as a constant multiplication factor for each of the calculated reward.
Rewards are received whenever the state changes, regardless whether the selection scheme changes or not. For each given state, the better policy is the one whose reward is closer to 1. The best policy would be to choose the action that generates the maximum reward of '1' for that state, as shown in case 2. Overall, the optimal policy would be the one which generates the maximum possible long term total rewards.
VI. CONCLUSION
In this paper, we introduce a new approach towards the issue of selecting the appropriate Radio Access Technology in a heterogeneous wireless networks environment. We propose a methodology of selecting and then implementing and enforcing the most appropriate Network Selection Scheme according the given state of a user and we plan to implement it in a user device. Possible implementation issues would be time-consuming optimal policy calculations. But these calculations can be done in advance and results can be stored in a table because our state space is small. We consider 3 wireless networks {WLAN, UMTS, WiMAX} and four factors {mobility, voice, data and cost} in our work. To demonstrate our work, we develop 4 NSSs based on the simple preferencebased criteria, favoring each of the considered factors. The proposed methodology is modeled as a Markov Decision Process with the objective of maximizing long term expected total rewards, which means the most efficient NSS is in effect, and that NSS would ensure the most appropriate network is being used at any given time. As a next step, we plan to use value iteration algorithm to solve the optimality equation and provide simulation results to demonstrate the efficiency of our proposed system.
