Two aerodynamic shape optimization geometry control methods, B-spline surface control and free-form deformation (FFD), are applied to three optimization problems and compared on the bases of optimal shape performance and problem setup ease of use. For both methods, the geometry is parameterized using B-spline surfaces, with mesh movement accomplished using an e cient integrated technique. Gradients for the optimization algorithm are computed using the adjoint method. The first problem is a wing twist optimization under inviscid, subsonic flow, achieving an elliptical load distribution. The second is a lift-constrained drag minimization of a wing under transonic flow based on the Reynolds-averaged Navier-Stokes (RANS) equations. The third involves lift-to-drag ratio maximization, based on the RANS equations, beginning from a classically-shaped blended wing-body aircraft and converging to a lifting-fuselage configuration. B-spline surface control is often found to result in slightly better performance; however in general both methods perform equally well. FFD provides a more general approach to problem setup, decoupling geometry control from parameterization. Overall, the results suggest that B-spline surface control is better suited for simple geometries such as wings, while FFD is better suited for complex geometries such as unconventional aircraft and for implementation with multistart algorithms and adaptive geometry control approaches.
I. Introduction
Growing concern over the negative impact of carbon emissions in the environment and the rise of jet fuel prices pressure aircraft manufacturers to prioritize minimizing fuel burn when designing new aircraft.
One key focus of technology advancement is improving aerodynamic performance through drag minimization using computational fluid dynamics (CFD). On its own, a CFD solver can analyze a single, specific design, but by coupling the solver with an optimization algorithm and geometry parameterization and control tools, designers are able to perform aerodynamic shape optimization (ASO), in which a given aerodynamic shape, such as a wing, is iteratively re-designed and re-analyzed, moving towards an optimal shape. 1-10 The importance of highly e cient and accurate CFD and optimization algorithms for the success of ASO is obvious, but another key component of ASO is the technique used to control the shape of the geometry throughout the optimization. The geometry control method defines what shapes can actually be explored during the optimization. It must be flexible enough to handle both detailed local changes, such as airfoil section shape, and global shape changes, such as planform shape, to ensure the true optimum is achieved.
As a result, much work has gone into developing and evaluating di↵erent geometry parameterization and control techniques.
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Although this is not typically done, we make a distinction between geometry parameterization and control.
While the variables used to parameterize the geometry can be controlled directly, it can be advantageous to use a second set of design variables to control the variables that parameterize the geometry, thereby decoupling parameterization and control. For example, Anderson et al. 14 solve a set of discretized partial di↵erential equations on a control grid surrounding the geometry to perturb the underlying surface. Another example is the two-level approach of Gagnon and Zingg, 15 further discussed below, which retains the geometry parameterization of Hicken and Zingg 16 but uses a di↵erent approach to geometry control.
Perhaps the most obvious approach to both geometry parameterization and control is the discrete approach, in which the grid nodes directly define the surface and are the design variables. 26 This provides good local control and the simplicity of being able to use the computational grid without any additional parameterization, but can su↵er from high cost for a dense surface grid, poor smoothness, and the absence of an analytical representation of the geometry.
The number of design variables can be reduced through the use of polynomial or spline approaches.
In particular, B-spline curves are popular, since they can parametrize complex geometries e ciently and accurately and can also be used for geometry control through manipulation of control-point coordinates. 17 In addition, the more general non-uniform rational B-splines (NURBS) are able to define implicit conic sections exactly. 27 Free-form deformation (FFD), first formally introduced by Sederberg and Parry, 28 can be visualized by embedding a flexible object of interest inside a flexible volume, and deforming both of them simultaneously by deforming the lattice of the volume. Since this is a volume-based parameterization, its applications can be extended to consider structural deformations in multidisciplinary design optimization. FFD is typically used as a method of geometry control and requires an underlying geometry parameterization; surface mesh nodes are often used for this purpose.
Another geometry control approach is the PARSEC method 18 which employs 11 parameters to define an airfoil. These parameters, such as leading-edge radius and trailing-edge angles, are of physical interest to designers, making this method popular for its intuitive concept, but it is overly restrictive for many applications.
The MASSOUD approach 19 also takes the approach of defining design variables such as thickness and camber, but parametrizes perturbations to the shape instead of the actual geometry. Analytical approaches add shape functions to a reference geometry. For example, Hicks-Henne "bump" functions 20 add weighted sine function perturbations to a baseline geometry to produce a new geometry. The Class function/Shape function Transformation (CST) 21 method defines geometries as a product of a class function defining the general geometry profile and a shape function defining key design parameters. The accuracy and flexibility of the CST method has been combined with the intuitiveness of the PARSEC method in a more recent airfoil parameterization technique. 22 Proper orthogonal decomposition-based (POD) schemes take a training set of airfoils and generate a set of most important orthogonal shape modes to be used as design variables. The approach was introduced by Toal et al. 23 and has been used to reconstruct supercritical airfoils 29 and a larger range of airfoils, outperforming the Hicks-Henne "bump" functions and a linear approximation to the PARSEC method in a series of shape recovery studies. 30 This is by no means a comprehensive list of all geometry control options available, and the reader is encouraged to consult Samareh 11 for more details.
Castonguay and Nadarajah 13 compared using mesh points, B-spline curves, Hicks-Henne bump functions, and the PARSEC method for airfoil design. For a viscous transonic inverse design case, mesh points and B-spline curves provided higher levels of accuracy. B-spline curves and Hicks-Henne bump functions were compared for lift-constrained drag minimization for the same case and showed comparable performance. A similar study was presented by Mousavi et al. 12 for a wing comparing mesh points, B-spline surfaces, and CST. B-spline surfaces and mesh points outperformed the CST method for both the inviscid transonic inverse design and drag minimization studies. Amoiralis and Nikolos 24 conducted a comparison between FFD and B-spline surface control and found that FFD generally led to a greater reduction of the cost function for a comparable number of design variables for a series of inverse optimizations. The optimizations conducted, however, were two-dimensional inverse problems and used a low-fidelity solver. 31 Masters et al. 9 compared B-splines, Bezier surface FFD, CST, Hicks-Henne, a radial basis function domain element approach, and a POD method, applying the methods to the drag minimization of a NACA0012 airfoil in inviscid flow at zero angle of attack at Mach 0.85, with the constraint that the airfoil could only be thickened. The ability to ensure smooth geometries was shown to be a key requirement for faster optimization convergence, and the B-spline approach was shown to achieve the lowest drag. The same methods, plus PARSEC, were compared by Masters et al. 25 for shape recovery of a dataset of more than 2000 airfoils. The results varied depending on the error tolerance values used, but considering a range of numbers of design variables, the POD-based approach provided the most e cient design space coverage, while B-splines generally outperformed the FFD approach.
B-spline surface control has been applied extensively and successfully in the authors' research group in two 32 The implementation also features the inclusion of an axial curve to which the FFD volume is attached. The axial curve, whose mathematical definition is decoupled from that of the FFD volume, provides an intuitive way to make large scale changes to the FFD volume.
The question arises as to which geometry control method is preferred for high-fidelity aerodynamic shape optimization, in particular exploratory optimization where substantial shape changes are expected. Previous comparison studies involving the two methods were done in two dimensions. 9, 25, 31 The purpose of this paper is to perform a detailed comparison of the two techniques by applying them to a suite of three-dimensional optimization problems in order to determine the limitations and advantages of each. While we compare geometry control through FFD with axial curves with B-spline surface control, geometry parameterization is achieved through B-spline surfaces in both cases.
The comparison study between the two geometry control methods will be conducted by evaluating the methods on the bases of:
• Quality of final shape (objective function value)
• Robustness in dealing with di↵erent classes of problems (Euler, Reynolds-averaged Navier-Stokes (RANS); subsonic, transonic; small refinements, large shape changes)
• Ease of use (e.g. problem setup and implementation of constraints)
To provide a basis for comparison, three optimization cases are considered: The remainder of the paper is organized as follows: Section II summarizes the algorithms used in the aerodynamic design optimization framework called Jetstream. Section III presents the results obtained for the three optimization problems. Section IV provides a discussion comparing the geometry control methods based on results and experience from the three cases. Section V outlines conclusions and recommended future work. :
II. Methodology
The basis functions are functions of computational coordinates ⇠ and are joined at the knot locations defined by the knot vector
The p + 1 repeating knots at the ends of the vector ensure that the curve passes through B 1 and B N . The B-spline basis functions are defined recursively in terms of parameter space and the knot vector as
Extending these concepts to multidimensions, a B-spline surface or volume can be defined similarly as a tensor product, with a volume defined as
where ⇠ = (⇠, ⌘, ⇣) are three-dimensional parametric coordinates.
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Grid Fitting Procedure
Whether B-spline surface or FFD control is used for the optimization, each block in the multi-block structured mesh is fitted with a cubic B-spline volume with a specified number of control points. Cubic B-spline volumes are typically used, since they accurately and e ciently capture an initial geometry and provide good geometric flexibility.
The fitting procedure for a given block is summarized as follows. 16 The parametric values of the grid nodes are located based on a chord-length parameterization, consistent with the knot vector definition (see below). Next, spatially varying knot vectors are determined, providing a B-spline basis that can be tailored to the geometry to provide a more accurate fit. A chord-length parameterization is used to define the edge knots, which produces a control mesh that is a coarse approximation to the computational mesh. Bilinear knots are used for the internal knots. The control-point coordinates are determined by solving a least-squares problem to best fit the initial volume grid. The results of the fitting are an analytical B-spline surface definition of the geometry and a B-spline control grid that is used for the mesh movement, which is described later.
The control mesh is a coarse approximation to the computational mesh. Hyperbolic node distributions are used during mesh generation, and the analytical B-spline volumes describing each block allow for parametric grid refinement that preserves the hyperbolic distribution and produces refined grids of the same "family".
B-spline Surface Control
If B-spline surface control is used, the control points defining the geometry's surface are taken as the design variables. The local support property of B-splines means that the influence of a single control point on the surface is localized. In general, each of these control points can have a degree of freedom in each of the three coordinate directions. To help optimization convergence by minimizing the number of design variables, minimize control point cross-over, and define design variables that are intuitive for aircraft design, certain degrees of freedom can be frozen or constrained into groups. For example, the z-directional freedom can be left free to define sectional design variables, but also constrained to define twist and dihedral design variables. The x-directional freedom is usually constrained to define chord and sweep design variables, and the y-directional freedom constrained to define span design variables. The block face defining a surface is sometimes called a surface patch. Control points around patch interfaces can be constrained to maintain desired levels of continuity, for example, C 1 or C 2 continuity.
A generalized approach for dealing with B-spline surface design variables and constraints called region design variables has been developed 40 and is used for Case 3. The approach was developed to enable the user to optimize a wide range of geometries without the need to implement customized design variable and constraint definitions. It is currently compatible with grid topologies defining the wing in terms of upper and lower surfaces, as is the case for H-H and H-O topologies.
Free-Form Deformation Geometry Control
Free-form deformation 28 (FFD) is the second geometry control method to be considered. In traditional aerodynamic design optimization practice, the embedded objects are the surface grid nodes. [33] [34] [35] [36] In Jetstream, however, the embedded objects are taken as the B-spline surface control points defining the geometry, and the FFD volume is a cubic B-spline volume. 15 This maintains an analytical definition of the geometry and allows the mesh movement, described later, to be performed in the same way as with B-spline surface control.
The FFD volume is created using a geometry generation tool called GENAIR. 41 Numerically, FFD is executed using two functions. The first is the embedding function and is evaluated only once. The coordinates of the surface control points are mapped from physical space to the parametric space of the FFD volume. This is accomplished using a Newton search algorithm. Referring back to 
Axial Deformation
The FFD approach described above was enhanced by Gagnon and Zingg with the addition of axial deformation capabilities. 15 The concept was introduced by Larazus et al. 42 and is similar in principle to FFD. One or more axial curves are placed within or outside the geometry. The points defining the object are mapped to the nearest point along the curve. The curve is then deformed, and the coordinates of the geometry are re-evaluated based on the mapping to the axial curve.
As an example from Gagnon and Zingg, 15 Figure 1 shows how an axial curve can be used to deform a wing. The axial curve is a B-spline curve given by Equation 1. In this case, it is placed at the quarter-chord, but the leading and trailing edges are also common choices. Each FFD control-point cross-section has its own local orthonormal coordinate system with its origin located on the axial curve and oriented such that the plane of each cross-section remains in line with the free-stream flow direction. The cross-sections remain "attached" to the axial curve as it is deformed through the manipulation of its B-spline control points. As before, the B-spline surface control points are embedded within the FFD volume.
The complete set of design variables are defined as follows:
• Sweep: x-directional translation of axial control points
• Span: y-directional translation of axial control points
• Dihedral: z-directional translation of axial control points
• Twist: rotation or twist of FFD cross-sections about axial curve
• Chord: scaling FFD cross-sections about axial curve
• Section: z-directional translation of FFD control points in the cross-section's local coordinate system
It is worth noting that the particular cases in this paper focus more on the FFD design variable capabilities,
i.e. twist, chord, and sectional changes, and do not exploit the full capabilities of the axial curve. 15, 38
Linear-Elasticity Mesh Movement
The method employed in Jetstream to update the computational mesh once the geometry has been modified is based on a linear-elasticity model. 43 The model is applied to the control mesh rather than the computational mesh, making the mesh movement much cheaper to compute while still maintaining high mesh quality. 16 The algorithm can be performed in increments to improve mesh quality for large shape changes. Since the original mesh fitting provides the parametric values of the grid nodes, algebraic recomputation of their coordinates in physical space is quick to perform.
B. Flow Solver
The flow solver in Jetstream is a three-dimensional multi-block structured finite-di↵erence solver. The parallel implicit solver uses a Newton-Krylov-Schur method and is capable of solving the Euler or Reynoldsaveraged Navier-Stokes (RANS) equations. 44, 45 Spatial discretization of the governing equations is performed using second-order summation-by-parts operators. Boundary and block interface conditions are enforced weakly through simultaneous approximation terms, which allow C 1 discontinuities in mesh lines at block interfaces. Deep convergence is e ciently achieved using an inexact-Newton phase, while globalization is provided by an approximate-Newton start-up phase. The resulting large, sparse linear system is solved using the flexible generalized minimal residual method with an approximate-Schur parallel preconditioner. The RANS equations are closed using the Spalart-Allmaras one-equation turbulence model. A scalar artificial dissipation scheme 46, 47 is used for the cases in this thesis, but matrix dissipation 48 can also be used.
C. Gradient Evaluation and Optimization Algorithm
The general optimization problem can be posed as follows: , if using B-spline surface geometry control, or the FFD control points, if using FFD geometry control, and may also include angle of attack. There can be additional linear and nonlinear equality and inequality constraints.
Gradient Evaluation
Gradients are calculated using the discrete-adjoint method at a cost virtually independent of the number of design variables. While it has been shown that gradient-based multistart or hybrid algorithms can be used for multimodal problems, 49 this approach is not taken here. Therefore, the minima achieved are local minima, and may or may not be global minima. For optimality, the Karush-Kuhn-Tucker (KKT) conditions must be satisfied. 50 Once the mesh movement and flow solution have been computed, the resulting flow and mesh adjoint equations must be solved. The flow Jacobian matrix is formed by linearizing its components, including the viscous and inviscid fluxes, the artificial dissipation, the turbulence model, and the boundary conditions. The flow adjoint system is solved using a modified, flexible version of GCROT, 51-53 and the mesh adjoint system is solved using a preconditioned conjugate-gradient method.
SNOPT
Once the gradients are computed, they are passed to SNOPT (Sparse Nonlinear OPTimizer), 54 a gradientbased optimization algorithm. It can handle both linear and nonlinear constraints, satisfying linear constraints exactly. SNOPT applies a sparse sequential quadratic programming algorithm that approximates the Hessian using a limited-memory quasi-Newton method. 
Optimization Problem
The optimization problem is the drag minimization of a rectangular wing with zero-thickness trailing-edge NACA 0012 sections in inviscid, subsonic flow. 55 The freestream Mach number is 0. 
Grid
An H-H-topology grid is used for this case. To establish grid convergence, the optimization level grid is refined by a factor of 2, 3, and 4 in each direction, giving the grid family with parameters shown in terms of chord units in Table 1 . The locations of the new nodes added during refinement preserve the hyperbolic nodal distribution. Drag coe cient and span e ciency factor at C L = 0.375 are reported in in Table 1 for the di↵erent grid levels. The medium and superfine grids, which di↵er in grid size by a factor of 2 in each direction, give C D values within 1 drag count of each other. The span e ciency factor of the initial geometry is unity on the coarse mesh, but the refinement study shows there is in fact room for improvement. The superfine mesh is chosen for refined analysis of the optimized geometries.
Geometry Control Setup
The upper and lower wing surfaces are each parameterized by two surface patches. For the B-spline surface optimizations, the twist for the spanwise stations on the tip patches is constrained to be a linear extrapolation of the twist between the two adjacent stations on the inboard patches. This prevents the optimizer from exploiting the surface control point clustering at the tip to create a non-planar feature. This is not necessary for the FFD optimizations since the FFD spanwise stations are uniformly spaced along the span. This highlights one of the advantages of FFD's decoupling of the design variables from the surface definition. In some cases, a large number of surface control points may be needed to accurately define a certain geometric feature -in this case, the wing tip cap -but a high degree of geometric flexibility in this region may not be desired. With B-spline surface control, this necessitates additional constraints to be implemented, while with FFD, design variables can be clustered to strategically give fine control only where needed.
For all optimizations, 19 chordwise surface control points per surface are used to parameterize the geometry. For the FFD optimizations, 31 spanwise surface control points are used on the inboard patches.
Five spanwise surface control points are used for the tip patches in all cases to maintain a consistent tip cap geometry. Fewer surface control points were used for the tip patches in comparison to the inboard patches due to their relative di↵erence in size. In addition, using too many surface control points at the tip can increase the risk of control point crossover. For both geometry control techniques, the number of twist design variables is varied up to a maximum of ten; the initial design variables for both ten design variable cases are displayed in Figure 2 . points, as well as angle of attack, which is initially set to 2.2 degrees. The trailing-edge surface control points are fixed to permit arbitrary wing twist about the trailing edge, except at the root, where the leading-edge surface control point is also fixed. The volume must be greater than or equal to the initial volume of 0.2617 cubed reference units, and the sectional thickness t must remain greater than or equal to 25% of the initial thickness t baseline . This problem formulation leads to a wing that is excessively thin in places and therefore not structurally practical, but the high degree of geometric freedom permitted makes it a good test of the optimization methodology. The problem can be summarized as follows:
Initial Geometry
The initial geometry is the wing of the Common Research Model wing-body configuration from the Fifth Drag Prediction Workshop, 56 which has a blunt trailing edge. The wing geometry was obtained by removing the fuselage, translating the leading-edge root to the origin, and scaling the geometry by the MAC of 275.8 inches. 40 
Grid
An O-O-topology grid was used for this case. The O-O-topology is better suited for the blunt trailing edge than the H-H-topology and also provides a more e cient nodal distribution, enabling equivalent numerical accuracy with significantly fewer grid nodes in comparison to the H-H grid topology used in the first optimization problem. The coarse grid was refined by factors of 2 and 4 in each direction using parameter refinement to produce fine and superfine grids, and the grid family is described in Table 2 . Table 3 provides the drag and moment coe cients calculated from the refinement study for the baseline geometry, with the angle of attack adjusted to give a lift coe cient of 0.5 in each case. 
Geometry Control Setup
The O-O grid topology gives leading-and trailing-edge patches which are not compatible with the required top and bottom surface definitions of the region design variable approach, 40 described in Section 2, for generalizing the treatment of B-spline surface control. As a result, thickness and patch interface continuity constraints must be developed for this specific topology. On the other hand, the FFD formulation does not depend on the topology of the underlying geometry, so no special treatment is needed for the thickness constraints applied to the FFD control points. The thickness constraints are implemented in a more general form that works for arbitrary grid topologies. Due to the two-level nature of the FFD control, however, the thickness constraints are not as precisely enforced as with B-spline surface control. Nonlinear patch interface continuity constraints are not implemented for FFD since the larger FFD control point spacing relative to the surface control point spacing at the interface is expected to give negligible discontinuities.
However, the requirements of fixed trailing-edge and leading-edge root control points are more easily 
Results
For B-spline surface geometry control, there are a total of 15 spanwise design sections, and each section is adequate to obtain a good fit to the original geometry.
Optimizations are conducted using both geometry control methods on the coarse grid. The results of the optimizations are summarized in Table 3 , which provides the C D and C M computed on the optimization, fine, and superfine mesh levels, with the angle of attack adjusted to give C L = 0.5. On the coarse mesh, B-spline surface control gives lower drag than FFD by about 2 counts. The drag di↵erential essentially disappears, however, when the final geometries are evaluated on the superfine mesh.
Sectional pressure plots evaluated on the superfine mesh and airfoil sections are plotted in Figure 7 by both parameterizations with the highly cambered leading edges, for example at 26.7% span. Despite the leading-edge root control point being fixed by both cases, the wing from the B-spline surface optimized appears to have higher twist overall, and the final angle of attack is lower. Figure 8 shows the convergence history of SNOPT for the two optimizations on the coarse mesh. The feasibility and optimality tolerances are both set at 1⇥10 6 . Optimality is reduced by about two orders of magnitude with respect to its highest value in each case. The di↵erences in initial optimality as well as the convergence rate between B-spline surface and FFD control may be due to design variable scaling. Greater reduction in optimality for the B-spline case is possible with further optimization; however the merit function plot, which tracks with C D A, shows that most of the drag reduction has already been achieved. The merit function for the FFD optimization is also flattening out, but is not quite as flat. The optimization exited, however, since the optimality tolerance was reached. The FFD optimization was repeated with a lower optimality tolerance, but this a↵ected the convergence path taken by SNOPT and led to poorer convergence and an earlier optimization termination. With the exception of this attempt to lower the optimality tolerance, standard settings were consistently used for SNOPT to ensure generality of results and conclusions. Finally, it is important to recall that the better performance seen from the geometry obtained using B-spline surface control largely disappears when the analysis is performed on the finer mesh. The additional geometric con- 
Optimization Problem
The optimization problem is the maximization of the lift-to-drag ratio of a blended wing-body (BWB) sized for 100 passengers at a freestream Mach number of 0.8 and a Reynolds number of 62 million, corresponding to a cruise altitude of 40,000 ft., based on the work of Reist and Zingg. 57 In contrast to the two previous optimization problems, the objective function here minimizes L D , and no lift or moment constraints are enforced. In the context of the work of Reist and Zingg, 57 this type of optimization was used to find a lifting-fuselage configuration that is significantly di↵erent from the classical BWB design; it was followed up with a refined optimization incorporating weight estimates and lift and trim constraints. The baseline geometry is a classically shaped BWB based on symmetric airfoil sections. The initial angle of attack is zero, so the initial lift-to-drag ratio is zero. Our focus is on the di↵erence between the geometries optimized using the two geometry control methods, rather than a comparison with the classically shaped BWB; such a comparison can be found in Reist and Zingg. 57 The design variables include the z-coordinates of the B-spline surface or FFD control points, twist about the leading edge, chord, as well as the angle of attack.
In addition, the spans of the body and wing can vary, but the total span of 118 ft. and leading-edge sweep are kept constant. To allow this optimization to be exploratory in nature, few constraints are imposed. The body and wing leading edges and wing trailing edges must remain straight. The body volume and projected area are constrained as V Table 4 . In addition, linear twist on the body and wing is enforced. Linear taper is enforced on the wing, but the body can deviate from linear taper by a distance of up to 25% of the initial body semi-span. The initial geometry is scaled by the MAC of 40.6 ft.
Grid
An H-O-topology grid is used for this case. The optimization grid is refined by a factor of two in each direction, giving the grid parameters shown in Table 5 . Optimizations are conducted on the coarse grid, and the fine grid is used to analyze the initial and final geometries.
Geometry Control Setup
The B-spline surface controlled optimizations are conducted using the region design variable approach; 40 hence no additional setup was required. The body and wing are defined as separate regions. The following constraints had to be added to the FFD code: taper ratio, projected area and volume for the desired regions, Design variable scaling can be applied to particular design variables to adjust their relative gradients and attempt to emphasize particular design changes. This was not done, however, to maintain the generality of the optimization methodology, and since the design variables are already defined to be of the same orders of magnitude between the two methods, providing a fair comparison.
For B-spline surface control, the geometry is controlled using 11 chordwise by 17 spanwise surface control points, while for FFD control, 11 by 17 FFD control points are used. The design variables for both cases are displayed in Figure 9 .
Results
Optimizations are conducted on the coarse grid, and the functionals for the initial and optimized geometries evaluated on the coarse and fine grids are displayed in Table 6 . The angle of attack was maintained at the respective design value for the fine mesh analyses: 0.281 for B-spline surface and 2.534 for FFD. While the change in C D is large, over 12 counts, between the di↵erent meshes for the initial geometry, the change is 0.3 counts for the optimized geometries. It has been found that on a given mesh, a blunter leading edge produces stronger pressure gradients and can lead to higher spurious drag and greater grid dependency. 58 This is consistent with what is observed in this case; as shown in Figure 10 , the leading edges along the span of the initial geometry are more blunt than those along the span of the optimized geometries, giving lower grid dependency for the optimized geometries. Hence, the fine-mesh evaluation was deemed su ciently control is about 1% higher than that which is achieved using FFD, when analyzed on the fine mesh.
The upper-surface pressure contours, evaluated on the fine mesh, for the initial and optimized geometries are compared in Figure 11 . The planform of the BWB changes significantly from the traditional "home plate" shape. The root chord increases significantly and a sharper body trailing-edge line is formed. The span of the wing increases, decreasing the span of the body and pushing the wing root more forward. The shock that is present on the initial geometry near the wing-body junction is removed in both cases. While the two optimized pressure contours are comparable, the isobars on the B-spline surface controlled geometry are noticeably smoother than on the FFD geometry, which may be indicative of superior sectional control provided by the B-spline surface control.
Sectional pressure distributions evaluated on the fine mesh and airfoil sections are displayed at select spanwise stations for the initial and optimized geometries in Figure 10 . The 2.93% span distributions are quite similar, and the 43.7% span distributions are comparable, but the remaining distributions are quite di↵erent. The geometry resulting from the FFD geometry control displays significant outboard washout, which explains the higher angle of attack needed to achieve a similar lift coe cient. In general, the B-spline surface controlled geometry has smoother pressure distributions. It is not clear why two di↵erent geometries are produced in this case. It is possible these are two di↵erent local minima with similar performance.
The SNOPT convergence history is displayed in Figure 12 . The absence of data at the start of the feasibility plots is due to the feasibility being zero at this stage of the optimizations. The FFD optimality begins and remains lower than that of the B-spline surface optimization, likely due to di↵erences in mathematical definitions of their design variables. Interestingly, the merit functions,
in this case, begin to converge at a near identical rate. To conclude, similar
values are achieved with the geometry control methods, with B-spline surface control performing slightly better.
IV. Discussion
Based on the results and experience derived from the three optimization cases, comparisons can be made between the two geometry control methods in terms of their ability to improve designs and ease of setup for aerodynamic shape optimization.
A. Performance of Optimized Geometry
The CRM wing and BWB cases showed B-spline surface control performing marginally better than FFD at optimizing the objective functions in question and providing smoother pressure distributions on the geometries. While the di↵erences were minor, especially when the optimized designs were analyzed on finer meshes, these cases provide evidence that B-spline surface control o↵ers superior shape control. When a given geometry is analyzed, the flow solver has no concept of the B-spline surface or FFD control points.
Rather, it is the surface mesh that defines the geometry under analysis. The B-spline surface control points provide a close approximation of the surface mesh. In fact, in some locations on the geometry, such as the leading and trailing edges, there is often a one-to-one mapping where a surface control point directly controls a corresponding surface node.
A disadvantage of the FFD implementation is that the FFD control points do not follow the curvature of the geometry nearly as well as the surface control points. As a result, the geometry surface is less sensitive to the FFD control points, particularly where the space between the surface and FFD control points is larger, so the optimizer must compensate by larger changes in the design variables. For these reasons, B-spline surface control provides better local control of the geometry than the FFD approach, leading to lower drag in the CRM case and higher
in the BWB case.
B. Geometry Control Setup
In addition to their ability to optimize objective functions, the geometry control methods can also be compared on the basis of their usability for shape optimization setup. It was found that both geometry control methods have their advantages and disadvantages.
One advantage for B-spline surface control comes from the fact that it o↵ers direct control over some key geometry points, such as at the leading and trailing edges, while for FFD, there is no such one-to-one mapping. As a result, certain conceptually simple constraints, such as fixing the leading-edge root and trailing edge control points in the CRM wing case, are trivial for B-spline surface control, but more involved for FFD.
Not only is the FFD approach for achieving these constraints more complicated to implement, but the constraints themselves are also much less localized. Recall that for an FFD volume of orders 4, 4, and 2 in each coordinate direction, 32 FFD control points must be constrained to fix a single embedded surface point in space. Such constraints can make optimization convergence more di cult with FFD.
However, the fact that FFD decouples the geometric design variables from the surface definition provides several key advantages. First, the level of control o↵ered by the FFD setup can be set completely independently of the complexity of the underlying geometry. One implication of this is that the user does not have to provide more control than desired. An example of this was seen with the twist optimization. To resolve the curvature of the wing tip, surface control points had to be clustered toward the tip, o↵ering more control than needed in this region. A linear constraint was implemented to limit the flexibility of the design at the tip under B-spline surface control, requiring more setup work and restricting the design in a non-ideal way.
With FFD, no such constraint was necessary, since the spanwise spacing of the FFD control points was much larger, and was definable independent of the wing-tip curvature. Note that if tight spanwise clustering of the FFD control was in fact desired, this would have been simple to set up as well. Another implication of the level control of FFD not being tied to the complexity of the geometry is that design variable and constraint implementation can be significantly simplified. As a conceptual example for this, one can imagine the amount of work necessary to define a simple elongation design variable along a coordinate direction using B-spline surface control for a very complex geometry. Many surface control points would be needed to resolve the geometry, bringing with it many degrees of freedom that would have to be constrained into a single design variable. The much simpler method would be to just create a rectangular FFD volume of order 2x2x2 in each direction around the geometry and define the elongation design variable using only the 8 FFD control points needed to define the volume. The conceptual simplicity of controlling the FFD volume using an axial curve defined by just a few axial control points also highlights this point.
The decoupled nature of FFD from the surface also makes it easier to modify only certain parts of the geometry, while leaving the rest unchanged, for example modifying only the leading edge of a wing. To achieve this with B-spline surface control, care must be taken to keep track of surface patch and control point indices while implementing new code to define localized design variables and constraints. Although this is straightforward on simple geometries, it can be tedious on more complex geometries. On the other hand, an FFD volume can be created only surrounding the region of interest to provide localized control in a much more general and e cient way.
FFD's decoupling of design variables from the surface also makes constraint and design variable implementation more intuitive and general, irrespective of the computation grid topology used. This was seen with the CRM wing case, where standard FFD thickness constraints were used but new B-spline surface thickness constraints had to be implemented due to the fact that an O-O grid topology was being used instead of the usual H-H topology. The regularity of FFD volumes allows a general set of constraints and design variables to be implemented on the FFD volume. On the other hand, since the patch and surface control point indexing and interdependence depends on the grid topology being used, design variables and constraints tend to be hardcoded depending on the grid topology. Key implications of this di↵erence is that FFD can more readily be used to deal with complex geometries yielding complex grid topologies, such as unconventional aircraft configurations, 15 as well as more easily be implemented with a multistart algorithm. 49 A final advantage of FFD coming from the decoupling of the design variables from the surface parameterization is that FFD lends itself more easily to progressive (uniform) and adaptive (strategic) refinement. [59] [60] [61] A previous adaptive parameterization approach using B-spline surface control 59 required the use knot insertion. On the other hand, a new FFD volume can be created with its control points placed completely arbitrarily and therefore more strategically. Of course, the FFD volume itself would change, but the underlying geometry can be re-embedded in this new FFD volume without being modified. The adaptivity can be used to add new FFD control points progressively or simply redistribute them.
V. Conclusions
Two geometry control methods, namely B-spline surface control and FFD control, have been compared with respect to their e↵ectiveness for aerodynamic shape optimization. Both can be used successfully for a wide range of challenging optimization problems. B-spline surface control provides somewhat better local control of the geometry and therefore often leads to slightly lower objective function values. The FFD approach provides several advantages in problem setup for complex geometries as well as a few disadvantages.
Overall the results suggest that B-spline surface control is preferred for simple geometries such as wings, while the FFD approach is advantageous for more complex geometries such as unconventional aircraft. Finally, the generality of the FFD control approach appears to be particularly well suited to a multistart algorithm as well as adaptive and progressive geometry control strategies. 
