Exponential random graph models are an important tool in the statistical analysis of data. However, Bayesian parameter estimation for these models is extremely challenging, since evaluation of the posterior distribution typically involves the calculation of an intractable normalizing constant. This barrier motivates the consideration of tractable approximations to the likelihood function, such as the pseudolikelihood function, which offers an approach to constructing such an approximation. Naive implementation of what we term a pseudo-posterior resulting from replacing the likelihood function in the posterior distribution by the pseudolikelihood is likely to give misleading inferences. We provide practical guidelines to correct a sample from such a pseudo-posterior distribution so that it is approximately distributed from the target posterior distribution and discuss the computational and statistical efficiency that result from this approach. We illustrate our methodology through the analysis of real-world graphs. Comparisons against the approximate exchange algorithm of Caimo and Friel (2011) are provided, followed by concluding remarks.
Introduction
The study of networks is central to a broad range of applications including epidemiology (dynamics of disease spread), genetics (protein interactions), telecommunications (worldwide web connectivity, phone calls) and social science (Facebook, Twitter, LinkedIn) , among others. The high-dimensionality and complexity of such structures poses a real challenge to modern statistical computing methods.
Exponential random graph (ERG) models play an important role in network analysis since they allow for complex correlation patterns between the nodes of the network. However this model presents several difficulties in practice, mainly due to the fact that likelihood function can only be specified up to a parameter dependent normalizing constant. This impacts upon maximum likelihood estimation which is difficult to perform for larger networks, where the full likelihood function is available but it is just too complex to be evaluated. Robins et al. (2007b) presented various approaches for overcoming this problem.
The Bayesian paradigm has been used to infer Exponential random graph models. The challenge of carrying out Bayesian estimation for these models has received attention from the statistical community in the recent past (Caimo and Friel, 2011) . The main challenge encountered by such a Bayesian setting is the evaluation of the posterior that typically involves the calculation of an intractable normalizing constant. Sampling from distributions with intractable normalization can be done via Markov chain Monte Carlo methods (MCMC) and especially with the celebrated Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970) .
Nevertheless, the normalizing term in the ERG probability distribution is a function of the model parameters and thus does not cancel as usual in the standard Metropolis-Hastings acceptance probability. This gives rise to a target distribution π(θ | y) which is termed doublyintractable (Murray et al., 2006) , where at each iteration of the Markov chain Monte Carlo scheme intractability of the normalizing term of the likelihood model within the posterior and intractability of the posterior normalizing term must be handled. More sophisticated Markov chains, such as the Exchange algorithm (Møller et al., 2006; Murray et al., 2006) have been proposed to sample from those doubly-intractable targets. Here again, these methods are not directly applicable in the ERG context as they require independent and identically distributed (iid) draws from the likelihood, which is not feasible for this type of models.
This motivated the Approximate Exchange algorithm of Caimo and Friel (2011) which substitutes iid draws from the likelihood with draws from an auxiliary Markov chain admitting the ERG likelihood as limiting distribution. Previous studies have shown that convergence of sampling from the ERG likelihood through Markov chain is likely to be exponentially slow (Bhamidi et al., 2011) . This is likely to lead to increased computational burden when analyzing graphs with complex dependencies. Figure 1: International E-road network: marginal density estimates of the posterior distribution (based on a long and computationally expensive MCMC run) (black curve); misspecified pseudo-posterior density estimates (where the pseudolikelihood has replaced the likelihood) (red curve); calibrated pseudo-posterior density estimates (blue curve).
One can see that the calibration step has resulted in density estimates which are very close to the target posterior.
Increasing computational complexity has motivated the development of misspecified but tractable and computationally affordable models. From this perspective, the computational tractability of the pseudolikelihood function and the simplicity in defining the objective function seem to make it a tempting alternative to the full likelihood function when dealing with data with such a complex structure (Robins et al., 2007a; Handcock et al., 2007) . The use of such an approximation to the likelihood should be treated with caution, though, as discussed by van Duijn et al. (2009) ; their work studied the quality of the pseudolikelihood approximation to the true likelihood, concluding that it may under-estimate endogenous network formation processes. Despite its use by practitioners in the frequentist setting to fit ERG models, little is known about the pseudolikelihood approximation efficiency when embedded in a Bayesian posterior distribution. Our empirical analysis shows that the Bayesian estimators resulting from using the pseudolikelihood function as a plug-in for the true likelihood function are biased and their variance can be underestimated. However, the calibration procedure which we develop shows how to correct a sample from this socalled pseudo-posterior distribution, so that it is approximately distributed from the true posterior distribution.
We propose a novel methodology that falls into the area of MCMC targeting a misspecified posterior: a Metropolis-Hastings sampler whose stationary distribution we refer to as a pseudoposterior (a posterior distribution where the likelihood is replaced by a pseudolikelihood approximation). Such a method is fast and overcomes double intractability but is also noisy, in the sense that it samples from an approximation of the true posterior distribution, π. A graphical illustration of marginal posterior densities under misspecification can be seen in Fig. 1 . This example involves a two-dimensional model which we provide details of in Section 5.2. Here the misspecification of the actual posterior yields a disastrous approximation; compare the black and red curves. It is evident that a sampler which targets an approximate posterior resulting from replacing the intractable likelihood with a pseudolikelihood approximation leads to biased posterior mean estimates and considerably underestimated posterior variances. Nevertheless, we will present a correction method that allows to calibrate the sample to the true density; warping the red to the blue curve which is now a sensible approximation to the black one.
The aim of this paper is to exploit the use of pseudolikelihoods in Bayesian inference of Exponential random graph models. Our work explores the computational efficiency of the resulting Markov chains, and the trade-off between computational and statistical efficiency in estimates derived from such pseudo-posteriors in comparison to the approximate exchange algorithm of Caimo and Friel (2011) . We present the reader with a viable approach to calibrate the posterior distribution resulting from using a misspecified likelihood function in an efficient manner ( Fig.  1) , while providing the theoretical framework for this approach.
The outline of the article is as follows. A basic description of Exponential random graph models is given in Section 2. The pseudolikelihood function as a surrogate for the true likelihood is introduced in Section 3. In Section 4 we formulate the Bayesian model in the presence of likelihood misspecification, and discuss the theoretical properties and practical aspects of the calibration of the posterior distribution. In Section 5, we illustrate our methods through numerical examples involving real networks. We conclude the paper in Section 6 with final remarks.
Exponential Random Graph Models
Networks are relational data represented as graphs, consisting of nodes and edges. Many probability models have been proposed in order to understand, summarize and forecast the general structure of graphs by utilizing their local properties. Among those, Exponential random graph models play an important role in network analysis since they can represent transitivity and other structural features in network data that define complicated dependence patterns not easily modeled by more basic probability models (Wasserman and Pattison (1996) , see also Robins et al. (2007b) for a review and the references therein for more details).
Let Y denote the set of all possible graphs on n nodes. The network topology structure is measured by a n × n random adjacency matrix Y of a graph on n nodes (actors) and a set of edges (relationships). The presence or absence of a tie between node i and j is coded as Y i j = 1 if the dyad (i, j) is connected, Y i j = 0 otherwise. An edge connecting a node to itself is not permitted so
ERG models are a particular class of discrete linear exponential families which represent the probability distribution of a random network graph using a likelihood function, expressed as:
where q(y | θ) is the unnormalized likelihood. In this paper we deal with ERG models that are edge-dependent, in which case the likelihood is intractable and the pseudolikelihood provides an inaccurate approximation. For such models, s(y) = {s 1 (y), . . . , s d (y)} is a known vector of overlapping sub-graph configurations/ sufficient statistics (e.g. the number of edges, degree statistics, triangles, etc.) and θ ∈ Θ ⊆ R d are the model parameters. More examples can be found at Snijders et al. (2006) and Hunter and Handcock (2006) . A positive parameter value for θ i ∈ θ results in a tendency for the certain configuration corresponding to s i (y) to be observed in the data than would otherwise be expected by chance. Despite their popularity, Bayesian parameter estimation for these models is challenging, since evaluation of the posterior typically involves the calculation of an intractable normalizing constant z(θ). Its evaluation is extremely difficult for all but trivially small graphs since this sum involves 2 ( n 2 ) terms for undirected graphs. The intractable normalizing constant makes inference difficult for both frequentist and Bayesian approaches.
Pseudolikelihood Approximation of Likelihood Function
Complex dependencies in several applications lead to full likelihoods that may be difficult, or even impractical, to compute. In such situations it may be useful to resort to approximate likelihoods, if it is possible to compute the likelihood for some subsets of the data.
The pseudolikelihood of Besag (1975 Besag ( , 1977 was the earliest method of parameter estimation that was proposed for models with complicated dependence structure for which the likelihood function could not be calculated exactly, or even approximated well in a reasonable amount of time. The composite likelihood of Lindsay (1988) is a generalization of the pseudolikelihood (see Varin et al. (2011) for a recent review). Strauss and Ikeda (1990) have applied the idea of pseudolikelihood to social networks. The pseudolikelihood method defines the approximation to the full joint distribution as the product of the full conditionals for individual observations/ dyads:
where y −i j denotes y\{y i j }. The distribution of the Bernoulli variable Y i j , conditional on the rest of the network, can be easily calculated under an alternative specification of model (1). Let us define the vector of change statistics as
This vector is associated with a particular pair (ordered or unordered, depending on whether the network is directed or undirected) of nodes and it equals the change in the vector of network sufficient statistics when that pair is toggled from a 0 (no edge, y − i j ) to a 1 (edge, y + i j ), holding the rest of the network, y −i j = y\{y i j }, fixed. Using such a reparameterization allows to express the distribution of the Bernoulli variable Y i j , conditional on the rest of the network, as a function of the change statistics vector:
This expression is extremely convenient as the values {p(y i j = 1 | y −i j , θ)} i = j , referred to as the predictor matrix, are tractable, fast to compute and require the computation of the change statistics only once up front. The predictor matrix for a new parameter can be updated just by computing the scalar product θ T δ s (y) for the new parameter. As a consequence, estimating the pseudolikelihood p PL (y | θ) in Eq. (2) for any θ ∈ Θ is effortless. However, the method implicitly relies on the strong and often unrealistic assumption of independent dyads, conditionally on their neighbours. Its properties are poorly understood (van Duijn et al., 2009 ): it does not directly maximize the likelihood and in empirical comparisons (Corander et al., 2002) has larger variability than the MLE. In the context of the autologistic distribution in spatial statistics, Friel et al. (2009) showed that the pseudolikelihood estimator can lead to inefficient estimation.
From Eq. (2) and (3), the pseudolikelihood for model (1) is identical to the likelihood for a logistic regression model. A detailed discussion on the use of the pseudo-likelihood and its relationship with logistic regression is provided by Wasserman and Pattison (1996) . In that setting, the binary response data consist of the off-diagonal elements of the observed adjacency matrix (Cranmer and Desmarais, 2011) . Each row of the matrix of change statistics is associated with the vector of change statistics for a particular pair of nodes and can also accommodate for individual attributes and dyadic covariates. This kind of formulation leads to efficient computational algorithms.
Bayesian Inference for ERGMs
In Bayesian statistics, the uncertainty about the unknown parameters is modeled by assigning a probability distribution to those parameters of interest that are therefore regarded as random variables. During the last decade there has been an increasing interest for modeling networks under the Bayesian framework. Recently, Bayesian approaches for inferring ERG models have been proposed by Koskinen et al. (2010) , Caimo and Friel (2013) and Caimo and Mira (2015) . The focus of interest in Bayesian inference is the posterior distribution:
where p(θ) is a prior distribution on θ. Throughout the article we consider a prior distribution that has a simple form, to ensure that it can be simulated using standard techniques and that the posterior always exists. Markov chain Monte Carlo can be used to infer π(θ | y).
Consider the use of a Metropolis-Hastings (MH) update (Metropolis et al., 1953; Hastings, 1970) . Given a proposal h(θ | θ) the algorithm proposes the move from θ to θ with probability
and has a stationary distribution of π(θ | y). When the likelihood is known in closed form, an exact MCMC targeting π can be implemented. However, when a likelihood with a very large number of observations or a likelihood with unknown normalizing constant is present, as is the case for ERGMs, standard MCMC algorithms cannot be implemented. Being a function of the parameters, the normalizing term z(θ) cannot be ignored. The acceptance probability is dependent on a ratio of intractable normalizing constants; therefore, a naive application of the Metropolis-Hastings algorithm is not feasible here. This has generated research to find Markov chains that are exact and can be implemented is these situations, such as the exchange algorithm, presented below.
The Exchange Algorithm
A popular approach for dealing with intractable likelihoods, such as Markov random fields, is the exchange algorithm. Murray et al. (2006) extended the work of Møller et al. (2006) to allow inference on doubly intractable distributions using the exchange algorithm. The exchange samples from the following augmented distribution
where p(y | θ ) is the same distribution as the original distribution on which the data y is defined. This algorithm deals with the intractability of the normalizing constant by introducing an auxiliary variable, hence sampling on an extended state space, that allows the cancellation of all of the normalizing constants in the acceptance probability. This gives rise to a Metropolis-Hastings acceptance probability which is tractable even for target distributions whose normalizing constant depends on the parameter of interest (doubly intractable problems).
The exchange algorithm requires exact simulation of the auxiliary variable y from the likelihood; perfect sampling from the likelihood is feasible for other MRFs like the Ising and Potts models (Propp and Wilson, 1996; Huber, 2004) , but this is not the case for ERG models. The approximate exchange algorithm (AEA) of Caimo and Friel (2011) modifies the original exchange algorithm and makes it applicable also in settings where sampling from the auxiliary likelihood (the ERG likelihood in our case) is not feasible. It is possible to carry out inference for graphs of larger size (eg. 1000 nodes), but at the cost of an increased computational time.
The approximate exchange resorts to the tie-no-tie (TNT) sampler (Hunter et al., 2008) to get approximate draws. The TNT sampler simulates a Markov chain whose transition kernel admits p(y | θ ) as limiting distribution. The Markov kernel is iterated a large number of times, M, so that the final point is approximately distributed under p(y | θ ). At this stage it can be anticipated that the number of TNT iterations will be proportional to the number of dyads of the graphs, n 2 , for a graph with n nodes. This fact has been theoretically supported by the two following recent studies:
• Everitt (2012) has proved that when the MCMC kernel for the exact exchange algorithm is uniformly ergodic, the invariant distribution (when it exists) of the corresponding approximate exchange algorithm becomes closer to the "true" target (that of the exact exchange algorithm) as the number of auxiliary iterations, M, increases.
• Bhamidi et al. (2011) have shown that convergence of sampling from an ERG model through Markov chain Monte Carlo (typically the TNT sampler) is likely to be exponentially slow. Therefore, this suggests that one should take a conservative approach and choose a large number of auxiliary iterations for a graph with 100 nodes. The resulting exchange algorithm may be infeasible for large graphs due to the exponentially long mixing time for the auxiliary draw from the likelihood.
Bayesian Pseudo-posteriors
The aforementioned issues relating to the exchange and approximate exchange algorithms have motivated tractable approximations to the likelihood function which we consider here in the context of Bayesian inference. More specifically, we propose to replace the true likelihood p(y | θ) with a misspecified likelihood model, leading us to focus on the approximated posterior distribution (Pauli et al., 2011) , or "pseudo-posterior":
To conduct Bayesian inference using Eq. (6), we adopt the full-update Metropolis-Hastings sampler. The acceptance probability is now tractable but approximated, due to the use of a misspecified model. Algorithm 1 provides the pseudocode for the Metropolis-Hastings algorithm that samples from a pseudo-posterior and forms the basis for our correction method. 
if u ≤ A(θ (t) , θ ) then θ (t+1) ← θ ; 8: end for 9: return {θ t } t=1,...,T ;
Adjustment of the pseudo-posterior distribution
Recent work by Stoehr and Friel (2015) focused on calibrating conditional composite likelihoods with overlapping components/ blocks. They observed that a non-calibrated composite likelihood (the generalization of the pseudolikelihood misspecification) leads to an approximated posterior distribution with substantially lower variability than the true posterior distribution, leading in turn to overprecision about posterior parameters.
Calibration of the unadjusted posterior sample to obtain appropriate inference, as described in their work, is executed with two operations: a "mode adjustment" to ensure that the true and the approximated posterior distributions have the same mode and a "curvature adjustment" that modifies the geometry of the approximated posterior at the mode.
We will use the following notation:
where for any function f taking values in the set of strictly positive real numbers and assuming that log f is twice differentiable at θ 0 , H log f (θ)| θ 0 is the Hessian matrix of log f at θ 0 . In the ERGM context the parameters θ * , H * ,θ PL andĤ PL are either available in closed form or can be estimated using Monte Carlo. In the second half of this section we provide practical guidelines on how to obtain these. We denote by π(θ | y) the fully calibrated target whose mode is located at θ * and whose second order derivative at the mode is equal to H * :
In this paper, we choose to adjust the pseudo-posterior through an affine transformation g(θ) =
is an invertible matrix. More precisely, the calibrated pseudoposterior has the following probability density function:
To satisfy the two equations in (7), we identify W and λ as follows:
which, irrespective of the choice of W , gives
Condition 2:
H log π(θ | y)
where the left-hand side can be written as
Since H * andĤ PL are both Hessians at the mode of their respective distribution, they are negative-definite matrices and therefore admit a Cholesky decomposition: −H * = N T N and −Ĥ PL = M T M. Based on this observation, it is straightforward to check that the choice W = M −1 N satisfies Eq. (9). π is now a proper density entirely specified by
and satisfies the two conditions arg max θ π(θ | y) = θ * and H log π(θ | y)| θ * = H * .
Section 4.2 shows how one can gather a sample (θ 1 , . . . , θ T ) from π PL . The correction step then consists of applying the mapping g −1 : Θ → Θ so that the corrected sample
Optimization algorithms
It is clear that implementing such a transformation is feasible provided that the quantities V ,θ * andθ PL are available. Equivalently, once those quantities are estimated from the data and without having performed any MCMC sampling in advance as described in section 4.2, one can opt for sampling directly from the fully calibrated pseudo-posterior distribution, whose analytical form is known (Eq. 10), with the Metropolis-Hastings algorithm. We now provide practical guidelines for estimation of the parameters θ * ,θ PL , H * andĤ PL .
1. To estimate θ * PL one can use any gradient-based optimiser. Here we used a BFGS algorithm (Nocedal and Wright, 2006) which was based on available exact gradient evaluations. In practice, the gradient evaluated in the BFGS algorithm is calculated using standard logistic regression theory (Hosmer et al., 2013) . 2. The Robbins-Monro stochastic approximation algorithm (Robbins and Monro, 1951) can be used to estimate the maximum a posteriori θ * , when the gradient of the (log)posterior is not analytically tractable. The Robbins-Monro algorithm takes steps in the direction of the slope of the distribution and follows the stochastic process
where∇ θ log π(θ i | y) denotes a noisy version of the gradient of the log-posterior at θ i and {ε i } i is a non-increasing sequence of positive numbers. In our analysis we use a sequence of steps which satisfy these conditions, having the form ε i = α/i, α > 0. Once the difference between successive values of this process is less than a specified tolerance level, the algorithm is deemed to have converged to the MAP. The noisy gradient of the log-posterior at θ is derived as follows. First, the logarithm of the posterior can be written as:
The first derivative of the log-posterior with respect to θ yields: 
Hence the noisy version of the gradient at θ will be given by:
In all our examples we started the algorithm from the corresponding maximum pseudolikelihood estimate,θ MPLE and as we explain in Section 5.1 it will be important to monitor that θ MPLE does not lie in a degenerate region. The Robbins-Monro algorithm is highly sensitive to the starting point in terms of time to convergence; in our context we set the sequence {ε i } i small enough by setting α = 0.001 and N appropriately large to try to avoid this problem. More precisely, the simulation step (TNT sampler) to draw y was run for 1,000 iterations followed by an extra 12,000 iterations thinned by a factor of 30, yielding N = 400 graphs. 3. The Hessian matrixĤ PL of the approximated posterior distribution at the modeθ PL is analytically available. 4. The curvature of the true posterior distribution H * at the MAP θ * can be calculated by taking the derivative of Eq. (11): Algorithm 2 summarizes all the actions that need to be taken to calibrate the posterior draws from the misspecified target distribution.
Applications
This section demonstrates the performance of Bayesian parameter estimation of Exponential random graph models with the pseudolikelihood-based Metropolis-Hastings algorithm pre-and post-calibration of the respective posterior sample and provides comparisons to the approximate exchange algorithm. A toy example and two real networks of increased complexity drawn from disparate fields will be illustrated. In particular, we considered undirected and unweighted graphs. All computations in this paper were carried out with the statistical environment R (R Development Core Team, 2014) on a laptop computer with an Intel ®Core TM i7-4500U CPU (1.80GHz) and 16GB RAM.
The MCMC algorithms in this paper sample from the corresponding target distributions with the use of a full-update Metropolis-Hastings sampler. The main MCMC chain consists of 40,000 iterations with a burn-in period of 10,000 iterations. Throughout our analysis we assumed a dif- 10: return Adjusted sample ζ t = V (θ t −θ PL ) + θ * , t = 1, . . . , T.
Toy example with degeneracy check
Here we illustrate using a simulated toy example that the correction procedure embedded in our algorithm does not inadvertently mask degeneracy in the model specification. To this end, we considered a Markov model with edge and triangle parameters which is known to be degenerate (Snijders et al., 2006) .
We simulated an undirected graph with 30 nodes with the edge parameter set to -3.0 and triangle parameter set to 1.2 (Fig. 2) . Following the experiments of Snijders et al. (2006) , we expect higher density graphs to arise from simulations from the likelihood under this parameter configuration. We first note that the MPLE was initially used as a starting point for the Robbins-Monro stochastic algorithm. However, sinceθ MPLE = (−3.08, 0.95) lies in the degenerate region (Fig.  3) , this causes the algorithm not to converge, as networks simulated from the likelihood around this parameter vector are typically fully connected and this indeed gives a first indication that this model is inappropriate. As an alternative, we used the 0 d vector as a starting point and we ran the algorithm for 5,000 iterations, where at each iteration 400 graphs were randomly drawn to ensure convergence, see Eq. (12). To check for issues of degeneracy we used the Bayesian procedure of Caimo and Friel (2014) . In particular, we gathered a sample from the corrected pseudo-posterior distribution and simulated networks from the likelihood for each θ parameter in the sample. Note that the mode of the corrected pseudo-posterior distribution was found to be (θ Edges , θ Triangle ) = (−1.895, 0.335), illustrating that the prior distribution, centered at 0 d , has the effect of shifting the high posterior density region away from the degenerate region. This mode is consistent with the estimated mode of the true posterior based on a long approximate exchange MCMC run. It is therefore important to check if the posterior distribution still supports parameters in the degenerate region.
To examine this, we generated a sample of size 600 from π(θ | y), yielding 600 networks simulated from each parameter in the sample. Fig. 3 illustrates the distribution of the number of edges based on those simulated networks. While a reasonable proportion of the simulated networks has a density close to the observed network density, there is a large number of networks which are highly connected. This illustrates that the posterior distribution supports some parameter values which lie in the degenerate region, illustrating the unsuitability of this model and reinforcing the need for a model degeneracy check.
International E-road Network
The International E-road Network constructed by Šubelj and Bajec (2011) and displayed in Fig. 4 represents all roads included in the International E-road Network. Nodes correspond to European cities and edges represent direct (class A, B) road connections among them. The network has 1177 nodes and 1417 edges. To demonstrate our methodology we fit a 2-dimensional model with edge and 2-star terms, the posterior distribution of which is:
where
In further simulation experiments not shown here, changing the prior distribution to M V N (0 d , 300 × I d ) did not lead to different results. We note that the purpose of this example is mainly to illustrate the gains that can result from using our methodology. Such Markov models do not provide a good specification for many real human social networks, where degeneracy and phase transition issues are likely to occur (see Handcock (2002) and Park and Newman (2004) for detailed studies). 
Sampling from the Approximate Exchange
The approximate exchange algorithm (AEA) was first used to generate draws from the target posterior. The results from this served as a ground truth against which the posterior estimates of θ using the various approximated likelihood estimators were compared. The Bergm package (Caimo and Friel, 2014) for R allows to carry out inference with the approximate exchange algorithm described above.
Bergm uses a multivariate Gaussian proposal distribution. To account for possible correlations between the model parameters, all samplers in this paper assumed the same proposal distribution with a proposal variance-covariance in the form Σ = T(B 0 + C −1 ) −1 T. T denotes the diagonal positive definite matrix formed from a Metropolis tuning parameter, chosen by the user to reach a reasonable mixing rate, B 0 is the prior precision, and C is the large sample variance-covariance matrix of the MPLEs. The precision matrix C −1 is the same as the negative Hessian, −H(θ). The approximate exchange algorithm requires a number of iterations, M, to simulate approximately from the likelihood. A "conservative" approach would be to choose a large number of auxiliary iterations, eg. 500,000, to ensure that the invariant distribution of the approximate exchange algorithm will be considered as the "true" target. Table 1 suggests that 10,000 is a practical number of auxiliary iterations for this two-dimensional model. The total variation distance metric (Dudley, 1968 ) between a given Markov chain and the conservative AEA sample provides a numerical tool to assess the improvement at each step of the calibration. It gives a measure of how well the posterior densities match the "ground truth" posterior density. Recall that the TV-distance of two densities f (θ) and g(θ) is given by
It is equal to 1 when f and g have disjoint supports and it vanishes when the functions are identical. For the two-dimensional example considered here, the total variation distance was approximated by splitting the lattice into bins with a pre-defined window size. Within each grid the absolute difference of the frequencies was calculated, such that TV takes values in [0,1]. Table 1 : International E-road network: average total variation distance on 20 simulations for Model (14), using the approximate exchange algorithm under an increasing number of auxiliary iterations. The total variation distance was calculated between a given Markov chain and the conservative AEA sample using 500,000 auxiliary iterations. At this point it is worth stressing the fact that when a practitioner opts for the approximate exchange, they will not have a-priori knowledge of the number of auxiliary iterations needed to sample from the true target distribution. This means that they have two options: the first is to perform an experiment similar to the one for this example, where the total variation distance is calculated with respect to a conservative MCMC run. The second option would be to proceed by choosing a large number of auxiliary iterations, eg. 500,000, and run the approximate exchange algorithm. However it is demonstrated that the latter can take up to 1.75 hours to run (Table 3) , which turns out to be considerably more expensive from a computational point of view than the algorithm we propose.
Auxiliary Iterations

Pseudolikelihood-based Posterior Inference
Although fast (Table 3) , sampling from the non-calibrated pseudo-posterior via the MetropolisHastings leads to considerably underestimated posterior standard deviations ( Table 2) . The next step is to consider correcting the sample coming from the pseudo-posterior distribution. Monte Carlo estimation of the true posterior maximum can be performed in a quick manner. The Robbins-Monro stochastic algorithm converged after 50 iterations, where at each iteration 400 graphs were randomly drawn. Once the mode adjustment and the curvature adjustment were performed, a very good approximation of the true posterior with efficient correction of the posterior variance was obtained (Fig. 5) , while achieving a five-fold speedup relative to the approximate exchange with 10,000 auxiliary iterations. Table 2 : International E-road network: Pseudo-posterior parameter estimates (mean and standard deviation) at each phase of the calibration procedure. The total variation distance was calculated between each joint posterior distribution and the joint posterior that was generated by the approximate exchange with 500,000 auxiliary iterations. The results of Table 1 indicate that in the best case scenario, the average total variation distance will be 0.03 with respect to the long MCMC run. If one decides to use less iterations (eg. 5 × 10 3 ), this will result in a worse approximation with a higher total variation distance. On the other hand, after calibrating the pseudo-posterior sample, the resulting total variation distance equals 0.028, showing a very good approximation to the true posterior. Any (slight) differences between the two distributions arise because of the Monte Carlo error from the Robbins-Monro approximation. Hence, the overall calibration approach of the pseudo-posterior distribution provides a good trade-off between computational time and efficiency.
For an MCMC run of length T with lag k autocorrelation ρ k we measure the efficiency of the sampler by using the Effective Sample Size, ESS = T/(1 + 2 Liu, 2001 ). This Effective Sample Size (the larger the better) gives an estimate of the equivalent number of independent iterations that the chain represents. The algorithms considered in this paper have different running times; a fair comparison can be made by standardizing the ESS by the CPU run time, defining the efficiency ratio
as a performance metric. To examine the performance of each algorithm relative to the ground truth approximate exchange sampler with 500,000 auxiliary iterations, we define the relative effi- The pseudolikelihood-based MH sampler can achieve a higher effective sample size compared to the approximate exchange (Table 3) . Combined with the small overall computational cost of the calibration procedure, there is a huge gain in efficiency with respect to the ground truth approximate exchange algorithm, as well as the sampler with the 10,000 auxiliary iterations which were found to be practical for this example. 
Faux Mesa High School Network
The undirected graph displayed in Fig. 6 represents friendship relations in a school community of 205 students (Handcock et al., 2007) . The Faux Mesa High School network is a well known network in social science and consists of 203 undirected edges (mutual friendships). Similarly to Caimo and Mira (2015) , we are interested in the vertex attributes x for the "grade" (values 7 through 12 indicating each student's grade in school) of each student. The main focus lies in the factor attribute effects (which give information about the tendency of a node with a specific attribute to form an edge in the network) and on the transitivity effect expressed by the GWESP statistics. We consider a model defined by the following 8 network statistics:
where 1 (·) is the indicator function. GWESP, the geometrically weighted edgewise shared partners, are given by the formula:
where EP i (y) are the edgewise shared partners. To get a model which is a non-curved ERG model, we set φ v = 1. The pseudolikelihood-based Metropolis-Hastings sampler was tuned in the same way as described in Section 5.2 to obtain an overall acceptance rate of 24.3%. Accordingly, each of the approximate exchange samplers for the model of this example had an overall acceptance rate 23-30%. The experiment for this example were nodal attributes are accounted for consists of running the approximate exchange algorithm long enough (500,000 auxiliary iterations) to draw from the target distribution and then compare the posterior summary statistics with the corresponding quantities from the pseudo-posterior distribution (pre-and post-calibration). We additionally compare the samplers in terms of the effective sample size and their respective efficiencies, as described below. The results of Table 5 suggest that the network is very sparse (negative parameter θ 1 ). Homophily is expressed by the positive posterior parameter means for the main effect of student grade and the positive GWESP parameter (θ 8 ) expresses the transitivity effect. There is a clear tendency for the posterior standard deviations from the approximate exchange algorithm to decrease with an increasing number of auxiliary iterations (Table 4) . Overall, the posterior summary statistic values appear to stabilize when a few hundreds thousand auxiliary iterations are used.
The calibration procedure corrects the posterior standard deviations to a great extent (Table  5 ) and the respective posterior means are close to those obtained by the approximate exchange algorithm. A high-dimensional model such as the one examined in this example leads to increased computational time for the approximate exchange algorithm, if thousands of iterations are to be used in the auxiliary chain. While we cannot provide a measure like the total variation distance to calculate the similarity between the joint posterior distributions under examination, we can compare the efficiency of the samplers. Table 6 illustrates that the analyst can benefit from a huge gain in terms of "information size" if the pseudolikelihood-based MH sampler is used. This, in combination with the short runtime of the calibration procedure, leads to increased efficiency relative to the long-run approximate exchange algorithm. 
Discussion
In this paper we explored Bayesian inference of ERG models with tractable approximations to the true likelihood and we applied our methodology in real networks of increased complexity. The computational tractability of the pseudolikelihood function, which is algebraically identical to the likelihood for a logistic regression, has made it an attractive alternative to the full likelihood function. Bayesian logistic regression based on the pseudo-posterior distribution that results from replacing the true likelihood function with the pseudo-likelihood function can be carried relatively quickly. However the drawback of using such an approach is that it ignores strong dependencies in the data, since it involves the pseudolikelihood function and therefore can result in biased estimation. Our main contribution has been to demonstrate how to successfully correct a sample from the pseudo-posterior distribution so that it is approximately distributed from the target posterior distribution.
Our results showed that calibrating the pseudo-posterior distribution is a viable approach that outperforms the approximate exchange algorithm in terms of computational time and scales well to realistic-size problems, e.g networks with around 1, 000 nodes. In comparison with the approximate exchange algorithm which is routinely used for the Bayesian analysis of ERGMs and is feasible for networks up to 1,000 nodes, our algorithm gave a dramatic reduction in CPU time and we anticipate it to scale well for even larger networks. With a two-step post-processing task we were able to perform a fast and efficient correction using the posterior mean and covariance. The immediate advantage of the proposed framework is evident when analyzing even larger networks and/ or more complex ERG models are fitted, where algorithms like the approximate exchange algorithm might struggle due to the size of the graph or the higher-dimensionality of the parameter vectors. In such cases where a comparison with the approximate exchange would be infeasible, we recommend applying our calibration algorithm.
Additional experiments were conducted using conditional composite likelihoods, which are higher-order generalizations of the pseudolikelihood function. In particular, we considered conditional composite likelihood components, or "blocks", consisting of three dyads each, conditioned on the remainder of the network. However the number of possible such blocks grows very quickly with n, and so one immediate difficulty was the issue of how to choose a subset of these in order to achieve a reasonable computational cost. Overall the results were not so promising. While the pseudolikelihood approach is a fast and viable method that uses all possible dyads, using the composite likelihood did not lead to a competitive sampler. Due to the complex nature of the random graph, difficulties arise in the systematic partition of observations into blocks and the selection of the subsets. Additionally, the overall computational cost can be prohibitive as composite likelihoods do not enjoy the fast point-wise estimation of pseudolikelihoods allowed by the change statistics reparameterization.
We hope that the arguments and findings presented here will serve as a set of guidelines for practitioners to draw meaningful inferences from relational data through the Bayesian paradigm, thus broadening the scope of network modeling beyond its current limits.
