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Abstract
We extend the results by Froelich and Spronk & Turowska on the con-
nection between operator synthesis and spectral synthesis for A(G) to second
countable locally compact groups G. This gives us another proof that one-
point subset of G is a set of spectral synthesis and that any closed subgroup is
a set of local spectral synthesis. Furthermore we show that “non-triangular”
sets are strong operator Ditkin sets and we establish a connection between
operator Ditkin sets and Ditkin sets. These results are applied to prove that
any closed subgroup of G is a local Ditkin set.
1 Introduction
In [A] Arveson discovered a connection between the invariant subspace theory and
spectral synthesis. He defined (operator) synthesis for subspace lattices and proved
the failure of operator synthesis by using the famous example of Schwartz on non-
synthesizability of the two-sphere S2 for A(R3). In [F] Froelich made this connection
more precise for separable abelian group. For G a separable compact group this
relation was obtained in [ST, Theorem 4.6.]. We generalize these results to second
countable locally compact groups (Theorems 4.3 and 4.10). We use the definition
of sets of operator synthesis as defined in [ShT1]. We prove that a closed subset
E ⊂ G is set of local spectral synthesis for A(G) if and only if the diagonal set
E∗ = {(s, t) ∈ G×G | st−1 ∈ E} is a set of operator synthesis with respect to Haar
1
measure. We remark that if A(G) has an (unbounded) approximate identity then
any set of local spectral synthesis is a set of synthesis for A(G) and any compact
set of local spectral synthesis is globally spectral for any group G. We give a new
proof that a one-point set is spectral and any closed subgroup of second countable
group is a set of local spectral synthesis. Using operator synthesizability of sets of
finite width we obtain certain example of sets of spectral synthesis.
Operator-Ditkin sets have been defined in [ShT1]. In Section 5 we show first that
“non-triangular” type sets are strong operator-Ditkin. The proof is inspired by [D].
For G second countable group we prove that the diagonal set E∗ ⊂ G×G is a strong
operator-Ditkin set with respect to Haar measure then E ⊂ G is a local Ditkin set
for A(G) and conversely, for any strong Ditkin set E ⊂ G, the set E∗ is operator-
Ditkin with respect to Haar measure. As an application we obtain that any closed
subgroup of a second countable group is a local Ditkin set. This result was known
for neutral subgroups of arbitrary locally compact groups G ([DD]) and amenable
groups G ([FKLS]).
2 Preliminaries and notations
Let G be a locally compact σ-compact separable group with left Haar measure
m = dg. Let Lp(G), p = 1, 2, denote the space of p-integrable functions with norm
|| · ||p and let Cc(G) denote the algebra of continuous compactly supported complex-
valued functions on G. The convolution algebra L1(G) is an involutive algebra with
involution defined by f ∗(s) = ∆−1(s)f(s−1), where ∆ is the modulus of the group.
Let Σ be the set of all (equivalence classes of) continuous unitary representations π
of G in Hilbert spaces Hpi. For f ∈ L
1(G), π ∈ Σ, we put π(f) =
∫
G
f(g)π(g)dg ∈
B(Hpi) with the integral converging in the strong operator topology, and then
||f ||Σ = sup
pi∈Σ
||π(f)||,
where || · || is the operator norm in B(Hpi).
The enveloping C∗-algebra C∗(G) of G is the completion of L1(G) with respect to
|| · ||Σ. Let λ : G→ B(L2(G)) be the left regular representation given by λ(s)f(g) =
f(s−1g). We denote by C∗r (G) the reduced C
∗-algebra of G, that is the C∗-algebra
generated by operators λ(f) ∈ B(L2(G)), f ∈ L
1(G), and by V N(G) the von
Neumann algebra of G, that is
V N(G) = spanWOT{λ(g) : g ∈ G} = C∗r (G)
WOT
⊂ B(L2(G)).
The Fourier-Stieltjes algebra, B(G), is the set of all coefficients s 7→ πξ,η(s) =
(π(s)ξ, η), where π ∈ Σ, ξ, η ∈ Hpi, of unitary representations of G, as defined by
Eymard, [E]. B(G) is a Banach algebra with respect to the the norm
||u|| = inf{||ξ|| ||η|| : u = πξ,η}.
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Note that B(G) ≃ C∗(G)∗.
The Fourier algebra, A(G), is the family of functions s 7→ (λ(s)ξ, η) = η¯ ∗ ξˇ,
ξ, η ∈ L2(G), ξˇ(s) = ξ(s
−1). A(G) is identified with the predual V N(G)∗ via
〈(λ(s)ξ, η), T 〉 = (Tξ, η), and thus is a normed algebra with the norm denoted by
|| · ||A. It is known that for u ∈ A(G) there exist even ξ, η ∈ L2(G) such that u = η¯∗ ξˇ
and ||u||A = ||ξ||2 · ||η||2. Furthermore, A(G) is a closed ideal in B(G).
Since A(G) is the predual of the von Neumann algebra V N(G), A(G) possesses
a structure of operator space and one can define a notion of completely bounded
multipliers, McbA(G), for A(G). For the theory of operator space and completely
bounded maps we refer the reader to [EfR, BSm, S]. A complex-valued function
u : G→ C is a completely bounded multiplier if it is a multiplier, i.e. uA(G) ⊂ A(G),
and is completely bounded as a linear map on A(G). We have A(G) ⊂ B(G) ⊂
McbA(G) and, for u ∈ A(G), ||u||cb ≤ ||u||A, where || · ||cb is the completely bounded
norm (see [S, Corollary 2.3.3]). We will use here a characterization of McbA(G)
obtained by N.Spronk in [S] as formulated in Theorem 3.1.
3 Spectral and operator synthesis
Let A be a semisimple, regular, commutative Banach algebra with XA as spectrum;
for any a ∈ A we shall denote then by aˆ ∈ C0(XA) its Gelfand transform. Let also
E ⊂ XA be a closed subset. We then denote by
IA(E) = {a ∈ A | aˆ
−1(0) contains E},
J0A(E) = {a ∈ A | aˆ
−1(0) contains a neighborhood of E} and JA(E) = J0A(E).
It is known that IA(E) and JA(E) are the largest and the smallest closed ideals with
E as hull, i.e., if I is a closed ideal such that {x ∈ XA : f(x) = 0 for all f ∈ I} = E
then
JA(E) ⊂ I ⊂ IA(E).
Let IcA(E) denote the set of all compactly supported functions f ∈ IA(E). We say
that E is a set of spectral synthesis (local spectral synthesis) for A if JA(E) = IA(E)
(IcA(E) ⊂ JA(E)).
Let A∗ be the dual of A. For a ∈ A we set supp(a) = {x ∈ XA : aˆ(x) 6= 0} and
null(a) = {x ∈ XA : aˆ(x) = 0}. For τ ∈ A
∗ and a ∈ A define aτ in A∗ by
aτ(b) = τ(ab) and define the support of τ by
supp(τ) = {x ∈ XA : aτ 6= 0 whenever a(x) 6= 0}.
Then, for a closed set E ⊂ XA
JA(E)
⊥ = {τ ∈ A∗ : supp(τ) ⊂ E}
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and E is spectral for A if and only if τ(a) = 0 for any a ∈ A and τ ∈ A∗ such that
supp(τ) ⊂ E ⊂ null(a).
The algebra A(G) is a semi-simple abelian regular Banach algebras with spectrum
G. In what follows we write IA(E) for IA(G)(E), JA(E) for JA(G)(E), and suppV NT
for supp(T ) if T ∈ V N(G) = (A(G))∗.
Now we recall some definitions and important facts on operator synthesis following
[A, ShT1]. To make use of the results from [A, ShT1] we will assume in the rest of
the paper that G is a second countable locally compact group or s.c.l.c group for
short, and therefore is metrizable by [HRI, 8.3].
A subset E ⊂ G × G is called marginally null (with respect to m × m) if E ⊂
(M × G) ∪ (G × N) and m(M) = m(N) = 0. Two subsets E1, E2 are marginally
equivalent (E1 ∼
M E2 or simply E1 ∼= E2) if their symmetric difference is marginally
null. Furthermore, E1 ⊂
M E2 means that E1\E2 is marginally null, a property holds
marginally almost everywhere if it holds everywhere apart of a marginally null set,
and so on.
Following [ErKSh] we define a pseudo-topology on G. We call a subset E a pseudo-
open if it is marginally equivalent to a countable union of measurable rectangles
A× B. The complements of pseudo-open sets are pseudo-closed sets.
Set T (G) = L2(G)⊗ˆL2(G), where ⊗ˆ denotes the projective tensor product. Note
that in [ShT1] the notation Γ(G,G) is used instead of T (G). Every Ψ ∈ T (G) can
be identified with a function Ψ : G×G→ C which admits a representation
(3.1) Ψ(x, y) =
∞∑
n=1
fn(x)gn(y)
where fn ∈ L
2(G), gn ∈ L
2(G) and
∑∞
n=1 ||fn||2 · ||gn||2 <∞. Such a representation
defines a function marginally almost everywhere (m.a.e.), so two functions in T (G)
which coincides m.a.e. are identified. The L2(G)⊗ˆL2(G)-norm of Ψ is
||Ψ||T (G) = inf{
∞∑
n=1
||fn||2 · ||gn||2 : Ψ =
∞∑
n=1
fn ⊗ gn}.
Note that a simple renormalization shows that each Ψ ∈ T (G) admits a represen-
tation (3.1) such that
∑∞
n=1 ||fn||
2
2 ·
∑∞
n=1 ||gn||
2
2 <∞ and the norm ||Ψ||T (G) can be
taken as the square root of the infinum of
∑∞
n=1 ||fn||
2
2 ·
∑∞
n=1 ||gn||
2
2 over all such
representations. By [ErKSh] any Ψ ∈ T (G) is pseudo-continuous. Thus if Ψ vanishes
(m.a.e.) on K ⊂ G it vanishes on a pseudo-closed set. For F ⊂ T (G), the null set,
null F , is defined to be the largest pseudo-closed set such that each function F ∈ F
vanishes on it. For a pseudo-closed set E ⊂ G×G, let
Φ(E) = {w ∈ T (G) : w = 0 m.a.e. on E},
Φ0(E) = {w ∈ T (G) : w = 0 on a pseudo-neighbourhood of E}.
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The spaces Φ(E), Φ0(E) are L
∞(G)× L∞(G)-bimodules: if f, g ∈ L∞(G) and w ∈
Φ(E) (w ∈ Φ0(E)) then f(x)g(y)w(x, y) ∈ Φ(E) (f(x)g(y)w(x, y) ∈ Φ0(E) respec-
tively). Moreover, Φ(E) and Φ0(E) are the largest and the smallest L
∞(G)×L∞(G)-
invariant subspaces of T (G) whose null set is E.
A subset E ⊂ G×G is called a set of (operator) synthesis or synthetic with respect
to m if Φ(E) = Φ0(E).
It is know that B(L2(G)) ≃ T (G)
∗ (see [A]). The duality is given by
〈T,Ψ〉 =
∞∑
n=1
(Tfn, g¯n),
for T ∈ B(L2(G)) and Ψ =
∑∞
n=1 fn ⊗ gn ∈ T (G).
Let PU denote the multiplication operators by the characteristic functions of a subset
U ⊂ G. We say that T ∈ B(L2(G)) is supported in E ⊂ G×G (or E supports T ) if
PV TPU = 0 for each pair of Borel sets U ⊂ G, V ⊂ G such that (U × V ) ∩ E ∼= ∅.
Then there exists the smallest (up to a marginally null set) pseudo-closed set, suppT ,
which supports T . We write supp(T ) ⊂ E if T is supported by E. In the seminal
paper [A] Arveson defined a support in a similar way but using closed sets instead
of pseudo-closed. This closed support, suppAT can be strictly larger than supp(T ).
Then E is a set of operator synthesis if 〈T, w〉 = 0 for any T ∈ B(L2(G)) and
w ∈ T (G) with supp(T ) ⊂ E ⊂ null w (the inclusions up to a marginally null set).
We consider also the space V ∞(G) of all (marginal equivalence classes of) functions
Ψ(x, y) that can be written in the form (3.1) with fn ∈ L
∞(G), gn ∈ L
∞(G) and
∞∑
n=1
|fn(x)|
2 ≤ C, x ∈ G,
∞∑
n=1
|gn(y)|
2 ≤ C, y ∈ G,
and for such Ψ we have
||Ψ||V∞ = inf{||
∞∑
n=1
|fn|
2||1/2∞ ||
∞∑
n=1
|gn|
2||1/2∞ : Ψ =
∞∑
n=1
fn ⊗ gn}.
In tensor notations V ∞(G) = L∞(G)⊗ˆ
w∗h
L∞(G), the weak∗-Haagerup tensor prod-
uct ([BSm]). Let
V ∞inv(G) = {w ∈ V
∞(G) : w(sr, tr) = w(s, t) for all r in G and m.a.e. (s, t) ∈ G×G}.
In [S] Spronk found a connection between V ∞inv(G) and the algebra McbA(G) of
completely bounded multipliers of A(G). For a function u : G → C and t, s ∈ G
define
(Nu)(t, s) = u(ts−1).
Theorem 3.1. [S] The map u 7→ Nu is a complete isometry from McbA(G) onto
V ∞inv(G).
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4 Spectral synthesis and operator synthesis
In this section we will prove our main result establishing a connection between
operator synthesis and spectral synthesis for A(G), where G is a second countable
locally compact group. The proofs are inspirited by the proof of [ST, Theorem 4.6].
The Banach space B(L2(G)) is a left V
∞(G)-module with the action defined for
w =
∑∞
i=1 ϕi ⊗ ψi ∈ V
∞(G) and T ∈ B(L2(G)) by
w · T =
∞∑
i=1
MψiTMϕi ,
where the partial sums converge strongly. The operator T 7→
∑∞
i=1MψiTMϕi we will
also denote by ∆w.
For a closed subset E ⊂ G we set
E∗ = {(s, t) ∈ G×G | st−1 ∈ E}.
Lemma 4.1. Let S ∈ V N(G). Then
supp(S) ⊂ {suppV NS}
∗.
Proof. Let U , V be closed subsets of G such that (U×V )∩{suppV N(S)}
∗ = ∅. Then
there exists an open neighborhood, W , of {suppV NS}
∗ such that (U × V )∩W = ∅.
Take f and g in L2(G) such that supp(f) ⊂ U , supp(g) ⊂ V . For u = 〈λ(·)f, g〉,
we have (Sf, g) = 〈S, u〉. Moreover, supp(u) ⊂ UV −1 and supp(u) ∩ suppV NS ⊂
UV −1 ∩ suppV NS = ∅. Thus 0 = 〈S, u〉 = (Sf, g). As f and g are chosen arbitrarily,
PV SPU = 0. By the regularity of m, the last holds for any Borel sets U , V giving
the statement.
Remark 4.2. Let H be a closed subgroup of G. Then
H∗ = {(s, t) ∈ G×G : st−1 ∈ H} = {(s, t) ∈ G×G : Hs = Ht}
= {(s, t) ∈ G×G : f(t) = f(s)},
where f : G→ H\G is a continuous mapping defined by f(t) = Ht.
Assume suppV N(S) ⊂ H . By Lemma 4.1, supp(S) ⊂ H
∗. As for any Borel set
∆ ⊂ H\G and α = f−1(∆), we have (αc × α) ∩ H∗ = ∅, it gives PαcSPα = 0.
Since this is true for any ∆ we have also PαSPαc = 0 implying that PαS = SPα and
hence S belongs to the commutant B′ of the von Neumann algebra B generated by
multiplication operators by functions ϕ ∈ L∞(G) which are constant on the right
cosets.
Theorem 4.3. Let G be a s.c.l.c. group and E ⊂ G be a closed subset. If E∗ is
synthetic with respect to m then E is a set of local synthesis for A(G).
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Proof. Assume that E∗ is synthetic with respect to m. Let u ∈ IcA(E) and S ∈
V N(G), suppV N (S) ⊂ E. By Theorem 3.1, Nu ∈ V
∞(G). Moreover,
(4.2) uT = ∆NuT for any T ∈ V N(G).
In fact, if Nu(s, t) =
∑
i ϕi(t)ψi(s), then
∆Nuλ(s)f(t) =
∑
i
Mϕiλ(s)Mψif(t) =
=
∑
i
ϕi(t)ψi(s
−1t)f(s−1t) = Nu(t, s−1t)f(s−1t) = u(s)λ(s)f(t)
for any f ∈ L2(G) and s ∈ G. The operator ∆Nu is weakly-continuous. In fact, if
Sk → 0 weakly, ||Sk|| ≤ C for some constant C and
|(∆Nu(Sk)f, g)| ≤
n∑
i=1
|(Skψif, ϕ¯ig)|+
∞∑
i=n+1
|(Skψif, ϕ¯ig)|
≤
n∑
i=1
|(Skψif, ϕ¯ig)|+ ||Sk||
(
∞∑
i=n+1
||ψif ||
2
)1/2( ∞∑
i=n+1
||ϕig||
2
)1/2
=
n∑
i=1
|(Skψif, ϕ¯ig)|+ C
(∫
G
∞∑
i=n+1
|ψi(t)f(t)|
2dt
)1/2(∫
G
∞∑
i=n+1
|ϕi(t)g(t)|
2dt
)1/2
.
For given ε > 0, by Lebesgue’s theorem, there exists n such that the second summand
is less than ε and then, as Sk → 0 weakly, there exists K such that the first summand
is less than ε for any k ≥ K. Therefore (4.2) holds for any T ∈ V N(G).
Clearly, since u ∈ IA(E), Nu vanishes on E
∗. By Lemma 4.1, we also have that
supp(S) ⊂ {suppV NS}
∗ ⊂ E∗. Therefore, for each w ∈ T (G),
〈∆NuS, w〉 = 〈S, (Nu)w〉 = 0
so that uS = ∆NuS = 0.
From the regularity of A(G) it follows that there exists a compactly supported
function v ∈ A(G) such that v = 1 on the support of u. Thus
〈S, u〉 = 〈S, vu〉 = 〈uS, v〉 = 0.
It is easy to see that the condition for E to be a set of local synthesis for A(G) is
equivalent to the condition uS = 0 for any u ∈ A(G) and S ∈ V N(G) such that
suppV N(S) ⊂ E ⊂ null u. If G is amenable then we have the implication
(4.3) uT = 0⇒ 〈T, u〉 = 0,
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guaranteed by the existence of a bounded approximate identity and any set of lo-
cal synthesis is a set of synthesis. Certainly the assumption of boundedness of the
identity is superfluous, and the statement holds even for G such that A(G) has an
unbounded approximate identity. So that we have
Corollary 4.4. Let G be a s.c.l.c. group such that A(G) has an (unbounded) approx-
imate identity and let E be a closed subset of G. If E∗ is a set of operator synthesis
with respect to m then E is a set of spectral synthesis.
It is not known whether an approximate identity exists for any locally compact group
G. Unbounded approximate identities which are completely bounded as multipliers
of the Fourier algebra A(G) were studied in [CaH, Ca, CoH]. Those exist for a
number of groups like the general Lorentz group SO0(n, 1), its closed subgroups, in
particular, the free group Fn on n generators, extensions of SO0(n, 1) by a finite
group, in particular, SL(2,R), SL(2,C), SL(2,H), and weakly-amenable groups.
The property (4.3) of an operator T ∈ V N(G) was discussed in [E] and called there
by the property (H). In particular, it was shown that any T supported in a compact
set E possesses this property. Thus any compact set of local synthesis is a set of
spectral synthesis.
Corollary 4.5. Let E be a compact subset of G. If E∗ is a set of synthesis with
respect to m then E is a set of spectral synthesis.
It is not known whether there exists T ∈ V N(G) which does not satisfy (4.3).
The next statement was proved by Eymard for arbitrary locally compact groups G,
[E], using more complicated arguments of the theory of distributions on G.
Corollary 4.6. Let s be an element of the s.c.l.c. group G. Then {s} is a set of
spectral synthesis.
Proof. It is enough to prove the statement for E = {e}, where e is the identity
element in G. In this case E∗ = {(s, s) : s ∈ G}. That E∗ is a set of operator
synthesis follows e.g. from [ShT1, Theorem 4.8], but it can be easily seen also using
the following simple arguments.
Let T ∈ B(L2(G)) and supp(T ) ⊂ E
∗. It follows from Remark 4.2 that T is the
multiplication operator by some function a ∈ L∞(G,m). Let now F =
∑∞
i=1 fi⊗gi ∈
Φ(E∗). Then
〈T, F 〉 =
∞∑
i=1
(Tgi, f¯i) =
∞∑
i=1
(agi, f¯i) =
∫
G
a(r)F (r, r)dr = 0,
and therefore E∗ is a set of synthesis with respect to m. By Corollary 4.5, E is a set
of spectral synthesis.
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We also have another proof in the case of s.c.l.c. groups of the following statement
proved by Herz, [He, Theorem 2].
Corollary 4.7. Any closed subgroup H of G is a set of local spectral synthesis.
Proof. We have H∗ = {(s, t) ∈ G×G : st−1 ∈ H} = {(s, t) ∈ G×G : Hs = Ht} =
{(s, t) ∈ G×G : f(t) = f(s)}, where f : G→ H\G is a continuous function defined
by f(t) = Ht. By [ShT1, Theorem 4.8], H∗ is a set of operator synthesis and the
statement now follows from Theorem 4.3.
Remark 4.8. By Corollaries 4.4, 4.5, any compact subgroup H is spectral for A(G)
and any closed subgroup is spectral for A(G) if A(G) has an approximate identity.
That any closed subgroup of a locally compact group G is a set of spectral syn-
thesis was shown by Takesaki and Tatsuuma, [TT, Theorem 3], using the Mackey
imprimitivity theorem and the result mentioned in Remark 4.2 proved by a different
method.
Example 4.9. Let R be an ordered s.c.l.c. group and ∆ : G → R be a continuous
homomorphism. Take a finite intersection of intervals ∩mk=1[αk, βk] in R and set
E = ∆−1(∩mk=1[αk, βk]). Then
E∗ = {(s, t) : αk ≤ ∆(st
−1) ≤ βk, k = 1, . . . , m}
= {(s, t) : αk∆(t) ≤ ∆(s) ≤ βk∆(t), k = 1, . . . , m}
= {(s, t) : fki (t) ≤ g
k
i (s), i = 1, 2, k = 1, . . . , m},
where fk1 (t) = αk∆(t), f
k
2 (t) = ∆(t)
−1, gk1(s) = ∆(s), g
k
2(s) = ∆(s)
−1βk. By [ShT1,
Theorem 4.8], E∗ is a set of operator synthesis with respect to the Haar measure on
G. Therefore E is a set of spectral synthesis by Theorem 4.3.
Our next aim is to prove a converse to the statement of Theorem 4.3.
The Banach space T (G) is an L1(G)-module with the action defined by
f ⊙ w(s, t) =
∫
G
f(r)∆1/2(r)w(sr, tr)dr, f ∈ L1(G), w ∈ T (G),
where ∆ is the modular function of G. We have ||f ⊙ w||T (G) ≤ ||f ||1 · ||w||T (G).
Moreover, eα ⊙ w → w for any bounded approximate identity {eα} in L
1(G) (see
[HRII, 32.22, 32.33] and [ST, p.365]).
Let us define another action by compactly supported L1(G)-functions f :
f · w(s, t) =
∫
G
f(r)w(sr, tr)dr, w ∈ T (G).
Then f ⊙ w = f∆1/2 · w.
We observe that by the estimate (4.4) below, the integral
∫
G
f(r)w(sr, tr)dr, w ∈
T (G), s, t ∈ G, converges also if f ∈ L∞(G) and so defines a mapping (s, t) →
f · w(s, t) :=
∫
G
f(r)w(sr, tr)dr.
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Theorem 4.10. Let G be a s.c.l.c. group. If a closed subset E ⊂ G is a set of local
spectral synthesis for A(G) then E∗ is synthetic with respect to Haar measure.
Proof. It is sufficient to show that w · T = 0 for T ∈ B(L2(G)) and w ∈ V
∞(G)
such that supp(T ) ⊂ E∗ ⊂ null w ([ShT2, Proposition 5.3]).
AsG is second countable the groupG is σ-compact and therefore there exist compact
sets Kn such that Kn ⊂ Kn+1 and ∪
∞
n=1Kn = G. Then clearly, MχKnTMχKn → T
strongly. Therefore we can restrict ourselves to a compactly supported operator
T , i.e. supp(T ) ⊂ M × M for a compact set M ⊂ G, and compactly supported
w ∈ V ∞(G). Note that in this case w ∈ T (G).
Let Gˆ denote the set of (equivalence classes of) irreducible continuous unitary rep-
resentations of G. For π ∈ Gˆ let Hpi denote the representation space of π. Fix a basis
{ej}j in Hpi and denote by u
pi
kj the matrix coefficients of π, i.e. u
pi
kj(s) = (π(s)ek, ej).
For (a compactly supported) w =
∑∞
i=1 ϕi⊗ψi ∈ T (G) and π ∈ Gˆ consider now the
following operator-valued function
wpi(s, t) =
∫
G
w(sr, tr)π(r)dr.
The integral is well-defined as a Bochner integral. In fact, for each s, t ∈ G, applying
Cauchy-Schwartz’s inequality, we obtain∫
G
|w(sr, tr)|dr ≤
∫
G
∞∑
i=1
|ϕi(sr)ψi(tr)|dr(4.4)
≤
∫
G
(
∞∑
i=1
|ϕi(sr)|
2
)1/2( ∞∑
i=1
|ψi(tr)|
2
)1/2
dr
≤
(
∞∑
i=1
∫
G
|ϕi(sr)|
2dr
)1/2( ∞∑
i=1
∫
G
|ψi(tr)|
2dr
)1/2
=
(
∞∑
i=1
||ϕi||
2
2
)1/2( ∞∑
i=1
||ψi||
2
2
)1/2
<∞.
Set w˜pi(s, t) = π(s)wpi(s, t) and
(4.5) wpikj(s, t) = (w
pi(s, t)ek, ej) = u
pi
kj · w(s, t), w˜
pi
kj(s, t) = (w˜
pi(s, t)ek, ej).
If w ∈ Φ(E∗) then w(sr, tr) vanishes m.a.e. on E∗ for all r, and therefore wpi(s, t),
w˜pi(s, t), wpikj(s, t) and w˜
pi
kj(s, t) vanish on E
∗.
We have the following expression for wpikj and w˜
pi
kj:
w˜pikj(s, t) =
∫
G
w(sr, tr)(π(sr)ek, ej)dr =
∫
G
w(r, ts−1r)(π(r)ek, ej)dr
=
∫
G
w(r, ts−1r)upikj(r)dr.
In particular, if w = f ⊗ g ∈ T (G), then
(4.6) w˜pikj(s, t) =
∫
G
f(r)upikj(r)g(ts
−1r)dr = N(fupikj ∗ gˇ)(s, t).
Furthermore
wpikj(s, t) =
∫
G
w(sr, tr)(π(r)ek, ej)dr =
∫
G
w(r, ts−1r)(π(s−1r)ek, ej)dr
=
∫
G
w(r, ts−1r)(π(r)ek, π(s)ej)dr
=
∑
l
∫
G
w(r, ts−1r)(π(r)ek, el)(el, π(s)ej)dr
=
∑
l
upilj(s)
∫
G
w(r, ts−1r)upikl(r)dr =
∑
l
upilj(s)w˜
pi
kl(s, t).(4.7)
We state first that w˜pikj(s, t) ∈ V
∞(G). Indeed, if w = f ⊗ g ∈ T (G), then by (4.6)
w˜pikj = N(fu
pi
kj ∗ gˇ) and and therefore, since fu
pi
kj ∗ gˇ ∈ A(G), w˜
pi
kj ∈ V
∞(G), by
Theorem 3.1. Moreover,
||w˜pikj(s, t)||V∞ ≤ ||fukj||2||g||2 ≤ ||f ||2||g||2,
so that the linear operator w 7→ w˜pikj ∈ V
∞(G) defined on elementary tensors ex-
tends to a bounded operator T (G)→ V ∞(G). Thus w˜pikj ∈ V
∞(G) for any w ∈ T (G).
Next we show that wpikj ∈ V
∞(G). For T ∈ B(L2(G)) and w = f ⊗ g ∈ T (G) such
that ‖w‖ = ‖f‖2‖g‖2, define w
pi
kj · T by
(4.8) 〈wpikj · T,Ψ〉 =
∑
l
〈w˜pikl · T, u
pi
lj(s)Ψ(s, t)〉, Ψ ∈ T (G).
This formula makes sense. In fact, if Ψ =
∑∞
i=1 fi ⊗ gi, such that ‖Ψ‖
2
T (G) =∑∞
i=1 ‖fi‖
2
∑∞
i=1 ‖gi‖
2, we have
|
∑
l
〈w˜pikl · T, u
pi
ljΨ〉|
2 ≤
(∑
l
||w˜pikl · T ||
2
)(∑
l
||upiljΨ||
2
T (G)
)
≤
(∑
l
||w˜pikl||
2
V∞||T ||
2
)(∑
l
∞∑
i=1
||upiljfi||
2
2 ·
∞∑
i=1
||gi||
2
2
)
≤ ||T ||2
(∑
l
||fupikl||
2
2||g||
2
2
)(
∞∑
i=1
∑
l
||upiljfi||
2
2
)
·
∞∑
i=1
||gi||
2
2
= ||T ||2||f ||22||g||
2
2
∞∑
i=1
||fi||
2
2 ·
∞∑
i=1
||gi||
2
2
≤ ||T ||2||w||2T (G)||Ψ||
2
T (G),
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the last equality follows from
∑
l
||fukl||
2
2 =
∑
l
∫
G
|f(t)upikl(t)|
2dt =
∫
G
|f(t)|2
∑
l
|(π(t)ek, el)|
2dt
=
∫
G
|f(t)|2||(π(t)ek||
2
2dt =
∫
G
|f(t)|2dt = ||f ||22.
Thus the operator wpikj · T is well-defined for w = f ⊗ g and since ||w
pi
kj · T || ≤
||T ||||w||T (G) for elementary tensors w, the definition w
pi
kj · T makes sense for any
w ∈ T (G) and
(4.9) |
∑
l
〈w˜pikl · T, u
pi
ljΨ〉|
2 ≤ ||T ||2||w||2T (G)||Ψ||
2
T (G)
for any Ψ ∈ T (G) Clearly, T 7→ wpikj · T is thus a bounded L
∞(G)-bimodule map on
B(L2(G)) and hence by [Sm, 2.1] is completely bounded. Then by [BSm, 4.2], it is
of the form ω · T for ω ∈ V ∞(G) and therefore wpikj = ω m.a.e.
For w˜pi we have
w˜pi(sr, tr) = π(sr)wpi(sr, tr) = π(sr)
∫
G
w(srp, trp)π(p)dp
= π(s)
∫
G
w(srp, trp)π(rp)dp = π(s)
∫
G
w(sp, tp)π(p)dp = w˜pi(s, t),
implying w˜pikj ∈ V
∞
inv(G). By Theorem 3.1,
(4.10) w˜pikj = Nu
for some u ∈McbA(G). Moreover, if w vanishes on E
∗ then u vanishes on E.
We claim that Nu ·T = 0 for any operator T and u ∈McbA(G) such that supp(T ) ⊂
E∗, null u ⊃ E. In fact, since E is a set of local spectral synthesis, given w ∈
A(G) with compact support, uw can be approximated by uα ∈ J
0
A(E) and therefore
N(uw) is a V ∞(G)-limit of Nuα, vanishing on pseudo-neighborhoods of E
∗. By
[ShT1, Theorem 4.3], 〈T,Ψ〉 = 0 for any Ψ ∈ Φ0(E
∗). Therefore 〈Nuα · T, F 〉 =
〈T, (Nuα)F 〉 = 0 for any F ∈ T (G) implying Nuα · T = 0 and N(uw) · T = 0. As
〈Nu · T, (Nw)F 〉 = 0 for any w ∈ A(G) with compact support and F ∈ T (G) it is
enough to see now that the subspace, M, generated by (Nw)F , where F ∈ T (G)
and w ∈ A(G) with compact support, is dense in T (G). As null M = ∅, this is true
by an analogue of Wiener’s Tauberian Theorem [ShT1, Corollary 4.3].
We obtain by (4.10) that for any w ∈ V ∞(G) which is compactly supported and
vanishes on E∗
w˜pikj · T = 0.
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Therefore by (4.9)
wpikj · T = (
∑
l
upijl(s)w˜
pi
kj(s, t)) · T = 0,
Let K be a compact set such that supp(w) ⊂ K ×K and supp(T ) ⊂ K ×K. Then
since T =MχKTMχK , for compactly supported h ∈ L
1(G) we have
〈T, h · w〉 = 〈MχKTMχK , h · w〉 = 〈T, χK(t)χK(s)
∫
G
w(sr, tr)h(r)dr〉
= 〈T,
∫
G
w(sr, tr)χK−1K(r)h(r)dr〉 = 〈T, hχK−1K · w〉.
Take f ∈ L∞(G), g ∈ L∞(G), supp(f) ⊂ K, supp(g) ⊂ K, and set ω = f ⊗ g. Then
〈ω · T, upikjχK−1K · w〉 = 〈T, (u
pi
kjχK−1K · w)ω〉
= 〈T, wpikjω〉 = 〈w
pi
kj · T, ω〉 = 0.
Hence for finite linear combinations
∑
i ciui of matrix coefficients
〈ω · T,
∑
i
ciuiχK−1K · w〉 = 0.
Take now an approximate identity {eα} consisting of non-negative continuous func-
tions with compact support in L1(G). We can assume that K−1K contains the
supports of eα’s. Then, by [Di, 13.6.5], ∆
1/2eα can be approximated in L
1(G) by
finite linear combinations
∑d
i=1 ciuiχK−1K . This yields
0 = 〈ω · T, (∆1/2eα) · w〉 = 〈ω · T, (eα)⊙ w〉
and therefore 0 = 〈ω · T, w〉 = 〈w · T, ω〉. Finally, we obtain w · T = 0.
Corollary 4.11. Let G be a s.c.l.c. group.
a) Then a compact set E ⊂ G is a set of spectral synthesis for A(G) if and only if
E∗ is a set of operator synthesis with respect to Haar measure.
b) Assume that A(G) has an approximate identity. Then a closed set E ⊂ G is a set
of spectral synthesis for A(G) if and only if E∗ is a set of operator synthesis with
respect to Haar measure.
Proof. Follows from Corollary 4.4, Corollary 4.5 and Theorem 4.10.
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5 Ditkin sets and operator Ditkin sets.
Our goal in this section is to find a connection between Ditkin sets and operator
Ditkin sets. Let G be a locally compact group and let m be the Haar measure on
G. A closed subset E ⊂ G is said to be a (local) Ditkin set if for any f ∈ IA(E)
(f ∈ IcA(E)) there exists a sequence {τn}
∞
n=1 such that τn ∈ J
0
A(E) (n = 1, 2, . . .)
and τnf → f as n → ∞. It is called a strongly Ditkin set if such a sequence {τn}
can be chosen uniformly for all functions f ∈ IA(E).
In a similar way operator Ditkin sets were defined in [ShT1]. By [ST] the elements
of V ∞(G) are the multipliers of T (G), i.e. wω ⊂ ω if w ∈ V ∞(G) and ω ∈ T (G). We
call a pseudo-closed subset E ⊂ G × G an m-Ditkin set if for any w ∈ Φ(E) there
exists a sequence τn ∈ V
∞(G) such that τn vanishes on a pseudo-neighbourhood of
E (n = 1, 2, . . .) and
||τnw − w||T (G) → 0, as n→∞.
E ⊂ G × G is said to be a strong m-Ditkin set if such a sequence {τn}
∞
n=1 can be
chosen uniformly for all w ∈ T (G).
If G is a compact metrizable abelian group, it is known that E = {0G} is a strong
Ditkin set. Moreover, this set satisfies the following three conditions: (1) E is a set
of synthesis; (2) there exist open sets Ωn containing E such that
Ωn+1 ⊂ Ωn n = 1, 2, . . . and ∩
∞
n=1 Ω¯n = E;
(3) there exists a sequence {un} with 1 − un ∈ J
0
A(E), n = 1, 2, . . ., satisfying the
following two conditions:
un(x) = 0 for all x /∈ Ωn,
||un|| ≤ 1 + εn,
where {εn} is a sequence decreasing to zero.
Note that any closed subset E of the spectrum of a semisimple, regular, commutative
Banach algebra A satisfying the conditions (1), (2) and (3) is a strong Ditkin set for
A ([D]).
Let Z be a standard Borel space and let f : G → Z and g : G → Z be Borel
functions. Consider
(5.11) E = {(s, t) : f(s) = g(t)} ⊂ G×G.
If G, Z are compact metrizable spaces, f , g are continuous functions and A =
V (G) = C(G)⊗ˆC(G), the Varopoulos algebra, then E is shown in [D] to satisfy
the conditions (1), (2) and (3) and therefore to be a strong Ditkin set for V (G).
Knowing that E is a set of synthesis with respect to m ([ShT1, Theorem 4.8]) we
can use a similar argument to show the following statement.
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Proposition 5.1. E = {(s, t) : f(s) = g(t)} ⊂ G×G is a strong m-Ditkin set.
Proof. First we embed Z into the torus, T∞, of infinite dimension: by [T, Theorem
A.1] there exists a Borel injective mapping ψ : Z → T∞. Consider a mapping
ρ : G×G→ T∞ given by
ρ(s, t) = ψ(f(t))− ψ(g(s)),
where the subtraction is taken with respect to the group structure on T∞. Then
ρ−1(T∞) = E.
As {0T∞} satisfies (1), (2), (3) in A(T∞), there exist open sets Σn ⊂ T∞ such
that 0T∞ ∈ Σn, Σn ⊂ Σn+1, n = 1, 2 . . .,
⋂
Σ¯n = {0} and a sequence of functions
wn ∈ A(T∞) such that 1−wn ∈ J
0
A({0T∞}), wn(x) = 0 for x /∈ Σn and ||wn||A ≤ 1+εn
(εn → 0, εn > 0).
Define Ωn = ρ
−1(Σn). As ψ ◦ f and ψ ◦ g are Borel mappings for given m > 0
there exist by Lusin’s theorem closed subsets Am ⊂ G and Bm ⊂ G such that ρ is
continuous on Am×Bm and |G \Am| < 1/m, |G \Bm| < 1/m. We can choose those
subsets increasing in m. Therefore
Ωn ∩ (Am × Bm) = {(x, y) ∈ Am × Bm : ρ(x, y) ∈ Σn}
is open in Am × Bm for all n and
E ∩ (Am × Bm) = ∩
∞
n=1ρ
−1(Σn) ∩ (Am ×Bm)(5.12)
⊂ ∩∞n=1Ωn ∩ (Am × Bm) ⊂
⊂ ∩∞n=1ρ
−1(Σn) ∩ (Am ×Bm) = E ∩ (Am ×Bm)
Set un = wn ◦ ρ. First we show that un ∈ V
∞(G). In fact, if wn =
∑
χ∈Tˆ∞
aχ,nχ with∑
χ∈Tˆ∞
|aχ,n| = ‖wn‖A, then
wn(ρ(s, t)) =
∑
χ∈Tˆ∞
aχ,nχ(ψ(f(s)))χ(ψ(g(t)))
and our claim follows since∑
χ∈T∞
|aχ,n||χ(ψ(f(s)))|
2 =
∑
χ∈Tˆ∞
|aχ,n||χ(ψ(g(t)))|
2 =
∑
χ∈Tˆ∞
|aχ,n| = ||wn||A.
Moreover, by Theorem 3.1, ||un||V∞ ≤ ||wn||A ≤ 1+εn, un = 0 on Ω
c
n and τn = 1−un
vanishes on a pseudo-neighbourhood of E.
We next show that for given w ∈ Φ(E), ||τnw−w|| → 0, as n→ 0. Assume first that
supp (w) ⊂ K×K, where K is a compact set. Then w = wm1 +w
m
2 +w
m
3 +w
m
4 , where
wm1 = wχAm×Bm , w
m
2 = wχ(G\Am)×Bm w
m
3 = wχAm×(G\Bm), w
m
4 = wχ(G\Am)×(G\Bm).
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For given ε > 0 there exists M > 0 such that ||wmi ||T (G) < ε for each m ≥ M
and i = 2, 3, 4. Indeed, since the sequence {Am} is increasing in measure to G, by
Lebesgue’s theorem
∫
G\Am
∑∞
i=1 |fi(r)|
2dr → 0 as m→∞ and for wm2 we have
||wm2 ||
2
T (G) ≤
∫
G\Am
∞∑
i=1
|fi(r)|
2dr
∫
G
∞∑
i=1
|gi(r)|
2dr → 0.
Similarly, ||wmi ||
2
T (G) → 0, i = 3, 4. Fix now m > M . By [ShT1, Theorem 4.8] E is a
set of operator synthesis with respect to Haar measure and by [ShT1, Lemma 6.1]
so is E ∩ (Am × Bm). As E ∩ (Am × Bm) is closed, by [A, 2.29] there exists ψ ∈
T (G), supp ψ ⊂ Am × Bm, vanishes on an open neighborhood Ω ⊂ Am × Bm of
E ∩ (Am × Bm) and ||w
m
1 − ψ|| < ε. By (5.12),
∩∞n=1Ωn ∩ (Am ×Bm) ∩K ×K ⊂ Ω ∩K ×K
and so Ωn ∩ (Am ×Bm)∩K ×K ⊂ Ω∩K ×K for n > N , N is large enough. Thus
unψχK×K = 0 for n > N . We get
||τnw
m
1 −w
m
1 || = ||τn(w
m
1 −ψ)χK×K−unψχK×K− (w
m
1 −ψ)χK×K || ≤ (1+ ||τn||V∞)ε
and
||τnw − w|| ≤ ||τnw
m
1 − w
m
1 ||+
4∑
i=2
||(τn − 1)w
m
i || ≤ 4(1 + ||τn||V∞)ε.
AsG is σ-compact there exist compact subsetsKl such thatKl ⊂ Kl+1 and ∪
∞
l=1Kl =
G, and therefore for any w ∈ T (G), w = limwχKl×Kl in T (G) giving that ||τnw −
w|| → 0 for any w ∈ Φ(E).
Corollary 5.2. Any finite union of sets of type (5.11) is a Ditkin set.
Proof. It follows from Proposition 5.1 and [ShT1, Theorem 7.1].
Remark 5.3. It follows, in particular, from Corollary 5.2 that finite unions of sets
of type (5.11) are sets of operator synthesis. This was also proved by Todorov in [To]
using another method.
We will now establish a connection between (strong) Ditkin sets for A(G) and
(strong) operator Ditkin sets.
For w ∈ T (G), define as in [V]
Qw(s) =
∫
G
w(sr, r)dr.
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If w =
∑∞
i=1 fi ⊗ gi with
∑∞
i=1 ||fi||
2
2 ·
∑∞
i=1 ||gi||
2
2 <∞. Then
Qw(s) =
∞∑
i=1
(gi ∗ fˇi)(s
−1) ∈ A(G)
and, moreover, ||Qw|| ≤ ||w||T (G). Thus Q : T (G) → A(G) defines a contraction
operator.
Theorem 5.4. Let G be a second countable locally compact group. If E∗ is a strong
m-Ditkin set then E is a local Ditkin set. If E is a strong Ditkin set then E∗ is an
m-Ditkin set.
Proof. Assume first that E∗ is a strongm-Ditkin set. Let {Ψn}
∞
n=1 ⊂ V
∞(G) be a se-
quence from the definition of a strong m-Ditkin set and let u ∈ Ic(E). For a compact
subset K ⊂ G containing the support of u, define (Nu)K(s, t) = u(st
−1)χK(t). We
have (Nu)K(s, t) = χMK(s)u(st
−1)χK(t), where M = supp(u). As u(st
−1) ∈ V ∞(G)
and |MK| < ∞, |K| < ∞, it yields (Nu)K ∈ T (G). Moreover, (Nu)K vanishes on
E∗. Therefore, ||Ψn(Nu)K − (Nu)K ||T (G) → 0 as n → ∞. Thus given ε > 0, there
exists N such that for n > N
||Q(Ψn(Nu)K)−Q((Nu)K)||A ≤ ||Ψn(Nu)K − (Nu)K ||T (G) <
ε
|K|
.
On the other hand,
Q(Ψn(Nu)K)(s) =
∫
G
Ψn(sr, r)Nu(sr, r)χK(r)dr =
∫
G
Ψn(sr, r)u(s)χK(r)dr
= u(s)
∫
G
χMK(sr)Ψn(sr, r)χK(r)dr = u(s)Q(Ψn(χMK ⊗ χK))(s)
and similarly Q((Nu)K) = u|K| giving us
||Q(Ψn(Nu)K)−Q((Nu)K)||A = ||uwn − u|K|||,
where wn = Q(Ψn(χM ⊗ χK)). We obtain now that for τn = wn/|K|,
||uτn − u||A <
|K|ε
|K|
= ε.
Hence E is a local Ditkin set.
Suppose E is a strong Ditkin set. Let vn ∈ J
0
A(G) be a sequence such that ||vnf −
f ||A → 0 as n → ∞ for any f ∈ I(E). By Proposition 3.1, Nvn ∈ V
∞(G), n =
1, 2, . . ., and
(5.13) ||(Nvn)(Nf)−Nf ||V∞ ≤ ||vnf − f ||A → 0.
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Next we show that (Nvn)w · T → w · T ultra-weakly for any compactly supported
T in B(L2(G)) and any compactly supported w in V
∞(G) such that w = 0 on E∗
using arguments similar to the ones in the proof of Theorem 4.10.
Assume supp(w) ⊂ K × K, for a compact set K ⊂ G. Let wpikj and w˜
pi
kj be V
∞-
functions as defined in (4.5) and let upikj be the matrix coefficient (π(·)ek, ej), π ∈ Gˆ.
We have wpikj(s, t) =
∑
l u
pi
lj(s)w˜
pi
kl(s, t) by (4.7). Hence, for u ∈ A(G), Ψ ∈ T (G),
|〈(Nvn − 1)w
pi
kj · T,N(u)Ψ〉| ≤
∑
l
|〈(Nvn − 1)w˜
pi
kl · T, u
pi
jlN(u)Ψ〉|
=
∑
l∈L
|〈(Nvn − 1)w˜
pi
kl · T, u
pi
jlN(u)Ψ〉|+
∑
l /∈L
|〈(Nvn − 1)w˜
pi
kl · T, u
pi
jlN(u)Ψ〉|
where L is a finite set. For the infinite sum we can apply the estimate (4.9) with
(Nvn − 1)Ψ instead of Ψ, so that for given ε > 0 there exists a finite subset L such
that∑
l /∈L
|〈(Nvn − 1)w˜
pi
kl · T, u
pi
jlN(u)Ψ〉| =
∑
l /∈L
|〈w˜pikl · T, u
pi
jlN(u)(Nvn − 1)Ψ〉| < ǫ
For the finite sum we note first that w˜pikl = N(v
pi
kl) for some v
pi
kl ∈McbA(G) by (4.10).
Then by (5.13) there exists M > 0 such that for any n > M ,∑
l∈L
|〈(Nvn − 1)w˜
pi
kl · T, u
pi
jlN(u)Ψ〉| =
∑
l∈L
|〈T, upijl(Nvn − 1)N(v
pi
kl)N(u)Ψ〉| =
∑
l∈L
|〈T, upijl(Nvn − 1)N(v
pi
klu)Ψ〉| ≤
∑
l∈L
||T || · ||(Nvn − 1)N(v
pi
klu)||V∞||Ψ||T (G) < ε
We obtain,
〈(Nvn − 1)w
pi
kj · T,N(u)Ψ〉 → 0, n→∞.
As in the proof of Theorem 4.10, it yields
(5.14) 〈(Nvn − 1)w
pi
kj · T,Ψ〉 → 0, n→∞
for any Ψ ∈ T (G), since {Nvn} is bounded in norm. Using the same arguments as
in the end of the proof of Theorem 4.3 we have that for big enough compact set K
there exists a linear combination u =
∑d
i=1 ciui of matrix coefficients such that
||w − uχK−1K · w||T (G) < ε.
Thus for ω ∈ T (G), supp(ω) ⊂ K ×K,
|〈(Nvn − 1)w · T, ω〉| ≤ |〈(Nvn − 1) · T, ω(w − uχK−1K · w)〉|
+ |〈(Nvn − 1) · T, ω(uχK−1K · w)〉|.
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The first summand is less than Cε for some constant C, for n large enough , as
{Nvn} is bounded in norm. As ω(u
pi
kj · w) = ωw
pi
kj by (4.5) for all k, j, π, we have
by (5.14)
〈(Nvn − 1) · T, ω(u
pi
kjχK−1K · w)〉 = 〈(Nvn − 1)w
pi
kj · T, ω〉 → 0, n→∞,
and hence |〈(Nvn − 1) · T, ω(uχK−1K · w)〉| < ε for n large enough. Thus,
〈(Nvn − 1)w · T, ω〉 → 0
for each ω ∈ T (G). Hence (Nvn)wω → wω weakly for each ω ∈ T (G). As the set
of all linear combinations of wω, where w ∈ V ∞, w = 0 on E∗ and ω ∈ T (G), is
dense in Φ(E) ([ShT2, Proposition 5.3]), (Nvn)ω → ω weakly for any ω ∈ Φ(E).
Taking if necessary convex linear combinations of the Nvn’s, we obtain elements
wn ∈ V
∞(G), n ∈ N, such that ||wnω − ω||T (G) → 0 as n tends to infinity. Clearly,
the sequence {wn}n satisfies the necessary conditions.
Corollary 5.5. Any closed subgroup H of G is a local Ditkin set.
Proof. We have H∗ = {(s, t) : f(s) = f(t)}, where f : G → G\H , t 7→ tH . As G is
metrizable, by [HRI, ((8.14)], G\H is metrizable. The statement now follows from
Proposition 5.1 and Theorem 5.4.
For G amenable the statement was obtained in [FKLS] showing that IA(H) has
a bounded approximate identity. For arbitrary locally compact G and H a closed
neutral subgroup it was proved in [DD]. Note that there are closed subgroups of
l.c.s.c. groups which are not neutral (see [RD, p.107]).
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