Abstract-Recent ecological and natural disasters have highlighted the need for further research into pollution monitoring robotics. Robots must be equipped with sensors and algorithms that enable them to find the source of hazardous substances in the environment or serve as mending materials to stem a leak if the source is a leaking pipe. However, in order to do this, robots must deal with noise both in the environment and in their sensors or dynamics. This paper investigates how a gradient based technique in the form of the Berg and Brown bacteria controller algorithm could be improved to deal with such noises. Results show that the natural noise filter mechanism of the Bacterium as observed in the Berg and Brown bacteria controller can be modified or improved by using an alternative filter.
I. INTRODUCTION
In the light of the recent ecological and natural disasters of the gulf of Mexico underwater oil pipe leak and the tsunami stricken Japanese nuclear plant, the need to send robot.The challenge of finding the source of a spatial or spatiotemporal quantity such as pollution using robotic agents has received a lot of interest in recent years.
The recent ecological and natural disasters of the gulf of Mexico underwater oil well leak and the tsunami stricken Japanese Nuclear plant has once again highlighted the importance of pollution monitoring robots and the need to increase research into this robotic niche. This is especially true in the case of the stricken nuclear plant where the source of radioactive leaks had to be found but the environment was so harsh for a human to work in. In this case, the use of robots to find the leak proved very important in salvaging the situation. The robots were equipped with a radiation counter and controlled by a human operator from a remote station in order to find the source of the leak. Subsequently, humans were then sent into the nuclear plant for a limited time to mend the leak thereby putting their lives at risk [1] . With more research, it might be possible to send possibly nanorobots into the plant in order to locate the leak and serve as materials to mend the hole from which the leak is originating or at least reduce the radiation to a level that humans could work in enabling them to permanently fix the problem. In order to be able to achieve the above, the nanorobots need to be equipped with an algorithm to find the source of the radiation. The use of nanorobots as mending materials becomes even more applicable if the source of contamination is an underground leaking pipe carrying hazardous volatile material or if the source of an unexplored ordinance has to be found.
In such environments, diffusion of the pollutant particles is predominant with very little or no advection. As a result, flow information pollution source finding algorithms such as those based on the moth strategy [2] [3][4] [5] would not work due to the absence of flow vector fields caused by ventilation or any other advection mechanism. Nevertheless, Braitenberg based schemes such as those investigated in [6] could be used to find the source of a hazardous substance. Furthermore, in [7] , Payton et al used a swarm of robots to find a hazardous substance by mimicking the way ants use pheromone to communicate to each other about food locations and when they are in distress. In [8] , Russell et al investigated the use of a hex-path and planarian algorithm in order to find the source of a volatile chemical source buried in sand. Other schemes that could be used include those discussed in [9] [10] and the method of gradient descent. However, as would be shown later, this algorithm does not work very well in a very noise environment.
In this paper, a bio-inspiration approach was used to find the source of an hazardous substance in a diffusion based environment. This approach is followed because the organisms alive today are results of rigorous tests carried out by nature over millions of years causing the development of energy efficient and robust mechanisms used by these organisms. A mathematical model of the bacteria chemotactic behaviour developed by Berg and Brown is used as a controller and shows that it is capable of finding the source of the hazardous substance. In particular, the capability of this controller in dealing with noisy reading from the environment is investigated. In addition, investigation is carried out into improving it by considering other filtering mechanisms in place of the one used by the bacteria. This is investigated because even in a diffusion based environment, noise in the sensor readings and the robot dynamics could reduce the efficiency of the most sophisticated source seeking algorithm.
The rest of this paper is as follows: In section II, the Berg and Brown mathematical model of the bacteria is discussed with the reason for choosing it over a gradient based approach. In section III, other filtering mechanisms are considered and used in place of the original filter algorithm of the bacterium controller. Future work and conclusion of the investigations are discussed in section IV.
II. THE CASE FOR THE BERG AND BROWN CONTROLLER
In the Berg and Brown model of the bacterium, as in Equations 1 to 3 below, a filter term exists in the form of Equation 2 which is believed to aid the bacterium in dealing with noise.
The filter of Equation 2 is an Exponentially Weighted Moving Average (EWMA) filter and belongs to a class of AutoRegressive Moving Average models (ARMA) which are used to understand trends in data, smoothen variations in data and predict future data points, where τ m is the time constant of the bacterial system. The bacterium remembers the past 4 seconds of data and uses Equation 2 to smoothen this information by exponentially weighting the data. Present data are given more weight whilst older data less weight. This makes it response to sudden changes in its environment whilst using past data in its decision process.
It is often argued that a bacterium algorithm is an algorithm that relies totally on the gradient of the spatial function being monitored and as a result is prone to get trapped in local maximums [11] [12] . In this section, it is shown that even though the bacterium controller relies on the gradient information of the spatial function being monitored, it can still escape from local maximums. This investigation is conducted by comparing its performance with the gradient descent algorithm. The gradient descent algorithm relies on knowing the derivative of the spatial function ∇C in the environment. In practical situations, this is often not possible except if a way of learning or estimating the spatial function is implemented using machine learning. In Equation 4 , ζ is the resolution of an agent's movement and was set to one. ∇C was obtained by using the relationship C(x − 0.5, t) − C(x + 0.5, t).
As a robot is going to encounter both spatial quantity local maximums and noise in its sensors and dynamics, the response of both algorithms in both scenarios was investigated.
In order to maintain a fair experimental comparison, the Berg and Brown controller with no filtering mechanism is used in this comparison. It was also made sure that the velocity of the agents using the Berg and Brown controller was set to 1 similar to the ζ value of Equation 4 . In order to calculate dC dt for the Berg and Brown controller,
Δt was used. The experimental setup is discussed below.
A. Experimental setup
During the experiments in this section, a diffusion or low peclet number type environment was considered. As discussed previously, even in a diffusion based environment, the spatial function representing the quantity of interest is made up of various local maximums and one global maximum. The noise as a result of the local maximums would be in addition to the noise present in the sensor and the robot dynamics. As a result, for every experiment in this section, two types of noise sources-sensor noise and a spatial function with noise superimposed upon it to create local maximums-were used. For the spatial function, a one-dimensional Gaussian function
where μ = 20, σ = 5 and A = 1 was used. Tests were conducted to investigate the effect of noise on sensor readings by adding various noise levels to the reading obtained by the agent. This was conducted by using C(x, t) = Ae
+ (m * rand()). Noise was generated by using a random number generator with m controlling the amplitude of the noise. m values of 0 %, 10 %, 20 % of the amplitude A of the Gaussian function up to 90 % were tested. In order to simulate a spatial function Q with local maximums, noise using a random number generator was superimposed onto the spatial function during its creation. This was done by using the relationship
+ (m * rand()) with tests conducted for m values of 0 to 90 %. An example of the spatial function Q with noise levels of 0 % and 90 % is shown in Figure 1 .
An agent with unicycle dynamics was placed at x = 5 and for each change in noise level, the experiment was ran 100 times. For each experiment, an iteration limit of 600 was used because given unlimited time, the agent would either find the source or be trapped indefinitely in a local maximum. The number of agents that found the source out of 100 was used as a test metric in addition to the average number of iterations used to find the source. It is assumed that the agent has found the source if the agent is within −/+0.1 of the peak position of the source.
B. Simulation and results

1) Noisy readings:
The effect of sensor noise on both the gradient descent algorithm and the Berg and Brown controller with no filter is investigated in this section. As seen in Table I , the number of agents localising at the source for the Gradient Descent algorithm reduced as the noise levels in the readings obtained by the agents increased. However, the number of iterations used by those agents that localised at the source reduced as noise levels increased as shown in Figure 2 . This effect is because of the increases in the value of the calculated gradient ∇C(x, t) as noise level increases. The increase in noise level causes the number of required iterations to reduce in value for those agents that found the source but also increase the unlikelihood of finding the source. However, for the Berg and Brown controller, as the noise level increases, the number of iterations required to find the source increases but nearly all the agents found the source as seen in Table I and Figure 2 . Using a rank sum statistical test, both results differed significantly from each other with P = 1.8267e − 004, zval = −3.7418, and rank sum = 55 at a 5% significant level. The results show that the Berg and Brown controller is more capable of dealing with noisy readings even without a filtering mechanism in place when compared with the gradient descent algorithm.
2) Function with local maximums: When the gradient descent algorithm was deployed in the spatial function with local maximums, the results obtained were different from those obtained when the agent's spatial quantity readings were corrupted with noise. In this test, the agent was only able to localise the source of the pollution for the 100 repeats of the experiment when there was no noise in the spatial function (i.e noise level = 0 %, meaning no local maximums) with an iteration value of 502. This is because the agents were trapped at local maximums of the function at other noise level values greater than 0%. As a result, this algorithm would fail to find the global maximum of a spatial function containing various local maximums making it unideal for use in real world applications. On the other hand, the Berg and Brown controller was able to localise the agent over 79 times as seen in Table II with the average number of iterations shown in Figure 3 . From the above experiments, it is seen that the behaviour of both algorithms differ depending on whether they are operating in a situation with corrupted sensor readings or a spatial function with local maximums.
III. IMPROVING THE BERG AND BROWN CONTROLLER
A. Introducing the filter
As seen in the previous section, without the filter, the Berg and Brown controller is still able to localise an agent at the source of a spatial function in the environment. The filter mechanism is now introduced in order to ascertain whether it would improve the results obtained from previous experiments. To recap, the filter is represented by Equation 2 and it is implemented using a 4-element memory representative of 
1) Noisy readings:
The result of testing the Berg and Brown controller with the filtering mechanism is shown in Figure 4 . When comparing it with the Berg and Brown controller with no filtering mechanism, it is seen that the filter slightly reduces the number of iterations needed to find the source of the spatial function. However, both results are not significantly different. The statistical rank sum test shows that P = 0.6232,for zval = 0.4914 and rank sum = 112 at a 5% significant level. The number of times that the agent localises at the source is shown in Table III where it is seen that the results are similar to that of the Berg and Brown controller with no filter. At 0% noise, both algorithms were able to localise the agent 100 times in Table III. 2) Function with local maximums: The previous section shows that using the filtering mechanism improved the iteration results for the Berg and Brown controller in the presence of noisy readings. A different picture is however shown when the spatial function has local maximums. As seen in Figure  5 and Table IV , the performance of the Berg and Brown controller with no filtering mechanism is similar to the Berg and Brown controller with the filtering mechanism. This is further confirmed by using the statistical rank sum test which showed that P = 0.9097, zval = 0.1134 and rank sum = 107 at a 5% significant level. Noise Levels %  10  20  30  40  50  60  70  80  90  Algorithm  No of localising Agents  EWMA  100  100  100 92  100  96  43  99  90  BB  100  100  99  96  99  98  79  97  97 It shall now be investigated if the performance of the Berg and Brown controller with filtering mechanism can be improved further through the application of other filtering mechanisms.
B. Introducing other filter algorithms
In order to investigate if it is possible to improve the response of the bacterium to changes in the spatial quantity present in the environment, experiments were conducted by replacing the bacterium EWMA filter with other types of filter. This was investigated by using a moving average filter shown in Equation 5 where N = 4, and an exponential filter as shown in Equation 6 .
Where γ is the data smoothing factor or discount factor and S t is (EXP), a discount factor of 0.1 was used in order to achieve better spatial data filtering. The same setup as in section II-A was used.
1) Noisy readings:: As shown in Table V , the agent was able to find the peak of the spatial function majority of the time for all three filters including at 0% noise. Figure 6 (a), shows the mean iteration of 100 trails required by the agent to locate the peak of the spatial function in the presence of noisy readings when using the EWMA filter. As noise level increased, the number of iterations required by using Equation 2 (EWMA Filter) increased. was larger when compared to the EWMA filter. However, the exponential filter's EXP performance was quite good when compared to the MA filter. The statistical rank sum test between both of them gave the following result: P = 0.0312, zval = 2.1544, and rank sum = 134 at a 5% significant level. This shows that the results of EXP and MA were significantly different. Nevertheless, the statistical test showed that the EXP filter was not significantly different from the EWMA filter with result: P = 0.0757, zval = 1.7764 and rank sum = 129.
2) Function with local maximums::
The performance of the Bacterium filter in the presence of a spatial function with local maximums using the various filters was also tested. The performance of the filters are shown in Table VI , where the exponential (EXP) filter was able to localise the source of the spatial function every time regardless of how noisy the spatial function was. In Figures 7(a) and 7(b) , results show that the exponential (EXP) filter was the best at finding the peak of the spatial function in the presence of different levels of local maximum. However, a statistical two sided rank sum test showed that its results were not significantly different from EWMA with P = 0.0640, zval = 1.8520 and rank sum = 130 at a 5% significant level. Nevertheless, it was significantly different from the MA filter with P = 0.0211, zval = 2.3056 and rank sum = 136 for a 5% significant level. 
IV. CONCLUSION AND FUTURE WORK
In this work, how the original Berg and Brown controller can be used to detect the source of a spatial function in the presence of noise has been presented. It has also been shown that its performance is better than the ordinary gradient descent algorithm justifying the reason why it was used in previous works. Nevertheless, it is possible that the gradient descent algorithm can be improved by including a filter mechanism that would enable it to deal better with noise.
Furthermore, from experiments, it has been seen that the natural filter mechanism of the bacterium as derived in the Berg and Brown model can be improved or modified by using other filtering mechanisms. This opens the possibility of using other more sophisticated filtering algorithms such as Kalman filters in the place of the naturally occurring one leading to the design of better source seeking algorithm.
In the future, physical experiments to test the performance of the filters investigated in this article would be carried out.
