Abstract. The set of all solutions to the homogeneous system of matrix equations (X T A + AX, X T B + BX) = (0, 0), where (A, B) is a pair of symmetric matrices of the same size, is characterized. In addition, the codimension of the orbit of (A, B) under congruence is calculated. This paper is a natural continuation of the article [A. Dmytryshyn, B. Kågström, and V.V. Sergeichuk. Skew-symmetric matrix pencils: Codimension counts and the solution of a pair of matrix equations. Linear Algebra Appl., 438:3375-3396, 2013.], where the corresponding problems for skew-symmetric matrix pencils are solved. The new results will be useful in the development of the stratification theory for orbits of symmetric matrix pencils.
1. Introduction. The goal of this paper is to present the general parameterized solution of the system of matrix equations X T A + AX = 0,
The rest of the paper is organized as follows. The main results are presented in Section 2. Without loss of generality, we consider a congruently transformed system (1.1) where the symmetric pair (A, B) is in canonical form under congruence. The general solution of the system (1.1) in explicit form is presented in Theorem 2.1. The dimensions of solution spaces and codimensions of orbits are given in Corollary 2.2 and Theorem 2.3. In Section 3, we prove Theorem 2.1 and Corollary 2.2. Finally, in Section 4, two examples illustrating our results are presented.
All matrices that we consider are over the field of complex numbers. T on the left and by S on the right, we obtain
Main result. A matrix pair (A,
and so the system (1.1) is equivalent to the system
where Y ∶= S −1 XS, A ′ ∶= S T AS, and B ′ ∶= S T BS. Therefore, it suffices to solve the system (1.1) in which (A, B) is a canonical pair of symmetric matrices under congruence.
For each positive integer n, define the n-by-n unit matrix I n and the n-by-n matrices
For each nonnegative integer n, define the n-by-(n + 1) matrices Note that F 0 has size 0 × 1, i.e., it has no rows and one (empty) column. Then it is agreed that each F 0 contributes with a zero column (but no new row) to any matrix it is summed with, e.g.,
Define the direct sum of matrix pairs as follows:
The canonical form of a pair of symmetric complex matrices is given in [27] : such a pair is congruent to a direct sum, determined uniquely up to permutation of summands, of pairs of the form
Thus, each pair of symmetric matrices is congruent to a direct sum
consisting of direct summands of three types.
In the following, we define several parameter matrices, whose nonzero entries p 1 , p 2 , p 3 , . . . are independent parameters; they will be used to express the set of solutions of (1.1), where (A, B) is in canonical form (2.4).
• The m × n Hankel matrices • The m × n Toeplitz matrices
• For each λ ∈ C, define the m × n matrix with parameters p 1 , . . . , p n :
whose rows are determined recurrently via a ij = λa i−1,j + a i−1,j−1 .
• For all matrices P mn , P
the parameter matrices that are obtained by replacing all parameters p i with q i and r i , respectively.
We say that a parameter matrix Q(δ 1 , . . . , δ s ) is obtained by reparametrization of a parameter matrix P(ε 1 , . . . , ε s ) and write P(ε 1 , . . . , ε s ) ≃ Q(δ 1 , . . . , δ s ) if there exists a permutation σ of {1, . . . , s} such that P(δ σ(1) , . . . , δ σ(s) ) = Q(δ 1 , . . . , δ s ). In other words, P(ε 1 , . . . , ε s ) and Q(δ 1 , . . . , δ s ) coincide up to relettering of parameters (ε i = δ σ(i) ).
In the following, let (A, B) be a canonical matrix pair and let
be its decomposition (2.4). In Theorem 2.1, we prove that the set of all solutions of the system (1.1) consists of all matrices P(a 1 , . . . , a s ) with (a 1 , . . . a s ) ∈ C s in which P(π 1 , . . . , π s ) is a parameter matrix that has the same size as A and B and the same partition into blocks:
The blocks of P satisfy the condition:
the sets of parameters of P ij and
and are determined by (A, B) as follows. Write
(i) The diagonal blocks of P are defined up to reparametrization by the following conditions:
(ii) The off-diagonal blocks of P whose horizontal and vertical strips contain summands of (A, B) of the same type are defined up to reparametrization by iii) The off-diagonal blocks of P whose horizontal and vertical strips contain summands of (A, B) of different types are defined up to reparametrization by
Note that if any of the matrix pairs (2.12)-(2.17) have blocks denoted by the same letter, then these blocks have the same set of independent parameters, e.g., in (2.14) the blocks P ↔T nm and P ↔ n+1,m+1 both have m − n + 1 independent parameters p 1 , . . . , p m−n+1 , the blocks Q m+1,n and Q n+1,m both have m+n independent parameters q 1 , . . . , q m+n , and the blocks R ↕T n+1,m+1 and R ↕ nm both have n − m + 1 independent parameters r 1 , . . . , r n−m+1 . Theorem 2.1. Let the system (1.1) be given by the canonical pair (2.4) of symmetric matrices for congruence. Let P(π 1 , . . . , π s ) be a parameter matrix (2.6) whose blocks are defined in (2.7)-(2.17). Then
is the set of all solutions of the system (1.1).
Corollary 2.2. If the system (1.1) is given by the canonical pair (2.4), then the dimension of its solution space (2.18) is equal to the sum
whose summands correspond to
• the direct summands of (2.4) of the same type:
• the pairs of direct summands of (2.4) of the same type: • the pairs of direct summands of (2.4) of different types:
The set of matrix pairs that are congruent to a pair (A, B) ofn ×n symmetric matrices is a manifold in the complexn(n + 1) dimensional space of all pairs of n ×n symmetric matrices. This manifold is the orbit of (A, B) under the action of congruence. The vector space
is the tangent space to the congruence orbit of (A, B) at the point (A, B) since
for alln-by-n matrices U and each ε ∈ C. The dimension of the orbit of (A, B) is the dimension of its tangent space at the point (A, B); it is well defined because the dimensions of tangent spaces at all points of the orbit are equal (see [2, Chapter IV, Corollary 1.5]). The codimension of the orbit of (A, B) (denoted by codim(orbit(A, B))) is the dimension of the normal space to its orbit at the point (A, B), which is equal tô n(n + 1) (the dimension of the space of all pairs ofn ×n symmetric matrices) minus the dimension of the orbit of (A, B). Note that the orthogonality in the space of all pairs ofn ×n symmetric matrices is defined with respect to the Frobenius inner product
where tr(X) denotes the trace of a square matrix X.
The formula (2.19) admits to calculate the codimension of congruence orbit of the canonical pair (2.4) due to the following theorem. Since this mapping is a surjective homomorphism, dim Cn
, e.g., computed as in (2.19) . At every point (A, B) we have the decomposition which N (A, B) is the normal space at the point (A, B) with respect to the inner product defined in (2.21). Therefore, 
be a pair of symmetric matrices and let X = X ij t i,j=1
be a complex block matrix such that the sizes of A i , B i , and X ii are equal for every i = 1, . . . , t. Then X is a solution of (1.1) (i.e., syst((A, B))) if and only if each diagonal block X ii is a solution of syst((A i , B i )) and each off-diagonal block pair
Proof. It is enough to consider t = 2. Partitioning the unknown matrix X we rewrite system (1.1) as follows
Multiplying the matrices we obtain 3.1. Solution of syst(H n (λ)) and syst(K n ). The system syst(H n (λ)) has the form
From the first equation we have X T = −∆ n X∆ n . Substituting it in the second equation, multiplying the equation by ∆ n from the left side, and using that ∆ n ∆ n = I n and ∆ n Λ n (λ) = J n (λ) we obtain
the solution does not depend on λ. By [18, Chapter VIII], the equation XJ n (0) = J n (0)X has the solution X = P ↗ nn and so X T = ∆ n X∆ n = −X T . Thus, the only solution of (3.1) is X = 0, which proves (2.9) due to Lemma 3.1. Since (3.1) holds, syst(K n ) has the same solution as the system syst(H n (0)), so (2.10) is proven too. Thus, d H = d K = 0 and by Theorem 2.3 codim(orbit H n (λ)) = codim(orbit K n ) = n.
Solution of syst(L n ).
The system syst(L n ) has the form
in which X is partitioned conformally with the 2×2 block structure of L n . Multiplying the matrices we have
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Since the pairs of blocks at positions (1, 2) and (2, 1) are equal up to the transposition, (3.2) decomposes into three independent subsystems.
First consider the subsystem corresponding to the (1, 1)-blocks:
To satisfy the first equation of (3.3), X 21 must have the form
The matrix X 21 without the last column is skew symmetric. Substituting X 21 in the second equation of (3.3), we obtain 
which implies that X 21 = 0. Now consider the subsystem corresponding to the (2, 2)-blocks:
To satisfy the first equation of (3.4), X T 12 must have the form
Substituting it in the second equation of (3.4), we obtain 
is X 11 = αI n+1 and X 22 = −αI n , where α is a parameter.
Summing up, the solution of system (3.2) is X = αI n+1 0 n+1,n 0 n,n+1 −αI n , which together with Lemma 3.1 ensure (2.14). We have just one independent parameter in X, thus d L = 1, and by Theorem 2.3, codim(orbit L n ) = 2n + 1 + 1 = 2n + 2.
Solution of syst(H
In this section, we calculate off-diagonal blocks of the solution of the system (1.1) that correspond to the diagonal blocks H n (λ) and H m (µ). The system syst(H n (λ), H m (µ)) has the following form
where Z and Y are the unknown n-by-m matrices.
From the first equation we have Z = −∆ n Y ∆ m . We substitute this value of Z in the second equation, multiplay the equation by ∆ n , and using that ∆ n ∆ n = I n and ∆ n Λ n (λ) = J n (λ) we obtain:
Summing up, we have
which together with Lemma 3.1 prove (2.12). Note that the system syst(K n , K m ) has the same solution as syst(H n (0), H m (0)), and thus, (2.13) is justified too. The numbers of independent parameters in the solutions are equal to d KK = min(n, m) and . In this section, we calculate off-diagonal blocks of the solution of the system (1.1) that correspond to the diagonal blocks L n and L m . The system syst(L n , L m ) has the form
where Z and Y are the unknown (2n + 1)-by-(2m + 1) matrices.
After performing the matrix multiplication, we have
It is enough to consider the subsystems that correspond to blocks (1, 1), (2, 1), and (2, 2). Consider first the (1, 1)-blocks:
From the first equation of (3.5) we have
where W = [w ij ] is any n-by-m matrix. Substituting Z 12 and Y 21 in the second equation of (3.5), we obtain 
Therefore, we have that W = 0, and thus, both Y 21 and Z 12 are zero blocks.
The subsystem corresponding to the (2, 1)-blocks is (3.6) .6)). Therefore, the parameter entries of both matrices are the same and the dimension of the solution space is equal to m − n + 1. Note that the subsystem corresponding to the (1, 2)-blocks is equal to (3.6) up to the transposition and interchanging the roles of n and m. Thus, we have that Y 22 = (−P Now consider the subsystem of equations corresponding to the (2, 2)-blocks
From the first equation of (3.7) we obtain that (3.8) 
Thus, we have that Y 12 = P n+1,m (an (n + 1) × m dense Hankel matrix), Z 21 = −P n,m+1 (an n × (m + 1) dense Hankel matrix), with common n × m part (up to the sign, see (3.8)), and a n = b m . Hence, the sets of parameter entries of Y 12 and Z 21 are the same, and so they are denoted by the same letter. Calculating the number of independent parameters in the solution we obtain that the dimension of the solution space is equal to n + m.
Summing up the answers for all the four equations, we obtain (Z, Y ) that is the solution of syst(L n , L m ) and transposing Z we get
which proves (2.14) due to Lemma 3.1. Calculating the number of independent parameters we obtain T to obtain the following system 3.6. Solution of syst(H n (λ), L m ). In this section, we find the off-diagonal blocks of the solution of system (1.1) that correspond to the diagonal blocks H n (λ) and L m . The system syst(H n (λ), L m ) has the form
where Z and Y are the unknown n-by-(2m + 1) matrices.
From the first equation we have
Substituting it in the second equation, we obtain
The solutions of these equations are given in [14, Section 3.6] . Altogether, using (3.9) we have the solution (Z, Y ) of syst(H n (λ), L m ) and therefore 
From the second equation we obtain (3.10)
By substituting it in the first equation, we have
The solutions of these equations are given in [14, Section 3.7] . Using (3.10) and transposing Z we get
0 mn and Y = 0 n,m+1 ∆ n P ⇘ n,m+1 G T m .
Thus, using Lemma 3.1, we prove (2.17). Calculating the number of independent parameters in the solution we obtain that d KL = 2n.
4. Two examples. We illustrate our results by considering two different pairs of matrix equations (1.1) with (A, B) in canonical form. The dimension of the solution space is d (A,B) = 15 (the number of independent parameters in X), and therefore, the codimension of the congruence orbit of (A, B) is equal to d (A,B) +n = 28. The dimension of the solution space is d (A,B) = 3 (the number of independent parameters in X), and therefore, the codimension of the congruence orbit of (A, B) is equal to d (A,B) +n = 10.
