Abstract
Introduction and Related Work
A line drawing is a 2D projection of the wireframe of a 3D object. Reconstructing a 3D object from a 2D line drawing is an important and challenging task in computer vision. The applications of this work include: interactive 3D modeling from images [5] , [9] , [11] , a flexible 2D sketch query interface for 3D object retrieval [3] , [10] , a user-friendly interface in CAD systems where a designer can sketch a 2D line drawing of a 3D model on paper or on the screen of a tablet PC [15] , [19] , and automatic 3D database generation from images with user sketches [1] , [7] .
Line drawing interpretation is one of the traditional topics in computer vision. The earliest work is line labeling [6] , [23] . It searches for a set of consistent labels such as convex, concave, and occluding from a line drawing to test its correctness and/or realizability, but line labeling itself cannot recover the 3D shape from a line drawing. The main purpose of line drawing interpretation is to reconstruct the 3D shape from a 2D line drawing. However, this reconstruction problem is intrinsically ill-posed due to the missing of one dimension. In order to circumvent this ill-posed problem, some researchers develop interactive methods that use additional information from the user. In [9] and [12] , parametric 3D models are used as references for 3D reconstruction. In [21] , a set of gestures is provides by the user to indicate the geometric relationship between parts. In [22] , the user specifies parallelism and perpendicularity of lines. Usually, these interactive methods are only suitable for users with strong technical background in 3D geometry. Besides, the interaction is often manually intensive.
Rule-based automatic reconstruction from single 2D line drawings is a popular approach and has been studied extensively. Since there are an infinite number of 3D objects whose projections are the same line drawing, 3D object re-construction from a 2D line drawing is to find the most plausible 3D object that is consistent with our visual system on the 3D interpretation of the line drawing. Finding appropriate rules for reconstruction greatly affects the reconstructed result. In previous methods, heuristic rules summarized from human visual perception are used to construct an objective function, the 3D object is obtained by minimizing this function [13] , [14] , [16] , [17] , [18] , [24] , [4] . One rule is to force all the angles at the vertices of a line drawing to be the same so that a 3D object can be inflated from the 2D line drawing. Line parallelism is another rule that two parallel lines in a 2D line drawing indicate that they are also parallel in 3D space. Other rules include face planarity, isometry, polyhedron symmetry, line verticality, skewed facial orthogonality, skewed facial symmetry, face perpendicularity, corner orthogonality, etc. Although the previous methods obtain good results in their experiments, those heuristic rules are not always satisfied in many cases. For example, in Figure 1 (a), although lines l 1 and l 2 are nearly parallel in the line drawing, they are not parallel in 3D space. Besides, imperfect line drawings or sketch errors often cause the rules to be little useful, and there is no principled way of tuning the parameters that balance the heuristic rules.
In this paper, we propose a novel automatic approach called example-based 3D object reconstruction from line drawings. As previous related works, we consider planarfaced objects with all edges visible. The assumption in our approach is that a complex 3D object can be separated into simpler basic 3D models. This is true for most complex objects, especially man-made objects. For example, the 3D object shown in Figure 1 (b) can be divided into three parts, two pentagonal prisms and one cuboid (see Figure 1(c) ). Based on this assumption, we build a database of basic 3D models, as shown in Figure 1(d) . A complex 2D line drawing is first decomposed into multiple smaller line drawings (Figure 1(c) ), and multiple candidates (also called examples) are selected from the 3D model database for each small line drawing. Then an undirected graphical model is built where each node denotes a small line drawing. Based on this graphical model, the 3D reconstruction is solved using a maximum-a-posteriori (MAP) estimation that selects the best candidates (examples) so that the reconstructed result best fits the line drawing.
Compared with previous rule-based automatic methods, our approach has the following advantages: 1) It does not use any heuristic rules, and thus avoids the tuning of the parameters that balance the rules. The parameter tuning can be quite tricky; while they are suitable for one set of objects, they may cause many failures for another set of objects. 2) Our approach is more robust to sketch errors. The rules in previous methods are based on the local information of vertices and edges in a 2D line drawing, and imperfect line drawings may render many rules useless. Our approach, however, is based on both the 3D models from a database and a global optimization that chooses the best examples for the reconstruction.
3D Models in the Database
In this paper, a bold upper-case letter (say, X) denotes the 3D coordinate of a point, and its 2D projection on the line drawing plane is denoted by the corresponding bold lower-case letter x. A 2D line drawing is represented by
. . , x m are the 2D coordinates of the vertices of the line drawing, and G is an undirected graph indicating that which two vertices are connected. A recovered 3D shape from L is represented by
We manually build a database of 3D models for reconstruction. To increase the generalization ability of the database, the 3D shape of each model is controlled by a set of parameters. For example, the shape of the model cuboid is determined by three parameters: length a, width b and height c (shown in Figure 2(a) ).
We assume that the 3D coordinate of each vertex of a model can be expressed as a linear function of a parameter vector. Formally, if a model has m vertices and n parameters, there is a set of 3 × n matrices {A 1 , A 2 , . . . , A m } such that the 3D Euclidean coordinate of the i-th vertex is A i α, where α is an n-dimensional vector containing all the parameters. For example, in the model frustum of pyramid (see Figure 2 (b)), vertex X 1 and vertex X 2 are represented as:
where
. . , m, are the linear coefficient matrices defined above and G is an undirected graph denoting its topology. A 3D model represents a group of 3D objects. An instance of this model is a 3D object S = ({X i }, G) determined by a parameter vector α, a 3D rotation matrix R, and a 3D translation vector t, where the 3D coordinate of the i-th vertex is X i = RA i α + t. The current database contains 72 models. Since these models are parameterized, so model corresponds to innumerous 3D variations, thus they can represent most of basic 3D shapes. If a line drawing has a part that the database does not cover, our algorithm can automatically detect it and then it is added to the database.
Example-Based Reconstruction
The procedure of our approach is shown in Figure 3 . First an input line drawing is decomposed into several basic line drawings ( Figure 3(b) ). Then for each basic line drawing, a set of 3D models which have the same topology as the basic line drawing are retrieved from the database (Figure 3(c) ). After that, the best fitted part model for each basic line drawing, as well as corresponding parameters R, t, and α are estimated ( Figure 3(d) ). The final object is obtained by combining these small 3D objects, as shown in Figure 3 (e). More details of these steps are described as follows.
Line drawing decomposition. We use the method proposed in [17] to separate a complex line drawing into multiple simple ones.
Candidate 3D model generation. For each basic line drawing
we find a set of candidate 3D part models that share the same topology as
We use the algorithm in [8] to check whether two graphs are isomorphic. Then for each basic line drawing L i , there are n i candidate 3D models: M i,1 , . . . , M i,ni . 3D reconstruction. In this step, the best fitted part model for each basic line drawing is selected, as well as corresponding parameters R, t, and α.
3D part combination. The 3D coordinate of each vertex of the combined 3D model is calculated as follows: if a vertex only belongs to one 3D part, its 3D coordinate is the coordinate in this part; if a vertex is shared by two or more 3D parts, its coordinate is the average of the corresponding coordinates in these parts.
The key step of this algorithm is the 3D reconstruction. We mainly focus on this step in the rest of this section.
Camera Model
In this paper, similar to most related work, orthogonal projection is assumed, whose projection matrix is
Actually, our formulation in the next two sections is valid for other projections such as perspective projection. Only the inference in Section 3.4 needs to be changed if a different projection is used.
Problem Definition
The task of the 3D reconstruction is to estimate the shape of a 3D part corresponding to each basic line drawing L i . We assume that each 3D part S i is determined by a set of random variables
where n i is the number of candidate 3D models for the i-th basic line drawing, c i is an n idimensional indicator vector whose elements are defined as
1, if the k-th candidate model is selected, 0, otherwise, and R i,k , t i,k and α i,k are the rotation matrix, the translation vector and the parameter vector for the k-th candidate model, respectively. The final recovered 3D object is obtained by combining these basic 3D objects together. Directly estimating q i from L i is an ill-posed problem, and so the following two constraints are imposed: 2) Construction constraint. The common 3D vertices of two neighboring 3D parts should be as close as possible. For example, in Figure 3(d) , the bottom of S 1 and the top of S 2 have four common vertices. Their corresponding vertices should be as close as possible.
Undirected Graphical Model of Reconstruction
Given a line drawing L = {L i }, using the MAP estimation, the best choice of {q i } should maximize the posteriori probability P ({q i }|L) ∝ P (L|{q i })P ({q i }). To formulate this probability, we assume there is a Markov property in {q i } and build an undirected graphical model as shown in Figure 4 (c). Each observed node L i denotes a basic line drawing L i and each latent node q i denotes the corresponding 3D part S i . There are two kinds of edges in the graphical model. One is the edge connecting L i and q i , which ensures the projection constraint. The other is the edge connecting two neighboring 3D parts q i and q j , which ensures the construction constraint. With this graphical model and Markov property, we have P (
where N e is the set of edges among {q i }, and φ i (·) and ψ i,j (·, ·) are potential functions [2] . Then the posterior probability is reformulated as
The first term E(L i |q i ) in (5) is the negative log likelihood term corresponding to the projection constraint, which is defined as where V i is the set of vertices in the basic line drawing The second term E(q i , q j ) in (5) corresponds to the construction constraint defined as
where λ c is the weight for this term. Notice that λ p and λ c are the only two parameters in this algorithm. Ideally the vertices shared by two parts should have exactly the same coordinates in these two parts, but here we only force them to be as close as possible in order to tolerate sketch errors.
The third term E(q i ) denotes the negative prior of q i . Different 3D models should have different prior probabilities. For example, the 3D shape shown in Figure 5 (a) can be represented by the 3D model cuboid shown in Figure 5 (c) with a = 2, b = 4, and c = 3, or be represented by frustum of pyramid shown in Figure 5 (d) by setting a = c = 2, b = d = 4, and e = 3. However, human beings interpret this object as a cuboid other than a frustum of pyramid, meaning that cuboid has a higher prior probability. According to Gestalt psychology, one of the most influential theories with a long history, asserts that human beings are innately driven to perceive objects as simple as possible [20] . Therefore, it is reasonable to define E(q i ) by the number of
Algorithm 1 Calculating the initial values of R, t and α
Initialization: Randomly generate initial value R (0) , t (0) and
, find the optimal values of t and α by solving
and assign the solution to t (i+1) and α (i+1) .
2. Fix t (i+1) and α (i+1) , and find the optimal value of R (i+1)
using the algorithm in [25] .
If |f (R
The negative prior term E(q i ) ensures the robustness of the algorithm. For example, given an imperfect line drawing as shown in Figure 5(e) , the best fitted model should be the cuboid in Figure 5 (c) as it has a small projection error and a high prior. The model cube in Figure 5 (b) cannot fit this line drawing well as it has a large projection error although the prior is high. The model frustum of pyramid in Figure 5(d) is also a bad choice, because although it achieves an even slightly smaller projection error, it has a low prior. If no prior is considered, the model frustum of pyramid will be selected and the resulted 3D object will overfit to the sketch errors in the line drawing.
Inference in the Graphical Model
Finding the optimal solution to (5) is not a trivial problem, as it is subject to two non-convex constraints: the binary constraint c i (k) ∈ {0, 1} and the orthogonal constraint R ⊤ i,k R i,k = I 3×3 . Besides, the objective function is a sixorder polynomial. First, we relax the binary constraint to be a continuous linear inequality constraint 0 ≤ c i (k) ≤ 1. Then we design an alternative minimization algorithm to solve the problem. Next, we first discuss how to find a good initialization and then present the algorithm.
Initial value of c i . c i has the weights for the candidate 3D models. We simply give an equal weight for all the candidates, i.e., to set the initial value c i (k) to 1/n i , where n i is the number of candidate models for the basic line drawing
Initial values of R i,k , t i,k and α i,k . We calculate the initial values of R i,k , t i,k and α i,k in each candidate 3D model (k = 1, 2, . . . , n i ) corresponding to L i by minimizing a projection error:
subject to:
where the subscripts i and k for R, A v , α and t, and the subscript i for x v and V , are omitted for conciseness, V is the set of the vertices in L i , x v denotes the 2D coordinates of the vertices in L i , and I is the identity matrix.
Equation (9) is also minimized using an alternative minimization algorithm. The algorithm is summarized in Algorithm 1. In step 1, when R is fixed, f (R, t, α) becomes a quadratic function of t and α. Its minimal value is achieved from the t and α that are the solution to the two partial derivatives setting to 0. Notice that since the projection is along the z-axis, the translation along the z-axis t(3) is irrelevant to the objective value f (·), where t(3) denotes the third component of t. So it is set to 0. Then in step 2, we fix t and α and update R using the method in [25] , which uses a gradient descent algorithm to find the minimizer of a differentiable objective function subject to an orthogonal constraint. Since the object value f (R, t, α) is decreasing in each run, a convergence is always guaranteed. To achieve a good initialization, Algorithm 1 runs multiple times, and the best result is automatically selected as the initial value for the following steps.
Initial values of translation along the z-direction. After running Algorithm 1 for every candidate 3D model M i,k , we have initial c i , R i,k , α i,k , t i,k (1) and t i,k (2), i = 1, . . . , N , k = 1, . . . , n i , where N is the number of decomposed line drawings, and t i,k (1) and t i,k (2) are the first two components of t i,k . Then we use (5) to estimate the initial t i,k (3) with these known c i , R i,k , α i,k , t i,k (1) and t i,k (2) . Since the objective function in (5) is a quadratic function of t i,k (3), the optimal solution is obtained by setting its derivatives with respect to t i,k (3) to 0 and solving the resulting linear equations.
Solution to (5). After initialization, the solution to (5) is found as follows. For ease description, let c = (c 1 , . . . , c N ), R = diag(R 1,1 , . . . , R N,nN ), t = (t 1,1 , . . . , t N,nN ) and α = (α 1,1 , . . . , α N,nN ) , and denote the objective function in (5) as g( c, R, t, α). Although g(·) is a six-order polynomial, it is a quadratic function if any three of c, R, t, and α are fixed. Using this property, we design an alternative minimization algorithm listed in Algorithm 2. In step 1, by fixing R, t, and α, (5) becomes a quadratic programming problem. In step 2, by fixing c, t, and α, (5) becomes a problem of minimizing a quadratic objective function with an orthogonal constraint. In step 3, by fixing c and R, (5) becomes a quadratic optimization problem with no constraints and is analytically solvable by setting the partial derivatives of the objective function with
Experiments
In this section, we demonstrate the effectiveness of our example-based 3D (E3D) reconstruction algorithm on various line drawings. We also compare it with two state-ofthe-art methods, the plane-based optimization (PBO) in [16] and the divide-and-conquer (DAC) in [17] . Both [16] and [17] are rule-based reconstruction methods, and [17] can handle most complex objects than other previous methods.
We first test our algorithm on all the line drawings in [17] and find that it can reconstruct all the 3D objects successfully. Some line drawings in [17] are shown in and PBO often generate bad results. The reconstructed 3D objects (b)-(h) in the last column of Figure 6 by PBO are all failed. DAC performs better than PBO, but its results (b)-(h) in the fourth column are distorted seriously (better viewed on the screen from the colored faces of the objects). In contrast, our algorithm E3D recovers much better objects from all the line drawings (see the second and third columns of Figure 6 ).
To further demonstrate the robustness of E3D over PBO and DAC, we test the three algorithms on line drawings with different levels of sketch errors. First, using AutoCAD, we manually build the 3D objects corresponding to the line drawings (b)-(h) in Figure 6 . These objects are used as the ground truth. Then we simulate the sketch errors by adding Gaussian noise with zero mean and different variances to the 2D coordinates of the vertices of the projected line drawings from the ground truth. Finally, we compare the 3D objects reconstructed by the three algorithms with the ground truth objects. Two measurements are used to judge the reconstruction accuracy. One is the root mean square of angle differences (RMSA) between the ground truth object O G and the reconstructed 3D object O R , defined as
where N a is the number of angles, each of which is made by any two edges meeting at a vertex, and θ In Figure 8 , we show an application of our algorithm to 3D modeling from single images. Given an image, the user first sketches a line drawing along the visible edges and roughly guessed hidden edges of the objects in the image, as shown in Figure 8(b) . Then the 3D shape is recovered by E3D, as shown in Figure 8 (c) and Figure 8(d) . Our algorithm is implemented in Matlab. On a PC with 2.4GHz Core2 CPU, it takes 12 minutes for each line drawing, and the initialization consumes the majority of the time.
Finally, it should be mentioned that it is possible that in the 3D model database, there is no 3D model whose topology is the same as a decomposed basic line drawing. For example, for a 3D object that cannot be composed into simple topologies, like icosahedron or footballene, it has no match in the database. However, in this case, we can still use PBO to recover the 3D part from this line drawing, and then merge this part with the other parts reconstructed by E3D.
Conclusion and Future Work
We have proposed a novel example-based 3D reconstruction algorithm to recover the 3D geometry from a 2D line drawing. In this approach, a complex line drawing is first decomposed into multiple basic line drawings. Then a graphical model is built where each node denotes a basic object whose candidates are from a 3D model database. The 3D object is reconstructed using the MAP estimation. Our experiments show that this algorithm performs much bettern than two state-of-the-art algorithms. Future work includes (i) the extension of this work to dealing with objects with curved faces, (ii) 3D modeling from single images when perspective projection is considered, and (iii) accelerating the inference step.
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