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Franc-Zone Afrikas 

Kurzfassung  
 
Nachvollziehbarkeit und Zurechenbarkeit von Finanzströmen sind insbesondere im Hinblick 
auf die Gewährung von Krediten eines der Hauptprobleme, mit denen sich Kreditwesen und 
länger dauernde Hilfsmaßnahmen in Krisenregionen der sog. Dritten Welt auseinander zu 
setzen haben. Datenbanken, Data Warehouses und Business Intelligence spielen bei solchen 
Vorhaben naturgemäß eine große Rolle, aber ebenso wichtig ist die kulturelle Adäquatheit 
und die Akzeptanz derartiger Lösungen in der jeweiligen Bevölkerung, Wirtschaft und 
Administration. Die Arbeit verfolgt daher die grundlegende Forschungsfrage: Wie lassen sich 
die in den USA und Europa entstandenen Konzepte des Data Warehousing und Data Mining 
zur Lösung typischer Probleme der Kreditinstitute in der Dritten Welt, konkret in der west-
afrikanischen Franc-Zone, einsetzen?  
 
Am Beispiel einer Fallstudie in Togo werden die Probleme des Kreditwesens in dieser Region 
sowie die existierende Situation im Bereich der Datenverwaltung, insbesondere auch der 
Datenqualität, untersucht. Anschließend werden Lösungskonzepte aus dem Bereich des Data 
Warehousing, speziell Metadatenmanagement, semantische Modellierung und Datenqualität, 
und der Business Intelligence auf ihre Einsetzbarkeit in diesem Kontext evaluiert.  
 
Anhand realer Beispieldaten wird abschließend erprobt, inwieweit sich spezielle 
Datenanalyse-Varianten wie Backpropagation-Netze, Cascade Correlation, Resilient 
Propagation, Genetische Voroptimierung und Fuzzy-Musterklassifizierung aus dem Umfeld 
der neuronalen Netze für die Kreditwürdigkeitsprüfung unter der Maßgabe sinnvoll anwenden 
lassen, dass bei einer vorgegebenen Risikobereitschaft zum Kreditausfall die 
Wahrscheinlichkeit zu Unrecht abgelehnter Kredite (Betafehler) möglichst gering gehalten 
werden soll. Die besten Ergebnisse bei den Beispieldaten wurden mit relativ einfachen 
Backpropagation-Netzen erzielt, die eine relativ hohe Anzahl verdeckter Neuronen aufweisen. 
 
Insgesamt ergeben sich aus den Problemanalysen vor Ort, dem Literaturvergleich und der 
partiellen experimentellen Erprobung von Warehousetechniken und dem experimntellen 
Vergleich der Miningverfahren einige Schlussfolgerungen für mögliche Erfolgsstrategien bei 
der Verbesserung von Datenqualität und Kreditanalyse, die eine Grundlage für weiterführende 
empirischer Feldstudien in der Zukunft bilden können.  
 
   
 
 

Abstract 
 
Traceability and accountability of financial flows are among the main issues faced by credit 
institutes and long-term aid measures in crisis regions of the so-called Third World, especially 
in the context of credit rating and credit evaluation. Databases, data warehouses and business 
intelligence naturally play a key role in such situations, but equally important are the cultural 
adequacy and acceptance of solutions in the regional population, business, and administration. 
The thesis therefore pursues the key research question how concepts of data warehousing and 
dataming – originally created in the US and Europe – ca be adapted to the needs of banks and 
other credit organizations in the Third World, more specifically, in the West-African Franc 
Zone. 
 
Based on a case study in Togo, the problems of credit handling in this region as well as the 
situation concerning data management and data quality are explored. Subsequently, the thesis 
evaluates solution concepts from the area of data warehousing, specifically metadata 
management, semantic modeling, and data quality management, with respect to the given 
context. 
 
Finally, an example data set gained from the case study is used to compare a number of data 
mining method variants and combinations from the Neural Network area with respect to the 
question which of them might be best suitable for the situation, where under a given risk 
acceptance of non-repayment (error of type alpha), you want to reduce the number of credit 
requests which are rejected wrongly (error of type beta) in order to avoid stifling the 
economy. Among the investigated variants of basic backpropagation networks, cascade 
correlation, resilient propagation, pre-optimization with genetic algorithms, and fuzzy 
classification, the best results were achieved backpropagation networks that have a relatively 
high number of hidden neurons. 
 
The results from problem analysis, literature analysis, and selected experiments with 
experimental data indicate some conclusions for promising strategies in data warehousing and 
data mining that could form a foundation for future large-scale field studies in the region. 
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Kapitel  1 
Einführung 
 
 „Monitoring in management information systems is the link  
                                             Between  these two elements: discovery of exceptions and  
                                                 opportunities“   (David Otley) 
 
“Monitoring concepts in Databases are no longer the only usual active Database functions 
with trigger-procedures or alert-tools. The Monitoring in Data Processing becomes more and 
more Business-Intelligent” (Peterson und Pinkelmann, 2000). 
Der Erfolg einer Bank liegt heute nicht mehr primär im Umgang mit Geld und Kapital, 
sondern im Management von Informationen und Wissen über Geld und Kapital. 
Informationen werden im Bankgeschäft der Zukunft zum bestimmenden Faktor für alle 
wesentlichen geschäftsstrategischen Entscheidungen. Dazu ist der zielgerichtete Einsatz 
moderner Technologien von entscheidender Bedeutung.  
Die Banken in Afrika südlich der Sahara befinden sich auch in dieser schwierigen Lage. Die 
häufigen Zusammenbrüche der Banken in den afrikanischen Ländern lassen an den 
Fähigkeiten ihrer Manager zweifeln. Ein großer Teil dieses Problems liegt bei 
Informationsmängeln. Z.B. beeinträchtigen die Mängel, gar die Verluste der 
Kreditkundendaten, in einem Kreditinstitut nicht nur die Rentabilität, die Liquidität und die 
Sicherheit des Instituts, sondern können auch zum Zusammenbruch des Instituts führen. 
Daher braucht ein Kredithaus ein oder mehrere Monitoring-Datenbank-Konzepte, einerseits 
für das Zusammenhalten der Kundendaten (besonders Unternehmenskreditkundendaten), 
Geschäftsprozesse und -bilanzen und andererseits als entscheidungsunterstützendes 
Informationssystem (Decision Support System-DSS) in dem sogenannten Business 
Intelligence-Sinn z.B. im Kreditmanagement. 
Um diese neuen Datenbankkonzepte in den Banken operativ umzusetzen, bedarf es neuer 
Technologien und Denkmuster, in die investiert werden muss. Auch sind die Institute der 
Dritten Welt bzw. Unternehmen in der jetzigen Globalisierungsära „global players“ 
geworden. Ohne Einsatz dieser neuen Technologien wird ihre Existenz bedroht.  
Zur Zeit müssen auch die afrikanischen Banken südlich der Sahara die Präferenzen ihrer 
Kunden verstehen, ihre Profitabilität erhöhen und die richtige Mailing-Ansprache für das neue 
Produkt finden. Aber die Informationen, um dementsprechend zu handeln, haben diese 
Banken zunächst nicht. Denn obwohl die dafür notwendigen Rohdaten meist vorhanden sind, 
liegen sie auf unterschiedlichen Systemen, in unterschiedlichen Formaten sowie auf 
unterschiedlichen Rechnern, die zudem oft noch geographisch verteilt sind. Daraus ergibt sich 
das Bedürfnis, die Daten zu konsolidieren, um sie in entscheidungsrelevante Informationen 
umzusetzen. 
 
Diese Vorgehensweise, die mit einem neuen konzeptionellen Ansatz und damit entwickelter 
Technologien und Methoden verknüpft ist, wird mit den Begriffen Business Intelligence und 
Data Warehousing (DW) bezeichnet (Abbildung 1.1). Bevor die Bankinstitute mit dieser 
Vorgehensweise beginnen sollten, muß ein demonstrierbarer Nutzen erarbeitet werden, z.B. 
im Rahmen eines Business Case. Damit ist ein Fundament geschaffen, um eine Entscheidung 
für die notwendigen Investitionen zu treffen.  
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Da in vielen Kreditinstituten keine einheitliche Festlegung der Datenformate und Dateninhalte 
(Data Dictionary) erfolgt oder unternehmensweit vorgeschrieben ist, bildet diese Vereinheit-
lichung den wesentlichen Teil des Datentransformationsprozesses. 
Außerdem muss an der Qualität der Daten gearbeitet werden. Es gibt Unternehmen, deren 
Kundendatei, wie ich auch in meinem Heimatland Togo gesehen habe, dreimal so groß ist wie 
die Anzahl ihrer Kunden, weil z.B. Schreibfehler bei der Namenseingabe neue Einträge 
entstehen lassen. Die Einführung eines Data Warehouse (DW) hat die größtmögliche Nutzung 
des vorhandenen Datenmaterials zum Ziel und ist dadurch ein hervorragendes Instrument zur 
Verbesserung der Datenqualität.  
Der Begriff Business Intelligence geht auf einen Bericht der Gartner Group aus dem Jahr 
1996 zurück [WHAT, (2000)]:  
„Making sound Business decisions based on accurate and current information take more than 
intuition. Data analysis, reporting and query tools can help business users wade through a 
sea of data to synthesize valuable information from it - today these tools collectively fall into 
a category called Business Intelligence“  
DW stellt dabei die Kerntechnologie für das Anwendungsfeld Business Intelligence dar. 
DW-Systeme avancieren dadurch zur zentralen Informationsdrehscheibe innerhalb einer 
unternehmensweiten Business-Intelligence-Infrastruktur, die sich auf die Systeme für 
Enterprise Resource Planing (ERP), Customer Relationship Management (CRM) und Supply 
Chain Management (SCM) erstreckt.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dieses erste Kapitel gibt eine Einführung in die Thematik und die Notwendigkeit der 
entscheidungsunterstützenden Informationssysteme auch für das Bankwesen in der Dritten 
Welt.  Der Abschnitt 1.1 handelt von der Motivation und der Problembeschreibung. Der 
Abschnitt 1.2 bildet den informatischen Forschungsschwerpunkt der Arbeit. Der Abschnitt 
1.3 beschreibt die Methodik der Fallstudie. Abschließend werden in Abschnitt 1.4 die die 
Ergebnisse und die Gliederung der Arbeit geschildert. 
 
 
Abbildung 1.1: Zusammenhang von Data Warehousing und Business 
Intellingence  bei einem Kreditinstitut [Vgl. Jarke et al. (2000)] 
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1. 1 Motivation und Problembeschreibung im Rahmen der Dritten Welt 
 
Die personalisierte, bedarfsorientierte Erstellung von Berichten im Rahmen des DW-
Technologie stellt hohe Anforderungen an die Analysesysteme auch in der Dritten Welt. 
Um technisch wenig versierten Anwendern die Möglichkeit zu geben, eine interaktive 
Exploration der Daten nach benutzerdefinierten Kriterien vorzunehmen, werden intuitiv 
verständliche Datenstrukturen benötigt. Aus diesem Grund basieren DW-Systeme auf 
multidimensionalen Datenstrukturen, die eine adäquate Repräsentation der Daten 
ermöglichen.  
Die Kennzahlen der Jahresabschlüsse zur Unternehmensklassifikation werden hierbei als 
Gegenstand der Analyse in einem multidimensionalen Datenraum in Abhängigkeit von 
bestimmten Dimensionen angeordnet. So kann beispielsweise der Kreditumsatz eines 
Kreditinstituts in Abhängigkeit von bestimmten Dimensionen (Kreditart, Laufzeit und Zins), 
aber auch z.B. wirtschaftliches Eigenkapital, kurzfristiges Fremdkapital, Verschuldungen 
usw. erfasst werden.  
Der Direktor der „Afrikanischen Bank für Entwicklung“ (Banque Africaine de 
Developpement) mit Sitz in Tunis (Tunesien, Nordafrika) bemerkte folgendes während einer 
Sitzung in Frankfurt:  
„Das Problem bei afrikanischen Banken liegt bei der zu geringen Suche nach entscheidenden 
Informationen aus historisch periodischen Managementdaten  ihrer früheren 
Fehlentscheidungen“. 
Die meisten gegenwärtig erfolgreichen Unternehmen bzw. Kreditinstitute haben dies durch 
eine vergleichende Studie ihrer Ergebnisdaten der Vergangenheit erreicht. 
Ein früherer Präsident der „Bundesbank“ (Pohl) sagte einmal: 
„Die Probleme eines Kreditinstituts und ihre Lösungen befinden sich immer in demselben 
Kreditinstitut.“ 
Es bleibt nur, die verschiedenen Abteilungen des Kreditinstituts unter die Lupe zu nehmen. 
Falls die meisten Verluste aus der Kreditgeschäftsabteilung kommen, ist es notwendig eine 
Expertenrevision in diesem Data Mart (hier Kreditabteilung) mit modernsten automatisierten 
Verfahren (wie Data Mining im Rahmen der Business intelligence) in der 
Kreditwürdigkeitsprüfung einzusetzen. 
1.2    Ziele und Methodik der Arbeit  
Die grundlegenden Forschungsfrage der Arbeit lautet: Wie lassen sich die in USA und Europa 
entstandenen Konzepte des Data Warehousing und Data Mining zur Lösung typischer 
Probleme der Kreditinstitute in der Franc Zone Afrikas (Beispiel Togo) einsetzen? 
Ein spezieller Fokus sind Methoden zur Kreditwürdigkeitsprüfung mit Unterstützung durch 
analytische Datenbanksysteme, DW-Systeme und ihrer Werkzeuge Data Mining und OLAP, 
um die wesentlichen Ursachen der häufigen Zusammenbrüche der Kreditinstitute in Afrika 
südlich der Sahara, d.h. auch in meinem Heimatland Togo zu erforschen und die damit 
verbundenen Fehlentscheidungen ausführlich zu betrachten und sie möglicherweise  
verringern zu können. 
Teilfragen, die sich aus dem Kontext ergeben und in der Arbeit betrachtet wurden, sind etwa: 
• Welche Anforderungen an das internationale Kreditwesen sind nicht abdingbar? Welche 
Risiken bei einer Kreditentscheidung müssen besonders genau untersucht werden? 
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• Welche Begrifflichkeiten der DW-Systeme sind in diesem Kontext relevant? Warum sind 
die multidimensionalen Datenbanken für die Kreditanalyse besonders geeignet? 
• Welche Rolle spielen die Metadaten in einem solchen DW-System? 
• Welche Definitionen und Maßnahmen stehen zur Verbesserung der Datenqualität zur 
Verfügung? 
• Welche Data Mining-Verfahren, insbesondere aus dem Bereich der Neuronalen Netze, 
sind hinreichend robust, um für die Kreditwürdigkeitsprüfung einsetzbar zu sein? 
 
Bei der Beantwortung dieser Fragen geht die Arbeit nach folgender Methodik vor: 
Zunächst wurde anhand von Literaturstudien und Befragungen in Togo die Problemsituation 
im Anwendungsbereich Kreditwesen sowie bezüglich der Datenverfügbarkeit und 
Datenbankinfrastruktur untersucht. Ein weiterer Teil dieser empirischen Untersuchungen 
betraf die Beschaffung von Beispieldaten.  
In einem zweiten Schritt wurden die im Forschungsbereich Data Warehouse, Data Quality 
und Data Mining entstandenen Konzepte und Verfahren aufbereitet und daraufhin betrachtet, 
inwieweit sie zur Lösung der identifizierten Probleme einen Beitrag leisten konnten. Eine 
Reihe kleinerer prototypischer Implementierungen wurden durchgeführt, um beispielsweise 
besonders relevante Qualitätsprobleme anhand der Beispieldaten zu identifizieren. Bei der 
Beschaffung der Beispieldaten selbst konnten Verfahren aus dem ETL-Bereich (Extraktion, 
Transformation, Laden) an kleinen Beispielen erprobt werden. 
Ein dritter Beitrag der Arbeit entstammt aus Experimenten zur Anwendbarkeit von Data 
Mining-Methoden auf die Beispieldaten, um so Rückschlüsse auf Verfahren gewinnen zu 
können, die beim Monitoring für Kreditinstitute im Kontext der Dritten Welt 
erfolgversprechend sein könnten. Experimentiert wurde insbesondere mit verschiedenen 
Varianten neuronaler Netze. Es zeigt sich, dass bestimmte Varianten von Backproagation-
Algorithmen insbesondere bei dem in der Kreditwürdigkeitsprüfung aus Wettbewerbsgründen 
wichtigen Beta-Fehler relativ gute Ergebnisse liefern. 
Ein ebenfalls ursprünglich geplanter vierter Schritt, die Validierung der entstandenen 
Konzepte und Systembausteine vor Ort, konnte aufgrund externer Faktoren wie  v.a. 
Veränderungen der politischen Lage nicht mehr durchgeführt werden. 
 
1.3 Aufbau der Arbeit 
 
Das Kapitel 2  gibt eine allgemeine Einführung in Grundbegriffe des Kreditwesens unter 
besonderer Berücksichtigung des internationalen Kreditwesens, Kapitel 3 stellt die konkrete 
Beschreibung  der Situation des Bankgeschäfts in Togo dar.  
In den folgenden vier Kapiteln werden Konzepte aus dem Data Warehousing und ihre 
Übertragbarkeit auf den vorliegenden Anwendungskonzept beschrieben. Kapitel 4 stellt die 
Grundkonzepte von OLTP- (OnLine Transaction Processing) und ETL (Extraction, 
Transformation, Loading) vergleichend im Hinblick auf die Anwendung als Monitoring-
Datenbank im Bankwesen dar. Kapitel 5 ergänzt diese eher systemnahe Betrachtungsweise 
um semantische Überlegungen, die in Kapitel 6 durch eine Analyse von Metadatenstrukturen 
ergänzt werden. Hauptziel dieser Betrachtungen ist neben einer Unterstützung der 
Systemanalyse in der Designphase, eine Grundlage zur Sicherung der Datenqualität zu 
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schaffen, die – wie unsere Untersuchungen gezeigt haben – eine besondere Herausforderung 
im Anwendungskontext datstellt. 
In den beiden folgenden Kapiteln wird auf der so gewonnenen Datengrundlage die 
Anwendbarkeit von Data Mining-Verfahren betrachtet. Dabei beschreibt Kapitel 8 einige 
grundlegende Möglichkeiten aus der Literatur, während Kapitel 9 den Schwerpunkt auf die 
eigenen Experimente mit verschiedenen Methoden aus dem Bereich der neuronalen Netze 
eingeht.  
Das Kapitel 10 fasst die Arbeit zusammen und gibt einen allgemeinen Ausblick auf den 
aktuellen Einsatz sowie über die Zukunft der analytischen Datenbanken in Togo.  
In einem Anhang sind einige Angaben zur Implementierung des Softwarerahmens für die 
Experimente mit verschiedenen Analysesystemen in Kap. 9 zusammengefasst.  
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Kapitel     2 
 
Allgemeine Einführung in Grundbegriffe des Kreditwesens 
unter besonderer Berücksichtigung des internationalen 
Kreditwesens 
 
                   „Keiner ist kreditwürdig, sonst gäbe es keinen Kredit“   
    (Breuer, früherer Deutsche Bank-Chef)  
 
Wegen der neuen Entwicklungen im letzten Jahrzehnt in der internationalen  Finanzwelt, die 
die Länder der Dritten Welt nicht verschont haben, sind die Kreditinstitute, die 
Versicherungen, die Brokerage- und die Leasing-Häuser der Dritten Welt „Global Players“ 
geworden. In der Gegenwart stehen sie im Mittelpunkt der internationalen 
Finanztransaktionen und der internationalen Share-Holders-Aktivitäten. Ihre Kundschaft wird 
immer internationaler. Ihre täglichen Unternehmensbewertungen werden mehr und mehr bei 
den größten Börsen der Welt (WallStreet, London, Frankfurt, Zürich, Tokio) bewertet. Ihre 
internen Geschäftsentscheidungen, -Strategien und –Prognosen werden mit dem Rest der Welt 
verglichen. Das Institut, das seine Gewinne vermehren will, muss ständig neue Märkte bzw. 
neue Kunden erobern, d.h. es muss weltweit operieren. 
 
In Afrika, südlich der Sahara, werden Unternehmen verkauft, gekauft, privatisiert oder 
fusioniert, saniert und wieder verkauft. Durch diesen intensiven Strukturwandel wird jeden 
Tag die Unternehmenskreditwürdigkeitsprüfung durch die Kreditinstitute komplizierter bzw. 
risikoreicher. Die Institute dürfen  während ihrer Kreditforschungen nicht mehr die äußerst 
wichtigen wirtschaftlichen Kennzahlen (Eigenkapital, Abschreibungen, Verbindlichkeiten, 
Vorsteuern, ROI, usw.) zur Solvenz- oder Insolvenzprüfung der Unternehmen 
vernachlässigen.  Die sogenannte „befreundete Kreditvergabe“, die meistens Ursache des 
Zusammenbruchs vieler Banken Afrikas ist, wird nun besser prüfbar. 
 
Auch in Afrika gehören zu Unternehmenskreditkriterien immer mehr neue Aspekte wie 
innovative Technologien in der Firma, ihre Managementqualität und Wertschöpfungsqualität, 
ihre Zukunftspläne, Weiterbildung der Mitarbeiter usw. Dadurch werden die externen und 
internen Datenströme in den Kredithäuser enorm umfangreich.  D.h. die Institute brauchen 
leistungsfähigere Hardware- und Software-Plattformen,  um die umfangreichen, zu 
analysierenden Informationen über ihre Kreditkunden, ihre Konkurrenten und den 
Geschäftszustand ihrer Geschäftsstellen in aller Welt zu bewältigen. 
 
Das Kreditgeschäft beinhaltet sowohl das Privatkunden- als auch das Firmenkundengeschäft. 
Zunächst erfolgt eine Darstellung der Kreditarten sowie eine Erläuterung der mit Krediten 
verbundenen Risiken einschließlich der Risikopolitik im Kreditgeschäft. Anschließend wird 
die Abwicklung der Kreditgeschäfte von der Antragsstellung über die Entscheidungsphase bis 
hin zur Überwachung laufender Kredite beschrieben. Auch auf die Rolle von Sicherheiten im 
Kreditgewerbe wird eingegangen. Im Zentrum des Kapitels stehen die 
Kreditwürdigkeitsprüfungen im Privat- und Firmenkundengeschäft. Hier sind sowohl 
etablierte methodische Grundlagen als auch aktuelle Sichtweisen und Zukunftsperspektiven 
berücksichtigt. 
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Der Begriff des Kredits ist auf das lateinische Wort „credere“ (glauben, Vertrauen schenken) 
zurückzuführen. In der deutschen Sprache wird der Begriff in zweifacher Bedeutung benutzt. 
[Jährig & Schuck, (1990)]. 
 
• Kredit als Ansehen und Vertrauen, das jemand im Hinblick auf seinen Willen und seine 
Fähigkeit, seine Verpflichtung ordnungsgemäß zu erfüllen, bei Mitmenschen genießt.  
 
• Kredit als die Leistung, die im Vertrauen auf seine spätere, ordnungsgemäße 
Gegenleistung erbracht wird. 
 
Bezogen auf das Kreditgeschäft der Banken  steht der zweite Aspekt im Vordergrund: Bei 
einem Kredit verzichtet der Kreditgeber (Gläubiger) für einen bestimmten Zeitraum auf die 
Nutzung seines Kapitals. In der Regel erhält er als Gegenleistung vom Kreditnehmer 
(Schuldner) dafür Zinsen. So definieren etwa [Hagenmüller & Diepen, (1993)]: 
 
„Das Wesen des Kredits  liegt darin, daß der Kreditgeber eine Leistung in der Gegenwart 
erbringt und damit zum Gläubiger wird, während der Kreditnehmer sich als Schuldner 
verpflichtet, die Gegenleistung erst in der Zukunft zu erfüllen.“ [Hagenmüller & Diepen, 
(1993)]. Eine Fremdfinanzierung durch Kredit verstärkt die eigenen Mittel des Schuldners. In 
vielen Fällen ist es erst durch Kreditaufnahme möglich, wirtschaftlich sinnvoll zu produzieren 
oder zu konsumieren. Nach [Grill & Perczynski, (1995)] kann ein Kreditbedarf entstehen bei 
Unternehmen, privaten Haushalten und öffentlichen Haushalten (Abbildung 3.1) 
 
Unternehmen sind Wirtschaftssubjekte, die Sachgüter oder Dienstleitungen produzieren und 
verkaufen. Das statistische Zentrum vieler Staaten rechnet zu den Unternehmen auch land- 
und forstwirtschaftliche Betriebe, Handwerksbetriebe und freiberuflich Tätige. Die 
Kreditstatistik der Zentralbanken einiger Länder spricht von Unternehmen und Selbständigen. 
Kredite an Unternehmen und Selbständige werden im Sprachgebrauch der Banken als 
Firmenkredite (gewerbliche Kredite) bezeichnet. Das Kreditgeschäft mit Unternehmen und 
Selbständigen heißt Firmenkundengeschäft. 
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Abbildung 2.1: Die „typischen“ Kunden eines Kreditinstituts 
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Privathaushalte sind Wirtschaftssubjekte, die Sachgüter und Dienstleistungen verbrauchen. 
Kredite, die Privathaushalte aufnehmen, sind nach [Grill & Perczynski, (1995)] 
Konsumkredite. Lang- und kurzfristige Kredite dienen der Finanzierung von 
Gebrauchsgütern, z.B. Personenkraftwagen oder von Dienstleistungen, z.B. Urlaubsreisen 
[Grill & Perczynski, (1995)]. Die Kreditstatistik spricht von Privatpersonen, d.h. 
wirtschaftlich Unselbständigen und Sonstigen. Kredite an Privatpersonen werden im 
Sprachgebrauch der Banken als Konsumentenkredite bezeichnet. Das Kreditgeschäft mit 
Privatpersonen heißt Privatkundengeschäft.  
 
Zu den öffentlichen Haushalten zählen z.B. in Deutschland die Haushalte des Bundes, der 
Länder, der Gemeinden, der Gemeindeverbände und der Sozialversicherungsträger. Alle 
öffentlichen Haushalte werden zusammengefasst als Staat bezeichnet. Kredite an öffentliche 
Haushalte sind Kredite an den Bund, die Sondervermögen des Bundes (Bundesbahn, 
Bundespost, Lastenausgleichsfonds usw.), die Länder, Kreise, Gemeinden und an kommunale 
Zweckverbände. Diese Kredite heißen auch Kommunalkredite. Banken zählen zumeist auch 
öffentlich zu Firmenkunden. 
 
Die Kreditinstitute sind auf dem Kreditmarkt zwischen Kreditanbietern und Kreditnehmern 
tätig, da sie drei Rollen übernehmen:  
 
1. Als Kreditnehmer, indem sie Einlagen sammeln und Gelder aufnehmen. 
 
2. Als Kreditgeber, indem sie Einlagen und aufgenommene Gelder ausleihen. 
 
3. Als Kreditvermittler, indem sie Kreditanbieter und Kreditnachfrager zusammenführen. 
 
Nach [Büschgen, (1993)] stellt das Kreditgeschäft den Hauptbestandteil der bilanziell 
erkennbaren Aktivgeschäfte der Banken dar, was die wirtschaftliche Bedeutung von Banken 
für die Gesamtwirtschaft unterstreicht. 
 
2.1 Kreditarten 
 
Die Vielzahl der existierenden Kreditarten läßt sich nur schwer nach allgemein anerkannter 
Gliederung einteilen [Büschgen, (1993)], oder [Eichwald, (1995)]. Insbesondere zwischen 
Theorie (d.h. in der Literatur) und Praxis (d.h. Aussagen der konsultierten Kreditfachleute) 
herrscht keine absolute Einigkeit. Während in der Literatur die Einteilung vorwiegend nach 
Kundengruppen oder anderen formalen Kriterien erfolgt, orientiert sich die Praxis eher an den 
mit der Prüfung und Abwicklung zusammenhängenden Bearbeitungsformen und dem dafür 
notwendigen „Know-How“. 
 
Konsens besteht in der Unterscheidung zwischen Geldleihgeschäften, bei denen die Bank dem 
Kreditnehmer de facto Zahlungsmittel (Buch- und/oder Bargeld) zur Verfügung stellt, und 
Kreditleihgeschäften, also der Übernahme von Zahlungsverpflichtungen gegenüber Dritten 
durch eine Bank gegen Provision, also letztlich der Übertragung einer Kreditwürdigkeit. 
Kreditleihgeschäfte werden im Folgenden nicht behandelt. 
 
Innerhalb der Geldleihgeschäfte differenziert [Büschgen, (1993)] in Kontokorrentkredit, 
Wechselkredite, Industriekredite, Fazilitäten im Außenhandel, Kredite an Privatpersonen, 
Kredite an öffentliche Haushalte und Konsortialkredite. Eine solche Aufteilung nach fast 
disjunkten Kundengruppen ist in der Literatur häufig anzutreffen. 
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Außer der Kundengruppe existieren eine Reihe weiterer Unterscheidungskriterien [Jährig & 
Schuck, (1990)] zählen u.a. folgende auf: 
 
• Frist (kurz-, mittel-, langfristig) 
 
• Art der Sicherung (gedeckt, ungedeckt, teilgedeckt) 
 
• Verwendungszweck (z.B. Betriebsmittel-, Saison-, Investitionskredit) 
 
• Technik der Kreditgewährung (z.B. klassisch oder standardisiert) 
 
• Währung des Kredits 
 
• Art des Mitteleinsatzes der Bank (z.B. Bar-, Wechsel, Avalkredit) 
 
• Verzinsung (fest oder variabel) 
 
• Kundengruppen (z.B. Firmen, wirtschaftlich Unselbständige) 
 
Grill & Perczynski, (1995) unterteilen nach organisatorischen Gesichtspunkten in  
Standardisierte Kredite (normierte Kredite, Programmkredite) und Individualkredite. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Standardisierte Kredite sind Kredite, die von einem Kreditinstitut nach bestimmten, für das 
Institut einheitlichen Bedingungen (Kredithöhe, Laufzeit, Kosten usw.) gewährt und 
abgewickelt werden. Standardisierte Kredite zählen zum Mengengeschäft der Bank. 
Abbildung 2.2: Kreditarten (Quelle: [Grill & Perczynski 1995], S. 486) 
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Individualkredite sind Kredite, die vom Kreditinstitut nach Bedingungen gewährt und 
abgewickelt werden, die für den Einzelfall gelten. 
 
Im Firmenkundengeschäft überwiegen bei kurzfristigen Krediten die Individualkredite. Bei 
mittel- und langfristigen Krediten kommen standardisierte Kredite und Individualkredite vor. 
Im Privatkundengeschäft überwiegen die standardisierten Kredite. 
 
Im Folgenden werden einige Kreditarten kurz beschrieben. Einführende Hinweise enthält z.B. 
[Grill & Perczynski, (1995)] oder [Eichwald, (1995)]; für ausführliche Erläuterungen siehe 
[Hagenmüller & Diepen, (1993)] oder [Jährig & Schuck, (1990)]. 
 
2.1.1   Kredite an private Haushalte 
 
Zu den Krediten an private Haushalte zählen insbesondere Dispositions- und Ratenkredite, 
Anschaffungs-, Bauspar- und Hypothekendarlehen. 
 
Beim Dispositionskredit wird ein Überziehungslimit für das Kontokorrentkonto eingeräumt, 
wobei das Limit von den regelmäßigen Zahlungseingängen abhängig ist. Wird dagegen ein 
Limit vertraglich festgelegt, spricht man von einem Kontokorrentkredit. Es handelt sich um 
einen standardisierten Kredit, wobei die Überziehungsgrenze nach institutseinheitlichen 
Merkmalen festgesetzt wird (z.B. auf das dreifache des monatlichen Nettoeinkommens). Der 
Dispositonskredit wird in der Regel als Blankokredit gewährt. Bei einem hohen Kredit kann 
eine Absicherung in Frage kommen [Grill & Perczynski, (1995)]. 
 
Der Ratenkredit dient ebenfalls der Anschaffung von Konsumgütern. Er wird bar oder mittels 
Kontokorrentkontos zur Verfügung gestellt, wobei seine Höhe abhängt vom Einkommen des 
Kreditnehmers bzw. festgelegter Sicherheiten. Bei einer Laufzeit im mittel- bis langfristigen 
Bereich (12 - 72 Monaten) erfolgt die Rückzahlung in monatlichen Raten. Der Zins ist 
vertraglich vereinbart. Diese Kreditart wird auch als Teilzahlungskredit oder persönlicher 
Kredit bezeichnet. 
 
Mittels eines Anschaffungsdarlehens werden vom Kreditnehmer Gebrauchsgüter erstanden. 
Es wird auf dem Kontokorrentkonto bereitgestellt oder direkt dem Zahlungsempfänger 
zugewiesen. Auch hier ist die Laufzeit mittel- bis langfristig. Der Zins ist für die Laufzeit fest 
und die Tilgung wird mittels Ratenzahlung vorgenommen. Eine Abgrenzung zum Ratenkredit 
ergibt sich durch höhere Kreditbeträge und längere Laufzeiten. 
 
Eine neue Form des Konsumentenkredits ist nach [Grill & Perczynski, (1995)] der 
Kontokorrentkredit als Verbindung von Kontokorrentkredit und Ratenkredit. Dem Kunden 
wird in bestimmter Höhe ein Kreditrahmen bereitgestellt, über den er jederzeit ganz oder in 
Teilbeträgen verfügen kann. Rückzahlungen sind jederzeit möglich; sie müssen aber 
mindestens monatlich in Höhe einer festgelegten Rate erfolgen. Über zurückgezahlte Beträge 
kann der Kunde erneut verfügen (revolvierender Kredit). Der Kredit wird kontokorrentmäßig 
abgerechnet. Im Preisaushang der Kreditinstitute wird er als Kreditrahmen oder als 
Rahmenkredit (mit variabler Verzinsung und variabler Inanspruchnahme) bezeichnet. 
 
2.1.2 Kredite an Unternehmen 
 
Der Kontokorrentkredit an Unternehmen und Selbständige ist ein Betriebskredit mit i.d.R. 
individuell festgelegten Bedingungen. Er dient der Finanzierung der Gütererzeugung und 
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Güterbereitstellung sowie die Erhöhung der Dispositionsfreiheit des Unternehmens, indem er 
die liquiden Mittel verstärkt. Als Betriebsmittel- oder Umsatzkredit dient er der Finanzierung 
von Einkäufen, der Ausnutzung von Lieferskonti (Vermeidung der teureren Lieferkredite) 
oder der Zielgewährung an Abnehmer. Als Saisonkredit finanziert er die Zeitspanne zwischen 
Einkauf und Absatz bei Unternehmen, die einen saisonbedingt unterschiedlich hohen Bedarf 
an liquiden Mitteln haben. Außerdem kann es sich um einen Überziehungskredit zur 
Überziehung eines Kreditlimits ohne Absprache mit dem Kreditinstitut oder um einen 
Zwischenkredit zur Zwischenfinanzierung bei langfristigen Darlehen oder Bauvorhaben 
handeln. 
 
Der Lombardkredit ist ein Darlehen, das über einen festen Betrag, der in einer Summe zur 
Verfügung gestellt und durch eine Verpfändung von beweglichen Sachen und Rechten 
gesichert wird. Als Pfandobjekte können in Frage kommen: Waren und Warendokumente 
(Warenlombard), Edelmetalle und Schmuck, Effekten (Effektenlombard), Forderungen aus 
Lieferungen und Leistungen, Rechte aus Lebensversicherungsverträgen, Gehaltsforderungen. 
In der Praxis des Kreditgeschäfts hat insbesondere die Verpfändung von Effekten Bedeutung. 
Waren werden sicherungsübereignet. Forderungen werden sicherungsweise abgetreten. 
 
Der Diskontkredit ist ein Kredit, den der Kreditnehmer innerhalb der vereinbarten Laufzeit 
durch Verkauf von Wechseln bis zur festgesetzten Kreditgrenze in Anspruch nehmen kann. 
Das Kreditinstitut kauft also noch nicht fällige Wechsel zum Barwert (Wert des Wechsels am 
Ankaufstag) an und gewährt damit dem Verkäufer des Wechsels für die Zeit vom Ankaufstag 
bis zum Verfallstag einen Kredit. Die Differenz zwischen dem Barwert und dem höheren 
Nennwert (Wert des Wechsels am Verfallstag) ist der Zins für den Kredit und heißt Diskont. 
Für den Kreditnehmer ist dies insbesondere deshalb vorteilhaft, weil die Kreditkosten 
niedriger als bei einem Kontokorrentkredit sind und weil er im Allgemeinen keine 
Sicherheiten zu stellen braucht. Diskontkredite sind für den Kreditgeber auch deshalb 
interessant, weil das Kreditrisiko im Allgemeinen gering ist, der Wechselankauf eine rentable 
und liquide Geldanlage darstellt und zentralbankfähige Wechsel Liquiditätsreserven sind. 
 
Der Akzeptkredit ist ein Kredit, den ein Kreditinstitut gewährt, indem es innerhalb einer 
festgelegten Kreditgrenze vom Kreditnehmer ausgestellte Wechsel akzeptiert. Durch die 
Akzeptierung stellt das Kreditinstitut die eigene Kreditwürdigkeit zur Verfügung. Es handelt 
sich um ein Kreditleihgeschäft. Die Kosten des Akzeptkredits mit ausschließender 
Diskontierung sind niedriger als die Kosten eines Kontokorrent- oder Diskontkredits. Für das 
Kreditinstitut stellt der Akzeptkredit eine Refinanzierungsmöglichkeit dar. Als Kreditkosten 
hat der Kreditnehmer zum einen die Akzeptprovision (im Allgemeinen 3% p.a.) und den 
Diskont (orientiert sich am Diskontsatz der Zentralbank) zu berücksichtigen. 
 
Der Avalkredit ist ein Kredit, den ein Kreditinstitut durch Übernahme einer Bürgschaft oder 
Stellung einer Garantie gewährt. Das Kreditinstitut stellt keine liquiden Mittel, sondern die 
eigene Kreditwürdigkeit zur Verfügung. Bei einem Avalkredit vermeidet der Kreditnehmer 
den Einsatz liquider Mittel. Er zahlt nur Avalprovision (keine Zinsen) und braucht im 
Allgemeinen keine Sicherheit. Das Kreditinstitut muss liquide Mittel nur zur Verfügung 
stellen, wenn es aus Bürgschaft bzw. der Garantie in Anspruch genommen wird. 
 
Zu den mittel- und langfristigen Krediten an Unternehmen und Selbständige zählen die 
Investitionskredite für Anlagen- und Vorratsfinanzierungen. Investitionskredite zur 
Anlagenfinanzierungen haben eine Laufzeit von bis zu 15 Jahren. Die Laufzeit entspricht 
meistens dem Abschreibungszeitraum, um sicherzustellen, dass die Tilgungskosten aus den 
Abschreibungserlösen finanziert werden. Standardisierte Investitionskredite 
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(Programmkredite) bieten die Kreditinstitute für den mittel- und langfristigen Kreditbedarf 
der mittelständischen Wirtschaft an. Übliche Bezeichnungen sind auch Anschaffungskredit, 
Mittelstandskredit und Industriedarlehen. Große Investitionskredite (in der Regel Beträge 
über eine Million Euro) werden häufig als Schuldscheindarlehen gewährt. 
 
2.2  Kreditrisiko und Kreditrisikopolitik 
 
Der Begriff Kreditrisiko bezeichnet die mathematische Unsicherheit, die mit der Gewährung 
eines Kredits verbunden ist, also sowohl positive als auch negative Abweichungen von 
erwarteten Entwicklungen. In der Praxis des Bankgeschäfts wird der Begriff des Risikos 
primär auf die negative Abweichung bezogen. 
 
2.2.1 Arten des Kreditrisikos 
 
Die Gewährung eines Kredits ist für eine Bank gleichbedeutend mit der Übernahme eines 
Risikos. Es existiert eine Vielzahl von Risiken, die sich, für den Fall, dass sie eintreten, 
negativ auf den Erfolg auswirken, den Gewinn mindern und evtl. zu einem Verlust führen. 
Die Gewährung eines Kredits wird auch als Kreditengagement bezeichnet. 
 
Die Beurteilung des mit einem Kredit verbundenen Risikos kann als „klassische“ Aufgabe des 
Risikomanagements der Banken betrachtet werden (vgl. [Büschgen, (1993)], S. 799). Es 
resultiert aus der herausragenden Bedeutung, die das Kreditgeschäft im Rahmen des 
bankbetrieblichen Leistungsspektrums einnimmt. 
Das Kreditrisiko ist das wesentliche Kriterium zur Kreditvergabeentscheidung und daher 
genauestens zu prüfen und zu bewerten. Im Fall einer Kreditgewährung ist es auch das Ziel 
der Prüfung, eine möglichst hohe Rückzahlungswahrscheinlichkeit sicherzustellen. 
 
Kreditentscheidungen werden grundsätzlich unter unvollkommener Information, insbesondere 
über die zukünftigen Entwicklungen, gefällt. Aus dieser Unsicherheit über das künftige 
Geschehen resultiert letztlich das Kreditrisiko [Büschgen, (1993)]. Kreditvergabe-
entscheidungen können folglich als Entscheidungen unter Unsicherheit charakterisiert 
werden. 
 
Bei der Entscheidungsfindung muß die Risikopräferenz der Bankgeschäftsleitung 
berücksichtigt werden. Zusätzlich sind gesetzliche und institutsspezifische Restriktionen zu 
beachten. 
Voraussetzung für eine rationale, d.h. mit den Zielen des Entscheidungsträgers bestmöglich in 
Einklang stehende Kreditvergabeentscheidung ist nach [Büschgen, (1993)] eine Prognose der 
zukünftigen Entwicklung des Kreditengagements im Hinblick auf Zins- und 
Tilgungszahlungen. Bei dieser zukunftsorientierten Kreditbewertung kommt einem 
Informationsproblem zentrale Bedeutung zu: „Je höher der Informationsgrad des 
Entscheidungsträgers im Kreditgeschäft hinsichtlich der Bonität des Kreditnehmers - von ihr 
hängt letztlich der Erfolg eines Kreditengagements ab - ist, desto höher ist die 
Rückzahlungswahrscheinlichkeit“ [Büschgen, (1993)]. 
Von den zahlreichen in der Literatur beschriebenen Risiken stehen folgende in einem engen 
Zusammenhang mit dem Einzelengagement etwa [Büschgen, (1993)], [Schierenbeck, (1991)]: 
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• Ausfallrisiko: Drückt die Gefahr aus, dass der Kreditnehmer seiner Verpflichtung zur 
Kredittilgung sowie der Zahlung der vereinbarten Zinsen, Provisionen und Gebühren nicht 
oder nur zum Teil nachkommt. 
 
• Terminrisiko: Hierunter versteht man die Gefahr einer verzögerten Rückzahlung durch den 
Schuldner, d.h. der Kreditnehmer tilgt den Kreditbetrag nicht vertragsgemäß und/oder 
entrichtet Zinsen, Provisionen und Gebühren nicht fristgemäß. 
 
• Besicherungsrisiko: Bezeichnet die Gefahr, dass die der Bank eingeräumten zusätzlichen 
Sicherheiten, wegen rechtlicher Mängel oder Wertminderungen nicht den zur Deckung der 
Kreditförderung notwendigen Verwertungserlös erbringen. 
 
• Geldwertrisiko: Es besteht die Gefahr, dass die durch eine Geldentwertung zwar den 
erwarteten Nominalbetrag einer Kreditforderung erreicht, aber weniger Kaufkraft 
zurückerhält. 
 
Das Geldwertrisiko ist im Rahmen der Kreditvergabeentscheidung vernachlässigbar: zum 
einen kann es kaum vom Sachbearbeiter ständig bedacht werden, sondern sollte sich 
höchstens in Zeiten politischer oder wirtschaftlicher Instabilität in den Präferenzen der 
Bankgeschäftsleitung widerspiegeln und zum anderen stehen bei einer Bank den 
Geldforderungen in etwa gleicher Höhe Geldverbindlichkeiten gegenüber, so dass sich Risiko 
und Chance der Geldentwertung praktisch ausgleichen. 
 
Ausfall- und Terminrisiko bilden das Bonitätsrisiko. Dieses ist mit dem Besicherungsrisiko 
unmittelbar verbunden, da das Besicherungsrisiko im zeitlichen Anschluss an das 
Bonitätsrisiko wirksam wird. Besicherungs- und Bonitätsrisiko ergeben gemeinsam das aktive 
Kreditrisiko. Die weiteren Ausführungen beschränken sich auf das aktive Kreditrisiko. 
 
Büschgen differenziert unter dem Gesichtspunkt der Risikoursachen exogenes und endogenes 
Kreditrisiko. Das exogene Kreditrisiko ist auf Faktoren zurückzuführen, die außerhalb des 
Kreditinstituts liegen und vorwiegend im wirtschaftlichen Bereich des Kreditnehmers zu 
finden sind. Im Gegensatz dazu resultieren die endogenen Kreditrisiken aus Faktoren, die auf 
Seiten des Kreditinstituts zu suchen sind. Hierzu zählen Mängel in der betrieblichen Aufbau- 
und Ablauforganisation (etwa ein effizientes Informationswesen, Mängel des Kontroll- und 
Rechnungswesens) und/oder eine fehlerhafte Organisation der Kreditbearbeitung bzw. des 
gesamten Kreditgeschäfts, die zu falschen Erwartungen über die Bonität des Kreditnehmers 
führen und die Kreditrückzahlung gefährden. 
 
2.2.2  Risikopolitik im Kreditgeschäft 
 
Die Festlegung der Risikopolitik erfolgt im Rahmen der strategischen Zielsetzung der 
Bankgeschäftsleitung, insbesondere aus ihrem Sicherheitsbestreben heraus. 
 
Außerdem hat sich der Gesetzgeber, aufgrund seiner Verantwortung für den Erhalt der 
Funktionsfähigkeit und wegen der existenzbedrohenden Gefahren, die den Banken angesichts 
ihrer vergleichsweise geringen Eigenkapitalquoten aus Kreditausfällen drohen können, 
veranlasst gesehen, eine Reihe rechtlicher Bestimmungen zur Begrenzung des Kreditrisikos 
zu erlassen. Im Einzelnen sind hier zu nennen [Büschgen, (1993)]: 
• die Forderung nach einem „angemessenen, haltenden Eigenkapital“ (z.B. in der 
Bundesrepublik Deutschland (BRD) nach §§13, 13a  KWG in Verbindung mit §§19, 20 
KWG). 
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• die Begrenzung von Zahl und Höhe der Großkredite (in der BRD nach §13, 13a KWG in 
Verbindung mit §§19, 29 KWG). 
 
• die Meldepflicht von Millionenkrediten an die Deutsche Bundesbank sowie die 
Bestimmung, dass die Deutsche Bundesbank, falls einem Kreditnehmer von mehreren 
Banken Millionenkredite gewährt worden sind, die Beteiligten zu informieren hat (in der 
BRD nach §14 KWG). 
 
• die Offenlegungspflicht nach §18 KWG. Sie besagt, dass bei Einräumung von Krediten 
über 25.000,00 Euro der Kreditnehmer seine wirtschaftlichen Verhältnisse - vor allem die 
Jahresabschlüsse der letzten drei Jahre - offenlegen muss. 
 
Als generelle Maßnahme zur Absicherung gegen Kreditrisiken kommt eine Risikovermeidung 
nicht in Betracht, da  dies zur Folge hätte, dass Banken keine Kredite mehr vergeben würden. 
Dies wäre aus wahrscheinlicher Sicht kaum wünschenswert. In Einzelfällen ist die 
Risikovermeidung in Form der Ablehnung eines Engagements durchaus möglich und erfolgt 
auch in der Praxis. Außerdem gilt, je geringer die Kreditrisiken sind, desto niedriger ist der 
Ertrag des Kreditinstituts. 
 
Das wesentliche Instrument zur Begrenzung der Ausfallwahrscheinlichkeit ist die 
Risikoreduzierung durch Kreditwürdigkeitsprüfung und Risikoüberwachung. Auf weitere 
Maßnahmen wie z.B. Risikokompensation durch „Hedging“-Geschäfte oder Risikoteilung 
soll hier nicht eingegangen werden. Eine einmalige Kreditwürdigkeitsprüfung reicht nicht 
aus. Zur Minimierung des Kreditrisikos nehmen Banken auch nach der Kreditgewährung und 
Inanspruchnahme laufende Kreditüberwachungen vor, wobei sich die Intensität im 
Wesentlichen nach der Kredithöhe und der Bonität des Kreditnehmers richtet. Von besonderer 
Bedeutung für die Bank im Rahmen der Kreditüberwachung, die nach [Büschgen, (1993)] 
auch als „laufende Kredit-Würdigkeitsprüfung“ interpretierbar sind, sind zu nennen: 
• Prüfung der vereinbarungsgemäßen Kreditverwendung, 
 
• Beobachtung der wirtschaftlichen Entwicklung des kreditnehmenden Unternehmens und 
der Branchenentwicklung, 
 
• Beobachtung bemerkenswerter Faktoren wie z.B. häufiger Wechsel im Management und 
die Änderung der Rechtsform, 
 
• Beobachtung der Kreditsicherheiten hinsichtlich ihrer Wertentwicklung. 
 
2.2.3 Die Abwicklung von Kreditgeschäften 
 
Ein Kreditvertrag kommt durch Antrag und Annahme zustande (§145ff. BGB der BRD). 
Rechtlich gesehen liegt der Antrag vor, wenn entweder der Kreditnehmer oder der 
Kreditgeber die erste Willenserklärung abgibt. Der Markt für Bankleistungen hat sich vom 
Verkäufermarkt zum Käufermarkt gewandelt (z.B. [Grill & Perczynski, (1995)], S. 428). An 
die Stelle der Kreditgewährung ist das Verkaufen von Krediten getreten. Daher übernehmen 
die Banken durch Werbung und Kundenberatung zunehmend die Initiative zum Abschluß von 
Kreditgeschäften. 
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Im Normalfall liegt einem Kreditverhältnis eine vertragliche Vereinbarung zugrunde, wobei 
ein einheitlicher Begriff des „Kreditvertrags“ nicht existiert [Jährig & Schuck, (1990)]. Bevor 
es zu einer solchen Vereinbarung kommen kann, muss zunächst von Seiten des Kreditinstituts 
eine Prüfung erfolgen. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2.4 Die Antragstellung 
 
Die Antragstellung erfolgt durch den potentiellen Schuldner zumeist in Form eines 
sogenannten „Kundengesprächs“ mit dem Kreditfachmann und unter Zuhilfenahme 
standardisierter Blätter. Der Antrag bildet die Grundlage für die Feststellung der 
Kreditfähigkeit und Kreditwürdigkeit des Antragstellers. Die eigentliche Prüfung beinhaltet 
eine Vielzahl von Teilprüfungen, die unter dem Namen „Kreditwürdigkeitsprüfung im 
weiteren Sinne“ oder auch „Bonitätsprüfung“ zusammengefaßt werden. 
 
Wie noch gezeigt wird, haben die einzelnen Teilprüfungen unterschiedlichen Charakter: 
Manche Prüfungen müssen für eine positive Kreditentscheidung uneingeschränkt erfolgreich 
sein, stellen also notwendige Bedingungen dar, andere haben lediglich 
Zusatzinformationscharakter, d.h. sie verstärken oder mindern die Bonität des Kreditnehmers. 
Ein kleiner Teil dieser Prüfungen kann auch in diesem Gespräch mit dem Antragsteller 
erfolgen. 
 
2.2.5 Zur Kreditentscheidung 
 
Aufgabe der Kreditwürdigkeitsprüfung (KWP, auch als Bonitätsprüfung bezeichnet) ist es, 
gemäß [Büschgen, (1993)] „durch Beschaffung, Bearbeitung und Bewertung relevanter 
Informationen über den Kreditantragsteller dessen Kreditfähigkeit und Kreditwürdigkeit 
festzustellen“. 
 
Abbildung 2.3: Arbeitsablauf zur Kreditvergabeentscheidung  
(Quelle: [Eisel, (1995)], S. 102) 
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Die Bonitätsprüfung setzt sich aus der Prüfung der Kreditfähigkeit einerseits und der Prüfung 
der Kreditwürdigkeit im engeren Sinne andererseits zusammen. Während sich die 
Kreditfähigkeitsprüfung auf die „persönlichen und rechtlichen Verhältnisse des 
Kreditnehmers - insbesondere die Geschäftsfähigkeit - konzentriert“, ist es Ziel der 
Kreditwürdigkeitsprüfung, „die wirtschaftliche Lage des Kreditnehmers, d.h. die Fähigkeit, 
seinen Kreditverpflichtungen nachkommen zu können, zu ermitteln“ [Büschgen, (1993)], S. 
803). 
 
Die Kreditfähigkeit ist somit eine Grundvoraussetzung für die Gewährung eines Bankkredits. 
Unter Kreditfähigkeit versteht Schierenbeck die „Fähigkeit, Kreditgeschäfte rechtswirksam 
abschließen zu können“ ([Schierenbeck, (1991)], S. 670). Genauer definieren JÄHRIG und 
SCHUCK: „Unter der Kreditfähigkeit versteht man die Fähigkeit des Kreditnehmers, 
rechtsgültige Kreditgeschäfte zu schließen, d.h. sich in rechtswirksamer Weise gegenüber 
dem Kreditinstitut zu verpflichten und die entstehenden Verpflichtungen dem Kreditgeber 
gegenüber zu halten“ ([Jährig & Schuck, (1990)], S. 335). 
 
Auf die anzuwendenden rechtlichen Gesichtspunkte, die je nach Kreditnehmer – natürliche 
Personen, Personengemeinschaften, Handelsgenossenschaften, juristische Personen – 
verschiedenartig sind, soll hier nicht eingegangen werden. Näheres hierzu und zu der 
Problematik der aus Sicht der Kreditinstitute irrtümlichen Kreditabschlüsse mit nicht 
kreditfähigen Personen enthält [Jährig & Schuck, (1990)]. 
 
Liegen die Voraussetzungen der Kreditfähigkeit vor, prüft das Kreditinstitut die 
Kreditwürdigkeit, die sowohl eine persönliche als auch eine sachliche Komponentebeinhaltet. 
Das Ziel dieser Prüfung ist es, den Risikogehalt einer Kreditgewährung zu bestimmen, um 
damit ein Urteil über die Vertretbarkeit fällen zu können. Dieses Urteil wird auch 
„Vertretbarkeitsaussage “[Jährig & Schuck, (1990)] genannt. 
Die meisten Kreditinstitute unterscheiden zwischen Mitarbeitern, die vor Ort den Kontakt zu 
den Kunden pflegen und Kreditwünsche aufnehmen (auch Kundenbetreuer genannt) und 
solchen die, intern allein, aufgrund objektiver Maßstäbe wie eine Bilanzanalyse, den 
Risikogehalt eines Kreditengagements beurteilen (sogenannte Risk Manager). Diese 
Aufteilung der Kreditbearbeitung wird auch als Vier-Augen-Prinzip bezeichnet. Ziel ist es, 
sowohl das grundsätzliche Interesse einer Bank an einem Kreditabschluss, als auch das 
notwendige Sicherheitsdenken bestmöglich zu realisieren. In Pattsituationen entscheidet der 
Risk Manager. Der Kreditbetreuer kann keinen Kredit selbständig zusagen. 
 
Die Prüfung des Kreditantrags bildet die Grundlage für die Entscheidung des Risk Managers 
bzw. des Kreditbearbeiters. Im Fall einer positiven Kreditvergabeentscheidung wird ein 
Vertrag erstellt, der u.a. die Kreditart, den Betrag, die Laufzeit, die Rückzahlungsmodalitäten, 
den Zinssatz, die Provision, die Sicherheiten, die technische Art der Inanspruchnahme, den 
Zeitpunkt, von dem an der Kreditnehmer verfügen kann, und den Verwendungszweck - 
gegebenenfalls die Auflage eines Verwendungsnachweises - beinhaltet ([Jährig & Schuck, 
(1990)], S. 97). 
 
Wie bereits dargestellt, schließt sich an eine positive Kreditentscheidung auch eine laufende 
Überwachung des Kreditengagements an: „Die Aufgabe der Kreditüberwachung besteht  
darin, eventuelle Verschlechterungen der auf das Einzelengagement bezogenen 
Risikopositionen eines Kreditinstituts, die sowohl aus der negativen Entwicklung der Bonität 
des Kreditnehmers als auch aus einer Wertminderung der ihm zur Verfügung gestellten 
Sicherheiten resultieren können, zu erkennen und zu messen“ ([Büschgen, (1993)], S. 805). 
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Abgesehen von vorbereitenden strategischen Maßnahmen eines Kreditinstituts wie z.B. 
Werbung und abschließenden Tätigkeiten wie Bilanzierung und Kostenrechnung lässt sich die 
Abwicklung eines Kredits zusammenfassend wie folgt skizzieren.  
 
2.2.6 Zur Rolle der Sicherheiten 
 
Als Maßnahme der Reduzierung des Kreditrisikos verlangen die Banken im allgemeinen die 
Bereitstellung von Sicherheiten, weil sich trotz der Kreditwürdigkeitsprüfung das 
Bonitätsrisiko nicht vollständig ausschließen läßt. 
 
 
 
Dies ist in der Praxis bei besonders „guten“ Kunden natürlich nicht immer der Fall, aber 
insbesondere bei langfristigen Krediten, die naturgemäß mit einer größeren Unsicherheit 
bezüglich der Einschätzung der Kreditwürdigkeit behaftet sind, ist eine Kreditbesicherung 
unerlässlich. Nicht zuletzt ermöglicht die Bereitstellung von Sicherheiten eine 
Kreditgewährung auch in Fällen, in denen, nach Abschluss der Kreditwürdigkeitsprüfung, 
noch Zweifel an der Bonität des Kreditnehmers bestehen, die Bank aber dennoch nicht auf das 
Kreditgeschäft verzichten will. 
 
Die Sicherung von Krediten nimmt im Rahmen der Bearbeitung von Kreditaufträgen einen 
relativ großen Raum ein ([Hagenmüller & Diepen, (1993)], S. 440), denn die Verwertung der 
Sicherheiten soll im Ernstfall ausreichen, um die Forderungen der Kreditinstitute abzudecken. 
Im Wesentlichen bestimmt daher die Kredithöhe und die Laufzeit Umfang und Art der 
Sicherheiten, wobei natürlich nach ausführlicher Bonitätsprüfung ein positives Urteil eine 
Reduzierung an Sicherheiten ermöglicht. Die Schwierigkeit für das Kreditinstitut bei der 
Festlegung der Kreditsicherheiten liegt vor allem darin, „zwischen nicht ausreichender und zu 
weitgehender Sicherung das richtige Maß zu finden [Hagenmüller & Diepen, (1993)].  
 
In Theorie und Praxis wird gleichermaßen betont, dass grundsätzlich Kredite nicht aus 
gestellten Sicherheiten, sondern aus dem cash flow bzw. den erwirtschafteten Gewinnen des 
Kreditnehmers getilgt werden sollen und den Sicherheiten höchstens die Rolle eines 
„Notnagels“ zukommen darf [Büschgen, (1993)] oder [Jährig & Schuck, (1990)]. Dies 
bestätigen auch die konsultierten Praktiker. 
 
In diesem Zusammenhang muss auch darauf hingewiesen werden, mit welchem Risiko für die 
Bank das Recht auf die Übernahme der Sicherheiten im Fall einer Insolvenz des 
Unternehmens verbunden ist. Zum einen sinkt der Wert einer Maschine oder einer Immobilie 
oft, wenn Verwertungsgesichtspunkte ins Spiel kommen. So werden gelegentlich abgetretene 
Forderungen gegen Dritte von diesen bestritten, oder es werden aufgrund der nicht mehr 
notwendigen Rücksichtnahme gekünstelte Mängelrügen geltend gemacht ([Jährig & Schuck, 
(1990)], S. 101), was letztlich auf eine Minderung des Sicherheitswertes hinausläuft. Zum 
anderen bezieht sich der Wert einer Sicherheit auf tatsächlich vorhandene und unbeschädigte 
 
• Vorbereitungsphase: Kreditantragstellung 
 
 
• Entscheidungsphase: Prüfung des Kreditantrags, ggfs.  Vertragsabschluss 
 
 
• Laufzeitphase:  Kreditüberwachung 
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Gegenstände, was im Fall der Insolvenz in der Praxis nicht immer der Fall ist. Sicherheiten 
sind daher eine Art immanentes Verfügbarkeitsrisiko. 
 
Auf der anderen Seite sind mit der Zugrundelegung von Sicherheiten durchaus auch 
risikopolitische Pluspunkte verbunden. So nennt [Büschgen, (1993)] etwa den Vorteil der 
„Erhöhung der Zahlungsbereitschaft des Kreditnehmers“. Einer Zahlungsunwilligkeit wird 
durch Sicherheiten insofern entgegengewirkt, als bei einer Verwertung der Sicherheiten durch 
die Bank nicht immer ihr Gebrauchs- oder Marktwert erzielt wird und der Schuldner somit 
zur Wiederbeschaffung der Objekte höhere Beträge aufwenden müsste als im Fall der 
partiellen oder vollständigen Kreditrückzahlung. 
 
2.3 Empirische Kreditwürdigkeitsprüfung 
 
Kreditwürdig sind Personen und Unternehmen, von denen eine vertragsgemäße Erfüllung der 
Verpflichtungen erwartet wird. [Grill & Perczynski, (1995)]. Nach Schierenbeck ist die 
Kreditwürdigkeit die „persönliche und sachliche Fähigkeit und Willigkeit, den 
Verpflichtungen aus dem Kreditverhältnis in der vereinbarten Höhe und Währung 
termingerecht nachzukommen“ [Schierenbeck, (1991)]. 
 
Die Kreditwürdigkeit ist somit von persönlichen und sachlichen Voraussetzungen abhängig, 
weshalb zwischen persönlicher und sachlicher Kreditwürdigkeit unterschieden wird. 
Persönliche Kreditwürdigkeit ist gegeben, wenn derjenige, der für sich selbst oder z.B. für 
sein Unternehmen Kredit in Anspruch nehmen möchte, aufgrund seiner Zuverlässigkeit, 
seiner beruflichen und fachlichen Qualifikation bzw. seiner unternehmerischen Fähigkeiten 
Vertrauen verdient. Sachliche Kreditwürdigkeit entsteht aufgrund der gegebenen 
wirtschaftlichen Verhältnisse. 
 
2.3.1 Kreditwürdigkeitsprüfung bei Privatkunden 
 
 
Zur Prüfung der Kreditwürdigkeit nutzen Kreditinstitute interne und externe 
Informationsquellen, die in Abbildung  3.4 dargestellt sind. 
 
Bei den bankinternen Quellen sind insbesondere das Verhandlungsverhalten und das bisherige 
Verhalten des Kreditnehmers, sofern bereits Geschäftsbeziehungen wie laufende Kredite oder 
Kontenführung bestehen, von praktischem Interesse. 
Wesentlich ist in jedem Fall der persönliche Eindruck, den der Sachbearbeiter vom Kunden 
hat. Als Indikatoren werden hier genannt: Alter, Geschlecht, Familienstand, 
Wohnverhältnisse, Beschäftigungsdauer am letzten Arbeitsplatz, bisherige 
Geschäftsbeziehungen und andere [Zimmermann & Zysno, (1982)], [Zimmermann & Zysno, 
(1982)]. Bei bereits bestehenden Geschäftsbeziehungen gibt das Verhalten des Kunden 
Aufschluss über die Zuverlässigkeit und Pünktlichkeit der Zahlungen. Kontenverlaufskurven 
helfen bei der Einschätzung der Solidität der Kunden und der Überprüfung, ob der potentielle 
Kreditnehmer seine wirtschaftliche Lage richtig dargestellt hat. Bezüglich des 
Planungsvermögens sind von Interesse [Eisel, (1995)]: 
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• Unzureichende Planung des Kreditvolumens aufgrund ständigen Überziehens, 
Nachbeantragung oder auch zu geringer Ausnutzung des Limits. 
 
• Unzureichende Planung des Kredittermins aufgrund der Nichtinanspruchnahme 
bereitgestellter Kredite oder Drängen auf eine schnelle Kreditvergabe. 
 
• Unzureichende Planung der Kreditfrist durch ständiges Ausnutzen des 
Kontokorrentkredits am Rande des Limits. 
 
• Die bankexternen Quellen, Auskünfte Dritter und Selbstauskünfte, sind subjektive 
Informationen, die vor allem bei Überdeckungen mit Informationen aus anderen Quellen 
Aussagekraft erhalten. Hierbei zählen zu den Auskünften Dritter amtliche Auskünfte, die 
Auskünfte aus Auskunftsdateien und Referenzen von Geschäftspartnern. 
 
Eine besondere Art der Auskunftsdatei stellt in der Bundesrepublik Deutschland die 
SCHUFA (Schutzgemeinschaft für allgemeine Kreditsicherung) dar [Hoitz & Kieroth, 
(1995)]. Aufgabe der SCHUFA ist es, ihren Vertragspartnern Informationen zu geben, um sie 
vor Verlusten im Konsumentenkreditgeschäft zu schützen. 
 
Abbildung 2.4: Informationsquellen der  
Kreditwürdigkeitsprüfung. (Vgl.  [Jährig & Schuck, (1990)]) 
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Gleichzeitig eröffnet sie ihren Partnern die Möglichkeit, die Kreditnehmer vor einer 
übermäßigen Verschuldung zu bewahren. Die Kreditinstitute übermitteln der SCHUFA die 
Daten über die Beantragung, Aufnahme und und vereinbarungsgemäße Abwicklung von 
Ratenkrediten sowie über vorgesehene Bürgschaften, ihre Übernahme und Erledigung. In den 
Dateien der SCHUFA werden Name, Anschrift und Geburtsdatum des Kreditnehmers, 
außerdem die Höhe, die Laufzeit sowie die Art und Weise der vorgesehenen Rückzahlung 
gespeichert. 
 
2.3.1.1  Die Prüfung der Kreditwürdigkeit 
 
In der Praxis handelt es sich bei der persönlichen Kreditwürdigkeit um eine Negativauslese 
[Scheibel, (1989)], da nur eine explizite negative Kreditwürdigkeit infolge von 
Zahlungsbefehlen, Lohnpfändungen, Haftbefehlen u.a. nachgewiesen werden kann. Die Frage 
der sachlichen Kreditwürdigkeit wird in der Praxis bei unselbständig Tätigen wie folgt 
ermittelt [Scheibel, (1989)]. Ausgehend vom durchnittlichen Nettogehalt werden feste und 
bekannte Kosten abgezogen, Verpflichtungen aus bestehenden Krediten und dem beantragten 
Kredit berücksichtigt, wodurch man einen Betrag erhält, der ausreichend sein muss, um den 
Lebensunterhalt entsprechend dem Familienstand zu gewährleisten. 
Bei der Gewährung von Kreditrahmen (Abrufkredit) wählen einige Kreditinstitute auch nicht 
individuelle Betrachtungen, etwa in der Form, dass nach der Ermittlung des frei verfügbaren 
Einkommens dieses mit 50 multipliziert den vertretbaren Kreditrahmen bei einer Laufzeit von 
max. 72 Monaten ergibt (nach [Scheibel 1989], S. 87). 
 
Von den im Rahmen dieser Arbeit konsultierten Praktikern ist einvernehmlich zu hören, dass 
aufgrund der vergleichsweise geringen Gewinnspanne im Privatkreditgeschäft aufwendige 
Prüfverfahren nicht angestrebt werden, sondern stattdessen möglichst unmittelbare 
Kreditentscheidungen am Schalter gewünscht sind. 
 
2.3.2 Kreditwürdigkeitsprüfung bei Firmenkunden  
 
Bei den Krediten an Selbständige und Unternehmen führen höhere Risiken bei größeren 
Gewinnmöglichkeiten der Kreditinstitute zu aufwendigeren Prüfungen als ins 
Personenkreditgeschäft. 
 
2.3.2.1     Persönliche und sachliche Kreditwürdigkeit 
 
Die persönliche Kreditwürdigkeit wird zumeist über Charaktermerkmale wie z.B. Solidität, 
Ehrlichkeit, Zuverlässigkeit, einwandfreier Ruf, Glaubwürdigkeit, ausgewogener Charakter 
und Vertrauenswürdigkeit (nach [Jährig & Schuck, (1990)] definiert. Sie gilt als unbedingte 
Voraussetzung für die Kreditgewährung. Von den Praktikern war in diesem Zusammenhang 
stets der Satz „Die Chemie muß stimmen“ zu hören. 
 
Die sachliche Kreditwürdigkeitsprüfung ist Hauptgegenstand - und nicht selten in der Praxis 
alleiniger Gegenstand - der gesamten Prüfung des Kreditantrags. Hier spielen zum einen 
objektive wirtschaftliche Kriterien (wie z.B. der wirtschaftlichen Verhältnisse und des 
Verwendungszwecks) und zum anderen eher subjektive personenbezogene Charakteristika 
eine Rolle. Hierzu zählen etwa die Branchenkenntnisse des Kunden, seine richtige 
Einschätzung von Absatzmärkten, sein Kostenbewußtsein und seine Fähigkeit, Menschen zu 
führen. Zur Frage der Gewichtung der einzelnen Kriterien im Hinblick auf das Ergebnis der 
sachlichen Kreditwürdigkeit führen [Jährig & Schuck, (1990)] aus (S. 336): „Nicht weniger 
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wichtig, manchmal noch bedeutsamer sind die personenbezogenen Eigenschaften, die der 
sachlichen Kreditwürdigkeit zuzuordnen sind“. 
 
Übereinstimmend wird in Theorie und Praxis die Notwendigkeit gesehen, die zum Teil stark 
subjektiven Einschätzungen des Sachbearbeiters nicht nur zu erfassen, sondern auch zu 
dokumentieren. Dies dient einerseits der Fundierung der Kreditvergabeentscheidung, 
andererseits aber auch der Wissenserhaltung, was insbesondere bei Ausscheiden des 
Sachbearbeiters von großer Bedeutung sein kann. Stellvertretend seien hier [Jährig & Schuck, 
(1990)] zitiert: 
„Die dem Kreditinstitut von Kunden gegebenen Informationen sowie der eigene Eindruck, den 
das Kreditinstitut von Kunden hat und naturgemäß die im Rahmen seiner jahrelangen, meist 
jahrzehntelangen Geschäfts- und möglicherweise Kreditbeziehung gewonnenen Erfahrungen 
sind die wichtigsten Informationsquellen, aus denen ein Kreditinstitut bei der 
Kreditwürdigkeitsprüfung schöpft. Hierbei ist auch die Informationsbereitschaft des Kunden 
selbst ein wichtiges Kriterium.“ 
 
Als wichtigste Elemente der sachlichen Kreditwürdigkeitsprüfung sind in erster Linie zu 
nennen (nach [Jährig & Schuck, (1990)], S. 338): 
 
• Die Managementqualifikation 
 
• Der Verwendungszweck 
 
• Die aktuelle Geschäftslage 
 
• Die Zukunftsperspektive und Planung 
 
Es mag zunächst überraschen, dass die Abschlussanalyse, also das Gewinnen von 
Erkenntnissen aus den letzten Jahren ein Element unter mehreren ist. Diese Auffassung findet 
sich aber durchgängig in der Literatur wie bei [Büschgen, (1993)] oder [Schierenbeck, 
(1991)] und wird auch von der Praxis aufgrund des retrospektiven Charakters der 
Bilanzzahlen einerseits und der Zukunftsorientierung der Kreditvergabeentscheidung 
andererseits geteilt. 
 
Die Bedeutung jedes einzelnen der vier Kriterien für die gesamte Kreditwürdigkeitsprüfung 
wird in den nächsten Abschnitten erläutert. 
Als weitere (wegen stark gewichtete) Kriterien werden das Verhältnis zu Lieferanten und 
Abnehmern, die Haftungsverhältnisse, die Sicherheiten und die Branchensituation bzw. die 
Konkurrenzlage genannt [Jährig & Schuck, (1990)]  Jedes dieser Kriterien kann bei 
negativem Befund zur Ablehnung eines Kreditwunsches oder aber zur Kreditgewährung, 
allerdings mit einschränkenden Bedingungen, führen. 
 
2.3.2.2     Die Managementqualifikation 
 
Als eine der wichtigsten Aufgaben des Unternehmers wird die Koordination und die 
Motivation der leitenden Mitarbeiter genannt [Jährig & Schuck, (1990)], da die Komplexität 
der Unternehmensführung durch steuerliche, rechtliche und finanzielle Aspekte zu hoch ist, 
um von einem Einzelnen bewältigt zu werden und stattdessen Spezialkenntnisse für die 
einzelnen Teilbereiche notwendig sind. 
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Das Kriterium Managementqualifikation ist in den letzten Jahren (wegen 
Globalisierungseffekte und Konkurrenzoffensiven) immer mehr in den Vordergrund getreten 
und wird z.B. von Jährig und Schuck mittlerweile als wichtigstes herausgestellt. Begründet 
wird dies mit der Erfahrung, dass „auch die kapitalkräftigste und rentabelste Firma innerhalb 
kürzester Zeit von einem schlechten Management heruntergewirtschaftet und konkursreif 
gemacht werden kann. Umgekehrt kann ein hochqualifiziertes Management eine marode 
Firma in kurzer Zeit wieder zum Funktionieren bringen“ [Jährig & Schuck, (1990)]. 
Zu den Qualitäten, über die ein Management verfügen sollte, gehören insbesondere nach 
([Jährig & Schuck, (1990)] S. 339 und S. 523): 
 
• Volle Transparenz der Unternehmenssituation: Gefordert wird ein gut entwickeltes 
betriebliches Rechnungs- und Informationswesen, ein funktionierender Deckungsbeitrag 
und ein angemessener Stellenwert der kaufmännischen Komponente in der 
Geschäftsleitung. Indikatoren für eine fehlende oder mangelhafte Transparenz der 
Unternehmenssituation ist z.B. die Unfähigkeit des Managements, hinreichend aktuelle 
und detaillierte Angaben zur Liquiditäts- und Finanzierungssituation machen zu können. 
 
• Kenntnis der relevanten Märkte: Gemeint ist die Beobachtung der Konkurrenz im In- und 
Ausland, eine Marktforschung zur Einführung neuer Produkte, Durchführung von 
Qualitätskontrollen und ein angemessener Anteil an Forschung und Entwicklung im 
Branchenvergleich. 
 
• Führungsverhalten: Wünschenswert ist ein guter Unternehmensaufbau (insbesondere eine 
klare Gliederung der Zuständigkeiten auf der Geschäftsleitungsebene), ein 
„funktionierendes Controlling, das auf der obersten Führungsebene angesiedelt sein sollte, 
ein gutes Betriebsklima, eine klare Ergebnisverantwortung, eine betriebliche Aus- und 
Weiterbildung sowie die Beachtung von Finanzierungsgrundsätzen anstelle einer 
unkontrollierten Expansion“. 
 
• Flexible, anpassungsfähige Gesellschafter- und Führungsstruktur: Eine qualifizierte 
Firmenleitung muss immer auch die Gesellschafter- und Führungsstruktur vor Augen 
haben und sich regelmäßig die Frage stellen, ob Gesellschaftsvertrag und die Organisation 
der Firmenleitung noch den jeweiligen Gegebenheiten und Erfordernissen entsprechen. Zu 
den Mängeln und Verkrustungen im Top-Management gehört auch das „Denken in 
Familienstämmen“ anstelle des Einsatzes von Fremdmanagement. 
 
Teilweise sind die Kriterien mit einem hohen Maß an Subjektivität versehen, insbesondere 
bedingt durch die Tatsache, dass wohl kaum ein Kreditfachmann alle Punkte gleichermaßen 
kompetent beurteilen kann. So ist etwa das Urteil über die Marktkenntnisse eines 
Unternehmers stark erfahrungsabhängig. Sofern Daten der Vergangenheit vorliegen, können 
diese Einschränkungen gelegentlich etwas objektiviert werden, indem etwa Erfolge in der 
Vergangenheit eine komplette Unfähigkeit des Managements recht unwahrscheinlich 
erscheinen lassen. Angesichts des Prognosecharakters der Beurteilung ist allerdings eine 
„Unterdrückung“ der subjektiven Einschätzung zugunsten einer Projektion der Verhältnisse 
der Vergangenheit in die Zukunft nicht wünschenswert. 
Übereinstimmend wird die Beurteilung des Firmenmanagements als Aufgabe bezeichnet, die 
viel Erfahrung, Menschenkenntnis und Einfühlungsvermögen verlangt. Nach [Jährig & 
Schuck, (1990)] gehört sie zu den schwierigsten Aufgaben im Beruf des Bankers. 
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2.3.2.3     Der Verwendungszweck 
 
Die Prüfung des Verwendungszwecks entspricht der Frage nach dessen Plausibilität. Bei 
Neukunden ist diese Prüfung schwieriger als bei langjährigen Debitoren. 
 
Kann der Verwendungszweck als plausibel geklärt werden, erwachsen daraus häufig zwei 
Nebeneffekte. Zum einen ergeben sich die Sicherheiten für den Kredit von selbst, etwa in 
Form der Übereignung des finanzierten Gegenstandes oder einer Abtretung einer finanziellen 
Forderung. Zum anderen impliziert der Verwendungszweck oft auch die Laufzeit des Kredits, 
im Fall der Investititonsfinanzierung etwa unter Berücksichtigung der Abschreibungsform. 
Nicht zuletzt gilt ein plausibler Verwendungszweck (im Zusammenhang mit einer 
anerkannten Unternehmensführung) als Kompensator bestimmter Negativmerkmale wie z.B. 
zu geringes Eigenkapital. 
Jährig und Schuck weisen auf die Problematik unvollständig geklärter Verwendungszwecke 
hin. Etwa bei Krediterhöhungswünschen wird den wirklichen Sachverhalten (oft aus 
Rücksicht auf die „Empfindlichkeit des Kunden“) nicht nachgegangen. Jährig und Schuck 
betonen: “Es ist sicher nicht übertrieben, wenn man sagt, daß ein ganz wesentlicher Teil von 
notleidend gewordenen Krediten mit entsprechenden Ausfällen aus unvollständig geklärtem 
Verwendungszweck des (Zusatz-) Kredites stammt“ nach ([Jährig & Schuck, (1990)], S. 339). 
 
2.3.2.4     Die Analyse der Jahresabschlüsse 
 
In früheren Jahren ist die Analyse von Bilanzen und GuV-Rechnungen zur Bestimmung der 
Bonität dominierend gewesen. Neben dem bereits ausgesprochenen Nachteil der 
Vergangenheitsbetrachtung, deren Wert nicht ohne Weiteres in die Zukunft projiziert werden 
kann, wird als weiterer Grund für die abnehmende Gewichtung dieses Kriteriums die im 
Allgemeinen sinkende Eigenkapitalquote genannt, z.B. [Jährig& Schuck, (1990)]. Während 
diese in der Vergangenheit typischerweise oft 40 - 50% der Bilanzsumme betrug, sind die 
heutigen Eigenkapitalquoten weltweit stark gesunken. Besonders in den Schwellen- und 
Entwicklungsländern ist das praktisch fehlende Eigenkapital ein sehr ernsthaftes Problem. 
 
Dennoch kann die Schlussanalyse als Bonitätskriterium ein besonderes Gewicht haben, weil 
sich im Abschluß alle übrigen Kriterien der Kreditwürdigkeit auswirken; jedenfalls sofern das 
Zahlenwerk nach den Maßstäben des Kreditinstitutes aufbereitet wurde. Auf die möglichen 
„kosmetischen“ Maßnahmen eines Unternehmens zur Verschönerung von Bilanzen und die 
daraus resultierenden Aufbereitungen des Kreditsachbearbeiters soll hier wegen der 
Komplexität dieses Themas nicht eingegangen werden. Beispielhaft sei aber das Ersetzen des 
Buchwertes einer Immobilie zugunsten des real erzielbaren Verkaufswertes (abzüglich 
Sicherheitszuschlag) genannt: Häufig sind infolge der Abschreibungspraxis Maschinen oder 
Immobilien mit einem, bezogen auf den tatsächlichen Wert, zu geringen Buchwert 
eingetragen; der Liquidationserlös (an dem die Bank etwa bei Übereignung der Objekte als 
Sicherheit interessiert ist) kann wesentlich höher sein. Der umgekehrte Fall ist natürlich 
genauso möglich. 
 
In diesem Zusammenhang sei noch einmal auf die Offenlegungspflicht in der Bundesrepublik 
Deutschland für Kreditnehmer bei Krediten über 50.000,-Euro (je nach dem Land) nach §18 
KWG hingewiesen, mit der der Gesetzgeber verhindern will, dass die Kreditinstitute aus 
Wettbewerbsgründen auf den Bilanzeinblick verzichten und damit unvertretbare Risiken 
eingehen. Die Vorschrift schreibt daher ein Bußgeld vor und trifft den zuwiderhandelnden 
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Angestellten bzw. Geschäftsleiter persönlich. In der Bundesrepublik Deutschland kann die 
Geldbuße bis zu 50.000,00 Euro betragen ([Jährig & Schuck, (1990)], S. 342).  
 
Die in einer Bilanz enthaltenen Einzelinformationen haben für sich betrachtet nur eine geringe 
Aussagekraft. Deshalb muss das Datenmaterial aufbereitet werden (die sogenannte 
Bilanzanalyse) und im Rahmen eines Vergleichs mehrerer Geschäftsjahre sowie innerhalb der 
gleichen Branche bewertet werden (die sogenannte Bilanzkritik). 
 
Die Bilanzanalyse beinhaltet im Wesentlichen drei Tätigkeitsgebiete: Die 
Strukturuntersuchung, die Ermittlung von Kennziffern und die Ermittlung der Veränderung 
(Bewegungs-Bilanz). 
                                                       
Die Kapital- und Vermögenspositionen der Bilanz werden nicht mit Hilfe von Kennziffern 
analysiert. Dies geschieht heute in aller Regel mit der EDV bzw. durch Datenbankanalyse. 
Ohne jetzt schon auf Details einzugehen, seien im Folgenden die in der Praxis meist 
untersuchten Größen dargestellt. 
 
Als Kennziffern  für die Gliederung des Kapitals werden benutzt: der Eigenfinanzierungsgrad 
als Indikator für die Selbstbeteiligung des Unternehmens an Risiko und Finanzierung sowie 
der Verschuldungsgrad als Spiegelbild des Eigenfinanzierungsgrads. 
 
Als Kennziffer für die Vermögensstruktur wird das Verhältnis von Anlage- und 
Umlaufvermögen zur Bilanzsumme verwendet, wobei insbesondere die Anlagequote stark von 
der Betriebsbranche abhängt, da im allgemeinen Produktionsunternehmen anlageintensiver als 
z.B. Handelsbetriebe sind. 
 
Der Anlagedeckungsgrad 1 zur Überprüfung der Einhaltung der „ Goldenen Bilanzregel“ (das 
Eigenkapital soll ausreichen, um mindestens das Anlagevermögen und einen Teil des 
Umlaufvermögens zu decken) und der Anlagedeckungsgrad 2 als Hinweis auf eventuell nicht 
angepasste Fristen der Unternehmensfinanzierung auf die Lebensdauer der Anlagewerte (ist 
die Kennzahl größer als 100%, so ist gewährleistet, daß langfristige Anlagewerte nur 
langfristig finanziert werden) dienen im allgemeinen als Kennziffern für die Investierung. 
Bei den Kennziffern für die Liquidität, also der umsatzbedingten Liquidität, der 
einzugsbedingten Liquidität  und der Bar-Liquidität ist zu beachten, dass sie nur beschränkt 
als Beurteilungsgrundlage herangezogen werden können, da sie erstens nur die formale, nicht 
die wirkliche Laufzeit der Verbindlichkeiten erfassen, zweitens zum Zeitpunkt ihrer 
Auswertung meist mehrere Jahre alt sind, und drittens immer auf einen bestimmten Stichtag 
bezogen sind und daher durch bilanzpolitische Maßnahmen geschönt sein können. 
 
Eine große Rolle spielt die Rentabilität des Unternehmens. Hier werden die 
Eigenkapitalrentabilität, der Return on Investment (ROI), die Gesamtkapitalrentabilität und 
die Umsatzrentabilität (gemessen an Betriebsergebnis und am cash-flow) berücksichtigt. 
 
Die Bilanzanalyse bietet in konzentrierter Form Informationen und Vergleichsmöglichkeiten. 
Verlangt wird auch ein hohes Maß an Erfahrung und die Fähigkeit zum Erkennen von 
Zusammenhängen, da jeder Kennzahlenwert in seiner Aussagefähigkeit von vielen Faktoren 
abhängt. 
 
Bei neuen Kreditkunden oder bei größeren Krediten wird die Kennzahlenanalyse teilweise 
durch eine Veränderungsrechnung in Form einer Bewegungsbilanz ergänzt. Dabei werden die 
Salden der Anfangs- und Schlussbilanzbestände eines Jahres, geordnet nach Mittelherkunft 
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und -verwendung einander gegenübergestellt. Die Bewegungsbilanz soll somit die 
finanziellen Vorgänge eines Unternehmens offenlegen.  
 
Die Bedeutung der Bewegungsbilanz liegt ausschließlich in der übersichtlichen 
Zusammenstellung der Kapitalbewegungen. Sie kann jedoch keine wirklich neuen 
Erkenntnisse vermitteln, da sie ausschließlich auf den Zahlen der Bilanz aufbaut und somit 
grundsätzlich mit den gleichen Mängeln behaftet ist wie die Bilanzanalyse. 
 
Zusätzliche Hilfsmittel zur Bonitätsbeurteilung sind die Erfassung des Kreditstatus und die 
Kapitalflussrechnung. Beide werden vor allem bei größeren Krediten benötigt. 
 
Der Kreditstatus dient der Gegenüberstellung sämtlicher Positionen, die für die Bonität und 
die Liquidität der Unternehmung von Bedeutung sind. Unter anderem werden sämtliche 
Vermögenswerte erfasst, die für die Verbindlichkeiten der Unternehmung haften. Dazu 
gehören z.B. Patentwerte, die nicht bilanziert werden, oder das private Vermögen eines 
persönlich haftenden Gesellschafters. Auch können stille Reserven aufgedeckt werden, indem 
Vermögenswerte mit ihrem tatsächlichen Veränderungswert eingesetzt werden. 
 
Der Kreditstatus erlaubt einerseits einen sehr genauen Einblick in die Liquiditäts- und 
Vermögenslage eines Kreditbewerbers, die Bewegung der einzelnen Vermögenspositionen 
stellt jedoch andererseits ein Problem dar. Zumeist muß ein Gutachter in Anspruch 
genommen werden. 
 
Die Kapitalflussrechnung berücksichtigt Daten, die über die Aussagen der Jahresbilanz 
hinausgehen. Sie erlaubt insofern einen Einblick in die Finanzlage eines Unternehmens, als 
dass sie die alle liquiditätsbeeinflussenden Vorgänge eines bestimmten Zeitraumes erfasst und 
systematisch darstellt. Unter anderem werden die Bindung der Mittel durch den betrieblichen 
Produktionsprozess bzw. durch Auszahlung von Eigenkapital oder Rückzahlungen von 
Fremdmitteln und die Freistellung liquider Mittel durch den Absatz von Gütern und 
Dienstleistungen bzw. durch Aufnahme von Fremdmitteln untersucht. 
 
Die Bilanzkritik beinhaltet einen Zeitvergleich (meist über drei Jahre) und einen 
Branchenvergleich, indem die Zahlen des Kreditnehmers denen vergleichbarer Unternehmen 
gegenübergestellt werden. 
 
2.3.2.5      Die aktuelle Geschäftslage 
 
Wenn auch die Jahresabschlüsse vollständig sind und zunächst unter Mithilfe eines 
Steuerberaters erstellt werden, so handelt es sich doch um veraltete Daten. Unerlässlich zur 
Beurteilung der momentanen Bonität ist daher die Betrachtung der aktuellen Geschäftslage, 
an erster Stelle auf Basis eines Status, der von Seiten des Unternehmens erstellt werden muss. 
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Der Status muss aktuell sein, d.h. dem Gesprächs- bzw. Entscheidungstermin sehr nahe sein. 
Er muss zumindest die flüssigen Mittel, die Forderungen aus Lieferungen und Leistungen 
sowie sonstige kurzfristige Forderungen auf der Aktiv-Seite und kurzfristige Bankschulden, 
Verbindlichkeiten aller Art (möglich auch langfristige) auf der Passiv-Seite enthalten. 
 
Auch ergänzende Angaben wie Monatsumsätze vor dem Status-Stichtag, Änderungen im 
Artikel-/ Produkt-Mix, Angaben zum Auftragseingang können hilfreich sein. 
 
Je nach Branche und Entwicklungstand des Rechnungswesens des Unternehmens ist es auch 
möglich, statt Statuszahlen und ergänzender Angaben Zwischenbilanzen zu erhalten. Sie sind 
allerdings nur von Nutzen, wenn in der BRD eine GuV-Rechnung mitgeliefert wird. Die 
Bereitstellung vollständiger aktueller Zahlen ist auch als Zeichen eines guten Managements 
(vgl. die Ausführungen zur Transparenz der Unternehmenssituation) zu bewerten.  
 
2.3.2.6       Zukunftsperspektiven und Planung 
 
Zur Urteilsfindung ist auch die Prognose zukünftiger Entwicklungen notwendig. Dies 
beinhaltet zum einen die Frage nach der künftigen Stellung des Unternehmens im Wettbewerb 
und zum anderen die Analyse der Planung der Unternehmensleitung. 
 
Wenn von Planung die Rede ist, so ist gemeint, dass diese Planung im Unternehmen fest 
verankert sein muß, es sich also nicht nur um gelegentliche oder zur Verfolgung einmaliger 
Vorhaben vorgenommene Planung handelt. Auch die Strukturierung der Planung, also die 
Frage: „Wird für alle Bereiche zentral geplant oder im Sinne von Profil-Centern dezentral?“ 
und die Regelmäßigkeit der Planung können Hinweise auf die zukünftige Entwicklung geben. 
Auch die Frage, ob überhaupt geplant wird, ist ein wichtiges Kriterium der Kreditwürdigkeit. 
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Abbildung 2.5: Rechtliche Grundlagen des Kreditvertrags (Vgl.  
[Jährig & Schuck,  (1990)]) 
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Auf Plausibilität müssen in erster Linie die Planung der Absatzmöglichkeiten, der 
Beschaffungsmöglichkeiten, der Personalkostenentwicklung, des eigenen 
Investitionsverhaltens und der Finanzierungssituation  überprüft werden. 
 
Die Zukunft eines Unternehmens hängt nicht nur von der eigenen Qualifikation und 
Motivation, sondern auch von äußeren Einflüssen ab, so z.B. von der Branche. Bei 
Industrieunternehmen ist die Dreiteilung in 
• Wachstumsbranchen (nach der Vorhersage von Prognose für den Zeitraum 1990 bis 2010 
(vgl. Prognose-Bericht Nr. 12) z.B. Kunststoffverarbeitung oder Büromaschinen) 
 
• stagnierende Branchen (z.B. Maschinenbau) und 
 
• rückläufige Branchen (z.B. Straßenfahrzeugbau) 
 
üblich, die natürlich noch recht grob ist.  
 
Die Branchenzugehörigkeit ist nur ein Kriterium von mehreren. Sie kann allerdings die 
Gewichtung anderer Kriterien stark beeinflussen: So kommt etwa der Qualität des 
Managements in Unternehmen, die in einer stagnierenden oder gar rückläufigen Branche tätig 
sind, erhöhtes Gewicht zu. 
Als wichtigste Faktoren, die die Zukunft eines Unternehmens sichern, werden genannt [Jährig 
& Schuck, (1990)]: Management-Qualität (einschließlich Nachfolgeregelung), 
Produktionsqualität (laufende Produktionsinnovation, Marktanpassung und -pflege), 
Modernität der Anlagen, Nachwuchssicherung unterhalb des Top-Managements, 
Organisation, Ergebnisverantwortung, entwickeltes Rechnungswesen und Marktstellung. 
Abschließend muss noch einmal die Bedeutung der Zukunftsperspektiven und der Planung für 
die Bonitätsbeurteilung betont werden. Nolte-Hellweg, Leins und Krakl weisen darauf hin, 
dass eine Konzentration auf die Betrachtung der Vergangenheitswerte und ausschließlich 
finanzielle Verhältnisse des Kreditnehmers zu einer „Fehlallokation von Kapital führen muß, 
„indem bisher erfolgreiche Unternehmen gefördert, neue und unbekannte, jedoch innovative 
und zukunftsorientierte Unternehmen in der Regel leer ausgehen“ [Nolte, Hellwig, Leins & 
Krakl, (1991), S. 86], [Nolte, Hellweg & Leins, (1991)]  Auch Jährig & Schuck betonen, „daß 
die Frage der voraussichtlichen künftigen Entwicklung des Kreditnehmers von immer 
größerer Bedeutung für die Kreditwürdigkeitsprüfung und die Kreditentscheidung geworden 
ist. Es spricht alles dafür, daß das Gewicht der Zukunftsbetrachtung künftig weiter zunehmen 
wird“ [Jährig & Schuck, (1990), S. 505].  
 
Das nächste Kapitel geht auf die Einführung in Kreditgeschäft in der „Franc Zone“ Afrikas, 
südlich der sahara, auf die Fallstudie und Gespräche über die Bankenlanschaft in Togo und 
ihre Probleme nach der Kolonialherrschaft, z.B. das Bankrecht in der „Franc Zone“ Afrikas 
und die Bedeutung der Kreditwürdigkeitsbeurteilungen usw.   
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Kapitel 3 
 
Kreditgeschäft in der „Franc-Zone“ Afrikas südlich der 
Sahara am Beispiel Togo 
 
„A Bank´s true differentiator is the information it 
has kept on it´s customers“  
                                                                         (Rune Noteland) 
 
In der Dritten Welt erschwert die traditionelle, solidarische Gesellschaftsstruktur das 
Kreditgeschäft. Das Kreditgeschäft als nur solidarisches Geschäftswesen zu interpretieren, 
wäre äußerst riskant. Die Theorie, daß der Gläubiger nur wegen solidarischer Gründe einem 
Schuldner sein „Vertrauen schenken“ wollte, und ihm (dem Schuldner) deshalb Kredit 
gewährt, gilt kaum im Kreditgeschäft. In den meisten Entwicklungsländern ist dies leider bis 
zum heutigen Tag sehr aktuell. Solidarisch mit einem Mitbürger zu sein, bedeutet nicht 
unbedingt, daß man ihm sein „Vertrauen schenken“ kann. Jedes Jahr schadet diese 
traditionelle sogenannte „Mitleidskultur“ allen Finanzsystemen der meisten Länder, auch in 
meinem Heimatland Togo. Der Bankmanager, der darauf verzichtet, den Leuten aus seinem 
Stamm einen Kredit zu bewilligen, da die Kreditkunden gar nicht zahlungsfähig sind, wird 
sehr schnell gehaßt oder gar aus dem Stamm verbannt (Nigeria, Ghana, Elfenbeinküste, 
Kamerun usw.). 
 
Man muß den Menschen aus armen Ländern erklären, daß eine Bank nicht unbedingt ein 
Schutzengel ist. Jeder Kreditnehmer muß früher oder später seine Schuld zurückzahlen. 
Außerdem muß der Schuldner die Sollzinsen bezahlen. Der Grund liegt darin, daß das 
Kreditinstitut für einen bestimmten Zeitraum auf die Nutzung seines Kapitals verzichtet und  
dieses für die Kreditsuchenden in Form von z.B. Investitionskrediten oder 
Betriebsmittelkrediten einsetzt. Dies zeigt darüber hinaus die Notwendigkeit des 
Kreditwesens als Motor der Wirtschaft. Regelmäßig versuchen die Banken, ihren Schuldnern 
zu erklären, daß der Kreditnehmer, der seine Schulden nicht zurückzahlt, die Kreditchancen 
der zukünftigen Kreditkunden verringert, aber auch der Volkwirtschaft des Landes schadet. 
 
Neben dem riskanten solidarischen Kreditgeschäft existiert der „freundschaftliche Zwang“, 
den die Kreditgeber häufig in Afrika erleben. Im Kreditgeschäft ist Freundschaft kein 
Synonym für Vertrauen. Auch dies birgt eine große Gefahr in meinem Heimatland Togo. 
Jedes Jahr verursachen die sogenannten „befreundeten Kreditnehmer“ sehr große Schäden bei 
vielen Banken. Die Verluste der Banken durch die sogenannten Freunde der Bankiers treiben 
viele Kreditinstitute in den Ruin. 
 
Im den folgenden Teilkapiteln werden zunächst die Situation, einige der Probleme und ihre 
historischen Ursachen nachgezeichnet. Die dargestellten Informationen wurden teils aus 
Literaturstudien, teils aus eigenen Befragungen gewonnen, in denen es neben allgemeinen 
bankrelevanten Fragen vor allem auch um die in dieser Arbeit untersuchte Datenbank- und 
Monitoring-Problematik ging. Vorgehensweise, Ergebnisse und Schwierigkeiten dieser 
Feldstudie werden im letzten Teilabschnitt dargestellt und motivieren die folgenden Kapitel. 
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3.1 Die schwierigen Aufklärungsaufgaben der Kreditinstitute in Afrika nach der 
Kolonialherrschaft 
 
Nach den Unabhängigkeitserklärungen der afrikanischen Länder südlich der Sahara von den 
Kolonialmächten (England, Frankreich und Portugal) in den 60er Jahren hatten die jungen 
unabhängigen Staaten Schwierigkeiten, ihre eigenen Kreditinstitute aufzubauen. Während der 
Kolonialzeit waren repressive Methoden gegen die wohlhabenden afrikanischen Familien sehr 
häufig, da sie verdächtig waren, Unabhängigkeitsbewegungen gegen die Kolonialmächte zu 
unterstützen. Ihr ganzes Vermögen war bei französischen und britischen Kolonialbanken 
blockiert. Diese bittere Erfahrung wirkt immer noch nach. Bis zum heutigen Tag mißtrauen 
die Bürger auch ihren nationalen Banken. Als Folge davon sammeln viele Familienväter hohe 
Geldbeträge zu Hause unter ihren Matratzen und Kissen, anstatt sie bei den Banken 
anzulegen. Einige bauen zementierte Löcher und bewahren Millionen Geldscheine darin. Oft 
geht dabei wegen Feuchtigkeit mehr als die Hälfte der Scheine verloren. 
 
Um dieses Mißtrauensverhalten der Bürger gegenüber den Banken zu verhindern, hatten alle 
Kreditinstitute des Landes eine große Aufklärungsaktion gestartet. „Jeder Bürger, der sein 
Vermögen bei einem Kreditinstitut anlegt, vermehrt es und sichert für immer sein Leben“. Die 
Banken machten Werbung im Radio, im Fernsehen, im Kino und in den Zeitungen. Sie 
nutzten alle Medien für ihre Aufklärungsaktion. Sie führten in ländlichen Regionen Meetings 
durch, traten bei fast allen Veranstaltungen und den meisten Pionierprojekten als Sponsor auf, 
organisierten Workshops, Kolloquien, Podiumsdiskussionen und Talkshows. Dadurch 
konnten einige Kreditinstitute einen merkbaren Durchbruch erzielen. Die Aufklärungsaktion 
und ihre Expansionsstrategien waren gelungen. Das ständige Misstrauen war in ein relativ 
großes Vertrauen umgewandelt worden. Abbildung 3.1 zeigt die Bankenlandschaft in Togo. 
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Abbildung 3.1: Kreditinstitute in Togo 
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Nach der erfolgreichen Anerkennung der Bankhäuser in den Ländern wurden viele 
Kreditinstitute Opfer ihrer eigenen Versprechungen. Bei vielen Häusern waren die 
Kreditangebote einfach zu wenig erforscht bzw. zu risikofreudig. Das Kreditgeschäft geriet 
praktisch in eine Krise: Zu niedrige Sollzinsen für die Kreditkunden und zu hohe Habenzinsen 
für die Anleger sowie meist langfristige Kreditlaufzeiten waren eine falsche 
Managementstrategie gewesen. Die Kredithäuser waren zu großzügig. Die meisten 
Kreditentscheidungen erwiesen sich als Fehlentscheidungen. Die Termine wurden nicht nur 
durch die Kreditnehmer kaum geachtet, sondern auch wurden die Tilgungen und die 
Verbindlichkeiten vernachlässigt. Viele Kredithäuser zählten nur noch negative Bilanzen. So 
begann die unendlich wackelige Lage der Kreditinstitute in den meisten afrikanischen 
Ländern südlich der Sahara. 
 
3.1.1 Der Privatkreditgeber als Störfaktor für Kreditinstitute in der 3. Welt 
 
Einer der größten Konkurrenten für die Banken in den afrikanischen Ländern südlich der  
Sahara und auch in meinem Heimatland Togo ist der Privatkreditgeber. Mehrere wohlhabende 
Familien, die immer noch ihre Geldvermögen nicht bei Kreditinstituten anlegen wollen, sind 
nicht nur Privatkreditgeber, sondern treiben auch Devisenwechselgeschäfte. Die 
Privatkreditgeber und Privatgeldwechsler sind für die konventionellen und staatlich 
akkreditierten Kredithäuser ein großer Störfaktor. Bei der Bevölkerung (Einzelhändlern, 
Handwerkern, Bauern usw.) ist ihr Einfluß so groß, dass die meisten afrikanischen Staaten 
gegenüber ihnen völlig machtlos sind. Jeder Verbotsversuch durch den Staat war erfolglos. Es 
gab staatliche Verfolgungen gegen diese Privatkreditgeber mit sehr harten Strafverfahren (10-
15 Jahre Gefängnis mit Geldstrafe), aber die ganze Verbotsaktion war bis zum heutigen Tag 
wirkungslos. Die meisten Staaten haben kapituliert. Die wesentlichen Ursachen des 
Mißerfolgs sind folgende: 
 
• Viele Privatkreditgeber gehören selbst zum Staatsapparat, d.h. sie sind kaum antastbar. 
 
• Die Regierung, die das Privatkreditgeschäft verbietet, riskiert, sehr unpopulär zu werden 
und kann somit die nächsten Wahlen verlieren. 
 
Die Privatkreditgeber haben ihre eigenen Zinssätze, die ganz fern von denen der Zentralbank 
sind. Auch achten die Privatgeldwechsler kaum die internationalen Wechselkurse. D.h. diese 
Menschen sind ein Störfaktor in der Volkswirtschaft ihrer Nationen. Trotz ihrer eindeutig 
höheren Kreditzinsen locken sie die Kreditsuchenden in Massen zu sich. Warum finden die 
Bürger dieser Länder die Privatkreditgeber attraktiver als die Kreditinstitute? 
 
• In vielen afrikanischen Ländern sind die Kreditsuchenden, obwohl sie manchmal 
respektable Geschäftsleute sind, meistens Analphabeten oder Halbanalphabeten. Sie hassen 
die Bankenbürokratie bzw. das Ausfüllen von Fragebögen. Bei einem Privatkreditgeber 
brauchen sie diese Formalitäten nicht zu erfüllen. Wenn das Geld da ist, brauchen sie nur 
einen Zeugen, der mit unterschreibt, und dann ist alles somit erledigt (eine Art Avalkredit). 
Bei Kreditinstituten muß ein Kreditkandidat viel Geduld haben. Er muß Berge von 
Papieren ausfüllen. Er muß auf das Ergebnis der Kreditwürdigkeitsprüfung warten. 
Außerdem könnte es sein, dass sein Kreditantrag abgelehnt wird.  
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• In der Dritten Welt, besonders in Afrika, gibt es ein großes Mißtrauen gegenüber staatlich 
akkreditierten Einrichtungen; dazu gehören auch die gesetzlichen Kreditinstitute. 
 
• Das Bankgeheimnis wird kaum geachtet. Es gibt eine starke Informationsflucht bei den 
gesetzlichen Banken der Dritten Welt, besonders in Afrika. Darüber beschweren sich sehr 
oft viele Bankkunden. 
 
• Viele Geschäftsleute betreiben eine Schattenwirtschaft; sie wollen nicht bei den 
gesetzlichen Banken bekannt werden. Sie wollen nicht in Statistiken eingetragen werden, 
da sie sonst Steuern zahlen müssen. Deshalb bevorzugen sie die Privatkreditgeber. 
 
• Der Privatkreditgeber akzeptiert jede Form von Rückzahlungen: per Gold- oder 
Diamantenschmuck, per Auto oder per Immobilien, per Anzahl von Kühen oder per 
Volumen von Baumaterial, je nach dem Betrag des Kredits. D.h. hier existieren keine 
besonderen Kreditarten; der Kreditgeber macht keinen Unterschied, ob es sich um einen 
Lombard-, Aval- oder Diskontkredit handelt. 
 
Manchmal begrenzt sich das Privatkreditgeschäft nur auf Hypothekenkredite. Die 
Kreditsuchenden müssen ihre Grundstücke als Garantie einsetzen. Diese Kreditart wird oft zu 
einer bitteren Form der Ausbeutung durch die Privatkreditgeber, die einen wesentlich 
niedrigeren Kreditbetrag als den richtigen Wert der Grundstücke anbieten. Der 
Kreditsuchende, der dringend Geld braucht, akzeptiert trotzdem den ungünstigen 
Kreditvertrag und verliert somit sein Vermögen. Diese Privatform des 
Hypothekenkreditgeschäfts ist eine klare Verletzung des Gesetzes des Kreditwesens. Dennoch 
wird dies in vielen Landregionen Afrikas und Lateinamerikas immer noch betrieben.  
 
Der Kreditsuchende, der dringend Kredit braucht, geht nicht zu den gesetzlichen 
Kreditinstituten, obwohl er dort einen höheren Betrag für sein Grundstück bekommen könnte. 
Der Grund liegt darin, dass das Warten auf die Kreditentscheidung bei den Kreditbanken zu 
lang ist. Dieses Geschäft könnte ein blühendes Immobiliengeschäft für die Kreditinstitute 
sein. In diesem Bereich sind die meisten Kreditkunden Bauern, Einzelhändler, Handwerker 
usw. Auch hier gelingt es dem Staat nicht, solch unkonventionelle Kreditgeschäfte zu 
verbieten. In der gegenwärtigrn Zeit bemühen sich einige Länder, dagegen anzukämpfen 
(Senegal, Togo, Kamerun, Benin, Burkina-Faso usw.). 
Merkwürdigerweise gehören die meisten Leasing-Gesellschaften in vielen Ländern Afrikas, 
aber auch Asiens, zu dem Privatkreditgeschäft. Die Bauern, die Handwerker und die 
Unternehmer bewilligen ihren Stammkunden Kredite, damit sie mit dem gegebenen Kredit 
ihre Produkte kaufen können. Auch hier gibt es einen Haken: die Zinsen sind zu hoch, so dass 
die Stammkunden oft verschuldet sind, obwohl diese Kreditkunden Betriebsmittelkredite bei 
gesetzlichen Kreditinstituten beantragen könnten. 
 
Die genannten Probleme sind natürlich zunächst volkswirtschaftlicher Art und ihre Lösung 
erfordert politischen Durchsetzungswillen. Für die vorliegende Arbeit implizieren die obigen 
Beobachtungen vor allem die Zielsetzung, dass die Kreditgewährung der regulären 
Kreditinstitute unbürokratischer und vor allem schneller werden muss, um diese 
konkurrenzfähiger zu machen. Die im weiteren Verlauf der Arbeit untersuchten Techniken 
des Data Warehousing, insbesondere die sog. ETL-Prozesse, können hier hilfreich sein.  
 
Bei der Auswahl von Datamining-Verfahren zur Kreditwürdigkeitsprüfung muss dieser 
Aspekt der Konkurrenzfähigkeit ebenfalls beachtet werden. Wenn die Kreditinstitute nämlich 
zu risikoscheu sind (Minimierung des sog. Alpha-Fehlers des Kreditausfalls), werden sie oft 
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Kredite ablehnen, bei denen ein Ausfallrisiko gar nicht oder kaum gegeben ist (Beta-Fehler). 
Der Vergleich verschiedener Verfahren in Kap. 9 zielt daher darauf ab, bei gegebener 
Risikobereitschaft (Alpha-Fehler) den Beta-Fehler zu minimieren. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2 Kolonialeinfluss im Bankwesen und die gefährdenden Disparitäten 
 
Die früheren französischen Kolonien Westafrikas, die in der sogenannten AOF (Afrique 
Occidentale Franςaise) zusammengeschlossen sind (Abbildung 3.2) (Togo, Benin, Burkina-
Faso, Niger, Senegal, Mali, Mauretanien, Guinea, Elfenbeinküste), aber auch der AECF 
(Afrique Equatoriale und Centrale Franςaise) (Kamerun, Gabun, Kongo, Tschad, 
Zentralafrikanische Republik), sind nach französischen Wünschen in der Kolonialzeit in 
einem gemeinsamen Währungssystem zusammengeschlossen - die sogenannte „Franc-Zone“ 
Afrikas. Die Währung wird „Afrikanischer Franc“ genannt. Die Mitgliedsländer haben eine 
gemeinsame Zentralbank, die BCAO (Banque Centrale de l’Afrique de l’Ouest).  
 
Das Ziel dieser gemeinsamen Zentralbank für den französisch sprachigen Raum Westafrikas 
ist eine engere wirtschaftliche Zusammenarbeit zwischen den früheren Kolonien. Darüber 
hinaus soll auch eine Form von Freihandelzone gegründet werden. Frankreich übernimmt 
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Abbildung 3.2: Mitgliedsländer der Franc-Zone Afrikas 
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nicht nur die Schirmherrschaft, sondern auch die wichtigsten Funktionen der Zentralbank, wie 
es in der Kolonialzeit gewesen war. D.h. alle diese oben genannten afrikanischen Länder 
haben eine gemeinsame Währung, die mindestens einige Kriterien braucht, um die Stabilität 
der Währung zu sichern. Dies ist nicht der Fall. Außerdem sind die wirtschaftliche Kluft und 
viele andere Disparitäten zwischen den Ländern der afrikanischen „Franc-Zone“ sehr groß. 
Aber die damalige französische Führung der 60er Jahre unter dem Präsidenten General de 
Gaulle hatte die notwendigen Kriterien für eine gemeinsame Währungen und die tiefen 
Disparitäten zwischen den Ländern völlig vernachlässigt. Viele Länder der „Franc-Zone“ sind 
eine große Last für andere Mitglieder der Zone. 
 
Bis zum heutigen Tag gibt es Rücktrittsdrohungen aus der „Franc-Zone“. Leider gibt es 
manchmal fehlerhafte Orientierungen und Einschätzungen der Länder der früheren Kolonien 
von Pariser Seite. Statt auf wirtschaftlichen Akzent in den früheren Kolonien zu setzen, setzen 
Franzosen lieber auf politischen Akzent, der vage und kaum entwicklungsorientiert ist. Dies 
hat bis zum heutigen Tag nur Unruhen, sogar Bürgerkriege in die Länder gebracht. Eine 
bewußtere wirtschaftliche Entwicklungspolitik hätte ein bißchen Stabilität in die früheren 
Kolonien gebracht. Dies hätte nicht nur der Finanzwelt bzw. den Kreditinstituten der Region 
geholfen, sondern auch Frankreich selbst. Die Franzosen hätten einen sehr großen 
zahlungsfähigen Absatzmarkt für ihre Produkte in der Region geschaffen. Genau hier beginnt 
das Malheur der „Franc-Zone“ Afrikas. 
 
• Fiskalpolitik: Jedes Land betreibt seine eigene Fiskalpolitik. Die meisten Anleger gehen 
lieber in die Mitgliedsländer, in denen das Steuersystem attraktiver ist, um ihr Geld 
anzulegen, während die benachteiligen Länder nur die Kapitalflucht erleben dürfen. 
 
• Verschuldung: Viele Mitgliedsländer der „Franc-Zone“ sind bei dem sogenannten „Pariser 
Club“ bzw. bei der Weltbank verschuldet. Die extremen Haushaltsverschuldungen sind wie 
Krebs für eine nationale Währung bzw. für eine gemeinsame Währung. Die meisten 
Länder haben sehr hohe Haushaltsdefizite, was auch für die Kreditinstitute schädlich ist. 
 
• Hohe Inflationsrate: Die Länder können ihre steigende Inflation nicht bewältigen. Jede 
Woche steigen die Preise. Die Regierungen haben kaum eine Idee, um diese 
Inflationsflucht zu bremsen. In dieser schwierigen Lage sind die Kredite in den Ländern 
sehr teuer, was leider für die Konjunktur schädlich ist. Die Kreditinstitute müssen auf ihre 
eigene Kraft setzen. Die meisten orientieren sich nur an alltagsoperationellen Geschäften. 
 
• Schlechte Terms of Trade: Das Ausfuhrvolumen der Mitglieder der „Franc-Zone“ ist nicht 
nur zu klein, sondern bringt kaum Ertrag, da die Ausfuhrgüter Qualitätsmängel aufweisen. 
Ihre Ausfuhrprodukte sind oft Rohstoffe (Eisen, Kupfer, Aluminium, Phosphat Mineralöl 
usw.) und Kaffee, Kakao und Kautschuk, deren Preise man jedes Jahr nach unten 
korrigieren muß. Im Gegensatz dazu ist das Einfuhrvolumen aus Industrienationen noch 
enorm  und kaum bezahlbar für die Länder. Die Importprodukte (Maschinen, Autos, 
Transportflugzeuge; Elektronik wie Computer, Fernsehgeräte, Satelliten- und 
Fernsehensstationen, Telekommunikation) sind für die Länder extrem teuer, aber 
andererseits sind die Importprodukte unentbehrlich für ihre Entwicklung bzw. 
Infrastruktur. Schlechte Terms of Trade veranlassen immer eine abzuwertende nationale 
Währung, die jedes Jahr hohe Inflationen veranlaßt. Darin liegt auch die wesentliche 
Ursache der hohen Verschuldung und die Kreditinstitute sind fast am Rande des 
Zusammenbruchs. 
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Zwischen den Ländern der „Franc-Zone“ Afrikas südlich der Sahara sind die Disparitäten so 
groß, daß der gemeinsame „Afrikanische Franc“ immer wieder brüchig ist oder manchmal 
sogar am Rande des Zusammenbruchs steht. Hier sind einige Punkte der Disparitäten: 
 
• Politische Disparität: Mehr als die Hälfte der Länder haben eine Militärregierung, d.h. in 
den Ländern trifft man kaum einen funktionierenden Rechtsstaat. Das ist ein Gegenstand 
der Kultur der Finanzmärkte, die „Transparenz“, „klare Worte“, „Freiheit“ bzw. 
„Pressefreiheit“ und „politische Stabilität“ bevorzugen. 
 
• Wirtschaftliche Disparität: Einige Mitgliedsländer der „Franc-Zone“ gehören zu den 
ärmsten Ländern der Welt: Burkina-Faso, Mali, Mauretanien, Niger usw. Diese Länder 
sind eine Last für die anderen Länder der Zone. Als Folge davon gerät die gemeinsame 
Währung oft in Turbulenzen. Die Banken werden dann sehr vorsichtig und sorgfältig. Die 
Kreditentscheidungen werden extrem risikoscheu, gar selten. 
 
• Klimatische Bedingungen: Hiervon sind die Sahel-Länder Afrikas (Senegal, Mali, Burkina-
Faso, Niger, Tschad) betroffen, wenn die Trockenheit dauerhaft wirkt. Ihr Überleben hängt 
von dringenden Nahrungsmittelimporten ab. Die gemeinsame Währung mußte oft 
abgewertet werden. Die Mitgliedsländer mußten mitwirken bzw. mithelfen. 
 
Die kontinuierlich kritische Lage, die mangelnde Harmonisierung und Konsolidierung des 
wirtschaftlichen Umfeldes in der „Franc-Zone“ gefährden das erfolgreiche Funktionieren der 
Kreditinstitute bzw. der Kreditgeschäfte der Länder dieser Region Afrikas. Sehr oft haben die 
Institute Liquiditätsprobleme. Worin liegen diese Probleme? 
 
3.3 Kreditgeschäft und Kapitalflucht aus der „Franc-Zone“ Afrikas 
 
Die Kapitalflucht ist eines der Grundprobleme für die Entwicklungsländer Afrikas und für die 
Schwellenländer Lateinamerikas (Brasilien, Mexiko, Peru, Chile und besonders Argentinien 
usw.) und Asiens (Malaysia, Thailand, Indonesien und auch Südkorea usw.). 
 
Die Kapitalflucht aus der „Franc-Zone“ Afrikas ist nicht nur für die Kreditinstitute  der 
Region schädlich, sondern auch für die Volkswirtschaft der zugehörigen Länder. Ein Gebiet, 
das als eines mit den schwächsten Ersparnissen in Afrika bezeichnet wird, muß jedes Jahr 
gegen die Kapitalflucht kämpfen. Die zu geringen Ersparnisse bei den Bürgern wirken 
unmittelbar auf die Banken der Region bzw. auf das Kreditgeschäft. Die wenigen Bürger, die 
ihr Geldvermögen bei ihren nationalen Banken anlegen können, bevorzugen europäische und 
nordamerikanische Banken, die für die Anleger attraktiver sind. Dadurch erhalten die 
heimischen Banken zu wenige Anlagen, um ein dynamischeres Bankgeschäft zu entwickeln. 
Die wesentlichen Ursachen der Kapitalflucht: 
 
• Die häufige politische Instabilität in der sogenannten „Franc-Zone“ Afrikas. Ein Diktator-
Putschist kann plötzlich alle Kreditinstitute seines Landes völlig plündern und sukzessive 
Bankenzusammenbrüche verursachen. 
 
• Zu großes Währungsrisiko in der „Franc-Zone“: Jede Abwertung des „afrikanischen 
Francs“ verursacht große Verluste bei den Kreditinstituten. 
 
36 3 Kreditgeschäft in der „Franc-Zone“ Afrikas südlich der Sahara am Beispiel Togo 
• Zinsrisiko: Das Zinsrisiko ist sehr hoch in den meisten afrikanischen Ländern, besonders in 
der „Franc-Zone“, da die Mitgliedsländer oft nicht in der Lage sind, ihre hohe 
Inflationsrate zu bewältigen. Die gemeinsame Zentralbank trifft oft Entscheidungen, die 
die Anleger benachteiligen. Als Folge ist die Kapitalflucht ihr einziger strategischer 
Ausweg. 
 
• Fehlendes Eigenkapital bei Kreditinstituten, leider aber auch bei vielen anderen 
Unternehmen: Die Banken der Dritten Welt, die genug Eigenkapital (engl. equity capital) 
besitzen, sind rar. Bei jeglicher Krise ist das Kreditinstitut nicht in der Lage, durchhalten 
zu können. Die Insolvenz ist kaum zu verhindern. Die Anleger, die meist sorgfältig sind, 
legen lieber ihr Geldvermögen im Ausland an. 
 
• Die konjunkturelle Lage: Die oft wenig versprechende konjunkturelle Lage in den Ländern 
erzeugt wenig Motivation bei Anlegern. Der Wunsch jedes Anlegers ist es, sein Vermögen 
abzusichern. Wird die konjunkturelle Lage in der „Franc-Zone“ ein Hindernis für seinen 
Ehrgeiz, schickt er seine Anlagen lieber zu den europäischen oder nordamerikanischen 
Banken. 
 
Ein Land, das Opfer der Kapitalflucht ist, kann kaum auf seinen eigenen Beinen stehen. Es 
braucht Kredite aus dem Ausland, um überleben zu können, weil es keine Kapitalreserven 
gibt. Dies ist der Grund der hohen Verschuldung der meisten Länder der Dritten Welt.  
 
3.4 Das Bankrecht in der „Franc-Zone“ Afrikas 
 
Das Bankrecht umfasst alle Rechtsnormen, denen die Kreditinstitute im Rahmen ihrer 
Tätigkeit unterworfen sind. In vielen Ländern wird dies das Grundgesetz der Kreditinstitute 
genannt. Das Bankrecht umfasst das auf die Rechtsbeziehungen zwischen Banken und ihren 
Kunden anzuwendende Recht, d.h. die Kreditinstitute brauchen das Vertrauen derjenigen, die 
bei ihnen Geld anlegen. Deshalb enthält es oft im Wesentlichen und je nach Land einige 
allgemeine Vorschriften. 
 
3.4.1 Erlaubnispflicht für das Betreiben von Bankgeschäften 
 
Nach  [Beyer/Lenhoff, (1993)] darf ein Kreditinstitut gegründet werden, wenn die Grundlagen 
seiner Existenz gesichert sind. Das Grundgesetz der Kreditinstitute fordert bei der Gründung 
eines Kreditinstituts ein ausreichendes haftendes Eigenkapital. Tatsächlich baut die 
sorgfältige Leitung jedes Kreditinstitutes ihre Tätigkeit auf bestimmten Grundsätzen auf. D.h. 
die sorgfältige Leitung achtet darauf, dass das Institut ein angemessenes haftendes 
Eigenkapital hat, das als Puffer zwischen den mit Sicherheit zu erfüllenden Verbindlichkeiten 
(Rückzahlung aufgenommener Gelder) und den nicht immer zu realisierenden 
Vermögenswerten (insbesondere den Kreditforderungen) wirkt. Sie sorgt auch dafür, dass das 
Institut seine Verbindlichkeiten stets rechtzeitig erfüllen kann. 
 
Dabei spielt eine besondere Rolle, dass es bei Banken – abweichend von fast allen anderen 
Unternehmen – meist ungewiss+ ist, wann eine Verbindlichkeit erfüllt werden muß, weil man 
nicht im Voraus weiß, wann der Gläubiger einer Sicht- oder Spareinlage über sein Guthaben 
verfügen will.  
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Zu einer sorgfältigen Geschäftsführung gehört, dass das Institut seinen Kredit angemessen 
streut, damit nicht durch wenige Insolvenzen die Existenz des Instituts und damit die 
Sicherheit der bei ihm gehaltenen Einlagen gefährdet wird. 
 
Ein ausreichendes Eigenkapital und eine immer verfügbare Liquidität mindern eine 
gefahrbringende Konkurrenz. Bei den meisten in der letzten Zeit gegründeten Kreditinstituten 
findet man kaum ausreichendes Eigenkapital. Nur während des Laufs ihrer Aktivitäten 
versuchen sie, durch strenge Sparmaßnahmen ein Eigenkapital zu erzeugen. Auch haben viele 
Institute praktisch nie eine richtige Liquidität zur Verfügung. Nur durch ihre wenigen Erträge 
versuchen sie, sich durchzusetzen. In vielen Ländern der Dritten Welt widmen sich die 
Kreditinstitute einer Art von „Lotterie-Spiel“, das leider die Kapitalflucht aus den Ländern 
verursacht. Wenn ein Treffer erscheint, ist das Institut für eine gewisse Zeit gerettet. Sonst 
kollabiert es. 
 
3.4.2 Bankenbeaufsichtigung in den Ländern der „Franc-Zone“ 
 
Die Erteilung von Erlaubnissen zur Gründung von Kreditinstituten und die Überwachung 
ihrer Geschäftsführung (Einhaltung der Erfordernisse für den Geschäftsbetrieb) machen eine 
sachkundige Behörde erforderlich. Jedes Land der Franc-Zone“ Afrikas besitzt eine solche 
Sachbehörde, das sogenannte Aufsichtsamt, das eng mit der Zentralbank BCAO der 
Mitgliedsländer der Zone (mit Sitz in Dakar/Senegal) zusammenarbeiten muss. Leider 
arbeiten die Aufsichtsämter der Einzelländer mit der Zentralbank BCAO nicht gut zusammen. 
Dieses Amt ist sehr stark unter dem Einfluß der Regierungen der Mitgliedsländer, die kaum 
demokratisch gewählt sind, und bleibt machtlos. 
 
Es gibt Sanktionen für den Fall, dass jemand gesetzliche Vorschriften oder Anordnungen des 
Aufsichtsamtes nicht befolgt. Sofern Vorschriften nicht beachtet werden, liegen 
Ordnungswidrigkeiten vor. Diese können mit Geldbußen geahndet werden, aber die meisten, 
die gute Beziehung zum Regierungsapparat haben, bezahlen die Geldbußen nicht und 
begehen sogar häufig mehrere andere Ordnungswidrigkeiten.  
 
Außerdem steht das Wort „Bank“ unter internationalem Schutz. Jeder Mißbrauch des Wortes 
wird bestraft. In den südlichen Ländern nennt sich jedes kleine Lokal „Bank“! Der 
Missbrauch des Wortes „Bank“ ist so groß, dass keiner genau weiß, wo die richtige Bank 
liegt. Auch müssen das Bankenaufsichtsamt und die Zentralbank solche 
Ordnungswidrigkeiten bestrafen. 
 
Wenn in einem Land die Kreditinstitute in die Schattenwirtschaft übergehen, ist dies eine 
grosse Gefährdung des Bankwesens bzw. des Finanzwesens des Landes. Die Folgen davon 
sind verheerend mit unaufhaltsamer Kapitalflucht, Währungskrise, Inflation, 
Verschlechterung der „Terms of Trade“ und Bankenzusammenbruch. Leider sind diese Fälle 
in vielen Entwicklungsländern Afrikas und in den meisten Schwellenländern Asiens und 
Lateinamerikas nicht selten. 
 
In der Kreditwirtschaft muss es die auf freiwilliger Basis gebildeten Sicherungseinrichtungen 
(Garantiefonds) der Spitzenverbände geben, die als unselbständige Einrichtungen der 
steuerbefreiten Verbände auch Steuerfreiheit genießen, z.B. der Stützungsfonds der 
Sparkassen und Girozentralen in der Bundesrepublik Deutschland. Man trifft solche 
Sicherungseinrichtungen (Garantiefonds) in der Dritten Welt fast nie. 
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Normalerweise müßte die Aufgabe der Zentralbank BCAO für die „Franc-Zone“ Afrikas die 
Steuerung der Kreditinstitute zu gesamtwirtschaftlichen Zwecken sein. Das Aufsichtsamt ist 
damit eng verbunden. Leider ist ihr Spielraum so eng, dass die Mitgliedsländer der Zone bei 
jeglicher Entscheidung Alleingänger sind (z.B. bei Erlaubniserteilungen, Abberufungen von 
Geschäftsleitern, Maßnahmen bei unzureichendem Eigenkapital oder unzureichender 
Liquidität). 
 
3.5   Die wichtigsten Kreditarten in der „Franc-Zone“ Afrikas 
 
Das Kreditgeschäft bzw. der Kreditstrom in einem Land ist eng mit der wirtschaftlichen 
Intensität und Attraktivität im Lande verbunden. Je besser die konjunkturelle Lage ist, desto 
attraktiver ist auch das Kreditgeschäft. 
 
Im Afrika der 70er Jahre, auch in Togo, waren die Banken sehr großzügig. Sie waren kaum 
sorgfältig (vorsichtig) bei Kreditentscheidungen bzw. Kreditvergaben. Die konjunkturelle 
Lage war gut. Die Entwicklungshilfen und -projekte liefen hervorragend. Die Rohstoffpreise 
waren für die Rohstoffexportländer Afrikas sehr befriedigend. Der internationale 
Währungsfonds und die Weltbank waren sehr kooperativ und sehr großzügig und verlangten 
damals keine Einschränkung bei Haushaltsverschuldungen und keine Zinsen. Auch war die 
Kapitalflucht aus den Süd-Sahara Ländern der „Franc-Zone“ Afrikas nicht so intensiv, wie es 
in der Gegenwart der Fall ist.  
• Auch war damals die Bankenkrise oder der Bankenzusammenbruch völlig unbekannt. Der 
Gewinn war in allen wirtschaftlichen Bereichen präsent. 
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Die Banken orientierten ihre Kreditgeschäfte an langfristigen Krediten mit hohen Beträgen, 
bei denen sie gute Erträge erzielten. Die Bauunternehmen erzielten gute Ergebnisse und die 
Baukredite waren übermäßig gefragt und sogar durch die nationalen Banken überangeboten. 
Bei fast allen Kreditarten waren die Bilanzabschlüsse positiv. Die Anlegerzahl hatte sich 
damals in der „Franc-Zone“ verdoppelt. Ohne Risikoscheu flossen die Kredite in die ganze 
Region. Die beliebtesten Kredite waren: 
 
• langfristige Investitionskredite, da die gute Konjunktur verpflichtete, 
 
• mittelfristige Betriebsmittelkredite, die von der Konjunktur abhingen, 
 
• kurzfristige Dispositionskredite, die sogenannten Konsumentenkredite für die Haushalte, 
die die Kreditinstitute gern gaben, 
 
• persönliche Darlehen, die von freiberuflich Tätigen, Handwerkern, Bauern usw. in 
Anspruch genommen wurden. 
 
Am AnfangZu Beginn der 80er Jahre begann dann die große Rezession mit der unerwarteten 
Talfahrt der Rohstoffpreise. Die meisten Länder, die nur vom Rohstoffexport abhängig waren, 
wurden plötzlich zahlungsunfähig. Die Preise stiegen. Der „afrikanische Franc“ geriet in 
Turbulenzen. Das Währungs- und das Zinsrisiko waren groß. Die unerwartete schlechte 
Konjunktur hatte alle Bereiche der Wirtschaft erwischt. Viele einheimische Firmen machten 
Pleite. Zahlreiche Debitoren waren nicht mehr in der Lage, ihre aufgenommenen Kredite 
zurückzuzahlen. In kurzer Zeit haben mehrere Kreditinstitute Insolvenz angemeldet. Der 
Zusammenbruch der relativ sicheren Kreditinstitute hat die Lage noch verschärft. Die 
wenigen Unternehmen der Länder, die Handwerker und die Freiberufler fanden keinen Kredit 
mehr. 
 
Die mangelnde Diversifizierung der wirtschaftlichen Aktivitäten in den afrikanischen Ländern 
südlich der Sahara war der Kern des Problems. Die wirtschaftliche Aktivität der Länder 
basierte nur auf Rohstoffexporten. Auch der Verfall der Kaffee- und Kakaopreise war eine 
Katastrophe für die Exportländer. 
 
Mit der schlechten Außenwirtschaft gerät der „Afrikanische Franc“ regelmäßig in starke 
Turbulenzen. Paris verlangte seine Abwertung. Frankreich bereitete seine nationale Währung, 
den Franc, wegen des Maastrichter Vertrags auf den Euroeintritt vor. D.h. jegliche Abwertung 
des französischen Francs ist ausgeschlossen. Der „Afrikanische Franc“ wurde mehr und mehr 
eine Last, gar ein Ärgernis für Frankreich. Am Anfang der 90er Jahre wurde die Abwertung 
des „Afrikanischen Francs“ unter dem damaligen französischen Regierungschef Edouard 
Balladur durchgeführt. Diese hat eine schwere Inflation in  „Franc-Zone“ Afrikas ausgelöst. 
Die Inflationsrate war über 100% angestiegen. Bis zum heutigen Tag kämpfen die betroffenen 
Länder Afrikas gegen die hohe Inflation. 
 
Die wenigen Kreditinstitute, die die schwere und lange Krise überlebt haben, werden bei 
Kreditentscheidungen extrem sorgfältig und sehr risikoscheu. Die meisten Institute haben ihre 
Aktivitäten stark begrenzt oder systematisch umgewandelt. Die wenigen, die noch 
Kreditgeschäfte betreiben sollten, haben ihre Geschäfte an Mikrokreditstrategien (z.B. 
persönliche Darlehen) orientiert. Oft sind die Kredite kurzfristige Kleinkredite mit relativ 
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hohen Zinsen. Erstaunlicherweise war diese Kleinkreditstrategie trotz großer Befürchtungen 
wegen der Rückzahlungen sehr erfolgreich. Die Gewinnmarge erscheint wieder bei solchen 
Instituten. Es gibt dann eine leichte Ausdehnung in einige konventionelle und sichere 
Kreditbereiche. Sie  werden wie folgt genannt: 
 
• Hypothekendarlehen, da diese Kredite durch ein Grundstück gesichert sind. Dadurch 
geraten die meisten Kreditinstitute mehr und mehr ins Immobiliengeschäft. 
 
• Avalkredit, da hier das Kreditinstitut die Bürgschaft gegenüber dem Gläubiger eines 
Kunden übernimmt, so dass bestimmte Schulden dieses Kunden pünktlich bezahlt werden. 
 
• Lombardkredit, da es sich hier um einen Kredit handelt, bei dem der Kreditnehmer des 
Instituts ein leicht verkäufliches Pfand (z.B. Diamantenschmuck, goldener Schmuck oder 
Wertpapiere) als Sicherheit überträgt. 
 
• Persönliches Darlehen, da es zu Mikrokreditreihen (für Handwerker, Bauern, Bauerinnen 
und einige Freiberufler) mit ganz hohen Zinsen gehört. Auch hier ist der Sicherheitsgrad 
merkbar. 
 
Trotz ihrer Wichtigkeit werden die Investitionskredite wegen der dauerhaft schlechten 
Wirtschaftskonjunktur nicht mehr durch die Kreditinstitute bevorzugt. Auch die 
Konsumentenkredite (die Dispositionskredite) sind für die Institute der „Franc-Zone“ Afrikas 
nicht mehr attraktiv. 
 
3.5.1 Bedeutung von Kreditwürdigkeitsbeurteilungen 
 
Jede Kreditvergabe muss unter dem vorrangigen Aspekt des Kreditrisikos behandelt werden. 
Eine der wesentlichen Ursachen der Bankenkollabierungen in den meisten Dritte Welt-
Ländern liegt leider an der Mentalität der Bürger. In der Dritten Welt wird jede Kreditvergabe 
als eine Form von Geschenk angesehen. In vielen Ländern wird sogar jeder von einem 
Kreditinstitut bewilligter Kredit sehr gefeiert. Das „Vertrauensschenken“ von einem 
Kreditinstitut, das ein Kredit symbolisiert, ist für viele Menschen nichts anderes als 
alltagsfreundschaftliche Unterstützung. Leider ist man sich einer Rückzahlung des 
genommenen Kredits kaum bewusst. In solchen Ländern ist ein Kreditgeschäft daher ein 
großes Risiko. 
 
Ein Beispiel für ein Kreditgeschäft findet sich in [Beyer & Heinz, (1994)]: Das 
Kreditvolumen eines Kreditinstitutes im Privatkundenbereich beträgt 5 Milliarden Euro. Bei 
einem Ausfall von rund 1 % des gesamten Volumens muß das betreffende Kreditinstitut 50 
Millionen Euro abschreiben. Selbst wenn diese Quote nur 0,5 bis 0,7 % betragen sollte, muß 
dieses Kreditinstitut immerhin noch 25 bis 35 Millionen Euro Ausfall verkraften. Jeder 
Kreditnehmer muss Zinsen und zum Teil Gebühren je nach Kreditart und nach Kreditfrist 
zahlen. Obwohl sich dies im Kreditvertrag befindet, fehlt hier auch die Vertragspflicht. Im 
Privatkundengeschäft bezahlen die meisten Kreditnehmer den Kreditbetrag und 
vernachlässigen die Zinsen, die neben den Kosten der Beratung, der Kreditgewährung, der 
Kreditüberwachung, dem Mahnwesen, den Geldbeschaffungskosten und der Gewinnspanne 
auch eine Risikoprämie enthalten muss. 
 
Wenn ein Kreditinstitut hohe Ausfälle hinnehmen muss, wird es gezwungen, eine 
entsprechend größere Risikoprämie zu kalkulieren, um diese Ausfälle zu kompensieren. 
Unmittelbare Folge hieraus wird eine Verteuerung der Kreditzinsen sein, woraus ein Verlust 
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an Marktanteilen. In der „Franc-Zone“ Afrikas sind diese Fälle häufig. Die zu hohen Zinsen 
wegen früherer Kreditausfälle bremsen die wirtschaftlichen Aktivitäten. 
 
3.5.2 Persönliche und materielle Kreditwürdigkeitsprüfung in der „Franc- Zone“ 
 
Unter der persönlichen Kreditwürdigkeit versteht man das Vertrauen in den Kunden, dass 
dieser den Kredit zurückzahlt. Die persönliche Kreditwürdigkeit wird zumeist über 
Charaktermerkmale des Kunden wie z.B. Ehrlichkeit, Zuverlässigkeit, einwandfreier Ruf, 
Glaubwürdigkeit, ausgewogener Charakter und Vertrauenswürdigkeit festgestellt. Diese 
Charaktermerkmale findet man meistens bei schwarzen Afrikanern der „Franc-Zone“ bzw. bei 
Togolesen. Das häufige  Problem liegt bei der sachlichen Kreditwürdigkeit. 
 
Während bei der persönlichen Kreditwürdigkeit der Rückzahlungswille geprüft wird, geht es 
bei der materiellen Kreditwürdigkeit um die Rückzahlungsfähigkeit des Kunden. Daher 
werden zunächst die wirtschaftlichen Verhältnisse des Kreditnehmers geprüft. Ob der Kunde 
in der Lage ist, den Kreditvertrag zuzüglich der Zinsen und Kosten in der festgesetzten Zeit 
fristgerecht zurückzuführen, ist festzustellen. Entscheidend ist die Einkommenssituation, 
Vermögenslage und ihre Besicherung seitens des Kunden. 
 
In den Ländern Afrikas südlich der Sahara, in der sogenannten „Franc-Zone“, ist das 
Kreditgeschäft extrem riskant. Dadurch ist die Kreditwürdigkeitsprüfung fast ein Alptraum 
für die Kreditprüfer. Einige Ursachen der schweren Kreditentscheidung sind: 
 
• Die dauernde schlechte konjunkturelle Lage der Länder, d.h. mangelnde Besicherung 
seitens der Kreditkunden. 
 
• Schattenwirtschaft: die meisten Kreditkunden, sogar, wenn sie erfolgreiche Geschäftsleute 
sind, sind in der Regel in die sogenannte Schattenwirtschaft verwickelt. Sie können weder 
einen Geschäftsstatus vorweisen noch einen Bilanzabschluss präsentieren. Obwohl auf 
ihrem Geschäftskonto etwas Geld liegt, können sie nicht ihre richtige Geschäftslage 
nachweisen. 
 
• Unregelmäßigkeit bei Lohnzahlungen in einigen Beschäftigungsbereichen. 
 
3.6    Erfolg der sogenannten Mikrokredite in der Dritten Welt 
 
Die Kreditinstitute müssen trotzdem ihre Aufgaben als Wirtschaftsmotor erfüllen. Sie müssen 
andere, weniger riskante Formen von Kreditgeschäften entwickeln. Dies führte zur Erfindung 
der Mikrokreditstrategie, um nicht von der wirtschaftlichen Aktivität der Länder 
fernzubleiben. Erstaunlicherweise ist bis jetzt diese Kleinkreditstrategie erfolgreich. Hier sind 
die Kreditkunden Handwerker, freiberuflich Tätige, erfolgreiche Kleinhändler, Bauern und 
besonders Frauen. 
 
Die Mikrokredite gehören zu einer der wenigen Kreditarten, die in der Dritten Welt richtig 
erfolgreich sind. Eigentlich ist die  Kleinstkreditvergabe eine Initiative der „Vereinten 
Nationen zur Armutsbekämpfung. 
 
Zum Beispiel hilft in meinem Heimatland Togo der nachhaltige Zugang zu Mikrokrediten, 
Armut zu lindern, indem er Verdienstmöglichkeiten und Arbeitsplätze schafft, Kindern den 
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Schulbesuch ermöglicht, Familien zu ärztlicher Versorgung verhilft und Menschen die 
Chancen gibt, die für sie besten Entscheidungen zu treffen. Die Beträge der „Mikrokredite“ 
liegen zwischen 30 bis 300 US Dollar. Fast 99% solcher Kredite mit ihren Sollzinsen ohne 
Verzögerung der Debitoren sind zurückbezahlt.  Dies bedeutet, dass man Erfolge in dieser 
Initiative erzielt.  
 
 
 
3.7 In den Ländern der „Franc-Zone“ ist der Staat der größte Kreditkunde 
 
In den Ländern der „Franc-Zone“ Afrikas ist der eigentliche Kreditnehmer der Staat. 
Tatsächlich ist der Staat ein großes Problem für die Kreditinstitute in den meisten Ländern der 
Dritten Welt.  
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Die meisten Staaten, die Großdebitoren bei der Weltbank sind, und die keine Bewilligungen 
mehr bekommen können, sind jetzt zu ihren Nationalbanken zurückgekehrt, bei denen sie eine 
große finanzielle Last sind. Dadurch finden die Firmen keinen Kredit mehr für Betriebsmittel 
und neue Investitionen. Auch finden die Bürger nicht mehr die wichtigen 
Konsumentenkredite und die persönlichen Darlehen, da der Staat allein mehr als 35 % des 
Kreditvolumens bekommt. Außerdem sind die meisten Staaten keine rein demokratischen 
Staaten. Die Kreditanträge sind mehr als „Drohungen und Erpressungen“ für die 
Kreditinstitute. Die Kreditinstitute, die noch in den Ländern relativ aktiv sind, sind die 
Institute, bei denen die Anteile (über 50 %) der ausländischen Banken (europäische und 
nordamerikanische Banken) sehr groß sind. 
 
3.8  Skandale der Scheinunternehmen um Kreditbetrügereien 
 
In den Entwicklungsländern Afrikas und in den Schwellenländern Süd-Ost- und Süd-Asiens 
und Lateinamerikas betreiben jedes Jahr die sogenannten Scheinunternehmen Kreditbetrüge 
in Millionenhöhe und verursachen somit mehrere Bankenzusammenbrüche in den betroffenen 
Abbildung 3.4 (b): Der 
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Abbildung 3.4 (a): Der Staat als größter  
Kreditnehmer (Bankaufsichtsrat, 
Togo, (2002) 
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Ländern. Sie sind Unternehmen, die gar nicht existieren, aber die erstaunlicherweise ihre 
juristische und materielle Existenz beweisen können. 
 
Die Kreditprüfer der Institute fallen sehr schnell in die raffinierte Falle der 
Scheinunternehmen, weil sie die besten Jahresabschlüsse haben und sie sind damit eindeutig  
kreditfähig. Sie haben ihre eigenen home pages und machen sogar mehrere Werbungen und 
Produktangebote. Einige haben sogar ihre Firmengelände und besitzen mehrere 
Produktionswerkzeuge und eine Verwaltungsstelle. 
 
Die Scheinunternehmen beantragen Kredite gleichzeitig  bei mehreren Banken, um die 
Kreditbeträge auf jedem Fall zu bekommen. Nach dem Kassieren der Beträge verschwinden 
sie für immer. 
 
Die Scheinunternehmen sind ein echter Alptraum für die Kreditinstitute in der Dritten Welt. 
Dadurch werden die „wahren“ Unternehmen bestraft, weil sie bei jedem Kreditantrag extrem 
verdächtig werden.   
   
Ein jetziges Kreditinstitut, das konkurrenzfähig bleiben will, braucht eine moderne IT-
Infrastruktur und gut qualifiziertes IT-Personal zu Datenextraktions-, Datenbereinigungs- und 
Datentransformationsaufgaben und somit gut skalierbare Hardware-Plattform zur 
Informationsspeicherung wie Data Warehouse-Technologie und ihr untrennbares Werkzeug 
Data Mining  zur Entdeckung von Wissen aus den gespeicherten Informationen zu besitzen. 
Diese sog. Business Intelligence-Tools werden in den nächsten Kapiteln eingeleitet.  
 
3.9 Feldstudien in Togo  
 
Die Beschreibungen in den vorherigen Teilkapiteln basieren teilweise auf Literaturanalysen, 
zum Teil aber auch aus direkten Befragungen vor Ort in Togo. Die dazu gehörigen insgesamt 
vier Reisen wurden auch zur Gewinnung von Beispieldaten für die informatischen 
Untersuchungen sowie in kleinerem Umfang zur Erprobung von Datenextraktionsverfahren 
und ähnlichen Fragestellungen genutzt. In diesem Abschnitt werden kurz die Themengebiete 
und Ergebnisse dieser Feldstudie dargelegt, aber auch einige der Schwierigkeiten, die einer 
eigentlich geplanteren umfangreichen Empirie im Wege standen. 
 
Meine erste und zweite Reise in mein Heimatland Togo zur Suche nach nützlichen 
Informationen zur Erfüllung dieser Arbeit und zur Suche nach Datenmaterial für den 
Trainingsteil waren  enttäuschend. In der Dritten Welt, wie auch in meinem Heimatland Togo, 
haben die Menschen sehr viel Zeit. Man muss sehr viel Geduld haben, sonst kriegt man 
nichts. Erst während meiner vierten Reise konnte ich mich mit dem Präsidenten des 
Bankenaufsichtrates von Togo treffen. Er war offen, aber gleichzeitig etwas zurückhaltend. 
Wir haben uns während eines ganzen Nachmittags über die Bankenlandschaft des Landes, 
über Kreditgeschäfte und über die Zinspolitik der Zentralbank der Franc Zone Afrikas 
unterhalten.  
 
Der Präsident des Bankenaufsichtsrates war sehr ernst, als er über folgende kritische Punkte 
sprach. Das größte Hindernis für den Erfolg der Kredithäuser des Landes ist der Staat, der die 
meisten Kredite durch einen fast erpressungsartigen Kreditantrag wegnimmt. Ausserdem gibt 
es hohe Offiziere der togoischen Armee, die in Frankreich dienten, und durch eine direkte 
Unterstützung der französischen Botschaft in Lomé, Hauptstadt von Togo, oder über das 
Verteidigungsministerium in Paris sehr hohe Kredite beantragen. Aber  diese Menschen sind 
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oft nicht vertrauenswürdig und selten kreditwürdig. Wegen Nichtbewilligungen solcher 
unsauberen Kredite wurde eine Reihe von Bankmanagern in Lomé entlassen. Viele Banken 
sind wegen dieser Art erpresserischer Kreditgeschäfte zusammengebrochen.      
 
Nach einer Preskription der Regierung an die Banken bekommen die Firmen, derer Manager 
aktive Anhänger der Regierungspartei sind, bedingungslos Kredite, auch wenn ihre Firmen 
kaum solvent sind. Zu diesen Gruppen gehören auch regierungstreue Geschäftsleute, die 
kaum zahlungsfähig sind.   
 
Auch merkte der Präsident des Bankenaufsichtsrates von Togo an, dass viele Menschen in der 
Dritten Welt, genau wie in Togo, leider weit über ihre finanziellen Fähigkeiten leben. Zum 
Beispiel verdienten viele Menschen in der Dritten Welt nur Tageslöhne, aber sie wollten 
unbedingt Limousinen fahren. Diese Menschen haben Beziehungen zu den höchsten Stellen 
der Republik, die skupellose Drohungen an Bankmanagern richten, um Kredite zu 
bekommen.  Diese Arten von Kreditkunden schadeten den Instituten im 
Konsumentenkreditgeschäft. Die Institute seien gezwungen, unsichere Kreditgeschäfte zu 
machen. Dies beeinträchtigte leider nicht nur die Volkswirtschaft der Länder, sondern treibt  
viele früher gute Kredithäuser in die Insolvenz. 
 
Es gibt mehrere Barrieren für den Zugang an Daten in Togo unabhängig von den üblichen 
Datenschutzmaßnahmen.  
 
3.9.1 Politische und rechtliche  Barrieren 
 
Jeder gebürtige Togolese, der eine Forschungsarbeit über das Land realisieren möchte, muss 
eine Mitgliedskarte der regierenden Partei zeigen, bevor er einen offiziellen Antrag stellt. Die 
Mitgliedskarte habe ich leider nicht. Deshalb musste ich mich mit einer unerbittlichen 
Burokratie und vielen ermüdenden Schwierigkeiten kämpfen. 
 
Auch wegen der derzeitigen (sehr oft unbegründeten) Datenschutz-Massnahmen in Afrika ist 
es schwierig Geschäftsdaten einer Firma zu bekommen, besonders bei Kreditinstituten. 
Deshalb musste ich einen schriftlichen Antrag beim Bankenaufsichtsrat von Togo abgeben, 
der den Antrag an fünf Banken (ECOBANQUE, AGROBANK, UTB (Union Togolaise de 
Banque), BTCI (Banque Togolaise pour le Commerce et Industrie) und BTD (Banque 
Togolaise de Développement) weiterleiten sollte. Die Unternehmenskreditkunden-Daten habe 
ich bei drei Kredithäusern (ECOBANQUE, UTB und BTCI) bekommen, die mehr oder 
weniger veraltete Datenquellen hatten. 
 
3.9.2 Organisatorische Barriere 
 
Es war schwierig, bei den Kreditinstituten den Verantwortlichen für ihre 
Unternehmenskunden-Daten zu finden. Mit vieler Geduld und etwas Druck auf den Archiv-
Chef konnte ich in der IS-Abteilung und im Archiv-Raum relativ gute Unternehmensdaten 
bekommen, die dieser Arbeit gedient haben. Leider waren die Datenträger sehr alt und kaum 
noch kompatibel. Hier muss man selber irgendwie kreativ sein, um die Zieldaten für ein 
Training zu bekommen.  
 
Die Infrastruktur der Banken (wie oft Hochhäuser mit Glasfassaden und den gewöhnlichen 
Konferenzsälen) ist teilweise akzeptabel. Die Bank-Angestellten sind alle westlich angezogen 
und wirken vertrauenswürdig. Schließlich waren die meisten der Bank-Angestellten 
Absolventen europäischer und nord-amerikanischer Hochschulen und die meisten von ihnen 
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waren Praktikanten bei großen Banken der Industrieländer. Aber was in einigen der 
Kredithäuser passiert, scheint mir mehr ein Marktplatz als ein Bankhaus zu sein.  
 
 
3.9.3 Datenqualitätsprobleme  
 
Als ich zum ersten Mal bei dem Direktor des „Nationalen Zentrums für Informatik und 
Statistik  von Togo“ (CNIST) nach den  Unternehmenskunden- und Geschäftsdaten gefragt 
hatte, war er in Panik geraten, weil er der Meinung ist, dass diese Daten in einem zu 
schlechtem Zustand sind. Er kann kaum auf die Zuverlässigkeit und Korrektheit der Daten 
vertrauen. Er merkte, dass jedes Jahr in Togo und in der ganzen Franc Zone Afrikas 
fehlerhafte Daten die Resultate verfälschen, ohne dass man es bemerkt, und die fehlenden 
Informationen verhindern die Berechnung wichtiger Kennzahlen. Er war völlig überzeugt, 
dass ich nicht in der Lage sein würde, diese Daten zu nutzen. Sein Ratschlag war, dass ich 
besser nur die aktuellsten Daten der Kreditinstitute beantragen soll, weil die älteren kaum 
brauchbar sind.  
 
Aber bei der Realisierung eines DW-Projekts sind die historischen bzw. die periodischen 
Daten von grosser Bedeutung, weil man nur daraus entscheidende strategische Informationen 
extrahieren kann. In Togo sind diese historischen Daten nicht nur extrem fehlerhaft, sondern 
liegen auf zu alten Datenträgern und auch an unterschiedlichen geographischen Orten, weil 
man den Aufwand zur Sicherstellung ihrer Qualität und ihrer Nützlichkeit völlig unterschätzt 
und vernachlässigt hat.  
 
Bei einem Gespräch sagte der stellvertretende Chef des Bankenaufsichtsrates, dass bei den 
Kredithäusern in Togo mangelnde Datenqualität jedes Jahr sehr hohe Kosten verursachen 
würden, weil bei Geldbeträgen in den Instituten in Togo entweder z. B. zuviel Nullen oder 
zuwenig Nullen an der rechten Seite eingetragen seien. 
 
Der Chef des Bankenaufsichtsrates, der in der Schweiz Bankwissenschaft studiert hatte, 
wusste genau, dass die zunehmende Durchführung automatisierter Datenanlysen eine erhöhte 
Anfälligkeit gegenüber Datenmängeln zur Folge hat. D.h. Data Warehousing und die streng 
damit verbundenen ETL-Prozesse sind zur Beseitigung der Datenqualitätsprobleme äusserst 
wichtig.  So konnte ich durch triggergesteuerte Datenbanken bei ECOBANK (Filiale von 
Citi-Group in Togo) eine Menge von Trainingsdaten extrahieren. Die Trigger melden 
Veränderungen automatisch an den Monitor, der dann geeignete Folgeprozesse auslöst. Auch 
gibt es bei „UNION TOGOLAISE  DE BANQUE“ (UTB) für die Sicherstellung von 
Datenübernahmeprozessen Log-File-Auswertungsverfahren, in denen Änderungen im 
Datenbestand protokolliert werden. Nach einem Systemfehler wird der Datenbestand in einen 
konsistenten Zustand zurückgeführt. So wird die Log-Datei benutzt, um alle Datenbanken-
Transaktionen aufzunehmen. Mit diesem Prozess konnte ich die wirtschaftlichen Kennzahlen, 
wie sie für Experimente in Kap. 9 benötigt wurden, extrahieren. 
 
Bei den Datenvolumen und bei der Dynamik ist es notwendig, die Datenselektion 
durchzuführen; bei fehlenden Sätzen und  Feldern sind Datenanreicherungsaufgaben 
notwendig. Bei fehlenden und fehlerhaften Werten müssen Datenbereinigungen durchgeführt  
werden. Bei Redundanzen, bei semantischen und syntaktischen Inkonsistenzen sind  
Datenkonsolidierungsaufgaben notwendig. Zur Darstellungsform, Granularität und zur 
Denormalisierung müssen Datentransformationsaufgaben stattfinden.  
 
Die Datenbeschaffung zu ETL-Prozessen war besonders schwierig wegen zu alter Systeme.  
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Zu Datenquellen habe ich in vielen Instituten sehr alte Rechner gesehen: ATARY, SKY-
LINE, THOMPSON-Computer der anfang-80er Jahre, IBM-360, NIXDORF-Computer der 
80er Jahre, SIEMENS-Computer der 80er Jahre mit Betriebssystem BS-2000 usw..  Es gab 
noch Lochkarten, flache Disketten und viele andere alte Datenträger.  
 
In den folgenden Kapiteln werden Verfahren zusammen gestellt, mit denen einige dieser 
Probleme gelöst werden können. 
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Kapitel   4 
 
Begrifflichkeiten der Data Warehousing-Systeme und die 
Notwendigkeit der Monitoring-Konzepte im Banking 
 
„We have transaction history, other companies have  
                                  names and addresses“    (Miller, 1996)  
 
Aus taktischen und strategischen Gründen werden die analytischen Datenbanksysteme neben 
den Alltags-OLTP-Systemen (OnLine Transaction Processing) als unentbehrliche Werkzeuge 
für effizientere Monitoring-Aufgaben, beispielsweise im Rahmen des Management der 
Kreditrisikominimierung im Bankgeschäft, eingesetzt. Das Kapitel bezieht sich auf  [Inmon, 
W. H., (1996)], [Chamoni/Zeschau, (1996)], [Jarke et al., (2002)], [Petkovic, (2001)], [Lusti, 
2002)], [Paulraj Ponniah, (2002)], [Bauer & Günzel, (2005)],  [Goeken, (2006)], [Neckel & 
Knobloch, (2007)].  
 
In Abschnitt 4.1 wird eine Vergleichsstudie zwischen analytischen Datenbanksystemen und 
OLTP-Systemen und dem Stand der Forschung und Praxis untersucht. Zunächst werden 
Anfrageoptimierungsmethoden in DW-Systemen in Abschnitt 4.2 klassifiziert und die 
logischen Zugriffspfade, die Bitmap- und Baumindexstrukturen ebenso wie die 
Partitionierungsmethoden nach [Roussopoulos, (1998)] durchgeführt. 
 
 
4.1 Managementinformationssysteme und neue Herausforderungen 
 
In der gegenwärtigen turbulenten Kapitaltransaktionsära werden die Kreditinstitute so 
überfordert, dass die früheren konventionellen Datenbanken allein nicht mehr für die 
Alltagsrisikominimierung im Bankgeschäft ausreichen. Mehr und mehr brauchen die Manager 
z.B. für eine optimale Kreditentscheidung die sogenannten Decision Support Systems (DSS) 
(entscheidungsunterstützende Systeme), die von vielen Experten der Management-
Informations-Systeme (MIS) Business Intelligence Systems (BIS) genannt werden.  
 
Jede Kreditentscheidung fordert ein hartes analytisches Management. Dafür müssen 
analytische Informationsmanagementsysteme erarbeitet und entwickelt werden, d.h. eine 
hardware- und softwareanpassende Plattform wird benötigt. Dazu gehören die Data 
Warehousing-Systeme, die multidimensionale Datenbank OLAP und ein Knowledge 
Discovery Database System, Data Mining als Monitoring- und Analysis-Tools für die 
Bedürfnisse des bankbetrieblichen Marketing und Controlling, insbesondere das 
Kreditrisikomanagement in dieser Thematik  
 
Abbildung 4.1 zeigt das Konzept einer allgemeinen DW-Architektur in einem Kreditinstitut. 
Die DW-Architektur ist durch einen dreischichtigen Aufbau gekennzeichnet. 
 
Mit Hilfe von Ladeprozessen werden Transaktionsdaten aus den operativen Systemen in das 
DW übertragen. Dies umfasst sämtliche, interne und externe operative Datenquellen des 
Unternehmens. Daten (Wissen) aus dem zentralen E-Mail-Server, Dokumente aus der 
Forschungs- und Entwicklungsabteilung, allgemeine Dokumentenarchive und sonstige 
Datenquellen  aus Intranet-Applikationen, Informationsobjekte aus dem Internet und von 
externen aktiven Diensten werden in die zentrale Datenbasis integriert.   
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Es erfolgt eine Prüfung auf Vollständigkeit und syntaktische Konsistenz der übertragenen 
Daten mit entsprechenden Fehlerbehandlungsprozessen (Datenqualitätsmanagement, Kapitel 
7). Daneben werden Datenformate optimal konvertiert und den Datensätzen Zeitstempel 
hinzugefügt. Charakteristisch für die zum Transport in die nächste Schicht bereitstehenden 
Datensatztabellen ist die fehlende semantische Abhängigkeit untereinander.  
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Abbildung 4.1: Vorschlag einer allgemeinen DW-Architektur 
in Kreditinstituten (Vgl. [Schwanitz, J., (2001)] 
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Den zentralen Bestandteil des DW bilden die Basisdaten. Sie umfassen unterschiedliche 
Aggregationsstufen, sowohl aktuelle als auch historische Daten aus den verschiedenen 
Unternehmensbereichen und dienen der Versorgung des Managements mit 
entscheidungsorientierten Daten. Die Basisdaten können verschiedene Datenmodelle, wie z. 
B. ein relationales, objektorientiertes oder multidimensionales Datenmodell, zugrunde gelegt 
werden [Mucksch/Behme, (1998)]. Neben den Basisdaten enthält das DW die Metadaten, die 
den im DW vorhandenen Datenbestand, beispielsweise hinsichtlich der vorhandenen 
Aggregationsstufen und der Herkunft, beschreiben. Darüber hinaus stellen die Metadaten alle 
notwendigen Angaben zur Steuerung der Daten- und Benutzerschnittstelle bereit.  
 
Ein Data Warehouse ist also der Speicherort (oder eine zentrale Datensammelstelle) für die 
Daten, die von Benutzern analysiert werden können, um Entscheidungen in Bezug auf ihre 
Geschäftsvorgänge zu treffen.   
  
Data Mining ist ein Prozess der Analyse der Detaildaten, der Extraktion und der Präsentation 
entscheidungsrelevanter Informationen, um Geschäftsprobleme zu lösen. Der Begriff Prozess 
verdeutlicht, dass es sich nicht nur um eine Technik oder einen Algorithmus handelt, sondern 
um eine Serie von zusammenhängenden Aktivitäten. Data Mining wird grundsätzlich in zwei 
Subprozessen (Verifikations- und Entdeckungsprozess) unterschieden. Der 
Verifikationsprozess verifiziert mit Hilfe von einfachen Zugriffswerkzeugen (z.B. SQL und 
OLAP) Hypothesen, die von Bankfachkräften aufgestellt wurden. Der Entdeckungsprozess 
sucht mit Hilfe statistischer Verfahren und künstlicher Intelligenz (hier die Neuronalen Netze) 
neue Erkenntnisse und stellt neue Hypothesen auf. Natürlich ist hier auch das menschliche 
Know-how, z.B. die Bankfachkenntnisse (die wichtigsten wirtschaftlichen Bankkennzahlen 
zur Kreditentscheidung usw.) notwendig. 
OLAP (OnLine Analytical Processing) Software-Tools liefern die technologischen und 
analytischen Mittel für komplexe Geschäftslinien (wie in dieser Arbeit, das – Fallbeispiel - 
Kreditwürdigkeitsprüfung im Bankwesen), wodurch der Endanwender in die Lage versetzt 
wird, in einer mehrdimensionalen Umgebung zu analysieren.  
Users and Reports: Erlauben den Benutzern aufgezeichnete, graphikintensive, 
hochentwickelte Berichte zu produzieren. Hilft den Benutzern, Anfragen zu formulieren und 
durchzuführen. Zwei wichtige Klassifikationen sind Bericht-Writers oder Bericht-Servers. 
DW-Management: Unterstützt die DW-Administratoren im Tag-zu-Tag-Management. Einige 
Werkzeuge konzentrieren sich auf den Ladeprozess und spüren Ladehistorien nach. Andere 
Werkzeuge spüren den Typen und die Anzahl der Benutzeranfragen nach. 
Business Intelligence: Im Zusammenhang mit Data Warehousing wird neuerdings vielfach der 
Begriff Business Intelligence (BI) verwendet. Unter BI wird eine Vielzahl datentechnischer 
Anwendungen und Technologien zusammengefasst, die ein Bankhaus oder ein Unternehmen 
konkurrenzfähiger machen sollen. Der Begriff Business Intelligence geht auf einen Bericht 
der Gartner Group aus dem Jahr 1996 zurück [WHAT, (2000)]:  
„Making sound Business decisions based on accurate and current information take more than 
intuition. Data analysis, reporting and query tools can help business users wade through a 
sea of data to synthesize valuable information from it - today these tools collectively fall into 
a category called Business Intelligence“  
DW stellt dabei die Kerntechnologie für das Anwendungsfeld Business Intelligence dar. 
DW-Systeme avancieren dadurch zur zentralen Informationsdrehscheibe innerhalb einer 
unternehmensweiten Business-Intelligence-Infrastruktur, die sich auf die Systeme für 
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Enterprise Resource Planing (ERP), Customer Relationship Management (CRM) und Supply 
Chain Management (SCM) erstreckt.  
Metadaten beschreiben vollständig und genau die Eigenschaften der Daten in einem DW. Sie 
sind sein Nervenzentrum. 
Metadaten-Repository ist im Allgemeinen ein Informationsverzeichnis oder ein 
Katalogisierungsgerät zur Klassifikation, Speicherung und zum Management der Metadaten. 
 
Die unzumutbare Bilanz des Missmanagements in den staatlichen und privaten Banken in 
vielen Ländern der Dritten Welt, auch in Togo, ist eine Folge der betrieblichen 
Informationsdefizite, d.h. eine Folge der Informationsmängel und -verluste, eine Folge der 
mangelnden Modernisierung der Führungsprinzipien bzw. des Qualitätsmanagements, und 
eine Folge mangelnder Analyse der Zielsysteme, der fehlenden Optimierung der 
Geschäftsprozesse, die zu den collapses (Zusammenbrüchen) dieser Banken führen. Ein neuer 
Speicherungsort als zentrales Sammellager für die operativen und historischen Daten (DW) zu 
Analysezwecken ist eine taktische und strategische Errungenschaft für eine optimalere 
Prognoseerstellung eines Kredithauses. D.h. auch, dass ein dynamisches „analytisches 
Informationsmanagement System“ (AIMS) in der Bank-Branche in der Dritten Welt ein 
effizienteres Management bedeuten würde. 
 
4.2     Data Warehouse-Systeme im Bankgeschäft 
 
Nach [Lusti, M., (2000)] ist Data Warehousing ein Prozess der Integration aller Daten eines 
Unternehmens in eine Datenbank, die für ad-hoc-Abfragen und die Erstellung von Berichten 
verwendet werden kann.  
 
Im Bankgeschäft werden die Jahresabschlüsse der Unternehmenskunden bzw. die Zahl der 
genehmigten Kredite und ihr Gesamtbetrag, ihre Laufzeit und Zinsen, die Zahl der 
abgelehnten Kredite, die Regelmäßigkeiten und Unregelmäßigkeiten bei Rückzahlungen der 
früheren Kredite, die Zahl von neuen Kunden bzw. neuen Konten, der Gesamtbetrag in 
Sparkonten des Instituts, die Bilanz der Beteiligungen in Firmen, Immobilienfonds, das 
Sponsoring, die Werbungsbilanz usw. immer streng untersucht. 
 
Im Unterschied zu OLTP-Prozessen, die operativ genannt werden, werden die Data-Ware 
housing-Systeme informative Systeme genannt, weil durch sie die Endbenutzer die 
notwendigen Informationen für die zukünftigen Geschäftsentscheidungen bekommen. Ein 
US-amerikanischer Manager charakterisierte bei einer Aktionärversammlung den Weg zu 
analytischen Datenbanken: 
 
„Ten years ago I could have told you how Doritos were selling west of the Mississipi. Today, 
not only can I tell you how Doritos sell west of the Mississipi, I can tell how well they are 
selling in California, in Orange County, in the town of Irvine, in the local Von’s supermarket, 
in the special promotion, at end of aisle four, on Thursdays“. (das Buch von D. W. Calloway: 
Building a decision Support Architecture for Data Warehouse, ATG’s Data Warehousing 
Technology Guide Series, 1998) 
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Während Transaktionsdatenbanken (operative Datenbanken) vor allem das laufende Geschäft 
unterstützen, bereiten analytische Datenbanken taktische und strategische Entscheidungen 
vor. D.h. ein Data Warehousing-System hat andere Eigenschaften als ein OLTP-System. Die 
wichtigsten Eigenschaften eines Data Warehousing-Systems sind: 
 
1. periodische (historische) Write-Operationen mit abschließenden Abfragen, die auf einer 
sehr großen Auswahl von Reihen basieren, 
 
2. eine relativ kleine Anzahl von Benutzern, 
 
3. eine sehr große Datenmenge. 
 
Die Mängel operativer Datenbanken und die Fortschritte der Datenbanktechnologie haben 
Anfang der 90er-Jahre zum Konzept der analytischen Datenbanken (engl. Data Warehouse) 
geführt.  
 
In Abbildung 4.2 werden drei Zugriffsklassen unterschieden: Programmierte Berichte sind 
beliebig anpassbar, erfordern aber für Änderungen einen Programmierer. 
 
Die Einrichtung von Data Warehouses hat zu einer ständigen Aufgabenteilung zwischen 
operativen und analytischen Datenbanken geführt. Die operativen Daten der 
Transaktionsdatenbanken werden in Tabelle 4.1 mit den analytischen Daten der DW 
verglichen [Lusti, (2000)]. Die Unterscheidung zwischen den beiden ist sehr polar. Viele 
praktische Datenbanken bewegen sich zwischen rein operativen und rein analytischen 
Datenbanken. 
 
Operative oder 
UUanalytischeUU 
Datenbanken 
Programmierte 
Berichte erfordern oft 
Codeänderungen und 
sind zeitintensiv 
Abfrage- und 
Berichtssprachen wie 
SQL und QBE sind 
standardisiert und 
mächtig, aber für den 
gelegentlichen 
Benutzer zu 
schwierig.
Data Warehouse-
Werkzeuge erlauben 
auch dem 
gelegentlichen Benutzer 
flexible 
multidimensionale 
Abfragen 
Abbildung 4.2: Arten des Datenbankzugriffs (Vgl. [Petkovic, (2001)]) 
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Im Jahr 2000 sollen 90% der zweitausend weltweit größten Unternehmen Data Warehouses 
entwickelt haben. Adressaten sind in erster Linie Entscheidungsträger und Data Mining-
Spezialisten. Ihr wichtigstes Anliegen ist die Lenkung der Informationsflut. 
 
Das folgende Beispiel zeigt, dass gerade die für DW typische Zeitdimension das 
Datenvolumen stark aufbläht und benutzerfreundliche komplexitätsreduzierende Speicher-, 
Abfrage- und Analysetechnologien die Mengenausweitung kompensieren müssen: 
 
Eigenschaften Operative  
Datenbank 
Data Ware- 
house 
Daten  operativ ja nein 
Daten  vollständig  ja nein 
Daten detailliert ja nein 
Daten  redundanzarm  ja nein 
Daten  änderungsintensiv ja nein 
Datenmodell  komplex ja nein 
Daten flüchtig ja nein 
* * * * * * * * * 
Daten  strategisch nein ja 
Daten  periodenbezogen  (historisch) nein ja 
Daten oft abgeleitet (v.a. zusammenfassend) nein ja 
Verarbeitung  abfrageintensiv nein ja 
Abfragen  oft ad-hoc nein ja 
Schnittstellen  vor allem  endbenutzerorientiert nein ja 
 
Tabelle 4.1: Vergleich operativer und analytischer Datenbanken  (Vgl. [Lusti, (2000)]) 
 
Eine Bank kopiert Kundendaten aus den verschiedensten Quellen in ein DW. Die Integration 
historischer Daten der letzten fünf Jahre, etwa von Kreditkartenbezügen oder anderen Konten- 
und Depotbewegungen, soll die Analyse der Kundengewohnheiten erleichtern. Wenn die 
Bank eine Million Kunden bedient und tausend Informationseinheiten pro Kunde und Monat 
speichert, dann explodiert die Gesamtzahl der Informationseinheiten auf 60 Milliarden 
(10**6*1000*5*12). 
 
Hauptgründe für die wachsende Verbreitung von DW- und Data Mining-Verfahren sind nicht 
nur die wachsende Nachfrage nach entscheidungsunterstützenden Daten und Methoden, 
sondern auch das ständig wachsende Angebot an CPU-, Speicher-, und Netzkapazität. 
 
Die Komplementarität operativer und analytischer Datenbanken veranschaulicht die 
Abbildung 4.1. Data Warehousing beginnt mit einer Auswahl geeigneter Attribute aus 
operativen Datenbanken, z.B. bei einem Kreditinstitut Kontodatenbanken, 
Personaldatenbanken, Kreditkundendatenbanken.  
 
Die ausgewählten Daten werden oft durch Informationen aus unternehmensexternen Quellen, 
z.B. Anbietern von Marktforschungsergebnissen (z.B. über neue Bankenexpansionschancen 
im Afrika südlich der Sahara oder im osteuropäischen Raum), ergänzt. 
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Weil analytische Datenbanken eher strategische als operative Entscheidungen unterstützen, ist 
es notwendig, dass geeignete Ladeprozesse die operativen Datenquellen vor ihrer Integration 
in ein DW transformieren. Irrelevantes wird weggelassen, Neues eingefügt und Bestehendes 
umgeordnet und verdichtet. Z.B. wird das Attribut „Rechnungsstatus“ einer Debitorentabelle 
weggelassen und eine Zeitdimension für die historische Analyse von Anlegerdaten eingefügt. 
 
In Abbildung 4.3 zeige ich die Nonvolatilität des DW. Sind einmal die Daten im DW erfasst, 
dann dürfen   laufende individuelle Transaktionen sich dort nicht ändern.  
 
4.3 Data Warehouse und Data Mart 
 
4.3.1 Data Warehouse 
 
Nach Immon (1996) ist ein DW eine themenorientierte, integrierte, zeitbezogene und nicht-
flüchtige Datenbank für die Entscheidungsunterstützung. Unter dem Prädikat themenorientiert 
wird hier verstanden, dass nicht einzelne Kreditverträge oder Kreditbuchungen, sondern 
Kennzahlen wie Kreditkosten und Kreditumsätze für bestimmte Zeitpunkte (Quartal) und 
Fristen (kurz-, mittel-, und langfristig) in bestimmten Regionen oder Orten aber auch die 
wirtschaftlichen Kennzahlen zur Unternehmensklassifikation (kreditwürdig oder nicht 
kreditwürdig) im Mittelpunkt stehen. Im Gegensatz zu operativen Datenbanken, in denen die 
Daten oft nur den aktuellen Stand wiederspiegeln, werden die Daten im DW zeitbezogen 
erfasst. Einmal gespeicherte Daten werden nicht mehr modifiziert (nicht-flüchtig). 
 
Alle Daten eines Kredithauses sind gewöhnlich in den unterschiedlichsten Formen (Dateien, 
Datenbanken, Textdateien usw.) und zu verschiedenen Zeitpunkten gespeichert. Das bedeutet, 
dass das Kredithaus für die Verwaltung solcher Daten unterschiedliche Datenbanksysteme 
bzw. eigene Programme (falls es sich um Dateien handelt) verwendet. Falls alle Datenquellen 
des Kreditinstituts überprüft und in einer einheitlichen Form gespeichert sind, wird der neue 
Speicherungsort solcher Daten Data Warehouse genannt.  
OLTP 
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anwendungen 
Read 
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Abbildung 4.3: Das Data Warehouse ist nonvolatil 
54 4  Begrifflichkeiten der Data Warehousing-Systeme 
 
Der Hauptvorteil beim Einsatz eines DW liegt darin, dass Daten aus unterschiedlichen 
unternehmensinternen und -externen Datenquellen bereinigt, integriert und anschließend 
analysiert werden können, ohne diese Quellen selbst in ihrer Funktion zu beeinträchtigen. 
Damit die Daten in einem DW einheitlich sind, müssen sie vor der Speicherung „gesäubert“ 
werden. Diese „Säuberung“ der Daten wird Datenkonsolidierung genannt. Dieser Prozess der 
Konsolidierung enthält mehrere Schritte: 
 
• Daten aus verschiedenen Quellen sammeln, 
 
• Daten einheitlich darstellen, 
 
• Qualitätssicherung der Daten. 
 
Daten aus verschiedenen Quellen sammeln: Alle Daten müssen zuerst aus verschiedenen 
Quellen importiert werden. In diesem Prozess werden die Daten extrahiert, danach in ein 
Zwischenschema konvertiert und schließlich in einen (temporären) Arbeitsbereich übertragen. 
(Bei der Datenextraktion müssen genau diejenigen Daten importiert werden, die für das DW 
relevant sind.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Daten einheitlich darstellen: Eine einheitliche Darstellung von Daten garantiert, dass alle 
Daten, die anschließend in das DW importiert werden, eine einheitliche Form haben und sich 
im konsistenten Zustand befinden. Falsche Adressen bzw. falsche Einträge in verschiedenen 
Feldern sind Beispiele für nicht einheitliche Daten. (Für den Prozess der einheitlichen 
Darstellung werden spezielle Werkzeuge verwendet: Data Marts, OLAP und Data Mining.) 
Zum Beispiel in den beiden Datenquellen des Attributs Geschlecht („männlich“ und 
„weiblich“) der Personaldaten steht CHAR(0) für die erste Datenquelle und CHAR(1) für die 
zweite Quelle, deren Werte „m“ bzw. „w“ sind. Die Werte in den beiden Datenquellen sind 
konsistent, aber nur eine der beiden wird in das DW importiert. 
 
Qualitätssicherung von Daten zum Datenkonsolidierungsprozess: Qualitätssicherung von 
Daten beinhaltet Datenvalidierung, d.h. das Einbringen der Daten in der Form, wie 
Operative 
Daten 
 
Zentrales 
Data Warehouse 
Data 
Mart 
top down 
 
bottom up
Abbildung 4.4: Verknüpfung von lokalen und  
globalen Data Warehouses  
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Endbenutzer sie haben wollen. Aus diesem Grund ist es empfehlenswert,  Endbenutzer in 
diesen Prozess einzubinden und eng mit ihnen zusammen zu arbeiten. 
 
Wegen seiner Eigenschaft als Speicherungsort unternehmensweiter Daten beinhaltet ein DW 
eine sehr grosse Datenmenge. (Einige Data Warehouses können mehr als 500 GB groß sein.) 
Weil zum Beispiel ein Kreditinstitut sehr groß sein kann (und viele Abteilungen und Filialen 
haben kann), dauern der Entwurf und die Implementation eines DW zwei bis drei Jahre. 
Aufgrund dieser beiden Nachteile (riesige Datenmenge und sehr lange Entstehungszeiten) 
entscheiden sich sehr viele Firmen in ihren ersten DW-Projekten für kleinere Lösungen, die 
Data Marts heißen. 
 
Während der Begriff DW nur die eigentliche Datenbank bezeichnet, wird unter einem DW-
System die gesamte technische Infrastruktur zur Beschaffung, Haltung und Auswertung der 
Daten verstanden. Der Terminus Data Warehousing bezeichnet hingegen die Technologie, die 
mit dem Einsatz von DW-Systemen verbunden ist. Dazu zählen eine Reihe von 
Vorgehensmustern für die Extraktion und die Integration, sowie die Modellierung und 
Auswertung der Daten. 
 
4.3.2 Data Marts 
 
Ein Data Mart (DM) ist der Speicherungsort für alle Daten eines Unternehmensteils 
(gewöhnlich eine Abteilung). D.h. ein Data Mart ist eine spezialisierte analytische Datenbank 
für eine Abteilung, eine Arbeitsgruppe oder für die Daten einer umfangreichen Applikation. 
Die Marketingabteilung eines Kredithauses z.B. kann alle Daten bezüglich ihres 
Firmenmarketing in ihrem eigenen Data Mart speichern. Genauso kann die Kreditforschungs- 
und Kreditentscheidungsabteilung desselben Kredithauses ihre Ergebnisdaten im Forschungs-
Data Mart speichern. Aus diesem Grund hat ein Data Mart mehrere Vorteile im Vergleich zu 
einem DW: 
 
• begrenztes Anwendungsgebiet 
• kürzere Entwicklungszeiten 
• leichtere Wartung von Daten 
• bottom-up-Entwicklung. 
 
Begrenztes Anwendungsgebiet: Ein Data Mart enthält ausschließlich die Information 
bezüglich eines Institutsteils (eines Unternehmensteils) (gewöhnlich einer Abteilung). Aus 
diesem Grund können Daten für eine solch relativ kleine Organisationseinheit leichter für die 
Benutzerbedürfnisse vorbereitet werden. 
 
Entwicklungszeit: Die Entwicklungszeit eines Data Warehousing-Systems beträgt im 
Durchschnitt 2-3 Jahre und kostet etwa 5.000.000 Euro. Demgegenüber betragen die 
Gesamtkosten für ein Data Mart ca. 200.000 Euro, und ein solches Projekt dauert nur 3-5 
Monate. Deswegen sollte jede Organsation die Entwicklung eines Data Mart bevorzugen, 
besonders falls es sich um das erste Projekt solcher Art in einem Institut handelt. 
 
Wartung von Daten: Ein Data Mart enthält gewöhnlich 20-30 GB Daten (im Vergleich zu ca. 
500 GB Daten bei einem großen DW). Die Operationen (wie Datenextraktion usw.) auf einer 
solch relativ kleinen Datenmenge sind generell leichter zu implementieren und 
durchzuführen. Genauso ist es grundsätzlich leichter, einen Entwurf für Abteilungsdaten als 
für die Daten eines Unternehmens zu machen.  
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bottom-up-Entwicklung: Nachdem mehrere Data Marts für verschiedene Abteilungen eines 
Unternehmens erfolgreich entworfen und implementiert sind, ist es möglich, sie zu einem 
großen DW zusammenzuführen (siehe Abbildung 4.4). Dieser bottom-up-Prozess hat mehrere 
Vorteile im Vergleich zum Design und der Implementierung eines DW. Erstens können 
mehrere Data Marts ähnliche Tabellen enthalten, die dann leicht in das DW zusammengeführt 
werden können. Zweitens gelten einige Abteilungsaufgaben unternehmensweit (wie z.B. das 
Sammeln der finanziellen Daten seitens des Kreditkartengeschäfts). Solche Daten können 
auch in das DW übernommen werden. 
 
Wenn das existierende Data Mart eines Kreditinstituts zusammengeführt werden sollen, um 
das institutsweite DW zu bilden, muss unbedingt ein globaler Katalog erstellt werden. (Der 
globale Katalog enthält die Information über alle Daten, die sich sowohl in den Datenquellen 
als auch in der Zieldatenbank befinden). 
 
Das bottom-up-Vorgehen, das zuerst ein Data Mart einrichtet und erst später ein DW 
(Enterprise DW) ableitet, stößt allerdings auf die folgenden Probleme: 
 
• Wie aufwendig ist die Verwaltung von Redundanzen und Inkonsistenzen verschiedener 
Data Warehouses (Koordination)? 
 
• Wie vertragen sich die lokal entstehenden Datenmodelle mit einem später entstehenden 
globalen Datenmodell (Unternehmensmodell)? 
 
• Wie leicht lassen sich Data Marts und ihre Werkzeuge an wachsenden Datenbestände 
anpassen (Skalierbarkeit)? 
 
Die Verteilung analytischer Daten auf mehrere Data Marts ist eine schwierige 
Modularisierungsaufgabe. Größe, Inhalt und Architektur der Data Marts  müssen so bestimmt 
werden, dass die intramodulare Bindung innerhalb eines Data Mart möglichst groß und die 
intermodulare Koppelung zwischen den Data Marts möglichst klein werden. Die 
intramodulare Bindung zu maximieren, heißt die Benutzer eines Data Mart so homogen zu 
wählen, dass die Antwortzeit und die Abfragefreundlichkeit optimiert werden können. Die 
Antwortzeit wird minimal, wenn sich die analytischen Daten so partitionieren lassen, dass der 
Zugriff auf den eigenen Data Mart schneller ist, als der Zugriff auf die übrigen Warehouse-
Daten. 
 
Ein Data Mart ist abfragefreundlich, wenn sich das Datenmodell nach den Bedürfnissen eines 
Funktionsbereichs, einer Abteilung oder einer Arbeitsgruppe richtet. Auch die Abfrage- und 
Analysewerkzeuge stellen Anforderungen an das Datenmodell und die Größe eines Data 
Mart.  
 
Die intermodulare Koppelung zu minimieren, heißt die Schnittstellen zwischen den Data 
Marts eines Betriebs so zu definieren, dass Data Mart-übergreifende Abfragen selten bleiben. 
Data Mart-übergreifende Abfragen sind ressourcenintensiv, weil sie sich in der Regel über 
mehrere Hardware- und Softwareplattformen erstrecken, und benutzerunfreundlich, weil sie 
meist die Kenntnis mehrerer Datenmodelle voraussetzen. 
 
Ein zentrales DW muss sich nicht unbedingt auf das ganze Unternehmen erstrecken, es kann 
auch nur die Data Marts einer Niederlassung oder eines Funktionsbereichs bedienen. Ein 
Enterprise DW (EDW) ist hingegen ein zentrales DW, das unternehmungsweit Informationen 
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verteilt. Ein EDW muss sich nicht auf eine einzige Plattform beschränken, sondern kann auch 
als verteilte Datenbank organisiert sein. 
 
Verbreiteter ist die hierarchische Architektur. Sie koordiniert lokale Data Marts durch ein 
Enterprise Data Warehouse (EDW). Die beiden Arten analytischer Datenbanken erfüllen 
unterschiedliche Anforderungen. 
 
Ziel des EDW ist die Extraktion, Integration und Verteilung der Daten, Ziel eines Data Mart 
die Abfrage und Analyse eines Teils dieser Daten. Während das EDW die Data Marts über 
ein redundanzarmes relationales Datenmodell versorgt, modularisiert ein Data Mart die 
Bedürfnisse einer einzelnen Unternehmenseinheit. Im Allgemeinen sind EDW und Data 
Marts auf verschiedene Rechner verteilt. Sie koexistieren nur selten auf einer einzigen 
Hardware- und Software-Plattform [Lusti, (2000)]. 
 
Die Attribute analytischer Datenbanken können sich überlappen. In einem Kreditinstitut 
können Kontendaten z.B. in mehreren Data Marts vorkommen.   
 
Ein Teil der Benutzer setzt sich für Marketing-Zwecke, andere für die Entdeckung von 
Kreditkarten-Betrug und wieder andere für die Beurteilung der Kreditwürdigkeit ein. 
Attribute mit gleicher Bedeutung sollten zur Vermeidung von Synonymen gleich lauten, und 
Attribute mit unterschiedlicher Bedeutung wird der Datenbankadministrator zur Vermeidung 
von Homonymen unterschiedlich benennen. Homonyme und Synonyme führen zu 
unkontrollierter Redundanz, hohem Entwicklungsaufwand und ungenügender Skalierbarkeit. 
 
Beispiel 4.1:  Kredit als koordiniertes Attribut 
 
Das folgende Beispiel illustriert den Begriff der koordinierten Attribute: „Kredit“ sei ein 
koordiniertes Attribut der drei Data Marts: BAUFINANZIERUNGSKREDIT, 
LOMBARDKREDIT und AVALKREDIT. Eine übergreifende Abfrage an diese drei Data 
Marts lautet: „Wie viele Einheiten der Kredite A (BAUFINANZIERUNGSKREDIT), B 
(LOMBARDKREDIT) und C (AVALKREDIT) wurden diesen Monat beantragt, bewilligt 
oder abgelehnt?“ Eine sortierende Abfrage nach Krediten ergibt für jeden der drei Data Marts 
eine Zwischentabelle. 
 
Werden die Tabellen durch eine Verbundsoperation gemischt, so entsteht die Ergebnistabelle 
4.3.  „Enterprise DW“ ist hier nichts anderes als Vereinigung aller koordinierten Data Marts.  
 
Die Architektur heißt deshalb auch Enterprise Data Mart. In Tabelle 4.4 werden auch 
operative Datenbanken im Vergleich zum Data Mart aufgenommen. Operative Datenbanken 
(oder Produktionsdatenbanken), Enterprise DW und Data Marts unterscheiden sich vor allen 
im Anteil redundanter Daten bzw. im Normalisierungsgrad. Je größer der 
Normalisierungsgrad, desto größer ist auch die Speichereffizienz. Data Marts verzichten meist 
auf eine Normalisierung, kontrollieren aber die Nachteile redundanter Daten, indem sie die 
Updates auf die vergleichsweise seltenen Ladeprozesse beschränken. 
 
KREDITE Kreditantragszahl Bewilligung Ablehnung 
A(BAUFINANZIERUNGSKREDIT) 10.000 8.000 2.000 
B(LOMBARDKREDIT) 12.000 7.000 5.000 
C(INVESTITIONKREDIT) 15.000 5.000 10.000 
 
Tabelle 4.2: Ergebnis einer koordinierten Abfrage über den  Data Marts (A), (B), (C). 
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 Operative 
Datenbank 
(Produktions 
datenbank) 
Enterprise  
Data Warehouse 
Data Mart 
 
Redundanz 
 
minimal 
 
gering 
 
kontrolliert 
 
Normalisierung 
 
vollständig 
 
teilweise 
 
kaum 
 
Granularität 
 
laufendes Detail 
 
historisches Detail 
 
v.a. Aggregat 
 
Optimierung 
 
Speicher 
Zugriff 
Integrität 
 
Speicher 
Integrität 
 
Zugriff 
                         
Tabelle 4.3: Von der operativen Datenbank zum Data Mart (Vgl.  [Holthuis, (1997)]) 
 
 
Verschiedene Formen von Datenbanken können am gleichen Abfrage- und Analyseprozess 
beteiligt sein: 
 
• Persönlicher Data Mart: Ein Benutzer analysiert zum Beispiel Kundendaten nach der 
Dimension „Kredit“ und den hierarchischen Kategorien „Kreditkonto“, „Kreditart“, 
„Kreditbetrag“ und identifiziert dann alle Kredite mit unterdurchschnittlichem Umsatz. 
Diese Daten findet er auf seinem persönlichen Data Mart. 
 
• Abteilungs-Data Mart: Unter Umständen analysiert der gleiche Benutzer die gefundenen 
Kredite und sammelt zum Beispiel Daten über die umsatzschwächsten Kreditbeträge. 
Diese Daten findet er nur auf dem Abteilungs-Data Mart (Kreditgeschäft). 
 
• Enterprise Data Warehouse: Für die ausgewählten Kunden untersucht er sogar die letzten 
fünf Jahre. Historische Daten findet er nur im Enterprise DW. 
 
• Operationale Datenbank (Transaktionsdatenbank):  Falls die Anlagen eines Kunden in 
dieser Periode konsistent abgenommen haben, sendet er die laufende Adresse  des Kunden 
einem Direct-Mailing-Mitarbeiter. Dazu benötigt er die Adressentabelle der operativen 
Datenbank. 
 
Die Einrichtung und Verwaltung lokaler Data Marts sind einfacher als jene globaler Data 
Warehouses [Ponniah, (2002)], [Lusti, (2000)]. Zum Beispiel fällt es leichter, die Endbenutzer 
an der Entwicklung zu beteiligen. Außerdem ist es möglich, die Abfrageeffizienz durch 
Partitionierung der Daten auf verschiedene Data Marts zu maximieren. Das einfachere 
Datenmodell und die größere Endbenutzernähe machen lokale Data Marts schließlich auch 
flexibler als zentrale Lösungen. Andererseits ist es nicht einfach, skalierbare Data Mart-
Lösungen zu implementieren. Ein Software- oder Hardwaresystem ist skalierbar, wenn seine 
Kapazität inkrementell und ohne überdurchschnittlichen Aufwand vergrößert werden kann. 
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4.4 Multidimensionale Daten 
 
Das operative Datenmodell minimiert die Redundanz. Normalisierungsverfahren verfolgen 
das Ziel der Redundanzminimierung auf Kosten der Abfragefreundlichkeit. In operativen 
Datenbanken führt daher kein Weg an der Normalisierung vorbei.  Ziel von Data Warehouses 
ist hingegen ein betriebsnahes und abfragefreundliches Datenmodell. Im Mittelpunkt des 
populärsten analytischen Datenmodells, des Sternschemas, steht deshalb die Frage nach den 
Indikatoren (engl.: measures) betrieblicher Leistung und ihrer Dimension. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Indikatoren Dimensionen Abfragen 
Gesamtkreditumsatz Kreditart Antrag auf Kredit 
Geldumsatz Periode Umsatz nach Kredit und Quartal 
Umsatzzunahme Werbeaktion Umsatzzunahme nach Werbeaktion 
Kundenzahl Filiale (oder Region) Kundenzahl nach Region 
 
Tabelle 4.4: Indikatoren (measures), Dimensionen und Anfragen für Banken 
 
Eine Typische Frage an ein Sternschema lautet: Wie groß ist der Halbjahresumsatz beim  
Investitionskredit, zum Beispiel in der Region KLOTO von Togo? Ziel der Abfrage ist 
allgemeiner die Analyse des Umsatzes nach Periode, nach Kreditart und Kunde. Der Würfel 
(Abbildung 4.5) veranschaulicht den Umsatz als Indikator der betrieblichen Leistung, die sich 
nach den Dimensionen Periode, Kreditart und Kunde messen lässt.  Der Ausdruck „Würfel“ 
wird für eine beliebige n-dimensionale Datenstruktur (engl.: hypercube) verwendet. 
 
Die Dimension „Kredit“ lässt sich auf einem einzigen Wertebereich, nämlich einer diskreten 
Kategorie von Kreditarten, messen. Für andere Dimensionen bieten sich mehrere 
Wertebereiche (Kategorien) an. Die Dimension Periode lässt sich zum Beispiel nach den 
sechs hierarchischen Kategorien Jahr, Semester, Quartal, Monat, Woche oder Tag einteilen. 
 
Zusammenfassend lässt sich ein mehrdimensionales Datenmodell mit den folgenden 
Begriffen beschreiben: 
 
• Ein Würfel ist eine Datenstruktur, welche die Analyse eines Indikators nach mehreren 
Dimensionen erlaubt. 
 
• Ein Indikator (measure) oder Fakt ist ein aggregierbares, meist numerisches und 
kontinuierliches Attribut, das die dimensionale Messung eines betrieblichen 
Erfolgskriteriums erlaubt.  
Abbildung 4.5: Dreidimensionale Anfragen auf einem Würfel 
Kunde 
Kredit
Periode
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• Eine Dimension ist ein meist symbolisches und konkretes Attribut, das die Auswahl, 
Zusammenfassung und Navigation (drilling down) eines Indikators erlaubt. In Tabelle 4.6 
werden  die Indikatoren und Dimensionen zusammengefasst. 
 
Mehrdimensionale Daten können in einem relationalen oder multidimensionalen 
Datenbanksystem gespeichert werden. Relationale Systeme (RDBMS) speichern 
multidimensionale Daten in mehreren zweidimensionalen Tabellen. Mehrdimensionale 
Anfragen - zum Beispiel  
 
„Wie groß ist der Gesamtkreditumsatz für Investitionskredite im ersten Quartal des Jahres 
2002?“ - werden durch Metadaten auf Tabellen und Operationen, insbesondere 
Tabellenverknüpfungen, abgebildet. 
 
Multidimensionale atenbanksysteme (MDBMS) speichern hingegen logische 
mehrdimensionale Datenstrukturen Würfel) als mehrdimensionale physische 
Speicherstrukturen. Verbreitete Produkte sind Express Server von Oracle und Essbase von 
Arbor Software. 
 
Zu den Vorteilen relationaler Systeme gehören ein einfaches logisches Datenmodell, eine 
standardisierte Datenbanksprache (SQL) und die Vielfalt der angebotenen Werkzeuge.  
Außerdem sind sie skalierbarer und kompatibler als MDBMS. 
 
Multidimensionale Datenbanken sind hingegen oft anfragefreundlicher und meist 
laufzeiteffizienter als relationale Datenbanksysteme. 
 
Beiden Systemen ist gemeinsam, dass sie DW-Daten meist aggregiert und auch komprimiert 
aufbewahren. In der Regel werden Enterprise Data Warehouses durch angepasste RDBMS, 
sogenannte multirelationale Datenbanksysteme, und Data Marts durch relationale oder 
mehrdimensionale DBMS verwaltet. 
 
4.5     Anfrageoptimierung in DW-Systemen und Klassifikation von 
Optimierungsmethoden  
 
Eine hohe Performance bei der Berichtserstellung ist eine wichtige Voraussetzung für die 
Akzeptanz eines DW. Anwender werden die auf dem DW basierenden Analysewerkzeuge nur 
dann bisherigen Berichtssystemen vorziehen, wenn angeforderte Berichte unverzüglich 
berechnet und angezeigt werden. Gerade analytische Anfragen sind jedoch bezüglich der 
Performance problematisch, da anstatt Selektionen von Einzeldatensätzen, Aggregationen 
über große Datenbereiche das Anfrageprofil dominieren. 
 
Der Hauptvorteil relationaler Datenbanksysteme liegt in der Möglichkeit zur deskriptiven 
Anfrageformulierung. 
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 Indikatoren (Fakten) Dimensionen 
 
Zweck 
 
Analyse des Erfolgs  
nach drei oder  
mehr Dimensionen  
 
Auswahl, Zusammenfassung  
und Navigation von Fakten 
 
Beispiele  
 
Geldumsatz 
 
Kredit, Laufzeit, Region 
 
Synonyme 
 
Fakt (engl.  
performance measure, key  
business measure) 
 
Einschränkung 
(engl.: constraint) 
 
Datentyp 
 
numerisch  und  
kontinuierlich (aggregierbar) 
 
symbolisch und diskret 
 
Datenvolumen 
 
groß 
 
klein 
 
Tabelle 4.5: Indikatoren versus Dimensionen (Vgl. [Holthuis, (1997)]) 
  
Es wird nur spezifiziert, welche Daten benötigt werden. Wie die Daten gefunden werden, ist 
Aufgabe des Datenbanksystems. Ziel der Anfrageoptimierung ist deshalb, unter Ausnutzung 
aller vefügbaren Information über die Daten, einen möglichst kostengünstigen 
Anfrageausführungsplan zu erzeugen.  
 
Grundsätzlich kann zwischen logischen und physischen Optimierungsmethoden 
unterschieden werden (Abbildung 4.6). Logische Optimierungsmethoden versuchen, durch 
eine Restrukturierung des Anfragegraphen, einer auf der relationalen Algebra basierenden 
internen Darstellung der Anfrage [Mits, (1995)], eine Reduktion der Kosten zu erreichen. 
 
Eine weitere Unterscheidung kann dabei nach der Art, der bei der Restrukturierung 
betrachteten Operatoren, getroffen werden. Eine Sonderrolle kommt in diesem 
Zusammenhang der semantischen Anfrageoptimierung zu. Hierbei wird versucht, durch 
semantische Information über die Datenbank, eine Erweiterung der 
Restrukturierungsmöglichkeiten im Kontext des Datenmodells zu erreichen. 
 
Physische Optimierungsmethoden ermöglichen im Gegensatz dazu eine Optimierung des 
Zugriffs auf die physischen Speicherstrukturen. Zu dieser Kategorie zählen die klassischen 
Indexstrukturen, die im Folgenden als physische Zugriffspfade bezeichnet werden. B-Bäume, 
als typische Vertreter physischer Zugriffspfade, sind allerdings nur bedingt für eine 
Optimierung multidimensionaler Bereichszugriffe geeignet. Deshalb wurden für diese Art von 
Zugriff spezielle multidimensionale Baum-Indexstrukturen entwickelt. Diesen gegenüber 
stehen Indexstrukturen, die eine beschleunigte Suche über Bit-Liste (Bitmap) ermöglichen. 
 
Den Fokus habe ich in diesem Abschnitt allerdings auf die Verwendung logischer 
Zugriffspfade gelegt. Während physische Zugriffspfade nur eine satzorientierte Schnittstelle 
auf der Ebene des Zugriffssystems anbieten, lassen sich logische Zugriffspfade auf der Ebene 
des relationalen Datenmodells als Anfrage beschreiben. 
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Ein logischer Zugriffspfad kann somit als Sichtendefinition mit einer physischen 
Repräsentation aufgefasst werden. Mögliche Ausprägungen logischer Zugriffspfade sind die 
redundanzfreien Partitionierungen oder redundant materialisierte Sichten. 
 
Die genannten Optimierungsmethoden schließen sich nicht gegenseitig aus - im Gegenteil, 
nur eine sinnvolle Kombination der Techniken ermöglicht eine maximale Steigerung der 
Performance. Typischerweise wird für eine Anfrage in der ersten Phase eine rein logische 
Optimierung durchgeführt. In der nachfolgenden Phase werden dann die Verwendbarkeit von 
Zugriffspfaden und die damit verbundenen Kosten untersucht [Mits, (1995)]. Deshalb müssen 
bereits bei der logischen Optimierung gewisse Annahmen bezüglich des physischen Zugriffs 
gemacht werden. Genauso ist eine physische Optimierung unter Verwendung von 
Zugriffspfaden meist erst nach logischer Umformung der Anfrage möglich. 
 
Das gilt besonders für die Verwendung logischer Zugriffspfade. Neben einer Kombination 
logischer und physischer Optimierungsmethoden kann auch der gleichzeitige Einsatz 
unterschiedlicher Zugriffspfade sinnvoll sein. Darüber hinaus kann der Zugriff auf logische 
Zugriffspfade, die ja selbst wieder Relationen darstellen, durch physische Zugriffspfade 
unterstützt werden (Abbildung 4.7).  
 
In den folgenden Abschnitten wird kurz auf einzelne Optimierungstechniken eingegangen. 
Dabei wird jedoch auf eine genauere Darstellung des Prozesses der relationalen 
Anfrageverarbeitung verzichtet. Für einen Überblick sei diesbezüglich auf [Mits, (1995)], 
[Graefe, 1993], [Ponniah,  (2002)]  verwiesen. 
 
 
 
 
Optimierungsmethoden
physische 
Optimierung 
logische  
Optimierung 
unter Beachtung von  
Aggregationsoperationen 
ohne Beachtung von 
Aggregationsoperationen
semantische
Optimierung
logische 
Zugriffspfade
physische 
Zugriffspfade 
Partitionierung 
(redundanzfrei) 
materialisierte Sichten 
(redundant) 
Baum-Indizes Bitmap-Indizes 
eindimensional mehrdimensional 
Abbildung 4.6: Klassifikation von Optimierungsmethoden (Vgl. [Mits, (1995)]) 
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4.5.1 Semantische Optimierung 
 
Bei den eben beschriebenen Methoden der logischen Anfrageoptimierung wird zwar die 
Operatorenreihenfolge manipuliert, die Menge der Operatoren (und Prädikate) sowie die 
Menge der verwendeten Relationen und Attribute bleibt aber praktisch unverändert. Aufgrund 
der Kenntnis semantischer Zusammenhänge in der Datenbank sind jedoch weitere 
Restrukturierungen bzw. Substitutionen von Teilausdrücken möglich.  
 
Eine solche Ausnutzung zusätzlicher Informationen im Rahmen der Restrukturierung wird als 
semantische Anfrageoptimierung bezeichnet [Cheng, Gryz, Loung & Koo, (1999)], [Godfrey, 
Grant & Gryz, (1999)]. Das Wissen über die Datenbasis wird dabei in Form von Regeln 
spezifiziert, die zur Erzeugung einer semantisch äquivalenten Anfrage verwendet werden 
können. 
 
Definition 4.2: Semantische Äquivalenz von Anfragen [Yu & Sun, (1989)]: 
 
Zwei Anfragen sind semantisch äquivalent, wenn sie über jeder Datenbasis, die eine 
vorgegebene Menge von Regeln erfüllt, die gleiche Tupelmenge erzeugen. 
 
Die semantische Äquivalenz kann als Abschwächung der logischen Äquivalenz angesehen 
werden. Zwei logische Äquivalenzanfragen sind automatisch semantisch äquivalent, die 
Umkehrung gilt jedoch nicht notwendigerweise [Yu & Sun, (1989)]. 
 
Anfrage 
Mengenorientierte
Schnittstelle
Logisches  
Datenmodell          Datensystem 
 
   Anfrageverarbeitung Logische Zugriffspfade 
Satzorientierte 
Schnittstelle 
  
    Zugriffssystem 
    Pufferverarbeitung 
 
    Speichersystem 
    Satzverwaltung 
Physische Zugriffspfade 
Speichermodell 
Externspeicher 
Abbildung 4.7: Beziehungen zwischen logischen und  
physischen Zugriffspfaden (Vgl.  [Yu & Sun, (1989)]) 
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Die Ansätze zur semantischen Anfrageoptimierung bilden eine wesentliche Grundlage für die 
Untersuchung von Optimierungsmöglichkeiten, aufgrund des multidimensionalen 
Datenmodells. 
 
Die semantischen Regeln, die mehrere Relationen betreffen können nur sehr umständlich 
ausgedruckt werden, wenn der Verbund spezifiziert werden muss. Zur Erleichterung wird in 
der Literatur meist vom Konzept der Universalrelation ausgegangen [Yu & Sun, (1989)], 
[Siegel, Sciore & Salvatore, (1992)]. Die Universalrelation kann als Sicht angesehen werden, 
in der alle Relationen durch natürliche Verbundoperationen zusammengefasst sind [Ullman, 
(1989)]. In der Praxis bedeutet dies, dass die Verbundbedingungen implizit gegeben oder a 
priori spezifiziert sein müssen. Abbildung 4.8 illustriert die Beziehungen zwischen logischer, 
statischer und dynamischer semantischer Äquivalenz. 
 
4.5.1.1    Unterscheidungen nach Schema und Instanzbezug 
 
Eine weitere Unterscheidung kann danach getroffen werden, auf welcher Sprachebene die 
Regel ausgedrückt wird. Bei einer schemabasierten Regel umfasst das Prädikat auf der linken 
Seite der Implikation nur das Schema, es wird nicht auf das konkrete Objekt eingegangen.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Viele Regeln gelten jedoch nur für ganz bestimmte Datensätze, die über Vergleiche mit 
Wertausprägungen auf der linken Seite der Regel spezifiziert werden. Derartige Regeln 
beziehen sich also nur auf bestimmte Instanzen.  
 
4.5.1.2     Unterscheidung nach der Funktionalität 
 
Das wichtigste Kriterium für eine Klassifikation der Regeln ist die Funktionalität. Dabei geht 
es um die Frage, welche Art von Zusammenhang durch eine Regel beschrieben wird. Diese 
Unterscheidung ist insbesondere hilfreich, um semantische Zusammenhänge, die in einem 
multidimensionalen Datenmodell spezifizierbar sein sollten, zu identifizieren. 
 
Die klassische Teilmengenbeziehung wird durch referentielle Integrität beschrieben. Hierbei 
wird gefordert, dass die Ausprägungen eines Attributs bzw. die Kombination der 
Ausprägungen mehrerer Attribute einer Relation (Fremdschlüssel) eine Teilmenge der 
Ausprägungen eines Schlüsselkandidaten einer anderen Relation sind.  
 
Logische Äquivalenz 
   
  Semantische Äquivalenz 
 
Statische semantische Äquivalenz 
Dynamische semantische Äquivalenz 
Abbildung 4.8: Zusammenhang zwischen logischer  
und semantischer Äquivalenz (Quelle: [Siegel et al., (1992)]) 
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In engem Zusammenhang mit der referentiellen Integrität steht der Begriff der funktionalen 
Abhängigkeit. Aus der Normalisierungslehre ist bekannt, dass Fremdschlüsselbeziehungen 
ein direktes Ergebnis der Auflösung transitiver funktionaler Abhängigkeit sind [Codd, 
(1972)]. Dieser Zusammenhang lässt vermuten, dass auch funktionale Abhängigkeiten in 
gewissem Sinne Teilmengenbeziehungen beschreiben. 
 
Die Regel aus dem vorigen Abschnitt definiert beispielsweise die funktionale Abhängigkeit 
der Kreditgruppe von der Kreditfamilie. Wie bereits bemerkt, sind diese Regeln als Teil des 
Schemas statischer Natur. Auf Instanzebene spiegeln sich die funktionalen Abhängigkeiten in 
der Klassifikationshierarchie einer Baumstruktur wieder. Die Zuordnung der Kredite zu den 
Kreditfamilien, der Kreditfamilien zu den Kreditgruppen und der Kreditgruppen zu den 
Kreditzweigen kann durch dynamische, instanzbasierte Regeln beschrieben werden. Ein 
Beispiel für eine solche Regel ist die folgende: 
 
∀ p aus Kredit: k.Familie = „Akzeptkredit“ → k.Gruppe = „Investitionskredit“ 
 
Somit kann der gesamte Klassifikationsbaum als eine Menge von Regeln angesehen werden, 
wobei jede Kante einer Regel der Form „Sohnknoten impliziert Vaterknoten“ entspricht. 
 
4.5.2     Logische Zugriffspfade (Partitionierung materialisierter Sichten) 
 
Aufgrund der Anforderungscharakteristik transaktionaler Systeme, in denen eine 
Einzelsatzverarbeitung im Vordergrund steht, wurden Zugriffspfade entwickelt, die eine 
schnelle physische Lokalisierung eines Datensatzes ermöglichen. Die Verwaltung 
satzorientierter Zugriffsstrukturen obliegt dem Zugriffssystem, einer systematischen Schicht 
des Datenbanksystems, die keine Kenntnis von der Logik des darüberliegenden Datenmodells 
hat (Abbildung 4.7). Zugriffspfade dieser Art können somit nicht auf der Ebene des logischen 
Datenmodells beschrieben werden. Sie beziehen sich auf die physische Speicherungs-
charakteristik des Datenbanksystems und werden deshalb hier nicht weiter betrachtet. 
 
Während physische Zugriffspfade die direkte Lokalisation eines Datensatzes auf einem 
Speichermedium ermöglichen, steht bei logischen Zugriffspfaden die semantische 
Beschreibung eines Speicherschemas im Vordergrund. Der Begriff des logischen 
Zugriffspfads wird von [Roussopolos, (1982)] im Zusammenhang mit der Verwendung 
materialisierter Sichten eingeführt. Im weiteren Sinn können jedoch auch Partitionierungen 
zur Klasse der logischen Zugriffspfade gezählt werden, da aus der Sicht der 
Anfrageoptimierung kaum ein Unterschied zwischen einer Partition und einer materialisierten 
Sicht besteht. 
 
4.5.2.1  Partitionierung 
 
Insofern kann eine Partitionierung auch als logischer Primärindex aufgefasst werden, da 
direkt die Speicherorganisation der Basisrelation beschrieben wird. Größe und Inhalt der 
Partitionen sind auf die Anfrage- und Aktualisiserungscharakteristik abgestimmt. 
Hauptvorteil der Speicherverwaltung auf logischer Ebene ist, dass die Teilrelationen einzeln 
gelesen und geschrieben werden können. Transaktionen, die nur bestimmte Partitionen 
betreffen, beeinflussen Transaktionen auf den anderen Partitionen somit allenfalls mittelbar 
[Küsperk & Nowitzki, (1999)]. 
 
Je nach Art der Zerlegung lassen sich horizontale und vertikale Partitionierungen 
unterscheiden (Abbildung 4.10). Bei der vertikalen Partitionierung werden Partitionen über 
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Projektionen definiert, d.h. jede Partition enthält nur einige Attribute, aber genauso viele 
Datensätze wie die Ursprungsrelation. Um die kompletten Datensätze zu rekonstruieren, ist 
ein Verbund über den in allen Partitionen enthaltenen Primärschlüssel nötig. Da sie relativ 
teuer ist, wird die vertikale Partitionierung praktisch nur eingesetzt, wenn verwaltungs- 
technische Gründe dafür sprechen . 
 
Horizontale Partitionierungen können dagegen enorme Performancevorteile bringen, wenn die 
Partitionen auf häufig gestellte Anfragen zugeschnitten werden. Eine Relation R wird hierbei 
mittels Selektionsprädikaten Pi in disjunkte Partitionen Rj= δpj (R) zerlegt.  
 
Beim Einsatz in DW-Datenbanken im Kreditwesen bietet sich aufgrund ihrer Größe vor allen 
Dingen die Faktentabelle (Kredit) für eine Partitionierung an. Ein typisches 
Partitionierungskriterium ist hierbei die Zeit, da sich in der Regel überdurchschnittlich viele 
Anfragen auf den zuletzt eingespielten Zeitraum beziehen. Aber auch eine Partitionierung 
sehr großer Dimensionstabellen kann von Nutzen sein. 
 
Beispiel 4.2: Partitionierung der Faktentabelle 
Das Anfrageprofil einer Datenbank sei folgendermaßen gegeben: Bei 60% der Anfragen 
werden die Kreditzahlen im aktuellen Kalenderjahr abgefragt, bei 30% die Kreditzahlen 
allgemein und nur bei 10% der Anfragen werden andere Werte benötigt. In diesem Fall ist 
eine Partitionierung über folgende Prädikate sinnvoll: 
 
K1:Kreditart = „Investitionskredit“ and Jahr >= 2006 
K2:Kreditart = „Investitionskredit“ and Jahr < 2006 
K3: Kreditart ≠ „Investitionskredit“ 
 
Eine Partitionierung wie in Beispiel 4.2 wird jedoch von heutigen Datenbanksystemen nicht 
unterstützt. Für einen algorithmischen Lösungsansatz zur Auswahl [Nowitzki, (2000)] der 
Partitionen ist deshalb eine Formulierung dieses Optimierungsproblems unter 
Berücksichtigung der Anfragen notwendig: Um dennoch eine Partitionierung nach 
Kreditarten zu ermöglichen, muss das Attribut Kreditart in die Faktentabelle übernommen 
werden, was eine Denormalisierung der Faktentabelle zur Folge hat. Da aber gerade die 
Faktentabelle ständig Veränderungen unterliegt, ist eine Denormalisierung unter dem Aspekt 
der Konsistenzsicherung nicht ratsam. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
 
 
Primärschlüssel 
Horizontale Partitionierung Basistabelle Vertikale Partitionierung 
Abbildung 4.9: Horizontale und vertikale Partitionierung  
[Küsperk & Nowitzki, (1999)] 
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4.5.2.2  Materialisierte Sichten 
 
Durch die bisher vorgestellten Zugriffspfade können erhebliche Performancesteigerungen 
erreicht werden. Für die Erfüllung der hohen zeitlichen Anforderungen bei der interaktiven 
Analyse großer Datenmengen sind diese Optimierungstechniken jedoch in der Regel nicht 
ausreichend. Dafür gibt es zwei Gründe, die aus der Charakteristik von Data Warehouse-
Anfragen hervorgehen: 
 
• Selektion von Datenbereichen anstatt von Einzeldatensätzen: Viele Anfragen selektieren 
sehr große Datenbereiche („Berechne den Gesamtkreditumsatz für das letzte Jahr“). In 
diesem Fall ist die Selektivität des Prädikats zu gering, um auf einen physischen 
Sekundärindex zurückzugreifen. Der assoziative Zugriff auf viele Datenblöcke wäre 
deutlich teurer als ein vollständiger Tabellendurchlauf. 
 
• Berechnung von Aggregaten  Auf diesen Datenbereichen werden aufwendige 
Gruppierungsoperationen durchgeführt („Berechne den Umsatz für das letzte Jahr pro 
Kreditgruppe und Laufzeit). Keine der bisher vorgestellten Zugriffsstrukturen bietet dafür 
eine ausreichende Unterstützung. 
 
Eine Möglichkeit, um Anfragen dieser Art zu beschleunigen, ist die Materialisierung von 
Sichten [Roussopoulos, (1998)]. Existiert beispielsweise eine materialisierte Sicht, welche 
den Umsatz pro Kreditfamilie und börsennotierte Unternehmenskunden enthält, so kann der 
Umsatz pro Kreditgruppe und Unternehmenskunden für das letzte Jahr, auch in dieser Sicht 
berechnet werden. Da die Daten in der Sicht bereits gruppiert vorliegen, ist das Datenvolumen 
der Sicht deutlich geringer als das der Faktentabelle. 
 
4.6      Zusammenfassung 
 
Das Data Warehouse-Konzept bietet für die vorliegende Aufgabenstellung zwei wesentliche 
Vorteile: Zum einen konsolidiert es Datenbestände in nicht mehr veränderlicher Form über 
lange Zeiträume und bietet damit sowohl eine gewisse konzeptionelle Sicherheit gegen 
Datenverlust als auch eine Zeireihe als Vergleichsbasis. Zum anderen isoliert es die Aufgaben 
der eigentlichen Datenanalyse (Data Mining) von den Aufgaben der Sicherstellung einer 
korrekten Datenbeschaffung und Datenintegration, insbesondere aber auch der Datenqualität.  
 
Dazu ist es allerdings notwendig, im Data Warehouse durch geeignete Datenmodelle und 
Algorithmen die semantischen Bezüge aufrecht zu erhalten und mit Metadaten zu 
dokumentieren. Diesen beiden Teilfragen widmen sich die folgenden Kapitel, bevor wir dann 
in Kapitel 7 zur eigentlichen Datenqualitätssicherung zurückkehren. 
 
 
. 
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Kapitel     5                                                                                                   
 
Das Data Warehousing-Konzept und die semantische  
Modellierung multidimensionaler Datenstrukturen 
 
                     „Data is an expense, knowledge is a bargain“ 
          (NCR, 1997) 
 
Nachdem der Begriff des DW eingeführt und dessen Nutzenpotentiale aufgezeigt wurden, 
wird in diesem Kapitel die Referenzarchitektur eines DW vorgestellt. Ziel ist es, diejenigen 
Architekturkomponenten darzustellen, die in den nachfolgenden Kapiteln benötigt werden. 
Manchmal wird in der Fachliteratur nicht sauber zwischen semantischer und logischer 
Modellierung unterschieden, was zu unterschiedlichen Architekturansätzen und 
Vorgehensmodellen führt. An dieser Stelle wird deshalb versucht, die unterschiedlichen 
Begriffe des Data Warehousing zu benennen, sie voneinander abzugrenzen und sie schließlich 
in einem Referenz-Architekturrahmen zu verankern.  
 
In diesem Kapitel wird besonders auf [Becker/Holten, (1998)],  [Holten/Knackstedt, (1999)], 
[Paul, (1999)], [Dueck, (1999)], [Falkenberg, (1999)], [Totok, (2000)], [Hannig, (2002)],  
[Bauer & Günzel, (2005)],  [SAP; Egger/Fiechter/Kramer, (2006)], [Azevedo, P., (2006)], 
[Neckel, P. & Knobloch, B., (2007)] bezug genommen.  
 
In Abschnitt 5.1 werden die Prozesse und die Komponenten des DW untersucht. In Abschnitt 
5.2 werden die Datenstruktur und -speicherung mit ETL-Komponenten (Extraction-
Transformation-Loading) erforscht. Die Klassifikation der BI Anwendungen und ihrer 
Werkzeuge wird in Abschnitt 5.4 gezeigt. Die Abschnitte 5.5 und 5.6 handeln von 
multidimensionalen Datenstrukturen mit der Objekttypenmethode und deren Erweiterung. 
 
Nach [Bauer & Günzel, (200)] ist es wichtig die unterschiedlichen Informationen, die von 
dem DW-System in den unterschiedlichen Prozessphasen benötigt werden, zu erkennen. 
Diese Information bezeichnet man als Meta-Information („meta“ = „über“). Diese Meta-
Information wird in einer eigenen Komponente - dem Metadaten-Repository - zentral im DW 
gehalten und verwaltet. Das Metadaten-Repository ist Gegenstand der Betrachtungen in 
Kapitel 6.  
 
 
5.1 Prozesse und Komponenten des Data Warehouse  
 
Die Komponenten des DW umfassen Software-Module für die vier Gestaltungsprozesse  
 
• Entwurf 1. („design it“),  
 
• Aufbau 2. („build it“), 
 
• Nutzung 3. („use it“) sowie  
 
• Betrieb und Administration 4. („maintain it“). 
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Abbildung 5.1 zeigt  die Prozesse und die Komponenten eines DW in einem Kontext 
zwischen der Ebene der operativen Datenquellen und der Ebene der Einbenutzerwerkzeuge, 
den sogenannten Business Intelligence-Systemen. 
 
1. Entwurfsprozess: Zu dem datenbankbasierte Anwendungssystem stehen als 
Systemkomponente die Funktionen eines Warehouse-Workbench zur Verfügung 
(Abbildung 5.1), die den Entwurfsprozess unterstützen und darauf aufbauend 
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Abbildung 5.1: Prozesse und Komponenten des Data Warehousing (Vergl. [Lehmenaa, 
(1997)])
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Speicherstrukturen generieren können. Ergebnis des Entwurfsprozesses ist zunächst das 
multidimensionale Datenmodell, das Unternehmenskennzahlen (z.B. Umsätze) sowie 
Analysemerkmale für diese Kennzahlen (z.B. Umsätze nach Regionen und Kunden) 
dokumentiert. Die Ergebnisse der Entwurfsprozesse werden in einem 
Metadatenbanksystem, dem Metadaten-Repository, gespeichert und verwaltet (Abbildung 
5.1). Bei dem Repository handelt es sich um eine Komponente, in der sämtliche 
Informationen über das DW - in gewisser Weise der „Bauplan“ des Systems - zentral 
verwaltet werden.  
 
2. Aufbauphase: Im Idealfall ist die Extraktionskomponente die einzige Schnittstelle zu den 
operativen DV-Systemen und unternehmensexternen Datenquellen. Sie müssen Funktionen 
zur Extraktion von Daten aus unterschiedlichsten Systemen, zur Transformation dieser 
Daten sowie deren Transport in das DW umfassen [Mucksch/Holthuis/Reiser, (1996)]. Das 
DW wird in bestimmten Zeitabständen aktualisiert und erweitert, wodurch sich im Laufe 
der Zeit große bis sehr große Datenbestände in den unterschiedlichsten Speichern 
(Datenbasis, Data Cubes, Data Marts) aufbauen, deren Volumen ein Vielfaches der 
Datenbestände der operativen DV-Systeme beträgt. Der in einem DW abgebildete 
Zeithorizont kann durchaus zehn oder mehr Jahre betragen, um Trendanalysen über 
historische Daten zu ermöglichen. Auch in diesem Prozessschritt werden sämtliche 
Informationen über Aufbau und Struktur der Datenspeicher sowie über die Konfiguration 
der Extraktions- und Transformationsprogramme im Metadaten-Repository gegeben. 
 
3. Nutzung: Mit dem Schlagwort OLAP (OnLine Analytical Processing) werden Methoden 
und Werkzeuge bezeichnet, die dem Endanwender eine vielseitige Sicht 
(multidimensionale Sicht) auf das Datenmodell ermöglichen. Eine fünf-dimensionale 
Abfrage ist zum Beispiel: „Wie hoch war der Umsatz in der Region Süd-Togo, im letzten 
Monat, für den Investitionskredit bei der Industrie- und Commerzbank von Togo aufgeteilt 
nach Unternehmen“. Diese Abfrage umfasst die Dimensionen Region, Zeitraum, Kreditart, 
Bank und Unternehmen, die mit der Kennzahl Umsatz in Bezug stehen. Die besonderen 
Eigenschaften von OLAP-Systemen sind, derartige mehr-dimensionale Abfragen effizient 
zu bearbeiten. Auch bei der Nutzung eines DW durch Endbenutzer-Werkzeuge spielt das 
Metadaten-Repository eine zentrale Rolle. Diese Werkzeuge lesen aus dem Repository die 
für sie relevanten Informationen über die Inhalte und Bedeutung der im DW abgelegten 
Daten und reichen diese an die Endbenutzer oder an die interne Abfragebearbeitung weiter. 
Umgekehrt lassen sich Abfragen erstellen und Reports im Metadaten-Repository ablegen 
und verwalten. 
 
4. Betrieb und Administration: Für den Betrieb und die Administration des DW steht in 
einem idealtypischen System eine eigenständige Administrations-Komponente zur 
Verfügung. Das Metadaten-Repository spielt in dieser Phase eine weitere Schlüsselrolle, 
da sämtliche Daten über die Vorgänge im DW dort zentral gesammelt sind. Aufgabe der 
Systempflege ist es, diese Daten über eine Administrator-Workbench auszuwerten, 
Problembereiche zu identifizieren.  
 
 
5.2 Semantische Modellierung multidimensionaler Strukturen 
 
Die Phase „Entwurf“ (Design, Modellierung) umfasst die Definition der semantischen DW-
Strukturen. 
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Zudem können semantische Datenmodelle bei auftretenden Modifikationen an den 
Datenstrukturen wertvolle Orientierungshilfen und Änderungen damit vereinfachen 
[Gluchowski, (1997)]. 
 
Unter einem Datenmodell wird „ein strukturiertes Abbild der Daten, eines fest abgegrenzten 
Teils der wahrgenommenen Realität [Falkenberg, (1999)], die für eine bestimmte Anwendung 
bzw. für bestimmte Anwender relevant sind, einschließlich der zwischen ihnen bestehenden 
Bezeichnungen [Maier, (1996)]“ verstanden. Datenmodelle dienen hauptsächlich der 
Unterstützung bei Entwurf und Implementierung von Informationssystemen sowie als 
Instrumentarium des Informationsmanagements für die Ermittlung von Informationsangebot 
und -nachfrage als auch der Strukturierung und Dokumentation von betrieblichen 
Zusammenhängen [Hars, (1994)]. 
 
5.2.1 Modellierungsebenen 
 
Semantische Datenmodelle sind das Ergebnis des fachlichen Entwurfs (Abbildung 5.2) und 
repräsentieren normierte Aussagen unabhängig von der Technologie der später gewählten 
Datenspeicher und Endbenutzerwerzeuge. Bei der Entwicklung von DW-Systemen werden 
heute leider schon wieder „im Prinzip die gleichen Fehler begangen wie vor 20 Jahren bei 
der Gestaltung der operativen DV-Systeme: die Datenstrukturen werden für ganz bestimmte 
Anwendungen entworfen, es besteht eine starke Daten-Programm-Abhängigkeit...“ 
[Becker/Priemer/Wild, (1994)].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Es wird deshalb im Sinne einer Datenunabhängigkeit gefordert, dass die inhaltliche 
Spezifikation von DW völlig losgelöst von technischem Wissen, das zur Implementierung 
eines DW erforderlich ist, erfolgen kann. 
 
Abbildung 5.2: Modellierungsebenen eines Informationssystems  
(Vgl. [Ortner, (1997)]) 
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Daher können im Hinblick auf eine durchgängige Beschreibung des DW von den 
betriebswirtschaftlichen Zusammenhängen bis hin zu technischen Anwendungsaspekten 
unterschiedliche Ebenen der Modellierung unterschieden werden [Holthuis, (1997)], [Ortner, 
(1997)]. 
 
Das semantische Schema bildet die Schnittstelle zu den Benutzern eines Systems. Daher muss 
aus dieser semantischen Ebene (Abbildung 5.2) aus Sicht des Anwenders definiert werden, 
welche Kennzahlen und welche Entscheidungsobjekte relevant sind und welcher 
Zusammenhang zwischen ihnen existiert [Totok, (2000)]. 
 
Auf der logischen Ebene werden die semantischen Begriffe umformuliert, so dass sie 
formalen, logischen Anforderungen von konkreten Datenmodellen zielsystemabhängiger DV-
Systeme, wie etwa relationaler oder objektorientierter Datenbanksysteme, wissensbasierter 
Systeme, Workflow-Managementsysteme etc., genügen. Durch die Nutzung zielsystem-
abhängiger Architektur-Rahmen (Frameworks) wird sowohl die Effizienz des 
Systementwurfs verbessert, als auch eine gewisse Standardisierung der Anwendung 
sichergestellt [Schienmann, (1997)]. Hier kann es zu Informationsverlusten kommen, die 
hinsichtlich des Anwendungszwecks genau abgewogen werden müssen. Mit Hilfe von 
Umsetzungsregeln lassen sich die semantischen Konstrukte „so gut wie möglich“ 
transformieren [Rauh, (1991]. Die Spezifikation des Systemkonzeptes erfolgt in 
Diagrammsprache oder in einem Pseudocode zur Strukturierung (Algorithmisierung) des 
zukünftigen Systems [Ortner, (1997)]. 
 
Die technische Anwendung und Implementierung stellen schließlich die Beschreibung der 
konkreten hard- und softwaretechnischen Umsetzung des logischen System-Konzepts auf 
physischer Ebene dar. Im Normalfall wird dieser Schritt z.B. durch den Einsatz einer 
Programmiersprache abgeschlossen. 
 
5.2.2 Beschreibungselemente multidimensionaler Datenstrukturen 
 
Grundlage für die semantische Modellierung eines DW sind die zu erwartenden Auswertun-
gen, die durch die Menge aller (multidimensionalen) Abfragen spezifiziert wird. Eine Abfrage 
repräsentiert eine bestimmte Aussage über bestimmte (Informations-) Objekte des 
Unternehmens. Eine Aussage (ein Satz) wiederum besteht aus Begriffen, zwischen denen 
Beziehungen definiert sind. Die Menge aller Aussagen bezeichnet man als Aussagensystem. 
 
Die Konstruktion der Begriffe eines (hier: entscheidungsunterstützenden) 
Informationssystems stellt einen fundamentalen Schritt zur Entwicklung von Datenbanken dar 
[Wedekind,  (1981)]. Grundlage für die Konstruktion der Begriffe sind betriebswirtschaftliche 
Informationsobjekte, d.h. „...alle konkreten und abstrakten Objekte, die von 
betriebswirtschaftlichem Interesse für die Steuerungs-  und Regelaufgaben sind.“ 
[Becker/Holten, (1998)]. In der Literatur werden folgende unterschiedliche Kategorien von 
Objekten unterschieden, die als Beschreibungselemente für multidimensionale Datenmodelle 
benötigt werden: 
 
1. betriebswirtschaftliche Kennzahlen und deren Verknüpfungen untereinander, 
 
2. betriebswirtschaftliche Dimensionen, Dimensionsattribute und Dimensionsstrukturen 
(Hierarchien) sowie 
 
3. Ableitungsregeln, die zur sachbezogenen, inhaltlichen Transformation von Daten dienen. 
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5.2.2.1    Kennzahlen 
 
Zum Begriff der Kennzahl werden in der Literatur eine Reihe an weiteren Begriffen synonym 
genutzt. In englischsprachlichen Beiträgen wird oft von Variables, Facts, Measures oder 
Measured Facts gesprochen [Kimball, (1996)]. Measured Facts kann man mit „Fakten“ 
übersetzen, was der Systematik des logischen Star-Schemas entsprechen würde. Im 
Folgenden wird konzeptionell von (betriebswirtschaftlichen) Kennzahlen gesprochen. 
 
Als Kennzahl wird eine Zahl „mit konzentrierter Aussagekraft zur Diagnose, Planung, 
Überwachung und Steuerung eines Systems“ verstanden [Heinrich, (1996)]. 
Betriebswirtschaftliche Größen werden nicht isoliert analysiert, vielmehr sind sie eng 
miteinander verwoben und stehen in vielfältigen Beziehungen zueinander. Entsprechende 
zusammengehörige Verbindungen werden als Kennzahlensystem oder Kennzahlenschema 
bezeichnet und als Kennzahlenbäume dargestellt. Mit dem „Du-Pont-Kennzahlenschema“ 
zeigt Abbildung 5.3 ein entsprechendes Beispiel [Künting, (1983)]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bei sorgfältiger Bestimmung dieser Informationsinhalte ensteht schließlich ein umfassendes 
und konsistentes Kennzahlengerüst, das als Ausgangspunkt für weitere Betrachtungen dient. 
Wichtig ist, dass der jeweiligen Kenngröße ein eindeutiges und unmissverständliches 
Begriffsverständnis zugrunde liegt. Die Gefahr liegt in sprachlichen Defekten wie 
Synonymen, Homonymen, Äquipollenzen, Vagheiten und falschen Bezeichnungen. Ein 
klassisches Beispiel ist die homonyme Verwendung des Begriffes „Auftragsbestand“, der aus 
Sicht des Vertriebs („Kundenaufträge“) oder aus Sicht der Produktion („Fertigungsaufträge“) 
zwei völlig unterschiedliche Prozesskennzahlen darstellt. 
 
5.2.2.2    Dimensionsobjekte, Dimensionsattribute, Dimensionsstrukturen, Dimensions-
     hierarchien 
 
Erst in Verbindung mit anderen (sachlichen) Informationsobjekten wird der Zahlenwert für 
den Anwender verständlich und brauchbar. Die logische Anordnung betriebswirtschaftlicher 
Kennzahlen zu einem oder mehreren sachlichen Kriterien, den Dimensionsobjekten wie z.B. 
Kunden, Kreditarten, Regionen, Zeitperioden, wird als Multidimensionalität bezeichnet 
[Gabriel/Gluchowski, (1998)]. Man bezeichnet diese Dimensionsobjekte, mit denen eine 
Rentabilität/ROI 
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Abbildung 5.3: Du-Pont-Kennzahlensystem (Vgl. [Baumbusch, (1988)] ) 
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Kennzahl in Beziehung steht, auch als Objektbereich einer Kennzahl [Reichmann, (1997)]. 
Eine konkrete Aussage (Abfrage) über eine Kennzahl, die eine oder mehrere 
Dimensionsobjekte einschließt, wird als Faktum bezeichnet [Becker/Holten, (1998)]. 
 
Im allgemeinen Sprachgebrauch hat sich der Begriff des Datenwürfels (auch OLAP-Würfel, 
Data Cube, InfoCube, HyperCube) durchsetzen können, um multidimensionale 
Datenstrukturen veranschaulichen zu können. Es ist allerdings anzumerken, dass die 
gebräuchlichsten Datenstrukturen keinesfalls auf drei Dimensionsobjekte beschränkt sind und 
auch die Datenwürfel nicht gleich lang sein müssen. Die einzelnen Kanten eines Würfels sind 
durch die zugeordneten Randbeschriftungen beschrieben und erhalten durch die Zuordnung 
eines Informationsobjektes eine semantische Bedeutung. Die Menge der Randbeschriftungen 
einer Würfelkante stellen die einzelnen Elemente (Werte) des Informationsobjektes dar 
[Gabriel/Gluchowski, (1998)]. Die Achsen des Würfels spannen einen n-dimensionalen Raum 
auf, in dessen Schnittpunkt der einzelnen Koordinaten des Raumes die Fakten jeweils eine 
„Zelle“ einnehmen.  
 
In den Abbildungen 5.5 und 5.6 zeige ich die Dimensionsobjekte, -strukturen, Hierarchien 
usw.. Abbildung 5.4 zeigt einen drei-dimensionalen Würfel, in dem jede Zelle einen 
Umsatzwert beinhaltet. Dieses einfache Modell dient lediglich der grundlegenden Darstellung 
der Multidimensionalität. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Beispielsweise besitzt das Dimensionsobjekt FILIALE in Abbildung 5.4 mit den Werten 
„Filiale Lome“, „Filiale Anecho“, und „Filiale Kara“ einen eindeutigen Bezeichner und drei 
Dimensionselemente, das Dimensionsobjekt KREDIT mit AVALKREDIT, 
LOMBARDKREDIT und AKZEPTKREDIT drei Dimensionsattribute. Das 
Dimensionsobjekt entspricht somit einem Objekttyp oder einer Entität. 
 
Eine Dimensionsstruktur ist eine Art logischer Clusterung von Dimensionsobjekten und deren 
Eigenschaften unter einem einheitlichen Begriff. Innerhalb des Clusters - der 
Dimensionsstruktur - kann die Abbildung der einzelnen Hierarchiestufen erfolgen. Bei der 
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Abbildung 5.4: Schematische Darstellung eines 3-dimensionalen Datenwürfels 
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Festlegung von Dimensionsstrukturen liefert die Dimensionsbreite, d.h. die Menge der 
betrachteten Dimensionselemente (z.B. Aussagen über alle Kunden oder nur über die aktiven 
Kunden)  und die Dimensionstiefe, d.h. die Anzahl der Hierarchiestufen (z.B. Aussage über 
einzelne Kredite oder über eine Kreditgruppe) weitere Informationen. 
 
In der Literatur wird mit „Dimension“ leider häufig synonym ein Dimensionsobjekt, eine 
Dimensionsstruktur, ein Dimensionsattribut oder gar ein Dimensionselement bezeichnet. In 
dieser Arbeit bezeichnet der Begriff der „Dimension“ eine Dimensionsstruktur.  
 
Dimensionen bestehen meist nicht nur aus einer Menge gleichartiger Dimensionsobjekte, 
sondern weisen eine hierarchische Struktur (vertikale Beziehung) auf, an der 
Konsolidierungspfade erkennbar sind. So werden beim Übergang der Umsatzzahlen der 
einzelnen Monate hin zur Umsatzzahl des Quartals (Konsolidierung) die Werte von drei 
Monaten einfach addiert werden. 
 
Man bezeichnet die Positionen hierarchischer Dimensionen als Hierarchieebene. Den 
Beziehungen zwischen den Dimensionsobjekten unterschiedlicher Ebenen liegt eine 
bestimmte Semantik zugrunde. So lassen sich die Beziehungstypen Subsumption 
(Klassifikation), Generalisierung/Spezialisierung, Gruppierung sowie Aggregation 
unterscheiden [Scheer, (1995)]. 
 
• Die Subsumption  Dabei ist ein Objekt inhaltlich mit einem anderen Objekt gleich, wenn es 
durch die gleichen Eigenschaften (Attribute) beschrieben werden kann. Kann z.B. eine 
(juristische) Person durch Name, Kundennummer, Adresse, usw. sinnvoll beschrieben 
werden, so fällt die Person unter den Begriff eines KUNDEN bei einem Kreditinstitut. Bei 
der Subsumption werden Dimensionsobjekte gebildet (KREDITKUNDE in Abbildung 
5.7), die die unterschiedlichen Dimensionselemente umfassen. 
 
• Bei der Generalisierung werden mehrere Dimensionsobjekte zu einem übergreifenden 
Objekttyp zusammengefasst, wie z.B. KREDITKUNDEN und KREDITGEBER bei einer 
Bank zum Begriff GESCHÄFTSPARTNER (Abbildung 5.7). Die umgekehrte 
Betrachtungsweise wird als Spezialisierung bezeichnet und bedeutet die Zerlegung eines 
Oberbegriffes in mehrere Teilmengen. 
 
• Im Rahmen einer Gruppierung werden die Elemente einer Dimension zur Gruppe vereint. 
Mit dem Instrument der Gruppierung können z.B. KREDITKUNDEN zu 
FIRMENKREDITKUNDEN und DRITTE gruppiert werden (Abbildung 5.7). 
 
• Die Aggregation beschreibt eine Teil-Ganzes-Beziehung zwischen Objekten, die selbst als 
ein Objekt auf höherer Stufe abgebildet wird. Als Beispiel für eine aggregative Beziehung 
sind sämtliche Dimensionsobjekte der hierarchischen Struktur der kontinentalen 
Niederlassungen von Kreditinstituten anzusehen. 
 
Zur Navigation in den Hierarchien werden die beiden Grundfunktionen des Drill-Down und 
Roll-Up genannt: 
 
• Umgekehrt können Anwender über die Funktion des Drill-Up oder Roll-Up 
(Aggregation) von weniger verdichteten Daten zu stärker verdichteten Daten 
gelangen, um einen größeren Überblick über die Daten zu erhalten. 
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Bei der Modellierung von Hierarchien treten oft Probleme auf, die auf unberücksichtigte 
Modellierungsanomalien zurückzuführen sind. Hierzu kommt, dass oftmals das eingesetzte 
Datenbanksystem mit diesen speziellen Strukturen nicht umgehen kann. 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Unausgeglichene Hierarchiebäume können zu schweren Verdichtungsfehlern beim Drill-
Down bzw. Roll-Up führen, die auf den ersten Blick nicht offensichtlich sind. 
 
• Als zyklische Konsolidierungspfade bezeichnet man es, wenn beim Roll-Up unterschied-
liche Anteile von Dimensionselementen eine nicht mehr eindeutige Hierarchie ergeben.  
 
• Eine weitere Anomalie tritt auf, wenn die Kriterien für Dimensionselemente einer Ebene 
nicht überschneidungsfrei formuliert werden können. So werden z. B. unterschiedliche 
Kundengruppen aus dem Kundenstamm gebildet, die nicht disjunkt sind (Abbildung 5.8-
1). Bei der Verdichtung werden somit die Umsätze von Kunden in beiden Kundengruppen 
geführt, was bei Vergleichen dieser parallelen Hierarchie zu falschen Ergebnisse führt. 
Für diesen Fall ist die Bildung von zwei eingenständigen Hierarchien zu empfehlen. 
 
• Häufig treten Probleme auf, wenn die Konsolidierungspfade nicht hinreichend durchdacht 
und modelliert sind. Abbildung 5.8 (2) zeigt eine fehlerhafte Konsolidierung, die darauf 
zurückzuführen ist, dass in einer parallelen Hierarchie fehlerhafterweise 
nichtüberschneidungsfreie Zeiträume verdichtet werden. Die naheliegendste Lösung ist die 
Modellierung zweier Zeitraumhierarchien. 
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Abbildung 5.5: Komplexes Beispiel mit 
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5.2.2.3    Beispiel eines multidimensionalen Schemas für ein Kreditinstitut 
 
In Abbildung 5.7 ist das konzeptuelle Schema einer multidimensionalen Datenbank 
dargestellt, welche als Grundlage für alle nachfolgenden Beispiele dient. Als 
Darstellungsform wird das M/ER-Modell [Sapia, Blaschka, Höfling & Dinter, (1998)], eine 
multidimensionale Erweiterung des ER-Modells, gewählt. Das M/ER-Modell stellt 
spezifische Entitäts- und Beziehungstypen zur Betonung der multidimensionalen 
Datenstrukturen zur Verfügung. Die Klassifikationsstufen der Dimensionen werden durch 
Entitätstypen modelliert, die untereinander durch Roll-up-Beziehungstypen, d.h. durch Pfeile 
symbolisierte 1:n-Beziehungstypen, verbunden sind.  
 
Ein Datenwürfel stellt einen m:n-Beziehungstyp zwischen verschiedenen 
Klassifikationsstufen dar. Um die Multidimensionalität auch visuell zu verdeutlichen, werden 
diese Beziehungstypen durch Würfelsymbole dargestellt. Die enthaltenen Kennzahlen sind 
jeweils als Attribute eingetragen. Auch Planungswerte sind in einem eigenen Datenwürfel 
enthalten. Darüber hinaus sind zwei Datenwürfel für Zinsen und Steuersätze vorhanden, die 
vor allem in Kalkulationen verwendet werden. 
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Abbildung 5.6: Anomalien in Hierarchien 
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Wie aus Abbildung 5.7 ersichtlich ist, können mehrere Datenwürfel an die gleichen 
Dimensionen gebunden sein. So haben alle Kennzahlen einen Ortsbezug, denn bis auf den 
Steuersatz, der auf Landesebene definiert ist, werden alle Kennzahlen geschäftsbezogen 
erfasst. Über die gemeinsamen Dimensionen wird es möglich, Beziehungen zwischen 
Datenwürfeln herzustellen, um verschiedene Kennzahlen einander gegenüberzustellen oder 
arithmetisch zu verknüpfen. 
 
5.2.3 Multidimensionale Operationen im Data Warehouse 
 
OLAP-Datenbanken sind Datenbank-Tools (oder Software-Tools) für DW, liefern die 
technologischen und analytischen Mittel für komplexe Geschäftslinien (wie hier bei 
Kreditwürdigkeitsprüfung im Bankwesen), wodurch der Endanwender in die Lage versetzt 
wird, in einer mehrdimensionalen Umgebung zu analysieren. Mit OLAP-Tools kann ein 
Kreditsachbearbeiter eines Kredithauses analysierend durch die gelieferten Daten der 
Personen- und Unternehmenskunden navigieren, um Anomalien (Unklarheiten) und Trends 
zu entdecken, Ausnahmen (Exceptions) herauszustellen und zugrundeliegende Einzelheiten zu 
erhalten, damit Geschäftsentwicklungen und -prognose eines Kreditinstituts erkannt werden 
können. Die benötigten Daten über die Kunden und ihre Aktivitäten zu ihrer Kreditbonität 
werden selektiert bzw. sortiert, tief analysiert und abgespeichert. OLAP ist dann eine 
Datenbanktechnologie. 
 
Anfrageergebnisse werden in OLAP-Systemen in Form von Kreuztabellen präsentiert, die 
,durch eine Schachtelung der Elemente in Auf- und Seitenriss eine Visualisierung 
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Abbildung 5.7: Beispiel eines konzeptuellen multidimensionalen Schemas  
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mehrdimensionaler Ergebnisse ermöglichen. So sind in der Kreuztabelle in Tabelle 5.1 die 
Zahlen der vergebenen Kredite im 2. Quartal 2002 pro Kreditart, Kunden und Zeit (Monat) 
angegeben. 
 
Slice and Dice: 
 
Slicing bezeichnet die Bildung mehrdimensionaler Schnitte. Dabei werden ein oder mehrere 
Elemente einer Dimension als Untersuchungsobjekte ausgewählt, um diese anhand der 
Dimension zu analysieren. So ist beispielsweise ein Kreditmanager an der örtlichen und 
zeitlichen Umsatzentwicklung eines einzelnen Kredits interessiert, während beim Controller 
ein bestimmter Zeitpunkt und beim Bankfilialleiter seine Filiale im Mittelpunkt des Interesses 
stehen (Abbildung 5.10). Dicing bezeichnet die Bildung eines Teilwürfels durch eine 
mehrdimensionale Einschränkung des Datenraums. Die Einschränkungen beziehen sich in der 
Regel auf Kombinationen von Klassifikationsknoten, z.B. „Investitionskredite für die 
Kommune Lomé (Hauptstadt von Togo)“ oder nicht „festverzinsliche Betriebsmittelkredite“ 
(hier wird die Elastizitätseigenschaft der Kreditzinsen wegen Korrekturen bei der Zentralbank 
berücksichtigt.) 
 
Drill-Down and Roll-Up   
 
Hinter einem Drill-Down wird eine Verfeinerung des Detaillierungsgrads der Anfrage 
vestanden. Unter Drill-Down (Granularität) versteht man die Möglichkeit, die konsolidierten 
(verdichteten) Daten entsprechend ihrer Hierarchie, Ebene für Ebene in die grundliegenden 
Teilergebnisse zu zerlegen.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Der Endbenutzer kann durch die verschiedenen Hierarchieebenen navigieren und mit Hilfe 
des „Durchbohrens“ (Drill-Down) in einer neuen Detaillierungsstufe mehr Einzelheiten 
erfahren, bzw. von verdichteten zu weniger verdichteten Daten gelangen. Der Roll-Up 
bezeichnet die dazu inverse Operation, also die Aggregation der Detailwerte. Drill-Down und 
Roll-Up-Operationen werden entlang von Klassifikationspfaden durchgeführt. Der Wechsel in 
einen parallelen Klassifikationspfad oder eine andere Dimension wird auch als Drill-Within 
bzw. Drill-Across bezeichnet. 
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Abbildung 5.8: Anwendung von Slice- and Dice-Operationen 
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Pivotierung: 
 
Unter diesem Begriff wird das Vertauschen von Zellen und Spalten in der Detaillierung 
verstanden. Während die Pivotierung nur die Darstellung betrifft und somit keine 
Datenbankoperation benötigt, resultiert jede Slice- and Dice-Operation in der Generierung 
und Ausführung einer  Aggregationsanfrage.  
 
Sofern Quantität und Preis auf der gleichen Granularität erfasst werden, stellt die Berechnung 
kein Problem dar. In diesem Fall werden die beiden Kennzahlen wahrscheinlich sogar in 
einem Datenwürfel abgelegt. Es kann aber sein, dass der Preis wie in Abbildung 5.11 
monatlich für alle Kreditgeschäfte gleichermaßen festgelegt wird. In diesem Fall muss die 
entsprechende Semantik, dass der Preis pro Kredit für alle Kreditgeschäfte an den Tagen eines 
Monats konstant ist, im Modell fest hinterlegt sein. 
 
Außer den hier ausgeführten Operationen gibt es noch eine Vielzahl weiter typischer 
Operationen, auf die im Rahmen dieser Arbeit jedoch nicht weiter eingegangen wird. 
Hervorzuheben sind in diesem Zusammenhang Operationen, die eine Sortierung der 
Ergebnismenge voraussetzen. Außerdem werden verschiedene OLAP-Architekturen 
erforscht. 
 
 
5.3 Relationale Abbildung multidimensionaler Datenstrukturen und  
 Operationen 
 
Grundsätzlich wird zwischen relationalen und multidimensionalen OLAP-Lösungen 
unterschieden. Relationale OLAP-Werkzeuge  (ROLAP) basieren auf klassischen relationalen 
Datenbanksystemen, bei denen die Multidimensionalität durch entsprechende 
Modellierungstechniken auf zwei dimensionalen Tabellen abgebildet wird. Multidimensionale 
OLAP-Werkzeuge (MOLAP) hingegen sind spezielle Datenbanksysteme, die eine für 
multidimensionale Daten optimierte Speicherstruktur besitzen. 
 
Die Kombination von ROLAP und MOLAP wird unter dem Begriff Hybrides OLAP 
zusammengefasst. Für die Auswertung auf einem netzwerkunabhängigen Rechner wurde 
Desktop-OLAP (DOLAP) geprägt, wobei auch hier relationale oder multidimensionale 
Speichertechniken zum Einsatz kommen. Hier wird man sich besonders mit dem relationalen 
OLAP beschäftigen.  
 
„OLAP deals, finds the consequences, but not so far discovers the causes, the right 
evaluations of the events because of the non neglected intitutive part of OLAP-Analysis and 
can not perform convincing predictions. For these last tasks the Data Mining, e.g.  
Knowledge Discovery in Data bases with neural networks training seems to be more 
appropriate“. 
 
Für die Realisierung einer multidimensionalen Datenbank wird häufig trotz der Existenz 
multidimensionaler Datenbanksysteme auf relationale Datenbanksysteme zurückgegriffen, da 
diese technisch ausgereifter sind und bei großen Datenmengen und vielen Nutzern besser 
skalieren. Um multidimensionale Anfragen besser verarbeiten zu können, ist eine Abbildung 
der im vorigen Abschnitt vorgestellten multidimensionalen Datenstrukturen und Operationen  
auf die relationale Ebene erforderlich.  
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In den folgenden Teilabschnitten wird ein Überblick über häufig verwendete 
Modellierungstechniken und typische Anfragemuster gegeben. Auf die Frage, welche Mängel 
eine rein relationale Repräsentation multidimensionaler Strukturen aufweist, wird in einem 
weiteren Teilabschnitt gesondert eingegangen. 
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Abbildung 5.10: Beispiel eines Star-Schemas 
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Abbildung 5.9: Beispiel eines Snowflake-Schemas 
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In der Literatur werden verschiedene Varianten für die Umsetzung eines konzeptuellen 
multidimensionalen Schemas auf ein Relationenschema beschrieben [Kimball, (1996)], 
[Bauer & Günzel, (2005)]. Das Snowflake- und Star-Schema stellen Möglichkeiten zur 
Repräsentation eines Datenwürfels im Kontext seiner Dimension dar, wobei sich diese 
Varianten nur in der relationalen Modellierung der Dimensionen unterscheiden. Die 
Kombination mehrerer Snowflake- und Star-Schemata wird als Galaxy-Schema bezeichnet. 
 
5.3.1  Snowflake-Schema 
 
Bei ER- oder M/ER-Diagrammen auf Relationen [Elmasri & Navathe, (1994)] ergibt sich für 
jede Klassifikationsstufe und jeden Datenwürfel eine eigene Tabelle. Bezogen auf einen 
einzelnen Datenwürfel ähnelt das entstehende Schema einer Schneeflocke. 
 
In Abbildung 5.9 ist das Snowflake-Schema für die Dimensionen und den Datenwürfel 
Kreditentscheidungen aus Tabelle 5.1 dargestellt. Im Zentrum steht die sogenannte 
Faktentabelle (fact table), die den Datenwürfel repräsentiert und eine bzw. mehrere 
Kennzahlen als Attribute enthält. Primärschlüssel werden durch Fremdschlüsselverweise auf 
Dimensionstabellen (look-up tables oder dimension tables) gebildet. Eine Dimensionstabelle 
kann neben den Fremdschlüsseln auf die Tabellen für übergeordnete Klassifikationsstufen 
noch weitere beschreibende Attribute wie Betrag und Natur eines Kredits enthalten. Das 
Snowflake-Schema befindet sich in dritter Normalform [Codd, (1972)]. 
 
Dabei kann zwischen intensionalen und extensionalen Klassifikationen unterschieden werden. 
Eine Klassifikation ist extensional (umfänglich), wenn der Umfang einer Klasse durch eine 
Zuweisung der Dimensionselemente über ihren Eigennamen (Primärschlüssel) bestimmt wird.  
 
Bei einer Normalisierung stehen Wartbarkeit und Konsistenzsicherung jedoch immer einer 
geringeren Performance gegenüber. Auf die Tatsache, dass diese sich verarbeitungstechnisch 
wie Klassifikationsstufen behandeln lassen, wurde bereits hingewiesen. Im Fall einer DW-
Anwendung sind die Auswirkungen auf die Performance besonders schwerwiegend. Der 
Grund dafür ist, dass einerseits vor allem lesend auf die Daten zugegriffen wird. 
Aktualisierungen werden nur periodisch im Zuge eines kontrollierten Ladevorgangs 
durchgeführt, der ohnehin konsistenzsichernde Maßnahmen beinhaltet. 
 
Andererseits muss fast für alle Anfragen eine Vielzahl von Verbundoperationen durchgeführt 
werden, da die in der Faktentabelle enthaltenen Kerngrößen nach Attributen selektiert und 
aggregiert werden, die in Dimensionstabellen abgelegt sind. So benötigt eine Anfrage nach 
der vergebenen Stückzahl t pro Quartal, Unternehmenskunde und pro Kreditart, bei dem 
Schema aus Abbildung 5.9 einen Verbund von 15 Tabellen. Eine Denormalisierung bietet 
sich deshalb an. 
 
5.3.2    Star-Schema 
 
Das Star-Schema stellt eine denormalisierte Variante des Snowflake-Schemas dar. Die 
Faktentabelle bleibt einständig, aber die Dimensionstabellen werden vollständig 
denormalisiert. 
 
Pro Dimension ergibt sich eine Dimensionstabelle, so dass die Darstellung an einen Stern 
erinnert (Abbildung 5.10). Durch die Denormalisierung bei Anfragen bezüglich n 
Dimensionen werden nur noch maximal n+1 Tabellen miteinander verbunden. 
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Der Speichermehraufwand ist, aufgrund des im Vergleich zur Faktentabelle äußerst geringen 
Platzbedarfs, für die redundante Abspeicherung der Klassifikationshierarchien 
vernachlässigbar [Kimball, (1996)]. 
 
Allerdings gehen bei einem Star-Schema die Abhängigkeiten der Klassifikationsstufen 
untereinander verloren. Für die multidimensionale Analyse müssen diese Beziehungen 
deshalb auf höherer Ebene hintergelegt werden. 
 
5.3.3     Galaxy-Schema 
 
Die beiden bisher vorgestellten Modellierungsvarianten haben sich nur auf die Repräsentation 
eines Datenwürfels bezogen. Meist umfasst ein Schema jedoch mehrere Datenwürfel, wobei 
die Datenwürfel jeweils einige Dimensionen gemeinsam haben. Die komplette Abbildung der 
Datenwürfel hat als Resultat eine Kombination mehrerer Star- oder Snowflake-Schemata, 
wobei für jeden Datenwürfel eine eigene Faktentabelle existiert, die Dimensionstabellen aber 
jeweils nur einmal gehalten werden. In Anlehnung an den Begriff des Star-Schemas wird das 
daraus resultierende Schema auch als Galaxy-Schema bezeichnet [Bauer & Günzel, (2000)]. 
 
Das typische DW-Schema besteht somit aus mehreren Faktentabellen und 
Dimensionstabellen, die je nach Zweckmäßigkeit teilweise oder vollständig denormalisiert 
sind.  Dabei kann es auch sinnvoll sein, die Dimensionstabellen sowohl normalisiert als auch 
denormalisiert zu halten, um so je nach Anfrage einen optimalen Zugriff zu gewährleisten.  
 
Beispiel 5.2: Relationale Abbildung einer multidimensionalen Datenbank 
 
Aus dem in Abbildung 5.7 dargestellten konzeptuellen Schema ergeben sich folgende 
Relationenschemata für die Faktentabellen (F): 
 
F_Kreditkonto       (Investitionskredit, Avalkredit, Lombardkredit) 
F_Kunden        (Unternehmenskunde, Privatkunde, Selbständige, öffentl. Haushalte) 
F_Laufzeit        (kurzfristig, mittelfristig und langfristig (Jahr, Quartal, Monat, Tag)) 
F_Bank        (Retailing, Brokerage, Agrarbank, Baufinanzierungsbank,  usw.) 
F_Zins                    (festverzinslich, nicht festverzinslich) 
 
Die Kennzeichnung der Faktentabellen durch das Präfix „F_“ dient zur Unterscheidung von 
Dimensionstabellen. In den folgenden Beispielen werden diese Faktentabellen und die in 
Tabelle 5.1 dargestellten Dimensionstabellen vorausgesetzt. 
 
Die einzelnen Datenwürfel und Dimensionstabellen werden für die Verarbeitung durch 
CUBESTAR in einem Galaxy-Schema abgespeichert. Dabei existiert sowohl für jeden 
Basisdatenwürfel bzw. jede seiner Partitionen, als auch für jede materialisierte Sicht, eine 
eigene Faktentabelle. Auf relationaler Ebene werden Datenzellen, für die keine Werte erfasst 
wurden, im Normalfall nicht abgespeichert. Aus diesem Grund wird zunächst auf die 
Problematik unbesetzter Zellen in Datenwürfel eingegangen, bevor die relationale Abbildung 
von Datenwürfeln und Dimensionen erläutert wird. 
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5.4 Unbesetzte Zellen in Basisdatenwürfeln 
 
In der Praxis sind meist nicht alle Zellen eines Basisdatenwürfels besetzt, da z.B. nicht jede 
Kreditart in jedem Kreditantrag an jedem Tag entschieden wird und genau so nicht jede 
Kreditbonität zeitgemäß erfolgt und auch nicht jede Kreditart rentabel für das Institut. Der 
Grad der Besetztheit liegt insbesondere bei den ereignisgebundenen Kennzahlen vom 
Datentyp FLOW im Kreditgeschäft oft bei über 20% (Im Bankgeschäft hängen diese 
ereignisgebundenen Kennzahlen auch von der wirtschaftlich konjunkturellen Lage bzw. von 
der Marktdynamik ab). Die Bedeutung fehlender Werte muss jedoch, für die korrekte 
Umsetzung der multidimensionalen Operatoren, eindeutig geklärt sein. Jede physisch 
unbesetzte Zelle kann deshalb auf logischer Ebene mit dem numerischen Wert „0“ versehen 
werden, aber aus logischer Sicht ist der Basisdatenwürfel vollbesetzt. 
 
Die Werte der Datenzellen wurden in afrikanischen Franken (in Million) evaluiert. Sie reprä- 
sentieren vergangene Kreditbeträge und die entsprechenden Beträge der zurückbezahlten 
Kredite nach Kreditarten der Togoischen Industrie- und Commerzbank (BTCI) in dem ersten 
Quartal des Jahres 2002 (Tabelle 5.1). 
 
Die Kreuztabelle, die sogenannte Ereignistabelle von OLAP, die aus dem NATURAL JOIN 
der verschiedenen Tabellen stammt, zeigt eindeutig, dass die Aval- und Lombardkredite die 
rentabelsten Unternehmenskredite des Instituts sind. Außerdem sind die Minikreditgeschäfte 
stabiler und somit gewinnbringender als entweder ein reiner Investitionskredit oder ein 
Akzeptkredit. D.h. hier wurde die Visualisierungsfähigkeit von OLAP-Datenbanken bewiesen 
(Tabelle 5.1). 
 
Da für die Definition der Operatoren die Semantik unbesetzter Zellen von großer Bedeutung 
ist, wird davon ausgegangen, dass Basisdatenwürfel auf logischer Ebene vollständig besetzt 
sind. Im Rahmen einer Selektion können jedoch durchaus Datenzellen ausgeblendet werden. 
Aus logischer Sicht sind nur durch eine Selektion explizit ausgeblendete Datenzellen im 
Ergebnis nicht vorhanden. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Im Jahr  1986  untersuchte Codd die Charakteristik fehlender Kreditwerte (Nullwerte) in 
relationalen Datenbanken. In der Arbeit wird zwischen dem Fehlen ganzer Tupel und 
einzelner Attributwerte unterschieden. Eine weitere Differenzierung kann danach 
vorgenommen werden, ob der Kreditwert zwar prinzipiell möglich, aber aus unbestimmtem 
Grund nicht vorhanden ist, oder ob die Kreditentscheidung generell nicht möglich ist. 
 
Fehlende Werte 
Einzelne 
Attributwerte 
nicht  
bekannt 
nicht  
möglich 
 
andere 
 
Ganze Tupel
Ereignis nicht 
eingetroffen 
Ereignis un- 
bekannt 
Ereignis nicht 
möglich 
Abbildung 5.11: Klassifikation fehlender Werte bei dünn besiedelter 
Kredittabelle
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Die Einteilung dient als Grundlage für die Untersuchung „unbesetzter Zellen“ in 
Basisdatenwürfeln. Dabei kann das Fehlen von Kreditwerten zu bestimmten 
Kreditkennzahlen mit dem Fehlen ganzer Tupel in einer Faktentabelle verglichen werden. 
 
        Kredit 
Kunden 
UU1. Quar 
UUtalUU 
Aval 
kredit
Akzept
kredit 
Lombar 
kredit 
Invest. 
kredit 
Mikro 
kredite 
Dispositions
kredite 
Januar 290 „M“ 250 „M“ 25 „M“ 
Februar 75 180 110 „M“ 35 80 
März 100 „M“ 150 55 15 „M“ 
Unternehmens-
Kunden 
Summe 465 180 510 55 75  80 
Januar 65 80 130 „M“ 10 70 
Februar 95 „M“ 115 “M” 11 “M” 
Mär 210 75 120 145 09 30 
Selbstständige 
(Priv.   
Kunden)             
Summe 370 155 365 145 30 100 
 Gesamt-
summe 
835 
aus 
835 
335 
aus 
790 
875 
aus 
930 
200  
aus 
1000 
105  
aus 
105 
180  
aus  
1000 
 
Tabelle 5.1: Beispiel einer Kreuztabelle mit unbesetzten Zellen aus 1000 Einheiten („M“= 
missing values) 
 
In Tabelle 5.1 werden anhand von Beispielzahlen aus der Fallstudie die Summen der 
zurückbezahlten Kredite nach dem 1. Quartal 2002 bei Unternehmenskunden und 
Selbstständigen berechnet. In den Spalten, in denen sich die sog. verlorenen Werte (missing 
values („M“)) befinden, wird nur die Summe der stehenden Werte berechnet. Diese „missing 
values“ repräsentieren die verlorenen Informationen, welche die Kreditgeschäfte in Togo 
schwer beeinträchtigen und die unmittelbar mit den Datenqualitätsproblemen  (siehe Kapitel 
7) verbunden sind.  Die Gesamtsummen der von Unternehmenskunden und Selbstständigen 
zurückbezahlten Kredite werden berechnet und mit  dem Gesamtkreditumsatz nach den 
zurückbezahlten verschiedenen Kreditarten verglichen. 
 
5.5 Datenextraktion und Speicherung 
 
Der Gestaltungsprozess für den Aufbau des DW umfasst Software-Komponenten für 
Extraktion, Transformation und das Laden (ETL-Komponenten) der Daten aus den operativen 
Vorsystemen einerseits und ein Datenbanksystem zur Verwaltung der Daten und der 
Speicherstrukturen andererseits. 
 
5.5.1  ETL-Komponente 
 
Die ETL-Komponente ist die einzige Schnittstelle des DW zu den operativen DV-Systemen 
und den unternehmensexternen Datenquellen. Innerhalb der ETL-Komponente werden drei 
wesentliche Teilkomponenten unterschieden: Monitore, Extraktoren und Integratoren. 
 
5.5.1.1   Monitore 
 
Monitore beobachten die Datenquellen auf Änderungsoperationen hin [Tresch/Rys, (1997)]. 
Nach dem erstmaligen Einspielen von Daten (Initialload) in das DW, ist es die Aufgabe des 
Monitors, die Änderungen der Quellinformation zu analysieren und Aktualisierungs- bzw. 
Extraktionsprozesse anzustoßen [Tresch, (1996)]. Idealerweise beobachten Monitore die 
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Änderungsoperationen in Datenquellen, ohne dabei die Ausführung bestehender Online 
Transformationen zu beeinträchtigen, d.h. weder diese Transaktionen zu verändern, noch 
deren Ausführungszeit und Performance zu verschlechtern. Dabei ist zu beachten, dass die 
Datenquellen vollständig autonome Informationssysteme unterschiedlicher Hersteller sein 
können, die häufig keinerlei Kooperation mit dem DW vorsehen und keine Kenntnis über die 
Existenz eines DW haben. 
 
Für die Sicherstellung von Datenübernahmeprozessen finden verschiedene Verfahren 
Verwendung, etwa Trigger [Nayo, (1998)], LogFile-Auswertungen oder Erweiterung der 
Anwendungsprogramme und Snapshot-Mechanismen statt [Scheer, 1996]. 
 
Die einfachste Form der Generierung von Änderungsmeldungen ist der Einsatz von 
sogenannten Triggern im operativen Datenbanksystem. Diese Trigger melden Veränderungen  
automatisch an den Monitor, der dann geeignete Folgeprozesse auslösst. Da Trigger jedoch 
nur in modernen relationalen Datenbanksystemen zu finden sind, werden häufig auch logfiles 
ausgewertet. Viele Informationssysteme schreiben ein Logfile, in denen Änderungen am 
Datenbestand protokolliert werden, um nach einem Systemfehler den Datenbestand in einen 
konsistenten Zustand zurückführen zu können (Recovery). Dieses Vorgehen setzt voraus, dass 
die Struktur des Logfiles bekannt ist, was in der Regel nur vorausgesetzt werden kann, wenn 
Monitor und Datenquelle vom selben Hersteller sind. Ist auch diese Form der Quellenanalyse 
nicht möglich, so können Snapshots der Daten erstellt und mit vorherigen verglichen werden, 
um den Differenzdatenbestand zu lokalisieren. Dieses Verfahren ist recht rechenintensiv und 
mit hohen Hardware-Anforderungen verbunden [Holthuis, (1997)]. 
 
5.5.1.2    Extraktoren 
 
Die Extraktoren haben die Aufgabe, die relevanten Daten aus den Datenquellen zu 
extrahieren. Diese Teilkomponente wird auch als Konverter oder Wrapper bezeichnet 
[Holthuis, (1997a)], da Anfragen in der Sprache des DW in die Sprache der jeweiligen 
Datenquelle übersetzt und umgekehrt die Daten vom operativen Quelldatenmodell in das 
logische Datenmodell des DW transformiert werden. Für eine relationale Datenquelle werden 
beispielsweise die Anfragen zur Extraktion in SQL-Anweisungen übersetzt oder für ein 
herstellerspezifisches Anwendungssystem in Funktionsaufrufe eines Application 
Programming Interface (API). Bei der Extraktion werden Format- und andere 
Strukturinformation interpretiert, so dass Datenvorverarbeitungen in Form von 
Übertragungsregeln durchgeführt werden können, wie z.B. fehlerhafte Daten verwerfen oder 
korrigieren, Inkonsistenzen erkennen oder Null- und Default-Werte einfügen. 
Übertragungsregeln lassen sich manuell programmieren mit allen Konsequenzen der Wartung 
dieser Programme. Die zweite Möglichkeit erlaubt die Spezifikation der Übertragungsregeln 
in einer höheren Beschreibungssprache und die Generierung von Programmcodes aus den 
Spezifikationen heraus. Als dritte Möglichkeit stehen Interpreter von Metadaten, die während 
der Extraktion die spezifizierten Übertragungsregeln zur Laufzeit lesen und ausführen. 
 
5.5.1.3    Integratoren 
 
Der Integrator integriert und komprimiert (verdichtet) die Daten, die von den Extraktoren 
geliefert werden und stellt fest, welche Änderungen im DW vorgenommen werden müssen. In 
der Regel werden Daten aus unterschiedlichen Datenquellen integriert. Dazu müssen 
semantische  Konflikte aufgelöst werden, sofern dies nicht schon von den Extraktoren 
gemacht wurde. 
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Führt 
Datentransformationsfun
ktionen durch
Führt 
Datenbereinigungsf
unktionen durch 
Bestimmt den Typ der 
Dimensionsänderung 
Konsolidiert und 
integriert Daten 
Quellsystem-
Datenänderungen 
für Dimensionen 
Konvertiert den 
Produktionsschlüssel 
für den existierenden 
(künstlichen) 
Primärschlüssel 
Erzeugt Ladeabbildung 
Konvertiert den 
Produktionsschlüssel 
zum neuen 
(künstlichen) 
Primärschlüssel 
Konvertiert 
Produktionsschlüssel 
zu existierendem 
(künstlichem) 
Primärschlüssel 
Erzeugt Lade- 
abbildung 
Erzeugt Ladeabbildung 
(beinhaltet effektive 
Daten) 
Abbildung 5.13: Dimensionsänderungen  
(Vgl. [Watson & Gray, (2002)]) 
TYPE 2 
KREDIT-SYSTEM-SCHLÜSSEL 
KREDIT-CODE:  12 W1 A53 1234  69  M3 
Bankleitzahl  Warehouse-Code  Bezirk-Nr  Kredit-Nr  Kunden-Nr  Frist 
DATA WAREHOUSE-KREDIT-SCHLÜSSEL 
12345678
Abbildung 5.12: Schlüsselrestrukturierung bei Datentransformation 
5.5 Datenextraktion und Speicherung 89 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Der Integrator überwacht die lokale Ausführung der Überführungsregeln und das Laden der 
Daten in die Datenspeicher. Dabei stellt sich insbesondere die Frage, wie das DW aktualisiert 
werden soll. 
 
Der einfachste Ansatz ist die Refresh-Copy-Methode, bei der in bestimmten Zeitabständen 
alle Daten neu ins Warehouse kopiert werden und das gesamte Warehouse neu berechnet 
wird. Dieser Ansatz ist für große Datenmengen ungeeignet und wird höchstens für ein erstes 
Laden des DW und bei nicht zeitkritischen Applikationen verwendet. 
 
Alternativ werden bei der Incremental-Copy-Methode nur die Änderungen im Warehouse 
nachgeführt. Der Integrator erhält von Extraktoren Änderungsbelege, anhand derer er die 
vorzunehmenden Änderungen in der DW-Datenbasis identifizieren kann. 
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STAGING 
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345   AKZEPT 
WAREHOUSE WAREHOUSE 
Key   KdtDaten 
111 HYPOTHE 
123 AVAL 
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Destruktives 
Mischen 
Abbildung 5.14: Methoden anzuwendender Daten  
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In der Abbildung 5.12 strukturiere ich den Kredit-Code, um inhärente Bedeutung zu haben. 
Falls dieser Kredit-Code als Primärschlüssel benutzt wird, können Probleme eintreten. Wenn 
dieser Kredit-Code in einen anderen DW gegeben wird, muss der DW-Teil des Kredit-
Schlüssels geändert werden.  
 
Dies ist das typische Problem mit konventionellen Systemen. Bei der Schlüssel-Angabe für 
die DW-Datenbank-Tabellen, muss solche Schlüssel mit eingebauten Bedeutungen vermieden 
werden. Das System selbst muss diese Schlüssel während der Transformation in generischen 
Schlüsseln erzeugen. Dies wird Schlüsselrestrukturierung genannt. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
^1  
 
 
 
 
 
 
 
 
 
 
 
 
Um die Änderungen fehlerfrei anzuwenden, muss man die kommenden Änderungen 
transformieren und  die Änderungen der Daten fürs Laden ins DW vorbereiten.  
 
In Abbildung 5.13 zeige ich die Durchführung jedes Typs von Änderungen in die 
Dimensionstabellen. Die Dimensionstabellenänderungen werden kontinuierlich stattfinden. 
Die Typ 1 – Änderungen sind Fehlerkorrekturen. Diese Änderungen werden zu dem DW ohn 
e Bedarf zu jeglichen Preservierung der Historie angewendet 
 
In Abbildung 5.14 ist dargestellt, dass die Daten in folgenden vier verschiedenen Funktionen 
angewendet werden können:  Load (laden), append (anfügen), destructive merge (destruktives 
Mischen), contructive merge (konstruktives Mischen). 
 
DATA EXTRACTION 
 
Extraktion aus heterogenen 
Quellsystemen und aus externen 
Quellen 
DATA  
TRANSFORMATION 
Konversion und Restrukturierung 
gemäß Transformationsregeln 
DATA INTEGRATION 
Kombination aus verschiedenen 
quellenbezogenen Daten, die auf 
einer Quelle zur Zielabbildung 
basiert 
DATA CLEANSING 
 
Bereinigung und Anreicherung 
entsprechend Bereinigungsregeln 
DATA SUMMARIZATION 
 
Erzeugung von 
Aggregatendatenmengen, die auf 
vordefinierten Prozeduren basieren 
INITIAL DATA  
LOADING 
 
Laden von Initialdaten in großem  
Umfang ins Warehouse 
METADATA UPDATES 
 
Behalten und Benutzen von 
Metadaten zu Extraktions-, 
Transformations- und 
Ladefunktionen 
ONGOING LOADING 
 
Anwenden von laufenden 
inkrementalen Laden und 
periodischen Erneuerungen zum 
Warehouse 
Abbildung 5.15: ETL zusammengefasst (Vgl. [Peterson, (2000)]) 
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Load (Laden): Wenn die Zieltabelle, die geladen wird, schon  existiert, und die Daten in der 
Tabelle existieren, reinigt der Ladeprozess diese existierenden Daten und wendet die Daten 
aus der ankommenden Datei an. Wenn die Tabelle schon vor dem Laden leer ist, wendet der 
Ladeprozess unmittelbar die Daten aus der ankommenden Datei an. 
 
Append (Anfügen):  Das Anfügen ist eine Erweiterung des Ladeprozesses. Wenn die Daten in 
der Tabelle schon existieren, fügt der Anfügeprozess die ankommenden Daten an, und behält 
die in der Zieltabelle existierenden Daten bei. Wenn ein eintreffender Satz ein Duplikat eines 
schon existierenden Satzes ist, muss definiert werden, wie ein eintreffendes Duplikat 
bearbeitet wird. Der eintreffende Satz kann entweder als ein eintreffendes Duplikat 
angenommen werden oder während des Anfügeprozesses beseitigt werden. 
 
Destructive Merge (destruktives Mischen): Hier werden die eintreffenden Daten in 
Zieltabellen angewendet. Wenn der Primärschlüssel eines ankommenden Satzes mit dem 
Schlüssel eines existierenden Satzes zusammenpasst, wird der zusammenpassende Zielsatz 
geändert. Wenn ein eintreffender Satz ein neuer Satz ohne Anpassung mit einem schon 
existierenden Satz ist, kann der eintreffende Satz an die Zieltabelle angefügt werden. 
 
Constructive Merge (Konstruktives Mischen): Diese Funktion ist der Gegensatz des 
destruktiven Mischens. Wenn der Primärschlüssel eines eintreffenden Satzes mit dem 
Schlüssel des existierenden Satzes zusammenpasst,  wird der existierende Satz beibehalten, 
wird der eintreffende Satz angefügt, und wird der zugefügte Satz als Überlagerung des alten 
Satzes markiert. 
 
Die Abbildung 5.15 zeigt einen zusammengefassten ETL-Prozess. Ein Rückblick  aller 
wichtigten Funktionen wird dargestellt. Die Heterogenität der Quellsysteme erhöhen die 
Herausforderungen der Datenextraktion. Je unterschiedlicher die Quellsysteme sind, desto 
intensiver und komplexer werden die Transformationsfunktionen. D.h. es können mehr 
Inkonsistenzen vorhanden sein und mehr Änderungen aus den Standards werden erwartet. 
 
5.6 Business Intelligence-Anwendungen 
 
Die Nutzung von unternehmensweit verfügbarem Wissen wird heute unter dem Namen 
Business Intelligence zusammengefasst und somit als Frontend des DW bezeichnet [Behme, 
(1996)]. Die Systeme können sowohl direkt  als auch indirekt über den Data Mart, auf das 
DW zugreifen. Man unterscheidet grob zwischen Business Intelligence-Werkzeugen und 
Business Intelligence-Anwendungen (Abbildung 5.16). 
 
5.6.1 Business Intelligence-Werkzeuge 
 
Die Business Intelligence-Werkzeuge lassen sich in Berichtssysteme und spezialisierte Busi 
ness Intelligence-Werkzeuge einteilen. 
 
5.6.1.1   Berichtssysteme 
 
Unter Berichtssystemen fallen Endbenutzer-Werkzeuge für den Aufbau eines Berichtswesens 
[Gluchowski, (1998)]. 
 
• Nach [Becker/Holten, (1998)] generieren Berichtssysteme im engeren Sinn und 
verteilen Berichte an den Endanwender nach einem festen Ablauf mit fest 
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vorgegebenen Zeit-Intervallen (periodische Berichtssysteme) oder werden durch 
bestimmte, vorab definierte Datenkonstellationen aktiviert (aperiodische 
Berichtsysteme). 
 
• Derartige Berichte können Ausnahmemeldungen enthalten, die aus relativen 
Abweichungen zu Vergangenheits-, Soll-, Plan- oder anderen Vergleichsdaten 
resultieren bzw. die Unter- oder Überschreitung von Schwellwerten melden 
(Signalsysteme) [Horvath, (1996)]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Berichtssysteme im weiteren Sinn ermöglichen dem Endanwender im Bedarfsfall 
selbständig Daten aus dem DW zu extrahieren (ad-hoc-Berichtswesen). Solche 
Systeme stellen höhere Ansprüche an die Fähigkeiten des Benutzers, da es hier 
weitergehenderer Kenntnisse über die Funktionalität der Werkzeuge bedarf. 
 
Die im DW eingesetzten Werkzeuge zum Aufbau des betrieblichen Berichtswesens lassen 
sich auch entsprechend ihrer Funktionalität unterteilen [Martin, (1996)] (Abbildung 5.16). 
 
• Die Werkzeuge beinhalten häufig die Grundfunktionen Slice and Dice für die OnLine-
Datenanalyse (OLAP). Für den Aufbau eines Berichtswesens sind solche Werkzeuge, 
aufgrund ihrer eingeschränkten Formatierungsmöglichkeiten der Abfrageergebnisse, 
allerdings nur in Verbindung mit anderen Berichtsgeneratoren sinnvoll. 
 
• Zu den Werkzeugen gehören Gestaltungsoptionen, wie z.B. Einbindung von Kopf- 
bzw. Fußzeilen, freie Plazierung von Tabellen und Graphiken, sowie Kennzeichnung 
besonders auffälliger Datenwerten (Exception Handling). In der Regel setzen sie auf 
relationalen Systemen auf, wo sie dann Unterstützung bei der Formulierung von SQL-
Anfragen bieten. Dazu werden graphische Editoren, z.B. mit „Query By Example“-
Techniken, eingesetzt, die bei der Generierung konkreter SQL-Syntax helfen sollen. 
Abbildung 5.16:  Marktsegmentierung mit Business-Intelligence (In 
Anlehnung an  [Gartner Group, (1999)])) 
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Über eine Datenabtraktionsschicht lassen sich die physischen Datenbankstrukturen verbergen 
und eine subjektbezogene Darstellung der Daten, auf Basis der Unternehmensfachbegriffe, 
erzielen. Der Endanwender benötigt keinerlei Kenntnisse über die zugrundeliegende 
Datenbankstruktur und kann durch eine freie Kombination der Informationsobjekte seinen 
Informationsbedarf abdecken. Durch das Verbergen des unterliegenden logischen 
Datenmodells wird erreicht, dass nicht nur syntaktisch korrekte SQL-Abfragen erzeugt 
werden, sondern auch semantische Fehler verhindert werden, da z.B. nur solche Joins 
spezifiziert werden können, die dem Datenmodell entsprechen. 
 
Anwender können die relevanten Daten in einer frei wählbaren Form betrachten, sie 
untersuchen und somit die kritischen Faktoren des Unternehmens überwachen. Die 
multidimensionale Sicht auf die Daten ermöglicht Analysen quer über jede Dimension der 
Daten. OLAP-Funktionen reichen von einfacher Rotation und Drilling bis zu komplexer 
Unternehmensanalyse (zeitliche Analyse, Regressionen, usw.), wobei die gewonnenen 
Erkenntnisse in diversen Graphiken (Torten-, Balken-, Flächen-, Säulendiagramme, etc.) 
dargestellt und weiter analysiert werden können.  
 
5.6.1.2    Spezialisierte Business-Intelligence-Werkzeuge 
 
Den Werkzeugen für den Aufbau eines Berichtswesens stehen spezialisierte Business-
Intelligence-Werkzeuge für Aufgaben wie Data Mining oder die anspruchsvolle Darstellung 
von Führungsinformationen, geographischen Daten oder Massendaten gegenüber. 
 
• Data Mining, auch Knowledge Discovery (siehe Kapitel 8) [Fayyad, (1996)]: Im 
Unterschied zu den Werkzeugen des Berichtswesens, bei dem es darum geht, bestehende 
Annahmen der Anwender zu verifizieren, dient Data Mining dazu, bisher unbekannte 
Muster oder Trends zu entdecken und sie zu visualisieren. 
 
• Im Mittelpunkt des EIS-Gedankens (Executive Information System = 
Führungsinformationssystem) steht die managementgerechte  Präsentation von wenigen 
kritischen Erfolgsfaktoren in Form von Kennzahlen. Eine derartige Beschränkung auf 
wenige Größen - unterstützt durch eine farbliche Markierung auftretender Abweichungen - 
ermöglicht dem Entscheidungsträger auf einen Blick, die wirtschaftliche Lage in einem 
Geschäftsfeld oder einem geographischen Raum zu erfassen (Monitoring) 
[Behme/Mucksch, (1997)], [Hannig, (2002)]. 
 
5.6.2 Business Intelligence-Applikationen 
 
Business-Intelligence-Applikationen unterteilen sich in solche für horizontale Märkte, d.h. für 
branchenübergreifende Aufgaben wie Finanzkonsolidierung, Balanced Scorecards, Activity-
Based-Management oder Performance-Management. Zum anderen gibt es 
branchenspezifische Aufgaben wie Verkaufsanalyse in Warenhäusern, Risikoanalyse für die 
Kreditwürdigkeitsprüfung und für die Kreditkartenindustrie oder die Registrierung von 
Betrugsversuchen in der Versicherungsbranche. 
 
Im Mittelpunkt von Business-Intelligence-Applikationen steht die effiziente Unterstützung der 
Endanwender im Planungs- und Entscheidungsprozess. Dabei soll der Endanwender 
interaktiv bei der Lösung eher schlecht strukturierter Entscheidungssituationen unterstützt 
werden. Die Betonung liegt hierbei auf „unterstützen“, denn die meisten 
Entscheidungsprozesse sind nicht vollständig automatisierbar, so dass lediglich einzelne 
Phasen sinnvoll programmiert und damit dem Rechner übertragen werden können. 
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Kennzeichend für Business-Intelligence-Anwendungen ist demzufolge die Modell- und 
Methodenorientierung [Chamoni/Zeschau, (1996)], [Egger/Fiechter/Kramer, SAP, (2006)], 
durch die eine situationsspezifische Unterstützung gewährleistet wird. Business-Intelligence-
Anwendungen sind dazu geeignet, mit selbst gewählten Daten und selbstkonstruierten 
Modellen Probleme zu lösen [Rockar/-DeLong, (1988)]. Sie kombinieren die 
Modellentwicklung und die analytischen Problemlösungstechniken mit den Datenzugriffs- 
und Retrieval-Methoden.  
 
Auch wenn die Nachfrage an Business-Intelligence-Applikationen in den letzten Jahren stark 
zugenommen hat [Dueck, (1999)], sind die Analyse- und Reporting-Werkzeuge Bestandteil 
eines jeden DW. 
 
5.7  Pflege und Administration eines Data Warehouse 
 
Für den Betrieb und die Administration des DW steht in einem idealtypischen System eine 
eigenständige Administrationskomponente zur Verfügung. Das Metadaten-Repository spielt 
in dieser Phase eine Schlüsselrolle, da sämtliche Daten über die Vorgänge im DW dort zentral 
gesammelt sind. Aufgabe der Systempflege ist es, diese Daten über eine Administrator-
Workbench auszuwerten, Problembereiche zu identifizieren und entsprechende Maßnahmen 
einzuleiten. Typische Fragestellungen, die im Rahmen einer Betriebskonzeption beantwortet 
werden müssen, betreffen 
 
• die Administration der Benutzer, 
 
• die Administration der Benutzerberechtigungen, 
 
• das Monitoring der Basissysteme, 
 
• das Monitoring der Extraktions-, Transformations-, und Ladeprozesse sowie 
 
• die Archivierung von Daten. 
 
5.7.1 Benutzeradministration 
 
Entsprechend ihrem Aufgabengebiet lassen sich folgende Benutzergruppen klassifizieren 
[Behme/Mucksch, (1997)] und in einer Repository-Komponente verwalten. 
 
• Konsumenten (Info-User): Sie benötigen für strategische Entscheidungen Informationen 
über Zusammenhänge etwa zwischen Markt und Leistungsangebot. Für Koordinations- 
und Steuerungsaufgaben müssen ihnen Standard- und Ausnahmeberichte mit Statistiken, 
Kennzahlen etc. sofort und flexibel zur Verfügung stehen. 
 
• Analysten (OLAP-User): Diese Benutzergruppe umfasst alle Aufgaben der 
Entscheidungsvorbereitung. Beispielsweise untersuchen Marktforscher vorhandene und 
neue Geschäftsfelder mit Hilfe der Datenanalyse; sogenannte „Business Analysis“ 
ermitteln verborgene Zusammenhänge in Daten und leiten daraus Empfehlungen für 
Executives (für alle Entscheidungsträger) ab. 
 
• Autoren (Power-User): Sie verarbeiten im operativen Tagesgeschehen Detailinformationen 
über Geschäftsobjekte, deren Entwicklung über die Zeit, über Geschäftsprozesse sowie 
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deren Kosten und Ressourcen. Sie erstellen die Reports, die für Analysezwecke an die 
Analysten bzw. Konsumenten weitergegeben werden. 
 
Die Benutzerverwaltung umfasst insbesondere die folgenden Aufgaben: 
 
• Anlegen, Ändern, Löschen von Benutzerprofilen, 
 
• Vergabe von Zugriffsrechten auf Infocubes und Unternehmensreports sowie die 
Dokumentation dieser, 
 
• Vergabe von Rechten für die Nutzung der Endanwender-Werkzeuge (Konsument, Analyst, 
Autor) und die Dokumentation dieser, sowie 
 
• Erstellen von Statistiken und Klassifikation (Data Mining). 
 
5.7.2 Berechtigungskonzeption 
 
Eine Berechtigung erlaubt es einem Benutzer, eine bestimmte Aktion im DW durchzuführen. 
Jede Berechtigung bezieht sich auf ein Berechtigungsobjekt und definiert einen oder mehrere 
Werte für jedes Feld, das im Berechtigungsobjekt enthalten ist. Einzelne Berechtigungen 
werden von der Systemadministration zu Berechtigungsprofilen (Rollen) zusammengefasst.  
 
Mit Hilfe von Berechtigungsprüfungen können nun beliebige Funktionen oder Objekte des 
DW- Systems geschützt werden. Bei einer Berechtigungsprüfung vergleicht das System beim  
Der Aufwand für die Konzeption eines Berechtigungswesens wird häufig unterschätzt, da 
eine exakte Definition („was darf der Anwender - was braucht der Anwender - was will der 
Anwender“) erfahrungsgemäß sehr schwierig ist. Hinzu kommen gesetzliche Bestimmungen 
(Datenschutzgesetz), die Datenschutzbestimmungen einer Unternehmensbranche (z.B. 
Bankenbereich) sowie unternehmensspezifische Vorgaben (z.B. Konzernrevision). 
 
Die Tabelle 5.2 gibt exemplarisch einen Überblick über Monitoring-Aktivität aus dem 
Bereich der Basissysteme eines SAP Business Information Warehouse-Systems. 
 
5.7.3   Archivierung 
 
Die Archivierung von Daten dient dazu, Massendaten aus der Datenbank zu entfernen, die 
nicht mehr im System benötigt werden, jedoch auswertbar aufbewahrt werden sollen. 
 
Für das Archivieren von Anwendungsdaten liegen systembedingte und gesetzliche Gründe 
vor. Die Datenarchivierung muss dafür Sorge tragen, dass 
 
• die durch das Wachstum der Bewegungsdaten verursachten Speicherplatz- und 
Laufzeitprobleme verringert werden, 
 
• der Stammdatenbestand handhabbarer wird und auf einem aktuellen Stand zu halten ist, 
 
• die gesetzlichen Vorgaben zur Aufbewahrung von Daten eingehalten werden können, 
 
• die Daten wiederverwendbar sind, d. h. zu einem späteren Zeitpunkt, z.B. bei der 
Neuentwicklung von Produkten, genutzt werden können. 
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Der Archivierungsvorgang gliedert sich im Wesentlichen in drei Schritte: 
 
• Erzeugung von Archivdateien: Bei der Archivierung werden die zu archivierenden Daten 
zunächst sequentiell in neu erzeugte Archivdateien geschrieben. 
 
• Ablage der Archivdateien: Die erzeugten Archivdateien können anschließend auf einem 
Ablagesystem abgelegt oder z.B. manuell auf Band gezogen werden. Die Ablage auf dem 
Ablagesystem  kann automatisch oder manuell angestoßen werden. 
 
• Start des Löschprogramms: Auf der Grundlage der erzeugten Archivdateien werden die 
Daten durch das Löschprogramm aus der Datenbank entfernt. 
 
Der Archivierungslauf kann regelmäßig eingeplant werden, um am Ende des Monats etwa all 
jene Daten zu archivieren, die sich länger als 6 Monate im Eingangsbereich des DW befinden. 
Ob der Lauf tatsächlich erfolgt ist und ob die Daten wirklich archiviert wurden, muss 
überprüft und dokumentiert werden. 
 
5.8 Semantische Modellierung multidimensionaler Datenstrukturen mit der Objekt-
typenmethode 
 
Die Objekttypenmethode rekonstruiert aus relevanten Aussagen über einen Realitätsausschnitt 
(Anwendungsbereich) die Begriffe für Informationsobjekte und deren Eigenschaften im 
Hinblick auf das Ziel, sie im Unternehmen für verbindlich zu erklären. Dabei ist zu beachten, 
dass Begriffe nicht isoliert, sondern nur in Verbindung mit ihren Mitbegriffen (Beziehungen 
zwischen Begriffen) klar erfassbar und eindeutig definierbar sind. Die Entwurfsergebnisse des 
Datenmodells und die durch Symbole zu beschreibenden strukturellen und semantischen 
Eigenschaften der Konstrukte werden wie folgt dargestellt [Ortner/Söllner, (1998)].  
 
Das (graphische) Objekttypenmodell wird durch fachsprachliche Beschreibung der 
Objekttypen und Beziehungen ergänzt. Die Abbildung der Objekttypen-Konstruktionen auf 
Attributebene, sowie die Erfassung von Integritätsbedingungen, komplettieren den 
semantischen Fachentwurf. 
 
Die Erweiterung der Objekttypenmethode um Konzepte von multidimensionaler 
Modellierung basiert auf Arbeiten von [Inan, (1997)] und [Paul, (1999)]. Zunächst wird die 
Semantik der benötigten Konstruktionselemente erläutert und an einem Beispiel dargestellt. 
Die rekonstruierten Begriffe werden Objekttypen genannt. Objekttypen subsumieren abstrakte 
oder konkrete Objekte, die für einen Anwendungsbereich von Bedeutung sind. Objekttypen 
werden als Rechtecke dargestellt, mit dem Namen des Objekttyps innerhalb des Rechtecks. 
 
In den obigen Beispielen ist erkennbar, dass ein Objekttyp (z.B. KUNDE) in den 
Objekttypenkonstruktionen (Beziehungskomplexen) jeweils eine andere Rolle übernehmen 
kann. KUNDE ist einerseits „Artobjekttyp“ des „Gattungsobjekttyps“ 
GESCHÄFTSPARTNER. Auf der anderen Seite ist KUNDE auch „Aggregationsobjekttyp“ 
zum „Komponentenobjekttyp“ ANTRAG. Die Beziehungskomplexe bleiben bei einer 
zusammenfassenden Darstellung der semantischen Datenstrukturen dieses 
Anwendungsbeispiels auch weiterhin erhalten. Es folgt danach mittels Begriffsrekonstruktion 
die Einbindung der multidimensionalen Modellierung in den konstruktiven 
Modellierungsprozess der Objekttypenmethode.  
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Komponente Tätigkeit Frequenz 
NT-Server (Betriebs- 
system) 
Regelmäßige Hauptspeicherüberwachung, Swaping, 
Prozessorauslastung 
täglich 
 Überwachung der Meldungen des Systemboots täglich 
 Regelmäßiges Booten (Initieren) alle 2 Wochen 
 Service  Packs zeitnah einspielen nach Bedarf 
NT-Server (Hardware) Hardwarekonfiguration dokumentieren einmal 
 Administrative Tätigkeiten: (Schlüsselverwaltung, 
Logbuch füren, Techniker betreuen, Serviceverträge 
bestimmen, verwalten, CDs verwalten) 
täglich 
 Assetverwaltung, Kreditforschung, Leasingzuordnung nach Bedarf 
NT-Server (Datenbank) Kritische Datenbankobjekte prüfen täglich 
 Datenbank-extents überprüfen täglich 
 Tabellen reorganisieren nach Bedarf 
 Backup überwachen täglich 
 Recoverykonzept entwickeln einmal 
 Backup testen einmal 
 Patches nachziehen nach Bedarf 
 Dokumentation der Systemkonfiguration einmal 
 Logbuch führen täglich 
 Systemlog der Datenbank prüfen täglich 
 Puffering der Datenbank prüfen täglich 
DW-Basissysteme Kurzdumps überwachen und Maßnahmen ergreifen täglich 
 Indizes & Datenbank-Statistiken prüfen, nachfahren täglich 
 Verfügbarkeit von Patches prüfen und diese besorgen 
und zeitnah einspielen: 
-Kernel-Patches 
-Extraktoren-Patches 
-Frontend-Patches 
nach Bedarf 
 Hinweise des Herstellers in dessen Support-Center 
überwachen zum Thema Patches, Datenbank-Kernel, 
Konfiguration, Parametrisierung 
täglich 
 Logbuch führen  
 Dokumentation der Systemkonfiguration  Einmal 
 Installation der Clients: 
-Erstinstallation 
-Upgrade-Installation, 
wöchentlich 
 Performance-Überwachung Täglich 
Datentransfer Vorsysteme-DW Monitoring und Protokollierung der 
Extraktionsprogramme im Bereich der operativen 
Systeme 
Täglich 
 Systemlog überwachen Täglich 
 Logbuch führen Täglich 
Tabelle 5.2: Monitoring der Basissysteme am Beispiel eines SAP Business Warehouse 
 
 
5.8.1   Modellierung von Beziehungen 
 
Aus Sicht der Objekttypenmethode ist die Unterscheidung zwischen qualifizierenden und 
quantifizierenden Objekttypen nicht notwendig. Objekttypen stellen die Subsumption 
gleichartiger Informationsobjekte unter einem Begriff dar. Dies trifft gleichermaßen auf 
Fakten und Dimensionsstrukturen zu. Auch Hierarchieebenen innerhalb einer Dimensions-
struktur fassen die Gruppierungsobjekte jeweils unter einem eigenen Begriff zusammen. 
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Methode Bemerkungen Quelle 
ERM ohne Modifikationen • fehlende Beschreibungselemente 
für Dimensionen und Hierarchien 
• Beschreibung der Konsolidierung 
von Kennzahlen durch 
Interpretation von Beziehungen ist 
nicht möglich 
Chen, (1976), Altenhohl et al. (1997) 
multidimensionales ERM • sehr übersichtlich, leicht 
vermittelbar 
• Semantik der Konstruktions-
elemente nicht immer klar 
• Keine Unterscheidung zwischen 
Kennzahlen des Cubes und 
Merkmalen der Dimensionen, die 
durchaus weitere Attribute 
besitzen können 
Sapia et. al. (1998), Sapia et. al. 
(1999) 
ADAPT • zu große Menge an 
Konstruktionselementen 
• schwierige Diskussions-grundlage 
mit betrieblichen Endanwendern 
• Semantik der Konstruktions-
elemente nicht immer klar 
• keine saubere Trennung von 
semantischer und logischer 
Modellierung 
• keine Integration in das operative 
Datenmodell 
Bulos (1996) 
UML • nicht komplex 
• Abbildung auf relationale DBMS 
sind recht anspruchsvoll 
Totok (2000), S. 139ff; 
Herden/Harren, (1999) 
Dimensional Fact Modell • Darstellung der Additivität von 
Kennzahlen 
• recht übersichtlich 
• keine Möglichkeit zur 
Beschreibung von 
Kennzahlberechnungen 
• keine Integration in das operative 
Datenmodell 
Golfarelli/Maio/Rizzi (1998) 
Tabelle 5.3: Übersicht über graphische, multidimensionale Modellierungssprachen                 
(Quelle: [Gartner Group, (1999)]) 
 
Dabei ist die Beschreibung spezifischer Eigenschaften der Gruppierungsobjekte durch 
Attribute möglich. Aus diesen Gründen kann der Konstruktor „Objekttyp“ uneingeschränkt 
verwendet werden; auf eine Einführung spezieller Objekttypen für die multidimensionale 
Modellierung kann verzichtet werden. 
 
Der Schwerpunkt liegt auf der Betrachtung von Beziehungsinformationen. Dadurch wird ein 
übermäßiger Komplexitätszuwachs vermieden, die Konstrukte der Objekttypenmethode 
bleiben in ihrer Semantik uneingeschränkt verwendbar und die Integration der Schemata wird 
erleichtert. 
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GESCHÄFTS- 
PARTNER 
KREDIT- 
KUNDE 
KREDIT- 
INSTITUT 
 
ANTRAG 
ENTSCHEIDUNGS-
POSITION 
KREDIT- 
ART 
Verallgemeinerung / Verfeinerung: 
• GESCHÄFTSPARTNER sind entweder 
KREDITKUNDE oder KREDITINSTITUT 
• Jeder KUNDE (sowie jedes INSTITUT) ist 
auch ein GESCHÄFTSPARTNER 
Verknüpfung: 
• Die Zuordnung einer ENTSCHEIDUNG zu 
einem KREDIT wird ENTSCHEIDUNGS-
POSITION genannt. 
• Jeder ANTRAG enthält eine oder mehrere 
KREDITARTEN. 
• Eine KREDITART kann in mehreren 
ANTRÄGEN nachgefragt  worden sein. 
UNTERNEHMENS-
KUNDE 
 
ANTRAG 
Verdichtung: 
• Ein UNTERNEHMEN kann mehrere 
ANTRÄGE erteilen. 
• Es kann UNTERNEHMEN geben, die noch 
keinen ANTRAG erteilt haben. 
• Jeder ANTRAG muss (genau) einem 
KUNDEN zugeordnet sein. 
für Konnektion (Verknüpfung): 
Beziehungen zwischen Objekten spezifischer 
Objekttypen werden als eingenständige Objekte 
unter einem eigenen Objekttyp zusammengefasst. 
Es entsteht ein neuer Objektbereich, der über einen 
neuen Objekttyp einzuführen ist. 
- hinsichtlich der Aussage „Beziehungskomplex“ 
Abbildung 5.17: Beziehungen zwischen 
Objekten spezifischer Typen 
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LAUFZEIT 
KREDITART 
Granularität: 
• Ein KREDIT kann nur eine 
LAUFZEIT erhalten 
• Eine LAUFZEIT kann mehreren 
KREDITARTEN zugeordnet sein 
GESCHÄFTS-
PARTNER 
KREDIT- 
KUNDE
KREDIT- 
INSTITUT 
ENTSCHEIDUNGS- 
POSITION
KREDIT- 
ART 
ANTRAG 
Abbildung 5.18: Vereinfachte Sicht des konzeptionellen Schemas 
LAUFZEIT
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Die unterschiedlichen Beziehungswirkungen im operativen Modell machen die semantische 
Ausdrucksstärke der Objekttypenmethode aus [Winter, (1998)]. Es ist sofort erkennbar, ob es 
sich um eine Zusammenstellung (Kollektion) mehrerer kleinerer Einheiten zu einer größeren 
Einheit handelt (Abbildung 5.21, Zeithierarchie, links), die durch die Beziehungswirkung 
„Aggregation“ ausgedrückt wird, oder ob es sich um eine Art Gattungsbeziehung von 
Informationsobjekten handelt, die durch eine Generalisierung oder Spezialisierung (Inklusion) 
von Objekten dargestellt wird (Abbildung 5.21, Kredithierarchie, rechts). 
 
Bei der multidimensionalen Modellierung wirkt sich der Übergang von einer Ebene einer 
Dimensionshierarchie zur anderen nicht auf die Hierarchieebene selbst, sondern auf die 
Darstellung der Fakten, genauer gesagt, auf das Aggregationsniveau der Kennzahlen, aus. Mit 
anderen Worten: wichtig ist im multidimensionalen Kontext die Darstellung der Zusammen-
fassung von Informationsobjekten zu größeren Einheiten und nicht die Repräsentation, in den 
ein Objekt zu einem anderen gehört oder mit diesem identisch ist [Paul, (1999)] 
 
5.8.2   Darstellung der Fakten 
 
Durch die Einordnung von Kennzahlen in die mögliche Kombination von beschreibenden 
Objekten (Dimensionsobjekten) wird der multidimensionale Raum aufgespannt. Im Zeitraum 
der Betrachtung stehen also die Instanzen eines n:m-Beziehungstyps zwischen den 
Dimensionsobjekttypen. Diese werden als eingenständige Objekte unter dem Begriff „Fakten“ 
- in der Regel als spezielle Fakten wie Zinsfakten, Kreditfristfakten, Bilanzabschlussfakten - 
angesprochen. 
 
In Objekttypen-Diagrammen wird die Einführung eines neuen Begriffs für die Beziehung 
immer als Verbindung dargestellt. Änhlich wie bei der Beziehung innerhalb der 
Dimensionsstrukturen ist jedoch auch hier eine besondere Semantik vorhanden, die in der 
graphischen Notation deutlich gemacht werden soll. Die n:m-Beziehung zwischen den 
Dimensionsstrukturen ist konstituierend für das multidimensionale Modell [Kimball, (1997)]. 
Alle in Dimensionsstrukturen vollzogenen Übergänge zwischen Hierarchieebenen wirken sich 
auf das Aggregationsniveau der Fakten aus. Diese Besonderheit kann durch 
perspektivistisches Zeichnen des Symbols für die Verbindung zur Andeutung der 
Multidimensionalität, ausgedrückt werden. 
 
Analog zu Objekttypen, die bei der Darstellung der Dimensionshierarchien verwendet 
werden, stellt sich bei den Fakten die Frage, ob der Objekttyp gekennzeichnet werden sollte 
[Totok, (2000)]. Auch hier gilt das Grundprinzip der Objekttypenmethode, „ähnliche“ 
Objekte unter einem gemeinsamen Begriff zusammenzufassen. 
 
Der Faktenobjekttyp repräsentiert die Beziehung zwischen den Dimensionsstrukturen unter 
einem neuen Begriff; seine Attribute bestehen aus genau den Kennzahlen, die sich durch die 
Kombination dieser Dimensionsstrukturen beschreiben lassen. Die Besonderheit der 
Beziehung liegt in der n:m-Relation zwischen den Elementen dieser Dimensionsstrukturen. 
 
 
 
 
 
 
 
 
 für Konsolidierung (Verdichtung): 
 
 Betrachtung von verdichteten Objekten 
spezifischer Objekttypen unter einem 
übergeordneten, allgemeineren Objekttyp oder 
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5.8.3 Fallbeispiel  
 
Mit den neu eingeführten Konstrukten des Datenmodells wird nun als Beispiel ein 
multidimensionales Modell dargestellt [Inan, (1997)]. Das multidimensionale Modell lässt 
sich, analog zum operativen Modell, durch normiert, natürliche, sprachliche Aussagen 
beschreiben (Abbildung 5.20). 
 
• Die Umsätze aus vier QUARTALEN werden zu einem JAHR konsolidiert. 
 
• Die Umsätze aus drei MONATEN werden zu einem QUARTAL konsolidiert.. 
 
• Die Umsätze aus 28, 29, 30 oder 31 Tagen werden zu einem Monat konsolidiert. 
 
• Die Umsätze aus 7 TAGEN werden zu einer WOCHE konsolidiert. 
28, 29, 
30, 31
52 
WOCHE 
JAHR 
QUARTAL
MONAT 
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4 
3 7
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Abbildung 5.19: Multidimensionales Datenmodell für Fallstudie 
UMSATZ 
FAKTEN 
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Die Umsätze aus 52 WOCHEN werden zu einem JAHR konsolidiert.  
 
• Die Umsätze von KUNDEN können in einer KUNDENGRUPPE konsolidiert werden. 
 
• Die Umsätze aus mehreren KUNDENGRUPPEN werden in einer 
VERTRIEBSABTEILUNG konsolidiert. 
 
• Die Umsätze aus mehreren KUNDENABTEILUNGEN werden im KUNDENBEREICH 
konsolidiert. 
 
• Die Umsätze von KREDITEN werden über die KREDITABTEILUNGEN konsolidiert. 
 
• Die Umsätze in KREDITABTEILUNGEN werden über den RISIKOBEREICH 
konsolidiert. 
 
• Die Umsätze in den REGIONEN werden über die LÄNDER konsolidiert. 
 
• Die Umsätze aus einem MARKTSUBSEGMENT werden über das MARKTSEGMENT 
konsolidiert. 
 
• Die Umsätze aus einem MARKTSEGMENT werden über den MARKT konsolidiert. 
 
Für die Beziehungen zwischen verschiedenen Hierarchieebenen einer Dimension wird daher 
die Einführung einer neuen Beziehungswirkung vorgeschlagen. Sie soll „Konsolidierung“ 
heißen und durch ein Pfeilsymbol dargestellt werden. 
 
5.8.4 Phasenmodell der Data Warehouse-Systementwicklung 
 
Die Entwicklung von DW-Systemen weist gegenüber „klassischen“ Projekten der 
Anwendungssystementwicklung einige Besonderheiten auf. Die Schwierigkeit, die 
Anforderungen im Voraus klar zu definieren, stellt den Einsatz eines phasenorientierten 
Prozesses in Frage. Oftmals findet ein evolutionärer Prozess statt, in dem zunächst in einem 
kleinen, abgegrenzten Anwendungsfeld begonnen wird und dann aufgrund von Anregungen, 
die die Anwender im Verlauf der Nutzung der gegebenen Möglichkeiten entwickeln, das 
System erweitert wird [Gabriel & Gluchowski, (1997)]. Hinzu kommt die Rückwirkung auf 
die operativen Systeme, wenn die Notwendigkeit zur Behebung von Datendefiziten erkannt 
wird. Viele Hersteller von DW-Produkten oder ERP-Systemen bieten technische Lösungen 
an, die dann durch Anpassung der entsprechenden Schnittstellen in die 
unternehmensindividuelle DV-Landschaft eines Unternehmens integriert werden kann. 
 
Ein typisches Vorgehensmodell (vgl. Abbildung 5.21) wird grob in die drei Phasen: Analyse, 
Design und Implementierung gegliedert. Unterscheidet jedoch zwischen anwenderbezogenen 
und systemtechnischen Aufgaben [Hansen, (1996)]: 
 
• Phase 1: Analyse des Informationsbedarfs: In der ersten Phase erfolgt zunächst die 
Festlegung des Geschäftszwecks des DW. Dies sollte ausschließlich durch die späteren 
Anwender erfolgen, wobei die Mitarbeiter seitens der Informationsverarbeitung 
anschließend analysieren, aus welchen Quellen die benötigten Daten bezogen werden. 
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• Phase 2: Design der Lösung: Die zweite Phase umfasst die Auswahl der Hard- und 
Softwarekomponenten. Dies ist jedoch nicht immer ohne Einschränkungen möglich, da 
oftmals bereits Komponenten angeschafft wurden oder gar komplette 
managementunterstützende Anwendungen produktiv im Einsatz sind. Nach der 
Entwicklung des semantischen Datenmodells erfolgt die Umsetzung in logische 
Datenbankstrukturen und die Gestaltung der Datenübernahme- und Extraktionsprozesse. 
 
• Phase 3: Effizienter Einsatz der Lösung: Abschließend erfolgt die effiziente Umsetzung 
des DW mit seinen Komponenten. Anwender und Administratoren des DW werden 
geschult und insbesondere auf Abstimmungen über veränderte Anforderungen 
vorbereitet.. 
 
Die vielen beschriebenen Schritte der Objekttypenmethode spielen sich hauptsächlich im grau 
hinterlegten Bereich ab. Die Schritte 1 und 2 werden hier als „Aussagensammlung“ und 
„Bereinigung von Aussagen“ bezeichnet, die inhaltlichen Schwerpunkte wie 
„Kennzahlensystem“ und „Dimensionsstrukturen“ stehen für Schritt 3 und 4. 
 
Die Feindatenmodellierung führt mit den Schritten 5 und 6 zu einem Snowflake-Schema, das 
auf der Ebene der logischen Modelle zu finden ist. 
 
5.9 Zusammenfassung 
 
Dieses Kapitel geht auf die Klärung relevanter Begriffe aus dem Gebiet des Data Warehous 
ing ein. Ziel ist die Schaffung einer fachlichen Grundlage mit einer einheitlichen 
Terminologie, um die Architekturkomponenten eines DW eindeutig zu identifizieren und zu 
beschreiben.  
 
Der Inhalt eines DW wird maßgeblich durch das semantische, multidimensionale 
Datenmodell bestimmt. Als Darstellungsform werden die Konstruktionselemente der 
Objektypenmethoden verwendet. 
 
Unter Business Intelligence wird eine Vielzahl datentechnischer Anwendungen und 
Technologien zusammengefasst, die ein Bankhaus oder ein Unternehmen konkurrenzfähig 
machen können. 
 
DW-Systeme avancieren dadurch zur zentralen Informationsdrehscheibe innerhalb einer 
unternehmensweiten Business Intelligence-Infrastruktur, die sich auf die Systeme für 
Enterprise Resource Planing (ERP) und Supply Chain Management (SCM) erstreckt. 
 
Im folgenden Kapitel werde ich die hier vorgestellten Prozesse, Modellierungen und 
Methoden durch das Metadatenmanagement näher erläutern. 
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Abbildung 5.20: Vorgehensmodell für die Modellierung von OLAP-
Anwendungen mit der Objekttypmethode (Vgl.[Inan, (1997)]) 
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Kapitel 6 
 
Metadatenmanagement in Data Warehouse-Systemen 
 
„Metadata in a data warehouse contains the 
answers to questions about the data in the data 
warehouse“  
(P. Ponniah, 2002) 
  
Den wirtschaftlichen Kennzahlen der Unternehmen, die ich bei den Kreditinstituten meines 
Heimatlandes Togo bekommen hatte, fehlen weitgehend Aufklärungsinformationen und -
kataloge oder Legenden. Metadaten können einerseits solche Bedeutungen erläutern und 
stellen andererseits die semantischen, administrativen oder technischen Beziehungen 
zwischen den vielen Teil-Datenbeständen einer Data Warehouse-Umgebung dar.  
 
Das Kapitel bezieht sich auf [Jarke et al., (1995)], [Wieken, (1996)],  [Jarke et al., (1999)], 
[Staudt/Vaduva /Vetterli, (1999)],  [Jarke et al., (2000a)],  [Jarke et al. (2001)], [Calvanese et 
al. (2001)], [Bauer/Güntzel, (2001)] und [Ortner, (2000)], [Kaufmann & Wittwer, (2003)], 
[Bauer & Günzel, (2005)]. 
 
6.1 Begrifflichkeiten und Aufgaben 
 
Nach [Wieken, (1996)] soll ein DW mit den sich schnell weiterentwickelnden Technologien 
mitwachsen, so dass keine starre Kodierung von Regeln, Prozessen und Strukturen erfolgt, 
sondern die einzelnen Komponenten müssen so flexibel miteinander verbunden werden, dass 
neue Komponenten integriert oder Veränderungen durchgeführt werden können, ohne die 
Integrität des Gesamtsystems zu beschädigen. Bei einer Änderung von Strukturen der 
Datenquellen, in den operativen Systemen beispielsweise, stellen sich eine Reihe von Fragen, 
wie etwa: 
 
• Welche Transformationsprozesse müssen angepasst werden? 
 
• Welche Strukturen im DW müssen geändert werden? 
 
• Welche Dimensionen müssen um neue Attribute ergänzt werden? 
 
• Welche Berichte werden nicht mehr mit Daten versorgt?  
 
• etc. 
 
Ein Repository ist eine Meta-Datenbank, die von einer eigenen Verwaltungskomponente, dem 
Repository-Manager verwaltet wird. Sie beinhaltet jene Art von Information, die für den 
Entwurf, die Konstruktion und die Benutzung eines Informationssystems benötigt wird 
[Bauer/Güntzel, (2001)]. Das Repository wird eingesetzt: 
 
• zur integrierten Beschreibung von Daten, Prozessen und Werkzeugen, 
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• zur Datenflussanalyse im DW, 
 
• zur Auswirkungsanalyse (impact analysis) bei Veränderung im DW, 
 
• zur systemtechnischen Integration von anderen Werkzeugen, 
 
• zum Konfigurations- und Versionsmanagement im DW, 
 
• als Katalogisierungswerkzeug zur Klassifikation, Speicherung und Verwaltung von 
Metadaten. 
 
Die von den Objektdaten zu unterscheidenden „Daten über Daten und Prozesse“ werden 
dabei Metadaten genannt. Sie stellen eine Abstraktion betrieblicher Daten dar [Mucksch, 
(1997)]. Das Ziel dieses Kapitels ist die Beantwortung der folgenden Fragen: 
 
• Wie hat sich das Wissensgebiet „Metadatenverarbeitung“ in den vergangenen Jahren 
entwickelt? 
 
• Wie lassen sich die Metadaten im Kontext eines DW klassifizieren? 
 
• Welche Anforderungen werden in die Metadatenverarbeitung in einem DW gestellt? 
 
• Wie lässt sich eine Metadaten-Architektur prinzipiell konstruieren? 
 
• Wie kann man ein Repository zur benutzergerechten Erklärung fachlicher Metadaten in 
einem DW einsetzen? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Abbildung 6.1: Metadaten als Nervenzentrum 
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Im DW übernehmen die Metadaten eine Schlüsselposition und ermöglichen die 
Kommunikation zwischen verschiedenen Prozessen. Sie sind ein Nervenzentrum des DW.  
Abbildung 6.1 zeigt die Lokation von Metadaten innerhalb des DW. 
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In Abbildung 6.2 werden die acht verschiedene Prozesse des Data Warehousings in der 
Reihenfolge gezeigt, in der sie gewöhnlicherweise geschehen. Jedem Prozess entspricht ein 
assoziiertes Metadata. 
6.2 Vom Data Dictionary zum Unternehmens-Repository 
 
Metadaten ermöglichen und unterstützen im 4-Bereich bereits seit 20 Jahren die Entwicklung 
von betrieblichen Anwendungssystemen (Abbildung 6.3). 
 
Mit Hilfe von Directories können Dateien lokalisiert, Übersichten über bestehende Dateien 
und ihre Einordnung in die Directory-Hierarchie gegeben und Benutzerrechte für die 
verschiedenen Dateien vergeben werden. Es handelt sich also um ein rechnergestütztes 
Werkzeug der Dateiverwaltung unter Verwendung von Metadaten. 
 
Data Directories entstanden schon Anfang der 70er Jahre aus der betrieblichen 
Notwendigkeit heraus, die mit der Datenbanktechnik möglich gewordene technische 
Integration von Daten auch begrifflich zu vollziehen und die immer komplexer gewordene 
Verwendung der Daten transparenter zu machen [Stülpnagel, (1991)]. Es ergab sich die 
Notwendigkeit, ein hinreichend genaues Wissen über Format, Inhalt, Verwendung und 
Speicherungsform der Daten zu besitzen, um eine weitestgehend redundanzfreie und 
konsistente Datenhaltung zu gewährleisten. 
 
Das Repository ist umfangreicher als ein Data Dictionary und enthält Informationen über 
Dienste und Werkzeuge für die Software-Entwicklung (CASE), sowie eine speziell dafür 
entwickelte Dokumentationskomponente [Meder, (1992)]. Während das Data Dictionary 
hauptsächlich von Datenbankadministratoren eingesetzt wird, handelt es sich bei dem 
Repository um ein Werkzeug für den gesamten Anwendungsbereich der 
Anwendungssystementwicklung und deren Organisation sowohl aus fachlicher als auch aus 
EDV-technischer Sicht gefordert wird [Eicker, (1991)]. Die Anforderungen führen über ein 
Entwicklungs-Repository hinaus zu einem ganzheitlichen Unternehmens-Repository für das 
Management aller Facetten - auch der Nutzer - der Unternehmensressource „Information“. 
 
Mit dem zunehmenden Aufbau von DW- und Internet-Anwendungen [Klapsing, (1999)], 
gewinnen Metadaten wieder zusehends an Bedeutung [Wu/Buchmann, (1997)]. Berner Lee, 
„Erfinder“ des World Wide Web, ist sogar der Auffassung, dass Metainformation und 
Metainformationsverarbeitung, im Kontext von globaler Informationsverarbeitung, „den 
Begin einer neuen Ära der Aufklärung“ bedeutet [Tappscott, (1998)]. 
 
6.3 Klassifikation von Metadaten in Data Warehouse-Systemen 
 
Metadaten in DW-Systemen werden in der Literatur aus unterschiedlichen Blickwinkeln 
betrachtet und klassifiziert, wobei zwischen den Sichtweisen,  wie erwartet, Interdependenzen 
bestehen. In diesem Abschnitt zeige ich verschiedene Klassifikationsansätze, um darauf 
aufbauend zu einem Vorschlag für eine Metadaten-Architektur zu gelangen. 
 
Will man die für eine DW-Umgebung benötigten Metadaten ermitteln und strukturieren, so 
spielt dabei die Architektur der Umgebung selbst eine zentrale Rolle. Daraus ergeben sich 
eine Reihe von Gliederungsmöglichkeiten für die Struktur der Metadaten, die je nach 
Blickwinkel des Betrachters eine unterschiedliche Gewichtung erfahren. In diesem Abschnitt 
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werden als Grundlage die Gliederungsansätze diskutiert, die alle in das entwickelte und später 
vorgestellte Metamodell eingeflossen sind. Im Einzelnen sind dies: 
 
• Gliederung nach Verwendung 
 
• Gliederung nach Herkunft 
• Gliederung nach Funktionen 
 
• Gliederung nach Gestaltungsprozessen  
 
• Gliederung nach Perspektiven 
 
• Gliederung nach ANSI/SPARC 
 
6.3.1 Gliederung nach Verwendung 
 
Nach [Wieken, (1996)]. ergibt sich eine zwar einfache, aber wichtige Gliederung der 
Metadaten nach der Art ihrer Verwendung (Pragmatik) im DW.  Metadaten dienen 
Administratoren und Benutzern gleichermaßen als Informationen über die gespeicherten 
Daten und ihre Bedeutung als betriebliche Informationsobjekte. Man unterscheidet 
hinsichtlich ihrer Verwendung grob zwischen „technischen Metadaten“ und „fachlichen 
Metadaten“. Beide Arten von Metadaten sind wesentlich für den Aufbau, den Betrieb und die 
Nutzung eines DW [Wieken, (1996)]. 
 
6.3.1.1    Fachliche Metadaten 
 
Fachliche Metadaten  unterstützen den Endbenutzer im Auffinden, Verstehen und Zugriff auf 
Informationen im DW oder andere Informationsquellen. Sie beinhalten z.B. Rechenregeln zur 
Erzeugung von Kennzahlen ebenso, wie Datum und Uhrzeit der Erstellung eines Reports. Als 
Metadaten werden sie aufgrund ihrer Verwaltung auf der Basis eines Metaschemas 
(Metasprache) bezeichnet. Terminologisch gehören sie den „Objektsprachen“ oder den 
Benutzerfachsprachen an, man könnte sie daher auch „Erklärungsdaten“ nennen.  
 
Folgende Beispiele verdeutlichen die Bedeutung von Metadaten für Endbenutzer: 
 
„12345  6787012  3321“ 
Die Deutung dieser gespeicherten Ziffern ist ohne Metadaten geradezu unmöglich. Es könnte 
sich bei den Ziffernfolgen etwa um Umsatzzahlen, Kundennummern oder aber den Pro-Kopf-
Verbrauch an Trinkwasser in einer Periode handeln. 
 
„Eine Untersuchung der XY-Gruppe von 12 / 6 / 97 hat festgestellt, dass der Markt für 
kalifornische Rotweine in Europa im vergangenen Jahr um 10% gewachsen ist.“ 
 
Dieses Ergebnis scheint auf den ersten Blick eine eindeutige Interpretation zuzulassen. Nicht 
eindeutig und somit unklar ist jedoch die Angabe des Datums „12.6.97“, ist damit der 12. Juni 
1997 in britischer Schreibweise oder der 6. Dezember 1997 in amerikanischer Schreibweise 
gemeint? 
 
Obwohl die den Auswertungen zugrundeliegende Datenbasis vorhanden und verfügbar ist, 
sind unvollständige „Metadaten“ (Erläuterungsdaten) häufig Ursache für solche 
Fehlinterpretationen. Zudem werden in den Bereichen oftmals unterschiedliche, nicht 
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abgestimmte Auswertungsverfahren eingesetzt, die trotz korrekter und identischer Daten zu 
differenzierenden Ergebnissen kommen. Besonders aus Sicht von Endbenutzern sind 
„Metadaten“ - falls vorhanden – unvollständig, veraltet, beschreiben unzureichend die 
Quelldaten, sind schwer auffindbar und kaum verständlich [Bracket, (1996)]. 
 
Die fachlichen Metadaten (Erklärungsdaten) gewinnen so den Charakter einer Architektur-
Komponente, die als Mittler zwischen der Anwendung und ihren Daten fungiert. Den 
Anwendungen ist die direkte Sicht auf die Daten verwehrt, ein Zugriff ist nur über die 
Metadaten  möglich. Die auf das DW zugreifenden Daten bleiben stabil gegenüber 
Änderungen der Datenbasis [Jarke et al., (1999)]. 
 
6.3.1.2    Technische Metadaten 
 
Technische (oder administrative speicherungsrelevante) Metadaten liefern die technische 
Beschreibung von Architektur- und Strukturkomponenten sowie von Daten und Prozessen 
[Wu / Buchmann, (1997)]. Ziel ist das Management von Veränderungen und Erweiterungen 
einer bestehenden Systemumgebung mit Funktionen wie Auswirkungsanalyse, Generierung, 
Versionierung und Archivierung [Wieken, (1996)]. Technische Metadaten beinhalten 
sämtliche Informationen über 
 
• den Aufbau des DW und der Data Marts. Dies beinhaltet Information über Tabellen- und 
Datensatzstrukturen ebenso wie Attribut- und Tabelleneinschränkungen. 
 
• den Datenfluss vom Quellsystem bis zu den Zielstrukturen (InfoCube) und beschreibt 
Regeln zur Extraktion, Selektion und Transformation der operativen Daten. Sie werden 
erzeugt von Datenbankmanagementsystemen (z. B. DB-Statistiken), von Warehouse- und 
Transformationstools (z.B. Beschreibung von Transformationen), von der DW-
Administration (z. B. Schedules, usw. 
 
• administrative, zeitabhängige Vorgänge der Art: „was wurde wann durch wen verändert“. 
Diese Daten werden durch das System-Monitoring zur Verfügung gestellt. 
 
Technische Daten lassen sich aus den Dictionaries (Katalogen) der zugrundeliegenden 
Datenbankmanagementsysteme extrahieren, sowie aus den Beschreibungen strukturierter 
Dateien (Dateisysteme), aus Extraktionstools oder aus den Schemata von CASE-Tools. Diese 
Gliederung berücksichtigt die Bedürfnisse der Administratoren und Endanwender 
gleichermaßen. Die klare Trennung der Architekturkomponenten im DW gehen dabei 
allerdings verloren. 
 
6.3.2 Gliederung nach Herkunft 
 
Nach Poe (1996) lassen sich Metadaten im DW als ein weiterer einfacher 
Klassifizierungsansatz in operationale (und externe) Metadaten und in dispositive Metadaten 
unterteilen. Diese Gliederung ist sehr grob und primär an den technischen Strukturen der 
Systeme orientiert. Operationale Metadaten umfassen Informationen über die operationalen 
Systeme (z.B. Namen der Originaldatenquellen), die Datenstrukturen (Feldbezeichnungen) 
und Datenorganisations-formen, Informationen über den Transformationsprozess sowie die 
Datenquelle nach erfolgter Datentransformation. Sie ergeben sich aus der eingesetzten 
Technologie (selbstentwickelte Hostsysteme, Client-Server-Systeme, betriebswirtschaftliche 
Standardsoftware, individuelle DV, Datenbanksysteme, CASE-Systeme, Codegeneratoren, 
usw.) in diesem Umfeld. Sie sind beispielsweise im Datenbankkatalog in Form von 
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Beschreibungen der Tabellenstrukturen, Spaltenformate, Fremdschlüsseln, Trigger, 
Zugriffsrechten, etc. enthalten. Häufig sind hier bereits wesentliche Elemente vorhanden, die 
über Analysewerkzeuge und Parser ermittelt werden oder über Schnittstellen aus CASE-
Systemen abgeleitet werden können.  
 
Demgegenüber verbinden dispositive Metadaten die physischen Daten des DW mit dem 
konzeptionellen Geschäftsprozessmodell und den Front-End-Tools der Endbenutzer. Hierzu 
werden Angaben über die Speicherorte und -strukturen im DW benötigt, um aus den dort 
verfügbaren Daten sinnvolle Informationen über die Geschäftsprozesse ableiten zu können. 
Darüber hinaus sind die Objekte des Business-Modells und deren Beziehungen, sowie 
Dimensionshierarchien für diverse Anwendungen zu verwalten. 
 
6.3.3 Gliederung nach Funktionen  
 
Für eine detaillierte Sichtweise stellen [Moriarty & Greenwood, (1996)] die funktionalen 
Gegebenheiten des DW in den Vordergrund. Die Transformation von Daten aus operativen 
Systemen und externen Quellen in für den Anwender direkt nutzbare Informationen ist in 
DW-Umgebungen ein mehrstufiger Prozess. In diesem Zusammenhang bilden die 
Metadatenverwaltungsfunktionen das Fundament für vier Hauptfunktionsbereiche eines DW 
[Mucksch, (1997)]. 
 
Man beginnt (1.) mit der Datenextraktion aus den operativen Systemen, indem vollständige 
Abzüge (Sichten) erstellt (Full-Update) oder nur die geänderten Sätze (Delta-Update) 
ermittelt werden. Danach erfolgt (2.) der Transformationsprozess in die DW-Strukturen. 
Dieser umfasst verschiedene Qualitätsmaßnahmen und Plausibilitätsprüfungen 
(Datenbereinigung), den Transport sowie das Laden der Daten in die DW-Datenbank 
[Kirchner, 1996]. Nun fallen (3.) Fragestellungen zur Integration der diversen Sichten von 
DW-Daten an. Dazu zählen die Wahl des Datenbankmanagementsystems (relational, 
multidimensional, objektorientiert), die Frage der verteilten Datenhaltung, einschließlich der 
Replizierverfahren, sowie alle Fragestellungen im Zusammenhang mit der Datenarchivierung 
[Kirchner, (1996)]. Die Daten können über die Datenspeicherungsfunktionen entweder direkt 
in die Datenhaltung des Data Marts eingefügt oder zunächst in eine DW-Datenbasis 
gespeichert werden. Diese dient dann als Datenquelle für die Data Marts, um die dezentralen 
„Filialen“ des DW mit konsistenten und qualitätsgesicherten Informationen zu versorgen. Bei 
(4.) Abfrage- und Anwendungsfunktion steht die Betrachtung des Einsatzes von OLAP-Tools, 
Data Mining-Techniken, Simulationstechniken und von Web-Browsern im Vordergrund für 
die Anwendungen der diversen Endbenutzergruppen.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 6.4: Gestaltungsprozess im Data-Warehousing  
(Vgl. [Holthuis, (1997a)]) 
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[Moriarty und al. (1996)] beschränken sich auf die Betrachtung technischer Metadaten. Der 
konzeptionelle Entwurf bleibt ebenso unberücksichtigt, wie die Forderung nach fachlicher 
Transparenz der zur Verfügung gestellten Informationen.  
 
 
6.3.4 Gliederung nach Gestaltungsprozessen 
 
Die Architektur eines DW lässt sich anhand der vier Gestaltungsprozesse „Entwurf“, 
„Aufbau“, „Nutzung“ sowie „Betrieb und Administration“ beschreiben. Die in jeder 
Prozessphase anfallende Meta-Information wird zentral im Repository des DW gespeichert 
und umfasst vollständig sämtliche Prozess-Schritte des Gesamtprozesses Data  
Warehousing. (Abbildung 6.4).  
 
Das Ergebnis des Gestaltungsprozesses „Entwurf“ ist das konzeptionelle, multidimensionale 
Datenmodell, aus dem Datenspeicherstrukturen der Prozessphase „Aufbau“ gebildet werden. 
Ergänzt wird diese Phase durch die Modellierung der Extraktions-, Transformations- und 
Ladevorgänge der Daten aus den operativen und externen Datenquellen. Bei der Nutzung des 
DW kommen Werkzeuge aus dem Bereich Business Intelligence zum Einsatz. Diese 
Werkzeuge werden mit Meta-Informationen aus dem zentralen DW-Repository versorgt. 
Schließlich wird der Betrieb und die Administration über Auswertungen der Metadaten 
gesteuert, die es erlauben, Aussagen über den systemtechnischen und administrativen Zustand 
des DW zu treffen, und die Weiterentwicklung des Systems kontrolliert und zielorientiert 
durchführen zu können.  
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6.3.5  Gliederung nach Perspektiven 
 
Dieser Gliederungsansatz stammt aus dem Bereich der Qualitätsanalyse im Data 
Warehousing. Das Ziel der internationalen Forschungsgruppe ist es, ein Qualitätsmanagement 
für Entitäten (Objekte) eines DW einzuführen. Die Beantwortung der Frage, welche Entitäten 
überhaupt dem Qualitätsmanagement unterliegen sollen, führt zur Feststellung, dass die reine 
Betrachtung der Systemarchitektur weit entfernt ist von der „Sprache“, in der 
Entscheidungsträger ihre Anforderungen formulieren.  
 
Diese interessieren sich eher für Aussagen über die Gegenstände der Unternehmung als eine 
technische Komponente eines Systems, das letztlich nur Daten zwischen Datenspeichern 
transportiert. 
 
Die physische Sicht vernachlässigt Struktur (logische Sicht) und Bedeutung (konzeptionelle 
Sicht) der Komponenten. Ziel nach [Jarke et al. (1999)] muss es also sein, diese drei 
Perspektiven eines DW in Beziehung zu setzen und darauf ein Qualitätsmodell abzuleiten. 
Quix (2000a) hat in seiner Dissertation ausführliche Informationen über die Perspektiven 
gegeben. 
 
6.3.5.1     Konzeptuelle Perspektive 
 
Die konzeptionelle Perspektive beschreibt die Entitäten, die im DW behandelt werden, 
unabhängig von der logischen Repräsentation und ihrem physischen Speicherort. 
Unterschieden wird zwischen Entitäten auf der operativen Ebene, der Unternehmensebene 
und der Anwenderebene. Auf der operativen Ebene finden sich die konzeptuellen Modelle der 
Datenquellen, (Entity-Relationship-Diagramme), auf der Unternehmensebene die 
Unternehmensmodelle.  
 
6.3.5.2    Logische Perspektive 
 
Die logische Perspektive enthält Datenstrukturen für die Repräsentation der Entitäten. Dies 
sind die Datenstrukturen der Datenquellen, des DW und der Anwenderprogramme. Diese 
Datenstrukturen können aus dem entsprechenden konzeptionellen Schema abgeleitet 
(Forward Engineering) oder das konzeptionelle Modell kann aus den logischen Schemata 
gewonnen werden (Reverse Engineering). 
 
6.3.5.3     Physische Perspektive 
 
Die physische Perspektive schließlich repräsentiert die Orte der Datenspeicherung 
(Bezeichner der Datenbank, Dateiname in einem Dateisystem eines Rechners, etc) und der 
Prozesse (Prozessidentifikation von Laderoutinen, etc.). 
 
Das Problem in diesem Ansatz liegt darin, dass auf der konzeptionellen Ebene semantische 
Modelle der Datenquellen als ein Unternehmensdatenmodell bzw. Teilmodelle vorausgesetzt 
werden, aus dem die Anwendermodelle abgeleitet werden sollen. Über Schwierigkeiten, die 
beim Erstellen solcher komplexer Modelle zu überwinden sind, wird berichtet. Dies hat in der 
Informatik dazu geführt, dass der Bereich  der Unternehmensdatenmodellierung inzwischen 
neue Impulse aus dem Gebiet der terminologiebasierten Komponentenorientierung [Ortner, 
(2000)] bekommen hat. Außerdem werden aus der konzeptionellen Perspektive die Inhalte der 
drei Modelle (Source, Unternehmen, Anwender) nur ansatzweise beschrieben.  
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  Entwurf Aufbau Nutzung Betrieb 
Entwicklung Integration  X X X 
 Schnittstellen  X X X 
 Generierung von Schemata X X X  
 Unterstützung von Methoden X   X 
 Integrität der gespeicherten Daten X X  X 
 Versions- und Statusverwaltung X X X X 
 Werkzeugtransparenz X   X 
Dokumentation Unterstützung aller Benutzertypen    X 
 Projektdokumentation X   X 
 Einhaltung von Richtlinien X X  X 
 Unterstützung von Namenskonventionen X X   
 Navigation in den Metadaten   X X 
 Objektdokumentation X X X X 
 Benutzerfreundlichkeit    X 
  Tabelle 6.1: Anforderungen an ein DW-Repository 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 6.6: Metadaten-Repository (Vgl. [Tappscott, (1998)]) 
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kurzgefasste Datenmengen, Warehouse-Tabellen und Spalten, in 
Geschäftsterminologie, Anfrage- und Berichtswerkzeuge, predefinierte 
Anfragen, preformatierte Berichte,  Datenladen und Datenstärkungsschedule, 
Unterstützungskontakt,  OLAP-Daten, Zugriffserlaubnisse. 
Technical Metadata 
Quellsystemdatenmodelle, Strukturen der externen Datenquelle,  Gerüstraumdateien-
layout, Ziel-Warehouse-Datenmodelle, Quellgerüstraum-Abbildungen, Gerüstraum-
Warehouse-Abbildungen, Datenextraktionsregeln, Datentransformationsregeln, 
Datenbereinigungsregeln, Datenaggregationsregeln, Datenladen und –
konsolidierungsregeln, Quellsystemplattformen, DW-Plattform, Säuberungs- und 
Archivierungsregeln, Backup/Recovery, Sicherheit 
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6.3.6 Anforderung an ein Data Warehouse-Repository 
 
Nach [Stülpnagel (1991)] werden Metadaten auf drei unterschiedliche Weisen genutzt: 
 
• Passiv, d.h. aus einer konsistenten Dokumentation der Strukturen, der Ergebnisse der 
Entwicklungsprozesse und der Nutzungsweisen des DW werden über Generatoren die 
Komponenten des DW erzeugt. Die Vollständigkeit und Aktualität der Metadaten muss 
über eine organisatorische und technische Einbindung unbedingt sichergestellt sein. 
 
• Aktiv, d.h. die Komponenten des DW bzw. andere Werkzeuge oder Verwaltungssysteme 
werden mit Metadaten versorgt (z.B. Übertragungsregeln), die zur Laufzeit interpretiert 
und ausgeführt werden. 
 
• Semi-aktiv, d.h. die Komponenten des DW werden als Steuerungs- und Parametrisierungs-
daten (z.B. Strukturdefinitionen oder Konfigurationsparameter der Datenbank) aus den 
Metadaten zum Ausführungszeitpunkt durch die Software gelesen. Im Gegensatz zur 
aktiven Nutzung werden die Metadaten lediglich gelesen, aber nicht geladen und 
ausgeführt. 
 
Sinn und Zweck sind nach [Staudt/Vaduva/Vetterli, (1999)] für die Erzeugung und das 
Management von Metadaten letztendlich: 
 
• die Minimierung der Kosten für Entwicklung und Administration eines DW sowie 
 
• die Dokumentation der Entwicklungsergebnisse und die Extraktion dieser Information. 
 
Tabelle 6.1 gibt einen Überblick über die Anforderungen an ein DW-Repository hinsichtlich 
der Zielsetzungen „Entwicklung“ und „Dokumentation“. Daran schließt sich die 
Beschreibung eines Metadaten-Repository an. 
 
Das Metadaten-Repository kann man als in genau zwei verschiedene 
Informationsverzeichnisse unterteilt betrachten. Eines (Verzeichnis) wird benutzt, um 
Geschäftsmetadaten (Business Metadata) zu speichern und das andere für die Speicherung 
von technischen Metadaten. Diese Teilung kann innerhalb eines einzelnen physischen 
Repository  auch logisch sein. Die Endbenutzer brauchen die Business-Metadaten, und die DW-Entwickler 
und -Administratoren brauchen die technischen  Metadaten. 
 
Abbildung 6.6 zeigt die typischen Inhalte eines Metadaten-Repository. Die Teilung zwischen 
Business-Metadaten und technischen Metadaten ist eindeutig. Der Informationsnavigator wird 
zu unterschiedlichen Zielen in kommerziellen Versteigerungen implementiert.  Die 
Funktionen des Informationsnavigators enthalten folgendes: 
 
• Schnittstelle aus Anfrage-Werkzeugen:  Diese Funktion verbindet DW-Daten zu 
Drittteilanfrage-Werkzeugen, so dass Metadatendefinitionen innerhalb der technischen 
Metadaten aus diesen Werkzeugen visualisiert werden können.  
 
• Drill-down für Detaillierung (Granularität): Der Benutzer der Metadaten kann durch 
Drill-down von einem Niveau der Metadaten zu einem niedrigeren Niveau mehr 
Informationen bekommen. Zum Beispiel kann man die Definition einer Datentabelle 
bekommen und dann in die nächste Stufe gehen, um alle Attribute zu sehen und noch 
weiter um Einzelheiten der individuellen Attribute zu bekommen   
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• Rückblick der vordefinierten Anfragen und Berichte: Der Benutzer ist in der Lage auf 
vordefinierte Anfragen und Berichte zurückzugreifen, und stattet die ausgeewählten 
Anfragen und Berichte mit passenden Parametern aus. 
 
Ein zentralisiertes Metadaten-Repository, das aus allen Teilen des DW für die Endbenutzer, 
die Entwickler und die Administratoren zugreifbar ist, scheint eine ideale Lösung für das 
Metadatenmanagement zu sein.  
 
6.3.7 Integration von Metadaten zum Software-Engineering-Aspekt 
 
Viele Unternehmen sind bei der Bereitstellung integrierter Metadaten gescheitert. Gründe 
hierfür liegen darin, dass die Wichtigkeit und Komplexität von Metadaten lange Zeit 
unterschätzt wurde. Der Nutzen von Metadaten wurde erst dann erkannt, als die 
transaktionsorientierten Systeme eingeführt und aufwendig betrieben wurden. Eine 
nachträgliche Einführung eines Repository-Systems gestaltet sich als schwierig und 
aufwendig. Durch eine nahtlose Integration von Metadaten im DW bietet sich nun erneut die 
Gelegenheit, das enorme Potential der Metadatenintegration zu erschließen. Im Vordergrund 
steht dabei nicht primär das Ziel, heterogene Systeme zu vereinheitlichen, sondern diese in 
ihrer Heterogenität administrierbar zu machen.  
 
Nach [Ortner, (1999)] lassen sich fünf Integrationsdimensionen unterscheiden: 
 
• Lebenszyklusbezogene Integration: Hier steht der Lebenszyklus der Informationssysteme 
in seinem zeitlichen Verlauf im Mittelpunkt des Interesses. Begriffe wie „Release“, 
„Version“, „Status“ kennzeichnen und sichern, auf der Grundlage eines Metaschemas, die 
Konsistenz und Nachvollziehbarkeit der sich stets ändernden Informationssysteme, ihrer 
Komponenten und ihrer Dokumentation.  
 
• Inhaltsbezogene Integration: Durch eine einheitliche Beschreibung ein konzeptionelles 
Metaschema kann die Integration der einzelnen Dokumentationsobjekte sichergestellt 
werden.  
 
• Informationssystembezogene Integration: Hier kommen Informationssysteme als 
„Verbraucher“ von Metadaten in Betracht. Von einem Repository aus wird dabei die 
Metadatenverwaltung in Archiven, Programmbibliotheken, Katalogen, Werkzeugen, 
Basissystemen oder Anwendungen koordiniert.   
 
• Sprachenbezogene Integration: Mit dem Repository wird der Einsatz von Sprachen 
(Entwicklungssprachen, Programmiersprachen, Darlegungssprachen, 
Benutzerfachsprachen) im Systemlebenszyklus administriert. Zu den Darlegungssprachen 
zählen XML (Extensible Markup Language) oder IDL (Interface Definition Language 
 
• Komponentenintegration: In jeder Komponente der DW-Architektur fallen 
unterschiedliche Metadaten an. Um eine vertikale Integration über diese Komponenten zu 
ermöglichen, müssen alle Arten von Metadaten erfassbar sein, um bei Änderungen 
innerhalb einer Komponente Mechanismen zur Verfügung zu haben, die auf 
Auswirkungen in anderen Komponenten hinweisen. Im Idealfall könnte diese, ein 
Mechanismus sein, der automatisch z.B. einen Extraktionsprozess anpasst, wenn eine 
fachliche Definition geändert wird  
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Abbildung 6.8: Fachlicher Entwurf des Metaschemas einer Datenbankanwendung 
 
 OBJEKTTYP (OBJ. BEZ.  ANZ_ATTRIBUTE ERSTELLER) 
  „KUNDE“  3.   Martin 
  „Kreditantrag“  10   Lomé 
 
 
 ATTRIBUT (ATT.-BEZ.  DATENELEMENT, ERSTELLER, ) 
  „KUNDENNUMMER“, „KUN_NR“  Martin,...) 
  „KUNDENNAME“ „KUN_NAME“ Moli,... 
 
 
 ATTRIBUT- (ATT_BEZ,  OBJ_BEZ.  ERSTELLER,...) 
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  „KUNDENNAME“ „KUNDE“  „ 
  „KREDITANTRAGS- „ANTRAG“  „ 
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Korrespond.
Aussagen 
 C1) „Kunde“ ist ein Objekttyp. 
C2) „Kundenummer“ ist ein Attribut des Objekttyps „Kunde“ 
C3) „Ku-Nr“ bezeichnet das Datenelement des Attributs  
   „Kundennummer des Objekttyps „Kunde“ 
Abbildung 6.7: zeigt die Umsetzung der allgemeinen Aussagen in die 
graphische Notation der Objekttypen-Methode. 
 D1) Ein Objekttyp besitzt ein oder mehrere Attribute. 
D2) Ein Attribut kann von keinem, einem oder mehreren Objekt- 
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Im Vergleich zur Objektebene des Anwendungsbereichs wird nun das Fachgebiet gewechselt. 
Die Terminologie repräsentiert die Sprache der eingesetzten Entwurfsmethode, in unserem 
Fall eine Entity-Relationship-Methode. Mit singulären Aussagen werden wiederum die 
Ausprägungen (der Inhalt) des Metaschemas beschrieben. Die zu betrachtenden Objekte aus 
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Abbildung 6.9: Metaschema zur Dokumentation eines konzeptuellen Datenschemas  
eines Data Warehouse-Systems (Erläuterungskomponente) 
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Sicht des Repository sind die Objekte (Begriffe) des fachlichen Schemas. Auch in diesem 
Beispiel sind die Begriffe unterstrichen.  
 
 
6.4 Zusammenfassung 
 
Die konventionelle Architektur eines DW-Systems ist heute auch weitestgehend in Forschung 
und Wirtschaft vertreten: Ein DW-System besteht aus verschiedenen Datenbanken (das DW 
selbst als auch die Datenquellen) und Programmen, die die Daten zwischen den Datenbanken 
transformieren und transportieren. Außerdem werden die Metadaten der beteiligten 
Komponenten in einem Metadatenbanksystem abgelegt.   
 
Der Inhalt des Metadatenbanksystems bestimmt zu einem großen Maß, wie das DW-System 
genutzt werden kann. Die Metadatenbank enthält nicht nur Informationen darüber, wie die 
einzelnen Komponenten des DW-Systems zusammenhängen, sondern auch, wie die Daten im 
DW zu interpretieren sind. Metadaten sind auch für eine effiziente Datenintegration und eine 
Beurteilung der Datenintegrität notwendig.  
 
Ein weiteres Problem ist die Darstellung von Qualitätsinformationen. Die Datenquellen 
können eine sehr unterschiedliche Datenqualität haben, und es ist wichtig für den jeweiligen 
Anwendungsbereich die richtige Datenquelle auszuwählen. Qualitätsinformationen aber 
werden in den Metadatenstandards kaum betrachtet, und wenn dann auch nur informell 
dargestellt, so dass mit diesen Informationen eine Qualitätsbeurteilung nicht möglich ist.  
 
Für die Datenintegration sind beide angesprochenen Bereiche, eine konzeptuelle Darstellung 
der verfügbaren Daten und Qualitätsinformationen notwendig, um eine Datenintegration zu 
ermöglichen, die sich an den Benutzeranforderungen orientiert. Qualitätsinformationen 
werden bisher aber nur in wenigen Datenintegrationsverfahren verwendet [Naumann, (2002)]. 
 
Tatsächlich ist eine endbenutzerorientierte Unterstützung des Data Warehousing mittels 
Metadatenmanagement notwendig. Effizienz und Effektivität von Datenanalysen durch 
Endbenutzer hängen in hohem Mass von der Qualität der Endbenutzerschnittstelle für den 
Datenzugriff ab. Ein zentrales Metadaten-Repository gibt dem Endbenutzer einen Überblick 
über den Inhalt des DW und liefert Informationen über Qualität, Nutzungsstatistik, und 
Strukturierung des Inhalts.  
 
Für das Verständnis der Daten im DW ist es wichtig, dass sämtliche Benutzer die Bedeutung 
der verwendeten Begriffe kennen und diese nachlesen können. Verwendet werden die 
Begriffe sowohl in einem sog. Warehouse Information Katalog als auch in den Analysen und 
Auswertungen, die mit Business Intelligence(BI)-Tools erstellt werden.  
 
Metadaten der DW-Datenbasis dienen primär zur Unterstützung der Endbenutzer beim 
Auffinden und Interpretieren relevanter Daten. Diese Metadaten werden vor allem bei der 
Nutzung von BI benötigt. Aus Vielzahl von DW-Komponenten sowie unstrukturierten 
Dokumenten. 
 
Für die Ladeinformationen werden die Metadaten zusammengefasst, die beim Laden der 
Daten in das DW anfallen. In den BI-Tools werden diese Metadaten benötigt, um Auskunft 
über den aktuellen DW-Status zu erhalten. Metadaten-Elemente wie Datenqualitäts- und 
Datenumfangsinfos, Log-Files, sowie Lade-Parameter müssen geliefert werden. 
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Transformationsmetadaten dienen zur Bestimmung der Datenherkunft fachlicher Ebene, zur 
Auswirkungsanalyse bei Änderungen auf technischer Ebene. Genutz werden sie in ETL-
Tools, Data Marts und BI-Tools. 
 
Das Konzept des Metadatenmanagements wird im folgenden Kapitel durch das Konzept der 
Datenqualität  und Datenintegration, die äußerst wichtig in DW-Systemen sind, geordnet und 
erweitert. 
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Kapitel    7 
 
Datenqualitätsmanagement für Data Warehouse-Systeme 
 
„Der Stolperstein des Data Warehouse-Systems 
ist die Datenanforderung und die Datenqualität.“ 
(Gotheim/Wohlenberg, 1999) 
 
Bei der Bearbeitung des praktischen Teiles dieser Arbeit war ich direkt mit Datenqualitäts-
problemen konfrontiert. Die wirtschaftlichen Kennzahlen, die ich im Jahr 2002 von drei 
Kreditinstituten meines Heimatlandes Togo bekommen hatte, waren kaum zu verstehen bzw. 
zu gebrauchen. Es wurden nur die Zahlen weiter gegeben, ohne Aufklärungsinformationen 
und Legenden. Ich war gezwungen, wochenlang mit Vergleichsstudien zu versuchen, diese 
Zahlen zu verstehen. Die meisten Kalenderdaten sind in US-amerikanischer 
Datumsschreibweise oder in britischer Schreibweise angegeben. Ich musste sie unterscheiden 
und in der europäischen Datumsschreibweise vereinheitlichen. Zum Beispiel: 
 
101299: dies kann eine britische (10 Dezember 1999) oder eine US-amerikanische 
Datumsschreibweise (12. Oktober 1999) sein.     
 
Außerdem erkennen die meisten Kreditinstitute der „Franc Zone“ Afrikas (südlich der Sahara) 
die internationale Angabe (Standardangabe) von Währungseinheiten nicht an, ebenso wenig 
unterscheiden sie die „Kommas und Punkte“ US-amerikanischer und europäischer 
Währungsangaben. Z.B.: 
 
785.500 LS (Livre-Sterling) = 785,500 P (Pounds oder Pfund (F)). 
500.000 D = 500,000 d (Dollar oder $). 
 
Auf Grund dieser schwerwiegenden Problematik habe ich mich entschlossen, in vorliegender 
Arbeit ein Kapitel über die Datenqualität in DW-Systemen einzuführen. Einige der 
dargestellten Methoden wurden in prototypischen Implementierungen bei der Extraktion und 
Säuberung der Beispieldaten zur Kreditanalyse eingesetzt (vgl. Kap. 3.9). Das Kapitel baut 
auf Konzepten und Verfahren auf, die im Rahmen der Data Quality Initiative des MIT, dem 
europäischen DWQ-Projekt und verschiedenen anderen Projekten entstanden sind [Wang & 
Strong, (1996)], [Juran,(1998)], [Jarke et al. (1999a)], [Englisch, (1999)],  [Jarke et al., 
(2000)], [Jarke; Lenzerini; Vassiliou, Vassiliadis (2000a)], [Vassiliadis et al., (2000, 2001)], 
[Graefe (2005)], [Hinrichs, (2002)], [Bauer & Günzel, (2005)], [Goeken, (2006)], [Neckel,  
Knobloch,  (2007)].  
  
DW-Systeme müssen nicht nur an den Analysezielen der Anwender ausgerichtet sein, auch 
der jeder Analyse zugrunde liegenden Daten ist von großer Bedeutung. Daher sind zum einen 
an die Datenquellen hohe Qualitätsanforderungen zu stellen, zum anderen muss die Qualität 
der verarbeiteten Daten während des gesamten DW-Prozesses sichergestellt werden. D.h. für 
den Erfolg eines DW-Systems ist die Qualität der darin verwalteten Daten von entscheidender 
Bedeutung. Analyse dieser Daten beeinflussen die strategischen Geschäftsentscheidungen. 
Eine fehlerhafte Entscheidung, die aus einer schlechten Datenqualität resultiert, vermindert 
das Vertrauen der Nutzer in die Zuverlässigkeit des Systems und verhindert seinen weit 
reichenden Einsatz.  
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Verbesserter Datenqualität  
• erhöht das Vertrauen beim Entscheiden, 
 
• ermöglicht besseren Kundendienst. 
 
• erhöht die Opportunität, um den Wert  der Dienste zu verbessern, 
 
• verringert das Risiko aus desaströsen Entscheidungen, 
 
• reduziert die Kosten besonders bei Marketing-Kampagnen, 
 
• verbessert strategische Entscheidungen, 
 
• vermeidet Mischungseffekte der Datenkontamination. 
   
Am Beispiel meiner Arbeit zu DW bei Kreditinstituten von Togo wird ein solches 
Datenqualitätsmanagement sowohl aus technischem wie auch aus organisatorischem 
Blickwinkel betrachtet und detailliert erläutert. 
7.1 Motivation 
 
Die Qualität von Daten und Information spielt in der heutigen Informationsgesellschaft eine 
immer wichtigere Rolle [Wolf, (1999)]. Für die dauerhafte Etablierung eines DW-Systems im 
Unternehmen stellt die Qualität der Daten mittlerweile eine unabdingbare Notwendigkeit dar 
[English, (1999)].  
Nach [Eckerson, (2002)] kann festgestellt werden, dass  trotz der negativen Auswirkungen 
schlechter Datenqualität auf das gesamte Unternehmen nur 48% der befragten Unternehmen 
noch keine Strategie besaßen, dieses Problem anzugehen und nur 11% hatten bereits 
umfassende Maßnahmen zur Verbesserung der Datenqualität ergriffen (Abbildung 7.1). 
 
 
 
 
 
 
 
 
 
 
 
 
Nach einer Diskussion des Begriffs Datenqualität und dessen Konkretisierung anhand von 
Qualitätsmerkmalen wird im Abschnitt 7.3 das opportunistische Verhalten als Ursachen für 
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Abbildung 7.1: Datenqualitätsmanagement in der Praxis [Eckerson, (2002)] 
7.2 Datenqualität in DW-Systemen 125 
 
 
mangelnde Informationsqualität in Unternehmen vorgestellt. Kapitel 4 beschreibt eingehend 
die Realisierung des Datenqualitätsmanagements bei einer Bank sowohl aus technischer als 
auch aus organisatorischer Perspektive. Und dann folgt der Schluss mit einer 
Zusammenfassung und einem Ausblick auf zukünftige Schritte. 
7.2 Datenqualität in DW-Systemen 
 
7.2.1 Ansätze aus der Literatur 
 
Der Themenbereich Datenqualität im Data Warehousing wird bereits von einigen Autoren 
behandelt. Im Folgenden seien einige ausgewählte Ansätze genannt. 
Wand & Wang (1996) fokussieren ihre Betrachtung auf die Entwicklung und den Betrieb 
eines Informationssystems. Datenqualitätsmängel treten bei Inkonsistenzen zwischen der 
Sicht auf das Informationssystem und der Sicht auf die reale Welt auf. Aus diesen 
Abweichungen können vier innere Datenqualitätsmerkmale abgeleitet werden: 
Vollständigkeit, Eindeutigkeit, Bedeutung und Korrektheit. Wand und Wang betrachten in 
ihrem Ansatz jedoch nicht die funktionalen Anforderungen der Endbenutzer an das 
Informationssystem. 
Im Rahmen einer empirischen Untersuchung von Wang & Strong, (1996) zur Bestimmung 
allgemeiner Datenqualitätsmerkmale werden vier Kategorien (Innere Qualität, 
kontextabhängige Datenqualität, Darstellungsqualität und Zugangsqualität) mit jeweils 
unterschiedlichen Qualitätsmerkmalen ermittelt. Die empirische Untersuchung lief in zwei 
Stufen ab, wobei die Hauptanalyse auf 355 Fragebogen basiert. Wang und Strong 
unterscheiden in ihrem Framework vier Datenqualitätskategorien, denen sie jeweils 
konkretere Datenqualitätsdimensionen zuordnen (Abbildung 7.2)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Hierbei subsumieren sie Visualisierungsapekte als „Representational Data Quality“ unter 
Datenqualität. Inhaltliche Aspekte, z. B. die Relevanz von Daten, fassen sie als eine 
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Abbildung 7.2: Datenqualitätskategorien und –dimensionen nach  
[Wang & Strong, (1996)] 
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Datenqualitätsdimension in der Kategorie „Contextual Data Quality“ auf. Aspekte der 
Datensicherheit – die als nichtinformatorische Anforderungen zu klassifizieren sind – 
betrachten sie ebenfalls als einen Teilbereich der Datenqualität (Accessibility Data Quality). 
Es handelt sich um eine lösungsorientierte Formulierung von Anforderungen. Folgende 
Aussagen verdeutlichen dies, wobei das „Was“ und das „Wie“ ausgedrückt werden: 
• Damit Informationen und Daten als inhaltlich wertvoll und relevant für die 
Aufgabenerfüllung angesehen werden, müssen sie aktuell, rechtzeitig vorhanden und 
vollständig sein. 
 
• Damit Daten an sich als glaubwürdig, objektiv und vertrauenswürdig angesehen 
werden, müssen sie fehlerfrei sein (Genauigkeit). 
 
• Damit Daten verständlich und interpretierbar sind, müssen sie knapp und konsistent 
dargestellt (visualisiert) sein.   
 
Larry English (1999) unterscheidet zwischen Datendefinitions- und Architekturqualität, der 
Qualität der Datenwerte sowie der Qualität der Datenpräsentation. Diesen Kategorien ordnet 
er Merkmale zur detaillierten Beschreibung zu. Er geht jedoch nicht detailliert auf 
Überschneidungen und Beziehungen zwischen den einzelnen Merkmalen und den 
übergeordneten Kategorien ein.  
Jarke et al., (1999) sowie Jarke & Vassiliou, (1997) gliedern die Datenqualitätsmerkmale 
anhand der drei Prozesse Entwicklung und Verwaltung, Softwareimplementierung sowie 
Datennutzung. Die sich heraus ergebenden Merkmale werden weiter anhand von 
zugeordneten, auf die Datenwerte bezogenen Kriterien verfeinert.  
Hinrichs ([Hinrichs, (2001)]; [Hinrichs, (2002)] ) charakterisiert Datenqualität ausgehend von 
einer empirischen Erhebung von Strong et al. (1997) anhand der Kategorien Glaubwürdigkeit, 
Nützlichkeit, Interpretierbarkeit und Schlüsselintegrität. Diesen werden insgesamt 13 
unterschiedliche Datenqualitätsmerkmale zugeordnet. Es wird ausdrücklich auf das Problem 
der Vollständigkeit und Überschneidungsfreiheit einer solchen Klassifizierung hingewiesen.  
Mit der Unterscheidung dieser Sichtweisen wird nicht nur die Komplexität des 
Qualitätsbegriffs vermindert, sondern zugleich eine Operationalisierung erleichtert. Jede 
Vorstellung besitzt ihre spezielle Berechtigung für unterschiedliche Zwecke. So existieren 
unterschiedliche Sichtweisen in Bezug auf die Datenqualität. Die Qualität von Daten wird 
durch die Qualität des Dateninhaltes definiert. Unter Daten werden Abbildungen von Fakten 
verstanden, von denen man annimmt, dass sie richtig sind, sich ereignet haben und existieren. 
Je genauer die Realwelt durch den Dateninhalt wiedergegeben wird, desto höher ist die 
Datenqualität. Abweichend davon kann Datenqualität eher subjektiv auch als „Gesamtheit 
aller Eigenschaften von Daten hinsichtlich der Fähigkeit, die Anforderungen des Anwenders 
zu erfüllen“ [Bauer & Günzel, (2005)]  beschrieben werden. 
Zudem bietet sich ein Vergleich mit dem industriellen Qualitätsmanagement an. Der 
Qualitätsbegriff aus der industriellen Fertigung kann auf verschiedenen Ebenen betrachtet und 
in drei Sichten unterteilt werden [Winter & Herrmann, (2002)]. 
• Die anwenderbezogene, externe Ebene. 
• Die produktbezogene, konzeptionelle Ebene. 
• Die herstellungsbezogene, prozessorientierte Ebene. 
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Der anwenderbezogene Qualitätsansatz bezieht sich auf eine externe Sicht und stellt den 
Endbenutzer mit seinen Anforderungen in den Vordergrund. Im Data Warehousing sind dies 
vor allem die Informationsbedarfe der Datenverwender. 
Von diesen Qualitätsforderungen werden eine Produktspezifikation und ein Produktionsplan 
abgeleitet. Die konzeptionelle Spezifikation eines DW-Systems mit dessen Daten und 
Funktionen kann auf dieser Ebene eingeordnet werden. Diese Spezifikation bildet die 
Grundlage für die Gestaltung der Produktionsprozesse. Hierunter werden im Data 
Warehousing die Datenbereitstellungs- und Datenversorgungs-Prozess verstanden. Auf 
Grundlage dieser Qualitätsebenen lässt sich Qualität grundsätzlich in zwei Faktoren 
untergliedern [Sghezzi, (1996)]. 
Zunächst werden die Anforderungen der Benutzer erfasst und in Form einer Spezifikation 
konkretisiert. Es ist die Frage nach den geeigneten Produkteigenschaften zu beantworten. Es 
sind die Eigenschaften auszuwählen, welche die Bedürfnisse der Anwender am Besten 
erfüllen und so Kundenzufriedenheit erzeugen. In einer Datenbank werden durch 
Datenschemata Entitäten und Eigenschaften der zu erfassenden Datenobjekte festgelegt. 
Diese Datenschemata können als Spezifikation eingestuft werden [Juran, (1999)]. 
Sind die Anforderungen erfasst und in einer Spezifikation festgelegt, ändert sich die 
Zielsetzung des Datenqualitätsmanagements auf die Einhaltung der in der Spezifikation 
festgelegten Qualitätsanforderungen. Nicht die Bedürfnisse der Anspruchsgruppen, sondern 
Konformität und fehlerfreie Erfüllung der in Spezifikationen niedergeschriebenen 
Anforderungen sind das Ziel [Juran, (1999)]. Die Laufenden Prozesse sind dahingehend zu 
kontrollieren. Designqualität bezieht sich auf die Erfassung der Qualitätsforderungen aus 
Anwendersicht in einer Spezifikation, während Ausführungsqualität die Einhaltung der von 
den Anwendern festgelegten Spezifikation umfasst. Eine unzureichende Gesamtqualität kann 
sowohl in einer mangelhaften Design- als auch in einer nicht ausreichenden 
Ausführungsqualität begründet sein.  
Die Trennung in Design- und Ausführungsqualität lässt sich auf den Datenqualitätsbegriff 
übertragen. Es erfolgt dementsprechend eine Unterscheidung nach Datenschema und 
Datenwerten. Diese beiden übergeordneten Kriterien lassen sich weiter verfeinern in 
Unterkategorien und Merkmale. Eine ausführliche Beschreibung dieser Merkmale erfolgt in 
Tabelle 3. Der Begriff der Datenqualität wird dadurch konkretisiert und definiert. 
Nachfolgend soll eine auf den Anforderungen des Datenqualitätsmanagements aufbauende 
Definition der Begriffsdatenqualität mit dazugehörigen Datenqualitätskriterien gegeben 
werden, die den Begriff näher beschreiben und operationalisieren sollen.   
 
7.3 Opportunistisches Verhalten als Ursache für mangelnde Informationsqualität  
 
Die Informationsqualität hängt von den Absichten bzw. von den Motiven der 
Informationsbereitsteller und Informationsnutzer ab. Es gibt opportunistische 
Verhaltensspielräume bei der Informationsbereitstellung. Betroffen sind Unternehmen, 
Wertschöpfungsketten oder das Internet. Je geringer die Wahrscheinlichkeit zur Aufdeckung 
eines opportunistischen Verhaltens, desto schlechter ist tendenziell die Informationsqualität.  
Die opportunistischen Spielräume können mit Hilfe von Informationsqualitätskriterien 
identifiziert und wirksam eingeschränkt werden. Graefe (2005) charakterisiert folgende 
Methoden zur Begrenzung derartigen opportunistischen Verhaltens: 
• Bereitstellung: Transparente Zugriffsrechteverwaltung bei Informationssystemen. 
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• Aktualität:  Vorgabe in welchen Abständen Informationen zu aktualisieren sind. 
 
• Bereitstellung vor der Entscheidung: Termine zur Bereitstellung von Informationen 
sind zu definieren. 
 
• Informationsinhalte: Prüfung der Informationsinhalte, um die Wahrscheinlichkeit der 
Aufdeckung der falschen Informationen zu erhöhen. 
 
• Vorgaben zur Informationsdarstellung, um z.B. eine Vergleichbarkeit bei mehreren 
Alternativen zu erreichen. 
• Informationsumfang: Informationsumfang definieren. 
Informationsqualität manifestiert sich zudem im Wertschöpfungsprozess der Information, wie 
in Abbildung 7.3 gezeigt.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Graefe (2005) hat diese Probleme und dazu gehörige Ansätze in mehreren morphologischen 
Kästen ausgearbeitet (Tabelle 7.1 und 7.2). 
Kivet & Simons, (2000) haben als Grundlage derartiger Strukturen mehrere wesentliche 
Beobachtungen gemacht, denen es entgegen zu wirken gilt: 
• „Common attributes“ haben bei der Entscheidungsfindung oft ein höheres Gewicht 
gegenüber „unique attributes“, die nur von wenigen Nutzen betrachtet werden. 
 
• „Missing attributes“ können intransitives Entscheidungsverfahren auslösen. Sie 
werden tendenziell so interpretiert, dass sie Alternativen unterstützen, die gegenüber 
den „common attributes“ vorteilhaft sind. 
. 
 
Nachricht 
     Information 
Wissen 
Entscheidung 
Nutzen 
(1) Verfügbarkeit 
(2) Interpretation 
(3) Neuigkeit 
(4)  Glaubwürdigkeit 
(5) Relevanz 
(6) Verfügbarkeit vor 
Entscheidung 
(7) Wahrheit 
(8) Informationswert 
Abbildung 7.3:  Entscheidungsprozess und Qualitätskriterien 
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Ausprägungen der Informationsqualitätskriterien 
 
Informations- 
qualitätskriterien 
Bereitsteller verfolgt  
Informations-Absicht 
Bereitsteller verfolgt Desinfor- 
mations-Absicht 
Verfügbarkeits- 
Bereitstellung 
 
allgemein 
 
eingeschränkt 
 
keine 
Relevanz-Aktualität  aktuell aktuell und nicht aktuell nicht aktuell 
Verfügbarkeit vor 
der Entscheidung 
• Bereitstellung 
vor der 
Entscheidung 
allgemein 
vor der  
Entscheidung 
eingeschränkt 
nach der 
Entscheidung 
 
 
keine 
wahr und 
interpretierbar 
wahr  
aber nicht 
Interpretierbar
wahr  
aber falsch 
interpretierbar 
 
falsch 
Wahrheit 
• -Informations-      
Inhalt 
• -Informations- 
     Umfang umfassend ausgewogen nicht umfassend einseitig 
  
  Tabelle 7.1:  Bereitstellung von Informationen (Quelle: [Graefe, (2005)]) 
  
Informations- 
Qualitätskriterien 
Ausprägungen der Informationsqualitätskriterien 
hohe Qualitätswahrnehmung              geringe Qualitätswahrnehmung 
 
Verfügbarkeit: Zugriff Zugriff kein Zugriff 
Interpretation richtig  falsch keine 
Neuigkeit Vollkommen neu Bestätigend oder 
widersprüchlich 
vollkommen  bekannt 
 Glaubwürdigkeit glaubwürdig nicht glaubwürdig 
Relevanz 
• inhaltlich 
inhaltlich  
relevant 
inhaltlich  
nicht relevant 
Verfügbarkeit  
vor der  
Entscheidung 
• Zugriff 
Zugriff  
vor der  
Entscheidung 
Zugriff 
nach der  
Entscheidung 
 
kein Zugriff 
Informationswert positiv (Nutzen > Kosten) negativ (Nutzen < Kosten) 
 
Tabelle 7.2: Qualitätskriterien der Informationsverwendung (Quelle: [Graefe, (2005)]) 
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7.4    Management der Datenqualität 
 
7.4.1 Operatives Datenqualitätsmanagement 
 
Nach Klärung des Begriffs der Datenqualität soll nun auf das Qualitätsmanagement näher 
eingegangen werden. Laut DIN ISO 8402 umfasst Qualitätsmanagement alle Tätigkeiten der 
Gesamtführungsaufgabe, welche die Qualitätspolitik, die Qualitätsziele und die 
Verantwortungen für die Qualität festlegt. 
Das Qualitätsmanagement wird in drei Ebenen des normativen, strategischen und operativen 
Managements untergliedert. Die Visionen der Unternehmensführung sind auf der obersten 
Ebene angesiedelt. Diese werden durch Missionen auf der strategischen Stufe repräsentiert 
und deren Umsetzung erfolgt im operativen Qualitätsmanagement.  
Die mittlere Ebene stellt die Aktivitäten dar, die einerseits durch die Strukturen unterstützt 
und andererseits durch das Verhalten der Führungskräfte und Mitarbeiter geprägt wird. Die 
dritte Dimension betrifft den zeitlichen Aspekt Qualitätsentwicklung [Seghezzi, (1996)]. 
Kategorie Merkmal Beschreibung 
Semantik Die Entitäten, Beziehungen u. Attribute u. deren Wertebereiche 
sind einheitlich, klar u. beschrieben 
Identifizierbarkeit Einzelne Informationsobjekte (Kunden)  können eindeutig 
identifiziert werden 
Synonyme Beziehungen zwischen Synonymen sind bekannt u. dokumentiert 
Zeitlicher Bezug Der zeitliche Bezug einzelner Informationsobjekte ist abgebildet 
Interpretierbarkeit 
Repräsentation fehlender 
Werte 
Fehlende Werte (Nullwerte / Default-Werte) sind definiert u. 
können abgebildet werden 
Vollständigkeit Alle Entitäten, Beziehungen u. Attribute sind im notwendigen 
Detaillierungsgrad erfasst 
Erforderlichkeit Definition von Pflicht- u. Kann-Feldern 
Granularität Die Entitäten, Beziehungen u. Attribute sind im notwendigen 
Detaillierungsgrad erfasst 
Nützlichkeit 
(Zweckbezogen 
Präzision der 
Wertebereichsdefinitionen
Die Definition der Wertebereiche repräsentiert die möglichen u. 
sinnvollen Datenwerte 
Korrektheit Die Daten stimmen einheitlich mit der Datendefinition überein u. 
sind empirisch korrekt 
Datenherkunft Die Datenherkunft u. die vorgenommen Datentransformationen 
sind bekannt 
Vollständigkeit Alle Daten sind gemäss Datenmodell erfasst 
Widerspruchsfreiheit Die Daten weisen keine Widersprüche zu Integritätsbedingungen 
(Geschäftsregeln, Erfahrungswerte) u. Wertebereichsdefinitionen 
auf (innerhalb des Datenbestands, zu anderen Datenbeständen, im 
Zeitverlauf). 
Syntaktische Korrektheit Die Daten stimmen mit der spezifizierten Syntax (Format) überein 
Glaubwürdigkeit 
Zuverlässigkeit Die Glaubwürdigkeit der Daten ist konstant 
Aktualität Datenwerte bezogen auf den gegenwärtigen Zeitpunkt sind erfasst Zeitlicher Bezug 
Zeitliche Konsistenz Alle Daten bzgl. eines Zeitpunktes sind gleichermaßen aktuell. 
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Nicht-Volatilität Die Datenwerte sind permanent u. können zu einem späteren 
Zeitpunkt wieder aufgerufen werden. 
Relevanz Die Datenwerte können auf einen relevanten Datenausschnitt 
beschränkt werden 
Nützlichkeit 
Zeitlicher Bezug Die Datenwerte beziehen sich auf den benötigten Zeitraum 
Zeitliche Verfügbarkeit Die Daten stehen rechzeitg zur Verfügung 
Systemverfügbarkeit Das Gesamtsystem ist verfügbar 
Transaktionsverfügbarkeit Einzelne benötigte Transaktionen sind ausführbar, die Zugriffszeit 
ist akzeptabel und gleich bleibend. 
Verfügbarkeit 
Zugriffsrechte Die benötigten Zugriffsrechte sind akzeptabel 
Tabelle 7.3: Qualitätsmerkmale bezogen auf die Datenwerte [Strauch, B.; (2002)] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Die zur Erreichung von Qualität notwendigen Aktivitäten sind auf der operativen Ebene zu 
finden. Seghezzi (1996) ordnet die operativen Funktionsbereiche in den prozessorientierten 
Qualitätsansatz von Deming ein, wie die Abbildung 7.4 verdeutlicht. 
Operatives Qualitäts- 
management 
Qualitäts- 
verbesserung 
Qualitäts- 
planung 
Qualitäts- 
sicherung 
Qualitäts- 
lenkung 
Deming- 
Kreis 
Act Plan
Do 
Deming- 
Kreis 
Ckeck 
Abbildung 7.4: Operatives Qualitätsmanagement nach dem 
 Deming-Kreis [Seghezzi (1996)] 
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Das operative Qualitätsmanagement ist anhand der Geschäftsprozesse auszurichten, um 
Probleme an den Prozessschnittstellen zu vermeiden. Die von Deming entwickelte Technik 
zur Prozessverbesserung umfasst die folgenden vier Schritte [English, (1999)]. 
• Plan: Diese Phase ist gleichzusetzen mit der Qualitätsplanung. Aufgabe ist es, 
Bedürfnisse und Erwartungen zu erfassen, diese in Vorgaben zu transformieren und 
Leistungen sowie Prozesse zu gestalten [Seghezzi, (1996)]. Im Rahmen der 
Qualitätsplanung werden die Qualitätsanforderungen an die Prozesse festgelegt. Dafür 
sind Qualitätsmerkmale auszuwählen, zu ordnen und mit Gewichten zu versehen 
[Wallmüller, (1999)]. 
 
• Do: Das Äquivalent hierzu ist die Qualitätslenkung, welche auf die Einhaltung von 
Spezifikationen und die Beherrschung der Prozesse abzielt [Seghezzi, (1996)]. Hierfür 
sind zunächst geeignete Prozesse zu identifizieren und Maßnahmen zum Erreichen der 
Prozesskonformität zu ergreifen. Produkt- und Prozessqualität müssen im Rahmen der 
Qualitätslenkung gemessen und in quantitativen Kennziffern ausgedrückt werden. 
Wichtige Mittel für die Qualitätslenkung sind Qualitätsprüfungen. Letztlich sind 
Verantwortlichkeiten für die Qualitätslenkung festzulegen und die Messergebnisse als 
Rückkopplung in Regelkreisen zurückzuführen. 
 
• Check: Dieser Schritt, auch als Qualitätssicherung bezeichnet, ist als strukturelle 
Unterstützung der Qualitätsplanung und Qualitätslenkung zu verstehen, der darauf 
abzielt, Risiken systematisch zu erkennen, aufzudecken und ihre Wirkung zu 
bekämpfen. Voraussetzung der Qualitätssicherung sind Risikoanalysen, wie 
beispielsweise die der Fehlermöglichkeits- und  Einflussanalyse. 
 
• Act: Die vierte Phase entspricht der kontinuierlichen Verbesserung 
(Qualitätsverbesserung) des operativen Qualitätsmanagements. Während 
Qualitätslenkung und Qualitätssicherung stabilisierend und veränderungshemmend 
wirken, fördert die kontinuierliche Verbesserung die dynamische Steigerung des 
Qualitätsniveaus. Als wichtigstes Instrumentarium der Qualitätsverbesserung sind 
Verbesserungsprojekte zu nennen.  
 
Ausgehend von obigem Verständnis des operativen Qualitätsmanagements soll im Folgenden 
ein Ansatz für ein ganzheitliches Datenqualitätsmanagement dargestellt werden.    
 
7.4.2 Ganzheitliches Datenqualitätsmanagement  
 
Das Datenqualitätsmanagement zielt auf eine kontinuierliche Verbesserung der Datenqualität 
ab. Im Anschluss an die Definition von Qualitätsanforderungen an die Daten, die sowohl 
technischen als auch fachlichen Charakter haben können, werden Qualitätsmessungen 
durchgeführt, deren Ergebnis Qualitätskennzahlen über den untersuchten Datenbestand sind. 
Darauf aufbauend werden Datenqualitätsmängel sowie deren Ursachen und Auswirkungen 
analysiert, so dass die Wirkungszusammenhänge bekannt sind. In der letzten Phase werden 
potentielle Verbesserungsmaßnahmen auf Basis einer Problemanalyse identifiziert und 
umgesetzt. Die vier Hauptaktivitäten stellen keinen einmalig zu  durchlaufenden Prozess dar, 
sondern sind vielmehr als iterativer Kreislauf zu verstehen, der eine kontinuierliche 
Datenqualitätsverbesserung sicherstellen soll [English, (1999)].  
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Zur erfolgreichen Umsetzung der Hauptprozesse des Datenqualitätsmanagements im 
Unternehmen sind die folgenden drei Aspekte zwingend zu berücksichtigen [Wolf, (1999)]. 
• Die Verpflichtung des Managements, Datenqualität als Philosophie und 
Unternehmenskultur vorzuleben. Auf Basis formulierter Unternehmensgrundsätze und 
–ziele sind eine Datenqualitätspolitik und eine Datenqualitätsstrategie abzuleiten. 
 
• Ein Qualitätsmanagementsystem, welches den organisatorischen Rahmen darlegt, ist 
zu etablieren. Nach DIN ISO 8402 umfasst dieses die Aufbau- und 
Ablauforganisation, die Zuständigkeiten, Prozesse und Mittel für die 
Qualitätssicherung. Es stellt sicher, dass in allen Bereichen geeignete Prozesse, 
Richtlinien, Pläne sowie Test- und Prüfverfahren etabliert sind, die die geforderte 
Datenqualität gewährleisten. Hierzu ist eine ständige Überprüfung, Analyse und 
Verbesserung der gewählten Maßnahmen und durchzuführenden Prozesse 
erforderlich.  
 
• Zur Unterstützung der Mitarbeiter bei der Ausübung der Qualitätsprozesse sind in 
allen Phasen geeignete Methoden, Verfahren und Werkzeuge zur Verfügung  zu 
stellen. 
 
Nach der Darstellung der begrifflichen Grundlagen und der fundamentalen Konzepte soll im 
Folgenden eine Konkretisierung anhand des Datenqualitätsmanagements bei einer Bank 
erfolgen. Hierzu ist die technische Realisierung als auch auf die organisatorische Einbettung 
eingegangen.  
 
7.5 Datenqualitätsmanagement bei einer Bank 
 
7.5.1  Technische Realisierung 
 
Das Datenqualitätsmodul der Bank ist in die Metadatenverwaltung eingebettet. Es nutzt und 
erzeugt folgende Daten und Metadaten:  
• Datenqualitätsregeln: Hierbei handelt es sich um Regeln, die auf den zu prüfenden 
Datenbestand angewendet werden können und feingranulare Qualitätsaussagen liefern. 
Es sind sowohl Regeln zur Überprüfung technischer als auch fachlicher Sachverhalte 
denkbar. Den einzelnen Regeln werden auch durchzuführende Aktionen bei 
Regelverletzungen zugeordnet.  
 
• Datenqualitätsaussagen:  Diese Metadaten resultieren aus der Anwendung der 
Qualitätsregeln auf die Daten. Anhand dieser Ergebnisse lassen sich Aussagen über 
die Qualität der Daten machen.  
 
• Logfile als Fehlerprotokoll: Treten Regelverletzungen auf, so werden die fehlerhaften 
Datensätze in ein Logfile geschrieben, um die spätere Problemanalyse zu 
vereinfachen.  
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Den grundsätzlichen Aufbau des Datenqualitätsmoduls zeigt die Abbildung 7.5. Es werden 
die Bereiche Regelbildung, Messung und Ursachenanalyse unterschieden, auf die im 
Folgenden näher eingegangen werden soll.  
 
7.5.1.1   Regelbildung 
Die Spezifikation und Erfassung der Regelmengen zur Überprüfung der Datenqualität sind die 
wichtigsten und zugleich zeitaufwendigsten Aktivitäten des Datenqualitätsmanagements. Das 
Vorgehen zur Regelbildung gliedert sich in drei Schritten. Nach der Abklärung der 
Anforderungen an die neuen Datenqualitätsregeln werden die bestehenden Daten in Bezug auf 
die im ersten Schritt spezifizierten Anforderungen geprüft und analysiert. Anschließend 
erfolgt die Erfassung der Datenqualitätsregeln in einer Regelmenge.  
Regeln können in Form von SQL spezifiziert und abgelegt werden. Pro Regel wird festgelegt, 
wie das Resultat bewertet wird und was nach der Prüfung geschieht (z.B. Versendung einer E-
Mail oder SMS). Die Regeln können jederzeit ergänzt oder verändert werden. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Die Basis zur Regelspezifikation können Integritätsregeln für Datenbanken bilden. Hierbei 
werden statische, transitionale und dynamische Bedingungen unterschieden. Erstere 
schränken einen einzelnen Datenbankzustand ein, wohingegen transitionale Bedingungen auf 
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zwei Datenbankzustände bezogen sind. Es werden mögliche Zustandsübergänge 
eingeschränkt. Dynamische Integritätsbedingungen stellen eine Verallgemeinerung der 
transitionalen dar,  indem Folgen von Zustandsübergängen eingeschränkt werden ([Heuer & 
Saake, (2000)]; [Vossen, (2000)]). 
Eine weitere Möglichkeit zur Unterscheidung von Integritätsbedingungen stellt die 
Granularität der Bezugsobjekte dar. Bedingungen können sich auf Attribute, Tupel, 
Relationen oder Datenbanken beziehen [Heuer & Saake, (2000)]. Beispiele für 
Integritätsbedingungen sind: 
 
• Ober- und Untergrenzen für Werte, 
 
• Menge möglicher Werte, 
 
• Pflichtfelder bzw. Ausschluss der Verwendung von Nullwerten, 
 
• Fremdschlüsselbeziehungen und 
 
• Schlüsselbedingungen, 
 
• Aggregatbedingungen (z. B. Ober- und Untergrenzen für die Summe der Guthaben). 
 
Neben diesen Integritätsbedingungen sind noch weitere Regeln denkbar, wie z. B. [Elmasri & 
Navathe, (1994)]: 
• Die Anzahl der Tupel einer Relation steht in Beziehung zur Anzahl der Tupel einer 
anderen Relation (z. B. die Anzahl der Konten ist größer als die Anzahl der Kunden).  
• Ein Wert ist zeitinvariant (z. B. das Geburtdatum eines Kunden). 
• Ein Attributwert zeigt im Zeitablauf ein ähnliches Verhalten wie ein zweiter 
Attributwert (z. B. das Kreditvolumen verhält sich linear zur Anzahl der Kunden). 
Die Oberfläche zur Verwaltung der Regeln zeigt, dass einzelne Regeln zu Regelmengen 
zusammengefasst werden können, die jeweils abgeschlossene Sachverhalte überprüfen. Für 
jede Regel kann die gewünschte Wertemenge festgelegt werden, welche bei Fehlerfreiheit 
generiert wird. Hierbei kann bspw. unterschieden werden zwischen einem einzigen Wert und 
einem Intervall, in dessen Grenzen sich das Ergebnis der Qualitätsüberprüfung befinden 
sollte. 
 
7.5.1.2 Messung 
Sobald Regeln existieren, kann eine Datenqualitätsmessung durchgeführt werden. Hierbei 
werden die Regeln auf den Datenbestand angewendet und die Messresultate gespeichert. Des 
Weiteren werden bei Regelverletzungen die falschen Datensätze in einem Logfile abgelegt 
und es erfolgt eine Benachrichtigung des Datenqualitätsverantwortlichen bzw. des 
Entwicklers. 
Das Datenqualitätsmodul wird zurzeit täglich auf der Ebene der Datenbereitstellung zur 
Überprüfung der Datenqualität der Extrakte auf der Staging Area eingesetzt. Diese 
Qualitätskontrolle stellt den letzten Job dar, bevor die Daten endgültig in die 
Bereichsdatenbanken geladen werden. Beim Resultat pro Regelprüfung wird anhand von 
Kennzahlen mit dazugehörigen Maßangaben und Bandbreiten zwischen drei 
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unterschiedlichen Qualitätszuständen unterschieden. Entweder sind die Daten nutzbar, 
eingeschränkt nutzbar oder nicht zu verwenden. Diese Verwendung kann sich z. B. an der 
Anzahl oder der prozentualen Menge fehlerhafter Records ausrichten. Liegt die Qualität in 
„eingeschränkt nutzbar“ oder „nicht zu verwenden“, so werden alle fehlerhaften Records ins 
Log-File geschrieben (Regel, Datum, Schlüssel, wichtige Felder), damit sie analysiert und 
später richtig nachgeliefert werden können.   
 
7.5.1.3 Ursachenanalyse 
In der abschließenden Ursachenanalyse werden die Messresultate und das Log-File zur 
eingehenden Analyse und Auswertung herangezogen, um eventuelle Maßnahmen zur 
Qualitätsverbesserung zu identifizieren. Die Ursachenanalyse ist ein organisatorischer 
Prozess, der beim Auftreten von Fehlern angestoßen wird. Prozessverantwortlich hierfür sind 
zunächst die Datenqualitätsverantwortlichen der IT-Abteilung sowie der Fachabteilung. Eine 
genauere Erläuterung des Prozessablaufs erfolgt in nächsten Abschnitt. 
 
 
7.5.2 Organisatorische Einbettung 
 
Nach der technischen Umsetzung wird in Sinne eines ganzheitlichen 
Datenqualitätsmanagements auch ein organisatorischer Datenqualitätsprozess spezifiziert. 
Dieser wird entweder beim Auftreten von Datenqualitätsproblemen oder durch 
Anforderungen bzgl. neuer Regeln angestoßen und gibt sowohl die durchzuführenden 
Aktivitäten als auch die Verantwortlichen vor. 
Die zentralen Rollen des Datenqualitätsprozesses besetzen zum einen der 
Datenqualitätsverantwortliche des IT-Bereichs und zum anderen der Datenqualitäts-
beauftragte des Fachbereichs. Wird ein Datenqualitätsproblem durch das Datenqualitätsmodul 
festgelegt, so werden beide Stellen informiert. Der DQ-Beauftragte im IT-Bereich steht 
jedoch in der Verantwortung, zunächst zu entscheiden, ob es sich um ein technisches Problem 
handelt, welches von der IT-Abteilung selbstständig korrigiert werden kann, oder ob die 
Fachabteilung hinzugezogen werden muss. Im ersteren Fall wird ein entsprechender Auftrag 
an den IT-Projektleiter gegeben, wohingegen im letzteren Fall der Fachbereich die betroffene 
Regel prüft und entweder die entsprechende fehlerhafte Regelbeschreibung korrigiert oder 
andernfalls einen Auftrag an den Lieferanten gibt, das dort vorliegende Problem zu beheben. 
Die zentrale Rolle zur Koordination aller Änderungsanforderungen hat der IT-Projektleiter 
inne. In Abhängigkeit von den Anforderungen ist dieser daher verantwortlich, Aufträge zur 
Fehlerbehebung an den Datenlieferanten oder die IT-Abteilung zu erteilen. 
 
Die größten Nutzenaspekte des Datenqualitätsmanagements liegen einerseits in der deutlichen 
Verbesserung der Qualität der Daten sowohl im DW als auch in den Quellsystemen. 
Andererseits wird die Akzeptanz des DW-Systems bei den Endbenutzern gesteigert. Die 
Glaubwürdigkeit von Berichten und das Vertrauen in von DW gelieferten Informationen 
würden deutlich verstärkt.  
7.6  Datenintegration 
 
Die physische Integration auf der Datenebene bietet sich nur an, wenn die Daten gleichartig 
strukturiert werden können. Mittelfristig scheint jedoch keine optimale Speicherform für alle 
Arten bzw. Strukturierungsgrade der Daten in Sicht zu sein. Auch ist das Anfertigen einer 
redundanten Kopie in vielen Fällen nicht sinnvoll (hier bedenke man dabei die Idee, externe 
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Daten aus dem Internet in ein DW integrieren zu wollen). Oft spricht auch das 
Wirtschaftlichkeitskriterium gegen eine derartige Integration von Daten. Für den Fall der 
Integration strukturierter Daten kann diese Art der Datenintegration durchaus beibehalten 
werden, das DW-Konzept hat sich an dieser Stelle bewährt. Für die semantische Verknüpfung 
semistrukturierter und stark strukturierter Daten erscheint dies jedoch nicht geeignet, da eine 
gemeinsame Strukturierung auf Datenebene nach einem einheitlichen Metamodell, wie z. B. 
dem Relationenmodell, entweder mit Strukturverlust bei den stark strukturierten Daten oder 
mit Inhaltsverlust bei den semistrukturierten Daten einhergeht. Ein Alternativkonzept, 
welches diese Problematik umgeht, stellt eine zusätzliche Datenbasis dar, welche die 
Verknüpfungen zwischen den verschieden strukturierten Ausgangsdaten herstellt [Rieger et 
al., (2000)]. 
Die Betrachtung der Vor- und Nachteile der Integration ergibt, dass nur das Einbeziehen aller 
Integrationsebenen die gewünschte Prozessunterstützung und semantische Integration der 
Daten im Entscheidungsprozess erreichen kann. Dennoch ist die Daten- und 
Metadatenintegration die bedeutungsvollere, bilden doch die integrierten Informationen erst 
die Grundlage für Entscheidungen. Aufgrund der zahlreichen Nachteile eines physischen 
Integration scheint eine metadatenbasierte Föderation von verschiedenen Informationsquellen 
der realistischere Ansatz, den es in Zukunft stärker zu beachten ([Hans et al., (1999)]; 
[Jhingran et al. (2002)]; [Roth et al., (2002)];  [Somani et al., (2002)]  
7.7    Zusammenfassung  
 
Das Kapitel konkretisiert den Begriff der Datenqualität, indem verschiedene 
Betrachtungsebenen differenziert und daraus die zwei Qualitätsfaktoren Designqualität und 
Ausführungsqualität abgeleitet werden. Des Weiteren werden Qualitätskategorien sowie 
Qualitätsmerkmale für diese Faktoren beschrieben, die den Qualitätsbegriff charakterisieren, 
detaillieren und damit auch operationalisieren. Weiterhin wird der iterative Prozess eines 
umfassenden Datenmanagements aufgezeigt, das nicht die einmalige Datenbereinigung, 
sondern die kontinuierliche Verbesserung der Datenqualität in allen Informationssystemen des 
Instituts zum Ziel hat.  
Für zukünftige Ausbaustufen des Datenqualitätsmoduls ist geplant, sowohl die Messresultate 
als auch zusätzliche Informationen nicht nur der IT- sondern auch der Fachabteilung 
zugänglich zu machen, um so eine noch bessere Entscheidungsgrundlage zu bieten, wann 
Daten hinsichtlich ihre Qualität nutzbar, bedingt nutzbar oder gar nicht verwendbar sind. 
Auch ist vorgesehen, das Datenqualitätsmodul auf allen Ebenen des DW-Systems einzusetzen 
und nicht nur auf der Ebene der Datenbereitstellung für die Bereichsdatenbank. Weitere 
Einsatzgebiete sind Migrationsprojekte und Qualitätsvergleiche beim Wechsel von 
Datenquellen. 
Im folgenden Kapitel wird auf die Einführung in Begrifflichkeit zu Data Mining-Verfahren, 
ihre Eigenschaften, ihre Aufgaben zur Klassifikation, Segmentierung, Prognose, 
Abhängigkeitsanalyse usw. und ihre zahlreiche Methoden wie Entscheidungsbäume, 
Clusteranalyse, überwachte und unüberwachte neuronale Netzwerke usw.  eingegangen.               
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Kapitel 8 
 
Data Mining als Prediction Tool im Kreditgeschäft 
 
     „Data Mining Techniques show you how to quickly 
     and easily tap the gold mine of business solutions 
     lying dormant in your information systems.“     
      (Berry/Linhoff, 1998) 
 
Die Integration von Data Mining (DM) in Form vielfältiger einzelner Werkzeuge mit Data 
Warehouses kann eine besondere Performance in Business-Intelligence zeigen. Alpar definiert 
Data Mining wie folgt [Alpar, (2000)] :  
 
„Data Mining bedeutet Schürfen oder Graben in Daten, wobei das implizite Ziel, wonach 
„gegraben“ wird, Informationen beziehungsweise Wissen sind. Wissen entspricht heute dem 
Gold nach dem früher gegraben wurde, denn Firmen bzw. Kreditinstitute können daraus 
Umsätze und Gewinne generieren“. 
 
Der Umstand, dass nach Informationen gegraben werden muss, entsteht dadurch, dass heute 
über viele Vorgänge des täglichen Geschäftslebens so viele Daten gespeichert werden, dass 
die Sicht auf interessante Beziehungen zwischen den Daten sehr oft verdeckt bleibt. Der 
Begriff Data Mining wurde zuerst in der Statistik, in der Datenbeziehungen analysiert werden, 
und in der Forschung zu Datenbankmanagementsystemen [Lusti, (2000)], wo man sich mit 
der Behandlung großer Datenbestände beschäftigt, verwendet. 
 
Im Kreditgeschäft ist das Klassifizieren von „kreditwürdigen Kunden“ und „nicht 
kreditwürdigen Kunden“ durch OLAP-Werkzeuge kaum realisierbar. D.h. OLAP ist nicht 
allein in der Lage, die wichtigen Aufgaben der Mustererkennung in der Kreditbonitätsprüfung 
zu erfüllen. Vor dem Hintergrund der zunehmenden Bedeutung der Information als 
Wettbewerbsfaktor, wird Data Mining zunehmend wichtiger für das Klassifizieren von 
kreditwürdigen Kunden. 
 
Ende der 80er Jahre beschäftigte sich die interdisziplinäre Forschungsrichtung mit 
„Knowledge Discovery in Databases“ (KDD), die mittlerweile als Synonym für Data Mining 
bezeichnet wird. Die Triebkräfte dieser integrativen Forschungsrichtung bilden die 
Forschungsrichtungen: Statistik, Datenbanksysteme, Visualisierung, Fuzzy-Verfahren, 
künstliche Intelligenz mit den Teilbereichen evolutionäre (genetische) Algorithmen, 
Neuronale Netze und Maschinelles Lernen usw.. 
 
Knowledge Discovery in Databases und Data Mining sind im betriebswirtschaftlichen 
Kontext Synonyme [Müller, Hausdorf & Schneeberger, (1999)]. Die Forschungsrichtung Data 
Mining hat in den letzten Jahren eine Reihe von Tools hervorgebracht, die Unternehmen bzw. 
Kreditinstituten dabei helfen können, „in ihre riesigen Datenberge hinabzusteigen, um nach 
wertvollen Erkenntnissen zu graben“ [Berry & Linhoff, (1999)], die oftmals bares Geld wert 
sind: zum Beispiel „solvente Kunden“ von „nicht solventen Kunden“ zu unterscheiden. Der 
folgende Überblick basiert u.a. auf [Hagen, (1997)], [Kaufmann & Pape, (1999)], [Müller, 
Hausdorf & Schneeberger, (1999)], [Alpar, (2000)], [Lusti, (2000)], [Girolami, (2000)], 
[Schwanenberg, S., (2001)], [Wiedmann & Buckler, (2001)], [Callan,  (2003)], [Du & Swany, 
(2006)]. 
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8.1 Begriffe des Data Mining 
 
Wie so oft bei jungen Forschungsrichtungen, ist das Begriffsverständnis zu Beginn recht 
uneinheitlich. Während sich in der englischsprachigen Literatur beispielsweise eine deutliche 
Trennung der Begriffe KDD (Knowledge Discovery In Databases) und Data Mining findet, 
werden beide sonst auch aufgrund einer inhaltlichen Deckungsgleichheit fast ausschließlich 
synonym gebraucht [Müller, Hausdorf & Schneeberger, (1999)]. Insbesondere im 
betriebswirtschaftlichen Kontext und der Anwendung im Marketing und in der 
Kreditbewertung hat sich mitlerweile zunehmend der Data Mining-Begriff eingebürgert. 
Trotz des einheitlichen Begriffsgebrauchs wird der Data Mining-Begriff selbst jedoch auf 
inhaltlicher Ebene zum Teil unterschiedlich gebraucht. Tabelle 8.1 zeigt eine Vielzahl 
unterschiedlicher Definitionen des Data Mining. 
 
Auch in anderen Funktions- und Fachbereichen, wie der Mathematik und den 
Ingenieurwissenschaften, sind Verfahren, die ebenfalls „unknown patterns“ und „meaningful 
relationships“ zwischen Variablen entdecken, entwickelt worden. Nur werden für denselben 
Vorgang Begriffe wie „Adaption“ (Ingenieurwissenschaften), „Parameterschätzung“ 
(Klassische Statistik) oder „Funktionsapproximation“ (Mathematik) verwendet. Betrachtet 
man alle Data Mining-Definitionen, so ist allen gemein, dass sie sich, inhaltlich betrachtet, auf 
einen Vorgang beziehen, den man umgangssprachlich auch als „Lernen“ (Künstliche 
Intelligenz, Maschinelles Lernen) bezeichnen könnte, nur dass Data Mining das Lernen einer 
Maschine (d.h. eines Computers) und erst im zweiten Schritt das des Menschen meint. So 
werden Data Mining und Lernen folgendermaßen definiert [Wiedmann & Buckler, (2001)]: 
 
„Data Mining ist das computergestützte Lernen aus Daten bei einer 
betriebswissenschaftlichen Fragestellung ... Lernen ist das Aneignen von Hypothesen über 
Gesetzmäßigkeiten der Welt anhand von Erfahrungen“. 
 
8.2 Methoden des Data Mining 
 
Der Werkzeugkasten einer Data Mining-Software besteht aus Methoden verschiedener 
Wissenschaftsbereiche, die nach verschiedenen Kriterien klassifiziert werden. Dies sind die 
Methoden der klassischen Statistik. Da einzelne Methoden für verschiedene Fragestellungen 
genutzt werden können, werden auch unterschiedlich viele Klassifikationsebenen genutzt. 
[Wiedmann & Buckler, (2001)] geben eine Übersicht über einige wichtige Data Mining-
Methoden vor dem Hintergrund ihrer Zuordnung zur Interdependenz- oder Dependenzanalyse 
in Tabelle 8.1. 
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Data Mining (DM) Definition Autor 
 
DM finds novel, valid, potentially 
useful and ultimately understandable patterns in 
mountains of data. 
 
110BK. Burn-Thornton 
Professor, University Plymouth 
 
DM is finding new and useful knowledge in data. 
 
Gregory Piatetsky-Shapiro 
Editor K. Dnuggets.com 
 
DM is the application of statistical decision theory 
to huge, messy data sets to maximize profits. 
 
Warren S. Sarle 
SAS Institute Inc. 
 
Fill in the blanks. „If I only knew-----------then I 
could do---------“ DM is providing the answer in 
the first blank. 
 
Ed Freeman 
Accrue Software Inc. 
 
KDD beschreibt automatisierte Verfahren, mit 
denen Regelmäßigkeiten in Mengen von 
Datensätzen in eine für Nutzende verständliche 
Form gebracht werden 
 
Reginald Ferber 
GMD-IPSI und TU Darmstadt 
(Ferber, R 1999) 
 
„DM is the process of discovering meaningful 
new correlations, patterns and trends by „mining“ 
large amount of storage data using pattern 
recognition technologies, as well as statistical and 
mathematical technics“. 
 
 
 
Ashby/Simms (1998) 
 
„DM is exploration and analysis, by automatic 
and semiautomatic means, of large quantity of 
data in order to discover meaningful patterns and 
rules“. 
 
Berry/Linoff (1997) 
 
DM is “a problem solving methodology that finds 
logical and mathematical descriptions, eventually 
of a complex nature, of patterns and regularities in 
a set of data“. 
 
 
Decker/Focardi (1995) 
 
„DM is the process of discovering advantageous 
patterns in data“. 
 
John (1997) 
 
„DM finds relationships and can help anticipate 
future based on past data“. 
Newquist (1996) 
 
„DM is a decision support process where we look 
in large data bases for unknown and expected 
patterns of informations“. 
 
 
Parsaye (1996) 
 
Tabelle 8.1: Data Mining-Definitionen (Quelle: [Wiedmann/Buckler, (2001)])  
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In [Fayyad, (1996)], [Chamoni & Budde, (1997)], und [Schinzer, (1999)] werden weiterhin 
folgende Aufgaben des Data Mining bezeichnet: 
 
• Klassifikation, 
• Segmentierung, 
• Prognose (kontinuierliche quantitative Werte), 
• Abhängigkeitsanalyse und 
• Abweichungsanalyse. 
 
 
Fachgebiet Interdependenzanalyse Dependenzanalyse 
 
Künstliche Intelligenz, 
Maschinelles Lernen 
 
Association Discovery, 
Sequenz-Analyse,... 
 
Decision-Trees/ 
Regression-Trees,.... 
 
Neuronale Netze 
 
Neuro-Clustering 
(SOM, ART, etc,) 
 
Feed-Forward-Netze 
(MLP, RBF, etc...) 
 
Klassische  
Multivariate Statistik 
 
Clusteranalyse, 
Faktoranalyse, etc. 
 
Regressionsanalyse, 
Diskriminanzanalyse, k-
Nächste-nachbarn, etc. 
 
Tabelle 8.2: Übersicht wichtiger DM-Methoden (Quelle: [Wiedmann/Buckler, (2001)]) 
 
 
Zunehmende Bedeutung der  
Information als  
Wettbewerbsvorteil 
Rasante Entwicklung im LuK- 
Bereich und damit exponentielles 
Datenwachstum 
 
Statistik 
Datenbank- 
Systeme 
Data Warehouse, OLAP 
Anwendung: 
Vorhersage, 
Klassifikation 
 
Data Mining 
KDD 
 
Visualisierung 
Fuzzyset-Theorie
(Neuronale 
Netzwerke)
Künstliche  
Intelligenz 
Abbildung 8.1: Triebkräfte des Data Mining 
8.2 Methoden des Data Mining 143 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Klassifikation: Bei der Klassifikation besteht die Aufgabe darin, betrachtete Objekte einer der 
vorher bestimmten Klassen zuzuordnen. Die zuordnende Funktion wird als Klassifikator 
bezeichnet. Sie kann oft in Form von Regeln ausgedruckt werden. Den Klassen werden 
Namen gegeben, die die klassenbildende Eigenschaft aller Klassenmitglieder beschreiben, 
z.B. „gute Kredite“, oder „solvente Unternehmenskunden“ (in einer Kreditdatenbank). 
 
Segmentierung (clustering): Bei der Segmentierung werden Objekte in Gruppen 
zusammengefasst, die vorher nicht bekannt sind. Die konzeptionelle Bedeutung der Gruppen 
wird von Benutzern aufgrund der gemeinsamen Eigenschaften der Mitglieder der neu 
entstandenen Gruppen festgelegt, z.B. die Kunden über 50 Jahre, die Angestellte sind. 
 
Prognose (Prediction): Die Prognose dient der Vorhersage unbekannter Merkmalwerte, auf 
der Basis anderer Merkmale, oder von Werten des gleichen Merkmals aus früheren Perioden. 
Die prognostisierten Werte manifestieren sich oft, aber nicht immer, erst in der Zukunft. Auch 
kann Klassifikation für die Prognose verwendet werden, wenn diskrete Werte vorhergesagt 
werden, z.B. wenn ein neuer Kunde als „kreditwürdig“ klassifiziert wird. Die Methode aus 
dem Bereich der künstlichen Intelligenz, z.B. Künstliche Neuronale Netze (KNN), die als 
Trainingsverfahren in dieser Arbeit erforscht wird, wird in lezter Zeit ebenfalls für 
Prognosezwecke eingesetzt. 
 
Abhängigkeitsanalyse (dependency modeling): Bei der Abhängigkeitsanalyse wird nach 
Beziehungen zwischen Merkmalen eines Objekts oder zwischen verschiedenen Objekten 
gesucht. Diese Beziehung kann zu einem bestimmten Zeitpunkt bestehen. Z.B. werden in 
Zeiten schlechter Konjunktur die meisten Kreditvergaben auf Lombard- oder Avalkredite. 
KNN (unüberwachtes Lernen) 
            Aufgaben          Methoden 
Klassifikation 
Segmentierung 
Prognose 
(stetiger Werte) 
Abhängigkeits- 
analyse 
Abweichungs- 
analyse
Entscheidungsbaum 
Diskriminanzanalyse 
k-nächste Nachbarn 
Fallbasiertes Schließen 
KNN (überwachtes Lernen) 
Clusteranalyse 
Ökonomische Verfahren 
Gerichtete Bayesche Netze 
Assoziationsregeln 
Ausreißertests 
Abbildung 8.2: Zuordnung von Data Mining-Methoden zu Data Mining-Aufgaben 
KNN: Künstliche Neuronale Netze 
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Abweichungsanalyse (change and deviation detection) könnte als Komplement der obigen 
Aufgaben aufgefasst werden. Es geht hier darum, Objekte zu identifizieren, die den 
Regelmäßigkeiten der meisten anderen Objekte nicht folgen, und den Ursachen für diese 
Abweichung nachzuspüren, z.B. bei Zinsänderung oder Währungsauf- oder -abwertung. 
 
Man kennt weitere Aufgabengruppen als festen Bestandteil der Statistik (Regressionsanalyse) 
die auch nicht unwichtig sind. 
 
Bei der Ermittlung von Assoziationsregeln werden gemeinsame Vorkommen von 
Merkmalswerten in Datensätzen betrachtet, um gegenseitige Abhängigkeit zu untersuchen. 
Ein anderes Verfahren für die Abhängigkeitsanalyse sind z.B. gerichtete Bayesche Netze 
[Heckermann, (1995)]. 
 
Case-Based Reasoning (CBR) (fallbasiertes Schließen) ist eine Methode, mit der man 
Lösungen zu neuen Problemen, aufgrund von Lösungen zu bereits gelösten und gespeicherten 
Problemen, ermittelt. Die Auswahl der gespeicherten Probleme, deren Lösung auch für das 
neue Problem in Frage kommt, basiert auf der Ähnlichkeit ihrer Merkmale. CBR kann auch 
als eine Methode für Klassifikation interpretiert werden. 
 
Die oben beschriebenen bzw. erwähnten Methoden zu den beschriebenen Aufgaben gibt 
Abbildung 8.2 wieder. 
 
Von den vielen Methoden, die für Data Mining verwendet werden können, werden 
nachfolgend nur die am meisten verwendeten kurz geschildert. 
 
 
8.2.1 Entscheidungsbäume 
 
In Entscheidungsbäumen (oder Regelinduktionen), die am weitesten im Bereich des 
maschinellen Lernens entwickelt wurden, werden Objekte, deren Klassenzuordnung bekannt 
ist, sukzessiv mit Hilfe einzelner Merkmale in Gruppen aufgeteilt, die in sich homogen, aber 
voneinander möglichst unterschiedlich sind. Am Ende des Verfahrens entsteht ein Baum, aus 
dessen Verzweigungskriterien Regeln gebildet werden können, die dann auf nicht 
zugeordnete Objekte angewendet werden können. Entscheidungsbäume werden hauptsächlich 
zur Klassifikation angewendet.  
 
Die Entscheidungsbauminduktion ist ein weit verbreitetes Klassifikationsverfaren, das zur 
Wissensrepräsentation  den Formalismus des Entscheidungsbaums verwendet [Wrobel, S., 
(1998)]. Charakteristisch hierfür ist eine baumartige Struktur, die in Form eines Grafen mit 
Knoten (Punkten) und Kanten (Linien) dargestellt wird. Den Ausgangsknoten des 
Entscheidungsbaums stellt die Wurzel dar, während die Endknoten als Blätter (Blattknoten) 
bezeichnet werden [Stubblefield, W. A., (1998)]. 
 
Jedem Blatt ist eine Klasse zugeordnet, wobei für eine Klasse mehrere Blätter im Baum 
vorhanden sein dürfen. Die Wurzel und die inneren Knoten des Baums repräsentieren Tests 
für die einzelnen Attribute der zugrundeliegenden Analyseobjekte. Der Weg von der Wurzel 
zu einem bestimmten Blatt wird als Ast bezeichnet. 
 
Das folgende Beispiel stellt einen Entscheidungsbaum für die binäre Klassifikation von 
Bankkunden (kreditwürdig, nicht kreditwürdig) anhand der Merkmale Verschuldungsgrad 
und Einkommen dar (Abbildung 8.3). 
8.2 Methoden des Data Mining 145 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Abhängigkeit von den Textergebnissen erfolgt die Verzweigung im Entscheidungsbaum, 
bis ein Blatt erreicht  und das Objekt  (Kreditkunden) klassifiziert ist. Für den, in Abbildung 
8.3, dargestellten Entscheidungsbaum, gilt zum Beispiel für den äußeren linken Ast: 
 
 Wenn (Verschuldungsgrad < 40 %) und (Einkommen < 20 000)  
   dann (nicht kreditwürdig) 
 
Zur Erzeugung von Entscheidungsbäumen (Entscheidungsbauminduktion) werden Verfahren 
des überwachten Lernens (supervised learning) angewendet, die einen Trainingsdatenbestand 
vorklassifizierter Objekte mit gleichen Attributen voraussetzen.  Die Generierung von 
Entscheidungsbäumen erfolgt in einem Top-Down-Verfahren, bei dem die Attribute mit 
einem Auswahlmaß bewertet werden. Das Attribut mit der besten Bewertung wird als 
Testattribut zur Partitionierung der Objekte herangezogen und als Knoten im Baum verankert. 
Dieses Verfahren wird rekursiv auf die resultierenden Teilmengen angewendet bis eine 
Teilmenge nur noch Objekte einer Klasse enthält. Dieses Induktionsverfahren wird als Top 
Down Induction of Decision Trees (TDIDT) bezeichnet [Zeidler, J., (1999)], [McSherry, D., 
(1999)]. Die Qualität eines Entscheidungsbaums wird durch Klassifikationsgenauigkeit und 
Größe bestimmt. Nach der Generierung des Entscheidungsbaums anhand der Trainingsdaten 
wird der Klassifikator auf die Testdaten angewendet und die Fehlerrate ermittelt.   
 
 
8.2.1.1     Informationsgewinn und Entropie 
 
Zur Bewertung von Attributen existiert eine Vielzahl von Maßen. Eines der bekanntesten ist 
das Maß des Informationsgewinns (Information gain) nach [Quinlan, J.-R., (1993)], das auf 
dem Shannon´schen Informationsgewinn aufbaut und in den Software Systemen Interactive 
Dichotomizer 3 (ID3) und C4.5 implementiert ist. Die Grundlage für die Berechnung des 
Informationsgewinns ist der mittlere Informationsgehalt eines Symbols, der (in formaler 
Analogie zur Thermodynamik) als Entropie bezeichnet wird [Alpar, P. et al., (2000)]. 
 
Verschuldungsgrad 
nicht 
kreditwürdig 
 
kreditwürdig 
nicht 
kreditwürdig 
 
kreditwürdig 
Einkommen Einkommen 
< 40 % ≥ 40 % 
< 20.000 ≥ 20.000 < 25.000 ≥ 25.000 
Abbildung 8.3: Darstellung eines binären Entscheidungsbaums 
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Für eine Wahrscheinlichkeitsverteilung W = (w1, w2, ... ,wnw) wird die Entropie wie folgt 
bezeichnet: 
  E = ⎯∑ (wi*log2wi) 
Symbole: 
E Entropie 
i Indexvariable 
nw Anzahl der Wahrscheinlichkeiten der Wahrscheinlichkeitsverteilung 
wi Wahrscheinlichkeit der Wahrscheinlichkeitsverteilung W. 
 
Der Informationsgewinn wird als Entropieverminderung aufgefasst, die durch die 
Partitionierung der Objekte durch einen Attributtest induziert wird. Formal wird diese 
Ungewissheit durch die Entropiedifferenz der ursprünglichen Klassenverteilung (Ek) und der 
bedingten patitionierten Verteilung (Ek/V) ausgedrückt. Der Informationsgewinn (Igain) wird 
wie folgt definiert:  
 
 Igain = EK - EK/V = EK + EV - EKV 
          = -∑pilog2pi - ∑pjlog2pj + ∑∑pijlog2pij 
Symbole: 
Igain  Informationsgewinn 
K Klassenverteilung K = (k1, k2,  ..., kkn) 
V Attributwerteverteilung V = (v1, v2, ... vnv) 
EK Entropie der Klassenverteilung  
EV Entropie der Attributwerteverteilung 
EK/V Entropie der bedingten Verteilung 
EKV Entropie der gemeinsamen Verteilung 
nk Anzahl der Klassen 
nv Anzahl der Attributwerte 
i, j  Indexvariablen 
pi relative Häufigkeit der Klasse ki 
pj relative Häufigkeit des Attributwertes vj 
pij relative Häufigkeit der Kombination der Klasse ki und des Attributwertes vj. 
 
Im Kontext der Shannon´schen Informationstheorie ist der Informationsgewinn als Codelänge  
(in Bit) zu interpretieren 
. 
Fehlende Werte oder Ausreißer in den Trainingsdaten führen dazu, dass bei der 
Entscheidungsbauminduktion Knoten generiert werden, die nur einen geringen Anteil an der 
Klassifikationsgüte des Baums besitzen. Diese Unangepassheit (oder Overlifting) führt zu  
einer Entartung der Baumstruktur. Zur Vermeidung der Entartung werden 
Beschneidungstechniken (Pruning-Techniken) eingesetzt, die im Entscheidungsbaum 
diejenigen Teilbäume entfernen, die nur einen geringen Einfluss auf die Klassifikationsgüte 
besitzen [Quinlan, (1996a))], [Kim & Koehler, (1995)], [Witten & Frank, (1999)].  
 
Zu dem Ergebnis des Induktionsvorgangs in Form des Entscheidungsbaums kann das 
repräsentierte Wissen in Form natürlichsprachlicher Regeln ausgedruckt werden, die vom 
Anwender leicht zu interpretieren sind. Da diese Regeln auch unmittelbar zur Prognose der 
Klassenzugehörigkeit  von Objekten (z.B. zur Prognose des Kundenwertes) eingesetzt werden 
können, besitzt die Entscheidungsbauminduktion eine hohe Attraktivität für die 
anwendungsorientierte Marktforschung und Kreditforschung. Derzeit steht eine Reihe von 
Algorithmen zur Verfügung, die Entscheidungsbäume mit einer hohen Laufzeiteffizienz 
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automatisch konstruieren [Adriaans & Zantinge,  (1996)] zur Charakterisierung von 
Klassifikationsalgorithmen. 
 
Als nachteilig erweist sich jedoch die Starrheit der Bäume. Wird der Trainingsdatenbestand 
um Datensätze erweitert, so muss der Erscheidungsbaum jeweils erneut generiert werden. 
 
Traditionelle statistische Verfahren wie Diskriminanzanalyse, k-nächste-Nachbarn oder 
logistische Regression werden ebenfalls zum Klassifizieren angewendet. 
 
 
8.2.2 Clusteranalyse 
 
Clusteranalyse ist ein statisches Verfahren, das in vielen Varianten vorkommt. Bei den 
meisten Varianten wird so verfahren, dass zunächst entweder jedes zu gruppierende Objekt 
als ein Anfangscluster oder alle Objekte als ein Cluster gewählt werden. Die Bedeutung der 
entstehenden Cluster muss am Ende des Prozesses bestimmt werden (z.B. Bilanzanalyse zur 
Kreditwürdigkeitsprüfung). 
 
Unter dem Begriff der Clusteranalyse, auch automatische Klassifikation oder numerische 
Taxonomie genannt, werden multivariate statistische Verfahren subsumiert, die eine 
umfangreiche und ungeordnete Objektmenge in kleinere, in sich homogene Teilmenge 
gliedern. Die Zielsetzung besteht in der Generierung möglichst homogener Gruppen, d.h. die 
Objekte innerhalb einer Gruppe sollen gleiche oder zumindest ähnliche 
Merkmalausprägungen aufweisen, während sich die Objekte unterschiedlicher Gruppen durch 
eine möglichst große Heterogenität differenzieren sollen [Kaufmann & Pape,  (1999)]. 
 
Im Rahmen der Marketing- und Kreditforschung wird die Clusteranalyse eingesetzt, um 
Konsumenten oder Kreditkunden mit gleichen bzw. ähnlichen Eigenschaften zu Gruppen 
zusammenzufassen. Charakteristisch für die Clusteranalyse ist ein polythetischer Ansatz, der 
sämtliche Merkmale der Objekte zur Gruppenbildung heranzieht. 
 
Für die Durchfürung der Clusteranalyse sind zwei Schritte von maßgeblicher Bedeutung. In 
einem ersten Schritt erfolgt die Auswahl und Anwendung eines Proximitätsmaßes zur 
Quantifizierung der Ähnlichkeit von Objekten. Anschließend werden die Objekte auf der 
Basis ihrer Ähnlichkeitswerte durch einen Fusionierungsalgorithmus zu Gruppen 
zusammengefasst. 
 
Zur Quantifizierung der Ähnlichkeit sind zwei Arten von Proximitätsmaßen zu differenzieren. 
Während Ähnlichkeitsmaße eine Aussage über die Ähnlichkeit zweier Objekte treffen, messen 
Distanzmaße die Unähnlichkeit zwischen Objekten [Grimmer,  Mucha,  (1998)]. Die Begriffe 
Ähnlichkeit und Distanz stehen in einer gegensätzlichen Beziehung: Je kleiner die Distanz 
zweier Objekte ist, desto größer ist ihre Ähnlichkeit. Ähnlichkeitsmaße können daher in 
Distanzmaße transformiert werden et vice versa [Backhaus, K. et al., (1996)], [Herrmann., 
(1998)]. Zur Quantifizierung der Ähnlichkeit bzw. der Distanz von Objekten wurde eine 
Vielzahl von Proximitätsmaßen für nominal und metrisch skalierte Daten entwickelt [Wilson 
& Martinez,  (1997)]. 
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8.2.2.1  Normal-skalierter Datenbestand 
 
Nominal skalierte Daten verfügen über einen bestimmte Anzahl von Merkmalsausprägungen, 
die untereinander semantisch gleichwertig sind. Dieses Skalenniveau lässt lediglich eine 
Aussage über die Gleichheit zweier Objekte (Äquivalenzrelation) hinsichtlich des qualitativen 
Merkmals zu. Um den numerischen Vergleich nominalisierter Merkmale mit mehr als zwei 
Merkmalsausprägungen durchzuführen, ist die Binärcodierung (Flattening) der Attribute 
vorzunehmen. Auf diese Weise wird ein nominalisiertes Merkmal mit einer Kardinalität n 
durch n binäre Attribute ersetzt, die zum Objektvergleich herangezogen werden [Kauderer & 
Nakhaeizadeh, (1998)]. Die Kontingenztafel in Tabelle 8.3 stellt die 
Kombinationmöglichkeiten beim Vergleich binärer Attribute dar. 
 
105BObjekte 2  
Eigenschaft  
vorhanden (1) 
Eigenschaft 
nicht vorhanden (0) 
 
Zeilensumme 
Eigenschaft 
vorhanden (1) 
 
a 
 
c 
 
a+c 
 
 
106BObjekte 1 Eigenschaft 
nicht vorhanden (0) 
 
b 
 
d 
 
b+d 
 Spaltensumme a+b c+d a+b+c+d 
 
Tabelle 8.3: Kombinationsmöglichkeiten beim Vergleich binärer Attribute  
(Quelle: [Backhaus et al., (1996)]) 
 
Die absoluten Häufigkeiten zwischen den Objekten a, b, c, und d werden zur Formulierung 
einer allgemeinen Ähnlichkeitsfunktion verwendet, die die Grundlage für eine Reihe von 
Ähnlichkeitsmaßen darstellt [Backhaus et al., (1996)]. Die Ähnlichkeitsfunktion Sij wird wie 
folgt definiert: 
   Sij = UUa+δ*d  
    a+δ*d+λ*(b+c) 
Symbole: 
Sij  Ähnlichkeit zwischen den Objekten i und j 
δ, λ  Gewichtungsfaktoren der Ähnlichkeitsfunktion  
a, b, c, d Absolute Häufigkeiten 
 
Durch die numerische Belegung der Gewichtungsfaktoren werden Ähnlichkeitsmaße gebildet, 
die unterschiedliche Eigenschaften bezüglich der Bewertung nicht übereinstimmender 
Merkmale (Gewichtungs-Faktor λ) und der Bewertung bilateral fehlender Merkmale 
(Gewichtungs-Faktor δ) besitzen. Tabelle 8.4 stellt eine Auswahl unterschiedlicher 
Ähnlichkeitsmaße dar.  
 
Der Tanimoto- bzw. Jaccard-Koeffizient setzt die Anzahl der übereinstimmenden, 
vorhandenen Merkmale (a) in Bezug zu den Häufigkeiten, die sich aus Attributvergleichen 
ergeben, bei denen die Eigenschaft bei mindestens einem Objekt gegeben ist. Die nicht 
vorhandenen Merkmale (d) haben keinen Einfluss auf die Ähnlichkeitsberechnung. Der RR-
Koeffizient berücksichtigt die negativen Übereinstimmungen im Nenner. Dies führt dazu, dass 
bilateral fehlende Merkmale die Ähnlichkeit zweier Objekte reduzieren. Der Simple-
Matching-Koeffizient belegt die Gewichtsfaktoren δ und λ jeweils mit eins, so dass die 
Häufigkeiten aller übereinstimmenden Merkmale ins Verhältnis zur Gesamthäufigkeit gestellt 
werden. 
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84BUUGewichtungsfaktorenUU 
 
     83BUU ewertung 
 δ λ 
 
85BUUDefinitionUU 
 
96BTanimoto/Jaccard 
 
0 
 
1 
 
a 
a+b+c 
 
 
100BRussel & Rao 
 
 
⎯ 
 
 
⎯ 
 
a 
a+b+c+d 
 
 
101BSimple Matching 
 
 
1 
 
1 
 
a 
a+b+c+d 
 
 
 
102BDice 
 
 
0 
 
 
0,5 
 
2a 
2a+b+c 
 
 
 
Tabelle 8.4: Ausgewählte Ähnlichkeitsmaße für binäre Attribute 
 
Dieses Maß ist vertauschungsinvariant, da positive und negative Übereinstimmungen 
symmetrisch bewertet werden [Grimmer & Mucha, (1998)]. Der Dice-Koeffizient kann als 
Spezialfall des Tanimoto-Koeffizienten aufgefasst werden. Die nicht übereinstimmenden 
Attribute werden bei diesen Koeffizienten halb so stark wie die übereinstimmenden Attribute 
gewichtet.  
 
8.2.2.2  Metrisch-skalierter Datenbestand 
 
Für den Vergleich metrisch skalierter Daten werden Distanzmaße verwendet. Die 
gebräulichsten Distanzmaße sind meist Spezialfälle der Minkowski-Metrik. Diese ist formal 
definiert als:  
   Dij = [∑|Xik ⎯Xjk|r]1/r 
Symbole: 
Dij  Distanz zwischen den Objekten i und j 
nM  Anzahl der Merkmale 
Xik, Xjk  Werte des Merkmals k der Objekte i und j 
r ≥ 1  Minkowski-Konstante (r ∈ N). 
 
Wird die Minkowski-Konstante r=1 gewählt, ergibt sich die L1-Norm (City-Block-Metrik 
bzw. Manhattan-Metrik), die in der Praxis häufig zur Clusterung von Standorten eingesetzt 
wird. Die Minkowski-Konstante r=2 führt zur L2-Norm, die den euklidischen Abstand zweier 
Objekte berechnet. Je größer die Minkowski-Konstante gewählt wird, desto stärker werden 
größere Differenzwerte gewichtet. Aus diesem Grund sind Distanzmaße mit hohem r  (r ≥ 2) 
gegenüber Ausreißern besonders sensibel [Bissantz, (1996)].  
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8.2.2.3 Fusionierungsalgorithmus 
 
Die dargestellten Ähnlichkeits- und Distanzfunktionen stellen die Grundlagen für die 
Anwendung von Fusionierungsalgorithmen dar, die die Gruppierung der Objekte zu 
sinnvollen Teilmengen durchführen. In Bezug auf die Gruppierungsform der Objekte wird 
zwischen hierarchischen und partitionierenden Verfahren differenziert (Abbildung 8.4).  
Hierarchische Verfahren führen die Clusterbildung entweder agglomerativ oder divisiv durch. 
Der Ablauf dieser Verfahren läßt sich graphisch in Form eines Dendrogramms 
veranschaulichen, das den Prozess der Clusterbildung  hierarchisch darstellt (Abbildung 8.5). 
Clusterverfahren 
Hierarchische 
Verfahren 
Partitionierende 
Verfahren 
Agglomerative 
Verfahren 
Divisive 
Verfahren 
Abbildung 8.4: Überblick ausgewählter Clusterverfahren 
(Vgl. [Backhaus et al. , (1996)]) 
agglomerativ 
divisiv 
O1 
 
O8 
O3 
O5 
 
O9 
 
O6 
 
O7 
O2 
 
O4 
 
       d1    d2         d3    d4        d5         d6    d7         d8   Distanzniveau 
Abbildung 8.5: Dendrogramm zur Darstellung der Clusterbildung 
(in Anlehnung an [Grimmer, U.; Mucha, H.-J, (1998)]) 
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Agglomerative hierarchische Vefahren beginnen mit der feinsten Partitionierung, d.h. jedes 
Objekt (O1...O9) repräsentiert einen eigenen Cluster. Durch die sukzessive Fusionierung wird 
die Anzahl und die Homogenität der Cluster reduziert. Dabei werden schrittweise die beiden 
ähnlichen Objekte zu einem neuen Cluster zusammengefasst (z.B. im ersten Schritt  O5 und 
O9 auf dem Distanzniveau d1). Dieser Vorgang wird beendet, wenn nur noch ein Cluster 
existiert, der sämtliche Objekte umfasst. Die Partition, die letzlich als Ergebnis der 
Clusteranalyse verwendet wird, kann automatisch vom System oder vom Anwender 
ausgewählt werden. 
 
Divisive hierarchische Verfahren verwenden die gesamte Objektmenge als Startpartition und 
teilen diese in kleinere Cluster auf [Kaufmann & Pape,  (1996)]. Durch die sukzessive 
Zerlegung der Objektmenge steigt die Anzahl und die Homogenität der Cluster. Der Vorgang 
ist beendet, wenn die Anzahl der gebildeten Cluster der Anzahl der Objekte entspricht. 
Aufgrund des höheren Rechenaufwands divisiver Clusterverfahren werden in Praxis die 
agglomerativen Verfahren bevorzugt. 
 
Partitionierende Verfahren weisen im Gegensatz zu hierarchischen Verfahren eine höhere 
Variabilität auf, da sich die Cluster-Zuordnung der Objekte im Verlauf der Analyse ändern 
kann; doch liefern sie in der praktischen Anwendung, aufgrund der kombinatorischen 
Mächtigkeit der Problemstellung, häufig nur lokale Optima [Backhaus et al., (1996)]. Darüber 
hinaus hat der Anwender durch die Vorgabe einer Startpartition die Anzahl der Cluster ex 
ante zu bestimmen. Aus diesem Grund wird die Kombination hierarchischer und 
partitionierender Verfahren vorgeschlagen. 
 
Im ersten Schritt erfolgt die Anwendung eines hierarchischen Verfahrens, das zur Anwendung 
der Clusteranzahl dient. In einem zweiten Verfahren führt das partitionierende Verfahren die 
Gruppenbildung auf der zuvor ermittelten Clusteranzahl durch.  
 
Die Clusteranalyse ist eine flexibel ausgestattete Analysemethode, die globale Aussagen über 
den Gesamtdatenbestand trifft. So können nominal- und metrisch-skalierte Datenbestände 
verarbeitet und hypothesenfrei auf Zusammenhänge untersucht werden. Daher werden 
cluster-analytische Verfahren im Rahmen des Data Mining eingesetzt, um komplexe 
Strukturen in hochdimensionalen Merkmalsräumen automatisch zu entdecken.  
 
Die Ergebnisse der Clusteranalyse sind schwierig zu interpretieren. Deshalb können sie 
(Ergebnisse der Clusteranalyse) durch den ergänzenden Einsatz weiterer Data Mining-
Methoden überprüft und verbessert werden. So kombinieren Anand und Hughes 
partitionierende Clusterverfahren mit Künstlichen Neuronalen Netzen, um die 
Ergebnisqualität der Clusteranalyse zu steigern.  
 
Bei Künstlichen Neuronalen Netzen (KNN) werden die sogenannten Neuronen in Schichten 
angeordnet, in denen alle Neuronen einer Schicht mit allen Neuronen der Nachbarschichten 
verbunden sind. Die erste Schicht, die die zu verarbeitenden Daten aufnimmt, wird als Input- 
und die letzte, die das Ergebnis liefert, als Outputschicht bezeichnet. Jedes Neuron verarbeitet 
die eingehenden Daten so, dass es sie gewichtet aufsummiert und nur bei Überschreiten eines 
Schwellenwertes ein „Signal“ (einen Wert) an die nachfolgenden Neuronen abgibt. Dem Netz 
werden Beispiele (Daten) präsentiert, bis es die erwünschten Ergebnisse zeigt. Dabei „lernt“ 
das Netz durch die Anpassung der Gewichte in der Summationsfunktion. KNN eignen sich 
besonders für Aufgaben der Segmentierung oder der Prognose (siehe Abbildung 8.2). Die 
Künstlichen Neuronalen Netze werden in dieser Arbeit als Trainingsbeispiel gewählt 
(Abschnitt 9.3). 
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8.3 Beziehungsgefüge Data Mining und Data Warehouse   
 
DW (siehe Kapitel 4) ist der Prozess der Sammlung verschiedener Informationen und dadurch 
eine Organisation für entscheidungsunterstützende Ziele. Es besteht aus zentralen 
Datenbanken, aus aktuellen und historischen Daten und aus heterogenen Datenbeständen usw. 
Z.B. enthält ein DW alle Informationen über die Kreditkunden (bisherige monatliche 
Einkommen, Familienstand, Alter, Ersparnislage, Beruf) und Informationen über die 
Unternehmenskreditkunden (Jahresabschlüsse, Eigenkapital, Fremdkapital, letzte 
Bruttoinvestitionen usw.). Diese Definition zeigt den eindeutigen Zusammenhang zwischen 
dem DW und Data Mining, der für seine Klassifikations- und Prediktionsaufgaben die Daten 
aus den Datensammellagern des DW braucht. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Data Mining (DM) versucht, bewegliche Muster in Daten zu finden. Saubere und konsistente 
Daten sind dafür sehr wichtig. Das wichtigste Bestreben des DM ist, die Daten zu 
identifizieren, zu sammeln und zu reinigen. Das zur Verfügung gestellte DW liefert die 
notwendigen Daten dafür. Die beiden Technologien arbeiten zusammen, um Werte zu liefern. 
Das Data Mining braucht die im DW gesammelten Daten (aktuelle und historischen Daten), 
die in bewegliche Informationen umgewandelt werden. 
 
Ein DW ist somit faktisch eine unabdingbare Voraussetzung für die Durchführung von 
Analysen mit der Data Mining Software-Technologie. Die Verwaltung der in einem 
Repository abgelegten Metadaten des DW ist besonders wichtig und darf als Aufgabe bei der 
DW-Implementierung und Vorbereitung zu Data Mining-Analysen nicht unterschätzt werden. 
 
Eines der Probleme bei Data Mining ist die Schwierigkeit, die eingetroffenen Ergebnisse zu 
beschreiben und zu erläutern. Dies sieht man eindeutig bei undirected Data Mining 
(clustering algorithm oder Klassifikationsmethoden). Mit der Benutzung von SOM-
Netzwerken (SOM: Self-Organizing Map) findet man z.B. Untergruppen (Clusters) von 
Leuten, die längst nicht mehr ihre Kreditkarten nutzen. Durch die Eingaben in das Netzwerk 
Abbildung: 8.6: Sicht von DW, Data Mining und OLAP 
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können Kontoführungen, mit der Kreditkarte gemachte Einkaufstypen und einige 
demographische Informationen und Kreditinformationen entdeckt werden 
(Kundenabwanderungsindikatoren). Das SOM-Netzwerk identifiziert die Untergruppen von 
Leuten (Cluters), aber man weiß nicht, was dies bedeutet. 
 
Jetzt kommt OLAP zur Hilfe! Es gibt eine Menge von Daten, die jetzt durch einen 
erwünschten Cluster optimiert werden und auch somit besser visualisiert werden. Dies wird 
eine gute Anwendung für einen Würfel (Cube) sein. Beim Einsatz von OLAP auf den 
gleichen Daten – mit Information über die wie eine Dimension eingeschlossenen Cluster – 
können die Eigenschaften, die Cluster unterscheiden, bestimmt werden. Die für das OLAP-
Werkzeug benutzten Dimensionen sind die Eingaben zu dem neuronalen Netzwerk, wie auch 
die Cluster-Identifikatoren (Cluster-Identifier). Es gibt ein schwieriges 
Datenkonvertierungsproblem, weil die neuronalen Netzwerke zwischen 0 und 1 kontinuierlich 
gestaffelte Werte erfordern, und OLAP-Werkzeuge diskrete Werte erfordern. Für die Werte, 
die ursprünglich diskret sind, gibt es kein Problem. Für die kontinuierlichen Werte kann auf 
Einflussbereichen basierte Behälter-Technik benutzt werden.  
 
Dieses Beispiel zeigt, dass sich OLAP und Data Mining ergänzen. Data Mining kann helfen, 
durch die Definition von geeigneten Dimensionen bessere Datenwürfel zu bauen, und kann 
auch die Abbruchmöglichkeit der kontinuierlichen Werte auf den Dimensionen zeigen. OLAP 
bietet mächtige Visualisierungen, um die Ergebnisse des Data Mining besser zu verstehen, 
z.B. bei den Data Mining-Tools neuronale Netze und Clustering. Ein gemeinsamer Einsatz 
von OLAP und Data Mining erhöht ihre jeweilige Kraft und bietet mehr Gelegenheiten für 
Datenverarbeitung. 
 
Seit Jahrzehnten benutzen die allgemeinen Statistiker, die Versicherungsstatistiker und die 
Analysten der Kreditinstitute die statistischen Pakete und erzielen gute Ergebnisse mit ihren 
Analysen, ohne Unterstützung eines zentralisierten Warehouse. Aber im Laufe der Zeit wird 
ein DW eine imperative Verpflichtung für jede Art von Entscheidungsunterstützung und 
Informationsanalyse. Es gibt mehrere Gründe, die zum Gebrauch eines DW führen: 
 
• Die fusionierten Firmen haben Probleme mit sehr großen mehrdimensionalen 
Datenmengen in den laufenden Systemen. Oft liefern diese Systeme nur einen infimen Teil 
der Geschäftsdaten. 
 
• Eine Marketingabteilung einer Bank darf jede Definiton der „Konsumentenkredite“, 
genauer Kreditzweck (wie der Kredit benutzt wird), haben, genau wie das 
Risikomanagement die Kreditkriterien – sodass sich die Gründe über die Vergaben (Sales) 
der Konsumentenkredite deutlich von den Berichten über das ausfallende Risiko, das 
gleiche Produkt unterscheiden müssen. 
 
• Die Technologie kann Data Warehousing unterstützen. Die Konkurrenz auf den Märkten 
hat die Berechnungs- und Speicherkosten deutlich reduziert. Gleichzeitig haben neue 
parallele Technologien Multi-Terabyte (Millionen von Megabytes!)-Datenbanken zur 
Realität werden lassen. 
  
Die Werkzeuge werden flexibel und benutzerfreundlich. Datenbereinigungswerkzeuge, 
relationale Datenbanken, Metadatenwerkzeuge, statistische Pakete, OLAP-Technologien, 
Anfragegenerierungswerkzeuge und Data Mining sind verfügbar und haben ein breites 
Anwendungsfeld.  
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So verteilt sich Data Mining auf folgende verschiedene Aufgaben: Klassifikation, 
Segmentierung, Prognose, Abhängigkeitsanalyse und Abweichungsanalyse, die durch 
bestimmte Methoden gelöscht werden. Einige der gefragtesten Methoden sind 
Entscheidungsbäume, Clusteranalyse und künstliche neuronale Netzwerke, die in dieser 
Arbeit als Trainingsverfahren eingesetzt werden..Im nächsten Kapitel werden verschiedene 
neuronale Netzwerke erforscht und trainiert. 
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Kapitel 9 
 
Trainingsverfahren mit Künstlichen Neuronalen Netzen 
 
      „Im Jahr 2002 brauchen die Menschen Banking, 
      aber sie brauchen keine Banken“(Rune Neteland) 
 
Die Künstlichen Neuronalen Netze sind eine der bekanntesten Data Mining-Techniken [Berry 
& Linhoff, (1998)]. Sie sind einfache Modelle von neuronalen Internverbindungen im Gehirn, 
die für die Benutzung auf digitalen Rechnern adaptiert werden. In ihren meisten gemeinsamen 
Anwendungen lernen sie aus einer Trainingsmenge, generalisieren Muster innerhalb der 
Trainingsmenge für  Klassifikation, Vorhersage und Clustering.  
 
Einer der Hauptvorteile der Künstlichen Neuronalen Netze ist ihre breite 
Anwendungsmöglichkeit in mehreren Data Mining- und anderen Entscheidungs-
unterstützungssystemen. In unsern Experimenten mit Beispielstrukturen und Beispieldaten 
aus der Feldstudie in Togo wurde daher diese Klasse von Verfahren näher untersucht und 
anhand der Beispiele vergleichend untersucht. 
 
In diesem Kapitel werden nach einem kurzen historischen Abriss verschiedene 
Verfahrensvarianten dargestellt und anhand eines größeren aus den Feldstudien gewonnenen 
Datensatzes auf ihre Eignung zur Kreditwürdigkeitsprüfung im Kontext dieser Arbeit 
untersucht. 
 
9.1 Geschichte neuronaler Netze 
 
Die erste Arbeit über neuronale Netzwerke erschien in den 1940er Jahren - bevor sogar die 
digitalen Computer existierten. 1943 postulierten Warren McCulloch, ein Neurophysiologe, 
und Walter Pits, ein Logiker, ein einfaches Modell, um zu erklären, wie die biologischen 
Neuronen funktionieren. Während ihr Forschungsschwerpunkt auf dem Verständnis der 
Anatomie des Gehirns lag, schien es, dass das Modell ein neuer Zugang zur Lösung einiger 
Probleme außerhalb der Neurobiologie sein könnte. Als in den 50er Jahren digitale Computer 
zur Verfügung standen, implementierten Informatiker das so gennante Perzeptron-Modell, das 
auf der Arbeit von McCulloch basiert. Das Perzeptron-Modell war nicht erfolgreich, weil die 
Ergebnisse für die Gesamtproblemlösung enttäuschend waren. 
 
Ein Grund für die begrenzte Nutzung der frühneuronalen Netzwerke lag darin, dass die 
meisten Großcomputer der damaligen Zeit weit weniger mächtig waren als ein billiger 
Bürocomputer der Gegenwart. Ein anderer Grund liegt darin, dass die einfachen Netzwerke 
theoretische Mängel hatten [Pandya & Macy, (1995)]. 1982 entdeckte Hopfield 
Backpropagation, ein neues Modell für das Training Künstlicher Neuronaler Netzwerke, das 
die theoretischen Anomalien des früheren Ansatzes beseitigte. Diese Entwicklung weckte die 
Renaissance der neuronalen Netzwerk-Forschung. Durch die 1980er Jahre bewegte sich die 
Forschung von den Labors in die Geschäftswelt, wobei sie seitdem in der Industrie 
angewendet wurde, um z.B. die beiden folgenden operationalen Probleme zu lösen: 
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• Entdeckung von betrügerischen Kreditkartentransaktionen. 
 
• Data Mining-Anwendungen: Kreditwürdigkeitsprüfung [Erxleben, (1992)], Bilanzanalyse 
[Baetgen, (1994)], Marktsegmentierungen, Aktienkursprognosen, Zins- und Wechselkurs-
Prognosen, Konjunkturbranchenprognose, Erkennung von Kreditkartenmissbrauch usw.. 
 
Neuronale Netze (NN), oft auch als Künstliche Neuronale Netze (KNN) oder artificial Neural 
Networks (ANN) bezeichnet, sind informationsverarbeitende Systeme, die aus einer großen 
Anzahl einfacher Einheiten (Zellen oder Neuronen, aber auch verdeckte Neuronen, hidden 
units) bestehen (siehe Abbildung 9.1). Diese senden sich Information in Form der Aktivierung 
der Zellen über gerichtete Verbindungen (Connections oder Links) zu [Zell, (1994)]. 
 
9.2 Eigenschaften Künstlicher Neuronaler Netze (KNN) 
 
Die wichtigste Eigenschaft der Künstlichen Neuronalen Netze ist ihre Lernfähigkeit, die 
Fähigkeit, eine Aufgabe selbständig aus Trainingsbeispielen (Neuronale Klassifikation zur 
Trennung von kreditwürdigen und nichtkreditwürdigen Kunden) zu erlernen. 
 
Lernfähigkeit: Die neuronalen Netze werden zumeist nicht programmiert, sondern durch ein 
Lernverfahren mit einer großen Klasse von Trainingsmustern trainiert. 
 
Parallelität: Die neuronalen Netze sind bereits vom Ansatz her massiv parallel und daher für 
eine Implementierung oder Simulation auf Parallelrechnern sehr gut geeignet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Verteilte Wissensrepräsentation: Bei allen Modellen von neuronalen Netzen ist das „Wissen“ 
des neuronalen Netzes in den Gewichten verteilt gespeichert. 
 
Assoziative Speicherung von Informationen: Information wird hier inhaltsbezogen, d.h. 
assoziativ gespeichert und nicht adressbezogen wie in von Neumann-Rechnern. Neuronale 
Netze sind Verfahren der künstlichen Intelligenz, die sich am Vorbild biologischer 
Nervenzellen orientieren und insbesondere für Mustererkennungsaufgaben geeignet sind 
Input 1 
 Input 2 
 Input 3 
Input 4 
 Output 
 Eingabeneuronen  Verdeckte  
Neuronen 
(hidden Units)
 Ausgabeneuron 
Abbildung 9.1: Ein neuronales Netz mit 4 Eingabeneuronen, mit 2 verdeckten 
Neuronen (Hidden Layer) und einem Ausgabeneuron 
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[Krause, (1993)], [Berry & Linhoff, (1998)], [Biethahn, Hörnloh & Kuhl, (1998)], [Orr & 
Müller, (1999)]. Die Wirkungsweise des Gehirns wird dabei durch eine Vielzahl einfacher 
Verarbeitungselemente simuliert, die durch  komplexe, nach ihrer Bedeutung gewichtete 
Verbindungen miteinander verknüpft sind. Neuronale Netze zeichnen sich durch ihre Lern- 
und Anpassungsfähigkeit aus, d.h. sie sind in der Lage, sowohl ihre eigene Struktur zu 
optimieren, als auch komplexe Zusammenhänge direkt aus dem Datenmaterial zu abstrahieren 
[Widrow, Rummelhard & Lehr, (1994)]. An die Stelle der Programmierung tritt bei 
neuronalen Netzen das Lernen aus Beispielen, wobei das Netz die eingehenden Informationen 
gewichtet und auch mehrdeutige Zusammenhänge verarbeiten kann. Neuronale Netze können 
– anders als statistische Verfahren – auch qualitative Daten, z.B. Einschätzung der 
Managementkompetenz (bevor dem Unternehmen ein Kredit bewilligt wird) oder der 
Branchenkonjunktur, zur Klassifizierung verwenden. Gerade wegen ihrer Fähigkeit, 
komplexe, nichtlineare und teilweise auch widersprüchliche Zusammenhänge in 
hochdimensionalen Merkmalsräumen zu erkennen, sind neuronale Netze für die 
Kreditwürdigkeitsprüfung von Interesse. 
 
Neuronale Netze lernen an historischen Daten und wenden das Gelernte auf neue Daten an 
(Abbildung 9.2). Die Bilanzabschlüsse der letzten fünf Jahre, die durch die sogenannten 
Kennzahlen aus dem DW gegeben sind, werden geprüft bzw. trainiert. Die Ergebnisse zeigen, 
ob das Unternehmen „kreditwürdig“ oder „nicht kreditwürdig“ ist. 
 
 
 
 
  
 
 
 
 
 
 
 
 
Keine Introspektion: Neuronale Netze können keine Introspektion, d.h. keine Analyse ihres 
eigenen Wissens oder Problemlösevorgangs durchführen, wie dies etwa die 
Erklärungskomponenten von Expertensystemen tun können. Die Analyse des „Wissens“ eines 
Netzwerks ist generell sehr schwierig. Deshalb braucht Data Mining OLAP als ein 
analytisches unterstützendes Werkzeug. 
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In diesem Kapitel wird anhand von Beispieldaten aus Togo untersucht, wie sich neuronale 
Netze in der dortigen Kreditwürdigkeitsprüfung einsetzen lassen und welche konkreten 
Methoden dabei besonders aussichtsreich erscheinen. 
 
Die Abbildung 9.3 zeigt die grundsätzliche Vorgehensweise bei diesen Analysen. Wenn man 
ein später solventes Unternehmen als zahlungsunfähig prognostiziert, wird dies Beta-Fehler 
genannt. Der Alpha-Fehler findet statt, wenn ein später insolventes Unternehmen als solvent 
angenommen wird. 
Neue 
Daten 
Historische
Daten
 
Modell 
wählen 
 
Gewichte 
lernen 
 
Modell 
anwenden 
Abbildung 9.2: Wie Neuronale Netze lernen 
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Ziel dieses Kapitels ist es, den Einsatz neuartiger Netzarchitekturen und Lernverfahren zum 
Kreditrisikomanagement bzw. zur Kreditwürdigkeitsprüfung mit neuronalen Netzen 
weiterzuentwickeln. Dabei richtet sich das Interesse auf andere Verfahren des Soft 
Computing, die allein oder in Kombination mit neuronalen Netzen auf ihre Eignung für 
Kreditwürdigkeitsprüfung untersucht werden. 
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Abbildung 9.3: Diagramm eines Basisalgorithmus zum Netztraining 
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Soft Computing bezeichnet Programmsysteme, die tolerant gegenüber unpräzisen und 
unsicheren Informationen sind [Zadeh & Loti (1994)]. Speziell bei der Formalisierung 
kognitiver Prozesse hat sich herausgestellt, dass die Präzision herkömmlicher 
Computerprogramme mit hohen Kosten verbunden oder zur Lösung der Aufgabe gänzlich 
ungeeignet ist. Menschliche Entscheidungsprozesse zeichnen sich dagegen dadurch aus, dass 
sie trotz unklarer Umgebungsbedingungen zu rationalen Entscheidungen führen. Diese 
Prozesse müssen sich darüber hinaus an wechselnde Umgebungsbedingungen anpassen. 
 
Gegenwärtig zählen im wesentlichen Fuzzy Logik, neuronale Netze und probabilistische 
Verfahren (u.a. genetische Algorithmen) zu den Verfahren des Soft Computing (Abbildung 
9.4). Fuzzy Logik basiert auf der Theorie der unscharfen (fuzzy) Mengen und dient 
vorwiegend zu der Formalisierung unpräziser Information.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Der Schwerpunkt der neuronalen Netze liegt dagegen auf ihrer Lernfähigkeit, während 
Probabilistische Verfahren sich mit Unsicherheit befassen. Obwohl es zwischen den drei 
Dimensionen Überschneidungsbereiche gibt, ist es wichtig, die drei Verfahren als zueinander 
komplementär zu sehen [Zadeh & Loti, (1994)]. Während jedes der drei Verfahren für 
bestimmte Problemstellungen besonders geeignet ist, haben in jüngster Zeit insbesondere 
Kombinationen aus mehreren Verfahren, sog. hybride Systeme, verstärktes Interesse 
gefunden. Dazu zählen Neuro-Fuzzy Systeme [Hech, (1990)], bei denen unscharfe Mengen 
durch Training mit neuronalen Netzen formalisiert werden, und Neuro-Evolutionäre Systeme, 
bei denen Genetische Algorithmen Verwendung finden.  
 
Im Rahmen dieser Arbeit ist nur ein Teilabschnitt der durch Soft Computing gegebenen 
Möglichkeiten zur Kreditwürdigkeitsprüfung von Interesse. Da jedoch Unsicherheit bezüglich 
der Zusammenhänge zwischen Bilanzkennzahlen und möglicher Insolvenz, sowie die 
notwendigerweise unpräzise Wiedergabe der tatsächlichen Unternehmenssituation durch die 
Jahresabschlußinformationen, zentrale Probleme bei der Kreditwürdigkeitsprüfung sind, ist 
auch der Einsatz weiterer Soft Computing-Methoden denkbar. 
 
 
 
Neuronale  
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Fuzzy- 
Logik 
Probabilistische Verfahren 
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Neuro-Evolutionäre  
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Abbildung 9.4: Dimensionen des Soft Computing (Vgl. 
[Zadeh & Loti, (1994)] 
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Tabelle 9.1: Beispiele für Kennzahlen der Kreditwürdigkeitsprüfung 
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9.4 Vergleich und Optimierung von Neuronalen Klassifikationsverfahren 
 
Anhand von Datenstichproben aus togolesischen Quellen werden in diesem Abschnitt 
unterschiedliche Varianten und Verbesserungsstrategien für Neuronale 
Klassifikationsverfahren im Hinblick auf ihre Eignung für die Kreditwürdigkeitsprüfung 
verglichen. Für diese Untersuchungen wurden weitgehend vorhandene Systeme wie der 
FORWISS Netzsimulator FAST oder das Fuzzy Classification System FUCS genutzt, mit den 
entsprechend den Datenqualitätsanforderungen und Metadaten-strukturen (vgl. Kap. 6/7) 
aufbereiteten Daten integriert und um einige eigene Analysebausteine erweitert. 
 
Die für unsere Analysen benutzten Quelldaten stammen aus folgenden Institutionen: aus Togo 
BTCI (Banque Togolaise pour le Commerce et l´Industrie), in Zusammenarbeit mit 
Commerzbank Deutschland) UTB,  (Union Togolaise de Banque), in Zusammenarbeit mit 
„Deutsche Bank“), EcoBanque (eine Schwester-Bank von Citi-Group) und der 
Verwaltungstelle des Bankaufsichtrates von Togo und dem „Centre National pour  Statistique 
et Informatique“ der Republik Togo (CNSI), die die Daten über Unternehmen und Banken in 
Entwicklungsländern und Schwellenländern der Dritten Welt aufbereiten und für diese 
Untersuchungen dankenswerterweise zur Verfügung gestellt haben. Insgesamt waren 6600 
Datensätze mit je 73 Bilanzkennzahlen vorhanden, vorab aufgeteilt in die beiden Klassen 
solvent und insolvent. Einige Beispiele von Kennzahlen sind in Tabelle 9.1 dargestellt, die 
Aufteilung in Tabelle 9.2. Als insolvent galten dabei nur die Unternehmen, bei denen ein 
Konkurs, Vergleich, Moratorium oder Wechselprotest vorlag, alle anderen Unternehmen 
wurden als solvent betrachtet. Für jedes Unternehmen wurden mindestens 5 Jahresabschlüsse 
ausgewertet, wobei der Stichtag des letzten Abschlusses für die insolventen Unternehmen 
mindestens vor dem Datum der Insolvenz liegen musste. Die in die Untersuchung 
einbezogenen Unternehmen haben einen Mindestumsatz von 250.000 Euro; der Kennzahlen-
katalog enthält keine absoluten Zahlen, sondern ausschließlich abgeleitete Verhältniszahlen. 
 
Lern- Stichprobe Teststich- probe Validierungs- Stichprobe 
Solvente Insolvente Solvente Insolvente Solvente Insolvente 
336 336 2686 343 2654 312 
Summe = 672 Summe = 3029 Summe = 2966 
Tabelle 9.2: Aufteilung des Datenmaterials 
 
Bei der dichotomen Unternehmensklassifikation mit den beiden Klassen solvent und insolvent 
können unterschiedliche Fehlerarten auftreten. Insbesondere unter Kostengesichtspunkten 
sind die beiden Fehlerarten nicht äquivalent, so dass ein Vergleich zwischen verschiedenen 
Klassifikationsverfahren auf der Basis eines Gesamtklassifikationsfehlers, d.h. einer 
gewichteten Summe von Alpha- und Beta-Fehler, ausscheidet. Krause, (1993) hat 
vorgeschlagen, den Alpha-Fehler konstant zu halten und die Klassifikationsergebnisse 
anhand des Beta-Fehlers zu vergleichen. Um diesen konstanten Alpha-Fehler zu erreichen, ist 
in der Regel eine Verschiebung des Trennwerts zwischen den beiden Klassen erforderlich, für 
die ein Algorithmus angegeben ist. Auch in dieser Untersuchung wird der Beta-Fehler bei 
konstantem Alpha-Fehler optimiert. 
 
Die Qualität eines Klassifikationsverfahrens für die praktische Anwendung lässt sich nur auf 
der Basis unbekannter, d.h. nicht für den Aufbau des Klassifikators verwendeter Testdaten 
bestimmen. Daher wird das Datenmaterial in drei zufällig ausgewählte Stichproben aufgeteilt 
[Hech, (1990)]. Die Lernstichprobe enthält die Trainingsdaten für die neuronalen Netze, mit 
Hilfe der (Parameter-)Teststichprobe wird die günstigste Parametereinstellung für das 
jeweilige Verfahren ausgewählt. Da die Validierungsstichprobe weder zur Klassifikator-
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bildung noch zur Parameteroptimierung verwendet wurde, sind allein deren Resultate 
repräsentativ für unbekannte Fälle aus der Grundgesamtheit aller Unternehmen. 
 
In den folgenden Unterabschnitten werden nun die einzelnen Verfahren zunächst beschrieben, 
anschließend werden jeweils die entsprechenden Testergebnisse dargestellt. Am Ende folgt 
ein Fazit der Untersuchungen. 
 
9.4.1 Backpropagation-Netze 
 
Ein Backpropagation-Netz basiert auf dem Multi Layer Perceptron (MLP) [Rummelhart & 
McCleland, (1986)], das aus einer Anzahl einfacher Verarbeitungselemente (Neuronen) 
besteht, die in einer komplexen Struktur durch Verbindungsgewichte miteinander verknüpft 
sind. Diese Verbindungsgewichte werden durch ein überwachtes Lernverfahren (supervised 
Learning), den sog. Backpropagation-Algorithmus, an die Klassifikationsaufgabe in der 
Kreditwürdigkeitsprüfung angepasst. 
 
 
 
Abbildung 9.5: Aktivierungsfunktion in Tanh-Form 
 
Bei einem vollverbundenen Netz werden alle Neuronen der Eingabeschicht mit allen 
Neuronen der ersten verdeckten Schicht (hidden layer) verknüpft. Die Neuronen sind in 
Schichten angeordnet, an die Neuronen der ersten Schicht wird jeweils eine Eingangsvariable 
(z.B. eine der 73 Bilanzkennzahlen) angelegt. Auf die Eingabeschicht folgen eine oder 
mehrere verdeckte Schichten (hidden layers), die unterschiedliche Anzahlen von Neuronen 
enthalten können (siehe Abbildung 9.1). Die Ergebnisse des neuronalen Netzes können an den 
Neuronen der Ausgabeschicht abgelesen werden. Die Ausgabeschicht enthält für die binäre 
Klassifikation solvent/insolvent nur ein einziges Neuron, dessen Ausgabewert 0 einem 
solventen und 1 einem insolventen Unternehmen entspricht. Eine typische Architektur verfügt 
über 73 Eingabe-, 1 verdecktes sowie 1 Ausgabeneuron, im Folgenden als 73-1-1 notiert. 
Jedes Neuron hat eine Aktivierungsfunktion, hierfür soll die Sigmoid-Funktion, eine 
nichtlineare Funktion mit dem Wertebereich [0; 1], Verwendung finden [Uthof, (1997)].  
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Diese werden wiederum ausschließlich mit allen Neuronen der nächsten verdeckten 
beziehungsweise der Ausgabeschicht verbunden; es gibt also keine schichtübergreifenden 
Verbindungen (sog. cross connection). Das Bias-Neuron liefert einen konstanten 
Schwellenwert von 1 für die Aktivierungsfunktionen aller verdeckten und Ausgabeneuronen; 
es ist daher mit allen Neuronen – außer denen in der Eingabeschicht – verbunden. 
 
9.4.1.1     Der Backpropagation-Algorithmus 
 
Das Lernverfahren eines solchen neuronalen Netzes umfasst zwei Phasen, den forward- und 
den backward-pass. Beim forward-pass werden die Eingangsvariablen an den Neuronen der 
Eingabeschicht angelegt. Diese Neuronen übertragen ihre Aktivierung, multipliziert mit dem 
jeweiligen Verbindungsgewicht, an alle mit ihrer Ausgangsseite verbundenen Neuronen. Die 
Neuronen in den verdeckten Schichten und der Ausgabeschicht berechnen ihren eigenen 
Aktivierungswert, indem sie ihre Aktivierungsfunktion auf die Summe sämtlicher, an ihrer 
Eingabeseite anliegenden, gewichteten Aktivierungen anwenden. Die Aktivierungen der 
Neuronen der Ausgabeschicht, d.h. die Ausgabewerte des neuronalen Netzes, werden nun mit 
den Soll-Ausgabewerten verglichen. Der backward-pass propagiert diese Fehlerinformation 
durch die einzelnen Schichten des Netzes zurück und verändert die Gewichte. Bei der 
Anpassung der Gewichte findet die Delta-Regel Anwendung, die den Gradienten, d.h. die 
partielle Abteilung des Fehlerterms, nach dem Gewicht berechnet. Ein 
Gradientenabstiegsverfahren verändert die einzelnen Gewichte um das Produkt aus Lernrate, 
die die Größe der Lernschritte steuert, und Gradient. In der vorliegenden Arbeit wird die 
kumulierte generalisierte Delta-Regel verwendet, die Gewichte erst nach der Präsentation 
aller Trainingsbeispiele modifiziert. Nach jedem Lernbeispiel werden die Gradienten zunächst 
aufaddiert, bevor die Gewichte nach Abschluss einer sog. Epoche, bestehend aus der 
ehemaligen Präsentation aller Trainingsbeispiele, verändert werden. Ein Momentum, das die 
Gewichtsveränderung exponentiell glättet, verstetigt darüber hinaus den Lernprozess [Orr & 
Müller, (1999)]. 
 
73 Eingabeneuronen 
1 verdecktes 
Neuron 
(hidden layer) 
1 Ausgabeschicht 
Abbildung 9.6: 73-1-1 Backpropagation-Topologie 
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Backpropagation ist ein Gradientenabstiegsverfahren (engl. gradient descent). Die Idee ist die 
Minimierung des Netzwerksfehlers durch Angleichung der Gewichte. Durch den 
Gradientenabstieg ist diese Methode möglich. Jedes Gewicht wurde als eine Dimension in 
einem N-dimensionalen Fehlerraum berücksichtigt. In diesem Fehlerraum (error space) 
verhalten sich die Gewichte wie unabhängigen Variablen und die Form ihrer entsprechenden 
Fehlerfläche wird durch die Fehlerfunktion in Kombination mit der Trainingsmenge 
bestimmt.  
 
Die in Abbildung 9.5 dargestellte Fehlerfunktion  
 
E = ∑EP = ∑ ½ ∑(tpj - Opj)2       gibt: 
 
E den quadratischen Fehler an, den das Netzwerk bei 
W =  (w1,.....,wn) gegebenen Gewichten über alle 
pi  Trainingsmuster und alle 
j  Ausgabeneuronen aufsummiert besitzt. Dabei ist 
Ep  die Fehlereingabe für ein Muster (pattern) p, 
tpj  die Lerneingabe (teachung input), 
Opj die Ausgabe von Neuronen j bei Muster p. 
½  Bei Differenzieren des Quadrates wird der Faktor ½ weggekürzt. 
 
Die Änderung ∇Wij des Gewichtsvektors ist proportional zum negativen Gradienten der 
Fehlerfunktion mit dem Lern-Faktor η, auch als Lernfaktor oder Schrittweite bezeichnet. Für 
ein einzelnes Argument gilt somit: 
 
∇Wij = η δE / δWij = -η Σ δEp / δWij;   ∇Wij = η∑Opi δpj 
 
Nach mehrfacher Anwendung der Kettenregel erhält man folgende Backpropagations-Regel: 
 
Abbildung 9.7: Lokale und globale Minima der Fehlerfläche 
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Abbildung 9.8: Fehlerfläche eines neuronalen Netzes  
als Funktion der Gewichte W1 und W2 
 
 
δpi = { f’(netPI)(tPI - OPI)}  falls j ein Ausgabeneuron ist oder 
δPJ = { f’(netPJ)(WJkOk)}  falls j ein verdecktes Neuron ist 
 
Zur Optimierung einer Vielzahl von Verfahrensparametern wird eine Methode der nicht-
linearen Optimierung, das Koordinatenverfahren eingesetzt [Krause, (1993)], [Uthof, (1997)]. 
 
 
9.4.1.2  Tests zur Bestimmung der Trainingsdauer 
 
Beim Einsatz von neuronalen Netzen zur Musterklassifikation spielt der Trainingsabbruch 
eine wichtige Rolle, da das Training bis zur Konvergenz der Trainingsfehler, d.h. alle 
Beispiele in der Lernmenge werden exakt richtig klassifiziert, im allgemeinen die 
Generalisierungsfähigkeit des Netzes beeinträchtigt. Die Generalisierungsfähigkeit geht 
verloren, wenn das Lernverfahren die freien Parameter, d.h. die Gewichte, zu stark an die 
speziellen Eigenschaften der Lernstichprobe anpasst, was auch als „auswendig lernen“ oder 
Overlearning (oder overlifting) bezeichnet wird [Jafar-Shaghaghi, (1996)]. Der 
Backpropagation-Algorithmus orientiert sich nämlich ausschließlich an der lokalen 
Fehlerinformation auf der Lernstichprobe, welche die Gewichte solange beeinflusst, bis alle 
Lernbeispiele exakt auf den jeweiligen Sollwert der Klasse solvent bzw. insolvent abgebildet 
werden. Für die Generalisierungsfähigkeit kommt es aber mehr auf die Erkennung 
grundlegender Merkmale an, die allen Unternehmen aus der jeweiligen Klasse gemeinsam 
sind, als auf die Erfassung aller (zufallsbedingten) Abweichungen des speziellen 
Lernbeispiels. [Krause, (1993)] und [Uthof, (1997)] verwendeten daher den quadratischen 
Gesamtfehler auf der Teststichprobe als Abbruchkriterium. Dieses Kriterium erscheint aus 
zwei Gründen problematisch:  
 
• Zum einen ist der minimale quadratische Gesamtfehler auf der Teststichprobe nicht das 
wirkliche Optimierungskriterium. Die Generalisierungsfähigkeit des Netzes wird vielmehr 
aufgrund des Beta-Fehlers beurteilt. Der quadratische Gesamtfehler kann durchaus sinken, 
ohne den Beta-Fehler zu verändern, wenn z.B. bisher schon auf der „richtigen“ Seite des 
Trennwerts liegende Klassifikationsergebnisse sich noch weiter den Sollwerten nähern.  
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• Zum anderen wird der Trennwert zur Bestimmung des Beta-Fehlers bei bekanntem Alpha-
Fehler nachträglich verschoben (im Normalfall zu den solventen Unternehmen hin). 
Aufgrund der Tendenz eines neuronalen Netzes zur besseren Klassifizierung einer der 
beiden Klassen kann der Trennwert erheblich streuen (siehe Kap. Implementierung). 
 
Deswegen soll der Beta-Fehler auf der Parameterteststichprobe direkt als Abbruchkriterium 
für das Trainning verwendet. Dazu wurde eine Prozedur „adjust beta“ in das FAST 
(FORWISS Artificial Neural Networks Simulation) integriert, die online während des 
Trainings nach jeder Epoche den Beta-Fehler iterativ berechnet. Die Werte des 
Ausgabeneurons werden für jedes Testbeispiel, d.h. für die Kennzahlenmuster jedes 
Unternehmens in der Teststichprobe, im Feld sort zwischengespeichert. Nach Sortierung 
dieses Feldes sollten im Idealfall alle solventen Fälle (Sollwert für das Ausgabeneuron 0) vor 
allen insolventen Fällen (Sollwert 1) liegen. In der Realität sind allerdings einige insolvente 
Fälle im solventen Bereich der Sortierreihenfolge zu finden. Der Trennwert kann von 0 
ausgehend solange erhöht werden, bis der insolventen Testfälle der Aktivierungswert des 
Ausgabeneurons kleiner ist als der neue Trennwert. Diese insolventen Testfälle gelten dann 
nämlich bezüglich des neuen Trennwerts als falsch (solvent) klassifiziert (Alpha-Fehler), 
während die in Sortierreihenfolge unterhalb des neuen Trennwerts liegenden solventen Fälle 
(die Anzahl der insgesamt unter dem Trennwert liegenden Fälle abzüglich der falsch 
klassifizierten insolventen Beispiele) richtig klasifiziert sind. Daraus ergibt sich im 
Umkehrschluss der Beta-Fehler, der Anteil fälschlicherweise als insolvent klassifizierter Fälle 
an der Gesamtzahl der solventen Unternehmen.  
 
Bei den Tests mit einem 73-1-1 Backpropagation-Netz stellt sich heraus, dass die beiden 
Kriterien „quadratischer Gesamtfehler“ und Beta-Fehler auf der Stichprobe in der Tat 
unterschiedlich sind. Im Trainingsverlauf verschiedener neuronaler Netze gab es sowohl 
Fälle, in denen der optimale Beta-Fehler vor dem minimalen Beta-Fehler lag, als auch solche, 
in denen es genau umgekehrt war. Mit dem neuen Abbruchkriterium konnte der von Krause 
(1993) mit dem 73-1-1 Netz erzielte Beta-Fehler von 46,95% auf 44,19% nach 45 Epochen 
reduziert werden. Auf der Validierungsstichprobe schnitt das so trainierte Netz mit 44,31% 
allerdings nicht wesentlich besser ab, als das Netz von Krause mit 44.35%. 
 
Der C++ - Pogrammcode für die Trennwertverschiebung ist im Folgenden auszugsweise 
abgedruckt: 
 
/* 
 *Prozedur adjust_beta 
 */ 
#include "var.h" 
#include <math.h> 
#include <stdlib.h> 
void adjust_beta(oclass*,int); 
int sortcomp(ssort*,ssort*); 
/* 
* Verschiebt den Trennwert zwischen 2 Klassen, so ein bestimmter Beta-Fehler  
* (Parameter fixedAlpha) erreicht wird 
*/ 
void 
adjust_beta(oclass *ClassList, int *tot) 
 double errors; 
 int i, NClass0,NClass1; 
 oclass *p; 
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 /*Initialisierung der Fallzahlen Nclass0 und Nclass1 für solvente/insolvente  
  *Unternehmen. error: Anzahl falsch klasifizierter insolventer Fälle zur 
  *Erreichung des konstanten Alpha-Fehlers 
  */ 
 fprintf(stdout,"Alpha-Error %-3,2f%%",FixedAlpha); 
 Nclass0=0; 
 Nclass1=0; 
 p=ClassList; 
 if(p!=NULL) { 
  Nclass0=tot[p->index}; 
  p=p>indext; 
 } 
 if(p!=NULL)NClass1=tot[p->index], 
 errors=FixedAlpha/100*Nclass] 
 
 /* Sotierung der Testbeispiele nach aufsteigendem Ausgabewert*/ 
 qsort(sort, TestSet.patterns,sizeof(ssort), sortcomp);  
 
 /* Erhöhe Trennwert auf nächsten Ausgabewert bis zulässige Fehlerzahl verbraucht */ 
 for(i=0;((i<TestSet.patterns)&&(errors>0));i++) 
  /* 
  * reduziere noch erlaubte Fehler für jedes insolvente Unternehmen (target=1) 
  * im Intervall der solventen Ausgabewerte 
  */ 
  if(sort(i).target==1){ 
   errors-=1; 
  } 
 /* 
 * falsche klassifizierte Beispiele in Klasse0(solvent); 
 * errors=Gesamtzahl der Beispiele in Klasse0 
 * -richtig klassifizierte beispiele unter neuem Trennwert 
 * richtig klassifizierte Beispiele unter neuem Trennwert 
 * =Gesamtzahl der Beispiele unter dem Trennwert(i) 
 *  -falsch klassifizierte insolvente Beispiele (Alpha-Fehler) 
 *Beta-Fehler: 
 Beta=Anteil der falsch klassifizierten Beispiele (errors) in Klasse0 (solvent) 
 */ 
 errors=NClass-(i-FixedAlpha/100*NClass1); 
 Beta=errors*100 / Nclass0; 
/* Gebe Beta-Fehler und Trennwert aus aktualisiere ggfls. Optimum BestBeta*/ fprintf(stdout, 
"Beta-Error %-3,2f%%",Beta); 
 fprintf(stdout, "Trennwer t%-3.4f\n",sort[i].key); 
 
 if(Beta< bestBeta) { 
  BestBeta=Beta; 
  BestEpoch=Epoch; 
 } 
 
 
9.4.1.3    Tests mit komplexer Netztopologie 
 
Komplexere neuronale Netze werden auch für mehr Epochen trainiert werden müssen, um die 
höhere Zahl der Verbindungsgewichte, die linear mit Anzahl verdeckter Neuronen wächst, 
einzustellen. Da in jeder Trainingsepoche außerdem die höhere Zahl von Gewichten zu 
aktualisieren ist, beträgt die Trainingszeit mehrere Stunden. Systematisch werden sowohl 
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Netzarchitekturen mit gleicher Anzahl verdeckter Neuronen in jeder Schicht, als auch solche 
mit von Schicht zu Schicht abnehmender Anzahl, getestet. Diese „trichterförmige“ Struktur 
könnte möglicherweise in den ersten Schichten entdeckte Merkmale durch die nachtragenden, 
kleineren Schichten auf die wesentlichen Merkmale reduzieren. Eine ähnliche Funktionsweise 
wird auch von neuronalen Netzen erhofft, bei denen eine verdeckte Schicht mit geringer 
Neuronenanzahl zwichen größeren Schichten liegt und eine „Filterfunktion“ realisiert. Als 
Ergebnis der Versuche ist festzuhalten, dass erst eine massive Erhöhung der Anzahl 
verdeckter Neuronen zu einer deutlichen Verbesserung der Klassifikationsleistung führte. Der 
niedrigste Beta-Fehler von 40,62% auf der Validierungsstichprobe wurde nach 805 Epochen 
mit einer 73-20-20-20-1 Architektur erreicht. Für die gute Generalisierungsfähigkeit des 
Ergebnisses spricht, dass der Beta-Fehler dieses Netzes auf der Teststichprobe nur 37,95% 
beträgt und damit deutlich unter dem Ergebnis aus der Teststichprobe liegt. Die Abweichung 
von gut 2,5% zwischen zwei repräsentativen Stichproben zeigt aber gleichzeitig, dass mit 
einer gewissen Streuung der Klassifikationsergebnisse, bezüglich zufällig aus der 
Grundgesamtheit aller Unternehmen ausgewählter Testmengen, zu rechnen ist.  
 
9.4.2 Kostenbewertete Fehlerfunktion 
 
Insolvenzprognosen mit neuronalen Netzen wurden erstmals von Tam & Kiang (1992) 
anhand von US-Daten vorgechlagen. Die Autoren haben ihren Ansatz zur Insolvenzprognose 
mit neuronalen Netzen inzwischen weiterentwickelt. Anstatt der unterschiedlichen 
Gewichtung von Alpha und Beta-Fehler durch eine nachträgliche Trennwertverschiebung 
berücksichtigen, modifizieren sie die Fehlerfunktion des Backpropagation-Algorithmus. Der 
normale Backpropagation-Algorithmus minimiert näherungsweise die Anzahl der 
Fehlklassifikationen auf der Lernstichprobe, welche solvente und insolvente Fälle im 
Verhältnis 50:50 enthält. Dieses Ergebnis, ausgedrückt als Prozentsatz insgesamt falsch 
klassifizierter Unternehmen in der Teststichprobe, ist aber in der Regel irreführend und nicht 
optimal im Hinblick auf die durch Fehlklassifikationen entstehenden Kosten. Dafür gibt es in 
der Kreditwürdigkeitsprüfung zwei Gründe: 
 
1. Die a priori Wahrscheinlichkeit für das Auftreten eines solventen Unternehmens ist 
deutlich höher als für das Auftreten eines insolventen Unternehmens, somit gewinnt der 
Beta-Fehler an Bedeutung. 
 
2. Die Kosten der Fehlklassifikation eines insolventen Unternehmens (Forderungsausfall) 
sind höher als für die Fehlklassifikation eines solventen Unternehmens 
(Opportunitätskosten), was die Bedeutung des Alpha-Fehlers erhöht. 
 
Beide Effekte kompensieren sich zwar teilweise [Feidicker, (1992)], dennoch kann durch 
Berücksichtigung der unterschiedlichen Gewichtung bereits in der Lernphase des neuronalen 
Netzes das Klassifikationsergebnis verbessert werden. 
 
9.4.2.1    Modifizieren der Fehlerfunktion 
 
Für die beiden möglichen Fehlerfälle Alpha- und Beta-Fehler wird ein eigener Gewichtsfaktor 
Zi definiert. Die modifizierte Fehlerfunktion Ew multipliziert die Summe des quadrierten 
Fehlers (Yij - dij)2, die Abweichung zwischen dem Sollwert dij und dem tatsächlichen Wert des 
Ausgabeneurons Yij, mit der Kostenbewertung Zi für die entsprechende Fehlklassifikation.  
Der Gewichtsfaktor Zi ist gegeben durch das Produkt aus a priori Wahrscheinlichkeit πi und 
den Kosten der Fehlklassifikation Ci. 
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  Ew= ∑2i=1Zi∑nii=1 (Yij-dij)2/2  
mit   Z1 = C1π1 (C1 Kosten des Beta-Fehlers) 
  Z2 = C2π2 (C2 Kosten des Alpha-Fehlers) 
 
Feidicker (1992) entwickelte ein umfangreiches Modell für den Einfluss von Kosten und a 
priori- Wahrscheinlichkeit auf ein lineares Klassifikationsverfahren. Seine Überlegungen 
berücksichtigen zudem die spezifische Kostenstruktur des Kreditgebers sowie die Tatsache, 
dass die Klassifikation „insolvent“ durch das neuronale Netz nicht unmittelbar zur Ablehnung 
des Kreditantrags, sondern zu einer manuellen (weitere Kosten verursachenden) Prüfung 
führt. An dieser Stelle spielt indes die genaue Kostenstruktur keine bedeutende Rolle, da 
lediglich untersucht werden soll, ob die Anpassung der Fehlerfunktion an die 
Anwendungssituation im Vergleich zur Standard-Fehlerfunktion (bei der für die 
Kostenfaktoren Zi = 1 gilt) überhaupt das Klassifikationsergebnis verbessert. Allerdings 
wurde aus der Arbeit von Feidicker (stark vereinfachend) das Kostenverhältnis für die 
Fehlklassifikation insolventer bzw. solventer Unternehmen übernommen. Die Abschätzung 
der a priori-Wahrscheinlichkeit für die Insolvenz eines Unternehmens mit 0,11, dem Anteil 
insolventer Unternehmen an der Teststichprobe, ist eine weitere Vereinfachung gegenüber der 
von Feidicker analysierten Unternehmenswirklichkeit. 
 
9.4.2.2    Tests mit modifizierter Fehlerfunktion 
 
Ein 73-1-1 Backpropagation-Netz erreichte nach 45 Epochen mit der Standard-Fehlerfunktion 
einen Beta-Fehler von 44,19% auf der Teststichprobe. Dabei wurden vor der 
Trennwertverschiebung die insolventen Ünternehmen zu 20,7% falsch klassifiziert. (d.h. das 
Ausgabeneuron liefert einen Wert kleiner als 0,5), während die solventen Unternehmen zu 
27,29% falsch klassifiziert wurden (d.h. das Ausgabeneuron lieferte einen Wert größer als 
0,5). Nach den Überlegungen im vorigen Absatz erhielt der Gewichtsfaktor Z1 für die 
Fehlklassifikation solventer Unternehmen (Beta-Fehler) den Wert 0,89 (Z1=C1π1 =1*0,89), 
der Gewichtsfaktor Z2 für die Fehlklassifikation insolventer Unternehmen (Alpha-Fehler) 
erhielt den Wert von 0,58 (Z2 = C2π2= 5,26*0,11). Abbildung 9.10 zeigt für jedes Experiment 
den Alpha- und den Beta-Fehler ohne Trennwertverschiebung sowie den Beta-Fehler bei 
konstanten Alpha-Fehler. Die höhere Gewichtung des Beta-Fehlers führt zu einer (im 
Vergleich mit der Standard-Fehlerfunktion) mit 20,29% geringeren Fehlklassifikationsrate der 
solventen Unternehmen, dagegen nimmt die Fehlklassifikationsrate für die insolventen 
Unternehmen zu. 
 
Der durch Trennwertverschiebung nachträglich ermittelte Beta-Fehler von 44,71% auf der 
Teststichprobe bei einem konstanten Alpha-Fehler zeigt aber, dass sich die Klassifikations-
fähigkeit des Neuronalen Netzes insgesamt nicht verbessert hat. Da aber bei dem Trennwert 
73,16% der solventen Unternehmen falsch klassifiziert wurde, führte die nachträgliche 
Erhöhung des Alpha-Fehlers von 2,62% durch Trennwertverschiebung nur zu einem Beta-
Fehler von 44,27% auf der Teststichprobe. Das letzte Experiment verwendete die 
Gewichtsfaktoren Z1=0,5 und Z2=1,5, da mit den vorherigen Gewichtsfaktoren der Alpha-
Fehler bereits zu stark auf Kosten des Beta-Fehlers reduziert worden war. Mit dieser 
Fehlerfunktion erreicht das neuronale Netz einen Beta-Fehler von 44,12% nach 
Trennwertverschiebung. 
 
Alle Experimente mit der modifizierten Fehlerfunktion, welche die Kosten und à priori 
Wahrscheinlichkeiten in das Lernverfahren des Backpropagation-Algorithmus einbezieht, 
erbrachten also keine Verbesserung der Klassifikationsleistung des Neuronalen Netzes 
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gemessen am Beta-Fehler bei konstanten Alpha-Fehler auf der Parameterstichprobe. Die 
gewählten 73-1-1 und 73-20-10-1 Netzstrukturen führten zum gleichen Ergebnis. 
 
In Tabelle 9.3 sind noch einmal alle Ergebnisse zu den oben diskutierten Varianten des 
Backpropagierungsverfahrens zusammen gestellt. 
 
 
Topologie Lernrate Momentum Beta-Fehler Epoch Trennwert Solvent Insolvent
73-1-1 0,005 0,2 44,23 117 0,0186 72,93 79,01 
73-1-1 0,005 0,4 44,23 88 0,0186 72,86 79,01 
73-1-1 0,005 0,6 44,3 61 0,0183 72,71 79,3 
73-1-1 0,008 0,2 44,3 73 0,0186 72,9 79,01 
73-1-1 0,008 0,4 44,27 55 0,0186 72,79 79,01 
73-1-1 0,008 0,6 44,53 37 0,0184 72,45 78,72 
73-1-1 0,01 0,4 44,19 45 0,0184 72,71 79,3 
73-1-1 0,01 0,6 44,71 30 0,0182 72,41 78,72 
73-1-1 0,01 0,8 44,53 15 0,0227 69,29 79,59 
73-1-1 0,017 0,6 45,57 14 0,0369 68,47 78,56 
73-1-1 0,0174 0,4 45,09 19 0,023 70,55 78,72 
73-1-1 0,0174 0,6 46.02 114 0,0147 66,64 82,22 
73-1-1 0,0174 0,8 45,46 11 0,0239 65,67 82,51 
73-1-1 0,02 0,4 45,91 156 0,01822 62,55 86,88 
73-1-1 0,02 0,6 45,87 12 0,0214 73,9 75,22 
73-1-1 0,02 0,8 44,90 10 0,0210 70,59 77,55 
73-5-1 0,01 0,4 44,01 800 0,0116 74,98 77,84 
73-5-5-1 0,01 0,4 46,69 95 0,0149 73,45 78.43 
73-5-10-1 0,01 0,4 44,79 990 0,0063 78,85 71,43 
73-5-20.1 0,01 0,4 45,09 140 0,0092 81,91 70,55 
73-10-20-1 0,01 0,4 45,01 50 0,0104 73,08 81,05 
73-15-30-15 0,01 0,4 44,79 775 0,0223 62,88 87,17 
73-20-1 0,01 0,4 46,35 65 0,0150 74,38 77,26 
73-20-5-1 0,01 0,4 43,78 960 0,0235 62,43 86,88 
73-20-10-1 0,01 0,4 41,03 105 0,0342 55,77 91,55 
73-20-10-5-1 0,01 0,4 43,3 80 0,2985 71,15 81,05 
73-20-10-10 0,01 0,4 41,55 85 0,1436 85,78 60,93 
73-20-20-1 0,01 0,4 41,71 1070 0,41,71 63,07 85,42 
73-20-20-10-1 0,01 0,4 42,7 50 0,3473 69,43 81,92 
73-20-20-10-10-1 0,01 0,4 41,33 1100 0,4205 61,54 86,88 
73-20-20-20-1 0,01 0,4 40,62 805 0,4438 62,14 88,34 
73-20-20-20-10-1 0,01 0,4 44,71 1185 0,5129 54,84 91,84 
 
Tabelle 9.3:  Ergebnisübersicht Backpropagation-Varianten 
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9.4.3 Cascade Correlation Netze (CCN) 
 
9.4.3.1    Aufbau und Funktionsweise von Cascade Correlation-Netzen 
 
Cascade Correlation, entwickelt an der Carnegie Mellon University [Fahlman, Lebière & 
Scott, (1991)], besteht aus einer eigenen Architektur und einem speziellen überwachten 
Lernverfahren für neuronale Netze. 
 
  Abbildung 9.9: Klassifikationsergebnisse mit modifizierter Fehlerfunktion 
 
Ein minimales Netz wird konstruktiv durch neu verdeckte Neuronen erweitert, bis sich das 
Klassifikationsergebnis durch weitere Neuronen nicht mehr verbessert. Hinzugefügte 
verdeckte Neuronen sind auf der Eingangsseite mit allen Neuronen der Eingabeschicht und 
allen vorher existierenden verdeckten Neuronen (Abbildung 9.10) verbunden; das Training 
dieser Verbindungen erfolgt einmalig bei der Einfügung des neuen Neurons. Danach 
beschränkt das Einfrieren der Eingangsgewichte (in der Abbildung 9.10 durch Quadrate an 
den Verbindungsstellen markiert). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
on-Neuron +1 
 Eingabe- 
neuronen 
Verdeckte 
Neuronen 
Hinzufügen eines 
weiteren Neurons
Ausgabe 
Neuronen 
Abbildung 9.10: Cascade Correlation Architektur  
(Vgl. [Fahlman, Lebière & Scott, (1991)].) 
172 9 Trainingsverfahren mit Künstlichen Neuronalen Netzen 
Cascade Correlation hat vor allem folgende Vorteile:  
 
• hohe Lerngeschwindigkeit,  
• selbständige Optimierung der Netztopologie,  
• Erhaltung einmal trainierter Strukturen durch Einfrieren der Gewichte und schließlich  
keine Notwendigkeit der Rückführung von Fehlersignalen durch die verdeckten Schichten 
[Fahlman, Lebière & Scott, (1991)]. 
 
Fahlman und Lebiere sehen vor allem zwei Gründe für das langsame Verfahren des 
ursprünglichen, von Rumelhart entwickelten Backpropagation-Algorithmus: das Problem der 
Schrittgröße (step size) sowie das Problem des „beweglichen Ziels“ (moving target). Zur 
Erhöhung der Lerngeschwindigkeit wäre eine möglichst große Schrittgrösse sinnvoll; da 
Backpropagation auf dem Gradientenabstieg beruht, ist die Konvergenz nur infinitesimal 
kleiner Lernschritte garantiert. Weiterentwicklungen des ursprünglichen Backpropagation-
Algorithmus, wie das Hinzufügen eines Momentums zur Verstetigung der Lernrate sowie die 
dynamische Anpassung der Lernrate, dienen dazu, die Lernschritte zu vergrößern, ohne die 
Konvergenz zu gefährden. Das Problem des „beweglichen Ziels“ entsteht, da sich alle 
verdeckten Neuronen beziehungsweise deren Verbindungsgewichte während des Lernens 
ständig unabhängig voneinander ändern, ohne direkt miteinander kommunizieren zu können. 
Die Information über das zu lösende Problem erhält ein verdecktes Neuron ausschließlich 
durch die Fehlersignale, speziell bei komplexen Topologien können die das Fehlersignal 
auslösende Abweichungen aber bereits durch andere verdeckte Neuronen ausgeglichen 
worden sein. Dieses Problem tritt auch als sog. Herden-Effekt in Erscheinung, bei dem sich 
alle verdeckten Neuronen gleichzeitig auf eine einzige von mehreren zu lösenden 
Merkmalserkennungs-Aufgaben konzentrieren und diese (redundant) lösen. Nach der Lösung 
der ersten Teilaufgabe „entdecken“ dann alle verdeckten Neuronen das von einer anderen 
ungelösten, Teilaufgabe ausgehende Fehlersignal. Auf dieses Signal reagieren wiederum alle 
Neuronen und „vergessen“ dadurch die bereits gelöste erste Teilaufgabe wieder. Abhängig 
von der Zufallsinitialisierung, die geringfügige Unterschiede im Verhalten der einzelnen 
verdeckten Neuronen auslöst, kann es beim Backpropagation-Lernverfahren sehr lange 
dauern, bis sich auf jede Teilaufgabe eine Teilmenge von verdeckten Neuronen spezialisiert 
hat. 
 
Das Cascade Correlation-Lernverfahren beginnt mit einer Netztopologie ohne verdeckte 
Neuronen. Alle Neuronen der Eingabe- und Ausgabeschicht sind direkt miteinander 
verbunden. Das Training dieser Verbindungsgewichte dauert mit den bekannten Lernregeln 
nur kurze Zeit, da das Fehlersignal nicht mehrere verdeckte Schichten durchlaufen muss. Der 
nach dem Training der Anfangskonfiguration verbleibende Restfehler ist Ausgangspunkt für 
das Training eines neuen verdeckten Neurons. Eine Anzahl von Neuronen, die Kandidaten, 
erhalten zufalsinitialisierte, trainierbare Verbindungen zu allen Neuronen der Eingabeschicht 
sowie allen eventuell bereits vorhandenen verdeckten Neuronen. Das Training dieser 
Eingabegewichte mit einem Gradientenverfahren, das dem Backpropagation-Algorithmus 
ähnlich ist, maximiert die Kovarianz zwischen dem neuen verdeckten Neuron und dem 
Restfehler über alle Ausgangsneuronen. Anschließend wird der Kandidat mit der höchsten 
Kovarianz, die wegen der Zufalsinitialisierung für die verdeckten Kandidaten unterschiedlich 
ist, endgültig als eine neue Schicht in das neuronale Netz eingebaut.  
 
Die Eingabegewichte werden zu diesem Zeitpunkt eingefroren, das Vorzeichen der 
Korrelation mit dem entprechenden Neuron der Ausgabeschicht bestimmt, ob die Verbindung 
des verdeckten Neurons mit dem Ausgang ein positives oder ein negatives Gewicht erhält. 
Danach folgt eine Trainingsphase für alle mit der Ausgabeschicht verbundenen Gewichte, 
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bevor gegebenenfalls mit der Initialisierung von Kandidaten für eine zusätzliche Schicht des 
Netzwerks ein neuer Zyklus beginnt. 
 
Cascade Correlation unterscheidet sich also von herkömmlichen Verfahren durch die 
dynamische Erweiterung der Netzstruktur. Verdeckte Neuronen werden jeweils in einer 
eigenen Schicht hinzugefügt, bis sich das Netz an die Klassifikationsausgabe angepasst hat. 
Das Cascade Correlation Lernverfahren arbeitet schneller, da das Training einer einzelnen 
Schicht von Gewichten mit der Korrelationsmethode eine größere Schrittweite erlaubt 
(Problem der Schrittgröße). Die Geschwindigkeit des Algorithmus wird dadurch erhöht, dass 
jeweils nur eine Schicht des Netzwerks gleichzeitig trainiert wird. Damit ist die Verbreitung 
der Fehlersignale über mehrere verdeckte Schichten überflüssig. Dies ermöglicht auch die 
mehrfache Verwendung der für eine ganze Trainingsepoche zwischengespeicherten 
Aktivierungswerte und Fehler, da sich diese Werte wegen der eingefrorenen Gewichte nicht 
ändern. 
 
Hierzu kommt die Parallelisierbarkeit des Algorithmus, insbesondere ist das Training der 
einzelnen Kandidaten für eine neue Schicht voneinander unabhängig [Fahlman, Lebière & 
Scott, (1991)]. 
 
Hamamoto & Kumagai, (1992) erkennen eine bessere Generalisierungsfähigkeit von Cascade 
Correlation im Vergleich zu einem Backpropagation-Netz mit gleicher Anzahl verdeckter 
Neuronen.  
 
9.4.3.2     Kreditwürdigkeitsprüfung mit Cascade Correlation Netzen 
 
Für das erste Experiment mit Cascade Correlation wurden alle 73 Bilanzkennzahlen als 
Eingangsvariablen verwendet. Mit den von FAST vorgeschlagenen Default-Parametern für die 
maximale Anzahl von verdeckten Neuronen (50) sowie für die Anzahl von Epochen für das 
Training der Eingangs- bzw. Ausgangsgewichte (jeweils 500) klassifizierte ein mit Cascade 
Correlation aufgebautes Netz bereits mit etwas 15 verdeckten Neuronen die Lernstichprobe 
für 100% richtig. Wie nicht anders zu erwarten war, wurde dieses Ergebnis auf Kosten der 
Generalierungsfähigkeit erzielt: die Teststichprobe wurde derart schlecht klassifiziert, dass 
der Alpha-Fehler durch Trennwertverschiebung nicht mehr gesenkt werden konnte. Bei 
weiteren Versuchen stellte sich heraus, dass die maximale Anzahl von verdeckten Neuronen 
sowie die Zahl der Lernepochen simultan reduziert werden musste, um eine 
generalisierungsfähiges neuronales Netz zu erhalten. 
 
Das beste Ergebnis mit 73 Eingangsvariablen erzielte ein Netz mit 5 verdeckten Neuronen, 
bei dem die Eingangs- und Ausgangsgewichte jeweils für maximal 50 Epochen trainiert 
wurden, mit einem Beta-Fehler von 45,91% auf der Validierungsstichprobe. Dieses Netz 
erreichte auf der Teststichprobe einen Beta-Fehler von 43,38%, was für eine gute 
Generalisierbarkeit des Ergebnisses spricht. Allerdings ist das Ergebnis – unter 
Berücksichtigung der Schwankungsbreite – nicht signifikant besser als das mit dem 73-1-1 
Backpropagation-Netz erzielte Resultat. 
 
Cascade Correlation soll nun mit einer geringeren Zahl von Eingangsvariablen getestet 
werden, nachdem Coats & Fant bereits mit 5 Kennzahlen gute Ergebnisse erzielten [Coats, 
Fant & Franklin, (1993)]. Für deren Untersuchung stand allerdings nur eine kleine 
Testdatenmenge zur Verfügung, und ohne Angabe eines konstanten Alpha-Fehlers ist kein 
direkter Ergebnisvergleich möglich. Das zweite Experiment verwendet die vier Variablen, die 
die Multidiskriminanzanalyse am besten klassifizieren [Feidicker, (1992)]. Auch mit der auf 
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nur wenigen Eingangsvariablen beschränkten Zahl freier Parameter musste das Overlearning 
durch vorzeitigen Trainingsabbruch verhindert werden, da die Lernstichprobe ansonsten 
„auswendig“ gelernt wurde. Mit nur drei verdeckten Neuronen sowie jeweils 100 
Trainingsepochen für die Ein- und Ausgangsgewichte erreichte das neuronale Netz einen 
Beta-Fehler von 42,25% auf der Validierungsstichprobe, diese Konfiguration erzielte auf der 
Teststichprobe sogar einen Beta-Fehler von nur 38,88%. Da die Reduzierung der Zahl von 
Eingangsvariablen einen günstigen Einfluss auf die Klassifikationsleistung zu haben schien, 
folgten weitere Tests mit den 16 durch einen genetischen Algorithmus ausgewählten 
Kennzahlen.  
 
Bedingt durch die Implementierung von Cascade Correlation in FAST war es nur 
eingeschränkt möglich, den Trainingsverlauf gezielt mit Hilfe des Beta-Fehlers zu steuern. 
 
Zusammenfassend kann Cascade Correlation als mächtiges Lernverfahren bezeichnet werden, 
das im Gegensatz zum Backpropagation-Algorithmus immerhin in der Lage war, die 
Lernstichprobe sowohl mit 4, als auch mit 73 Kennzahlen in relativ kurzer Zeit und mit einer 
relativ einfachen Netzstruktur vollständig zu lernen.  Die auftretenden Overlearning-Effekte 
ließen sich indes nur durch weitgehende Einschränkung der Netztopologie sowie der 
Trainingszeit reduzieren, was den Vorsprung in der Klassifikationsfähigkeit auf der 
Lernstichprobe wieder vernichtete. Cascade Coorelation konnte die Generalisierungsfähigkeit 
des Backpropagation-Algorithmus insgesamt also nicht übertreffen. 
 
 
9.4.4 Resilient Propagation 
 
Resilient Propagation, entwickelt von Riedmüller & Braun, (1993), ist eine Alternative zum 
Backpropagation-Algorithmus als Lernverfahren für neuronale Netze. Eine höhere 
Lerngeschwindigkeit wird als Hauptvorteil von Resilient Propagation angesehen [Azawa & 
Nagaki, (1994)]. Diese Geschwindigkeit entsteht dadurch, dass Resilient Propagation das 
Problem der geringen Schrittgröße (step size) beim Lernen anders löst. Anstelle einer globalen 
Lernrate, die beim Backpropagation-Algorithmus die Schrittgröße aller Gewichtsänderungen 
steuert, erhält jedes Verbindungsgewicht eine individuelle Schrittgröße (update value). Diese 
Schrittgröße kann im Intervall [Δ min, Δ max] schwanken, die minimale Schrittgrösse Δ min ist 
in FAST auf le-6 festgelegt, während die maximale Schrittgröße Δ max, auch Max-Faktor 
genannt, als einziger wesentlicher Verfahrensparameter vom Benutzer eingestellt werden 
kann. Nachdem die Schrittgröße zu Beginn des Trainings für alle Gewichte mit dem gleichen 
Wert initialisiert wurde, wird sie bei jeder Aktualisierung der Gewichte ebenfalls angepasst. 
Dazu werden zunächst – genau wie beim Backpropagation-Algorithmus – die Gradienten der 
Fehlerfunktion, d.h. partielle Ableitung des Fehlers nach dem jeweiligen Gewicht, bestimmt. 
Stimmt das Vorzeichen des Gradienten bei der vorangegangenen Aktualisierung des Gewichts 
überein, d.h., die letzten beiden „Schritte“ führen in dieselbe „Richtung“, so wird die 
Schrittgröße durch Multiplikation mit dem Faktor EtaPlus vergrössert (in FAST: EtaPlus = 
1,2). Stimmen die Vorzeichen der Gradienten nicht überein, d.h., die letzte 
Gewichtsveränderung „übersprang“ ein Minimum, wird die Schrittgröße um den Faktor 
EtaMinus (in FAST: EtaMinus = 0,5) verkleinert. Ist einer der beiden Gradienten schließlich 
gleich Null, wird die Schrittgröße für dieses Gewicht nicht verändert. Anschließend wird die 
so ermittelte Schrittgröße zum jeweiligen Gewicht hinzuaddiert. Die Erhöhung der 
Lerngeschwindigkeit folgt also daraus, dass sich die Schrittgröße für die Veränderung jedes 
einzelnen Gewichts dynamisch an dessen Fehlerumgebung angepasst wird. 
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Für die Experimente mit Resilient Propagation wurden neuronale Netze mit 73 
Eingangsvariablen verwendet. Bei der Optimierung des Max-Faktors, d.h. der maximalen 
Schrittgröße, stellte sich hieraus, dass der von FAST vorgegebene Default-Wert von 1,5 
keinen Einfluss auf das Lernverhalten hatte. Offensichtlich wurde die maximale Schrittgröße 
nicht erreicht, denn der Trainingsverlauf veränderte sich weder durch Erhöhung des Max-
Faktors auf 2 noch durch Verringerung auf 1. Erst Experimente mit Max-Faktoren zwischen 
0,1 und 0,8 erbrachte eine Änderung des Lernverhaltens. Durch Verkleinerung der maximalen 
Schrittgrösse stieg allerdings die erforderliche Zahl von Lernepochen deutlich an, während 
sich die Klassifikationsergebnisse nicht signifikant verbesserten. Daher wurde der Max-
Faktor für die weiteren Tests auf 1 eingestellt. 
 
Tabelle 9.4 verdeutlicht, dass die mit verschiedenen Netzarchitekturen durch Resilient 
Propagation erzielten Beta-Fehler auf der Teststichprobe etwa 1,5 Prozentpunkte schlechter 
sind als die vergleichbaren Ergebnisse des Backpropagation-Algorithmus.  
 
 Resilient-Propagation Backpropagation 
Netztopologie Beta-Fehler Epochen-Zahl Beta-Fehler Epochen-Zahl 
73-1-1 45,76 50 44,19 45 
73-20-20-1 43,45 20 41,74 1070 
73-20-20-20-1  80 40,62 805 
 
 Tabelle 9.4: Klassifikationsergebnisse mit Resilient Progation 
 
Diese Beobachtung kann allerdings nicht auf Netztopologien verallgemeinert werden, die, 
z.B. durch Genetische Algorithmen, speziell auf den Resilient Propagation-Algorithmus hin 
optimiert worden sind, und bei denen das Backpropagation-Lernverfahren schlechtere 
Klassifikationsergebnisse liefert. Der Geschwindigkeitsvorteil des Resilient Propagation 
Verfahrens spielt insbesondere bei Netztopologien mit vielen verdeckten Neuronen eine 
Rolle, bei der Erhöhung der verdeckten Neuronenzahl von 1 (73-1-1) auf 40 (73-20-20-1) 
nimmt die Zahl der erforderlichen Lernepochen sogar ab. 
 
Trotz der nicht generell überlegenen Klassifikationsergebnisse bietet sich Resilient 
Propagation für das Training komplexer Netzwerke an, wie sie insbesondere bei der 
Optimierung komplexer Netztopologien mit Genetischen Algorithmen auftreten, da sich die 
durchschnittlich erforderliche Zahl von Lernepochen nicht in gleichen Maße erhöht wie beim 
Backpropagation-Verfahren. 
 
 
9.4.5 Statistische Gewichtsausdünnung 
 
Die Reduzierung der Anzahl der Verbindungsgewichte, auch Pruning genannt, ist eine 
Strategie zur Erhöhung der Generalisierungsfähigkeit neuronaler Netze durch Vermeidung 
des Overlearning. Overlearning tritt insbesondere auf, wenn nur wenige Trainingsdaten zur 
Verfügung stehen oder wenn die Daten einen hohen Rauschanteil enthalten. Stopped-
Training-Einsätze bekämpfen das Overlearning durch Abbruch des Trainings vor dem 
Erreichen des minimalen Fehlers auf der Lernstichprobe. Bei vorzeitigem Abbruch des 
Trainings besteht allerdings die Gefahr, den Anteil der linearen Struktur in den Daten zu 
überschätzen. Um komplexe nichtlineare Strukturen zu erkennen, müssten die beim Lernen 
des neuronalen Netzes mit kleinen Gewichten initialisierten Verbindungen länger trainiert 
werden, bevor sie den nichtlinearen Sättigungsbereich der verdeckten Neuronen erreichen 
[Zimmermann, (1994)]. Die Ausdünnungsverfahren gehen in drei Schritten vor: 
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• Training der neuronalen Netze bis zu einer Näherungslösung, 
• Berechnung einer Teststatistik für die Wichtigkeit der einzelnen Verbindungen und  
• Eliminierung unwichtiger Verbindungen [Zimmermann, (1994)], [Uthof, (1997)].  
 
Diese drei Schritte werden wiederholt bis das Overlearning ausreichend reduziert ist. Die 
Verfahren unterscheiden sich insbesondere durch die Wahl der Teststatistik; an dieser Stelle 
soll die statistische Gewichtsausdünnung vorgestellt werden. 
 
9.4.5.1   Auswahl der zu eliminierenden Verbindungsgewichte 
 
Die statistische Gewichtsausdünnung [Zimmermann, (1994)], [Uthof, (1999)] basiert auf der 
Modellannahme, dass die in den Bilanzkennzahlen enthaltene Signalinformation in einen 
deterministischen Anteil und ein Zufallsrauschen zerfällt. Nach dem Modell wird diese 
Information durch den Lernalgorithmus in ein Neuronales Netz übersetzt, wobei der 
deterministische Anteil in die Struktur der Gewichte und das Rauschen in die Fluktuation der 
Gewichte übergehen. Die Struktur besteht aus der Verteilung der Gewichte, während die 
Fluktuation der während des Trainings von jedem Lernbeispiel ausgelösten 
Gewichtsveränderung entspricht. Als Träger relevanter Informationen werden nun die 
Gewichte angesehen, deren Mittelwert im Verlauf einer Trainingsepoche im Verhältnis zur 
Schwankungsbreite steht. Mathematisch lässt sich dies durch einen statistischen 
Hypothesentest auf Null ausdrücken:  
 
S ist die Teststatistik für den Signifikanztest (W ungleich Null) 
 
S = [W - O| /;  Wt =W0 +ηΔWt;  W = 1/T∑tT=1Wt [Zimm94] 
 
In der Formel steht W0 für ein festes Gewicht, Wt für das veränderte Gewicht nach 
Präsentation des Beispiels t aus insgesamt T Trainingsbeispielen, η für die Lernrate und ΔWt 
für den vom Beispiel t ausgelösten Änderungsimpuls. Dieser Signifikanztest lässt sich aus 
Größen berechnen, die beim Training mit dem Backpropagation-Algorithmus anfallen, wegen 
der notwendigen Umformung der Formel sowie der Implementierung sei auf der 
Implementierung verwiesen. 
 
Das Verfahren der statistischen Gewichtsausdünnung besitzt drei wesentliche Vorteile 
gegenüber anderen Ausdünnungsverfahren, die z.B. ausschließlich die absolute Größe eines 
Gewichts verwenden.  
 
• Erstens können kleine Gewichte, die für die Darstellung des linearen Strukturanteils 
ausschlaggebend sind, wegen der Betrachtung des Quotienten aus absolutem Gewicht und 
Fluktuation erhalten werden.  
 
• Zweitens ist die Teststatistik zu jedem Zeitpunkt im Trainingsverlauf, d.h. auch am 
Stopped Training Punkt, auswertbar.  
 
• Drittens erlaubt die statistische Gewichtsausdünnung die konsistente Wiederbelebung 
vorzeitig eliminierter Verbindungen  
 
Die Berechnung der Teststatistik für eliminierte Gewichte, d.h. W = 0, vereinfacht sich zum 
Quotienten aus dem kumulativen Gradienten (Summe der von jedem Trainingsbeispiel 
ausgelöster Gewichtsveränderungen) und seiner Schwankungsbreite über eine 
Trainingsepoche. Die Wiederbelebung bereits eliminierter Verbindungen ist bedeutsam, da 
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bei den ersten Eliminationsschritten die Bewertung der Gewichte unsicher ist, d.h. die 
endgültige Netzstruktur noch nicht festliegt. 
 
Die Implementierung des Verfahrens zur Gewichtseliminierung ist in folgendem C++ - 
Programmfragment dargestellt. 
 
*/ 
* Prozedur weight-Elim aus Programmodul qcp_s.p 
* Statistical weight elimination  
* Statistische Gewichtseliminierung 
*/ 
void 
weight_elim(void) 
{ 
 register int i,j,weight_n,inactive,reactivated,unit,conn; 
 stest_s  *test_s; 
 static float eliminate_p=0.0; 
 float eliminate_n=0.0,sample_size=0.0; 
 char choice; 
 
 /* Variableninitialisierung 
 * (elimPercentage=Prozentanteil der zu eliminierenden Gewichte) 
 */ 
 if((Epoch / ElimIntervall)==1) 
  eliminate_p=elimPercentage: 
 test_s=new stest_s [Nunits, Nunits]; 
 weight_n=0; 
 inactive=0: 
 reactivated=0 
 /* 
 * Berechnung der Teststatistik für jedes Gewicht 
 * TestWAvg:Summe der Gewichte der Trainingsepoche 
 *TestWVar:Summe der quadrierten Gewichtsabweichungen 
 */ 
 for(j=FirstUnit,j<FirstOutput;j++) { 
  for(i=1;i<NConnections[j];1++) { 
   sample_size=ElimIntervall*(TrainingSet.patterns / BatchUpdate); 
   TestWAvg[j][i]=TestWAvg[j][i] / sample_size; 
   TestWAvg[j][i]=TestAvg[j][i] * TestAvg[j][i]; 
   TestWVar[j][i] / sample_size; 
   test_s[weight_n].key=TestWVar[j][i]/(TestWVar[j][i]-TestWAvg[j][i; 
   if(Weights[j][i]==0.0) { 
     inactive++; 
   } 
   test_s[weight_n].uindex=j; 
   test_s[weight_n].cindex=i; 
   /*re-initialize test statistics*/ 
   TestWAvg[j][i]=0.0; 
   weight_n++; 
  } 
 } 
 /* Sortierung der Teststatistik in aufsteigender Ordnung*/ 
 qsort(test_s,weight_n,sizeoft(stest_s),test_s_comp); 
 
 /* 
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  *Bildschirmabfrage: 
  *Fortsetzen(C); Gewichte eliminieren + Netz reinitialisieren (I); nur eliminieren (E) 
  */ 
 choice = present_weight_distribution(test_s,weight_n); 
 
 /* #of weights to be eliminated*/ 
 /* 
  * Anzahl der zu eliminierenden Gewichte (eliminate n) berechnet sich aus 
  * Gesamtzahl derGewichte (weight_n) und Prozentanteil der zu Eliminierenden 
  */ 
 eliminate_n=weight_n*eliminate_p / 100; 
 
 /* Reinitialisierung mit Zufallszahlen*/ 
 if (choice == 'I') { 
  init_prop_net(); 
  weight_n=eliminate_n; 
 } 
 /* 
 * Deaktiviere die eliminate_n Gewichte der kleinsten Teststatistik 
 * Reaktivieren inaktive Gewichte, wenn ihre Teststatistik grösser ist als  
 * die eliminate_n kleinsten Werte der Teststatistik 
 */ 
 if (choice!='C') 
  for (j=0;j<weight_n;j++) { 
   unit = test_s[j].uindex; 
   conn = test_s[j].cindex; 
   if (j<eliminate_n) { 
    Weights[unit][conn] = 0.0; 
   } 
   else { 
    if((Weights[unit][conn]== 0.0) && (eliminate_n < weight_n)) { 
     /* 
     * INAKTIVE Gewichte werden mit dem entsprechenden  
     * Gradienten reaktiviert (falls das Netz nicht bereits 
     * zufallsinitialisiert ist) 
     */ 
     Weights[unit][conn] = Slopes[unit][conn]*Learningrate; 
     Slopes[unit][conn] = 0.0; 
     reactivated++; 
    } 
   } 
  } 
  cout << setprecision(2) << eliminate_p << "% of weights eliminated" << endl; 
  /* 
  * Erhoehe den Prozentanteil der zu eliminierenden Gewichte (eliminate_p) 
  * umElimPercentage Prozent der verbliebenen Gewichte 
  */ 
  eliminate_p = ((100 -eliminate_p)*ElimPercentage / 100) + eliminate_p; 
 
  if (choice!='I') 
   cout << "#Inactive(before last elimination step) " << inactive << endl; 
   cout << "#reactivated " << reactivated << endl; 
 } 
 delete test_s; 
} 
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9.4.5.2  Tests mit statistischer Gewichtsaudünnung 
 
Der in FAST implementierte Backpropagation-Algorithmus wurde so modifiziert, dass er 
beim Lernen mit der verallgemeinerten Delta-Regel bei jeder Aktualisierung eines Gewichts 
die für die Berechnung des durchschnittlichen Gewichts sowie der Schwankungsbreite 
erforderlichen Variablen abspeichert. Die generalisierte Delta-Regel, im Gegensatz zur 
kumulierten Delta-Regel, aktualisiert die Gewichte nach Präsentation jedes einzelnen 
Lernbeispiels [Krause, (1993)], [Zimmermann, (1994)], [Uthof, (1999)]. Der Parameter 
ElimIntervall bestimmt, nach wieviel Lernepochen das Training unterbrochen und durch 
Aufruf der Prozedur weight_elim (siehe Anhang) die Teststatistik für jedes Gewicht berechnet 
wird. Der durch ElimPercentage bestimmte Prozentanteil der verbliebenen Gewichte mit der 
niedrigsten Teststatistik erhielt anschließend den Wert Null, so dass die Zahl der Gewichte 
während des Trainings degressiv abnimmt. Nach den ersten ElimIniSteps 
Eliminationsschritten erfolgt eine Zufallsinitialisierung der verbliebenen Gewichte, um den 
Einfluss des mit der überdimensionierten Netzstruktur durchgeführten Trainings zu 
reduzieren. Nach Vorversuchen ist jedoch zu erkennen, dass die statische Wahl des 
Parameters ElimIntervall bei verschiedenen Netztopologien und Variablenselektionen nicht zu 
einer Verbesserung der Klassifikationsergebnisse führt. 
 
Vielmehr sollte sich die statistische Gewichtsausdünnung dynamisch auf den sich im 
Trainingsverlauf entwickelnden Overlearning-Effekt einstellen, was auch Prof. Zimmermann, 
ein Mitentwickler der Methode, auf Nachfrage bestätigte. Der Overlearning-Effekt wird 
erkennbar, wenn trotz weiter sinkenden quadratischem Gesamtfehler auf der Lernmenge 
dieser Fehler auf der Parameterteststichprobe anzusteigen beginnt. Allerdings war schon bei 
den vorangegangenen Experimenten mit dem Backpropagation-Algorithmus deutlich 
geworden, dass der günstigste quadratische Gesamtfehler auf der Teststichprobe nicht 
notwendigerweise mit dem minimalen Gesamtfehler zusammenfällt. Daher bietet sich das 
Ansteigen des Beta-Fehlers auf der Teststichprobe als weiteres Kriterium für die Erkennung 
des Overlearnings an. Besonders zu Beginn des Trainings sind sowohl quadratischer 
Gesamtfehler als auch Beta-Fehler zufälligen Schwankungen unterworfen, was eine 
unmittelbare Reaktion auf „jede“ Erhöhung des Fehlers unmöglich macht. Da im Rahmen 
dieser Arbeit die Implementierung aufwendiger Verfahren zur Ermittlung des optimalen 
Zeitpunkts für die Gewichtsausdünnung nicht möglich war, erfolgte die Festlegung der 
Zeitpunkte empirisch. Nach jeweils 10 Trainingsepochen wurde unter Angabe des Gesamt- 
und des Beta-Fehlers sowie der Verteilung der Teststatistik der Benutzer interaktiv zur 
Entscheidung aufgefordert, Gewichte – mit oder ohne Initialisierung der verbleibenden 
Gewichte – zu eliminieren oder das Training fortzusetzen. Die vom Kriterium „ansteigender 
Beta-Fehler“ bei Vorversuchen erzielen besseren Ergebnisse führten zur Bevorzugung dieses 
Kriteriums bei den folgenden Experimenten. 
 
Das erste Experiment zur statistischen Gewichtsänderung verwendet ein 73-10-1 
Backpropagation-Netzwerk, das ohne Gewichtsausdünnung nach 995 Epochen einen Beta-
Fehler von 45,27% auf der Teststichprobe erreicht. Da sich bei den Vorversuchen gezeigt hat, 
dass insgesamt ein relativ hoher Anteil von Gewichten zu eliminieren ist, setzt jeder 
Eliminationsschritt 20% der verbliebenen Gewichte auf Null. Nach 150 Trainingsepochen 
erfolgt bei einem Beta-Fehler von 47,10% erstmals ein Eliminationschritt. Während der 
folgenden Trainingsepochen ist keine nachhaltige Reduzierung des Beta-Fehlers festzustellen, 
so dass bis zur 450. Trainingsepoche 6 weitere Eliminationsschritte in rascher Folge 
erforderlich sind. Bis zur 700. Trainingsepoche sinkt der Beta-Fehler kontinuierlich bis auf 
43,75%, was auf eine gewisse Stabilisierung der Netzstruktur hindeutet. Weitere 
Eliminationsschritte nach der 700. Epoche, die den Gesamtanteil eliminierter Gewichte bis 
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auf 89% erhöhten, verbesserten die Klassifkationsfähigkeit des neuronalen Netzes nicht 
weiter. Der für weitere 3500 Epochen beobachtete Verlauf des Beta-Fehlers auf der 
Parameterteststichprobe, der nach 2265 Epochen erstmals unter 41% sank und sein Minimum 
bei 40,28% nach 2900 Epochen erreicht, zeigte nach der Eliminierung von insgesamt etwa 
80% der Gewichte den Beginn des Overlearing, d.h. den Stopped Training Punkt. Der Beta-
Fehler von 42,81% auf der Teststichprobe zeigt die Generalisierungsfähigkeit des 
ausgedünnten 73-10-1 Netzes.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Zimmermann (1994) und Uthof (1997) fordern zunächst die Gewichtsausdünnung 
vorzunehmen und danach erst Netztopologie und Variablenselektion zu optimieren. Da der 
gegenwärtige Implementierungsstand von FAST und GAUCSD (Genetic Algorithm of 
University of California San-Diego als Optimierungsverfahren; siehe nächster Abschnitt) 
diese Vorgehensweise nicht unterstützt, soll im folgenden Experiment untersucht werden, ob 
sich die unzureichende Generalisierungsfähigkeit eines mit Hilfe Genetischer Algorithmen 
optimierten neuronalen Netzes auch nachträglich durch Gewichtsausdünnung verbessern lässt. 
 
Das 73-10-1 Netz erreicht auf der Validierungsstichprobe einen Beta-Fehler von 42,81%, 
während der Beta-Fehler für das 24-42-30-1 Netz bei 44,59% lag. Im ersten Fall verbessert 
sich das ohne Gewichtsaussdünnung erreichte Ergebnis demnach eindeutig. 
 
Das zweite Beispiel zeigt dagegen, trotz der Verringerung des Overlearning, weiterhin einen 
deutlichen Unterschied der Klassifikationsergebnisse zwischen Parametertest- und 
Validierungsstichprobe. Die Abweichung von mehr als 6 Prozentpunkten zwischen Test- und 
Validierungsstichprobe im zweiten Fall liegt dagegen wahrscheinlich nicht mehr im 
zufälligen Schwankungsbereich; der systematische Einfluss der Optimierung mit Genetischen 
Algorithmen wird ebenfalls in nächsten Abschnitt untersucht. 
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Die optimale Einstellung der Parameter Neuronaler Netze beeinflusst deren 
Leistungsfähigkeit entscheidend und ist daher letztlich ausschlaggebend für einen 
erfolgreichen Einsatz. Die Optimierung dieser Parameter ist aus zwei wesentlichen Gründen 
schwierig.  
 
• Auf der einen Seite gibt es trotz aller wissenbasierten Heuristiken, die durch empirische 
Tests gewonnen wird, weiterhin keine analytische Lösung des Optimierungsproblems. Das 
Problem ist komplex insbesondere wegen der nichtlinearen Abhängigkeiten der Parameter 
untereinander, die zu einem multimodalen, d.h. mehrere lokale Optima enthaltenden, 
Suchraum führen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Auf der anderen Seite ist der Suchraum zu umfangreich für die sinnvolle Anwendung 
enumerativer Techniken; insbesondere durch die Kombination von anwendungs- (z.B. 
Variablenselektion) und verfahrensbezogenen (z.B. Topologie, Lernrate) Parametern 
kommt es zu einer kombinatorischen Explosion [Erxleben & Baetgen, (1992)].  
 
Expertensysteme zur Unterstützung der Parameterwahl wäre eine mögliche Lösung des 
Problems, allerdings ist die Parameteroptimierung sehr stark von der jeweiligen Anwendung 
abhängig und außerdem Ziel vielfältiger aktueller Forschungsbemühungen, deren Ergebnisse 
bislang nicht zur Gewinnung des Expertenwissens ausreichen. In einer derart unstrukturierten 
und mit Unsicherheit behafteten Umgebung scheint der Einsatz von Soft Computing-
Methoden vielversprechender. 
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Neben den Parametern der neuronalen Netze ist bei Unternehmensklassifikation auch die 
Auswahl geeigneter Eingangsvariablen von erheblicher Bedeutung für die 
Klassifikationsleistung [Baetgen & Schmedt, (1994)], [Jariba-Shaghaghi, (1996)]. Zwar 
könnte die Variablenauswahl ebenfalls unter der Optimierung der Netzstruktur subsumiert 
werden, dabei darf aber nicht die Abhängigkeit der Variablenselektion von der Anwendungs-
welt übersehen werden. Außerdem ergeben sich Wechselwirkungen zwischen Anzahl und 
Auswahl der Eingangsvariablen sowie der internen Netzstruktur, deren Auswirkungen auf das 
Klassifikationsergebnis nur schwer abzuschätzen sind. Weiterhin entstehen für die 
Unternehmensklassifikation Probleme dadurch, dass die Lernverfahren der neuronalen Netze 
ausschließlich lokale Fehlerinformation (z.B. durch Gradientenabstieg) zur Fehlerkorrektur 
verwendet. Diese lokale Fehlerinformation bezieht sich auf die Abweichungen des 
Klassifikationsergebnisses von der korrekten Klassifikation der Lernstichprobe und nicht auf 
den Beta-Fehler, der bei dieser Anwendung als Gütekriterium dient.  
 
Der Genetische Algorithmus ist hingegen nicht vom Gradientenabstieg abhängig [Paredis, 
(1994)], [Pandya & Macy, (1995)] und kann den Beta-Fehler auf der Parametertest-
stichprobe direkt als Optimierungskriterium verwenden. Im Rahmen dieser Arbeit wurde die 
Eignung sequenzieller Genetischer Algorithmen für die Parameteroptimierung untersucht.  
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In der Taxonomie der Suchtechniken (Abbildung 9.12) gehören die GA zu den Techniken der 
gelenkten Zufallssuche, die zur Lösung hochkomplexer, nicht-analytischer Probleme geeignet 
sind und gleichzeitig den Bedarf gegenüber der Enumeration verringern. Daneben 
unterscheidet die Taxonomie zwischen Differenzialrechnung, die die neuronalen Netze 
umfasst und den Gradientenabstieg als Suchverfahren verwendet, und Enumerativen 
Techniken, die die Teile des Subraums systematisch testen, Simulated Annealing im 
Unterbaum Gelenkte Zufallssuche stützt sich auf physikalische Prinzipien, die bei der Bildung 
von Molekülstrukturen eine Rolle spielen. 
 
Für die praktischen Untersuchungen wurde FAST mit dem an der University of California 
entstandenen GAUCSD-System integriert [Ribeiro, Treleaven & Allipi, (1994)]. 
 
 
9.5.1 Grundlegende Definitionen und Verfahren 
 
Genetische Algorithmen (GA) sind Verfahren der gelenkten Zufallssuche, die sich im 
weitesten Sinne auf Prinzipien der biologischen Evolutionstheorie stützen. Nach dieser 
Theorie passt sich eine Population von Individuen durch Selektion („Survival of the Fitness“) 
von Generation zu Generation besser an ihre Umgebung an. Die Überlebensfähigkeit des 
Individuums und seiner Nachkommen wird durch seine individuellen Eigenschaften 
(Phänotyp) bestimmt, die wiederum von den entsprechenden Genen abhängig sind. 
 
Letztlich entscheiden also der Zustand und die Veränderung des genetischen Materials 
(Genpool) über das Schicksal der Population. Die Veränderung des genetischen Materials 
beruht im einfachsten Fall auf den Operatoren Mutation, Erzeugung des neuen genetischen 
Initial Population 
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Abbildung 9.15: Diagramm eines Basisalgorithmus   
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Materials durch zufällige Veränderung, und Crossover, Austausch genetisches Materials 
zwischen Individuen. 
 
Analog müssen daher die Variablen der potentiellen Lösung eines Optimierungsproblems 
zunächst durch geeignete Gene codiert werden, um die genetischen Operatoren anwenden zu 
können. Im einfachsten Fall werden die Gene als Bitstrings geeigneter Länge repräsentiert; 
Mutation entspricht dann der Negation eines Bits und Crossover einem Austausch von 
Teilstrings zwischen den gleichen Positionen zweier Individuen (Abbildung 9.14). Die 
weitgehende Unabhängigkeit der GA von der Anwendungssituation wird dadurch erreicht, 
dass das Suchverfahren generisch ist und ausschließlich mit dem Genmaterial arbeitet.  
 
Die Operationsweite des GA besteht aus dem in Abbildung 9.14 gezeigten vierstufigen 
Zyklus. Generierung einer Anfangspopulation von Bitstrings. Diese Initialisierung kann 
zufällig (oder teilweise) mit günstigen Lösungen erfolgen, auf jeden Fall muss eine 
ausreichende Vielfalt im Genpool vorhanden sein, um vorzeitige Konvergenz in einem 
Optimum zu vermeiden. Die Größe der Population ist ein für die Konvergenz 
mitentscheidender Parameter. 
 
• Evaluation (Fitness) jedes Strings. Die Fitness wird von der zu optimierenden 
Funktion und möglichen Bedingungen bestimmt, bei der Optimierung neuronaler 
Netze entspricht die Fitness dem Klassifikationsergebnis, also dem Beta-Fehler, des 
trainierten Netzes. 
 
• Selektion. Auswahl geeigneter Strings, die der Manipulation durch genetische 
Operatoren unterworfen werden. Die Auswahlwahrscheinlichkeit ist proportional zum 
Quotienten aus Fitness des Individuums und durchschnittlicher Fitness der Population  
(„proportionate selection scheme“), so dass bessere Lösungen eine höhere 
Überlebenswahrscheinlichkeit haben.  
 
• Manipulation der ausgewählten Strings durch genetische Operatoren zur Erzeugung 
der nächsten Generation. 
 
Entsprechend seiner Einordnung als Verfahren der gelenkten Zufallssuche bedient sich der 
GA in seiner Suchstrategie der beiden Methoden Lenkung und Zufall. 
 
Die bevorzugte Selektion von Individuen und Kombination von Teilen ihrer Erbinformation, 
die sog. Building Blocks (günstige Schemata mit kleiner definierender Länge und großem 
Fitnesswert) durch Crossover lenkt die Suche gezielt zu vielversprechenden Individuen. Aber 
der Crossover-Operator kann nützliches Genmaterial zerstören, z.B. wenn er Building Blocks 
zerschneidet. Außerdem wird nicht der gesamte Suchraum exploriert, da Crossover kein 
genetisches Material erzeugt, welches nicht bereits in Elterngeneration enthalten war. Diese 
beiden Schwächen gleicht der Mutations-Operator aus, der per Zufall Bits eines Strings ändert 
und damit neue Strukturen in den Genpool einbringt. 
 
Die Wahrscheinlichkeiten, mit denen die Operatoren Crossover bzw. Mutation angewandt 
werden, sind neben der Populationsgröße wesentliche Verfahrensparameter des GA. 
Grundsätzlich kann zwischen GA, die beide Mechanismen verwenden, und 
Evolutionsstrategien, die ausschließlich mit Mutation arbeiten, unterschieden werden. Die 
Entscheidung zwischen den beiden Verfahren (Mutation und Populationsgröße) ist schwierig 
und zudem hochgradig problemabhängig. Nach den Erwägungen von Schöneburg, 
Heinzmann & Feddersen (1994) sollen in dieser Arbeit Genetische Algorithmen Verwendung 
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finden. Diese Entscheidung beruht hauptsächlich auf der Annahme, dass gute Teillösungen 
(z.B. Variablenkombinationen) zu guten Gesamtlösungen kombiniert werden können. 
 
Hier sind einige kurze mathematische Grundlagen des GA: Unter einem Schema versteht man 
eine Teilmenge aller möglichen Bitstrings, die sich durch gleiche Bits an bestimmten 
Positionen auszeichnet. Das Schema „1*00*“ repräsentiert beispielsweise die Teilmenge aller 
Strings, die eine „1“ an der ersten Position und jeweils eine „0“ an der dritten und vierten 
Position haben, wobei die Positionen zwei und fünf unbestimmt sind. Die Anzahl bestimmter 
Positionen heißt Ordnung, der Abstand zwischen den äußersten Positionen heißt Definierende 
Länge des Schemas. Jeder einzelne String ist gleichzeitig Instanz von 2L (L Länge des 
Bitstrings) Schemata. Für eine gegebene Population kann man die durchschnittliche Fitness 
des Schemas als Durchschnitt der Fitnesswerte aller Instanzen des Schemas in der Population 
berechnen. Für jede Ordnung k (k≤ l) gibt es insgesamt 2k verschiedenen Schemata, die eine 
Partition aller möglichen Bitstrings darstellen. Jede dieser von einer Ordnung k bestimmten 
Teilmengen erzeugt einen Wettbewerb um das Überleben (schema competition) unter den 2k 
Schemata. Der GA versucht die 2L Schema-Wettbewerbe (Kombinationen) simultan zu lösen, 
wobei die Schemata um eine möglichst große Zahl ihrer Instanzen in der Population 
konkurrieren. 
 
Die Untergrenze für das Wachstum der Instanzen eines Schemas von Generation zu 
Generation kann durch das Schema-Theorem von Holland [Schraudolph & Grefenstette, 
(1992)] abgeschätzt werden, das mathematisch ausgedruckt wie folgt lautet: 
 
 N(h,t+1)<=N(h,t) [(f(h,t):(f(t))] (1-Pc) [(δ (h):(l-1)] -Pmo(h) 
 
f(h,t): durchschnittlicher Fitnesswert des Schemas h in Generation t 
°f(t):  durchschnittlicher Fitnesswert der Population in Generation t 
Pc:  Crossover Wahrscheinlichkeit 
Pm:  Mutations-Rate 
δ(h): Definierende Länge des Schemas h 
o(h):  Ordnung des Schemas h 
N(h,t): Erwartete Anzahl Instanzen des Schemas h in Generation t 
l: Länge des Bitstrings 
 
Ohne Berücksichtigung des Crossover wächst ein Schema mit hohem Fitnesswert 
exponenziell, um seinen Schema-Wettbewerb zu gewinnen. Je größer die definierende Länge 
eines Schemas ist, desto größer ist die Wahrscheinlichkeit Pcð(h)/(l-1), dass der Crossover-
Operator innerhalb der definierenden Länge eingreift und die Instanz zerstört. Die 
Wahrscheinlichkeit, dass eine Instanz durch Mutation zerstört wird, ist durch Pmo(h) gegeben. 
 
Die günstigen Schemata mit kleiner definierender Länge und mit großen Fitnesswert heißen 
Building-Blocks. Die Block-Block-Hypothese fordert, dass die Kombination guter Buildung 
Blocks zu guten Gesamtlösungen führt. Sie ist eine gute Grundlage für den erfolgreichen 
Einsatz des GA. Der GA testet die Building Blocks mit einer sehr hohen Testrate. In jeder 
Generation werden zwar explizit nur P (P ist die Populationsgröße) Strings untersucht, 
implizit werden jedoch P3 Strings getestet. Diese Eigenschaft des GA, die sog. Implizite 
Parallelität, beruht auf der Tatsache, dass jeder String in der Population gleichzeitig 2l 
repräsentiert.  
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9.5.1.1    Tests zur Variablenselektion mit GA 
 
Bei den Experimenten zur Variablenselektion wurde die Fitness jeder potentiellen Lösung 
durch Training eines neuronalen Netzes mit den entsprechenden Eingangsvariablen und 
einem verdeckten Neuron ermittelt, d.h. bei 16 selektierten Variablen ergab sich eine 16-1-1 
Netzstruktur. Die Parameter des neuonalen Netzes waren dabei eingestellt wie bei dem 
erfolgreichen Versuch mit dem 73-1-1 Backpropagation-Netz, das einen Beta-Fehler von 
37,91% auf der Teststichprobe erreicht. Die Wahl dieser einfachen Netzstruktur hat zum 
einen den Vorteil, dass der zeitliche Trainingsaufwand für jedes Netz geringer ist, da das 73-
1-1 Netz seinen geringsten Beta-Fehler bereits nach 45 Epochen erreicht und daher 100 
Trainingsepochen für die Evaluierung der Fitness ausreichen.  
 
Zum anderen lässt sich durch die einfache Netzstruktur der tatsächliche Einfluss der 
Variablenselektion auf das Klassifikationsergebnis besser beobachten und mit dem Ergebnis 
ohne Variablenselektion vergleichen. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In einem weiteren Experiment wird der Einfluss einer größeren Anfangspopulation auf das 
Suchverhalten des GA untersucht. Die Verfahrensparameter entsprechen der 
Populationsgröße (140), der Mutations-Rate (0,0069) und Crossover-Rate (0,61) alle den von 
GAUCSD vorgeschlagenen Default-Werten. Die beste in der Anfangspopulation enthaltene 
Lösung wird erst nach 87 Generationen übertroffen; der Beta-Fehler sank danach innerhalb 
von 6 Generationen bis auf 35,7% für ein Netz mit 15 ausgewählten Kennzahlen (Topologie 
15-1-1) ab. Mit diesem Ergebnis kann die Arbeitshypothese bezüglich der relativen 
Bedeutung des Crossover-Operators gegenüber dem Mutationsoperators bestätigt werden 
[Schöneburg, Heinzmann & Feddersen, (1994)]. Die Kombination vielversprechender 
Building Blocks durch Crossover stellt sich danach als entscheidender Vorteil der 
Suchstrategie des GA dar. 
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Nach dem systematischen Test von mehr als 12.000 Kennzahlenkombinationen waren die 
besten Ergebnisse mit etwas 16 Variablen einander sehr ähnlich. Die Variablenselektion kann 
allein, bei der gegebenen Struktur des neuronalen Netzes, den Beta-Fehler auf der 
Teststichprobe nicht unter 35% senken. 
 
Es ist klar festzustellen, dass diese Netze die Validierungsstichprobe erheblich schlechter 
klassifizieren als die Parameterteststichprobe. Der GA als extrem leistungsfähiges 
Optimierungsvrfahren beurteilt die Qualität der Lösungen ausschließlich anhand der 
Klassifikationsleistung auf der Teststichprobe. Der in der vorliegenden Arbeit gefundene 
Effekt lässt sich mit dem Overlearning beim eigentlichen Training neuronaler Netze 
vergleichen. Bei Overlearning passt sich das Netz zu stark an die Eigenheiten der 
Lernstichprobe an, da das Lernverhalten unmittelbar vom Fehler auf der Lernstichprobe 
gesteuert wird. Dabei kann die Generalisierungsfähigkeit des Netzes verloren gehen. Der 
Fitnesswert eines Individuums berechnet sich aus der Summe des Beta-Fehlers auf dem ersten 
Drittel der Teststichprobe und der Abweichung der anderen Beta-Fehler: 
 
Fitness(i) = beta1(i) + k* [(beta2(i)-beta1(i))2 + beta1(i))2] 
 
Das Optimierungsziel besteht nämlich darin, auf allen repräsentativen Stichproben ein 
möglichst günstiges, gleichzeitig aber vorhersagbares und stabiles Klassifikationsergebnis zu 
erreichen. Bisher konnten aber keine neuronale Netze konstruiert werden, die den Beta-Fehler 
zuverlässig und unabhängig von der zufällig gerade verwendeten Stichprobe statistisch 
signifikant unter 40% auf der Validierungsstichprobe senken. 
 
Der beste Beta-Fehler der neuronalen Netze in dieser Anfangspopulation liegt bei 42,55%, im 
Laufe von 188 Generationen sank der Beta-Fehler auf 36,11% für ein 16-1-1 Netz (siehe 
Anhang) für die verwendeten Kennzahlen). Der GA benötigt anschließend weitere 107 
Generationen bis zur Konvergenz der Population. Die zweite Kurve in der Abbildung zeigt 
die durchschnittliche Fitness der Population über alle 295 Generationen. 
 
9.6 Fuzzy-Musterklassifikation 
 
Die Fuzzy Set-Theorie findet verstärktes Interesse überall dort, wo es gilt, bei 
Entscheidungsproblemen unsicheres Wissen für Automatisierungskonzepte verfügbar zu 
machen. Popp (1994) berichtet in einer Studie von 100 Protypen und Anwendungssystemen 
aus allen Funktionsbereichen in Industrie- und Handelsbetrieben. Unter den 100 
Anwendungen sind insbesondere die Einbettung der Fuzzy-Technik in Expertensysteme, aber 
auch die Integration des Fuzzy-Ansatzes mit neuronalen Netzen festzustellen. Im Hinblick auf 
das hier vorliegende Datenanalyse-/Mustererkennungsproblem erwähnt Popp die Fuzzy-
Clusteranalyse und die Fuzzy-Musterklassifikation. Diese beiden Verfahren fanden 
hauptsächlich in der Qualitätskontrolle und -sicherung Verwendung und sind im Fuzzy 
Classification System FUCS dargestellt. Im Folgenden wird zunächst das FUCS-System 
beschrieben und anschließend dessen Anwendung auf die Kreditwürdigkeitsanalyse anhand 
der Beispieldaten demonstriert.  
 
9.6.1 Aufbau und Funktionsweise von FUCS (Fuzzy Classification Sytem) 
 
Das Programmsystem Micro-FUCS besteht aus einem Hauptprogramm zum Aufbau von 
Klassifikatoren durch Training und zur Klassifikation von Mustern. Bei unscharfer 
Klassifikation geht man in drei Schritten vor [FUCS, (1993)]: 
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1. In der Realität sind primäre Informationen über das Messobjekt zu sammeln, im 
vorliegenden Fall Bilanzdaten der zu klassifizierenden Unternehmen. 
 
2. Im zweiten Schritt sind diese Daten gegebenenfalls in Diagnosemerkmale zu verwandeln, 
die den Objektzustand direkt beschreiben. Hierunter fällt die Kennzahlenbildung aus den 
Rohdaten der Bilanz, die in einem integrierten Ansatz wie in der vorliegenden Arbeit 
beschrieben bereits in der Konstruktion von Data Marts im Data Warehouse geleistet wird. 
(vgl. Tabelle 9.1). 
 
3. Im dritten Schritt muss der Klassifikator den Merkmalsvektor einer der Klassen zuordnen.  
 
Unscharfe Klassifikation bedeutet, dass die Klassengrenzen unscharf sind, d.h. ein Objekt zu 
mehreren Klassen gehören kann. Dies wird durch ein Sympathievektor ausgedruckt, der für 
ein Objekt den Grad der Zugehörigkeit zu allen Klassen (jeweils im Intervall [0;1]) angibt. 
Jedes Lernbeispiel wird bezüglich jeder Dimension des Merkmalsraums durch eine 
Zugehörigkeitsfunktion vom Typ Singleton repräsentiert. FUCS aggregiert diese Singletons 
zu einer einzigen Zugehörigkeitsfunktion, wobei der Parameter Klassen-Erweiterung festlegt, 
wie das einzelne Muster beim Lernprozess die Klassebildung beeinflusst. Für jedes 
unbekannte Testmuster ergibt sich ein Sympathievektor als Klassifikationsergebnis; dieser 
Vektor bildet auch die Basis für die Risikoabschätzung der Klassifikation. Ein Muster gilt als 
eindeutig erkannt, wenn der maximale Sympathiewert multipliziert mit dem 
Identifikationsabstand (der im Intervall [0;1] liegt) größer als der zweitgrößte Sympathiewert 
ist. Sonst gilt die Zuordnung als risikoreich, und die Tendenz zur Klasse mit dem 
zweitgrössten Sympathiewert wird angegeben. Schließlich werden Muster als nicht 
klassifizierbar abgewiesen, wenn die Sympathiewerte zu allen Klassen kleiner sind als die 
Identifikationsschwelle. 
 
 
9.6.2 Kreditwürdigkeitsprüfung mit FUCS 
 
Bei der Unternehmensklassifikation mit FUCS werden jedem Testmuster zwei 
Sympathiewerte zugerodnet, die seinen Zugehörigkeitsgrad zu den Klassen solvent und 
insolvent beschreiben. Aus diesen Sympathiewerten kann direkt – anders als bei neuronalen 
Netzen mit einem Neuron in der Ausgabeschicht – kein Trennwert bestimmt werden. Deshalb 
wird zur Bestimmung des Trennwertes die Differenz der Sympathiewerte zu den Klassen 
„insolvent“ und „solvent“ gebildet, wobei positive Werte der Klasse „insolvent“ und negative 
Werte der Klasse „solvent“ zugeordnet werden. Diese Differenz der Sympathiewerte 
ermöglicht dann eine Trennwertverschiebung mit dem beschriebenen Algorithmus. 
 
9.6.2.1  Tests mit allen 73 Variablen 
 
Mit ausgeschalteter Klassen-Erweiterung (geringer Einfluss des einzelnen Lernmusters auf 
die Klassifizierung, klassifizierte FUCS insgesamt etwas über 60% der Parameterstichprobe 
richtig, nur etwas 20% der Parameterstichprobe wurden eindeutig richtig klassifiziert etwas 
7% lagen sogar unterhalb der Identifikationsschwelle. Auffällig war, dass der Anteil richtig 
klassifizierter Testfälle für die solventen Unternehmen mit 59,2% deutlich niedriger lag als 
für die insolventen Unternehmen mit 80,2%. Dies entspricht einem unkorrigierten Alpha-
Fehler von etwa 20%. Reduziert man diesen Beta-Fehler durch Verschiebung des Trennwerts 
auf -0,067 bis auf 8,75%, so steigt der Beta-Fehler auf über 60% an. Durch die Einschaltung 
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der Klassen-Erweiterung verschlechterte sich der Anteil korrekt klassifizierter Unternehmen, 
der Beta-Fehler verschlechterte sich ebenfalls auf mehr als 65%. (Siehe Tabelle 9.5: 
Ergebnisse der Fuzzy-Musterklassifikation). Weitere Versuche mit 73 Variablen erschienen 
zu diesem Zeitpunkt nicht erfolgversprechend. 
 
9.6.2.2    Tests mit ausgewählten Variablen und Zusammenfassung 
Mit den 16 Variablen, die mit Hilfe des Genetischen Algorithmus ausgewählt wurden, 
konstruierte Fuzzy-Klassifikator (FUCS) aus der Lernstichprobe einen Klassifikator, der 
62,5% der Parameterteststichprobe korrekt klassifizieren konnte. Dabei wurde nur 12,2% 
Parameterteststichprobe eindeutig richtig klassifiziert, unterhalb der Identifikationsschwelle 
lagen 3,5% aller Testmuster. Obwohl damit sowohl die Gesamterkennungsrate, d.h. der Anteil 
der insgesamt (ohne Trennwertverschiebung) richtig klassifizierten Muster, als auch der 
Anteil der eindeutig richtig erkannten Muster im Vergleich zu den Tests mit 73 Variablen 
niedriger war, reduzierte sich der Beta-Fehler auf etwa 52% bei einem Konstanten Alpha-
Fehler. Hier bestätigt sich die schon beim Test der neuronalen Netze gewonnene Einsicht, 
dass die Gesamterkennungsrate keine genaue Aussage über die Klassifikationsgüte zulässt, 
wenn man diese mit dem Beta-Fehler bei konstantem Alpha-Fehler bewertet. Auch mit 6 
Variablen verbesserte die Einschaltung der Klassen-Erweiterung weder die 
Gesamterkennungsrate noch den Beta-Fehler. 
 
Die Tests mit den vier Variablen der Multidiskriminanzanalyse ergaben mit der 
Gesamterkennungsrate von 69,9% ein ähnliches Ergebnis wie die Tests mit 73 Variablen. Der 
Anteil der Testmuster unterhalb der Identifikationsschwelle reduzierte sich bei den Tests mit 
vier Variablen auf nahezu 0%. Der Beta-Fehler von nur noch 50,26% für den mit den vier 
Variablen konstruierten Klassifikator stellt eine deutliche Verbesserung gegenüber den Tests 
mit allen 73 Variablen und eine geringfügige Verbesserung gegenüber den Tests mit 6 
Variablen dar. Die Einschaltung mit Klassen-Erweiterung erbrachte – wie nach den 
vorangegangenen Test zu erwarten war – keine weitere Verbesserung. 
 
Im Vergleich mit den mit neuronalen Netzen erzielten Ergebnissen ist ein Beta-Fehler von 
50% nach wie vor unbefriedigend. Der Grund hierfür könnte eine unzureichende Größe von 
Lerndaten sein. Deshalb soll im nächsten Schritt ein Klassifikator mit der Parameter-
stichprobe, in der solvente und insolvente Unternehmen im Verhältnis 90:10 (gegenüber 
einem Verhältnis von 50:50 in der Lernstichprobe) enthalten sind, trainiert werden. 
 
Um eine Vergrößerung der Lernstichprobe unter Beibehaltung der gleichen Anteile von 
solventen und insolventen Unternehmen zu testen, wurde der mit der Lernstichprobe trainierte 
Klassifikator mit je 343 Mustern solventer und insolventer Firmen aus der Lernstichprobe 
„nachtrainiert“. Die Verschlechterungstendenz bei der Vergrößerung der Lernstichprobe 
führte zu der Überlegung, durch Verkleinerung der Lernstichprobe den Klassifikator zu 
verbessern. Zu diesem Zweck wurden die ersten 100, 150 und 200 Muster aus jeder Klasse 
der Lernstichprobe zum Aufbau eines Klassifikators verwendet. Durch Training mit weniger 
Mustern lässt sich das Klassifikationsergebnis steigern, mit weniger als 50 Mustern steigt der 
Klassifikationsfehler jedoch stark an und ist sogar noch schlechter als bei der Verwendung 
von allen 336 Mustern je Klasse.  
 
Beim bisher besten Ergebnis von 46,84% Beta-Fehler wurden mit einem 
Identifikationsabstand von 0,3 und einer Identifikationsschwelle von 0,1 69,3% aller Muster 
richtig klassifiziert. Auf der Validierungsteststichprobe erreichte der Klassifikator mit 46,8% 
Beta-Fehler ein – verglichen mit der Parameterteststichprobe – ähnliches Ergebnis, was für 
eine gute Generalisierungsfähigkeit spricht. 
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Durch die Trennwertverschiebung erhält der Beta-Fehler ein größeres Gewicht, d.h. 
Fehlklassifikationen von insolventen Unternehmen wirken sich stärker auf die mit dem Beta-
Fehler gemessene Klassifikationsleistung aus, als Fehlklassifikationen von solventen 
Unternehmen. Dieser Tatsache kann jedoch FUCS (mangels entsprechender Parameter) bei 
der Klassifikatorbildung keine Rechnung tragen. Deswegen wurde versucht, durch Erhöhung 
der Klassenzugehörigkeit für die Klasse insolvent an dem Klassenrand, der sich mit der 
Klasse solvent überschneidet, den Alpha-Fehler stärker zu gewichten. Dadurch ergibt sich für 
alle Muster im Überschneidungsbereich ein höherer Sympathiewert zur Klasse insolvent. 
Diese manuellen Eingriffe in den Klassifikator verschlechterten jedoch sowohl die 
Gesamtklassifikationsrate als auch den Beta-Fehler. 
 
In Tabelle 9.5 sind die diskutierten Ergebnisse noch einmal zusammen gestellt. 
Zusammenfassend lässt sich sagen, dass das Fuzzy-Musterklassifikationssystem FUCS ohne 
zusätzliche Optimierung bei der Unternehmensklassifikation mit den vier Variablen aus der 
multidimensionalen Analyse Ergebnisse erzielt, die mit den Ergebnissen des neuronalen 
Netzes mit 73 Variablen (also ebenfalls ohne aufwendige Optimierung) vergleichbar sind. Zur 
Erreichung dieser Ergebnisse musste lediglich mit der Größe der Lernstichprobe 
experimentiert werden. Weitere Verbesserungen sind eventuell durch gezielte Auswahl 
besonders charakteristischer Lernmuster, durch verfahrensspezifische Auswahl der Variablen 
sowie durch gezielte Optimierung der Parameter der Zugehörigkeitsfunktionen möglich. 
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Tabelle 9.5:  Ergebnisübersicht Fuzzy-Musterklassifikation 
 
*) die in den Spalten „richtig klasifiziert“ bzw. „falsch klassifiziert“ fehlenden Prozentanteile im Vergleich zur 
Summe aus Spalten „eindeutig“ und „riskant“ lagen unterhalb der Identifikationsschwelle 
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9.7 Fazit 
 
Die Klassifikationsergebnisse der getesteten Verfahren sollen abschließend einander 
gegenübergestellt und auch mit den Resultaten anderer Untersuchungen verglichen werden 
(vgl. Abbildung 9.17). Bei der Kreditwürdigkeitsprüfung findet der Data Mining-Einsatz,  
meistens bei verdächtigten Unternehmenskreditkunden statt, d.h. bei Unternehmen mit nicht 
besonders guten Jahresabschlüssen. Deswegen sind die Ergebnisse nicht nur als sehr eng, 
sondern auch als  kritisch anzusehen. Die Gegenüberstellung der Ergebnisse lässt sich in den 
folgenden Punkten zusammenfassen. 
 
• Die deutliche Erhöhung der Anzahl verdeckter Neuronen führte mit einem 73-20-20-20-1 
Backpropagation-Netz zu einem Beta-Fehler von 37,95% auf der Teststichprobe dem 
bisher besten Ergebnis. Netze mit einer sehr hohen Zahl von Neuronen scheinen, trotz der 
Gefahr des Overlearnings, besonders geeignet zur Extraktion der entscheidenden 
Klassifikationsmerkmale aus dem ganzen Kennzahlenkatalog zu sein.  
 
• Cascade Correlation erreichte mit einem Beta-Fehler von 38,88% auf der Teststichprobe 
mit den 40%, durch die Multidiskriminanzanalyse ausgewählten, Variablen ein gutes 
Klassifikationsergebnis.  
 
• Das Resilient Propagation-Lernverfahren zeigte gegenüber dem Backpropagation-
Algorithmus keine verbesserte Klassifikationsfähigkeit, allerdings konnte die erforderliche 
Trainingszeit bei Netzen mit komplexer Topologie teilweise um den Faktor 50 - verglichen 
mit dem Backpropagation-Algorithmus - reduziert werden. 
 
• Mit der statistischen Gewichtsausdünnung lässt sich die vor dem Einsetzen des Over- 
learning-Effekts mögliche Trainingsdauer deutlich erhöhen, was zu einer Verbesserung der 
Klassifikationsergebnisse führt. Allerdings kann das Overlearning der mit dem 
Genetischen Algorithmus stark an die Teststichprobe angepassten Netzstrukturen nicht 
entscheidend verringert werden. 
 
• Durch die Optimierung neuronaler Netze mit dem Genetischen Algorithmus ließen sich die 
Klassifikationsergebnisse lediglich auf der Validierungs-, nicht aber auf der 
entscheidenden Teststichprobe nachhaltig verbessern. Unter Inkaufnahme eines riesigen 
Rechenzeitaufwands wurden durch Variablenselektion, Topologieoptimierung, 
Gewichtseinstellung sowie simultane Variablenselektion - verglichen mit den besten 
Resultaten des Backpropagation-Algorithmus - gleichwertige Ergebnisse erzielt. Auch die 
Modifizierung des Optimierungsziels konnte die Generalisierungsfähigkeit dieser 
neuronalen Netze nur leicht verbessern. 
 
• Die Fuzzy-Musterklassifikation erreichte ihren geringsten Beta-Fehler von 46,8% mit den 
durch die Multidiskriminanzanalyse ausgewählten Kennzahlen. Dabei ist zu 
berücksichtigen, dass es sich hier - anders als bei der Optimierung neuronaler Netze - um 
einen Ansatz allein mit diesem Verfahren handelt und die Möglichkeiten zur 
Parameteroptimierung keinesfalls ausgeschöpft werden können. Die Fuzzy-
Musterklassifikation hatte außerdem den Vorteil, mit einer geringen Zahl von Kennzahlen 
und Lerndaten brauchbare Ergebnisse zu liefern 
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Abbildung 9.17:  Beta-Fehler der Parameterteststichprobe (jeweils rechts)  
und der Validierungstichprobe (jeweils links)  bei festem Alpha-Fehler 
 von 8.75% 
 
 
Die hier vorgestellten Experimente sind insgesamt ermutigend. Sie können aber naturgemäß 
nur erste Hinweise geben, welche Verfahren in Togo tatsächlich einsetzbar wären. Die in den 
Experimenten vorhandenen Kennzahlendaten sind oftmals vermutlich in der Praxis nicht 
vollständig zu erheben, daher wären weitergehende Untersuchtungen wesentlich, welche 
Kennzahlen im dortigen Kontext besonders wichtig  und gleichzeitig praktikal in der 
Beschaffung aus vorhandenen Daten sind. Entsprechende über die beschriebenen  
Experimente hinaus geplanten Anwendbarkeits-evaluierungen im Rahmen der Feldstudie aus 
verschiedenen Gründen (vgl. auch 3.9) nicht umgesetzt werden konnten, so dass die 
Ergebnisse nur eine erste Tendenz aufzeigen können, welche Verfahren sich unter den 
Bedingungen des Arbeitskontextes in der Dritten Welt als günstig erweisen 
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193 
Kapitel    10 
 
Zusammenfassung und Ausblick  
    
 
In der vorliegenden Arbeit wurde der Forschungsfrage nachgegangen, inwieweit sich die in 
Nordamerika und Europa entstandenen Konzepte des Data Warehousing und des Data Mining 
auf die Probleme des Kreditmanagements, insbesondere der Kreditwürdigkeitsprüfung, in 
Ländern der Dritten Welt übertragen lassen. Diese Frage wurde anhand von Literaturanalysen 
sowie anhand von Fallstudien in Togo untersucht. 
 
Die Befragungen in mehreren Besuchen in Togo demonstrierten, dass Probleme der 
Kreditgewährung aus politisch-rechtlichen, organisatorischen, aber auch aus technischen 
Problemen resultieren. Dies und einige eigene Experimente unterstreichen die Bedeutung des 
Einsatzes systematischer Extract-Transform-Load (ETL-)Verfahren sowie von Methoden des 
Datenqualitätsmanagements zur Schaffung einer erweiterten Datengrundlage. Eine 
verbesserte semantische Modellierung, realisiert durch bessere Metadatenstrukturen sowie 
entsprechend organisierte Prozesse, wird als vielversprechende Strategie zur Verbesserung 
der Datenqualität angesehen und es wurden die entsprechenden Vorschläge aus der Literatur 
ausführlich dargestellt. 
 
Nach diesbezüglicher Vorverarbeitung der aus der Fallstudie gewonnenen Beispieldaten 
konnten diese verwendet werden, um anhand eines experimentellen Vergleichs zu klären, 
welche Data Miningverfahren für die Kreditwürdigkeitsprüfung in diesem Kontext als 
vielversprechend anzusehen sind. In einem gemeinsamen experimentellen Softwarerahmen 
wurden eine Reihe von Verfahrensvarianten aus dem Umfeld der neuronalen Netze auf die 
Beispieldaten angewendet, um die aus den Wirtschaftsförderungsanforderungen in der Region 
resultierende Frage zu beantworten: Welches Verfahren eignet sich am besten, um bei einer 
vorgegebenen Risikobereitschaft im Hinblick auf möglichen Kreditausfall (Alpha-Fehler) die 
Wahrscheinlichkeit zu minimieren, dass Kreditanträge zu Unrecht abgewiesen werden (Beta-
Fehler)? Die besten Ergebnisse in diesem Sinne zeigte ein relativ einfaches Backpropagation-
Netz mit einer hohen Zahl verdeckter Neuronen, allerdings waren zeitlich wesentlich 
effizientere Verfahren wie Resilient Propagation nur unwesentlich schlechter, so dass sie in 
der Praxis vorzuziehen sein könnten. 
 
Die genannten Ergebnisse bezüglich der Wichtigkeit von qualitätsgesicherten ETL-Verfahren 
zur Verbesserung der Datenqualität und bezüglich der Auswahl von Miningverfahren konnten 
im Rahmen der vorliegenden Arbeit nur in begrenztem Umfang getestet werden. Der 
wichtigste nächste Schritte wäre eine Validierung der praktischen Einsetzbarkeit und 
ökonomischen Vorteile dieser Verfahren in Feldstudien vor Ort. Aus den Ergebnissen könnte 
in einem weiteren Schritt dann eine integrierte, relativ einfache und leicht erlernbare sowie 
auch kulturell an die lokalen Kundenbedürfnisse angepasste Gesamtmethodik abgeleitet 
werden.  
 
Von hohem Interesse wäre anschließend auch eine kulturvergleichende Analyse, in welcher 
Breite sich eine solche Gesamtmethodik einsetzen ließe und welche Varianzpunkte sie zur 
Anpassung an die Situationen verschiedener Weltregionen und politisch-wirtschaftlicher 
Situationen aufweisen müsste. Die jüngste Kreditkrise in den USA zeigt ja, dass die 
Problematik unangemessener Kredite keineswegs auf die dritte Welt beschränkt ist. 
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Anhang 
 
 
A1  Implementierungsrahmen für die Experimente in Kap. 9 
 
 
  
A1.1  Allgemeines Programmdesign 
 
Die Anforderungen an das Programm und das spezifisch durch das Programm zu lösende 
Problem bestimmen im Wesentlichen den Programmaufbau und den Programmablauf. Sie 
sind sowohl bei der Auswahl der Hardware als auch bei der Auswahl des Netzwerkmodells 
und der Programmiersprache zu berücksichtigen. Daher müssen diese grundlegenden Fragen 
beantwortet werden, bevor die Programmstruktur vorgestellt wird. 
 
Für die Untersuchungen ist die prototypische Implementierung eines Künstlichen Neuronalen 
Netzes erforderlich, das möglichst eine Bandbreite univariater statistischer Modelle abdeckt. 
Das Programm muss daher folgenden Anforderungen genügen: 
 
• Variablenanzahl von Arbeitseinheiten. 
• Einbeziehung von metrischer und nichtmetrischer abhängiger Variablen 
(Ausgabevariablen). 
• Berücksichtigung metrischer und binärer unabhängiger Variablen (Eingabevariable). 
• Auswahl unterschiedlicher Schätzverfahren (Gewichtsänderungsmethoden) zur 
Beschleunigung der Konvergenz und zur Bereinigung fehlerbehafteter Daten. 
• Auswahl unterschiedlicher Konvergenzkriterien. 
• Unterscheidung zwischen Lern-, Validierungs- und Teststichprobe. 
 
A1.2  Auswahl des Netzwerkmodells 
 
Das zu programmierende Künstliche Neuronale Netzwerk sollte eine möglichst große 
Bandbreite univariater statistischer Modelle beinhalten. Die Netzwerk-Architektur, die dieser 
Anforderung entspricht, ist zum Beispiel das Backpropagation-Netzwerk (siehe Kapitel 9). 
Hier wurde ein Backpropagation-Netzwerk mit einer verdeckten Schicht ausgewählt, da durch 
die Erhöhung der Anzahl der verdeckten Einheiten die Komplexität des Netzwerkes beliebig 
erhhöht werden kann, ohne zusätzliche Schichten einführen zu müssen. Die verdeckte Schicht 
und die Ausgabeschicht bestehen aus Perzeptrons, so dass man das Modell als Multi-Layer-
Perzeptron (MLP) bezeichnen kann. Die MLPs sind in der Lage, beliebige, stetige Funktionen 
approximieren zu können. 
 
Die Aktivierungsfunktion der verdeckten Schicht ist die Verteilungsfunktion der 
standardisierten logischen Verteilung, und die Aktivierungsfunktion der einzigen 
Ausgabeeinheit ist die identische Abbildung: 
 
ψ(x) =  UUexp(x) 
 1 +exp(x) 
φ(x)  =  x 
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Die Auswahl der standardisierten logischen Verteilung hat den Zweck, die Ausgabewerte der 
verdeckten Schicht auf das Intervall  (0, 1) zu skalieren, so dass bei der linearen 
Transformation in der Ausgabeschicht keine zu großen Werte verwendet werden. Die 
Schätzverfahren verlaufen numerisch stabiler. Die ersten Ableitungen der standardisierten 
logischen Verteilung sind bekannt und können daher leichter programmiert werden. 
 
Das Netzwerk schätzt die Parametervektoren mit Hilfe des Backpropagation-Algorithmus und 
wird daher auch als Backpropagation-Netzwerk bezeichnet. Zusätzlich soll gewählt werden 
können, ob das Schätzverfahren vorzeitig abgebrochen werden soll, wenn der absolute 
mittlere Fehler in der Validierungsstichprobe wieder ansteigt (Stop Training).  
  
A1.3  Sprachauswahl 
 
Zur Programmierung eines Backpropagation-Netzwerkes ist es sinnvoll, eine 
Programmiersprache zu verwenden, die Matrizenoperationen und Matrizenmanipulationen 
erlaubt. Dies ermöglicht eine einfache Programmierung der Trainingsverfahren, ohne erst eine 
entsprechende Funktionsbibliothek programmieren zu müssen. Die Programmiersprache 
sollte die strukturierte Programmierung unterstützen, um das Programmsystem übersichtlich 
gestalten zu können. Dabei ist, wie bereits festgehalten, vor allem die Möglichkeit der 
modularen Programmierung von großer Bedeutung. Die Programmiersprache sollte auf 
mehreren Betriebssystemplattformen stehen, so dass das Programm sowohl auf Personal 
Computern als auch auf Mainframes benutzt werden kann.  
 
Dabei habe ich in dieser Arbeit die Programmiersprache C++ verwendet. C++ gehört, wegen 
der großen Strukturierungsmöglichkeiten, wie bedingte Anweisungen,  Schleifen, usw. und 
der Möglichkeit mit Hilfe von Teilprogrammen modular zu programmieren, zur Gruppe der 
strukturierten Hochsprachen wie beispielsweise C, Modula und GAUSS (speziell für 
mathematisch/statistische Anwendungen).  
 
A1.4  Programmstruktur 
 
Das Hauptprogramm soll alle Einstellungen sowie alle Daten einlesen. Dann soll es die 
Parameter mit Hilfe der sogenannten Verfahren schätzen. Dabei muss das Programm auf 
folgende Informationen zugreifen: 
 
• Globale Einstellungen, die Betriebssystem und Hardware charakterisieren  
• Einstellung für die Schätzung  
• Stichprobendaten für X und Y. 
 
Die Ausgabe des Programms erfolgt in einer Zusammenfassung auf dem Bildschirm und 
zusätzlich in eine Ausgabedatein. Zum Hauptprogamm wurden auch noch Hilfsprogramme 
erstellt, die folgende Aufgaben übernehmen: 
 
• Auswahl der Variablen 
• Anzeige der geschäzten Parameter 
• Anzeige der t-Werte des Parameters θ 
• Prognose unter Verwendung eines vollkommen neuen Datensatzes. 
 
Der Ablauf des Hauptprogramms ist wie folgt gestaltet: 
 
1. Einlesen der Konfiguration und Modellselektionsinformationen 
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2. Einlesen der Daten aus den Stichproben und Selektion der Variablen 
 
3. Initialisierung der zu schätzenden Parameter mit Pseudozufallszahlen 
 
4. Schätzung mit Hilfe des Backpropagation-Algorithmus  
a) Berechnung des Vektors der ersten Ableitung 
b) Berechnung eines Backpropagation-Schrittes 
c) Überprüfung des gewählten Konvergenzkriteriumss. Ist das Kriterium erfüllt, wird der 
Backpropagation-Algorithmus beendet, ansonsten wird mit dem nächsten Datenpunkt 
mit Änderung der Netztopologie (Gewichtsänderung) fortgefahren. 
 
5. Speicherung der Ergebnisse aus dem Backpropagation-Algorithmus 
 
6. Parameterschätzung mit Hilfe eines Verfahrens der nichtlinearen Optimierung 
a) Berechnung der Matrix  der ersten Ableitungen der gesamten Lernstichprobe 
b) Durchführung eines Schrittes der vorgestellten nichtlinearen Optimierungsverfahren 
c) Überprüfung des gewählten Konvergenzkriteriums. Ist das Kriterium erfüllt, dann 
wird der Algorithmus beendet, ansonsten mit der kompletten Stichprobe wiederholt. 
 
7. Speicherung der Ergebnisse 
 
A1.5   Benutzung des Programms 
 
A1.5.1   Vorbereitung des Trainings 
 
Nach erfolgreicher Installation des Programms werden die Daten in das dafür vorgesehene 
Verzeichnis kopiert. Die Daten müssen im C++-Datensatzformat vorliegen. Die abhängigen 
Variablen müssen entweder metrisch sein oder von 0 beginnend Klassenindices enthalten. Die 
unabhängigen Variablen müssen metrisch oder binär skaliert sein.  
 
Nun kann eine Funktionsdatei im dazugehörigen Unterverzeichnis definiert werden, die 
folgenden Variablen enthalten muss. 
 
1. Der Name der C++-Datensatzdatei, die die Daten enthält 
 
2. Ein Kommentar, der als Überschrift angezeigt wird 
 
3. Maximale Anzahl der Backpropagation-Iterationen 
 
4. Maximale Anzahl der Iterationen mittels eines klassischen Optimierungsverfahrens 
 
5. Anzahl der Arbeitseinheiten in der verdeckten Schicht 
 
6. Konvergenzschranke für die verschiedenen Verfahren 
 
7. Spaltenvektor, der die Aufteilung der Daten in Lern-, Validierungs- und Teststichprobe 
ermöglicht. Das erste Element enthält die Anzahl der Fälle in der Lernstichprobe, das 
zweite Element die Anzahl der Fälle in der Validierungsstichprobe und das dritte Element 
die Anzahl der Fälle in der Teststichprobe 
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8. Wenn der Wert 0 zugewiesen ist, dann werden die Daten nicht transformiert. Bei der 
Verwendung metrischer Variablen ist es ratsam, eine Transformation durchzuführen, da 
bei großen Eingabewerten numerische Probleme bei der Berechnung der logistischen 
Verteilung auftreten können. Ist transf = 1, dann wird jede Variable durch ihren 
betragsmäßig größten Wert dividiert. Nimmt transf den Wert 2 an, wird eine 
Standardisierung durchgeführt, d.h. der Mittelwert subtrahiert und durch die 
Standardabweichung dividiert [Rehkugler & Poddig, (1992)] 
 
9. Ein Wert von Null bedeutet, dass so lange iteriert wird, bis der Betrag des Terms die 
Konvergenzschranke unterschreitet. Da die Lernstichprobe zur Überprüfung verwendet 
wird, wird hier tatsächlich ein Minimum der Lernstichprobe gesucht. Dieses Minimum 
scheint auch die besten Resultate zu erzielen. Ist konvkrot = 1 wird das Training beendet, 
wenn der mittlere quadratische Fehler in der Validierungsstichprobe mehr eingestiegen ist. 
Dies ist ein Versuch, ein Stop-Training zu implementieren. 
 
10. Die Erfolgsaussichten hängen stark von der Konvergenzschranke ab. Ist konvkrit = 2, 
dann wird das Training unterbrochen.  
 
A1.5.2    Ausgabe der Ergebnisse  
 
Diese Problemstellung führt zu den oben über Data Mining (Künstliche Neuronale Netze) 
gegebenen Ergebnissen bei Anwendung Künstlicher Neuronaler Netze  zur 
Kreditwürdigkeitsprognose der Unternehmenskreditkunden. Also ist das Verfahren in einem 
Kreditinstitut in Togo einsetzbar. 
 
Auch könnten die in dieser Arbeit aufgeführten wirtschaftlichen Kennzahlen der Firmen 
(Eigenkapital, Abschreibungen, Verbindlicheiten, Return On Investment (ROI), 
Bilanzabschlüsse usw.) hilfreich sein, um die Zahl der Kreditausfälle einigermaßen zu 
verringern. Eine gründliche Erforschung der wichtigsten wirtschaftlichen Kennzahlen jeder 
Firma könnte schon einige Fehlentscheidungen bei Kreditvergabe reduzieren. Leider 
vernachlässigen viele Kreditinstitute Afrikas, südlich der Sahara, wie auch in meinem 
Heimatland Togo, diese wichtige Aufgabe (wegen der Kreditvergabe „aus Freundschaft“) bei 
ihren Kreditforschungen. Allein die Durchführung dieser Aufgabe könnte mehrere 
Bankenzusammenbrüche verhindern.  
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