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1. INTRODUCTION 
In Section 1.1, we discuss the advantages and the associated problems in using 
nonlinear models in place of linear models, we introduce a general nonlinear regression 
model, and we give a brief literature review on nonlinear regression. Section 1.2 
contains some of the best available results for nonlinear regression in greater detail. In 
Chapter 2, we present some results in mathematics and probability that are used in 
our work. In Chapter 3, we study the asymptotic properties of nonlinear regression 
estimators for the first order moving average model. In Section 3.1, we consider the 
error sequence to be independent or mixing and in Section 3.2 we allow the errors to be 
martingale differences. Results are then extended to higher order moving average 
models. Chapter 4 contains our principal results for nonlinear least squares estimators 
with differential rates of convergence. In Section 4.1, we investigate asymptotic 
properties of such estimators. In Section 4.2, we consider examples for which the 
theory in Section 4.1 is applicable. In Section 4.3, we present a small Monte Carlo 
study of estimation for the nonlinear least squares estimators for the autoregressive 
moving average model of order (1,1) with normal errors. 
1.1. Background 
Linear regression models are conceptually simple and analytically tractable but 
they do not always provide an adequate description of real life phenomena. Nonlinear 
models occur, for example, in economics and the physical sciences. Although nonlinear 
2 
models provide greater flexibility, they produce estimators that do not have a nice 
analytic form. Consequently, the theoretical study of nonlinear models is asymptotic. 
For example, the nonlinear least squares estimator does not enjoy the finite sample 
optimality properties, such as minimum variance linear unbiasedness, of the linear 
least squares estimator. The method of least squares plays a very important role in 
inference for parameters in nonlinear regression models. First rigorous theoretical work 
was done by Jennrich (1969) and Malinvaud (1970). 
We consider the following univariate nonlinear regression model 
where the random variables are defined on a complete probability space (0, P), r is 
a k—dimensional parameter contained in 0, 6 is a subset of a k—dimensional Euclidean 
space, fj. is a function defined on 0 * 0 such that the form of is known, f^(',0 is 
measurable for each 0 in 0, and f^(w,') is continuous on 8 almost surely. The last 
condition guarantees that for all w in contained in P( J^)=l, t=l,2,..., the 
function f^(6) is continuous. The are observations and the e^. are unobserved errors. 
The function f^(0 may include increasing (with index t) number of lagged 
values of the dependent variable, as in the case of autoregressive moving average 
models. That is, the form of the function f^ is allowed to depend on the index t. In 
almost all work on the subject, the function f^ is considered to be of the form f(%^,6) 
where is a vector of explanatory random variables whose dimension does not depend 
on the index t. For model (1.1.1) and f^(6), for given 0, are observable. Any vector 
0^ which minimizes the residual sum of squares 
(1.1.1) 
3 
= l (1.1.2) 
is said to be a least squares estimator of ^ based on m observations on the dependent 
variable and the explanatory variables. To obtain asymptotic properties for the 
nonlinear least squares estimator, certain conditions need to be imposed on the 
sequence {e^}, the function f|.(w,6) and the parameter space 6. Weaker conditions 
usually result in weaker conclusions. 
In models for which is of the form f(z^,^, the fixed dimensional vectors of 
random variables are called the independent, or regressor, or explanatory variables. 
Given this type of structure, the analysis can sometimes be made conditional on the 
explanatory variables. Jennrich (1S69) and Malinvaud (1970) gave general conditions 
that ensure consistency and asymptotic normality for models with fixed regressors and 
independent, identically distributed errors. Wu (1981) considered nonlinear estimation 
when the sums of squares of the first partial derivatives of increase at rates that 
are not necessarily proportional to n and obtained some necessary conditions for 
consistency. Among other important contributions are those of Gallant (1973, 1975) 
and Burguete, Gallant and Souza (1982). 
Often models do not have the nice regression structure considered in the dted 
literature. Explanatory variables may be lagged dependent variables and errors may be 
correlated. Hannan (1971) extended Jennrich's results to time series data by allowing 
for stationary ergodic errors. Robinson (1972) generalized Hannan's results to the 
multivariate case. Work of Hansen (1982) includes results for nonlinear models with 
jointly stationary and ergodic regressors and errors. Bierens (1982) assumed 
independent and identically distributed errors but allowed the explanatory variables to 
be uniform mixing processes. White (1980) extended Jennrich's results by allowing the 
4 
regressors and errors (x^, e^) to be independent but not identically distributed and 
considered nonlinear weighted least squares estimators for both the known and 
estimated weight cases. The case of = (^>6^) a mixing process is explored by White 
and Domowitz (1984). They allow f^((^ to be of the form fj.(Xj.,^ which might depend 
on the index t but the dimension of x^ can not increase with t. Generalizations that 
remove this limitation are developed in the work of Gallant and White (1988) who 
n 
consider q^(6) = [Y^ — f^(^] to be near epoch dependent on a sequence of random 
vectors of appropriate "size", and the to be a mixing sequence of proper "size". 
The size is defined in Definition 1.2.3. General discussions of nonlinear estimation are 
contained in Gallant (1987), Gallant and White (1988), and Seber and Wild (1989). 
None of the above mentioned work allows the sum of squares of the first partial 
derivatives of f^(6) with respect to different components of ûto grow at different rates 
as sample size increases. Fuller (1976) discusses the linear regression case with fixed 
regressors (see Theorem 9.1.1). Fuller, Hasza and Goebel (1981) discuss a wide range of 
models. Nagaraj and Fuller (1990) consider least squares estimators of the parameters 
of a linear time series model, where parameters are constrained by a set of nonlinear 
restrictions. The model of Nagaraj and Fuller may contain lags of the dependent 
variables and the sums of squares of the explanatory variables may grow at different 
rates as the sample size increases. 
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1.2. literatnie Review 
In this section, we present some results from the literature in greater detail. 
First we give results for the standard nonlinear model for time series in Subsection 
1.2.1. In Subsection 1.2.2, we consider nonlinear models, having fixed regressors, that 
have least squares estimators with nonclassical rate of convergence (which can be 
different from n). Subsection 1.2.3 contains some results about linear time series 
models subject to nonlinear restrictions such that different elements of the vector of 
least squares estimators can have different rates of convergence. 
1.2.1. The Standard Nonlinear Model for Time Series 
Among the best available results on nonlinear least squares estimation with 
time series explanatory variables, where all components of the vector of least squares 
estimators have the same rate of convergence n^/^, are those contained in Gallant and 
White (1988). They give a general theory applicable to nonlinear dynamic 
simultaneous systems of implicit equations with errors and explanatory variables which 
are dependent and heterogeneously distributed. The theory in Gallant and White 
(1988) permits treatment of maximum likelihood, instrumental variables, method of 
moments, and m-estimation techniques. We present here their results in the context of 
nonlinear least squares estimation for a possibly misspedfied, single equation. Despite 
the apparent generality, the theory contains a number of restrictive assumptions that 
prevents its applicability in some cases of interest. For example, nonstationary 
autoregressive models are not covered. We begin with the assumptions. 
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Assumption 1.2.1. (DG, Data Generation) (Gallant and White, 1988, page 7). Let 
(n,^ P) be a complete probability space. The observed data are generated as a 
realization 
Yt = Yt(w) = W^(...,V^_^(w),V^(w),V^_^^(w),...), w e n (1.2.1) 
of a stochastic process Y^:0 —> R, where —» R'', f < m, and W|.:|__^R'' —• R are 
such that Yj is measurable, t = 0,±1,±2,... . The may contain unobservable 
elements, and the W^. may be unknown. • 
To illustrate the items appearing in Assumption 1.2.1, consider the following 
model. 
Example 1.2.1. The simple first order autoregressive process: 
^t = ^oVl + ®t' * = 1,2,..., (1.2.2) 
where | 0q| <1, and the e^ is an unobserved stochastic process defined on a probability 
space (n, ^P). Here the e^ corresponds to an unobserved If we define Yq = 0, then, 
by repeated substitution we have 
\ - j^Q VVj " j^gV^t-j' ^ •" 
where e^ = 0 for t < 0. In this example, the function carries out weighting of the 
errors e^_j by 9^^, and then the summation. o 
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Assumption 1.2.2. (OP, Optimand) (Gallant and White, 1988, page 11). Let 0 be a 
compact subset of k a positive integer. For n = 1,2,... define the optimand * 
0 -» IR as 
t=l 
where * 0 -* IR is such that q^(.,6) is measurable for each 0 in 0 and q^(w,.) is 
continuous on 0 almost surely. That is, continuity holds for all win contained in ^ 
p( ^ ) = 1, t = 1,2,..., where the ^ are elements of the sigma algebra 3t. • 
Theorem 1.2.1. (Existence) (Gallant and White, 1988, page 14). If Assumption 1.2.1 
and Assumption 1.2.2 hold, then there exists a set B in ^gwith P(B) = 1, and there 
exists a function 0^:0 -* 0 for each n = 1,2,..., such that 
y 
for all w € B, and 0^ is measurable. • 
Thus, by Theorem 1.2.1, there exist random vectors 0^ that minimize the 
objective function Q^(6) with probability one. In order to state the next assumptions a 
few definitions are needed. 
Definition 1.2.1. (Identifiable Uniqueness) (Gallant and White, 1988, page 19). Let 
— Tr + Q^:0 -4 [R be continuous on 0, a compact subset of IR , n = 1,2,... . Suppose that 0^ 
* k * 
minimizes Q^(0) on 8 for each n. Let S^(e) be an open sphere in IR centered at 0^ with 
8 
* 
fixed radius £ > 0. The sequence of mimmizers {(^} is said to be identifiably unique on 
0 if and only if for all £ > 0, 
lim infj inf fe | > 0, 
"""" [8^(6)]" n 8 
where we denote the complement of a set A by A^. 
In particular, it 0^= for all n, then we say that ^ is the identifiably unique 
minimizer for o 
Definition 1.2.2. (Almost surely Lipschitz—L^) (Gallant and White, 1988, page 21). Let 
(8, 0 be a separable metric space. The sequence {q^iO x 8 -* R} is said to be almost 
surely Lipschitz—Lj on 8, if 
(1) For each 6^ in 8 q|.(',6) is measurable, t = 1,2,...; 
(2) For each ^ in 8 there exist (a) a constant > 0, (h) measurable func­
tions L^:n -* and (c) functions a®:IR"^ -4 IR"^, with a^(0) = 0, a^(6) de­
creasing to 0 as f 0, such that 
either 
(i) i^(^) = sup a®(^) < m for aU 0 < f < fg, a^(^ decreases to 0 as -» 0, 
and 
N~^S E(LJ) is 0(1); 
t=l ^ 
or 
(i ) For some p > 1, 5®(^) = sup|n~^E ^ < m for all 0 < f 
< ^Q, â^(6) decreases to 0 as f -4 0, and 
= 0(1); 
and 
(ii) for aU gin T°(6°) = jtfin B: < ^ }, 
Iq|;(^ -9^(^)1 - ^)), t = 1,2,... almost surely. • 
To understand the Lipschitz—condition consider Example 1.2.1. The squared 
residual for model (1.2.2), 
,,(«) = (Yt-W,,/, 
and 
|qtM-q,(''')l < l»-«°ll''++2|9-«°||Y,Y,_i|. 
Because 9 and ^ lie in B = [—l+e,l—e], we have r | <2, and 
|qtM-'lt(Al < (2Y,_i^ + 2|Y(Yj_j|}|(?- f \ .  
Therefore, we can choose 
I.? = {2Yj_i + 2|YtY,_i|}, 
and a^ as the identity function for all t with ((^,6^) = \ 0 — é^\. Thus the Lipschitz 
condition (ii) of Definition 1.2.2 is always satisfied for q^(ô) = (Y^—If E(Y^) 
< A < OD for all t, then 
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lim sup E(LJ) 
n-td) t=l 
= lim sup {n~'l ^2E(yJ_j) + n"ll ^2E|Y,Y(_jl} 
< lim sup fn-'i 2E(YJ_I) + N-'Ê 2|E(Y^)]'/^ [E(Y|_;)]l/4 
n-HD *• t=l t=l ^ 
< 4A < OD. 
2 This verifies that q|.(^) = (Y^is almost surely Lipschitz—L^. - • 
Below we present the definition of size for any sequence of real numbers that 
tends to zero. Definition of size is useful to have a sequence of real numbers go to zero 
in a certain manner, so that one can get analytical results, such as strong law of large 
numbers, for certain type of dependent, heterogeneously distributed random variables. 
The definition of size that is given in Gallant and White (1988, page 24) is stronger 
than is required to get the intended asymptotic results. The phrase " ... for all A < 
—a." in that definition can be replaced by "... for some A < —a.". Hence we state the 
following definition of size that is given in Gallant (1987, page 494). 
Definition 1.2.3. (Size). A sequence of real numbers y(m) is said to be of size —a if 
y(m) = 0(m"^) for some A < -a. • 
Definition 1.2.4. (Mixing) (Gallant and White, 1988, page 23). Let s < t, be the 
a-algebra generated by V^, ..., V^, and define the mixing coefficients 
11 
ip{m) = sup 
and 
a(m)=supo(^,^®J, 
where for any two c—algebras ^and p 
ai3f,p)= sup |P(BnA)-P(B)P(A)| 
^ {Ain Bin p] 
The associated process V^is said to be " ^-mixing of size —a " (" of-mixing of size —a") 
m] 
uniform mixing and o-mixing is called strong mixing. 
if ^m) = O(m^) (if y( ) = 0(m^)) for some A < -a. Sometimes ^mixing is called 
Idea of the mixing condition is to allow a sequence of random vectors {V^} some 
amount of dependence and yet keep {V^} "asymptotically independent". Both and 
measure the amount of dependence between events involving separated by at 
least m time periods. If either tp^ or tend to zero as m -» m, then the can be 
thought to be asymptotically independent. 
Definition 1.2.5. (Near Epoch Dependence) (Gallant and White, 1988, page 27). Let 
Et+m(x) = E(x| 
t—m t-m 
12 
where X is a random variable, and is the sigma algebra generated by V^_^, 
t-m 
^t-m+1' •••' ^t+m-
(a) Let {Z^^: fl -• R} be a measurable double array with E(Z^p < m, n, t = 
1,2,... . Then {Z^^} is said to be near epoch dependent on of size —a if 
= sup sup IIZ^^ - E^+™(Z^^)||2 is of size -a, 
n t t—m 
where ||X||p = [E( |X|^)]^/^ is the norm of a random variable X, p > 0. 
(b) Let (8,0 be a separable metric space and suppose x 8 -* IR is a random 
function continuous on 8 almost surely, n, t = 1,2,.... The double array {f^^.} is said to 
be near epoch dependent on {V^} of size —a on (8,0 if for each ^ in 8 there exists 
> 0 such that the double arrays 
0 ^ =  s u p  { ^ ^ { 0 )  a n d  ^ ^ ( 6 )  =  i n f  
T^(6) T"(g) 
(where T^(â) = {0 in B: C{0, é^) < f } ) are near epoch dependent on {V^} of size -a 
for all 0 < f < 6^. o 
Idea of the near epoch dependence condition is to have Z^^ depend essentially 
) 
on those underlying random vectors V s whose epoch is near t and to have Z^^ not 
depend too much on the distant past or distant future V s. For fixed m, and for fixed n 
and t, the quantity ||Z^^ — E*^™(Z^^)||2 is the root mean squared forecast error when 
^nt predicted by the minimum mean squared error predictor of Z^^ 
13 
based on the information contained in —> ^t+m^' supremum 
over n and t gives a measure of the worst such forecast error. As m increases, that is, 
as we have more information for forecasting, z/^ is nonincreasing. If tends to zero 
at an appropriate rate ( that is, = O(m^) for some A < —a, a > 0), then does 
not depend too much on the distant past or distant future V s, and essentially 
depends on the V s whose epochs are near t. If depends on p (a finite number) lags 
of V^, then = 0 for all m > p, and hence {Z^^} is near epoch dependent on {V^} of 
size —a for any arbitrary a > 0. Trivially, an independent or a finite order moving 
average process is a near epoch dependent process. A nontiivial example is the first 
order autoregressive process (1.2.2). It can be shown that {Y^} of (1.2.2) is near epoch 
dependent on {e^.} of size -a for any a > 0, if ([ejlg < K < m (see Gallant and White, 
1988, page 28). 
Definition 1.2.6. (Mixingale) (Gallant and White, 1988, page 25). Given (0,^ P) a 
complete probability space, let { Z^^iO —• R } be a double array of random variables 
with B(Z^^) < m, n, t = 1,2,... . Let {^ } be an increasing sequence of sub <r—algebras 
of 3. Then {Z^^^.,.?'^} is said to be a mixingale if there exist sequences of nonnegative 
real constants {c^^} and such that —> 0 as m -» m and for all n, t = 1,2,..., 
and all m = 0,1,..., 
{Znt} is said to be a mixingale of size —a if is of size —a. • 
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A mixingale is an asymptotic analog of a martingale. Definition 1.2.6 covers the 
case of a singly indexed sequence {Z^} by taking = Z^^ for all n. When is 
measurable with respect to condition (ii) of Definition 1.2.6 is trivially satisfied. 
Condition (i) of Definition 1.2.6 implies B(Z^^) = 0, and that as we condition on in­
formation in the more and more distant past (.y*"™) the conditional expectation of 
Znt approaches its unconditional expectation. If {Z^^} is near epoch dependent on a 
mixing sequence {V^} with appropriate size conditions, then {Z^^} will be a mixingale 
of appropriate size. We have more on mixingales in Sec 2.2. 
Definition 1.2.7. (r-integrability, r—domination) (Gallant and White, 1988, page 33). 
(a) Let D^^: Q R be measurable n, t = 1,2,.... Then D^^ is r-integrable 
uniformly in n, t if and only if for some A > 0 < A < œ for r > 0, n, t = 1,2,... . 
(b) Let f^^:0 * 8 -• R be such that is measurable for each ^in 0. Then 
f^t(^ is said to be r-dominated on B uniformly in n,t if there exists -• R such 
that |f^^|.(^| < D^^ for all 0in B and D^^ is r-integrable uniformly in n,t. o 
Assumption 1.2.3. (MX, Mixing) (Gallant and White, 1988, page 35). {V^} is a mixing 
sequence such that either tp(m) is of size —r/(2r—2), r > 2 or a(m) is of size —r/(r—2) 
with r > 2. • 
Assumption 1.2.4. (SM, Smoothness) (Gallant and White, 1988, pages 35,78 and 79). 
(i) {q|.(<^} is almost surely Lipschitz—L^ on (8,(). 
(ii) The elements of {dq^iff)/d0} are almost surely Lipschitz—L^ on (B,(). 
(Hi) The elements of {^q^{ff)/d0dO } are almost surely Lipschitz—Lj on (8,(). 
0 
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Assumption 1.2.5. (DM, Domination) (Gallant and White, 1988, page 35). 
Either 
(i)(a) For some »/ > 0, q^(^) is (r/2 + rj) — dominated on 8 uniformly in t; and 
(i)(b) There exists nonnegative integer m such that q^(6) depends on V^_^, 
..., only, for all Bin 8, t = 1,2,...; 
or 
(i ) q^(^ is r—dominated on 8 uniformly in t = 1,2, . . . .  •  
Assumption DM among other things allows one to define the following 
expectation function 
nj.Sj = n-ls E[q,(«)l. 
Assumption DM also rules out trending or explosive functions q^. Hence, it rules out 
the autoregressive moving average models having unit roots. 
Assumption 1.2.6. (NE, Near Epoch Dependence) (Gallant and White, 1988, page 36). 
(i) The sequence {q^(^} is near epoch dependent on of size —1/2 on (fl,0> 
where ( is any convenient norm on R . • 
Assumption 1.2.7. (ID, Identification) (Gallant and White, 1988, page 36). When the 
functions Q^(') exist, n = 1,2,.,., the sequence has identifiably unique 
* 
minimizers on 8. • 
Now the consistency result given by Gallant and White (1988) can be stated. 
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Theorem 1.2.2. (Consistency) (Gallant and White, 1988, page 36). If 
Assumptions 1.2.1,1.2.2,1.2.3,1.2.4 (i), 1.2.5(%) (or 1.2.5^* ) and 1.2.6), and 1.2.7 
(1.2.3) 
" * 
hold, then (^ — ^) —» 0, almost surely as n —» m. • 
Applying Theorem 1.2.2 Gallant and White have the following result (Corollary 
4.6 in Gallant and White (1988, page 53): 
Let {e^} be an independent sequence with ||ej|p < A < œ for some p > 4 and 
E(e^) = 0, llejig > 6 >0, t = 1,2,... . Suppose Yq = 0 and = ^Y^_^ + e^., t = 
1,2,..., 16^1 < 1—e, e > 0 known. Let 8 = [—H-c,l+e] and 
Then 0^ —» ^ almost surely as n -+ od. • 
Next results for asymptotic normality of the nonlinear least squares estimators 
are stated. For this purpose Gallant and White add some more definitions and 
assumptions. 
Assumption 1.2.8. (OP ) (Gallant and White, 1988, page 73). Let 0 be a compact 
subset of For n = 1,2,...define the optimand * 0 -• R as 
lU 
t =1 
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and g^:0 * 8 -* IR is a random function having first and second order derivatives with 
respect to 0, which are continuous on 0, almost surely, t = 1,2,... . • 
Assumption 1.2.9. (DM ) (Gallant and White, 1988, page 76). 
(i) {qj.(6)} are r-dominated on 6 uniformly in t = 1,2,..., where r > 2. 
(ii) The elements of {dq^{ff)/d0} are r—dominated on 0 uniformly in t = 1,2,..., 
where r > 2. 
(Hi) The elements of } are r-dominated on 0 uniformly in t = 
1,2,..., where r > 2. • 
Assumption 1.2.10. (MX ) (Gallant and White, 1988, page 77). {V^} is a mixing 
sequence such that eiiher y(m) is of size —r/(r—1), r > 2 or a(m) is of size 2r/(r—2), 
r > 2. 0 
Definition 1.2.8. (Uniform Near Epoch Dependence) (Gallant and White, 1988, page 
55). The double array {fjjt(^} is said to be near epoch dependent on {V^} of size —a 
uniformly on (0, Q if it is near epoch dependent on {V^} of size —a on (8,(), and for 
every sequence on 0, {^j;(^)} is near epoch dependent on {V^} of size —a. • 
Assumption 1.2.11. (NE ) (Gallant and White, 1988, page 80) 
(%) {q^(^} are near epoch dependent on {V^} of size —1 uniformly on (8,(). 
(ii) The elements of the vector{5q^(^/5^ are near epoch dependent on {V^} 
of size —1 uniformly on (0,(). 
(Hi) The elements of the matrix {d^q^(ff)ldûd$ } are near epoch dependent on 
{V^} of size -1/2 on (8,(). • 
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Let 
= Var{ n-1/^ ? [a,,(«*)/««- E((a,,(«J)/a^i] j 
• and 
* 
where the ^ are identifiably unique minimizers as defined in Assumption 1.2.7. 
Assumption 1.2.12. (PD, Positive Definiteness) (Gallant and White, 1988, page 81). 
* * (i) For {6^} as defined in Assumption ID, {B^} is uniformly positive definite, 
* 
that is is positive definite and there exists 6 > 0 sufficiently small such that for all 
* 
n sufficiently large, the determinant of B^ > e. 
* (ii) {A^} is uniformly positive definite. 
Assumption 1.2.13. (ID ) (Gallant and White, 1988, page 79). 
* (i) The sequence {Q^(^} has identifiably unique minimizers on 0, 
interior to 0 uniformly in n, that is , there exists e > 0 (not depending on n) 
sufficiently small such that for all n sufficiently large 
|ginlR^:|^-^| < cj = |0in0:|g-^| < ej. • 
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Theorem 1.2.3. (Asymptotic Normality) (Gallant and White, 1988, page 81). 
If 
Assumptions 1.2.1,1.2.4,1.2.8, 1.2.9,1.2.10, 1.2.11, 1.2.12, and 1.2.13 
(1.2.4) 
hold, then 
1.2.2. The Nonlinear Least Squares Estimator with Nondassical Uniform 
Rate of Convergence 
Wu (1981) considers the following model: 
= f(x^,^) + e^, t = 1,2,..., (1.2.5) 
where is the t-th observation for the dependent random variable, is the t—th 
vector of observations for a fixed number of explanatory variables, 6^ is the unknown 
1, 
true kxl vector parameter belonging to a compact parameter space 8 contained in IR , 
î^{S) — f(Xj.,^ are continuous functions in 0, and the e^ are independent identically 
2 ^ distributed errors with mean zero and unknown variance a > 0. Let 0^ be any vector 
in 6 which minimizes the sum of squares of residuals function 
t —1 
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Let 
VW = ^ (12.6) 
t—1 
Jennrich (1969) proved existence of measurable ^ that minimize and proved 
strong consistency of under the following Assumptions: 
converges uniformly to a continuous limit function 
for all Ûp02 8 ; and 
fiij D(û,^) = 0 if and only if û=ûP. (1.2.7) 
Wu (1981) does not assume that diverges to infinity at the rate n. Instead 
Wu assumes 
Dn(^,<^Q) —* m as n -* CO for all 0 
and some additional conditions which Wu describes as the weak growth conditions for 
Theorem 1.2.4. (Consistency) (Wu, 1981, page 506). Let 0^ be a sequence of 
nonlinear least squares estimators under model (1.2.5). Assume: 
CaJ DJ^(0,0q) —HD as n -* m for all 0# Ogi and 
either 
(b)(i) For any f > 0, 
limsup 
n-»a) 
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for some c> 0, 
(b)(ii) î^(0) are Lipschitz functions on 0 and 
^ te^ii>ï 
for some 7 > 0 and for all t , where M is independent of t and || 6^^^—^|| is the 
Euclidean distance between 0^ and 
or 
(b ) For any 0^ there exists an r^ > 0 such that 
(i) limsup J < m 
•"• i?A., 
for some c > 0, 
(a) î^{0) are Lipschitz functions on 
B(^,rg) = {yinB: \\(p-0\\ < r^}, 
and 
V f p  W2i^B(g,rg)l "^1~^2" I  
for all t, where M is independent of t but may depend on (0,i^. 
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Then 
0^ —> almost surely as n -+ œ. 0 
The asymptotic normality of 0^ was proved by Jennrich (1969, page 369) under 
assumptions on the first and second order derivatives of f^(6) which are similar to 
condition (1.2.7). Under some weaker growth rate conditions Wu derived the 
asymptotic normality. 
Theorem 1.2.5. (Asymptotic normality) (Wu, 1981, page 508). Let be a sequence 
of strongly consistent estimators of ^ under model (1.2.5). Let 
for i, j = 1,2,...,k. Suppose the following hold: 
(i) f^^^)(^ exist for all dnear the true parameter (P is in the interior 
of 8 and there exist r î m such that 
n 
where S is a positive definite matrix. 
(ii) max [afj(^)/ai?'fs [«fj(^)/a<][Sf,(rf')/a«|'l [a,((/')/a«| 
l<t<n ^t=l •' 
—'0 as 
n-> (D. 
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(Hi) [s^jatt(«i)/«<l[«ft(»i)/a<l'][s^jaf,(i'')/a^[ai(^)/a(i|'] 
converges to the identity matrix uniformly (in 0^) as n -» œ and || 9^—é^\\ —» 0. 
(iv) There exists a f > 0 such that for all j,k, 
limsup T (sup n {d^iÀS)ldO'dO^'^\ <ai. 
n-o. " t=ll||(A^||<f * ' J f 
(v) If for a pair (j,k), 
then there exists an M independent of t such that 
. . jl(a^4(''iMa«i)-(A,(»2)/@''ia«j)l/ll«r»2ll} 
<Msup |(A(5)/5ft50.)| 
e inS ^ ^ J 
for all t, where S = {#in 8: ||ff-<^|| < 6} and 6is the same as in (iv). 
Then 
—• N[0, in distribution as n -» œ. • 
It is the of Theorem 1.2.5 that defines the uniform rate of convergence for all 
^ > 
the components of the estimator 0^. Usually is equal to n, Wu s work does not 
allow for different rates of convergence for different components of 0^ and Wu treats 
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of the regression equation as fixed and fixed dimensional. Hence, Wu s work excludes 
models such as autoregressive moving average processes. On the other hand, Gallant 
and White (1988) deal with a uniform rate of convergence n, but, their work includes 
nonexplosive (or stationary) time series models. Nagaraj and Fuller (1990) studies a 
class of nonlinear models, namely the linear time series models subject to nonlinear 
restrictions. Their procedures can be applied to a regression model with a stationary or 
nonstationary autoregressive error process. We now present the results from Nagaraj 
and Fuller (1990). 
1.2.3. T.ifipar Modds with Nonlinear Constraints 
Nagaraj and Fuller (1990) consider the estimation of the parameter vector 7 for 
the following model 
where = (^^,...,^^q,Y^_^^,...Y^_p), 7 is a k-dimensional column vector, i=l,2. 
...,q, are explanatory variables, and f(7) = [fj(7)>^(7),—,fp(7)] is a vector of 
functional restrictions on 7. The functions ^(7) can be nonlinear in 7. The vector 
regressors contains lags of the dependent variable. The can be fixed or random 
sequences. Nagaraj and Fuller (1990) assume that the e^ and satisfy conditions such 
that the properly normalized unrestricted least squares estimator of 7 has a limiting 
distribution. 
Yt = V+®t' (1.2.8) 
<(?) = 0, (1.2.9) 
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Let a sequence of nonsingulax transformations of the vectors be defined by 
the sequence of, possibly random, matrices A^. Let 
X,„ = Z,A;. (1.2.10) 
Then using the transformation A^, the model given by (1.2.8) and (1.2.9) can be 
written as 
Y, = (1-2-") 
fj(Aj^0jj) = 0, i = 1,2,...,r , (1.2.12) 
/ / 1 
where = 7 A„ is a l*k vector, X.„ is a l*k vector and k = p+q. Choice of A„ is n ' n ' tn n 
generally not unique and depends upon the nature of the explanatory variables and of 
the problem at hand. They require the restriction functions f.(7) to satisfy some 
smoothness conditions. 
Assumption 1.2.14. The functions f-(7), i = l,2,...,r are continuous and twice 
differentiable in a region about 7®, where 7® = (7p72>—>T^) is the true value of the 
parameter vector. • 
w ej./) = - ,6^(41 ' W) = 4, ' = 1.2 ' and = 
DJ«) s eej,e)/de (1.2.13) 
Va ;'. Let 
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be the r*k matrix of partial derivatives, where the (i,j)—th entry is the partial 
derivative of with respect to 0-^. • 
Assumption 1.2.15. The matrix D^(^) is of rank r with probability one. • 
Let the ordinary unrestricted least squares estimators of 0^ be 
»n= 
Nagaxaj and Fuller assume that the properly normalized unrestricted least squares 
estimator has a limiting distribution. 
n , 
Assumption 1.2.16. The matrix S X. X. is positive definite with probability one 
t=l 
for n>k. There exists a sequence of diagonal matrices {H^ = diag(h^^^^,...,h^|^^)} such 
that 
(%) h.|^ —* m in probability as n -* m for each i, 
(ii) converges in distribution to a nondegenerate random vector, 
and 
(Hi) the roots of and of are of order one in probability, where 
• 
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U t 
In many applications is chosen as = diag{£ and hence the matrix 
t—1 
is in the form of a correlation matrix. Let denote the restricted least squares 
estimator obtained by minimizing the Lagrangean 
where 
Let 
\ = 
Gn^Oon[tlXtnXJ"\n'. ^ W' 
= D^(^) = (d^^,...,d^), d|j^ is the partial derivative of g.^(6^ with respect to ^ 
evaluated at and i = l,2,...,r, are points on the line segment joining ^ and 
and is the symmetric positive definite square root of Let 
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= (1-2W) 
nn = Gn''^(»n-»On)V''' 
where D = D (^). With the above notation we can now state the next Assumption 
n n^ n' 
and then the Theorem regarding the limiting distribution of the restricted least squares 
estimators 
Assumption 1.2.17. The sequences {O^}, {A^} and {0^^} defined in (1.2.13) converge 
to zero in probability. • 
Theorem 1.2.6. Under Assumptions 1.2.14,1.2.15,1.2.16, and 1.2.17, 
(i) has the same limiting distribution as 
(a) has the same limiting distribution as 
where, 
«11. = {l -
B and are defined in Assumption 1.2.16. 
n n 
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2. SOME RESULTS IN MATHEMATICS AND 
PROBABILITY 
In this chapter, we state the results in mathematics and probability that are 
used in the subsequent developments. Some results in mathematics are presented in 
Section 2.1. In Section 2.2, we state some probability results useful in statistics. 
2.1. Some Results in Mathematics 
Lemma 2.1.1. (Cauchy—Schwartz inequality). Let x and y be two nxl vectors of real 
numbers with Xj and yj as the j-th elements of x and y respectively. Then 
Proof. See Rao (1973, page 54). 
The following lemma will be used repeatedly in Section 3.1 and Section 3.2, for 
example to prove uniform law of large numbers for {Q^(^) — E[Q^(^)]} where Q^(^) is 
the random function that is minimized over 6. 
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Lemma 2.1.2. Let 8 = [—l+e,l—c], c > 0. Then there exist M > 0, and 0 < A < 1 such 
that 
supj I ^1^1 < MA^, for j > 1; supjjj < MA^, for j > 1; 
8up{j(j-l)|<?|-^^}<MAj forj>2; sup {j(H)(j-2)| <?] j^} < MA^ forj>3. 
Proof. See Exercise 2.24 of Fuller (1976, page 91). • 
Lemma 2.1.3. Let {x^} be a sequence of real numbers, and {a^} be a sequence of 
positive real numbers nondecreasing to m. Then 
.__-L? (i) 1 imX. = X implies limn Z x, = x; and 
k-*m n-»m k=l 
00 1 1 H 
(ii) (Kronecker's Lemma) E a„ x„ < œ implies a„ E x. —» 0. N=L " " " J=L J 
Proof. Part (i) is a standard result in real analysis. For a proof of part (ii) see Chung 
(1974, page 123). • 
Lemma 2.1.4. Let A be an mxm real, symmetric matrix. Denote an mxl vector of real 
numbers by x, (Z x.^ ) /^^  by ||x|| and the maximum eigenvalue of A by Ag^g^(A). J=L J  
Then 
sup X'AX=AJ^^(A). 
ii4= 
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Proof. See Rao (1973, page 62). • 
The following theorem helps one to find an upper bound for the absolute value 
of the largest eigenvalue of a square matrix A. 
Theorem 2.1.1. (Gersgorin's Theorem) (Pullman, 1976, page 213). Let A be a k*k 
complex matrix. Then each eigenvalue of A lies in some Gersgorin's disc 
We consider some properties of roots of polynomials. Theorem 2.1.2 is from 
Marden (1966, page 31)), and Corollary 2.1.1 is from Amemiya (1988, page 3). 
Theorem 2.1.2 and Corollary 2.1.1 help one to prove Corollary 2.1.2. Theorem 2.1.2 is 
on the "continuity" of the zeros of a polynomial 
Theorem 2.1.2. Let 
Dj(A) = jcomplex number z: 
for j = l,2,...,k, where a- .is the (j,f)-th element of A for j, I = l,2,...,k. 
Proof. See Pullman (1976, page 213). • 
f(z) = aQ + aj^z + ... + aj^z^ = 0 
have the distinct roots z^, Zg, ..., with multiplicities m^^, mg, m^ where aQ, a^^, 
q 
..., a, are complex numbers, a, # 0, % m- = k. Let 
^ * j=l J 
1' 2' 
32 
F(z) = (ag + ^q) + (aj + z + ... + (\_i + ^ 
where 6^, ..., are complex numbers. For i=l,2,...,k, let be an arbitrary real 
number satisfying 
0 < E. < MINLÎ. — Z.I. 
'  j#i J '  
Then, there exists a f > 0 such that , if |^| < f for i = 0,l,...,k—1, then F(z) has 
precisely m^ roots in the circle C- with center at z. and radius Cj, i = 1,2,...,q. 
Proof. See Marden (1966, page 3). o 
Coiollaiy 2.1.1. Let 
y =  & o ( ^ )  +  a ^ ( n ) A  +  . . .  +  a j ^ _ i ( n ) A ^  ^  
where aj(n), i = 0,1,..., k-1 are sequences of real numbers such that as n -* m a.(n)—>aj, 
i = 0,l,...,k-l. Let Aj^, Ag,. ., A^ be the distinct real roots of 
F(A) = AG 4" A^A + ... + A^A = 0 
with multiplicities m^, mg,m^. Let e be an arbitrary real number such that 
0 < 6 < minlA.—AJ. 
j f i  ^  '  
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Then there exists an N such that if n > N then f^(A) has precisely mj^ roots in the 
circle Cj^ with center at and radius c. 
Proot See Amemiya (1988, page 3). • 
Cozdlazy 2.1.2. Let {A^, n = 1,2,...} be a sequence of kxk real, symmetric matrices 
such that A^ —* A as n -* m. Then the smallest eigenvalue of A^^ converges to the 
smallest eigenvalue of A. 
Proof. The conclusion follows immediately from Corollary 2.1.1. • 
2.2. Some Results in Probability 
In this section we present some results in probability theory that we use in our 
work. Specific references as to where the results can be found have been given. Some of 
them are taken from recent literature on statistics and probability. 
Let the notation S(') denote the Borel sigma algebra generated by all the open 
sets of the set specified inside the brackets. A k*l random vector X, defined on a 
measurable space (n,»?"), is said to be "measurable—.?/ i®(IR^)" if for each Borel set 
B in ^(R^), the set { ux X(w) 6 B} belongs to the sigma algebra Given F in we 
say the random vector X is "measurable—P/ ^(K^)" if for each Borel set B in 
the set { or. X(w) 6 B} belongs to the sigma algebra 3^ and is a subset of F. 
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Theorem 2.2.1. (existence) (Gallant and White, 1988, page 14). Let (0,.^ ) be a 
measurable space, and let B be a compact subset of Let Q:n*8 -* IR be such that 
Q(',^ is measurable-J»"/^(IR) for each din 6 and Q(w,') is continuous for all a/in F € 
A A 1 
Sf. Then there exists a function AO —t B such that 9 is measurable—F/ t9(IR ), and for 
all win F 
Q(w,6(w)) = inf Q(w,^. 
B 
Proof. See Gallant and White (1988, page 15). 
Theorem 2.2.2. (consistency) (Gallant and White, 1988, page 19). Given a probability 
space (n,<5Ç P) and a compact set B contained in IR , let Q^iOxB —* IR be a random 
function continuous on B almost surely, n = 1,2,... . Let 0^ be a measurable solution to 
the problem 
inf [Qjj(^] for n = 1,2,... . 
8 
Suppose there exists Q^:B —• R such that {Qjj(^ — Q^(0} converges to zero almost 
surely uniformly on 8, that is, 
lim jsup|Q^(',^ -  Q^(^| j = 0 almost surely, 
n-*0D B •' 
and has ^ as the identifiably unique minimizer (as defined in Subsection 1.2.1). 
(^— ^ ) —» 0 almost surely. 
'n 
Then 
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Proof. See Gallant and White (1988, page 36). • 
The definitions of near epoch dependence, size, mixing, mixingale are given in 
Subsection 1.2.1. We recall the definition of a mixingale process and state some large 
sample properties of the sample mean of such a process. 
Definition 1.2.6. (Mixingale) (Gallant and White, 1988, page 25). Given (0, P) a 
complete probability space, let —> R} be a double array of random variables 
n A 
with E(Z^^) < (D, n, t = 1,2,... . Let {«?" } be an increasing sequence of subsigma-
algebras of S. Then is said to be a mixingale if there exist sequences of 
nonnegative real constants {c^^} and such that —> 0 as m —» m and for all n, 
t = 1,2,... and all m = 0,1,..., 
(i) l|B(Z„j|5''-")ll2<C„St 
{Znt} is said to be a mixingale of size —a if is of size —a. • 
We now consider some conditions for a sequence of random variables {Z^} to be 
a mixingale of size —1/2. 
Theorem 2.2.3. (Gallant and White, 1988, page 31). Let Z^ be a sequence of random 
variables such that ||ZJ|^ < m for some r > 2, and E(Z^) = 0. Suppose {Z^} is near 
epoch dependent on {e^} of size —1/2, where {e^} is a mixing sequence with of size 
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—r/[2(r—1)], r > 2, or of size -r/(r—2), r > 2. Then {Z^} is a mixingale of size —1/2 
with - max(||ZJ^, 1). 
Proof. See Gallant and White (1988, page 41). • 
The following Theorem provides a law of large numbers for a mixingale process. 
Theorem 2.2.4. ( Gallant and White, 1988, page 26 ) Let {Z^} be a mixingale of size 
-1/2 with r c+/t^ < (B. Then 
t=l ^ 
in 
n S Z. —10 almost surely 
t=l ^ 
Proof. See Gallant and White (1988, page 43). o 
The next Theorem combines Theorem 2.2.3 and Theorem 2.2.4 to give a strong 
law of large numbers for a particular class of mixingale processes. 
Theorem 2.2.5. (Gallant and White, 1988, page 31). Suppose {Z^} has 
n 0 0 
E ||Zj|^/t < CD for some r > 2, with E(Z^) = 0 and suppose {Z^} is near epoch 
dependent on {e^} of size -1/2 where {e^.} is a mixing sequence with of size 
-r/[2(r-l)], r > 2, or of size -r/(r-2), r > 2. Then 
in 
n E Z. —10 almost surely 
t=l * 
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Proof. See Gallant and White (1988, page 43). • 
The following result provides conditions for asymptotic normality. It is a special 
case of Theorem 5.3 of Gallant and White (1989, page 76). 
Theorem 2.2.6. (Gallant and White, 1988, page 76). Let {Z^} be a sequence of random 
variables such that < A < œ for some r > 2, E(Z^) = 0, t = 1,2,..., and {Z^} is 
near epoch dependent on {e^} of size —1, where {e^} is a mixing process with of 
size —r/(r-l), or of size —2r/(r—2). Let 
.2_ ^ 
—9 —1 
and suppose s^ is 0(n ). Then 
.-1? Sn S Z^ —» N(0,1) in distribution. 
Proof! See Gallant and White (1988, page 76). • 
Now we consider a central limit theorem for a triangular array of martingale 
differences. The theorem is due to Brown (1971). 
Theorem 2.2.7. Let {Z^: 1 < t < n, n > 1} denote a triangular array of random variables 
defined on the probability space (0,^ P) and let {.^g: 0 < t < n, n > 1} be any 
triangular array of subsigma fields of 3 such that for each n and 1 < t < n, Z^^ is 
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measurable and ^ is contained in For 1 < k < n and n > 1, let 
Skn-f^jV 
Assume that for 1 < t < n and n > 1, 
E(Ztnl n) = 0 almost surely. 
Let 
Assume 
«L = B{VL} = E{S^). 
(i) V^s^ —» 1 in probability as n -» m 
(«) lims^S I(|Z. |> « U = 0.torall£>0, 
n-»a) j=r I. J •»- i 
where 1(A) denotes the indicator function of a set A. 
Then 
sZis —• N(0,1) in distribution as n m . nn nn * ' ' 
Proof. Omitted ( See Brown (1971) ). 
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Lemma 2.2.1a. (Minkowski's inequality). If p > 1, and E{| Yp} < m and E{|Z|P} < 
00, then 
E{|Y+ ZI"} < [(EdYl»})!/" + (EdZlP))!/"]", 
that is, 
L|Y + Z||P < IIYIIP + ||Z||P. 
Proof. See Proposition 3.11 of White (1984, page 34). • 
Lemma 2.2.1b. (Minkowski's inequality for infinite sums). Let {Z^} be a sequence of 
random variables and p > 1. If 
1 (E{|Z,|P})V''<-. 
then 
(E|Ë ZjP)l/P<Ë (E{|Z^|P})^/P. 
t=l t=l 
Proof. See White (1984, page 48). • 
Theorem 2.2.8. (Jennrich, 1969, page 638). Let f be a real valued function on 0x8 
where (0,^) is a measurable space and 8 is a convex, compact subset of a Euclidean 
space. For each 0 in 6 let f(u!,0) be a measurable function of at and for each w in 0 a 
continuously differentiate function of $. Let and ^(w) be two measurable 
functions from 0 to 8. Then there exists a measurable function 7(w) from 0 to 8 such 
that 
(i) f(w,»j(w)) -f(u,«2(w) = [a(w,7(w))/a»]'(«j(u)- »2(w)), 
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(a) 7(w) lies on the segment joining A^(w) and 6^(w), for all win 0. 
Proof. See Jennrich (1969, page 638). 
Theorem 2.2.9. Let {aj} and {bj} be two sequences of real numbers such that 
GO (D 
£ |a-| < CD and S |b-| < m j=-m ^ j=-tD ^ 
Let {Z^} be a sequence of random variables such that E(Z^ ) < K for all t = 0,±1, 
and for some finite K. Then 
and 
k=—00 
are finite almost surely, and 
n 
E(Xj = limS a.E(Z. .) 
n-*oo j=—n J J 
and 
E(X,Y,)=limS S ajVtVA-k)-
n-»(D j=—nk=—n •' • j •* 
Proof. See Fuller (1976, page 32) and Torres (1986). 
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Lemma 2.2.2. Let Y be a random variable defined on a probability space (0, ^  P) 
with E{|Y|} < GO, and let ,3^, ^ be two subsigma-algebras of 3 such that 3^ is 
contained in Then 
E( E(Y| ^)| ^  ) = E(Y| = E( E(Y|^)| almost surely. 
Proof. See Theorem 9.1.5 of Chung (1974, page 304). • 
Theorem 2.2.10. Let {X^,<5>^; t = 1,2,...} be a martingale difference sequence. If for 
some r > 1, 
s E(|X(|2')/t>+'<., 
t—1 
then 
in 
n E X. —» 0 almost surely. 
t=l * 
ProoL See Theorem 3.77 of White (1984, page 58). • 
The following lemma provides sufficient conditions for strong and weak 
consistency of any estimator 0^ that is minimizing a function T^(0). The function 
T^(0) that is being minimized need not be the sum of squares of residuals function. For 
example, it can be the negative of a log-likelihood function. Lemma 2.2.3 is from Wu 
(1981) and the idea of the lemma originated with the proof of consistency for the 
maximum likelihood estimator by Wald (1949). Wu did not give an exact statement of 
a condition for the weak consistency in his lemma. 
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Lemma 2.2.3. Let B be a compact subset of Br, and let 6^ be a minimize! of the 
random function T^(6) over 8, n = 1,2 Let the open spherical set {0 E 6: ||^^|| < 
1}} be denoted by S^ , »; > 0. Denote the complement of by S^ . That is, 
(i) If, for any 7/ > 0, 
liminf jinf [T^(^ — > 0 almost surely, (2.2.1a) 
n-toD ^ QC ^ 
then 0^—» almost surely as n -* m. 
(ii) If, for any T; > 0, 
lim pjinf [T (0) -  T (6^)] > oj = 1, (2.2.1b) 
n-»oD oC •' 
V 
then 0^ —I 6^ in probability as n -» œ. 
Proof. See Lemma 1 of Wu (1981, page 504) for a proof of part (i). We give the proof 
of part (ii) which is similar to that of part (i). 
Suppose ^ does not converge to in probability as n -» OD. Then, there exist rj 
> 0,0 < e^<l, and a subsequence {n^} such that 
P{ll^n - ^11 > ?} > for every nj^, 
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implying 
p('®f Pg M - < 0 } > e, fcr every n^. 
Therefore, 
that is, 
Km sup Plinf [T ( f ) - T  ( f ) ]  <  o| > t 
k-»x I „c k k •' ' 
S 
Urn inf P{mf [T (Q- T (fi)] > o} < 1-e < 1, 
k-*oo I qC k k •' ' 
which is a contradiction of condition (2.2.1b). Hence, if (2.2.1b) holds, then 6^ con­
verges to in probability as n CD. •  
Theorem 2.2.11. (Egorov's Theorem). If {f^} is a sequence of random variables defined 
on a probability space (n,5Ç P) such that —• f almost surely, then given jy > 0, there 
is a subset A ç 0 with P(A) < rj such that ^ converges to f uniformly on A^, the 
complement of the set A. 
Proof. See Problem 20 of Hoyden (1963, page 60). • 
Definition 2.2.1. (subprobability measure). A measure ft on (IR, (IR)) with < 1 
will be called a subprobability measure. • 
Definition 2.2.2. (vague convergence). A sequence {/f^, n > 1} of subprobability 
measures is said to converge vaguely to a subprobability measure fi if and only if there 
exists a dense subset D of IR such that for every a € D, and every b 6 D 
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—• KM) as n -• OD. •  
Theorem 2.2.12. If every vaguely convergent subsequence of the sequence of sub-
probability measures converges to the same subprobability measure fi, then 
converges vaguely to fi. 
Proof. See Theorem 4.3.4 of Chung (1974, page 85). • 
In Theorem 2.2.13, we have a few laws of the iterated logarithm for independent 
2 
and identically distributed random variables with mean zero and variance a > 0. We 
shall use Theorem 2.2.13 in Section 4.2. 
Theorem 2.2.13. Let e^, eg,... be independent and identically distributed random vari-
2 t 
ables with mean zero and variance a > 0. Let W. = S e-, t = 1,2,.... Then 
* i=l ^ 
(a) lim sup |(2nloglogn) j = a almost surely. 
lim sup j[n^(loglogn)l (S W^) } = almost surely, 
n-*ai •' t=l 
«—1 n 
(c) lim inf jfn^(loglogn) (E W?)j = a^/4 almost surely, 
n-to) ^ I- J t=l •' 
Proof. See equations (3.6) and (3.7) in Example 1 of Lai and Wei (1983, pages 9 and 
10). • 
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In addition to the martingale strong law of large numbers in Theorem 2.2.10, we 
now present another strong law in the Theorem 2.2.14. Theorem 2.2.14 differs from 
Theorem 2.2.10 in that Theorem 2.2.14 imposes restrictions on the r—th, r > 1, 
conditional moments of given ^ whereas Theorem 2.2.10 requires restrictions on 
the behavior of (2r)-th, r > 1, unconditional moments. 
n 
Theorem 2.2.14. Let {S^ = 2 X^, n > 1} be a martingale, and let {U^, n > 1} be 
a nondecreasing sequence of positive random variables such that is measurable with 
respect to for each n > 1. If 1 < r < 2, then 
on the set 
{W LIMUJJ =  A),E <DD}.  
Proof! See Theorem 2.18 of Hall and Heyde (1980, page 35). • 
Lemma 2.2.4. Let ^e a sequence of random variables and let {a^} be a 
sequence of positive real numbers such that 
where r > 0. Then 
E(|X„|') = 0(aj), 
Xn = Op(V 
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PTOOL See Theorem 5.1.1 and Corollary 5.1.1.1 of Fuller (1976, page 185). 
n 
Theorem 2.2.15. Let be independent random variables. Let = Z a^^ 
where {a^^, 1 < t < n, n > 1} is a triangular array of real numbers. If 
(i) ja^^l < Kn~^ for some K > 0, 
m 1 (%i) E exp(—xA ) < OD for every x > 0, 
n=l 
(Hi) E(ep = 0, E^ej[(log|eJ)'^]^"^^j < K where a"^ = max(0, a), and ^ > 0, 
Then 
n 
lim E a„.e. = 0 almost surely. 
n-»(D t=l ^ 
Proof. Take /? = 0, a = 1 in part (i) of Theorem 1 of Stout (1968). 
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3. THE MOVING AVERAGE AS A NONLINEAR PROBLEM 
The parameters of the autoregressiye processes can be estimated by the linear 
least squares regression method. As elaborated in Fuller (1976, page 342), estimation of 
the parameters of the moving average processes and of the autoregressive moving 
average processes is less simple. Because of nonlinearity we no longer have the nice 
analytic form of the linear least squares estimator. That makes it less easy to establish 
asymptotic properties of the least squares estimator of the parameters of the 
autoregressive moving average models. Fuller (1976, pages 342-366) describes a 
one-step Gauss—Newton estimation procedure. For a multivariate stationary auto­
regressive moving average model Dunsmuir and Hannan (1976), Deistler, Dunsmuir 
and Hannan (1978) obtain strong consistency for estimators derived from Gaussian 
likelihood (although they do not assume Gaussianity) with various regularity condi­
tions on the spectral density representation. Rissanen and Gaines (1979) establish 
strong consistency of maximum likelihood estimators for multivariate Gaussian 
stationary autoregressive moving average processes. Brockwell and Davis (1987, page 
366) discuss the strong consistency of the maximum likelihood and least squares 
estimators of the coefficients of an autoregressive moving average process with 
o 
independent and identically distributed (0,a ) errors. In this work we study moving 
average models with heterogeneous and ( or) dependent errors. In Section 3.1, we 
consider the first order moving average with independent or mixing errors, and in 
Section 3.2, we discuss the model with an error sequence of martingale differences. In 
Section 3.3, we consider higher order moving average models. The results can be easily 
extended to autoregressive moving average models. 
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3.1. Nonlinear Régression for the First Order Moving Average Model with 
Indqiendent or Mixing Errors 
We consider nonlinear estimation of the parameter of the first order moving 
average model 
+ e^,t = 0,±1,±2,..., (3.1.1) 
where 6^ is the true unknown parameter contained in 8 = [—l+e,l-e], c > 0, {e^} is a 
sequence of unobservable random errors, and {Y^} is the sequence of observable 
random variables, defined on a probability space (0, P). Equation (3.1.1) may also 
be written as 
We estimate by minimizing 
in rt—1 .  -,2 ,n Q(ff) = n~h E =n"^E q,(<?) (3.1.2) 
" t=llj=0 * JJ t=l '  
over 8, where 
ft—1 i 12 
is a function &om 0*8 to Dt and we sometimes write Q^(w,^) for Q^(^). Note that 
Q^(g) is measurable for each ^ in 8 and Q^(') is continuous in 0 for all realizations. By 
Theorem 2.2.1, using the compactness of 8, there exists a measurable random variable 
Ô based on Y,,...,Y„ such that 
n 1' n 
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Qn(y = f Qn(^)-
We present a lemma suitable for establishing a uniform strong law of large 
numbers for Q^(^) of (3.1.2). The uniform strong law of large numbers is needed to 
apply Theorem 2.2.2. Andrews (1987) and Potscher and Prucha (1986) give generic 
uniform laws of large numbers which, however, in their generality fail to exploit the 
special form of qj(^) of (3.1.2). 
Lemma 3.1.1. Let 0 be a convex, compact subset of and let {Q^^(^}, n = 1,2,... be a 
sequence of random functions with continuous first partial derivatives almost surely. 
If 
(%) For each in 0, 
lim 
n-t(D 
0 almost surely. 
(ii) There exist random variables L^ such that 
(a) m^^ Jsup I dQ^{ff)/d9^ |} < L almost surely. 
(b) lim sup L^ < m almost surely, 
n 00 
(c) sup E(L^) < 00. 
n 
Then 
almost surely. 
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Piooi Since 8 is compact, for any I = 1,2,... there exists a finite number, say of 
points 1 < j < Mfc whose neighborhoods of radius denoted by s|, cover 0. By 
assumption (t) there exists a null set Aj such that 
lim{Q^(é^)-E[QJ<^)l}=0 
7 for every u not in Aj, 1 < j < / = 1, 2,... . By assumption (i*)(a) and (;*)(6) there 
exists a null set Aq such that for every w not in Aq 
jsjPl 11 < Ljw), 
lim sup L (w) < 00. 
n -* X 
Let 
A = Aou[u (U A|)1. 0 I 1=1 j=l J J 
Then P(A) = 0. To prove uniform convergence for Q^(6) it is enough to show that for 
any fixed u) not in A and any fixed f>0 there exists a positive integer N(cj,S) such that 
8up|Qn(^-E[Qn(^]| < 6 
O 
for all n > N(w,6). 
Fix u) not in A and fix f > 0. Now by assumption (ii)(c) there exists L > 0 such 
* 
that E(L^) < L for all n. By assumption (**)(&), there exists L(w) > 0 and a positive 
integer NQ(W) such that for all n > NQ(W), 
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Y W) < L(W). (3.1.3) 
Choose Iq such that ^ < F/2 and /q ^(L+L(W)) < S/2. By compactness of 8, sjo, 1 < 
j < M^, cover 0 so that letting Z^(6) = - EQ^(0), we have 
k suplZj^l )| 
+ {'"? I W'Vj")!}- (31.4) 
Let ||x—y|| denote [E (x.—y.)^]^/^, the Euclidean distance between two n*! vectors x j=l •' 
and y. By assumption (m)(û), applying the mean value theorem, we get 
/ O M ^ T  I I  «  / o „  lQn(^-Qn(9l^L^ 
and 
/OM, ,W T M I « All 
so that for 6! in sjo 
and hence 
I Vfl - V^°) I '•n + )• 
%<M,Y 
sjo 
< IQ~\ L + L(w) ) < 6/2 (3.1.5) 
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for n > Nq(W), by choice of By assumption (:), there exists positive integer 
such that for n > 
|z^(w,<{°)| < f/2 (3.1.6) 
inax( Nq(W), N^(W,Q ). Then by (3.1.4) through (3.1.6), 
suplZJ^I < ° 
B " 
We now show that fP is the identifiably unique minimizer, as defined in 
Definition 1.2.1 (identifiable uniqueness) of Subsection 1.2.1, for 
= E[Qn((^)]-
Lenmia 3.1.2. For any f > 0, let 8^ = {^ in 8: | > S\. Suppose the e^. in model 
O (3.1.1) are uncorrelated (0,a ) random variables. Then 
1 im inf j inf[Q^(g) - (?^(6^)] } > 0, 
n-*tD 5 
for any S> 0. 
for 1 < j < M. . Let N(w,6) = 
'o 
for n > N(w,6) 
Proof. We first derive a simplified expression for Qjj(^)- By definition 
q„(«) = n->S E[q((«)l. 
t — 1 
53 
Now, 
rt—1 • 2 
= E{s^ V\Y,_/+ 2 Ï J «i+ 
= [?~Vj](l + + [2 s""Vj+']( ) 
since by assumption and Y^_j are uncorrelated for j > 2, and E(Y^) = (1 + 0^)c 
Thus, 
%,(«)) = < {^ -2i!iAi-«^r'[i-(«^)'~']}, 
and 
- 2(?g^(l-g^)-l [1 - n-\l-^^)(l-(^r^j j. 
Therefore, 
^(0) = {1 + 
where 
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Using basic inequalities involving inf and lim inf we have 
1 i m inf {infp?^( ff) -
H"*m ^ ^ 
> lim inf (inf [($-é^f{l-^rV] + Mm inf n-4inf[g^(</)) -g^(<?)]L^. 
n-»oD 5 n-»cD 5 
Since g^(0) is bounded uniformly for all 1? in 6 and for all n, the second term is equal to 
zero whereas the first term is greater than or equal to > 0. This completes the 
proof. 0 
Next we use Lemma 3.1.3 to prove that 
converges to zero almost surely uniformly on 0. First, using Theorem 2.2.5 we prove 
the pointwise almost sure convergence for 
For p > 0 let ||X||p denote |^E{ |X|P}j the L^-norm of a random variable X. 
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Lemma 3.1.3. Suppose model (3.1.1) holds. Let q^(^) be as defined in (3.1.2). Assume 
either 
(a) {e^} are independent with ||ej|^ < K for some K > 0. 
or 
(ft) {e^} is a mixing sequence with <p^ of size —r/[2(r—1)], r > 2 or of size 
-r/(r—2), r > 2, with < K for some K > 0. 
Then for any fixed 6^ in B, {q^(^^) - E{q|.(^j^)} is a mixingale of size -1/2 and 
almost surely as n -• œ. 
Proof. We give the proof for assumption (o). The proof for assumption (6) is similar. 
Let in B be fixed. We first show that q^(^j^) is near epoch dependent on {e^} of size 
a, for arbitrary a > 0. Fix any m = 0,1,.... Then for t > m, 
(3.1.7) 
Let be the tr-algebra generated by (e^_j^, ..., e^_j^, e^), m > 0. Since ||ej^ < K, 
there exists > 0 such that 
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l|Ytll4=l^^ll|et_ili4 + l|etll4<Ki. 
Because E[qj(é>2)| is the minimum mean square predictor of q^C^j) P^^n 
for t > m, 
lki(«i)-E{q,(»i)l<4«2 
< ll[|C Vl)V/ll2 + iKf J'AH] [0'l)Vj]ll2 
(3.1.8) 
using equation (3.1.7). 
Since jjXZlIg < ||X||^||Z||^ for 2 random variables X, Z when the appropriate 
expectations exist, 
<(S \|»,|)yK^<(Ô'"P (l«il)i^4 (3.1.9) j=m ^ j=0 ^ 
The second inequality of (3.1.9) is by Lemma 2.2.1b. Similarly, 
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<(f \|(»i|)jKi)(S (|d;|)\) 
J =0 j=m 
OD 
Mlfjirp (ICilrt^Kf. (3.1.10) 
^ j=0 ^ 
80 that by (3.1.7) through (3.1.10), there exists Kg > 0, such that for all t > m, 
ll'),(«l)-E[«t(' 'l)l<m)ll2Î I 'll^-
Since for t < m, E^q^(^j)| <5^* J = Q^C^^) almost surely, we have 
"m = «JPllltCl) - e[«,(»i)I <m] «2 ^ 
Thus, is of size -a, for arbitrary a > 0 establishing that q|.(^j^) and hence {Z^= 
q^(^^^) — E{q^(0j)} is near epoch dependent on {e^} of arbitrary size — a, a > 0. By the 
assumption of independence, {e^} is a mixing sequence of arbitrary size —a. Note that 
E(Z,) = 0, ||Z,||2 < ||q,(«i)|l2 + E[qj(«j)J 
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with 
- .2 
««.Cl)»; ^ (ll|^„»iVjll4)' 
< (Ï V, I ^11 Y,_=||/ < (Ï MAJK j)=' = M^K J(1 - A V. j=0 ^ * J ^ j=0 ^ ^ 
E[qt(<?l)] = ||qt(<'l)lll<l|qt(<'i)ll2. 
Thus there exists Kg > 0 such that for all t > 1, [jZ^Hg < Kg. Hence, by Theorem 2.2.3, 
{Z^} is a mixingale of size —1/2, with = maxdjZ^Hg, 1). Since S llZjIg/t^ < m, by 
t=l 
Theorem 2.2.5 we have 
lU 
n E —E{qj(^j)}—*0 almost surely as n-+œ. 
Let c^{9) and d^(^) be one of the following functions: 
rvvj' J=0 •• j=l "" j=2 •" j=3 "" 
(3.1.11) 
Then using Lemma 2.1.2 we can show, along the lines of Lemma 3.1.3,. that 
1 im n~^E jc^(^)d^(0) - E[Cj.(^)d^(^)]j = 0 almost surely. (3.1.12) 
n-*m t=l ^  •' 
Now we can prove the uniform almost sure convergence for {Q^(0) — Q^((^} 
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with the application of Lemma 3.1.3. 
Lemma 3.1.4. Let Q^(g) be as defined in (3.1.2) under the model (3.1.1). Let {e^} be a 
sequence such that 
(M)(a) {e^} is an independent sequence with ||ej||^ < K <m; 
or 
{ii){b) {e^} is an uncorrelated, mixing sequence with of size —r/[2(r-l)], 
r > 2 or of size -r/(r-2), r > 2, and jje^Hg^ < K < œ. 
Then 
Proot By Lemma 3.1.1 and Lemma 3.1.3, it is enough to prove that there exist L^ 
such that 
(*) E(e^) = 0, E(eJ) = and 
either 
1 i m j sup I Q^( 0) — EQ^ = 0 almost surely. 
(o) {sup| 5Qj^(ô)/ô^|} < L^ almost surely, 
(6) lim sup L^ < m almost surely. (3.1.13) 
(c) sup E(L^) < 00. 
n 
By the Cauchy-Schwartz inequality, 
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(3.1.14) 
Let jVk = max(j,k). Note that 
n rt—1 • 12 n ft + J 1* 
E S ^, . = S E t=i'-j=o t=ly=l 
n t t 
= Z (E E )= E Ê [Ê gZt-j-kjyy 
t=l j=lk=l J ^ j=lk=ll-t=jVk J J ^ 
= E E fÊ ^(HVk)+|j-k|1y Y S E [i ^^^gZs+lj-kllyy 
j=lk=l^t=jVk J ^ j=:lk=l'-s=0 J ^ 
^ .2 
= (Yi,....Y^)A^(l?)(Yl,...,Yj < A^^(AJ<?))S_ YJ, (3.1.15) t—1 
where denotes the largest eigenvalue of the n*n real, symmetric, (and 
nonnegative definite) matrix A^(g) whose (j,k)—th element is 
8=0 
and by Lemma 2.1.2, 
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< A^®]Alj"^l =M^Alj^l(l-AV^ (3.1.16) (-8=0 J 
for all j, k = 1,2,...,n, and for all ^ in B = [-1+6,1-6], where M > 0, and 0 < A < 1. 
Fix X = (xjjxg ,...,x^)% with ||x|| = 1. Then 
*'Aj^(ô)x= |x'A^(g)x| 
n n 
<1 1 |=t:||x^|[Alj-''l(l-A2)-'l j=lk=l •" 
= (l-^^r'{(l=til l=ijl)Bn(l*il I*nl)'} 
^ (1-^V A„„(B^) (3.1.17) 
for all 1^1 < 1—6; where 
(Bj^)j^j^ = AI, j, k = 1,2,...,n, 
We have used Lemma 2.1.4 for the last inequality, and that if ||(xp...,x^)|| = 1 then 
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|x^ II |x^| )|| = !• By applying Theorem 2.1.1 to the matrix we get 
W(®ll) ^ 4 / = 2(1-'^)"^ (3.1.18) 
Therefore, by (3.1.17) and (3.1.18), 
I WV«))I ^ < (l-AVza-A)-' = Mj, 
for all n and for all | < 1—e (that is for all fin 6); and hence by (3.1.15), there exists 
M| > 0 such that we have 
Similarly, it can be shown that there exists an Mg > 0 such that 
n ft—1 : 
8UP{ 
Choose 
2 
f 
in „ 
Ljj = M(n E Y^), where M > maximum(M^,M2). 
Therefore, there exists an M > 0 such that 
-l5 v2 sup|5Q (f)/^f| <Mn"^S Yj. (3.1.20) 
8 t=l 
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Now observe that 
= n"^S 
t —1 
= |n-l{ }l 
< n-f^J + ll'N'l 
(3.1.21) 
o o The {Z^ = (e^—a )} are near epoch dependent on {e^} of arbitrary size —a, a > 0. By 
assumption (ti)(a) or (*^(6) on the dependence structure of {e^}, and by assumption (t) 
m,) = 0, IIZjII, = llej-o^ii^ < ||e2||^ + ^2 < llejll^^ + »^ < Kj 
for some > 0, by Theorem 2.2.3 {Z^} is a mixingale of size —1/2 with c^ = 
max(||Z^l|j., 1), r > 2. Because E ||ZJ|^/t^ < m, by Theorem 2.2.5 we have t=l 
ill 
lim n S Z. = 0 almost surely, 
n-*cD t=l 
that is, 
lim n~^E e? = cr^ almost surely. (3.1.22) 
n-<oD t=l 
Hence by (3.1.21) and (3.1.22) lim sup L < m almost surely. Note that for all n = 1, 
n H m 
2, . . . ,  
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E(Lj^) = Mn~^E ^E(YJ) 
= Mn"^S E(e^ - + {é^f].  
We used the moment assumptions of the {e^}. Therefore, we have shown (3.1.13). 
• 
Under the assumptions of Lemma 3.1.4, for any c^(^) and d^(^) as defined in 
(3.1.11) it can be shown that there exists an M > 0 such that 
sup IE c.(0)dx(^)| < Mn~^E Y^, where n~^E Y? = 0(1) almost surely. 
0 t=l* * t=l ^ t=l * 
(3.1.23) 
Theorem 3.1.1. Let be a sequence of nonlinear least squares estimators under 
model (3.1.1). Assume 
(t) E(e^) = 0, E(eJ) = and 
either 
(n")(a) {e^} is an independent sequence with ||e^||^ < K < œ ; 
or 
(**)(&) {e^} is an uncorrelated, mixing sequence with of size -r/[2(r-l)], 
r > 2 or of size —r/(r—2), r > 2, and [jejlg^ < K < m. 
Then as n -* m 
-» almost surely. 
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Proof! We show that the conditions of Theorem 2.2.2 are satisfied. By Lemma 3.1.2, 
is the identifiably unique minimizer (as defined in section 1.2.2) for the functions 
= E[Qjj(^)]}, n = 1,2,... . The other condition of Theorem 2.2.2 that the 
uniform strong law of large numbers holds for {Qq(^ — B[Q^(6^)]}, was established in 
Lemma 3.1.4. • 
Next we establish the asymptotic normality of a strongly consistent nonlinear 
least squares estimator 0^ for model (3.1.1). For the following discussion some notation 
is defined. Let 
B, = S~V)HY B, = L = 
J=1 •' J=1 
j—2 j—2 
(3.1.24) 
Then 
+ ^ t^t)' l/2[5Qj,(<?°)/5^ = n"^E_^A^B^. 
Lemmas used in the Theorem 3.1.2 are stated and proved at the end of the proof of 
Theorem 3.1.2. 
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Theorem 3.1.2. Let ^ be a sequence of nonlinear least squares estimators of ^ under 
model (3.1.1). Assume ^ is an interior point of 6. Assume 
(*) E(e^) = 0, E(e^) = and 
either 
(ti)(a) {e^} is an independent sequence with ||e^||^ < K for all t and for some 
K>0. 
or 
(it)(ô) {e^} is an uncorrelated, mixing sequence with (p^ of size -r/(r—1) 
or of size -2r/(r—2), r > 2, and 
E(e?e?) = E(e?)E(e?). 
~ ^^Gnever 3 indices among i,j,k,Z are distinct, and 
IjeJIg^ < K, for all t for some K > 0. 
Then 
nl/2(^^ _ flP) _L, n[o, (Mfl^)^)] as n-to. 
Proof. Since 9^-* almost surely by Theorem 3.1.1, and since ^ is an interior point 
of 6, there exists a sequence of measurable functions 7^ that is tail equivalent to 0^ 
(that is, 0^ =7^ for all large n almost surely) such that takes its values in a convex 
compact neighborhood of ^ for all n. Because 0^ minimizes Q^(^) almost surely and 
because 9^ is tail equivalent to 0^ and interior to 8 for large n almost surely, it follows 
that 
= 0 for large n almost surely. (3.1.25a) 
By the mean value theorem for random functions (Theorem 2.2.8) there exists a 
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measurable function ^ lying on the line segment joining 7^ and such that 
(\ - «") (3.1.25b), 
Multiplying (3.1.25b) by and using (3.1.25a) we have 
+ [«^Q„(îj)/a«^ -«") = « (3.126) 
for large n almost surely. Note that 
«3„(«)/a«= 2n-lS^JIRVY,_J 
and 
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Write 
+ - B{A^Q,(A/A^}] + E{«^Q,(</')/«(^}. (3.1.27) 
Now, by Taylor series expansion of about 6^ we have 
â^cijt^ldê - ê(ij,f)idê = [a'Qj(î*)/««'] - A, 
** * n 
where 0^ is a point lying on the segment joining 0^ and r. Thus 
By (3.1.23) there exists M > 0 such that 
sup| 5^Qj^(0)/5^| < Mn~^E Y^, and n~^E = 0(1) almost surely. 
0 t—1 t=l 
Therefore, 
lim I -  ^Q^(^)/ô^| = 0 almost surely (3.1.28) 
n-»® 
because *0^  —», ^ almost surely. By (3.1.12) using bounded fourth moment of the e^ we 
have 
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i m  -  E { ^ Q =  0  a l m o s t  s u r e l y .  ( 3 . 1 . 2 9 )  1 
H-» CD 
By Lemma 3.1.6, 
lim 1/2 = a^/fl - {é^)\ (3.1.30) 
Therefore, by (3.1.27) through (3.1.30) we get 
lim l/2[^Qj)^)/a<^] = <7^/(1 - {é^f) almost surely, 
n-^iD 
and by Lemma 3.1.7, 
al/2 L/2[AQJ^)/AG] i N[O, (1 - (0°)^)-^/] as n -» œ. 
Because <r^/[l — (tf^)^] > 0, it follows from (3.1.26) that 
nl/2(^^_ôP) Jl^N[o,(l-(flP)2)] asn-œ. 
Since and 6^ are tail equivalent. 
nl/2(J^_^)_L,N[o,(l-(</')2)] asn-toD. 
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* * 
Lemma 3.1.6. Suppose that the model (3.1.1) holds and let A^, A^., a., B^, bj, C^, 
* 2 2 
and Cj be as defined in (3.1.24). Assume e^ are uncorrelated, E(e^) = 0, E(e^) = a . 
Then 
(i) I E(BJ + A^C^) - E(BJ + A^C^) I - 0 as t Œ. 
*m * * (»t) E(Bj + AjCj) = constant, independent of t. 
(iii) l/2EpQ = n"^E_^E(Bj + A^C^) -4 ^^/(l -
almost surely as n -* m. 
Proof. Consider 
= |E[B,(B,-B,)] +E[B,(B,-B,)]| 
by applying Cauchy—Schwartz inequality and Minkowski's inequality for infinite sums 
(Lemma 2.1.1b). Now, HY^Hg is bounded uniformly because 
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By Lemma 2.1.2 we get 
s |bjll|Y,_j||2<. 
J=0 J J 
which implies 
^ |b:|| |Y. .llg-Oast-^o,. j=t J J 
It follows that 
I E(B^ — I -* 0 as t -* 00. 
sfs % 
In a similar mamier, it can be shown that | E(A^Cj) — E(AjCj) | -> 0 as t -» œ 
and thus proof of (t) is complete. 
By applying Theorem 2.2.9, 
E ( S ? + i . ê , ) = W t - k ) =  
where bis a real number that does not depend on t since {Y^} is covariance stationary, 
(nt). By parts (t) and (u), it follows that 
E(B^ + A^C^) -* b as t -* m 
and hence by part (t) of Lemma 2.1.3, 
n-ls^^E[Bj + A,C,]-.b. 
72 
* 
To calculate the value of b note that 
where 
Bj = bj — ^bj_j^ = 
Applying Theorem 2.2.9, we get 
and 
E(S.S,) = E(e, S^^C.Y,_j) = = 0. 
The third equality in the above is by uncorrelatedness of e^. Therefore, 
b = ^  K ; V = ^ ^ ^ / ( l - ( ^ ) ^ ) -  0  j=l ^ 
* * 
Lemma 3.1.7. Suppose that the model (3.1.1) holds, and let A^, A^, aj, and bj 
be as defined in (3.1.24). Assume 
(*) E(e^) = 0, E(eJ) = a^, and 
either 
(*%)(&) {e^} is an independent sequence with I|ejl2^g < K < œ for some f > 0, 
and some K > 0; 
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or 
(»t)(6) {e^} is an uncorrdated, mixing sequence with <p^ of size -r/(r-l), or 
"m —2r/(r—2), r > 2; and 
E(e?e?) = E(e?)E(e?), i # j, 
= 0, whenever 3 indices among i,j,k,/ are distinct, and 
'l®t"2r ^ ^ some K > 0. 
Then as n -> OD, 
(il) n~^/^ E (A^B^ — A^B^) —10 in probability, 
t—1 
(B) n-1/2 N[O, (1 - , 
(C) l/2[n~^/2ôQj^(^)/af] = n-^/^2 ^A^B^ N[O,(1 -
Proof. We give the proof assuming (%*)(o). The Proof for assumption (w)(5) is similar. 
To prove part (i4) we show that 
Ï EjA,B,-ljB,|=0(l). 
t—1 
Because 
|A,B,-1,1,1 < |A,(B,-B,)| + |B,(A,-A,)|. 
and by Theorem 2.2.9 and Lemma 2.1.2, 
E|A^(B^-B^)| +E|B^(A^-A^)| <2(E (3.131) 
J—0 j—t  
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where IjYjIg < for some > 0. Thus, by (3.1.31) there exists Kg > 0 such that 
* * 
EI I < A'Kg. (3.1.32) 
It follows that 
S EI A,B. -1B, | < ii-^/^(E A^Kg) = 0(ii"^/2) 
t=l ^ * * * t=l 
and hence, using Lemma 2.2.4 we get 
* * 
1 (A^B^ — Â^B^) —» 0 in probability as n-tm. 
t—1 
Now we prove part (B) .  Let 
where 
Z, 5 A(B, - etS_^l>jV,_j -
B. = 
t Then E(Z^) = 0 because e^ are uncorrelated and E(e^) = 0. Let be the sigma 
algebra generated by (e^_g^, •••, e^_j, e^), m > 0. Then 
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I|Z. - E(Zt I .y,!JII2 3 HZ,-
~ ll®t? ^A_jll2 - ? I^jlll®tll4ll®t—j'U' (3.1.33a) 
"jzzm+l J " J j=m+l J 
By (3.1.33a) 
j=m+i •* 
= = 0(|6^|°^). (3.1.33b) 
Thus {Z^} is near epoch dependent on {e^} of arbitrary size —a, a > 0, in particular of 
size —1. By independence, {e^} is a mixing sequence of arbitrary size —a, a > 0. In 
particular, with r = 2+5 {e^} is a y>-mixing process with size —r/(r—1), and «-mixing 
process with size —2r/(r—2). Also, using independence of the e^, for t > 1 we have 
-  ^ _jl^jlll®t"2+5ll®t-j"2+5 
< ^_j6j|]K2<K2/(l-|^|2), (3.1.33c) 
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and 
Therefore 
E(Z,) = 0, 
E(ZjZg) = 0 for t / 8, 
E(zJ) = S (3.1.33d) j=l J 
. 2 _  ^  < = Var(Z Z^) 
t = l 
n o n n 
= E(E ZX = 2 E(ZF) 
t=l * t=l ^ 
= E Ë (B.)V = E (r^/(l-((/))^) = n<T^/[l-(6^)^]. 
t=lj=l ^ t=l 
So it follows that s~^ = 0(n ^). Therefore, applying Theorem 2.2.6 with r = 24-f, 
N-^/2 Ê ^ N[O, (1 - as NA>. 
Part (C) follows from (A)  and (B) .  
Now suppose assumption (n)(&) holds. Note that additional moment conditions 
in assumption (ii)(b) enable us to get 
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in (3.1.33a), 
in (3.1.33c), and to obtain moment expressions of the in (3.1.33d). • 
3.2. Nonlinear Regression for the First Order Moving Average Model with 
Martingale Difference Errors 
In this section, we seek conditions for strong consistency and asymptotic 
normality for the nonlinear least squares estimator for the first order moving average 
model as described in (3.1.1) when errors {e^, t = 0,±1,±2,...} are martingale dif­
ferences. That is, we assume 
E(e^ I — 0, almost surely. (3.2.1) 
where is the sigma-algebra generated by (..., e^_^, e^). Then, for t # s (say t 
>8) ,  
E(e,e,) = E[E(e,ej| = E[e,E(e,| = » (3 2 2) 
almost surely, and applying Lemma 2.2.2, for t > s > r we have 
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= 0 almost surely. (3.2.3) 
Note that by (3.2.2) the errors are uncorrelated. Thus, for a martingale differ— 
X m m 
ence sequence {e^, t = 0,±1,±2,...}, with E(e^) = a , the proof of Lemma 3.1.2 
goes through. The following lemma establishes pointwise almost sure convergence for 
{Qn(^ ~ ®[Qii(^]} ^ th martingale difference errors e^. 
Lemma 3.2.1. Suppose the model (3.1.1) holds. Let Q^(0) and q^(^) be as defined in 
(3.1.2) and let be the sigma-algebra generated by (..., e^) t = 0,±1,±2,... . 
Assume for t = 0,±1,±2,..., 
(*) E(e^ I «^*~^) = 0 almost surely. 
(») E(e^ I almost surely, > 0. 
(iit)  There exists K > 0 such that ||e^||^ < K < m. 
Then for any fixed in 8 = [-l+c,l-c], {q|.(^^) - E[q|.(^2)]}t=l " ^  mixingale 
sequence of arbitrary size —a, a > 0 and 
1 im n~^E {^t^^l^ ~ ^kt^^l^]) ~ ® almost surely. 
n-»œ t=l ^  •' 
Pioot Let Zj = |qt(^2) - B[q^(02)]j. Note that 
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where the constants aj by Lemma 2.1.2 satisfy the following: 
|aj| < MA'' for some constants M > 0, and 0 < A < 1. 
Fix m = 0,1,2,.... Then for t > m, 
Now by (3.2.3), and using assumption (it), 
= E a^E(e* .^| ,y *"™) = (2 a?)(r^ almost surdy. (3.2.5) j=0 J ^ t-J ' -® '  'j=o J 
By the basic properties of conditional expectation 
e[(E a.e. .)^ I c? = (S a-e. almost surely, (3.2.6) 
I j=m J '~J ~ ® J j=m J 
E 
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= (E [( ? ^j®t-j^ I ~ ® atoost surely, (3.2.7) 
and, using assumption (it). 
Therefore, 
t 2_2 E(qt(ûi)) = Z^^af^ 
E(Z. I ^ *-™) = f E \y + (S a.e. /1 - S a? 
t -» L j=0 J j=m J J j=0 J 
2cr2 
t o 0 ^ 2 
- E af<T + (E a.e._.) almost surely, j=m •' j=m ^ 
and hence for t > m. 
l|B(Z,|y*J)ll2<Ê aV + (III aje,_,||/ j=m •' j=m J •' 
<S -2-2 '  S ay + (S |a=||IVjlU) j=m "" j=m •" •' 
< A^™M^(1 - + A^"M^(1 - A^) 
< (A^)™(1 - A^)"%^[(T^ + K^]. 
For t < m, using (3.2.3) and assumption (tt) we obtain 
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* . 2 ^ 2  
= (E apo = Efq^C^i)] almost surely. 
Then, for m > t 
and hence. 
E(Z^I = 0 almost surely, 
I|E(Z,|,?_«;'")||2 = 0. 
Choose = (A^)™ and = (1 - + K^]. Thus, for all t = 1,2,... and aU 
m = 0,1,..., 
Since is measurable, it trivially follows that ||Z^ — E(Z^| = 0-
Therefore, by Definition 1.2.6 {Z^, 3^^^ , t = 1,2,...} is a mixingale of arbitrary size -
a, a > 0. Observe that 
E(ZJ = 0, and Ê c?/t^ < K? Ê 1/t^ < m. 
* t=l * ^ t=l 
Then by applying Theorem 2.2.4 we have 
limn -E[qj(^2)]j = 0 almost surely. 
n-»oD t=ll ' 
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Let c^(^) and d^(^) be as defined in (3.1.11). Then using Lemma 2.2.2 we can 
show, along the lines of Lemma 3.2.1, that 
1 i m n~^E |c^(0)d^(6) — E[Cj(^)dj(^)]| = 0 almost surely. (3.2.8) 
n-*m t=l^ '  
Lemma 3.2.2. Suppose the model (3.1.1) holds and let Q^(^) and q^(^) be as defined in 
(3.1.2). Let be the sigma algebra generated by (..., e^_j, e^) t = 0,±1,±2,... . 
Assume 
(t) E{e^ I = 0 almost surely 
(«) E(e^| «^*~^) = almost surely, cr^ > 0. 
(tit) There exists K > 0 such that ||e^||^ < K < m. 
Then 
1 i m jsup I Q^( ff) - E[Q^( 11 = 0 almost surely 
n-»oD 0 •' 
Proof! By Lemma 3.1.1 and Lemma 3.2.1 it is enough to prove that there exist {L^} 
such that 
(a) sup 11 ^ j^(^)/50|| < L^ almost surely, 
(b) Hm sup L < OD almost surely, (3.2.9) 
n-*oD 
(c) sup E(L^) < m. 
n 
Note that the derivation of (3.1.14) through (3.1.21) does not depend on the nature of 
{e^}. Therefore, it follows that there exists M > 0 such that 
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sup I dq^{0)/d0\ < Mn-^S_^Y2 = 
and 
M~^L = n"^S YJ 
" t=l ^ 
s n-ls^^ej + + :|A (3.2.10) 
Observe that {Z^ = e^—(r^,t = 1,...} is a martingale difference sequence by 
assumption (t), and 
E|ZJ2 = E(eJ-a2)2 = E(e/) + /  -2 (T^E(e^) < 
m m 
for some > 0, by assumption («), which implies E E(Z|, )/t < m. Hence, by 
t=l 
Theorem 2.2.10 we have 
^n n n 
n E e.—» <T almost surely. (3.2.11) 
t=l * 
Thus, by (3.2.10) and (3.2.11) 
lim sup L < m almost surely, 
n-*m 
and 
E(LJ < 
establishing (3.2.9). 
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Under the assumptions of Lemma 3.2.2, for any c^{0) and d^(^) as defined in 
(3.1.11) it can be shown that there exists M > 0 such that 
suplE c.(0)dx(^)| < Mn~^E Y?, where n~^E Y? = 0(1) almost surely. 
0 t=l * ® t=l * t=l ® 
(3.2.12) 
Theorem 3.2.1.(consistency). Let {0^} be a sequence of nonlinear least squares 
estimators under model (3.1.1), and let Q^(^) and q^(6) be as defined in (3.1.2). Let 
, t = 0,±1,±2,..., the Sigma jdgebra generated by {..., e^ g, e^_^, e^}. Assume for 
t = 0,±1,±2,... 
(i) E(e^ I «^*~^) = 0 almost surely 
(it) E(e^| «^*~^) = almost surely, > 0 
(t«) There exists K > 0 such that ||e^||^ < K < ®. 
Then 
6^ —» 6^ almost surely as n -* m. 
o 
Proof. We prove by applying Theorem 2.2.2. Since by assumptions E(e^) = 0, E(e^) = 
cr^, and by (3.2.2) E(e^eg) = 0 for t # s, using Lemma 3.1.2 we have thai is the 
identifiably unique minimizer (as defined in Subsection 1.2.1) for the nonrandom 
functions {Q^(^) = E[Q^(^)]}. It remains to show that the other condition of Theorem 
2.2.2, the uniform strong law of large numbers for {Qj^(^) — E[Qjj^(^)]}, is satisfied. But 
we established the uniform strong law of large numbers for {Q^(^) — B[Q^(^)]} under 
the assumptions of Theorem 3.2.1 in Lemma 3.2.2. • 
85 
The next Theorem is about the asymptotic normality of a strongly consistent 
nonlinear least squares estimator 0^ for model (3.1.1) when the errors {e^} are 
* * * 
martingale differences. Let A^, A^, aj, Bj, bj, C^, C^, and Cj be as defined in 
(3.1.24) and then 
l/2[^Q^(tf^)/5<^] = n*-^S_^(Bj+A^C^), and l/2[5Qjô°)/ôéi] =n~^S_^A^B^. 
Observe that Lemma 3.1.6 holds for model (3.1.1) with martingale difference errors 
{e^} with E(e^) = because by (3.2.1) E(e^) = 0, and by (3.2.2) {e^} are uncorrelat-
ed. Lemma 3.2.3 (which is analogous to Lemma 3.1.7) used in the Theorem 3.2.2 is 
stated and proved at the end of the proof of the Theorem. 
Theorem 3.2.2. Let 0^ be a nonlinear least squares estimator of ^ under model (3.1.1). 
Assume 6^ is an interior point of 8. Let t = 0,±1,±2,..., be the sigma—algebra 
generated by ^^sume for t = 0,±1,±2,..., 
(0 E(eJ «^*~^) = 0 almost surely 
(tt) E(e^| .5^*"^) = almost surely 
(ni) There exist > 0 and 5 > 0 such that 116^114+2^ - < "• 
Then 
-fi) —» N^O, (1 - (0^)^)j in distribution as n œ. 
Proof. The proof follows the lines of the proof of Theorem 3,1.2, By Theorem 3.2.1 6^ 
is a strongly consistent estimator of In the proof of Theorem 3.1.2 instead of using 
(3.1.23) we use (3.2.12) to get (3.1.28). To obtain (3.1.29) we use (3.2.8) instead of 
using (3.1.12). Since Lemma 3.1.6 holds under the assumptions of Theorem 3.2.2 we 
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have (3.1.30). Finally, to establish that 
n^/^ • N|O, (1 — in distribution as n-*m, 
we apply Lemma 3.2.3 in place of Lemma 3.1.7. The rest of the arguments used in the 
proof of Theorem 3.1.2 goes through. • 
* * 
Lemma 3.2.3. Suppose the model (3.1.1) holds. Let A^, A^, aj, and bj be as 
defined in (3.1.24) and let , t = 0,±1,±2,..., be the sigmajdgebra generated by 
{—l'®t^' for t = 0,±1,±2,..,, 
(%) E(e^ I = 0 almost surely 
(it) E(e^| almost surely 
(m) There exists > 0 and f > 0 such that 116^114^25 -
Then as n -» œ 
( ) ^A^B^ = ^[0,(1 -( 
in distribution as n -4 m. 
( ) l/2^n-'^f^dQ^{fi)/d0^ =n"^/2E_^A^B^-»N[o,(l-(^)V^a^] 
in distribution as n -» CD. 
Proof. For t = l,2,...,let 
Z. = e.(E a^. 4) where a^ = (^)^^. 
t t^J_L J t-y J 
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Then, } are martingale differences because by assumption (i) 
= (|_^a.e^_.)E(eJ = 0 almost surely, 
and 
< (i^J»jll|etll4+2<IIVjll4+2/'^'^ 1(1 Kg (3-21') 
by assumption (m). Using assumption (it) we get 
«/ = E(Zt2l^»;l) 
(E aA ;)Me?l «5^*"^) =(Ï a-e. almost surely, 
^J_L J T-Y T' -M J=I J *-J 
V ^ = E = E (E a.e. .)^or^ almost surely, 
" t=l ^ t=l j=l J *"J 
and because aj — (^)^^i 
»N=®(V)= 
Next we prove that 
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(o) lim = 1 in probability, 
n-tx 
and (3.2.14) 
(6) lim 8~^E E{Z/I(II > esj} = 0 for all e > 0 ; 
n-»oD t=l ^ •' 
then by Theorem 2.2.7 it would follow that 8~ (E Z^)—» N(0,1) in distribution as 
t —1 
n-»oD. Fort = 1,2,...,let 
qt(^) = 
By Lemma 3.2.1, {q^(0^) - E(qj( 6^))} is a mixingale of arbitrary size -a, a>0 and 
n-» 
so that 
lim n |q*(^) -E(q^(ô^))| = 0 almost surely 
*(D t=l^ •' 
n - 8^) = jq^(^) - B(q^(^))j —» 0 almost surely 
(3.2.15) 
as n H 00. Because lim n""^s^ > 0 it follows that lim(V^^s^^) = 1 almost surely, 
n-» oD n-» oD 
We now prove (8). For any c > 0 
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S^^e{Z,=^(|Z,| > «„)} < > «„)} 
< E(|ZJ2+^ 
t—1 
<r« [a(l -
0 as n -* m 
For the last inequality we used (3.2.13). Proof of (b) follows from (a), and that 
(A,Bt-Â,B,)=o (1) t=l 
which was established in the process of proving part (yl) of Lemma 3.1.7 using Lemma 
2.2.2, Theorem 2.1.9 and that HY^Hg < Kj for some > 0. • 
3.3. Nonlinear Regression for Hi^er Order Moving Average Models 
Consider a q-th order stationary moving average model 
Yt = + e^, t = 0,±1,±2,..., (3.3.1) 
where 6^ = (6^,6^,..., A lies in a subset 8 of which is (i) convex, («) compact, and 
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which has the property that (m) for any element $ = of 0, the roots of the 
characteristic equation 
^ + ^gin^ ^ + • • • + = 0 
are less than or equal to e in absolute value, where e> 0. 
By property (»«) of 8, for any fixed 6 in 8 there is an absolutely summable 
sequence {gj(^} which is the solution to the difference equation 
gj(^ + = 0, j = q,q+i,-, 
with the initial conditions; 
6o(^ — 
gl(^ = -^1» 
= -O^g2^0) - ^26I(^ - ^36O(^> 
6g_l(0 = -Mq-2(^ - ^26q-3(^ ~ " (3.3.2) 
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Therefore, the moving average (3.3.1) can be represented in the form 
e, = (333) 
Given Y. .Y- Y we estimate r by mimmimng 
QJQ = n-'z_ [S~'gj(«Y,_j2 = q,(^ (3,3.4) 
t—1 J——0 t—1 
over B, where 
«tW = 
Let 
= E[QJ«)]. 
Theorems for consistency and asymptotic normality obtained in the first order moving 
average case can be easily extended to higher order moving averages. Note that in the 
case of the first order moving average model (3.1.1) Ois just the scalar 0, and = 
gj(g) = (-^j, and if 0 = [-l+c,l-e], e > 0 then there exist M > 0, and 0 < A < 1 such 
that for j > 1 
8up[iiik{ |gj(0)l.\ d s f e ) i a s \ , } ]  <MAj 
(see Lemma 2.1.2). Using Theorem 2.4 and Corollary 2.5 of Shin (1990) it can shown 
that the function gj(^ and its first, second, and third partial derivatives behave as 
92 
nicely as in the case of the first order moving average model. All the smoothness 
properties of gj(6) are listed together in Result 3.3.1 below. 
Result 3.3.1. (Smoothness of gj(0). Let 6 be as given in model (3.3.1). Then there exist 
M>0, 0<A<1 such that for all j > 1 
(a) 8up|gj(^| < MAJ, 
(b) 8up| < MAJ, k = 1,2,...,q, 
(c) sup|ô^g.(fl)/ôft < MA"^, k,/= l,2,...,q, 0 J » » 
(d) sup| 5^gj(0)/ô^j^ô^^ dO^\ < MA"), k, 4 m = 1,2,...,q. 
Proof! See Theorem 2.4 and Corollary 2.5 of Shin (1990). • 
We will assume that ^ is the identifiably unique minimizer for {^^^(^ = 
The following lemma (analogous to Lenuna 3.1.3) contains conditions for 
pointwise almost sure convergence for {Q^(6) — E[Q^(^]}. 
Lemma 3.3.1. Let {e^} be a sequence such that either 
(t)(a) are independent with ||ej|^ < K < œ for some K > 0, 
or 
(j)(6) {e^} is a mixing sequence with tp^ of size —r/[2(r—1)], r > 2 or of size 
-r/(r-2), r > 2, (jejlg^ < K < œ for some K > 0. 
or 
(»)(c) For t = 0,±1,±2,..., 
(I) E(eJ «^*~^) = 0 almost surely, 
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(S) E(e^| almost surely, > 0, 
{S) There exists K > 0 such that ||e^||^ < K < m, 
where is the sigma-algebra generated by (..., e^. e^). 
Then for any fixed 0^ in 8, {q^(O^) - E{q^(0j)} is a mixingale of size -1/2 and 
{Qn(^l) - E[Qn(^i)]} = n ® ^°Gt surely as n -* m. 
Proof! For assumption (%)(o) or assumption (n)(6) proof goes through exactly along 
the lines of the proof of Lemma 3.1.3 with the application of part (a) of Result 3.3.1, 
and proof for assumption (i)(c) follows along the arguments of Lemma 3.2.1. • 
Let c^(0) and d^(6) be one of the following functions: 
t—1 t—1 
t—1 o t 1 
(3.3.5) 
J—U J—u 
where k, ^ m = 1,2,...,q, ^in B. Given the assumptions in Lemma 3.1.3 about the {e^}, 
for any c^(6) and d^(0 as defined in (3.3.5), using Result 3.3.1 it can be shown that 
imn |c^(^dj(fl) -E[c^(tf)d^(fl)]| = 0 almost surely. (3.3.6) 
-4(D t=l^ •' 1 n-»(  
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Next we have uniform almost sure convergence for — B[Q^(0)]} by 
applying Lemma 3.3.1. 
Lemma 3.3.2. Let Q^(6) be as defined in (3.3.4) under the model (3.3.1). Assume 
(i) E(e,) = 0, E(eJ) = 
either 
(u)(a) {e^} is an independent sequence with ||e^||^ < K < m, 
or 
(»ï)(&) {e^} is an uncorrelated, mixing sequence with (p^ of size —r/[2(r—1)], 
r > 2 or of size -r/(r—2), r > 2, and < K < m; 
or 
(«)(c) For t = 0,±1,±2,..., 
(1) E(eJ <5|[_*~^) = 0 almost surely, 
(S) E(e^ I «^*~^) = 0^ almost surely, > 0, 
( S )  There exists K > 0 such that ||ej.||^ < K < œ for some K > 0, 
where is the sigma-algebra generated by (..., e^_j, e^). 
Then 
lim jsuplQ (0 -EQ (^1 j = 0 almost surely. 
n-*m I 8 ^ J 
Proof. Proof for assumption (it)(o) or assumption (it)(à) goes through exactly along 
the lines of the proof of Lemma 3.1.4, and proof for assumption (n)(c) follows along the 
arguments of Lemma 3.2.2. We outline the proof for assumption (it)(a) or assumption 
(it)(b). Instead of applying Lemma 3.1.3 we apply Lemma 3.3.1 to verify condition (t) 
of Lemma 3.1.1. To check condition (w) of Lemma 3.3.1 note that for i = l,2,...,q. 
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f 1^ t 1 ml 1/2 f ill t—1 ml 1/2 
^ /? } ^ ^ (? [^j(^/^^i]Yt_j) } • <• t=l j=0 •' J J I t=l j=0 •' •' •* 
(3.3.7) 
Let jVk = max(j,k). Then 
n ft—1 i2 n ft •»2 
= (Yi.Y2 Y^)AJ«)(Yj,Y2--.Y^)'. 
where 
and by part (a) of Result 3.3.1, 
<M^S = (3.3.8) 
t=jVk 8=0 
It now follows, by similar arguments as in the proof of Lemma 3.1.4, that there exists 
an M > 0 such that 
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max { sup I d Q (  0 ) / d 0 .  |  }  <  M r T ^ l  y J  =  L 
l<i<q 0 " ^ t=l * 
limsup < CO almost surely, 
n-»(D 
and 
sup E(L^) < m. 
n 
Given the assumptions in Lemma 3.3.2 about the {e^}, for any and d^(^ 
as defined in (3.3.5), applying Result 3.3.1 it can be proved that there exists M>0 such 
that 
^ -iS xr2 . V -iS v2 sup IS c.(^d.(6)| < Mn E Y., where n E Y. = 0(1) almost surely. 
0 t=l * * t=l * t=l ^ 
(3.3.9) 
Theorem 3.3.1. (consistency). Let be a sequence of nonlinear least squares 
estimators under model (3.1.1). Assume 
(0 E(e,)=0, E(eJ)=<^; 
either 
(»i)(a) {e^} is an independent sequence with ||ej|^< K<m; 
or 
(it)(6) {e^.} is an uncorrelated, mixing sequence with of size -r/[2(r-l)], 
r > 2 or of size -r/(r-2), r > 2, and jjejlg^ < K < m ; 
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(»ï)(c) For t = 0,±1,±2 
{1 )  E(eJ = 0 almost surely, 
{2) E(e^| almost surely, > 0, 
(5) There exists K > 0 such that ||ej|^ < K < m, 
where is the sigma-algebra generated by e^_2, e^). 
(iit) For any 6>0 
1 im inf > 0 
n-toD g 
where 
8g={6in8: \\e-é^\\>S}. 
Then as n-^o 
^ almost surely. 
Proof. Proof for assumption (*^)(a) or assumption (*i)(6) is similar to the proof of 
Theorem 3.1.1, and proof for assumption (tt)(c) is similar to the proof of Theorem 
3.2.1. • 
For the following discussion some notation similar to that in (3.1.24) are 
defined. For k, I = l,2,...,q, let 
®kt = B^, = S 
J—1 J—1 
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»j = gj(«°), b^j = [flgj(«°)/fl»J. c^,j = IB^e^ifyB^dS}, (3.3.10) 
We refer to all the above notation by (3.3.10). Then for k, I = l,2,...q, 
mé^Q^ifiyae^ee} = n-ij (b^jB,, + a,Cj„) 
and 
l/2[aq,(^)/«y = n-'s A,B^i. 
t—1 
Let H be a qxq matrix where for k, I = 1,2,...,q, the (k,f)—th element of H is given by 
(^)k,Z ~ j_^^kj j' (3.3.11) 
and j > 1} is the solution to the difference equation 
= ^kj + ^^k,j-q' j = q+1.-. 
with the initial conditions: 
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^kl = ^kl' 
^2 = ^ 2+ ^ ^kl' 
^,q-l - ^ ,q-l + ^^k,q-2 + '" + Vl^ kr 
By part (6) of Result 3.3.1 there exist constants M>0, 0<A<1 such that for k = 
1,2,...,q, and for all j>l 
Ibyl < MAJ. 
and hence by definition (3.3.11) 
|8kjl<Mll+|tfJ|A-> + ...+ |«J|A-<l]Aj 
so that the behave like the bj^j. That is, there is an M^>0 such that for k=l,2,...,q, 
and for all j>l 
Ifijjjl <MiAj,0<A<l. (3.3.12) 
Lemma used in the Theorem 3.3.2 are stated and proved at the end of the 
Theorem. 
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Theorem 3.3.2.(a8ymptotic normality). Let 0^ be a nonlinear least squares estimator of 
under model (3.1.1) and let H be the matrix as defined in (3.3.11). Assume ^ is an 
interior point of 8, 
(«•) E(e,) = 0. E(ef) = 
either 
(it){a) {e^} is an independent sequence with ||ej|^ < K for all t for some 
f > 0 and some K > 0. 
or 
(it)(b) {e^} is an uncorrelated, mixing sequence with of size -r/(r—1), or 
of size —2r/(r-2), r > 2, and [jejlg^ < K. 
E(e?e?) = E(e?)E(e?),i#j, 
~ whenever 3 indices among i,j,k,Z are distinct. 
or 
(M)(C) For t = 0,±1,±2,..., 
(1) E(e^ I <^*~^) = 0 almost surely, 
( S )  E(e^ I <5![_*~^) = almost surely, > 0, 
( S )  There exists K > 0 and f > 0 such that < K < m, 
where is the sigma-algebra generated by (..., e^ e^). 
(m) H is positive definite. 
Then 
n^/^(tf^ — 6^) ^ I N[0, H!~^] as n -* m. 
PioofL First of all, note that by Theorem 3.3.2, ^ is a strongly consistent estimator of 
(P. Proof for assumption (**)(o) or assumption {ii){b) goes along similar arguments as 
the proof of Theorem 3.1.2, and proof for assumption (ti)(c) is similar to the proof of 
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Theorem 3.2.2. We outline the proof assuming (**)(&) or assumption In place of 
(3.1.26) and (3.1.27) we have vector analogs 
n'/^iaq -f) = o (3.3.13) 
for large n almost surely, and 
^<5A)/®'®' = + lP(ij,f)/d)et 
-E{^cij,f)iam']] + E{^Qjj(^)/a«9»'} (3.3.14) 
* * 
where ^ and 0^ are the vector analogs of and 9^ in the proof of Theorem 3.1.2. By 
Result 3.3.1, using (3.3.9) ( instead of (3.1.23) used in the proof of Theorem 3.1.2) we 
have for k, I = l,2,...,q, 
1 imI ^ Qjjli\)ld0^dei -  d^QjJié^yde^deji = O almost surely. (3.3.15) 
n-»oD 
By parts (a), (&) and (c) of Result 3.3.1, using (3.3.6) (instead of (3.1.12) used in the 
proof of Theorem 3.1.2) it can be shown that 
00^89}] = 0 almost surely, (3.3.16) 
n~*oo 
and by Lemma 3.3.3 for k, / = 1,2,..., 
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lim 1/2E{Ô2QJ^)/Ô^J^Ô(?^} 
un 00 
= j = , (3.3.17) 
and hence, 
lim ^QjJiOjj)ld0d0 = a^B. almost surely (3.3.18) 
n-ttu 
and by Lemma 3.3.4 
v}-l\ll2d^Cl^{f)ldede] N[0, a^-B\ asn-4oo. (3.3.19) 
Since H is positive definite, by (3.3.13), (3.3.18), and (3.3.19), using the tail— 
equivalentness of 7^ and 0^ it follows that 
n^/^(tf^ — 6^) —N[0; H!~^] as n -* 00. •  
* * 
Lemma 3.3.3. Suppose that the model (3.1.1) holds and let A^, A^, aj, bj, 
^k/t '  ^ k/t be as defined in (3.1.24). Assume 
2 2 (i) e^ are unconelated, E(e^) = 0, E(ep = a . 
Then for k, / = l,2,...,q, 
(i4) IE(B^ B^^ + A^Cj^^^)-E(Bj^^ B^^ + A^Cj^^t)l —'0 as too. 
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( B )  E(Bj^^ t) ~ constant, independent of t. 
(C) l/2E{«2Qjrf')/a(?^«0,} = n-lS E(ByB„ + A,Cjj,)-.<72(H)y 
almost surely as n -* m. 
Prool Similar to the proof of Lemma 3.1.6. • 
* * * 
Lemma 3.3.4. Suppose that the model (3.1.1) holds, and let A^, A^, B^, B^, 
and H be as defined in (3.3.10) and (3.3.11). Assume 
(0 E(e,) = 0, E(eJ) = a", 
either 
(u)(a) {e^} is an independent sequence with ||e|.||2^^ < K < œ for some 6> 0, 
and some K > 0 
or 
(w)(6) {e^} is an uncorrelated, mixing sequence with of size —r/(r—1), or 
®m —2r/(r—2), r > 2 and jjejlg^ < K < œ for some K > 0; and 
E(e?e?) = E(e?)E(e?), i # j. 
®(®i®j®k®P ~ whenever 3 indices among i,j,k,/ are distinct. 
or 
(»i)(c) For t = 0,±1,±2,..., 
(1) E(e^ I «^*~^) = 0 almost surely, 
(8) E(e^| almost surely, > 0, 
(S) There exists K > 0 and 6> 0 such that < K < m, 
where is the sigma-algebra generated by (..., e^_j^, e^). 
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Then as n -* co, 
(i4) E — A^Bj^t) —< 0 in probability, k = 1,2,...,q, 
( B )  n-^/^ Ê N[0, ^E], 
(C) l/2[n-^/^aQ^(^)/gg] = n-^/^E A^B^ N[0,/E]. 
Proof. We give the proof for under assumptions (**)(«%) and (it)(b). Proof for 
assumption (w)(c) is similar. Using Theorem 2.2.9, parts (a) and (b) of Result 3.3.1, 
and llY^llg < < oo, we can establish (i4) as we did in the proof of Theorem 3.1.7. To 
prove (B) it is enough to show that for any q*l nonzero real vector A the limiting 
distribution of, 
is normal. By (3.3.12) it can be shown that 
as in (3.1.33b), 
for some > 0 as in (3.1.33c) and 
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8^ = Var(Ê Z,) = S Z A, fi. .|V = na^A^HA 
® t=l * t=l j=llk=l ^ 
m / 
with <r\ HA > 0. Therefore, the Theorem 2.2.6 applies and this completes the proof. 
P a r t  (  C )  f o l l o w s  f r o m  p a r t  ( A )  a n d  p a r t  ( B ) .  •  
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4. NONLINEAR LEAST SQUARES ESTIMATORS WITH 
DIFFERENTIAL RATES OF CONVERGENCE 
In this chapter, we consider the nonlinear least squares estimation problem 
where as sample size increases, different components of the vector of least squares 
estimators get close to the corresponding true parameter value at different rates. That 
is, as sample size increases, some components of the true parameter vector are 
estimated more "precisely" than others. What we mean by "precision" wiU be dear 
through Example 4.1.1 below. In Section 4.1, the general model is stated, some 
notation is introduced, and theorems on the asymptotic behavior of nonlinear least 
squares estimators with differential rates of convergence are presented. Some examples 
are used to illustrate the idea of differential rates. 
4.1. Asymptotic Properties of Nonlinear Least Squares Estimators with Differential 
Rates of Convergence 
Let a sequence of real valued responses have the structure 
(4.1.1) 
where the random variables are defined on a complete probability space (0, P), the 
vector = (^,6^,...,^) of unknown parameters lies in some open set 8 of the 
k-dimensional Euclidean space IR^, f|. is defined on 0 x 8 with the form of the function 
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known, is measurable for each 0 in 8, and f^(w,') is almost surely twice 
continuously differentiable with respect to $ in some open, convex neighborhood S of 
the true parameter vector (P. 
Notation 4.1.1. Let the total sum of squares of residuals be denoted by T^(^), 
that is, 
t—1 
Let denote the first partial derivative of fj.(^ with respect to 0^ (the j-th 
element of 0) evaluated at the point 0= For each t=l,2,..., we write all the partial 
derivatives of f|,(^ in a Ixk row vector and then write aU the n row vectors 
in an nxk matrix That is, 
and 
Fjffl <(«)] • 
Let 
»n = 
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where is an nxn diagonal matrix. For any pxq real matrix A let the sum of squares 
p 
of the elements of A be denoted by ||A|| . • 
The matrix plays the role of the model matrix X of the linear model Y 
= XjP + e, in the case of the nonlinear model. For standard nonlinear models, it is 
generally assumed that 
11"+CD  ^ ' 
where B is a positive definite matrix. This means each element of the kxk matrix 
[^nxk(^)^nxk(when normalized by the normalizer n converges to a limit. 
Consequently, all 6^, i=l,2,...,k, are estimated with same "precision" But in 
some cases the elements of I^^xk^ ^ )^nxk( need different normalizers to 
stabilize to limits. We consider a few examples to illustrate this point. 
Example 4.1.1. Let {Y^} be a sequence random variables generated by the linear time 
trend model: 
Y^ = + e^, t=l,2,..., 
where ^ is the true parameter lying in a subset of R^, and the e^ are independent, 
identically distributed with mean 0 and variance a > 0. In this example, 0 = {6^,62), 
f^(0 = 0-^+ ggt, and 
(®nH,l = (®n^2,2 = ® (®n^2,l ~ (®ii^l,2 = ^ 
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Note that (6^)2 2 can not be normalized by the same constant n that normalizes 
' f t  A A A  ^  
(B^)^ It takes n to normalize (8^)2 2» Let 0^ = be the estimator of ^ = 
(6^,^). If e^ are independent, E(e^) = 0, and EdeJ^"^^) < K < œ, then by an 
application of Theorem 2.2.15 it can be proved that 
n(^ — ^)-4 0 almost surely, 
whereas by applying a strong law of large numbers for independent random variables it 
can be shown that 
(^nl ~ 0 almost surely. 
Thus, as sample size n increases, the slope parameter gets estimated with more 
"precision" than the intercept parameter. • 
Example 4.1.2. We consider another time trend model without an intercept, and with 
autoregressive error structure. Let 
= flÇt + u^, Uj — 6^u^ 2 4" e^, t=l,2,..., 
where 1<1, and the e^ are independent random variables with E(e^) = 0, E(e^) = 
> 0, and ||ej|^ < K < œ. In this example, 
= ^t + 6§Y^_^ - ^ 6^(t-l) + e^, t=l,2,..., 
= O^i - + ^2^t-l' 
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(®n)l 1 = <§)V/3), 
'  t—1 t —1 
and 
(»«)2.2= 
s i.{(«;)2+a2[i-(4)2)}. 
Q 
Thus, the normalize! needed for ^ is of order n , and the normalizer needed for 
(®n^2 2 " o^dGr n. • 
Ezamide 4.1.3. Let 
Y, = (§X, + ^W,_i - + e, 
h 
where = S dj, the sequences {dt}t>l' {^th>l •t®t^t>l independent; 
n 
are independent and identically distributed (0,0^) random variables, d^ are indepen— 
O 
dent and identically distributed (0,tr^) random variables, and e^ are independent and 
O 
identically distributed (0,a ) random variables. In this example 
s [1 + Xj2) g [1 + ((^)2)n. 
Ill 
and 
2 Thus, the noimalizer needed for (B^)^ ^ is of order n and the normalizer needed for 
(8^)2 2 is of order n. • 
Example 4.1.4. Consider the following autoregressive moving average model of order 
(1,1): 
~ 1 1' *~1'^ 
2 
with Yq = eQ = 0, where the errors {e^, t=l,2,...} are normal independent (0,a ) 
random variables, > 0, and the true parameter (^>^) lies in the parameter 
space B = (-Œ,OD)><(—l+c,l—e). That is, \é^\ < 1—c for some known c>0. The are 
observable. 
Y^ can be written as 
Therefore, 
and it can be shown that 
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where 
W, = ï^^e., 
and 
(\h,2= 
Thus, unlike (8^)2 g, (B^)^ ^ can not be normalized by n. • 
Given a sequence of observations (Y^, Yg,..., Y^), we estimate by minimiz­
ing the sum of squares with respect to 0. A solution of the system 
d Tji0)/dÛ^ = 0, i = 1,2,....k, (4.1.2) 
will be taken to be an estimator " »^kn)' conditional least squares 
approach, where 
ft(0 = B,(Y, I Yi.Yj Yj_i), 
has been discussed in some detail by Klimko and Nelson (1978). Also see Hall and 
Heyde (1980, page 172). We follow the Klimko-Nelson approach to obtain results for 
* 
the situation in which uniform norming is not appropriate. For 0 in S, and using 0  ^ to 
denote an appropriate intermediate point lying on the line segment joining 0 and 
we obtain from the Taylor series expansion of T^(^ about 6^ that 
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+ («-('')'[« + i /2(e- f ) \9^T/ t^) /aedeyi- f )  
= [dTjif )/at] + ii2(e-fi)' (»-^) 
+ (»-«'')'Hy^[\(S,)-E„(^)]Hy2(»-^), (4.1,3) 
where and are defined in Notation 4.1.1. 
Let 6^ denote the i—th component of 6^, i=l,2,...,k. Lemma 2.2.3 of Section 2.2 
provides sufficient conditions for strong and weak consistency for any estimator ^ that 
minimize T^(^. For a nonlinear model with differential rates of increase for the sums 
of squares of first partial derivatives, Lemma 2.2.3 does not enable us to conclude that 
^ 0 the rates at which 0^ converge to 6^, i=l,2,...,k, almost surely (or in probability) can 
be different. That is the conclusions of Lemma 2.2.3 do not reflect the differential rates 
situation. For example, if the sum of squares of first partial derivatives with respect to 
d. increases at the rate h^. greater than n, Lenmia 2.2.3 fails to establish that 
gnii(^jji-flÇ) —* 0 almost surely (or in probability), 
where 1 < g^^. = 0(h^^). The g^. can be a function of n increasing to infinity as n 
goes to infinity. For some i = 1,2,...k, the g^. gives sharper rate (sharper than 1) at 
which converges to ^ almost surely (or in probability). The {g^^} are helpful to 
establish the limiting distribution of We want to generalize Lemma 2.2.3 to reflect 
differential rates case. In Lemma 2.2.3, is a spherical set of radius rj, and centered 
at é^. 
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Lemma 2.2.3 says : 
If for any arbitrarily small ?; > 0, for sufficiently large n (how large depends on 
the realization u), T^(6), the function that is being minimized, assumes larger 
value uniformly on the outside of the small spherical set than at the point 
6^; then 0^ will be close to for sufficiently large n (how large depends on the 
realization w). 
We need to check the values of T^(^ on the outside of all the small spherical sets 
centered at (P. By letting the radius ri of go to zero, we get close to £rom 
different directions at the same rate. When we have an estimator with different rates of 
convergence, it is natural to check the values of T^( 0) on the outside of an ellipsoidal 
set E , allowing the set to shrink towards at different rates &om different n7/' ° nri 
directions. For »/ > 0, let 
V  { } •  
The ellipsoidal set depends on n through the coefficients g^| which can be 
random. The coefficients g^ provide the relative rate at which the i-th component of 
the estimator gets close to é/? almost surely (or in probability). The g^^jj 
defines a relative rate — relative with respect to the most slowly converging 
component. When we have a uniform rate of convergence for all 0^, g^. is equal to 1 
and the ellipsoidal set becomes the spherical set which does not depend on n. 
Thus Lemma 2.2.3 can be obtained as a corollary to Lemma 4.1.1. 
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Lemma 4.1.1. Let 0 be a compact subset of Or, and let 6^ be a minimizer of the 
random function T^(^, n = 1,2,... . Let be the ellipsoidal set defined in (4.1.4). 
Denote the complement of by E^^, that is 
(t) If, for any jy > 0, 
lim infjinf [T (^ — T (éP)]| > 0 almost surely, (4.1.5a) 
n-to ^ pC "J 
nri 
then 
rk 
1 
n-4 
im |E 6nii(^ni" = 0 almost surely. 
(it) If, for any r)> 0, 
lim p/iuf |T,(^-T^(«P)] > o) = 1. (4.1.6b) 
11-4m I r / n-*(D -pC 
then 
^ 0 in probability. 
Proof. We prove part (*). Suppose S SniiC^ni" does not converge to zero 
almost surely. Then there exist 77 > 0 and > 0 such that 
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The set 
pjw: E infinitdy oftenj = > 0. 
jw: E j6iûi(^ni~ ^ infinitely oftenj 
cjwinf < inf infinitely oftenj 
En, % 
jw: inf < T^(6I^) infinitely oftenj 
- nj7 
cLlim inf (inf [TJ«) - T (^)]) < 0 }. 
^ n-»(D gC ' 
nri 
Therefore, 
p{« Urn inf [inf |T,(0-T^(A1 < 0 } > e > 0, 
^ n-4m L gC J J I 
nrj  
and hence, 
P|M lim inf [inf > 0 | < 1 
which is a contradiction to (4.1.5a). So, if (4.1.5a) holds, then 
fk 
1 
n-» 
im js 6nii(^iii~ = 0 almost surely. 
-*0D M=1 •' 
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The proof of (it) is omitted. • 
To check the condition of part (*) of Lemma 2.2.3 we had one set of sufficient 
conditions in Theorem 2.2.2. One of the sufficient conditions is the identifiability 
condition. Under that condition 6^, in some sense, is the only minimizer for the 
It is this uniform law of large numbers that plays the crucial role when we have the 
classical uniform rate n. In the case of differential rates of convergence, we do not 
expect to have a uniform law of large numbers, and we need to check directly the 
condition of Lemma 4.1.1. However, it is difficult to get sufficient conditions for 
(4.1.5a) or (4.1.5b) that are interpretable and reasonably easy to verify. Therefore, we 
may study the boundary of Let B(E^^) denote the boundary of That is. 
expected (or average) value of Q^(^ = n ^T^(^. The other sufficient condition was 
the uniform law of large numbers for 
Consider the criterion: 
(4.1.6) 
For (4.1.6) only the values of T^(0 on the boundary of need to be checked, 
whereas for (4.1.5a) and (4.1.5b) we need to check the values of Tj^(fl) on the 
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complement of Because (4.1.6) is a less stringent condition than (4.1.5a) or 
(4.1.Sb) we obtain a weaker conclusion, the condition (4.1.6) guarantees the existence 
of a sequence of local minima {9^} that estimates consistently, and given one more 
condition, {)^}, when suitably normalized, has an asymptotic distribution that need 
not be multivariate normal. One hopes that the global estimators 0^ will possess the 
nice properties of the local minima and, hence, one can use as an "estimator" of 
Theorem 4.1.1. Let model (4.1.1) hold. Let H^, A^, and be diagonal 
matrices with (j,j)-th elements h^jj, a^jj, and g^- respectively. Let 
\s= ^ 
where S is defined in model (4.1.1). Suppose that there exist and (which may be 
random) such that the following hold: 
(c) lim d = 0, almost surely. 
n-»oD 
(ft) [?_^tjjjja^?jj(min^^hj^jj)~^ = 0(1), almost surely. 
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(c) lim [min h .J = m, almost surely. 
n-ioD l<j<k ^ 
(d) lim = B, almost surely, 
n-toD 
and B is a kxk symmetric, random matrix that is positive definite almost 
surely. 
(g) lim = 0; almost surely. 
n-»oD 
* (J) There exist f > 0 and random variables such that for all n and for aU ff 
in the ellipsoidal set , 
IIR.(0 - V''')ll ^ - «?)'] '''• 
and 
lim sup L < m almost surely. 
n-*m 
Then 
(t) for any EQ>0 there is an event AQ with P(AQ) > 1—CQ, a positive integer UQ 
* 
and a fg, 0 < ^ < f such that uniformly for all w in Ag and for all n > Uq, 
T^(6) attains a relative minimum in the interior of , at which point the 
least squares equations (4.1.2) are satisfied. 
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(it) There exists a sequence of roots of equations (4.1.2) {^} such that 
lim [s = 0 almost surely, 
n-»a) M=1 J 
and 
(Hi) If, in addition 
(X, B) a. n », 
then 
(4 -B-'x 
as n-too, where B is defined in assumption (d); and 
(2) {T„(\)-T„(^)} = Op(l). 
Proof of (0: Fix Cq > 0. We shall show that there exist an event AG with P(Aq) > 
* 
1—eg, a positive integer Uq, and a fg with 0 < ^ < f, such that given u) in Ag and n > 
Ug, for all 0 on the boundary of the ellipsoidal set (which depends on w and n) the 
value of the function T^(6) is larger than T^(6^) by a positive real number (which does 
not depend on w, n, or 0 ). 
By Assumption (6) there is a set A^, a constant > 0, and a positive integer 
n, such that P(Aj) > l-6g/6 and 
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for all win A^, and for all n > n^^. (Choices of K^, n^, and depend on e^.) 
Choose Kg > 0. By Assumption (c) there is a set Ag and a positive integer Ug 
such that PCAg) > 6q/6 and 
[T<J<k''«js] - "^2 (41.») 
for all w in Ag, and for all n > Ug. (Choice of Kg does not depend on eg but choices of 
Ug and Ag do.) 
By assumption (d), using Corollary 2.1.2, the smallest dgenvalue of 
denoted by 
converges to , the smallest eigenvalue of B, and ^^^^(B) > 0 almost surely. 
* * 
Therefore, by Theorem 2.2.11 there exists a set Ag such that P(Ag) > 1—6^/12, 
and 
li-» {««Si - W=)l} = »• 
n-^m  ^ A •* 
^3 
* 
There exist a subset Ag of Ag , and Ag > 0 such that P(Ag) > 1—Cg/G, and •^jjjj^(B) > 
5Ag for all win Ag. Then we can choose a positive integer ng such that 
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(4.1.9) 
for for all w in Ag, and for all n > n^. (Choices of Ag, Ag and ng depend on 6Q.) 
By assumption (e) ,  
Hence, by Theorem 2.2.11 there exists a set A^ such that P(A^) > 1-CQ/6 and 
for all w in A^, and for all n > n^. (Choice of A^ depends on 6Q and choice of n^ 
depends on Aq that is chosen before (4.1.9).) 
By assumption (J), there exist a set Ag, an M > 0, and a positive integer ng 
such that P(Ag) > 1—CQ/Ô and L^(w) < M for all w in Ag, and for all n > ng. (Choices of 
* 
Ag, M and ng depend on CQ.) We choose 0 < ^ < f such that < AQ. Then by 
assumption (J), for all win Ag, and for all n > ng. 
lim = 0 almost surely. 
Therefore, we can choose a positive integer n^ such that 
n-»cD 
(4.1.10) 
(4.1.11) 
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for all 0 in . (Choice of depends on 6q through the choice of M.) 
By assumption (a) using Theorem 2.2.11, there exists a set Ag such that P(Ag) 
> l-Cg/G and 
lim [ supM II] =0. 
n-»oD Ag •' 
Choose ffQ > 0 such that 
< A. (4.1.12) 
Then we can choose a positive integer n^ such that 
lldgll < Vo (4.1 13) 
for all w in Ag, and for all n > Ug. (Choice of I7Q depends on the SQ that we chose 
before. That is, the same T^Q does not work for all 0< f < fg, and the choice of ng 
depends on T/q.) 
Let 
6 
An n A*, and n^ max n.. 
" i=l ^ " l<i<6 ^ 
Then (4.1.7) through (4.1.13) hold for all W in AQ, and for all n > UQ with P(AQ) > 
1-Cq. Using 
^y/')/dm = 2(B„+cj. 
from (4.1.3) we obtain 
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=(t-  +(I-  A « - ^ ) 
+(»- - v^)]=Y^(«- ^ )' (4114) 
Let T., 1=1,2,3,4, denote the i—th term of the right hand side of (4.1.14). Then by 
(4.1.9) for all a; in Aq, and for all n > ng and for all 0 in 
Tj > 4Ao(0- H^(g-^). (4.1.15) 
By (4.1.10) aJl a/in Aq, and for all n > ng, 
iT;i < IK»- f)'Hy:|i iiHy2(«_^)ii 
< («-A (4116) 
for all 0in E_ c . 
ntfg 
* 
By (4.1.11) for all a; in Ag, all n > ng, and for all 6 (and hence, all ^) in , 
125 
IT4I < l(«-<'')ll 
<A„(I»-^)'H„(»-A (4.1.17) 
Consider T^(6) — T^(6I^) on the boundary of , denoted by B(E^g ), 
= {»" S: - «?)' = «o1-
From (4.1.14) through (4.1.17), for all u; in AQ, all n > Ug and for all Oin B(E^^), 
T,(4 - > (»- A 
= o'H^a[2A(| + a'H^A;ld^(o'H^arl]. (4,1.18) 
where a={0— r) .  Now, for all a; in Aq, all n > Uq and for aU 0 in B(Bg^), 
«'V= [f^j6iùi(«i-«?)'] M- w 
= (4.1.19) 
j 
Let d^= (djjpdj^,...,djj^) . Then for all w in Aq, all n > Uq, and for all 0 in B(E^g^), 
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If k «11/2 
< .,[Kj«„-2] < Aj, (4.1.20) 
where we have used (4.1.12). 
Therefore, for all a; in Ag, all n > Ug, and for all Û in B(E^g ), 
PJi9-TJ^)l>eo\\ 
which implies that T^(^ must attain a minimum at some ^ in the interior of at 
which point the least squares equations (4.1.2) must be satisfied. 
Proof of (it): For {c. = 2"^} there is a decreasing sequence {f. = k.""^ < f}, where k. are 
J J J J 
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positive integers, a sequence of sets {Aj} and an increasing sequence {nj} such that 
equations (4.1.2) have a solution in the interior of for all n > nj, and for all w in 
A.. For n. < n < n-., define % on A, to be a solution of (4.1.2) in the interior of E„ P J J j+l n J ^ ' nOj 
and at which Q^(0 attains a relative minimum, and define ^ to be zero otherwise 
(that is, for n > nj and n > and for u) not in Aj). Then 
n-*(D '•1=1 •' 
on the set 
00 00 
lim inf A. = U (fl A.), 
n-^oD J j=l t=j * 
and 
1 —P(lim inf A.) = P(lim sup A-®) 
n-»oD J n-»a) J 
= limP(U A,^) < lim S P(A.®) j-»0D t=j j-»œ t=j 
= lim E 2^ = 0 
j-»OD t=j 
so that P(lim inf A.) = 1. 
n-tiD J 
Proof of (m): We first prove (*»)()). Because the estimators ^ defined in the proof of 
(a) are inside the open, convex set S for all large n (how large depends on w) almost 
surely, we can expand 
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in Taylor series about é^. For on the line segment joining and é^, by multiplying 
the first order Taylor series expansion by we get 
(4.1.22) 
for all large n almost surely, where 
= + 2[Hj(S^) - B^(^)|. (4.1.23) 
Now by assumptions (d) and (e) 
i m [2(B^ + C^)J = 2B almost surely, (4.1.24) 1 
n-*a) 
where B is a positive definite matrix. By assumption (/) and because, by the 
construction of are inside we have 
IIV.)-«.(All < - <^>1 1/2 
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By assumption (j) 
lim sup < 00 almost surely, 
n-*oo 
and by the construction of ^ 
[?_^6mi(^ni ~ ° ^ ost surely, 
— R^(^)|| —* 0 almost surely. (4.1.25) 
Since B is nonsingular almost surely, by (4.1.22), (4.1.24), and (4.1.25) we have 
-A ^ -B~^X asn-,m. 
We now establish the conclusion of {iii){2). Because the estimators ^ defined 
in the proof of (ii) are inside the open, convex set S for all large n (how large depends 
on u)) almost surely, we can expand T^(^) in a second order Taylor series expansion. 
For ^ on the line segment joining ^ and we have 
W = A + (»n - )/a»| 
+1/2(»^ - - fi). 
By (iii)(l) we have 
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and by assumption in (Hi) about the existence of the limiting distribution it follows: 
= Op(i). 
Hence, 
= Op(i). 
Along the lines of (4.1.23), (4.1.24), and (4.1.25) it can be shown that 
_ 0^(1) 
Therefore, 
Remark 4.1.1. The nxn nonsingular diagonal matrices A^, and of Theorem 
4.1.1 can be random. Usually, the diagonal matrix can be chosen to be diag B^, and 
the choice of A^ and depends on E^. The (i,i)—th element of the matrix gives 
the rate at which the i—th component of the vector of least squares estimators 
converges to the true parameter value ^9 in distribution as n goes to infinity. The 
vector 
Tj^ié^)/d0] —* 0, almost surely. 
Also the vector, when multiplied by A^, still tends to zero. That is, 
A^E^"^[^ —» 0, almost surely. 
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The a^, i = l,2,...,k, through Assumption (a) define rates at which the i—th 
component of T^(] becomes small. Assumption (b) establishes the 
relationship between the diagonal matrices and A^. The minimum of the h^» can 
be expected to go to infinity as n -* m, and this is assumed in Assumption (c). 
Assumption (d) says that the matrix of sums of squares and cross products of the first 
partial derivatives of f^(^ evaluated at the point when properly normalized, 
converges to a positive definite matrix B. The matrix is the difference between the 
matrix of second partial derivatives of T^(^ evaluated at the point and the matrix 
Under Assumption (e) the matrix C^, when normalized by the same normalizer as 
that used to normalize B^, goes to zero as n-^m. Lastly, Assumption (f) is a Lipschitz— 
type condition for the function R^(6) at the point fi. For uniform rates of 
convergence, a Lipschitz—type condition on the whole of the parameter space 6 is an 
essential ingredient in establishing the uniform law of large numbers for 
which leads to consistency for the global minimum Since we examine values of 
T^(6) in a region about (P, it is enough to have a Lipschitz—type condition at 6^. • 
Remark 4.1.2. (t) If B is a fixed matrix, then in part (»t) of Theorem 4.1.1 we only 
need to assume that 
has a marginal limiting distribution. 
(w) If the conclusion of {iii)(S) holds, and if 
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n ^Tj^(^) = n in probability, 
t~l 
then = (n — k)"^T^('^) is a consistent "estimator" of <r^. • 
Now we consider the problem of existence of roots of equations (4.1.2) which 
converge in probability to the true parameter éP and the limiting distribution of those 
roots. Theorem 4.1.2 that we state below is similar to Theorem 4.1.1 in content. The 
results and assumptions are "in probability" instead of "almost surely". 
Theorem 4.1.2. Let model (4.1.1) hold. Let g^, d^, and be as defined in Theorem 
4.1.1. Suppose that there exist and (which may be random) such that the 
following hold: 
(a) 1 im d^= 0 in probability. 
n-»tD 
(c) lim min h_.. = m in probability. 
n-*m i.l<j<k 
(d) 1 im = B in probability, 
n-*m 
where B is a kxk symmetric random matrix with A^j^(B) > 5A almost surely 
for some constant A > 0. 
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(e) 1 im = 0 in probability 
n-*oD 
* { f )  There exist f > 0 and random variables such that for all n and for all 0  
IIV») - ^ 
and 
< L almost surely 
for some constant L > 0 for all n. 
Then 
(*) for any small tfg > 0, 
P{w: T^ has a local minimum inside } —» 1 
as n -* 00, where T^ J^0) is a function of 0 for fixed sample size n and fixed 
realization u. 
(it) There exists a sequence of roots {^} of equations (4.1.2) such that 
[? Snii^^ni ~ —*0 in probability as n-*m 
and 
(itt) If, in addition, 
-^(x, B) M « -
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then 
(!) -B-^X 
as n -t 00, where B is defined in assumption (d); and 
(®) K%)-T^('f)} = Op(l). 
Proof of (i): Fix > 0 and fix Cq > 0. By assumption (6), there exists > 0 such 
that for all n 
p [E„I . {« ^ •'i}] ^ 
(Choice of depends on 6g.) 
Choose Kg > 0. By assumption (c) there exists a positive integer ng such that 
P[ = {" ^ ''a} ] ^  - V«- (^1") 
for all n > ng. (The choice of Kg does not depend on 6q but that of ng does.) 
By assumption (d) using Corollary 4.1.2, 
^min^®) > ° probability 
as n -* 00. We also have, by assumption (d), that for almost all w, A^^(B) > 5A for 
some A > 0. Therefore, we can choose a positive integer n^ such that 
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P [ Ans M'' ^ W=) - A > 4 A} ] M - e„/6. 
(4.1.28) 
(Choice of Hg depends on CQ.) 
By assumption (g), there exists n^ such that 
P [ = {at < a} ] n - «0/6- (41-29) 
for all n > n^. (Choice of n^ depends on Cg.) 
Choose 0 < 5< min(6^,f) such that < A. Then by assumption (/), 
p( A^5 = {m IIV^ - ^ I-'l < A, for all «in } ] = 1. 
(4.1.30) 
for all n. (Choice of 6-^ depends on 6^, L and A, but does not depend on Cg.) 
Choose »/Q > 0 such that < A. Then by assumption (o), there 
exists Ug such that 
F [ = { at lldJI <,,)]> 1-£„/6 (4.1.31) 
for all n > ng. (Choice of n^ depends on Cg and on »/g. Choice of T/g depends on 5^.) 
6 
Let = n and let ng = max{n2, ng, n^, ng}. Then P(A^) > l-Cg for all 
n>ng by (4.1.26) through (4.1.31). Fixing n > ng and w in A^, consider T^ J^0). 
Following similar arguments (starting irom equation (4.1.14) up to equation (4.1.20) ) 
as in the proof of Theorem 4.1.1, we get for all n > ng and for all w in A^ 
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Note is contained in . Hence, for n > ng (uq d^ends on Cq), 
p{ w. Jiff) has a, local minimum inside | > 1—Cq, 
and conclusion (*) follows. 
Proof of part (iQ: By part (t) for any small f > 0, as n -* m 
pjw: Jff) has a minimum inside E^^j —» 1. 
* * 
Hence, there exists a sequence of roots depending on S such that 
For fixed n, and w, choose to be the root such that 
is the smallest. The root exists because the limit of a sequence of roots is again a root 
by continuity of T^ J0). Then for any f > 0, 
P{ |^^6nii(^ni - ^ 1-
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Proof of part (m): It is enough to prove that every vaguely convergent subsequence of 
— flP) converges to the same limiting distribution function (see Theorem 
2.2.12. Let {n^} be a subsequence and {m.} be a further subsequence of {n^}. 
Suppose 
m m 
is a vaguely convergent subsequence. It is enough to show that a further subsequence 
converges in distribution to that of B ^X. 
B e c a u s e  ^ i n  p r o b a b i l i t y ,  a n y  s u b s e q u e n c e  h a s  a  f u r t h e r  s u b s e q u e n c e  
m 
such that 
Z 6in.jj(^m.j ~ ' 0 almost surely. (4.1.32) 
Since , by construction in the proof of part (ii), are inside the open, convex set S 
for all large m. almost surely, we can expand 
in a Taylor series about Multiplying the first order Taylor series expansion by 
B^|/'weget 
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(4.1.33) 
for all large n almost surely, where 7^ is a point on the line segment joining ^ and 
1 1 
é^. Note that 
= (2(Bm. + + 2[\Cm.) -
Now by assumptions (d) and (e) 
1 im [2(Bj^ + C^ )] = 2B in probability, (4.1.35) 
and by assumption (/) ,and by construction Of ^ ^ are inside 
ll\(Tm;) - \(«^)ll ^ - 'Ç'I ^ 
in probability by (4.1.32). Because B is nonsingular almost surely by (4.1.33), (4.1.35), 
and (4.1.36) we have 
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-A—* -B-^X in distribution. 
Part (iii)(S) of Theorem 4.1.2 is about the order of probability and hence, can be 
shown by following the proof of part (iit)(2) of Theorem 4.1.1. • 
Remark 4.1.2 made at the end of the proof of Theorem 4.1.1 applies also to 
Theorem 4.1,2. 
4.2. Applications 
Let us now consider examples where Theorem 4.1.1 and Theorem 4.1.2 can be 
applied. In Section 4.1, we introduced a few examples where different components of 
the least squares estimator vector have differential rates of convergence to their true 
parameter value. We first look at Example 4.1.4, the most interesting among the four 
examples given in Section 4.1. 
Example 4.1.4. (continued). Let the following autoregressive moving average model 
hold; 
Y|. = 2 + e^ + t = 1,2,..., (4.2.1) 
with eg = Yq = 0, where the errors e^, eg, ... are independent and identically distri­
buted random variables with mean zero, variance > 0, E(e^^) = < m, and ^ = 
(^,^) is the true unknown parameter contained in the parameter space 6 = 
(-m,m)x(-l+6,l-6). That is, | ^| < 1-6 foi some known e > 0. The Y^, t = 1,2,...,n. 
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are observable. 
t—1 
In the subsequent discussion for this example, we take S s> to be equal to j=l J 
zero if t = 1, where Sj is a summand whose value depends on the index j. With this 
definition, for t = 1,2,..., the and the e^ in (4.2.1) can be expressed as 
rt—"1 
Y, = e,+ 
e, = Y, - («J + • (4 2.2b) 
Therefore, writing model (4.2.1) in the form: 
Y, = y<^) + e,, 
we have 
= («1 + ''2)[r](-''2)^Vil • (4.2.3) 
and 0= (^^,^2). Note that for t = 1,2,..., {^(0) has the following alternative expression: 
f,(<0 = %_! - |~j( - (1 - "I'fli [ti(-'2)'] 
(4.2.4) 
where AY^ = Y^ - Y^_j. That (4.2.4) is equivalent to (4.2.3) can be verified by 
checking that for 1 < j < t—1, the coefficient of Y^_j in (4.2.4) is 
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- (1 - ^1) [- ^  ^2)^ + ^ /~y1 
*- 1=1 1=1 •' 
= (-^2)^^ ~ (-^2)^ ~ (1 ~ 
= - (-^2)"' •*" 
= 
= coefficient of Y^_j in (4.2.3). 
The sum of squares of the residuals function, as a function of 0 is: 
t=l 
We are interested in the asymptotic properties of the least squares estimators in the 
case = (1,6^), that is, when éÇ = 1. We now investigate Conditions (0) through {f) 
of Theorem 4.1,1 and of Theorem 4.1.2 for this example when (P = (1,^). Theorem 
4.1.1 and Theorem 4.1.2 have conditions for the existence of local minima ^ that are 
consistent and have an asymptotic distribution. Define 
t 
W. = E e.,t> 1, and W^ = 0. (4.2.5a) 
t j=l J " 
Then by (4.2.2a), 
Y, = W, + 0»W,_i,and(Y,-Y,_i) = e, + (^e,_i. (4.2.5b) 
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Choose S of Theorem 4.1.1 and of Theorem 4.1.2 to be 8 = (-a),m)x(—1+6,1—c). 
From (4.2.3) we get: 
(4.2.5c) 
which by (4.2.2a) and (4.2.2b), using ôÇ = 1, gives 
By (4.2.4) we have 
= rV«2)j-lAY, . + (l-«i)s"^[l j=l *• J=l*-l=l •' •' 
which by (4.2.5) gives 
We choose the diagonal elements of the 2x2 diagonal matrices and as follows: 
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2 " 
n 
t=l 
= (nloglogn)^/^, 
and 
(4.2.6) 
Note that h^^^ and h^22 random variables. We denote the (ij)—th element of a 
matrix A by (A)j j. For example, we denote the (l,l)-th element of by (E^)^ ^ (as 
well as by 
Condition (a) of Theorem 4.1.1 and of Theorem 4.1.2 : We use the finite fourth 
moment assumption for the e^. Observe that, when ^ = 1, 
(dJii = 2(nloglogn)^/^[ 
•n 
where 
is a 2*1 random vector. We want to show that 
lim (d ), , = 0 almost surely. 
n-»oD ^ 
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Since by the assumptions of model (4.2.1), e^ieg, - are independent, identically 
o 
distributed random variables with mean zero and variance a > 0, we have by 
Theorem 2.2.13, 
lim sup |(2nloglogn)~^/^|Wj^|| = 0- almost surely, (4.2.8a) 
lim sup I ^n^oglognj W^j j = 8% almost surely, (4.2.8b) 
and 
1 n 
lim inf |[n^(loglogn) (2 W?)| = <r^/4 almost surely, (4.2.8c) 
n-tD IL J t=l ' 
where the are defined in (4.2.5a). By (4.2.8c) we have 
Wjj = O ^[n ^(loglogn)]j almost surely (4.2.8d) 
and hence for any 0 < £ < 1/2, we obtain 
(nloglogn)^/^j^S W^j = 0(n~^^"^^) almost surely (4.2.9) 
We apply the martingale strong law of large numbers of Theorem 2.2.14 to prove that 
limn~^^"^^|E ^t-l®t} ~ ® almost surely. (4.2.10) 
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t 
Let = W^_^e^, t = 1,2 where W^. = S Cj, t > 1, WQ = 0, e^ are independent, 
identically distributed (0,a^) random variables, and is the sigma algebra generated 
by e^,e2, Let the r of Theorem 2.2.14 be two. Then 
E(X^ I «5J_2) = W^_iE(ej | = 0 almost surely, 
and 
constitutes a martingale sequence. Let 0 < f < 1/2. Observe that 
E[|Xt|^ I -^-i] = ^^^t-1 sJmost surely 
= 0(t loglogt) almost surely. (4.2.11) 
Hence, 
I -2 
= W? 1 ^—2(1+6) ^ g, almost surely, 
t=l 
by (4.2.11). Therefore, Theorem 2.2.14 applies and we have (4.2.10). Then, (4.2.9) and 
(4.2.10) imply 
limfd„) =0 almost surely. 
n-^oD ^1,1 
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Next we consider the (2,1)—th element of d^: 
(V2.1 ^ 
= 4LJ|ZHRS-J]T • 
We want to establish that lim (d^)2 j = 0 almost surely, and we begin with the 
n-»® ' 
foUowing lemma; 
Lemma 4.2.1. Let | aj < 1-e, e > 0, and let 
t""l 2 
qj(a) = ^ 2, and q^(a) H 0. 
Assume that e^ieg,... are independent random variables with ||e^||^ < K for some 
K > 0. Then {q^(a) — E[qj(a)]}^^2 & mixingale of size -1/2, and 
n jq^((K) - E[q^(a)]| = 0 almost surely. 
Proof. The proof is similar to the proof of Lemma 3.1.3. 
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By Lemma 4.2.1, 
limn~^E |  [e or^^e, •] — e[e a^^e. J j = 0 almost surely 
n-œ t=ll lj=l l.j=l *-JJ J 
also since 
— Q = Ê j=l ^ 
as t -* m, by applying part (t) of Lemma 2.1.4 we get 
limn~^E Effs il^l = Q-
n-*co t=l ll-j=l ^ J 
Therefore, 
n~^hn22 = n~^S ^[s —* Q = (l-(-6^)^)"^<T^, almost surely, 
(4.2.12) 
and because Q > 0 for any | (—6^) | < 1-6, 
|E (E = 0(n) almost surely (4.2.13) 
lt=l j=l J J 
By using the martingale strong law of large numbers of Theorem 2.2.10 we shall prove 
148 
that 
limn~^E [e -IGX = 0 almost surdy. (4.2.14) 
n-»oo t=iy=i ^ ' 
Let be the sigma algebra generated by e^, eg e^, let 
Xt = Ujj = n, and r = 1. 
2 2 Since,by the assumptions of model (4.2.1) the e^ are independent and E(e^) = a , we 
have 
t=i y=i 
Hence, Theorem 2.2.10 applies and we have (4.2.14). Then (4.2.13) and (4.2.14) 
establish that 
lim (6^)2 2 = 0 almost surely. 
n-»œ ' 
So Condition (a) of Theorem 4.1.1 and hence. Condition (a) of Theorem 4.1.2 
are satisfied for model (4.2.1) when 6^ = 1. • 
Condition (6) and Condition (c) of Theorem 4.1.1 and of Theorem 4.1.2 : By (4.2.8c) 
and (4.2.12) we have 
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= 0(n~^) almost surely, 
and by (4.2.8b) 
hjjiiajjii"^ = (nloglogn)~^|E^^wJ_jJ = 0(n) almost surely, 
and by (4.2.12) 
^n22^n22 ^ ~ ^n22 ~ surely. 
Hence, 
{S_ihnii^nii~^}{™^^^nll'^ n22>} = almost surely, 
and again by (4.2.8c) and (4.2.12), 
min{hj^ll,hjj22} ® almost surely. 
Therefore, we have verified that Condition (b) and Condition (c) of Theorem 
4.1.1 and Theorem 4.1.2 are satisfied. • 
Condition (<f) of Theorem 4.1.1 and of Theorem 4.1.2 : We use the finite fourth 
moment assumption for the e^. With the choices of the diagonal matrices and 
made in (4.2.6), the diagonal elements of are 1 and the off-diagonal 
elements are equal to 
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We find the order in probability of 
Let a — (-^) and aij. j = a* Then 
n  t — 1  .  • 1  
= E W, ,(53 
t=l j=l J 
= S V(E (4.2.15) 
t=l ' j=l J 
n ft—1 rt • » 1 n t—1 -4 
'H] = 
We apply Lemma 2.2.4 with r = 2 to get the order in probability of the last expression 
in (4.2.15) by calculating the value of 
First we evaluate: 
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Varfs WXE a*"^e.)} lt=l ^ j=l J J 
= E E Cov| WxS a. f:, W S a | 
t=l8=l I *j=l J ®j=l J J 
2 Ê C_, (4.2.16) 
t=l8=l 
where 
t 8 
By (4.2.16) through (4.2.20), 
Denoting min(t,8) by tAs, we have 
{t As A t s n Q tAs tAs n rt 
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tAs tAs o o 1 
and 
r  t A s  t  8  ,  t A s  t A s  ^  
= + (? , "t,k V 
tAs tAs 
+ (5) s Ojia-V . (4-2.18) 
=i,\y-
(4.2.19a) 
(4.2.19b) 
Therefore, 
C t,8 
f t  A  8  ^  f t  8  1 4 ^  8  
{tAs tAs 1 J  f i n e  ins •* ? ^  I VsW" +{j Vs,j} . ftAs tAs .4 , Iv V , 
t A s  t A s  t A s  
+ (J^i«t,k".,kK"= -1)" 
i  t A s  t A s  n  1  J  
t A s  A r t A s  1  
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t A s  t A s  
+ (E a .)(E (4.2.20) j=l ®'J k=l 
and 
n n  
n n r t A s  1  X  n n  r t A s  i  ,  
= S S Is ex. .Of • (Kj — So" ) + S S tAsIE oi. -ûe •  j<r 
t=i8=iy=i ^ t=i8=i Lj=i hj 8.JJ 
n  n  t A s  t A s  
+ S E (E a .)(S (4.2.21) 
t=ls=l j=l k 
By Lemma 2.1.2 there exist 0 < A < 1 and M > 0 such that for every j = 1,2,..., | a'l < 
MA^. The first term of the right hand side of (4.2.21) without the constant multiplier 
(K4 - 3(r^) is : 
n  n  t A s  
E S (E a, .a .) 
t=l8=l j=l 
n t „ n t 
E E (a. .) + 2S E &* :(%_ : 
t=lj=l t=ls=t+l 
Ê E (a^)H + 2E E 
t=lj=l t=l8=t+l 
< M^js E (aV"^ + 2S E E 
U=lj=l t=l8=t+lj=l •' 
= 0(n) + 0(n) = 0(n), 
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where we have used : 
S (A2)H = (i_A2)-l[l_(A^)*], (4.2.22a) j=l 
j=l 
and 
S E ;^t+S-2j 
8=t+l j=l 
= (A^-l)E (A®~*-A®+*) 
s=t+l 
= (1-A)~\a^-1){ A(1-A''~*) - A^t+^l-A"""*) }. (4.2.2b) 
The second term of the right hand side of (4.2.21) without the constant multiplier <t^ 
IS: 
n n ft A s ^ 
S E tAs E a. .a_ . 
t=is=i y=i 
n t n n n 
= E tE a. 4 + 2E E a. -o • 
t=l j=l t=l8=t+l ''J 
M^IE tE (A^)H + 2S tÊ 
U=1 j=l t=l s=t+l •' 
= O(n^), 
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using (4.2.22a) and (4.2.22b). The third term of the right hand side of (4.2.21) without 
the constant multiplier is : 
n n t As t As 
< M^Ie (E A*~j)(E A*"^) + 2E Ê (E A®"j)(E A*~^)| = 0(n), 
U=1 j=l k=l t=ls=t+l j=l k=l •' 
smce 
(E A®-j) = (A=_A=-t)(A-l)-\ (E A*-^) = (l-A^)(l-A)-\ j=l k=l 
and 
E [e A®~jlfE A*-^] = (1-A*)(l-A)"2f(l-A)-^(1-A^"*)(A-A*+^)1. 
s=t+l^j=l •'^k=l ^ ^ 
(4.2.22c) 
Therefore, 
VarlÊ W,(E a*~je.)} = E Ê C. = O(n^). (4.2.23a) 
lt=l * j=l J J t=ls=l 
Next we evaluate: 
E[E W.(E a^~je.)l 
Lt=i * j=l J J 
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n  f H  t  t i l  
= E EE W.(E a*"Je.) 
t=l lt=l ^ j=l J J 
n t t 
E S E a. .E(e.e.) 
t=lk=lj=l * J 
n t A n t n 
= Z Z Qi .E(e.) = S S OL '<T 
t=ij=i J t=ij=i 
< E ME A^"j = ME (1 - Ar^(l - A*) = 0(n), 
t=l j=l t=l 
2 2 
where we have used that the e^. are independent, E(e^) = 0, and E(e^) = c . Therefore, 
|e[e ^W^(E = O(n^). (4.2.23b) 
By (4.2.23a) and (4.2.23b) E^E W*(E a*"^e.)l = O(n^), and hence, by Lemma 
Lt=l j=l •' J 
2.2.4 with r = 2, 
E f (^)(^)f/2)(iP) = Ê wjs aH.l = 0„(n), (4.2.24) 
t = l *  '  t = i  ^ y = i  J J  P  
and by (4.2.24) and (4.2.25) we get 
=Op(l). 
(4.2.25) 
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Hence, denoting the 2*2 identity matrix by 12^2» have 
1 im -, B = in probability. 
n-toD 
So Condition (d) of Theorem 4.1.2 is satisfied. We have not verified Condition (d) of 
Theorem 4.1.1 holds. • 
Condition (e) of Theorem 4.1.1 and of Theorem 4.1.2 : We use the finite fourth 
moment assumption for the e^. By definition 
and by (4.2.4) the second partial derivatives of f^(6) are: 
0, (4.2.26a) 
t-1 
J—1 
t_2 i fs (4.2.26b)) j=l'-i=l ^ 
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t_2 î 
= (4.2.26c) j=l •' 
Hence, because 6^ = 1, and = W^. + 
= 0, 
= S~| (M)(-<^)Hj_., 
J—1 
and 
(rf'vas.a», = -s~Vj-i)(-4)'"'*"X 
j_l " J j=l •' 
Therefore, 
and 
By (4.2.12), n"^h^22—* Q > 0 almost surely as n -» œ if the fourth moment of is 
bounded. Using the martingale strong law of large numbers of Theorem 2.2.10 we can 
establish, as we showed (4.2.14), that 
lim n~^S [s (j-l)a^V_.]e. = 0 almost surely. 
n-»oD t=iy=2 
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Hence, 
l i m  2  =  0  a l m o s t  s u r e l y .  
n-»(D ' 
Next we prove that g = ®p[® ^^^(loglogn)^^^j 
definition 
and 
JOjCrf'VMiaDje, = 
Because the e^ are independent and E(e^) = 0 for all t, we have 
and 
Therefore, 
Eje^ [e } = 0, for all t, 
Covje^ [E~\^-2-jw.], eg } = ». ^^ t ^ s. 
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ft—2 
= S a^Varfs = OCn^). (4.2.27) 
t=l lj=l JJ 
The left hand side (4.2.27) is O(n^) because 
and 
E at-2-jw = E e-l = E fs a^-Me., j=l J j=l l.i=l i=ll-j=i J * 
lj=l JJ i=llj=i J 
i=l«- J 
= a2(l-a)-2{(t-2) + (l-a2)-2 [l _ (a2)t-2j _ zail-a)'^ [l - }. 
Therefore, by (4.2.27) and Lemma 2.2.4 with r = 2, we have 
l\di^(é')ld0^de^e^ = OJ,(E), 
and by (4.2.25) 
= Op[n-l/VgIogn)V2] = Op(l). 
Therefore, Condition (e) of Theorem 4.1.2 holds. We have not established that Condi­
tion (e) of Theorem 4.1.1 holds. • 
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Condition (J) of Theorem 4.1.1 and of Theorem 4.1.2 : By definition 
* 
We choose S of Condition (/) of Theorem 4.1.1 and Theorem 4.1.2 to be 1. It is enough 
to show that for all j, / = 1, 2, there exist constants L.. > 0 such that Jr 
for all n and for all Oin the set 
E.1 = Sn{(«j,y: ^ l}-
For a fixed realization u and a fixed n, is an elliptical set of 0 intersected with S, 
and for all 0 in 
To establish (4.2.28) we investigate the derivatives of ^, j, f = 1, 2. By using 
expression of f|.(6) in (4.2.4) we evaluate first, second and third derivatives of f^(^ : 
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= Y,_i + . 
A,(«)/«»2 = + (1 - 'I>{|LI[TI'(-''2)'"']^VJ-I} • 
=  0 ,  
^^))lde^ = -r\j-i)H2) '^'AY,_j 
J—1 
-(1 - Oj){^'(l^^i(i-l)(-«2r2] AY,_^i} , 
Si^wide^dt^ = R^[I^ KI-I)H2R^] AY,_^1. 
A,(wa#2» = |[|J(J-L)(M)M2)^AY,_. 
+ (1 - ^ l){^_j[i_ '^('-l)('"-2)(-S2)'~^] , 
\(é>) -l^(e)= (I- »i)Yj_i - z]'(-^)iAY,_j + R\-«2)jAYj_. + 
J—1 J  —l  
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rt-2 j 
and 
a,(A-itWBdi = - S_|jH2)j-'AY,_j 
J—1 
(4.2.30) 
We evaluate the first partial derivatives of the elements of the matrix R^( ff) : 
(\w\i = V 
[e, + f((«")-1,(9)1} , 
and 
(4.2.31) 
The (2,2)-th element of B^(^ and its first partial derivatives are: 
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(V»))2,2 = 
t=l •' 
^%(Q)2,2/^^1 - ''1122 ' 1 2(«f,(^/8»2l[^f,(ff|/8«2«''l) t—1 
t=l t—1 
t—1 
^^"11(^)2,2/^^2 ~ ^n22 -1 
n 
S 
t=l 
-Ï [é^^^(f,|ae^^-l \^t^{t)|^(l^\{l^^f)-^lt^] 
t=l 1=1 
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- î yî^^e)/ae2^] [«[{;(^ ) - (4.2.32) 
The (1,2)—th element of R^(0) and its first partial derivatives are: 
(«10)1,2 = 
t=l ^ 
^^n(^)l,2/^^l ~ (^nll^n22) ,-1/2 t=l 
«(^«9)1,2/302 = 
t—1 
+ 
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(4.2.33) 
Let h^(6) belong to the following set of real valued functions of 0 
Then for any Oin defined after (4.2.28), by the mean value theorem we have 
^ I K'''(*«)6nir'\iii/2(i - »i)+- y) I 
<  { + ( « 2  -
nl nl 
1/2 
where is a point lying on the line segment joining $ and fi, h^(^) is the first partial 
derivative of h^(6) with respect to the i-th component of 0, g^^^ = 
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6n22 = 1. 
To prove (4.2.28) it suffices to show that for h^(60 = (R^(6'))j ^, j, f = 1, 2, 
there exist Lj ^ > 0 such that 
max I ^  L'IF 
Em' •• ®nl 
We want to prove (4.2.28). Let Cj = Cj(^2) dj = dj(^2) belong to the following set of 
functions of • 
{(-«jH (4.2.35a) 
Let C: = 0(^2) — ® Then 
J i=l 
= . W.2.35b) 
and 
t—1 t—1 nt—1 
E d.AY, .= E df, { + A d.e. (4.2.35c) j=l J t-J j=i J t-J J t-j-1 
Let = 17^(^2) &nd = Z^(^2) Mong to the the following set of functions of 
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/ t—2 «t—3 t—1 nt—2 \ 
(4.2.36a) 
where Cj and dj are defined in (4.2.35a). Define u^, as follows : 
"n' ^n - ^nll' weighted sums of the random walks Wj, 1 < j < t-1; 
11^, z^ = h^gg, if U^, are weighted sums of the ej, 1 < j < t-1. 
(4.2.36b) 
Using (4.2.29), by (4.2.35b), (4.2.35c) and the Cauchy-Schwartz inequality, for 
h^(^ as defined in (4.2.34a) 
8up[|h^W(^|j 
is less than or equal to a sum of a finite number of terms of the form: 
Note that 
j v i " = r v ? + + 2 ( ^ w , w , _ i  
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<ï_'wj[l +(<5)^ + 21^1] 
< 4E Vj. (4.2.37) 
t=l * 
n 2 
We want to get an upper bound that does not depend on for E [U^(^2)] any 
t=l 
choice of U^(^2) (4.2.36a). For example, let us consider Cj = j(j-1 )(j-2)(-^g)^. 
Then 
n t—3 
n t—3 t—3 
2 
n—3 n—3 n 
S E E  c .  „  ,  c .  „  : W ,  W . .  ( 4 . 2 . 3 8 )  j=l k=l t=(j+3)V(k+3) *-2-J J 
Let M = max(j+3,k+3), m = min(j+3,k+3), i = t-M, u = M—m = |j-k|. Then 
Ct-2-k®t-2-j ~ (t-2-j)(t-2-k) (t-3-j)(t-3-k)(t-4-j)(t-4-k)(-02)^^ j-k-S 
= (i+l)(i+l+u) (i)(i+u)(i-l)(i-l+u)(-g2)^'-^+^, 
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and 
n—M 
c^_2_jjc^_2_j = ?_ (i+l)(i+l+u) (i)(i+u)(i-l)(i-l+u)(-^2)^^^ 
t—Ad 1 — 0 
n—M—2 oiu_ii 
= E (j+3)(j+3+u) (j+2)(j+2+u)(j+l)(j+l4-u)(—^2) j=0 
„fn—M—2 o;'» 
= (—^2) {? Q (j+3)(j+3+u) (j+2)(j+2+u)(j+l)(j+l+u)(—^2) |-
(4.2.39) 
Therefore, by (4.2.38) and (4.2.39) 
n t—3 n n—3 n—3 rn ^ 
L/f=lV2-jW/= I ^_,L.{Lmax(j+3,k+3)'.-^-WVjl 
= (Wi W„_3)[AJ<»j)1(WJ W^_3)' 
where (^Gnotes the largest eigenvalues of the (n-3)*(n-3) symmetric, 
nonnegative definite matrix A^(^2) whose (j,k)—th element 
[V^2)]j,k 
H_vi —(j+3)V(k+3)—2 «.•» 
= (—^2) (t+3)(t+3+u)(t+2)(t+2+u(t+l)(t+H-u)(—^2) I* 
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So, for all j, k = 1, 2,..., for all | (—^2) I ^ 1"^ 
6 
I j-k|'), (4.2,41) 
where a^ 1 < i < 6, are positive constants. The finite constants a-, 1 < i < 6, exist 
because «here exist M > 0, and 0 < A < 1 such that 
< MA^ for all t = 1,2, 
Note that the model assumption that | I < ^ ^ 0, has been heavily exploited. For 
X = (xj^,x2,...,xj^_g) with ||z|| = 1 consider 
/ / n—3 n—3 r •» 
j=lk=l J i=l^ J 
4 fU—3 n—3 
< 
ft ( O U O • I ' i_ I ^ 
4 
i=l 
^ ? /iW^ni). (42.42) 
1=1 
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where 1 < i < 4, are (n-3)K(n-3) matrices whose (j,k)-th elements are given by 
(4.2.43) 
for all j, k = 1, 2,..., n-3. For the inequality (4,2.42) we have used Lemma 2,1.4. Using 
Theorem 2.1.1 and (4.2.43) for 1 < 1 < 4, 
IWBJM l-i. (4.2.44) 
where b^ are constants not depending n and (-^g)- Therefore, by (4.2.42), (4.2.44), 
for all n and all | < 1—C' So by (4.2.40), 
4 n—3 n 
< (E a.b.)[E W/] 
1=1 j=l "" 
< (S_ ajb.)[E~Vj2] < Mh^jj (4.2.45) 
i —1 j—1 
for all n and all | < 1—c, where M is a positive constant. Likewise, it can be shown 
that for any {^^((^g) defined in (4.2.36a), for all n and for all | ^ 1— 
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^ i2 E < ^\n' (4.2.46a) 
t —1 
if U^(^) is a weighted sum of random walks Wj, 1 < j < t; and 
s [U,(«2)l^ < Mh^j, (4.2.46b) 
t—1 
if U^(^2) ^ weighted sum of ej, 1 < j < t, for some constant M > 0. 
Then (4.2.36c), (4.2.46a) and (4.2.46b) together give (4.2.34b). Therefore, we 
have verified that Condition (f) of the Theorem 4.1.1 and Condition {/) of Theorem 
4.1.2 hold. • 
Our conclusion is ; if the are independent identically distributed {0,a ) 
random variables with finite fourth moment then for the autoregressive moving 
average of order (1,1) in (4.2.1), with the true value of the parameter ^ = (^,^) = 
(1,^), the conditions of Theorem 4.1.2 are satisfied. Hence, there exists a sequence of 
local minima (^nl'^n2) &re roots of 
T:^{0)lde= 0, 
such that 
1 im {gnii(^nl " + (\l ~ = Oin probability, 
n-ioj I •' 
where 
8.11=wVi= 
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and because B, the limit of is the 2*2 identity matrix, the difference 
between 
-1). W^C>n2 - <^)} 
and 
2-1^'/Vn(«'')/«»l = I [f^ W,_ie,] , 
(4.2.48) 
converges to zero in probability as n ao. If the marginal limiting distribution function 
of a component of the random vector in (4.2.48) exists and is F(x), then the marginal 
limiting distribution function of the corresponding component of the random vector in 
(4.2.47) will exist and will be F(x). If the components of the vector in (4.2.48) have a 
joint limiting distribution function F(x) then the components of the random vector in 
(4.2.47) will have F(x) as the joint limiting distribution function. 
If the e^ are independent normally distributed (0,a ) random variables, then 
Dickey and Fuller (1979) proved that 
^Wj_jej}ir"^/2[l/2(T2-l)J (4.2.49) 
t 
as n s m, where W+ = E e,, and 
t j=lJ 
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r = Ë 7iV'T = ? v57iZi, 7i = [(2i-l)îrrt-l/+\ 
i=l i=l 
and the Z- are independent normally distributed (0,1) random variables. Therefore, the 
"t"—statistic 
L . -n—. 
r-^/^[i/2(T^ - i)j (4.2.50) 
as n -» (D. In Section 4.3, we present a simulation study on the large sample empirical 
distribution of the "t"—statistic : 
—1/2 
(«.1-1) 
where ^ is obtained by the Gauss-Newton minimization procedure. 
We now consider the Examples 4.1.1, 4.1.2, 4.1.3 introduced in Section 4.1 and 
examine whether the conditions (a) through (J) of Theorem 4.1.1 and Theorem 4.1.2 
are satisfied or not. 
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Example 4.1.1. (continued). For the model in Example 4.1.1 assume the e^ are 
independent, E(e^) = 0, and E(|eJ< K < œ for some â > 0. In this example, Û = 
(^Ijffg)» and {^(0) = + ^t, t = 1,2,...,n, and = 1, = t, all 
higher order partial derivatives of f^(0 are equal to zero, and 
®n = 
n^/2 
.n^/2 n^/3 
n o 
Olioosc S — IR J ^n22 " ^  /^' ^nll ~ sjid ^^^22 " Then 
2-\ = 
' e. 
t=l * 
on 
3n te. 
t=l ' 
Applying Theorem 2.2.15 we get lim d —» 0 as n -* m almost surely. So, Condition 
n-HOD 
(a) of Theorem 4.1.1 is satisfied. It is easy to see that the Conditions (6) and (c)  of 
Theorem 4.1.1 are satisfied; and 
1 (3/4)'/^ 
(3/4)1/2 1 
which is a fixed positive definite matrix. Also = 0, and = a constant matrix. 
Therefore, Conditions (d), (e), and {f) of Theorem 4.1.1 are satisfied. By applying the 
Lindeberg central limit theorem 
^i/2B^H;1/2^B = 
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(II'/3)-»/2(Ï te,) 
t—1 
has a bivariate normal distribution. Since the model is linear, ^ is the least squares 
estimator 6^, and hence, by Theorem 4.1.1 the least squares estimator ^ is consistent 
and has an asymptotic normal distribution. • 
Example 4.1.2. (continued). We have two alternative expressions for Y^: 
and 
and 
Yt = fljt + ^Y^_j - + e^, 
Yt = fiÇt + E for t = l,2,...,n; j=0 
= ^^t - + ^2^t-l' 
dl^{0)ld6^ = t - ^2(t-l) = [t(l - gg) + ^g], 
a,(«)/a(»2 = - «i(t-i) + Yj_i = [(<Ç - Oi)t + Oj + . 
= 0, 
30^^ = 0, 
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d^i^{e)lde^dB^ = -(t -1), 
(®n)l,l = = Ê^Jt(l-6g) + <^]2 ^ (l_gP)V/3), 
(Bn)2,2= 
ï E{(«5)2 + 
(BJl, = ï_, [Sf,(«°)/«<»i«<'2l = Z [1(1 -^)+ + Ê 
t—1 X—X J"U 
g (1 - <^)[«;(n2/2) + 
Choose S of Theorem 4.1.1 to be 6 = (-a),m)x(—1+6,1—c), c > 0. 
\ll — ^n99 — ^• 22 
Then 
jT^l It(l- + <^§164 
t—1 
2-\s 0 almost surely. 
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by applying Theorem 2.2.15 to (d^)^ and by applying Theorem 2.2.5 to (d^)2 j (as 
Theorem 2.2.5 was applied in the proof of Lemma 3.1.3). So, Condition (a) of Theorem 
4.1.1 is satisfied. Conditions (6) and (c) of Theorem 4.1.1 can be verified easily. Since 
= {(I _ }. 
0, if = 0, 
(3/4)1/2[( «5)2+(1 - . it # 0, 
and the diagonal elements of are 1. Therefore, the limit of 
is a fixed positive definite matrix and Condition (d) of Theorem 4.1.1 is satisfied. To 
check Condition (e) of Theorem 4.1.1 note that the diagonal elements of the matrix 
are equal to zero, and the off diagonal elements 
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{(1 - -1)^} - » 
almost surely as n -» OD by applying Theorem 2.2.15. The function of Theorem 
4.1.1 is: 
-K"ILL% 
* 
Choose S of Condition (f) of Theorem 4.1.1 to be 1. It suffices to show that there exist 
L > 0 such that for i, j = 1,2, 
for all n and for all 0 in the set 
\l ^ S"{(«1.«2)^ WVlCl-l)'' + («2-4)^ ^ l}-
By evaluating the partial derivatives of j, and applying the mean value 
theorem, (4.2.51) can be established. Observe that 
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has an asymptotic normal distribution, and it can be shown as in the proof of part (B) 
of Lemma 3.1.7 that the limiting distribution of 
is normal. o 
Example 4,1.3. (continued). For the model in Example 4.1.3 introduced in Section 4.1 
we have: 
a,((^/a0i = x,-«2xi_i, 
8t,(tf)/892 = W,_i-9iX,_i, 
= 0, 
h^(e)|^e^ = 0, 
= W,_i -
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S [1 + 
(®n'2.2= (|^ wJ.j), 
{Bn)l.2= ? m^)IOW= L,Pt-<^wl(Ww-<W 
t—1 t—1 
Choose S of Theorem 4.1.1 to be B = R^, and 
inll = P + "«22 = 
Ml ~ '• ®n22 ~ 
By Theorem 2.2.14 
[X^ - ^X^_j^]e^j —• 0 almost surely, 
and 
[""1=1 1^ - 4,-IIT'= 
Hence, 
»»"'y 
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t 
as n -t OD. Note that with W* = Z d, 
t j=l ^ 
t2~\)2,l = [(S^ Wj_i)(d06l06nrl/2]~'[|^^(W,_1 -
Because by Theorem 2.2.13 
[(E W^_j^)(nloglogn)~^/^j = 0 ^ n~®/^(loglogn)~®/^j almost surely 
as n -4 00, and by applying Theorem 3.2.14 
lim n"~®/^(loglogn)'~®/^[E [Wj._2 - = 0 almost surely, 
n-»oD ^=1 •' 
it follows that 
lim (2"^d^)2 ^ = 0 almost surely. 
n-*m ' 
So, Condition (a) of Theorem 4.1.1 is satisfied. Conditions (&) and (c) of Theorem 4.1.1 
can be verified easily by applying Theorem 2.2.13. Since 
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1-1/2 |s (X^ - = 0(n almost surely, 
and by Theorem 2.2.13 
we have 
|e ^ = 0( n ^(loglogn)^/^ ) almost surely. 
2,r ° ["•" Vsiog»)'/'] f^j( vi)}-
Let be the cr-algebra generated by (Xj, Xg X^, d^, dg,. d^). Then 
E(Xml = ®(XAI + E[(S~'d,)X,| J{_j] = 0 
by assumptions on the {X^} and {d^}; 
E(XjX| ^_I) = E(X,V) + W?_iE(X4^) + 2W,_^E(X,\) 
= + 'xX-1 + «: 
by part (o) of Theorem 2.2.13, < O(tloglogt) almost surely; and hence, for 0 < < 
1/2 
E E(X^^W^| .5|[_j)t ^(^"*"^<00 almost surdy. 
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Therefore, by applying Theorem 2.2.14 with r = 2, 0 < f < 1/2, we have 
and hence, 
X,W.) —• 0 almost surely, 
t=l * * 
lim =0 almost surely. 
So, the limit matrix B of Theorem 4.1.1 is the 2*2 identity matrix. To check Condition 
(e) of Theorem 4.1.1 note that the diagonal elements of the matrix 
are equal to zero, and the off diagonal elements are equal to 
(\ll\22) ^ —* 0 almost surely 
as n -* m. The function R^(6) of Theorem 4.1.1 is: 
Choose S of Condition {/) of Theorem 4.1.1 to be 1. It suffices to show that there exist 
L > 0 such that for i, j = 1,2, 
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I %(%,! - 1 i (^ 2-52) 
for all n and for all ^ in the set 
\l ^ WVllCl-l)'' + ^ l}. 
where g^22 ~ ^nll~^^n22 Bull ~ evaluating an upper bound for the 
absolute values of the partial derivatives of (R (6)). and applying the mean value 
n i,j 
theorem, (4.2.52) can be established. Observe that 
(2-I^»/2[flQi^(,/))/«(,]]^ J = [[1 + 
has an asymptotic normal distribution, and 
where F and T are defined in (4.2.49). • 
187 
4.3. Monte Cado Study 
In Section 4.1, we investigated the behavior of large sample nonlinear least 
squares estimators with differential rates of convergence. In Section 4.2, we considered 
applications of the theory developed in Section 4.1. We carried out a small Monte 
Carlo experiment for Example 4.1.4 to see how the nonlinear least squares estimators 
obtained by the modified Gauss—Newton method perform in finite samples. 
PROC IML in SAS was used for all the computations. We generated observa­
tions for the model 
Yj. = + Cj + )fe^_p t = 1,2,...n, Yq = 0, eg = 0 (4.3.1) 
where e^^, eg, ..., e^ are independent N(0,1) random variables. The true value of the 
autoregressive parameter is denoted by and the true value of the moving average 
parameter is denoted by In Example 4.1.4 we used ^ in place of p^ and ^ in place 
of iP. Throughout our Monte Carlo experiment we set p^ = 1. We set the value of ^ 
to — 0.7, 0, 0.7, and we took the sample size n to be 100 and 400. For each of the six 
combinations of n) five hundred replicates (of a sample of size 100 or 400) were 
generated. The least squares estimates ^ = (p, 0) were computed by the modified 
Gauss—Newton method for each replicate. We used the modified Gauss—Newton algo­
rithm described in Gallant (1987, page 28) with some modifications. 
An outline of the modified Gauss—Newton algorithm used: 
(*) To get initial estimates of 6^ we followed the procedure given in Fuller 
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(1976, page 364, Table 8.4.2). An autoiegressive moving average can be expressed as 
an infinite autoregressive process (see Theorem 2.7.2 of Fuller (1976)). We fitted an 
autoregressive process of order five, and then performed a second regression using the 
five regression coefficients of the first regression as data to get the initial estimates of 
and /SP. 
(ii) Whenever the estimate P of ^  was computed to be greater than 0.99999, 
we changed the value of 0 to 0.99999 for further computations. If the estimate 0 was 
computed to be less than -0.99999, we changed the value of 0 to -0.99999 for further 
computations. That is, we took [—0.99999,40.99999] as our parameter space for ^ and 
we forced the estimate of ^ to lie in the parameter space. 
» g (ni) Whenever the estimate p of p was computed to be a negative value we set 
p — —p and 0 = —0 for further calculations. We wanted to make sure that the estimate 
of p^ (= 1) had the right sign. 
(tv) To get an estimate at the end of the k—th iteration with a smaller sum of 
squared errors value than the estimate at the end of the (k—1)—th iteration, within the 
k—th iteration we chose what Gallant (1987, page 28) describes as "the step length A/' 
at the i—th step as 2"^^"^^, i = 1,2,...,11, where k takes the values 1,2,...,30. 
(v) To meet the convergence criteria we allowed 30 iterations to improve upon 
the initial estimate. Within each iteration we allowed up to 11 steps (11 lamda—values) 
to improve upon the the estimate obtained in the previous iteration. If none of the 11 
lamda—values produced an estimate with a smaller sum of squared errors value at the 
k—th iteration we took the estimate at the (k—1)—th iteration, as we 
stopped iterating, and we took 0^ as equal to 0^^), k = 1,2,...,30. 
(vi) If at the end of the k-th iteration the two convergence criteria 
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||i(i)-i(i-l)||< ^11 «(1-1)11 + ^), 
and (4.3.2) 
iiTJ'i"') - II < i(ii\(%''-^bii + T) 
were not satisfied, where rj = 10 and r = 10 , we did one more iteration provided 
k< 30. 
(vit) If at the end of 30—th iteration the convergence criteria in (4.3.2) were not 
met, we took 0^ = • 
A few points about the computations lesolts: 
(1)  For sample size n equal to 100 and iP equal to —0.7 convergence criteria 
were not met for 14 out of 500 replicates, and for one replicate iteration procedure was 
terminated, as described in (v) above, because no A- value, i = 1,2,...,11, could improve 
upon the estimate obtained in the previous iteration. 
(2)  For sample size equal to 100 and ^ equal to +0.7 convergence criteria were 
not met for 8 out of 500 replicates. 
(g) For all other four {^,n) combinations, convergence criteria were satisfied 
for all 500 replicates, and within every iteration a suitable lamda—value was found that 
gave a modified estimate with a smaller sum of squared errors value, that is, iteration 
procedure was never terminated if iteration number k was less than 30. 
{4)  Average  (out of 500 samples) number of iterations used before obtaining the 
final estimate for different (/9^,n) combinations are given in Table 1. 
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Table 1. Average number of iterations leqniied for each (/?^,n) combination 
^ n = 100 n = 400 
-0.7 8.9 5.4 
0.0 5.9 4.4 
+ 0.7 7.5 5.2 
0 
Thus for each combination (/3®, n) five hundred 0^ = {p, 0) values were 
obtained for 500 replicates. The statistics we are interested in are: 
-1), V = -»).'/}= - /) (4.3.3) 
where 
and the are defined in Notation 4.1.1. 
When the true model is the autoregressive moving average of order (1,1) with a 
unit root, the empirical distributions of n(p — 1), and t^ of (4.3.3) are different from 
the empirical distributions of n(/j — 1), and r respectively given in Fuller (1976, pages 
371—373) for the first order autoregressive model with a unit root. In other words, 
when the data-generating model is the autoregressive moving average of order (1,1), 
the finite sample empirical distributions of n{p — 1) and t^ of (4.3.3) will be affected by 
the value of the moving average parameter Our small simulation study is an 
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attempt to observe the effect of the presence of an moving average error, instead of 
independent and identically distributed errors, in the first order autoregressive model. 
Schwert (1989) performed a large Monte Carlo study which shows that the finite 
sample empirical distributions of various unit root test statistics are different from 
those of the unit root test statistics n(p — 1) and r developed by Dickey and Fuller 
(1979). Schwert considered other unit root test statistics developed by Said and Dickey 
(1985), and Phillips and Perron (1988). 
Table 2a. Empirical % of n(p  — 1) less than the 5% tabulated point (500 samples) 
n = 100 n = 400 
-0.7 
0.0 
+ 0.7 
7.0 
5.4 
5.0 
5.0 
4.0 
4.6 
Table 2b. Empirical % of t^ less than the 5% tabulated point (500 samples) 
n = 100 n = 400 
-0.7 
0.0 
+ 0.7 
0.6 
4.0 
5.0 
1.8 
3.6 
4.4 
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In Table 2a, we present for each (/3^,n) combination the empirical size for n(/9 — 1). 
The empirical size is the percentage of the five hundred values of n(/9 — 1) less than the 
5% tabulated value for n{p — 1) from Fuller (1976, page 371). Similarly, Table 2b has 
the empirical size for t^. The empirical size for n(/9 —1) is closer to 5% than that for t^. 
An estimated standard deviation for the empirical size is [(0.05X0.95)T500]^^^ = 0.0097. 
Table 3a. Ghi-equate goodness-of—fit test^ for n(p — 1) ( 500 samples ) 
^ n = 100 n = 400 
-0.7 26.20 5.92 
0.0 3.39 4.53 
+ 0.7 4.14 2.73 
tabulated 5% point for a chi-square distribution with 8 degrees of freedom is 15.507 
Table 3b. Chi-square goodness-of-fit test^ for t^ ( 500 samples ) 
^ n = 100 n = 400 
- 0.7 69.20 13.90 
0.0 9.26 5.69 
+ 0.7 4.38 4.58 
^Tabulated 5% point for a chi-square distribution with 8 degrees of freedom is 15.507 
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In Table 3a we have the chi-square test statistic values which for fixed sample 
size n, gives a measurement of the difference between the empirical distribution of 
n(p —1) and the tabulated empirical distribution given in Fuller (1976, page 371). 
There are eight tabulated percentiles. So we have eight degrees of freedom for the 
chi-square test statistic. Similarly, Table 3b gives chi—square tests for t^. For a fixed 
sample size, the empirical distribution for n(p — 1) seems to be closer to the tabulated 
empirical distribution for n(/j — 1) given in Fuller (1976, page 371) than the empirical 
distribution for t^ to the tabulated empirical distribution for r of Fuller (1976, page 
373). 
Table 4. Empirical 5—th and 95—th percentiles of t^ 
n = 100 n = 400 
- 0.7 (-2.56, 1.37) (-1.76,1.56) 
0.0 (-1.57, 1.61) (-1.57,1.68) 
+ 0.7 (-1.42,2.42) (-1.42, 1.72) 
Empirical 5% and 95% points of the distribution of t^ the t-statistic for /?, are 
given in Table 4. The limiting distribution of t^ is normal, and the 5% and 95% points 
of N(0,1) are —1.645 and 1.645 respectively. The empirical points of Table 4 are the 
closest to the theoretical points when jP = 0 and n = 400. 
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