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1 Introduction
The paper is motivated by a simple experiment that can be conducted without any equipment.
Hit abruptly a thin ∼ 3 cm layer of ice on a lake or a pond with a stick or stone. Let a listener
be located on the surface of the lake quite far from the place where the ice is hit (about 200 m).
The listener will hear a long quasi-monochromatic “whistle” instead of a kick. The sound is
surprising and unexpected. The current paper describes such a signal mathematically. The
signal is referred to as the exchange pulse.
The nature of the exchange pulse can be roughly explained as follows. The kick radiates
a flexural wave in the ice (the water loading under the ice can be taken into account, but it
doesn’t make much difference). The waves in the ice are described by the dispersion diagram,
i. e. by a surface in the coordinates (ω,k), where ω is the temporal circular velocity, and k is
the spatial wavenumber vector in the horizontal plane. The dispersion diagram for the elastic
plate is non-trivial: ω ∼ |k|2. At the same time, the sound pulse is carried to the observer
by a wave in the air. The dispersion diagram for the sound in air is well-known: ω = c|k|.
So, there are two dispersion diagrams for two subsystems participating in sound generation
and propagation. The intersection points of these dispersion diagrams correspond to phase
synchronism of waves in ice and air, i. e. the waves near this point have common frequency (it
is usually called the frequency of “coincidence”) and wavenumber, and thus they can interact
efficiently. A transient phenomenon born by these crossing points is a quasi-monochromatic
pulse with the frequency close to that of the intersection point.
The duration of the exchange pulse depends on the distance x between the source and the
observer, and on the group velocities v1, v2 of waves in ice and air. Namely, the exchange
pulse can be heard for times x/v1 < t < x/v2. This can be explained physically as follows:
the wave runs some distance 0 < x′ < x in the fast medium, then it is radiated into the slow
medium, and then it runs the distance x − x′ there. The range of travel times for all possible
x′ is [x/v1, x/v2]. Indeed, v2 = c, and a detailed study shows that v1 = 2c at the point of phase
synchronism.
The wave excitation problem can be solved easily by the Fourier transform with respect to
time and the in-plane spatial coordinates. As the result, the wave pulse becomes described as
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a 2D or 3D Fourier integral (the 3D integral can be converted to the 2D one by taking a trivial
integral with respect to the angular variable). The aim of this paper is obtaining an asymptotic
estimation of the 2D Fourier integral.
Two physical situations are considered here. The first first one is a thin 2D waveguide with
a rigid wall and a flexible wall. The second physical situation is a flexible plate loaded by gas
on one side. The problem is also 2D. In both cases the gas loading is assumed to be light, i. e.
the density of gas tends to zero. Such an assumption simplifies the consideration a lot. The
physical system becomes split into two subsystem: the heavy one (the plate), and the light
one (the gas). The denominator of the integrand of the Fourier integral is becomes expressed
as a product of two functions, each of which can be treated as a complex dispersion function
for an isolated subsystem. The zero sets of the dispersion functions are the branches of the
dispersion diagrams. The idea to study the dispersion diagram as a 2D complex function was
first introduced in [1, 2], and then developed in [3, 4, 5].
The interaction of waves in a plate and a surrounding liquid or gas is a well-studied topic.
Numerous results have been obtained for the plate driven by a transversal harmonic concen-
trated force. The formal solution in terms of the Fourier integral can be found in [6, 7]. A basic
analysis of the integrals with the help of the saddle point method is performed in [8]. Particu-
larly, an asymptotic estimation of the Fourier integral in the far field zone for the frequencies
“below coincidence” has been found. The “free waves” corresponding to the poles of the Fourier
integral are discussed in [9]. It is shown for the case of line harmonic excitation that one of the
real poles can contribute to the far field, and it represents a subsonic surface wave. The complex
poles can lead to leaky waves for a certain range of parameters. An asymptotic expression for
a leaky field of a lightly loaded plate at frequencies “above coincidence” is presented. A lightly
loaded membrane excited by a concentrated force is studied in [10]. Asymptotic results covering
all range of parameters are derived. In [11] some asymptotic results for a highly loaded plate
are obtained. In [12] an intermediate regime of loading is studied (significant loading), when
the fluid loading is heavy enough to affect the surface waves, but the inertia of the plate still
can be considered as negligible. In [13] the admittance of fluid loaded membrane is evaluated
asymptotically. In [14, 15] the dispersion equation is approximated by a rational function. The
acoustical radiated field is calculated under this approximation. A thick plate (elastic layer)
immersed in the fluid is studied in [16, 17, 18]. In [19, 20, 21, 22] plates governing by more
sophisticated equations of motion are studied.
There are several works devoted to transient processes in fluid-loaded elastic plates [23, 24].
In [25] the wave radiated by an plate excited by a pulse are studied. An expression for a first
arrival pulse is presented. The exchange pulse is not discussed. In [26] energy of the exchange
pulse is estimated. In [27, 28, 29] transient processes are studied numerically.
The current paper is organized as follows. In Section 2 the problems of wave excitation in
a gas / plate waveguide and in a plate loaded by a gas halfspace are formulated and solved
formally by Fourier transfromation. In Section 3 the problem for the integral for the waveguide
is computed rigorously by residue integration. In Section 4 the integral for plate loaded by
gas is estimated. For this, the crossings of branches of the dispersion diagram and the saddle
points on the dispersion diagrams are considered. In Appendix the standard integrals used for
2
the asymptotic study are described.
2 Formulation of the problems and integral representa-
tions of the field
2.1 Problem 1. Gas / plate waveguide
The geometry of the problem is as follows. A gas layer occupies the domain 0 < z < H in
the (x, z)-plane (see Fig. 1, left). An elastic plate made of an isotropic material is the layer
−h < z < 0. Assume that h is small and that the bending waves in the plate are described by
the linear thin plate theory [30].
The plate is stress-free at the surface z = −h, the contact conditions are fulfilled at the
surface z = 0, and the surface z = H is acoustically hard (impenetrable). The source is applied
to the plate at the point (0, 0) from above. The profile is the Dirac’s delta-function.
z
H
source
x
-h
gas
plate
z
source
x
gas
plate
Fig. 1: Geometry of Problem 1 (left) and Problem 2 (right)
Describe waves in the gas by the acoustic potential φ(t, x, z). The acoustic potential is
linked with the pressure p and the particle velocity components (vx, vz) by the relations [6]
p = ρ
∂φ
∂t
, vx = −∂φ
∂x
, vz = −∂φ
∂z
, (1)
where ρ is the (constant) gas density. The governing equation in the gas is the wave equation
(
∂2
∂x2
+
∂2
∂z2
− 1
c2
∂2
∂t2
)
φ(t, x, z) = 0, (2)
where c is the (constant) wave velocity in the gas.
Let ζ(t, x) be the vertical displacement of the plate. The equation of motion of the plate
can be written as [30]
(
T
∂4
∂x4
+ ρph
∂2
∂t2
)
ζ(t, x) + p(t, x, 0) = f0δ(t)δ(x). (3)
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Here ρp is the density of the plate,
T =
Eh3
12(1− ν2) (4)
is the flexural stiffness of the plate (E is the Young’s modulus of the elastic material, and ν is
the Poisson’s ratio), f0 is the amplitude of excitation.
The second term in the left-hand side of (3) is responsible for the gas loading, and the
right-hand side corresponds to the point source excitation.
The boundary conditions for the air layer are
∂φ
∂z
∣∣∣∣
z=H
= 0, (5)
∂φ
∂z
∣∣∣∣
z=0
= −∂ζ
∂t
. (6)
The aim is to find the pressure in the gas near the plate, i. e. the function p(t, x, 0). The
solution should be causal, i. e. the field components φ and ζ should be equal to zero for t < 0.
To solve the problem formulated as (2)–(4), introduce the Fourier transform with respect
to x and the Laplace transform with respect to t:
w˜(ω, k) =
1
4π2
∞∫
−∞
∞∫
0
w(t, x) exp{−ikx + iωt} dt dx, Im[k] = 0, Im[ω] > 0. (7)
The inverse of this transform is
w(t, x) =
∞∫
−∞
∞+iǫ∫
−∞+iǫ
w˜(ω, k) exp{ikx− iωt}dω dk, (8)
where ǫ is an arbitrary positive parameter.
Using these transformations, one can write down the acoustic pressure near the plate in the
form of a double integral
p(t, x, 0) =
ρf0
4π2
∞∫
−∞
∞+iǫ∫
−∞+iǫ
ω2 cos(γH) exp{ikx− iωt}
γ sin(γH) (Tk4 − ρphω2) + ω2ρ cos(γH)dω dk, (9)
where
γ = γ(ω, k) =
√
ω2/c2 − k2. (10)
The value of the square root (10) is selected in such a way that it has a positive imaginary part
on the whole integration plane of (8). One can see that this choice leads to continuous γ on
the integration plane.
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Let us make two simplifications of (9). First, let ρ be small, i. e. let the gas loading of
the plate be light. Some discussion of the conditions of a light, heavy and significant loading
for a plate can be found in [9, 11, 12]. The second term in the denominator can be neglected
comparatively to the first one on the whole integration plane:
p(t, x, 0) ≈ ρf0
4π2T
∞∫
−∞
∞+iǫ∫
−∞+iǫ
ω2 cos(γH) exp{ikx− iωt}
(k4 − σω2)γ sin(γH) dω dk, (11)
where
σ = ρph/T. (12)
The second simplification for (9) is to assume that the air waveguide is narrow, i. e. to take
|γH| ≪ 1. The assumption yields cos(γH) ≈ 1, sin(γH) ≈ γH , and
p(t, x, 0) ≈ − ρf0
4π2TH
∞∫
−∞
∞+iǫ∫
−∞+iǫ
ω2 exp{ikx− iωt}
(k4 − σω2)(k2 − ω2/c2)dω dk. (13)
Physically, only the piston mode is propagating in the acoustic waveguide. Representation (13)
is one of the simplest integrals possessing an exchange mode term in its asymptotics.
The denominator of (13) has two factors, related to the plate and to the air piston mode.
Introduce the complex dispersion diagrams dc1, d
c
2 as the sets
dc1 = {(ω, k) ∈ C2 | k4 − σω2 = 0}, dc2 = {(ω, k) ∈ C2 | k2 − ω2/c2 = 0}. (14)
The points of dc1 correspond to the plate mode, namely to a function
ζ(t, x) = ζ0e
ikx−ıωt,
which is a solution of the equation of motion for an unloaded plate without sources. The
similar statement is valid for the set dc2 and the gas layer with Neumann walls. Indeed, d
c
2 is
the dispersion diagram for piston modes in such a layer.
Introduce also the real dispersion diagrams
d1 = {(ω, k) ∈ R2 | k4 − σω2 = 0}, d2 = {(ω, k) ∈ R2 | k2 − ω2/c2 = 0}. (15)
These sets play an important role in asymptotic estimation of integrals.
Let (ω∗, k∗) be a crossing point of the diagrams d
c
1 and d
c
2:
ω∗ = c
2σ1/2, k∗ = cσ
1/2. (16)
All intersection of the dispersion diagrams d1 and d2 are as follows:
dc1 ∩ dc2 = {(0, 0), (ω∗, k∗), (−ω∗,−k∗), (ω∗,−k∗), (ω∗,−k∗)}. (17)
The real dispersion diagrams d1 and d2 and the crossing point (ω∗, k∗) are sketched in Fig. 2.
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Fig. 2: Real dispersion diagrams d1, d2 and the crossing point (ω∗, k∗)
2.2 Problem 2. 1D bending plate loaded by a 2D half-space
Let the gas occupy the half-plane z > 0, −∞ < x < ∞ and the plate (the same as in the
previous subsection) is attached to the half-plane along the line z = 0 (see Fig. 1, right). The
wave process in the gas is described by the wave equation (2), and the plate is described by
equation (3). Condition (5) is omitted, and (6) remains valid. It is not necessary to introduce
a radiation condition, since for a causal solution it should be valid automatically.
Let us look for the acoustic pressure in the gas near the plate, i. e. at z = 0. The solution
of the problem can be obtained using the same method as above:
p(t, x, 0) = −ρf0
4π2
∞∫
−∞
∞+iǫ∫
−∞+iǫ
ω2 exp{ikx− iωt}
iT (k4 − σω2)γ(ω, k) + ρω2dω dk. (18)
If the air loading is light, representation (18) can be simplified as follows:
p(t, x, 0) =
iρf0
4π2T
∞∫
−∞
∞+iǫ∫
−∞+iǫ
ω2 exp{ikx− iωt}
(k4 − σω2) γ(ω, k)dω dk. (19)
3 Computation of the integral (13)
The integral (13) can be easily computed analytically. The integrand is a regular function on
the real axis of k and near this real axis. For simplicity, assume that contour integration in the
k-plane coincides with the real axis almost everywhere, and bypasses above the points 0,±k∗.
Denote this contour by R+. This choice of the contour is arbitrary, and result remains the same
if the contour passes below the points 0,±k∗.
First, take the internal integral in the ω-domain using the residue method. The contour
of integration should be closed in the lower half-plane, since the factor e−iωt decays there for
t > 0. For a fixed k, there are four poles ω = ±kc, ω = ±σ−1/2k2, and all of them fall within
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the closed contour. The result is a
p(t, x, 0) = I1(t, x) + I2(t, x) + I3(t, x) + I4(t, x), (20)
where
I1,2(t, x) = ∓ iρf0c
3
4πTH
∫
R+
exp{ik(x∓ ct)}
k(k2 − k2∗)
dk, (21)
I3,4(t, x) = ± iρf0c
2
4πTHσ1/2
∫
R+
exp{ikx∓ iσ−1/2k2t}
k2 − k2∗
dk. (22)
The integrals I1,2 can be taken using the residue method:
I1,2(t, x) = 0, x > ±ct, (23)
I1,2(t, x) = ± ρf0c
4THσ
(2− exp{ik∗x∓ iω∗t} − exp{−ik∗x± iω∗t}) , x < ±ct. (24)
The integrals I3,4 can be expressed through the Fresnel’s integrals:
I3(t, x) =
ρf0c
4THσ
(
eik∗x−iω∗tC
(
σ1/4(x− 2ct)
2t1/2
)
− e−ik∗x−iω∗tC
(
σ1/4(x+ 2ct)
2t1/2
))
, (25)
I4(t, x) =
ρf0c
4THσ
(
e−ik∗x+iω∗tC¯
(
σ1/4(x− 2ct)
2t1/2
)
− eik∗x+iω∗tC¯
(
2σ1/4(x+ 2ct)
2t1/2
))
, (26)
where C(a) for real a is the Fourier integral defined by (108) in Appendix A3. Representations
(25) and (26) follow from the non-trivial formula (107).
The bar sign denotes the complex conjugation here and below.
Let us analyze the solution. Introduce the “formal velocity”
V ≡ x
t
. (27)
Consider the asymptotics x→∞, V = const. Introduce also the value
η =
c1/2
x1/2σ1/4
(28)
and the function
F±(x, V ) =
V 1/2
4
√
πx1/2σ1/4(V ∓ 2c) exp
{
i
(V ∓ 2c)2σ1/2x
4V
+ i
π
4
}
(29)
Use the asymptotics (109) and (110) for C(ξ) for |ξ| ≫ 1. As the result, if |V − 2c| ≫ η the
asymptotics is as follows:
p(t, x, 0) ≈ ρf0c
4HTσ
(u1(x, t) + u2(x, t) + u3(x, t)) + C.C. (30)
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where C.C. denotes the complex conjugated terms, u1(x, t) is the pulse mainly attributed to
the plate wave:
u1(x, t) = e
ik∗x−iω∗tF+(x, x/t)− e−ik∗x−iω∗tF−(x, x/t), (31)
u2(x, t) is the pulse mainly attributed to the piston wave in the gas waveguide:
u2(x, t) =
{
1, 0 < x/t < c,
0, x/t > c,
(32)
and u3 is what we call here the exchange pulse:
u3(x, t) =
{
exp{ik∗x− iω∗t}, c < x/t < 2c,
0, 0 < x/t < c or x/t > 2c,
(33)
Note that p(t,−x, 0) = p(t, x, 0) due to the problem symmetry.
In the intermediate zone |V − 2c| ∼ η the argument of function C is of order of 1. No
asymptotics of C can be used in this zone, so one should use the function C itself. For a fixed
large x, the width of the intermediate zone in the t variable is as follows:
∆t ∼ x
1/2
c3/2σ1/4
. (34)
Thus, this width grows as x1/2. It is important that this width grows, but slower than linearly.
The exchange pulse is a purely monochromatic pulse with a smooth front at V ≈ 2c and an
abrupt front at V = c. The values V = c and V = 2c are, thus, the boundaries of the domain
occupied by the exchange pulse in the (x, V ) plane. These values emerged in our research quite
naturally in the process of getting the explicit solution. We should note that 2c and c are the
values of the group velocity of the branches of the dispersion diagram at the crossing point
(ω∗, k∗). Below we discuss this feature in details and demonstrate that the exchange pulse
always have fronts linked to the group velocities of the interacting modes.
Note also that the field is continuous at x = ct.
4 Estimation of (19)
Unfortunately, the integral (19) cannot be taken explicitly. So our next aim is to develop a
technique of evaluation of such an integral in a general situation. As above, we fix the value
V = x/t and take x → ∞ to build the asymptotic procedure. The idea of the technique is
quite standard: the surface of integration should be deformed in such a way that the integrand
is exponentially small everywhere except neighborhoods of several “special points”. These
points are the saddle points on the real dispersion diagrams and the crossing points of the
dispersion diagrams. The integrals over the neighborhoods of the “special points” can be taken
approximately (asymptotically). Some typical integrals of this sort are listed in the Appendix.
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4.1 Overview of the surface deformation procedure
At each point of the branches dcj of the dispersion diagrams one can define the group velocity
vgr =
dω
dk
. (35)
The group velocities at the points of the real branches dj are real.
The saddle points on the real branches of the dispersion diagrams are the points at which
vgr = V . Let us find the position of the saddle point on d1, for which ω = σ
−1/2k2. The group
velocity is
vgr = 2σ
−1/2k. (36)
The saddle point has coordinates (ωs, ks) with
ωs = ωs(V ) =
σ1/2V 2
4
, ks = ks(V ) =
σ1/2V
2
. (37)
The main statement of the estimation procedure is as follows:
For almost all values of V , the terms of the field not decaying exponentially as x → ∞
are produced by the fragments of the integration surface that are located in neighborhoods of
either the saddle points on the real branches, or the crossing points of the real branches of the
dispersion diagrams.
The idea of the proof is as follows. Consider the integral (19) as an integral of an analytic
differential 2-form over some surface (smooth manifold) [31]:
u(x, V ) =
∫
Γ0
Ψ, (38)
where
Ψ =
exp{ix(k − ω/V )}
(k4 − σω2)γ(ω, k) dω ∧ dk, (39)
and Γ0 is an oriented manifold Im[k] = 0, Im[ω] = ǫ.
According to the 2D Cauchy’s theorem, one can deform continuously the manifold Γ0, and
the value of the integral should remain the same if the manifold does not cross the singular sets
dcj of the integrand form during the course of deformation.
To estimate the integral, one has to find a deformation of Γ0 into a new manifold Γ1, such
that the integrand is exponentially small almost everywhere, i. e. such that
x (Im[k]− Im[ω]/V )≫ 1. (40)
The neighborhoods on Γ1 where one cannot fulfill the inequality (40) are used to build the
estimation of the wave field components.
We consider only small deformations of Γ0. Since x is large, a small deformation is enough
to fulfill (40).
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Let the deformed integration manifold Γ1 be parametrized by real parameters (ω
′, k′) as
follows:
Γ1 : ω = ω
′ + if1(ω
′, k′), k = k′ + if2(ω
′, k′), (41)
where f1, f2 are some smooth real functions. The deformation process can be described using
a parameter χ ∈ [0, 1]. For this, introduce a family of integration surfaces:
Γ(χ) : ω = ω′ + iχf1(ω
′, k′) + i(1− χ)ǫ, k = k′ + iχf2(ω′, k′). (42)
One can see that
Γ(0) = Γ0, Γ(1) = Γ1.
4.2 Types of deformation of the surface of integration
Let (ω0, k0) be a real point belonging to the dispersion diagram dj . Consider a small complex
neighborhood of (ω0, k0). Let us describe the eligible deformations of Γ0 in this neighborhood,
i. e. the deformations in which the manifold of integration does not cross dcj.
Let the group velocity of the corresponding branch of the dispersion diagram at (ω0, k0) be
equal to v. Note that a point (ω, k) in this neighborhood belongs to the complex branch of the
dispersion diagram only if
Im[k] ≈ Im[ω]
v
(43)
(indeed, this is not a sufficient condition). This follows from the fact that
k − k0 ≈ ω − ω0
v
, (44)
and (43) is the imaginary part of (44).
Let the deformation of Γ0 in the neighborhood of (ω0, k0) be chosen in such a way that the
functions f1, f2 are locally constant. Consider the conditions (43) and (40) graphically. Let be
V > v. Take the coordinate plane (Im[ω], Im[k]). The fragment of the initial manifold Γ0 is
shown in this plane as a single point (ǫ, 0). Corresponding fragment of the deformed manifold
Γ1 is shown also as a single point (f1(ω0, k0), f2(ω0, k0)). The deformation process is the motion
along the segment connecting these points (see Fig. 3, left).
The inequality (40) is fulfilled is the resulting point (f1, f2) is located above the line Im[k] =
Im[ω]/V (with a margin of the height equal to 1/x). The line Im[k] = Im[ω]/V is shown by
the bold solid line in the figure.
The manifold Γ(τ) can hit the singularity only if the segment [Γ0,Γ1] crosses the line on
which (43) is valid. This line is shown dotted in the figure. This means that if the segment
[Γ0,Γ1] does not cross the dotted line, then the deformation is eligible.
An inverse statement is much more subtle, but it also can be proven: If the segment [Γ0,Γ1]
does cross the dotted line in the diagram, then Γ(τ) does cross the singularity set at some
points, and the deformation is not eligible.
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Fig. 3: Types of deformation of Γ0
One can see that the eligible deformation in the case V > v looks like it is shown in Fig. 3,
left. The point Γ1 belongs to the first quadrant of the coordinate plane. This deformation will
be referred to as a deformation of the “+” type.
If V < v then the eligible deformation is as shown in Fig. 3, center. The point Γ1 now
belongs to the third quadrant of the coordinate plane. This deformation will be referred to as
the deformation of the “−” type.
For the “special points” (the saddle points or the crossing points of the dispersion diagrams)
we need a deformation that does not obey (40), but still does not cross the singularities. Such
a deformation is called “0” type, and is shown in Fig. 3, right.
Let v grow continuously from v < V to v > V . The point Γ1 then goes far into the first
quadrant. One can see that the “+” type deformation cannot be transformed continuously
into the “−” type deformation. Therefore, between the domains of “+” type deformation
and “−” type deformation there should be a zone with “0” type deformation. This is a very
important conclusion, since the domains with “+” or “−” type deformation do not produce non-
vanishing field components, while the domains with the “0” type can produce such components.
Finally, if v < 0, only a “+” type deformation is eligible, and it looks as shown in Fig. 4.
The deformation should be made carefully only near the real branches of the dispersion
diagram. We assume that an eligible smooth deformation can be easily found in the rest of the
(ω′, k′)-plane, since there are no obstacles for deformation at such places. This is why, below
we indicate the type of the deformation only for the neighborhoods of the real branches of the
dispersion diagram.
4.3 Surface deformation for the integral (19)
In this subsection we analyze the deformation of the integration surface for (19) in terms of the
types of the deformation introduced above. Note that the singular sets of (13) and (19) are the
same, so the conclusions obtained here can be applied to (13) as well, and the exact solution is
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Fig. 4: Deformation of Γ0 when v < 0
known in this case.
The integrand of (19) has the real branches of the dispersion diagram named d1 and d2.
They are crossing at five points (17). The group velocity takes all values from −∞ to∞ on d1.
For each V 6= 0, there exist two saddle points on d1. On d2 the group velocity takes values ±c
only.
There are five crossing points of the dispersion diagrams. The group velocity on d1 is equal
to ±2c at the non-zero crossing points.
Let be V > 2c. Fig. 5, left, shows how the deformation type should be chosen in this case.
The saddle points on d1 are marked by symbol “s”. The “+”, “−”, and “0” types of surface
deformation are marked by corresponding signs.
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Fig. 5: Deformation diagram for V > 2c (left), and for c < V < 2c (right)
Consider the saddle point with positive ω and k. The group velocity on d1 is bigger than V
to the right of the saddle point and is smaller than V to the left of the saddle point. Thus, near
d1, one should choose the “−” type of the surface deformation to the right, and “+” type of
the deformation to the left. Since the deformation should be continuous, one should choose the
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“0” type of the deformation in the neighborhood of the saddle point. Thus, the saddle points
on d1 produce non-vanishing components of the wave field.
Indeed, there is some continuous transition between “0” type and the “+”/“−” types.
All other branches are labeled with “+” type deformation. In particular, for each of five
crossing points, all branches crossing at them are of the “+” type. Therefore, the vicinities of
the crossing points can be shifted according to the “+” type, and the crossing points do not
produce non-vanishing field components.
Let be c < V < 2c. Corresponding deformation diagram is shown in Fig. 5, right. The
neighborhood of the crossing point (ω∗, k∗) changes its status comparatively to Fig. 5, left.
The branch d1 should be deformed according to the “−” type, while d2 should be deformed
according to the “+” type. Since the deformation is continuous, the neighborhood of the
crossing point should be of the “0” type. Therefore, the the crossing point produces a non-
vanishing field component. Besides, the saddle point on d1 (also deformed according to the
“0” type) produces another field component.
Consider the case 0 < V < c. The diagram is shown in Fig. 6. The neighborhood of
the crossing point (ω∗, k∗) can now be deformed according to the “−” type, and thus it does
not produce non-vanishing field components. The crossing point (0, 0) should be deformed
according to the “0” type, since one branch crossing at this point is deformed according to the
“−” type, while all other branches are deformed according to the “+” type. Besides, there are
saddle points on d1 that also produce non-vanishing components.
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Fig. 6: Deformation diagram for 0 < V < c
When V ≈ 2c, the saddle point is close to the crossing point of the branches of the dispersion
diagram. This case produces an intermediate asymptotics and it should be considered in a
special way. The diagram is shown in Fig. 7, left. One can see that the zone of “0” type
deformation covers both the crossing point and the saddle point
The most sophisticated case is V ≈ c. In this case, the whole neighborhood of the branch
d2 is tangential to the line k = ω/V (see Fig. 7, right), and thus it cannot be analyzed locally.
Let us summarize this diagram consideration. The saddle point on d1 produces a non-
vanishing component for all V , the crossing point (0, 0) produces a non-vanishing component
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Fig. 7: Deformation diagram for V ≈ 2c (left), and for V ≈ c (right)
only for 0 < V < c, and the crossing point (ω∗, k∗) produces a non-vanishing component only
for c < V < 2c.
One can see that corresponding wave components are analogous to u1, u2, and u3 from (30)
for the integral (13). The last component is the exchange pulse. Thus, the qualitative analysis
based on deformation of the integration surface is in agreement with the exact solution.
Remark. The case V/c ≈ 0 requires a special consideration, since the “0”-deformation
zone is elongated in the vertical direction. However, this case is not considered in this paper,
since it requires more complicated standard integrals.
4.4 Local estimation of the integral (19)
According to the analysis of the surface integral deformation, if V is not close to 2c, c, or 0,
one can expect to obtain an asymptotic estimation of the field in the form
p(t, x, 0) ≈ u1(t, x) + u¯1(t, x) + u2(t, x) + u3(t, x) + u¯3(t, x), (45)
where the terms in the right are the following wave components:
u1 is produced by the saddle point on d1 with positive ω and k,
u¯1 is produced by the saddle point on d1 with negative ω and k,
u2 is produced by the crossing point of dispersion diagrams at (0, 0),
u3 is produced by the crossing point of dispersion diagrams at (ω∗, k∗),
u¯3 is produced by the crossing point of dispersion diagrams at (−ω∗,−k∗).
The terms u1 and u¯1 are non-zero for all V , the term u2 is non-zero for 0 < V < c, the
terms of the exchange pulse u3 and u¯3 are non-zero for c < V < 2c.
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In the zone V ≈ 2c the estimation of the field can be found in the form
p(t, x, 0) = u2c(t, x) + u¯2c(t, x), (46)
where u2c is the term produced by the crossing point (ω∗, k∗) and the neighboring saddle point.
In the zone V ≈ c the estimation of the field is as follows:
p(t, x, 0) = u1(t, x) + u¯1(t, x) + uc(t, x), (47)
where u1(t, x) is the saddle-point term introduced above, and uc(t, x) is the term produced by
the elongated zone located along the branch k = ω/c in Fig. 7, right.
The width of the zone V ≈ 2c can be estimated using a standard reasoning based on the
concept of the “domain of influence” [32]. Namely, V belongs to the intermediate zone if the
phase difference between the crossing point (ω∗, k∗) and the saddle point (ωs, ks) is of order of 1.
This happens if
x|(k∗ − ω∗/V )− (ks(V )− ωs(V )/V )| ∼ 1. (48)
Using (37), one can get the estimation |V −2c| ∼ η, where η is defined by (28), so (34) is valid.
To have a consistent set of asymptitotic expansions, the term u2c should have asymptotics
u2c ≈ u1 for V − 2c≫ η, (49)
u2c ≈ u1 + u3 for 2c− V ≫ η. (50)
Similarly, one can estimate the width of the intermediate zone V ≈ c. The condition is as
follows: the phase difference between the points (0, 0) and (ω∗, k∗) should be of order of 1:
x|k∗ − ω∗/V | ∼ 1, (51)
resulting in
|V − c| ∼ δv, δv = σ−1/2x−1. (52)
For consistency, function uc should have the following asymptotics:
uc ≈ u3 + u¯3 for V − c≫ δv, (53)
uc ≈ u2 for c− V ≫ δv. (54)
Estimation of u1
Approximate the algebraic factors of the integrand of (19) near (ωs, ks) as follows:
ω2
(k4 − σω2)√ω2/c2 − k2 ≈
c
2σ
√
V 2 − 4c2
1
k − σ1/4ω1/2 .
Evaluation of corresponding integral is shown in Appendix A2. The parameter µ is equal to 1.
The result of application of formula (93) is
u1(t, x) =
ρf0cV
3/2
4π1/2Tσ3/4x1/2
√
V 2 − 4c2 exp{ix(ks − ωs/V ) + 3πi/4}. (55)
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Estimation of u2
Approximate the algebraic function in the integrand near the origin as follows:
ω2
(k4 − σω2)√ω2/c2 − k2 ≈
i
σ
1
(k − ω/c)1/2(k + ω/c)1/2 . (56)
This approximation can be used if V is not very small comparatively to c. The integral
∫∫
exp{ikx− iωt}
(k − ω/c)1/2(k + ω/c)1/2dω dk
can be estimated as the integral (73) from Appendix A1. The parameters for the integral are
µ1 = µ2 = 1/2, ω† = 0, k† = 0, v1 = c, v2 = −c. Formula (88) can be applied. The result is
u2(t, x) = − ρf0cV
πTσx
√
c2 − V 2 . (57)
Estimation of u3
Estimate the algebraic function in the integrand near the point (ω∗, k∗) as follows:
ω2
(k4 − σω2)√ω2/c2 − k2 ≈
c1/2
4
√
2σ3/4
√
ω/c− k (k − σ1/4ω1/2) ≈ (58)
c1/2
4
√
2iσ3/4
√
k − ω/c (k − ω/(2c)− c√σ/2) .
To estimate the integral, one can use the method described in Appendix A1. This is the
integral of the type (73) with µ1 = 1, µ2 = 1/2, ω† = ω∗, k† = k∗, v1 = 2c, v2 = c. Formula
(87) can be used. The result is
u3(t, x) =
ρf0c
3/2V 1/2 exp{ik∗x− iω∗t+ 3πi/4}
2
√
2π1/2Tσ3/4x1/2
√
2c− V . (59)
Estimation of u2c
Assume that V ≈ 2c. Use the first approximation (58). Apply the procedure of estimation
described in Appendix A3. The standard integral is (95) with ω† = ω∗, k† = k∗, v1 = 2c, v2 = c,
α = (8σ1/2c3)−1.
The estimation of the integral is given by (115). The result is
u2c(t, x) =
iρf0c
7/4
4(2)1/4πTσ5/8x1/4
exp{ik∗x− iω∗t}B
(
x1/2σ1/4(2c− V )√
2c1/2
)
(60)
with B given by (111) and (106).
The asymptotics (112) and (113) provide (49) and (50).
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4.5 Non-local estimation of (19) for V ≈ c
Consider the case V ≈ c. Our aim is to build an estimation of the integral over a long spot
marked by “0” sign and located along the branch k = ω/c in Fig. 7, right. In other words, the
aim is to compute uc from (47).
Let be
t = x/c + δt. (61)
Change the order of integration in (19) and take the integral with respect to k for a fixed ω.
For this, shift the integration contour into the upper half-plane since the factor eikx decays
there. Note that there are two poles and a branch point in the upper half-plane of k. The
poles are k = k1(ω) = σ
1/4ω1/2 and k = ik1(ω), while the branch point is k = ω/c. After the
deformation, the contour will look as shown in Fig. 8.
Re[ ]k
Im[ ]k
w/ck ( )w1
ik ( )w1
Fig. 8: Deformation of integration contour in the k-domain
The integral can be written as
p(t, x, 0) = ur1(t, x) + ur2(t, x) + ub(t, x), (62)
where the first two terms are the residue integrals:
ur1(t, x) = − ρf0c
8πTσ3/4
∞+iǫ∫
−∞+iǫ
exp{ik1(ω)x− iωx/c− iω δt)}√
ω − ω∗ dω, (63)
ur2(t, x) = − iρf0c
8πTσ3/4
∞+iǫ∫
−∞+iǫ
exp{−k1(ω)x− iωx/c− iω δt)}√
ω + ω∗
dω, (64)
The branch point integral can be estimated for large x:
ub(x, t) ≈ ρf0e
iπ/4c9/2
2
√
2π3/2Tx1/2
∞+iǫ∫
−∞+iǫ
exp{−iω δt}
(ω2 − ω2∗)
√
ω
dω. (65)
The contours for the first two integrals can be deformed as it is shown in Fig. 9 and estimated
for large x. The result of the estimation for each integral is a sum of a saddle point term and
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Fig. 9: Contour integration for estimation of ur1 (left) and ur2 (right) in the ω-domain
of the branch cut term. We are interested only in the branch cut term, since the saddle point
terms are equal to u1 and u¯1 for V = c. Denote the branch cut terms of ur1 and ur2 by ur1b
and ur2b, respectively. Their estimations are
ur1b(t, x) ≈ −ρf0c
3/2 exp{−iω∗δt− iπ/4}
2
√
2Tπ1/2σ3/4x1/2
, ur2b(t, x) = u¯r1b(t, x) (66)
Estimate the integral (65). If δt < 0 the contour of integration can be closed in the upper
half-plane, and ub = 0. If δt > 0 the contour should be shifted into the lower half-plane. The
deformed contour is shown in Fig. 10. It consists of two polar terms and the branch term.
Let the polar terms for the poles ω = ω∗ and ω = −ω∗ be ubr1 and ubr2, respectively. Let the
branch cut integral be denoted by ubb:
ub = ubr1 + ubr2 + ubb. (67)
Re[ ]w
Im[ ]w
w
*-w*
e
g-
Fig. 10: Contour integration for estimation of (65) in the ω-domain
A detailed computation yields
ubr1(t, x) = −ur1b(t, x), ubr2(t, x) = −ur2b(t, x), (68)
ubb(t, x) =
ρf0e
iπ/4c9/2
2
√
2π3/2Tx1/2
∫
γ−
exp{−iω δt}
(ω2 − ω2∗)
√
ω
dω. (69)
The last expression can be rewritten as
ubb(t, x) = − ρf0c
3/2
√
2π3/2Tx1/2σ3/4
E(σ1/2c2δt), (70)
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where
E(a) =
∞∫
0
exp{−ξa}
(ξ2 + 1)
√
ξ
dξ. (71)
Some properties of function E(a) are displayed in Appendix A4.
Finally,
uc =
{
ur1b + u¯r1b, t < x/c,
ubb, t > x/c
(72)
From (66) if follows that
ur1b(t, x) = u3(t, x) for V = c.
This means that there is no intermediate zone before the front t = x/c, i. e. the representation
p = u1 + u3+C.C. remains valid for all t < x/c even for small x/c− t. Indeed, this guarantees
(53).
The property (117) can be used to establish validity of (54).
The width of the intermediate zone is δt ∼ σ−1/2c−2. This agrees with (52).
The property (118) yields that the field uc is continuous at t = x/c. This feature clarifies
the meaning of the asymptotics (70). One can see that the asymptotics (57) for u2 is singular
at V = c. However, the intermediate zone matches u2 with the exchange pulse u3+ u¯3 without
making the field singular.
The scheme of all asymptotics is shown in Fig. 11. This scheme shows the zones of validity
of asymptotics in the t-domain for a large fixed x. As we noted, the scheme does not cover
small values of V (i. e. large values of t). The matching rules (49), (50), (53), (54) guarantee
the consistency of the scheme.
0
x c/(2 )
x c/
t
11 uu +
cc uu 22 +
3311 uuuu +++
211 uuu ++
bb11 uuu ++
?
22/1~ -- cs
2/12/34/1~ xc--s
exchangepulse
Fig. 11: Zones of validity of different asymptotics for a fixed x
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5 Concluding remarks
The paper can be summarized as follows. The integrals (13) and (19) are analyzed. Both
integrals describe non-stationary wave processes in two-component systems with a high density
contrast between the subsystems. The expressions (13) and (19) are 2D Fourier integrals. The
denominators of the integrands have zero sets that are crossing.
The paper contains an exact computation of (13) and an asymptotic estimation of (19).
In both cases we find a monochromatic pulse existing for x/(2c) < t < x/c. The frequency
and the wavenumber of this pulse are equal to those of the point of phase synchronism of the
subsystems. That is why, we call it the exchange pulse.
A general scheme of estimation of a 2D Fourier integral is presented. The procedure of
estimation is based on the fact that the field components are produced by saddle points on the
branches of the dispersion diagrams and by crossing points of the branches of the dispersion
diagrams. A set of “standard integrals” related to such points are given in Appendix.
The work can be continued in three directions. First, one can consider avoiding–crossings
instead of crossings of the dispersion diagrams. As it is known [12, 26], this is a more realistic
situation emerging when the contrast between subsystems is not very high. Second, one can
study the field at the observation point not close to the horizontal surface. This leads to
appearance of the factor exp{iγz}, which makes the estimation procedure different. Third,
one can introduce and study more “standard integrals”. For example, finding the asymptotics
of (19) for V/c ≈ 0 requires a standard integral with two square root singularities, two polar
singularity and a double zero.
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Appendix. Standard local integrals
A1. Crossing of two singular sets
Consider the integral
I(x, V ) =
∞∫
−∞
∞+iǫ∫
−∞+iǫ
exp{ix(k − ω/V )}
(k − ψ1(ω))µ1(k − ψ2(ω))µ2 dω dk (73)
with
ψ1,2(ω) = k† +
ω − ω†
v1,2
, (74)
where ω†, k†, v1, v2 are some real values. One can see that the integrand of (73) has two singular
sets (lines):
k = ψ1,2(ω).
The lines are crossing at the point (ω†, k†). The values v1 and v2 are group velocities of the
“dispersion diagrams” k = ψ1,2(ω) at the crossing point. Let be v1 > v2. We do not assume
that v1 and v2 are positive.
Let us find the asymptotics of I as V = const > 0 and x→∞.
Real parameters µ1,2 determine the type of singularities. We are particularly interested in
the cases µ = 1 (a polar set), or µ = 1/2 (a branching with integrable singularity). Assume for
definiteness that the function (·)µ is positive real if the argument is positive real, and that this
function is continuous on the integration surface.
Introduce the variables
η1,2 = k − ψ1,2(ω) = (k − k†)− ω − ω†
v1,2
. (75)
The integral I can be rewritten as
I(x, V ) =
v1v2 exp{ix(k† − ω†/V )}
v1 − v2 × (76)
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∞−iǫ/v1∫
−∞−iǫ/v1
exp
{
ix(V − v2)v1η1
V (v1 − v2)
}
dη1
ηµ11
∞−iǫ/v2∫
−∞−iǫ/v2
exp
{
ix(v1 − V )v2η2
V (v1 − v2)
}
dη2
ηµ22
.
Note that the integration contour in the plane ηj , j = 1, 2, passes below the real axis if
vj > 0 and above the real axis if vj < 0. Using this fact, close the contours of integration in
appropriate half-planes and obtain that
I(x, V ) = 0 if V < v2 or V > v1. (77)
If v2 < V < v1, then
I(x, V ) =
v1v2 exp{ix(k† − ω†/V )}
v1 − v2 Ic
(
µ1,
x(V − v2)v1
(v1 − v2)V
)
Ic
(
µ2,
x(v1 − V )v2
(v1 − v2)V
)
, (78)
Ic(µ, a) ≡
∫
γ
exp{iaξ}
ξµ
dξ, (79)
where γ = γ+ if a > 0 and γ = γ− if a < 0. Contours γ+ and γ− are shown in Fig. 12.
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Fig. 12: Deformed contours of integration in the η-plane
Compute Ic(µ, a). If µ is not a positive integer then
Ic(µ, a) = e
πi(1−µ)/2(1− e2πiµ)aµ−1Γ(1− µ) if a > 0, (80)
Ic(µ, a) = e
πi(µ−1)/2(1− e−2πiµ)(−a)µ−1Γ(1− µ) if a < 0, (81)
Γ(·) is the Gamma-function.
If µ is a positive integer than
Ic(µ, a) =
2πeπiµ/2aµ−1
(µ− 1)! if a > 0, (82)
Ic(µ, a) = −2πe
πiµ/2aµ−1
(µ− 1)! if a < 0. (83)
In particular, for positive a
Ic(1, a) = 2πi, (84)
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Ic(1/2, a) =
2eπi/4
√
π√
a
. (85)
Let be v1 > V > v2 > 0, µ1 = µ2 = 1. Then
I(x, V ) =
4π2v1v2 exp{ix(k† − ω†/V )}
v2 − v1 . (86)
Let be v1 > V > v2 > 0, µ1 = 1, µ2 = 1/2. Then
I(x, V ) = −4π
3/2v1v
1/2
2 V
1/2 exp{ix(k† − ω†/V )− πi/4}
x1/2(v1 − v2)1/2(v1 − V )1/2 . (87)
Finally, let be v2 < 0 < V < v1, µ1 = µ2 = 1/2. Then
I(x, V ) =
4π
√−v1v2 V exp{ix(k† − ω†/V )}
x
√
(v1 − V )(V − v2)
. (88)
A2. A saddle point on a singular set
Consider the integral
I(x, V ) =
∞∫
−∞
∞+iǫ∫
−∞+iǫ
exp{ix(k − ω/V )}
(k − ψ(ω))µ dω dk, (89)
where
ψ(ω) = ks +
ω − ωs
V
− α(ω − ωs)2. (90)
Parameters µ, ωs, ks, α are real. Parameter ǫ is small. One can see that the point (ωs, ks) is a
saddle point of the integral on the dispersion diagram k = ψ(ω). Indeed,
α = −2d
2ψ(ωs)
d2ωs
.
Introduce the coordinates
η = k − ψ(ω) = (k − ks)− ω − ωs
V
+ α(ω − ωs)2, ξ = ω − ωs. (91)
After a deformation of the integration surface, obtain
I(x, V ) = exp{ix(ks − ωs/V )}
∞∫
−∞
∫
γ+
exp{ix(η − αξ2)}
ηµ
dη dξ. (92)
The integral can be taken:
I(x, V ) = exp{ix(ks − ωs/V )}Ic(µ, x)Ia(αx), (93)
where
Ia(ξ) =
{
exp{−iπ/4}√π/ξ, ξ > 0,
exp{iπ/4}√−π/ξ, ξ < 0. (94)
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A3. A saddle point near a crossing point of singular sets
Consider the integral
I(x, V ) =
∞∫
−∞
∞+iǫ∫
−∞+iǫ
exp{ix(k − ω/V )}
(k − ψ1(ω))µ1(k − ψ2(ω))µ2 dω dk, (95)
ψ1(ω) = k† +
ω − ω†
v1
− α(ω − ω†)2, (96)
ψ2(ω) = k† +
ω − ω†
v2
, (97)
Let be v1 > v2 > 0. Assume that V ≈ v1, i. e. the saddle point belongs to the branch k = ψ1(ω).
Introduce the variables
η1 = k − ψ1(ω) = (k − k†)− ω − ω†
v1
+ α(ω − ω†)2, (98)
η2 = k − ψ2(ω) = (k − k†)− ω − ω†
v2
. (99)
Solve the equations
η1 = δk − δω
v1
+ α(δω)2, η2 = δk − δω
v2
with respect to the variables δω = ω−ω† and δk = k−k†. To get convenient formulae, assume
that the term α(δω)2 is small, and the equation can be solved iteratively. After the second
iteration obtain
δk ≈ v1η1 − v2η2
v1 − v2 − α
v31v
2
2
(v1 − v2)3 (η1 − η2)
2, (100)
δω ≈ v1v2
v1 − v2 (η1 − η2)− α
v31v
3
2
(v1 − v2)3 (η1 − η2)
2. (101)
Using these approximations, write the exponential factor of I in the form
exp
{
ix
(
k − ω
V
)}
≈ exp
{
ix
(
k† − ω†
V
)}
× (102)
exp
{
ix(V − v2)v1
(v1 − v2)V η1 +
ix(v1 − V )v2
(v1 − v2)V η2 −
iαxv31v
2
2(V − v2)
(v1 − v2)3V (η1 − η2)
2
}
.
Since V ≈ v1, the factor v1 − V in the second term is small, and the size of the integration
domain in η2 is much bigger than the size in η1. Thus, one can replace (η1 − η2)2 by η22:
exp
{
ix
(
k − ω
V
)}
≈ exp
{
ix
(
k† − ω†
V
)}
× (103)
exp
{
ix(V − v2)v1
(v1 − v2)V η1 +
ix(v1 − V )v2
(v1 − v2)V η2 −
iαxv31v
2
2(V − v2)
(v1 − v2)3V η
2
2
}
.
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The integral I can be written approximately as
I(x, V ) ≈
v1v2 exp{ix(k† − ω†/V )}
v1 − v2 Ic
(
µ1,
x(V − v2)v1
(v1 − v2)V
)
Is
(
µ2,
x(v1 − V )v2
(v1 − v2)V ,
αxv31v
2
2(V − v2)
(v1 − v2)3V
)
, (104)
where
Is(µ, a, b) =
∫
γs
exp{iaξ − ibξ2}
ξµ
dξ = b(µ−1)/2 Iˆs(µ, a/
√
b), (105)
Iˆs(µ, ξ) =
∫
γs
exp{i(τξ − τ 2)}
τµ
dτ, (106)
where the contour of integration of integration is shown in Fig. 13.
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Fig. 13: Contour γs
Function Iˆs is rather complicated. We consider two cases. For µ = 1
Iˆs(1, ξ) = 2πi(1− C(ξ/2)), (107)
where C is the Fresnel integral
C(ξ) =
1√
πi
∞∫
ξ
eiζ
2
dζ. (108)
The well-known formula (107) can be proven by differentiation of (106) with respect to ξ.
The Fresnel integral (108) has asymptotics for real a
C(ξ) =
exp{iξ2 + iπ/4}
2
√
πξ
, for ξ ≫ 1, (109)
C(−ξ) = −exp{iξ
2 + iπ/4}
2
√
πξ
+ 1, for ξ ≫ 1. (110)
If µ = 1/2 the function
B(ξ) ≡ Iˆs(1/2, ξ) (111)
can be expressed through the functions of the parabolic cylinder [32]. However, it is simple
to tabulate B(ξ) directly by using the definition (106). The real and imaginary part of the
function computed numerically are plotted in Fig. 14.
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Fig. 14: Numerically computed function B(ξ)
Function B(ξ) has the following asymptotics for real ξ:
B(ξ) ≈
√
2π
ξ
exp{i(ξ2 − π)/4}+ 2
√
π
ξ
eπi/4 for ξ ≫ 1, (112)
B(−ξ) ≈
√
2π
ξ
exp{i(ξ2 + π)/4} for ξ ≫ 1, (113)
The asymptotics (112) and (113) describe function B(ξ) well enough from |ξ| ∼ 3. The maxi-
mum value of B(ξ) is equal to 3.727.
Finally, an approximation of (95) for µ1 = µ2 = 1 can be obtained by combining (104),
(107), and (84) and taking V ≈ v1:
I(x, V ) ≈ 4π
2v1v2 exp{ix(k† − ω†/V )}
v1 − v2 C
(
x1/2(V − v1)
2α1/2v21
)
. (114)
Similarly, for µ1 = 1, µ2 = 1/2 obtain the approximation
I(x, V ) ≈ 2πi
(αx)1/4
√
v1v2
v1 − v2 exp{ix(k† − ω†/V )}B
(
x1/2(v1 − V )
α1/2v21
)
. (115)
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A4. A special function for the non-local estimation
Consider the integral defined for real ξ > 0
E(ξ) =
∞∫
0
e−ξτ
(1 + τ 2)
√
τ
dτ. (116)
The graph of this function is shown in Fig. 15.
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
2
ξ
E(
ξ)
Fig. 15: Numerically computed function E(ξ)
Function E has the following asymptotics for ξ ≫ 1:
E(ξ) ≈
√
π√
ξ
. (117)
We also note that
E(0) =
π√
2
. (118)
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