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Introduccio´n
Se puede situar el inicio de la o´ptica de la´minas delgadas en el descubrimiento, reali-
zado de modo independiente en el siglo XVII por Robert Boyle y Robert Hooke, del
feno´meno que hoy denominamos “anillos de Newton”. La formacio´n de dichos anillos
esta´ originada por las interferencias que se producen en una la´mina de espesor variable.
Sin embargo, en aquella e´poca la teor´ıa ondulatoria de la luz no estaba suficientemente
asentada y la adecuada explicacio´n de e´sta y otras observaciones realizadas en la
misma e´poca por Sir Isaac Newton se retraso´ durante unos 150 an˜os.
Hubo que esperar hasta 1801 para que, en una Bakerian Lecture en la Royal
Society, Thomas Young enunciara el principio de interferencia de la luz y diera una
primera explicacio´n satisfactoria del feno´meno.
La teor´ıa de Young estuvo lejos de tener una aceptacio´n universal. El reconoci-
miento se produjo lentamente y dependio´ mucho del trabajo de Augustin J. Fresnel,
que, de forma independiente, tambie´n llego´ a la teor´ıa ondulatoria de la luz. Fresnel
combino´ el principio de interferencia de Young y las ideas sobre la propagacio´n de la
luz de Huygens en una elegante teor´ıa de la difraccio´n, dando un so´lido fundamento
a la teor´ıa ondulatoria de la luz.
En el estudio del comportamiento de la luz en la´minas delgadas son fundamentales
las leyes de Fresnel que gobiernan la amplitud y la fase de la luz reflejada y transmitida
en una frontera entre dos medios. Fue Fresnel quien sumo´ por primera vez una serie
infinita de rayos para determinar la transmitancia de un conjunto de la´minas de vidrio
superpuestas. Simeon D. Poisson, en correspondencia con Fresnel, incluyo´ los efectos
de la interferencia en dicha suma. As´ı se llego´ al importante resultado de que una
la´mina de media onda no modifica la reflectancia en una frontera y una la´mina de
cuarto de onda de ı´ndice de refraccio´n (n0ns)1/2 reduce a cero la reflectancia en la
frontera entre dos medios de ı´ndices n0 y ns.
En 1873 se publico´ el fundamental trabajo de James Clerk Maxwell A Treatise on
Electricity and Magnetism. En sus ce´lebres ecuaciones se tiene la formulacio´n de la
teor´ıa electromagne´tica de la luz. La unificacio´n teo´rica de los feno´menos ele´ctricos
con los magne´ticos y con la o´ptica se puede considerar, sin temor a exagerar, un hito
en la historia del pensamiento. Por otra parte, se puede asegurar que las aplicaciones
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pra´cticas de la teor´ıa, que han ido teniendo lugar a lo largo de los an˜os, han cambiado
la vida diaria de la humanidad.
Durante el siglo XIX fue notable el progreso de la interferometr´ıa, siendo significa-
tivo el desarrollo del interfero´metro de Fabry-Perot, de grand´ısima importancia para
la espectroscop´ıa. La construccio´n y mejora de dicho dispositivo provoco´ los primeros
estudios de sistemas o´pticos que involucraban la´minas delgadas.
Ya en el siglo XX, en torno a la de´cada de 1930, el desarrollo de este tipo de
filtros interferenciales experimenta un gran avance, toma´ndose este periodo como el
principio de los modernos recubrimientos o´pticos con la´minas delgadas. El factor ma´s
importante en la ra´pida expansio´n de estos recubrimientos fue el e´xito en el proceso
de fabricacio´n, una vez solventados los problemas en las te´cnicas de evaporacio´n al
vac´ıo.
Es incuestionable, por omnipresente, la importancia de la tecnolog´ıa actual de las
multicapas o´pticas. Los recubrimientos interferenciales se utilizan en pra´cticamente
todos los sistemas o´pticos que se disen˜an: en sistemas antirreflejantes para determi-
nadas longitudes de onda o, por el contrario, en el disen˜o de espejos “perfectos”.
Tambie´n en la obtencio´n de sistemas que absorben toda la radiacio´n incidente sobre
ellos y, en concreto, en el disen˜o de estructuras o´pticas para detectores de infrarrojo,
bolo´metros, etc.
Como hoy es bien conocido, para hacer una evaluacio´n precisa del comportamiento
de la luz en estos filtros, se deben tener en cuenta los efectos de las reflexiones mu´ltiples
y las propagaciones en cada una de las la´minas que los componen. Esto puede conllevar
ca´lculos extremadamente complejos si aumenta el nu´mero de la´minas que componen el
sistema. No es de extran˜ar, por tanto, que el disen˜o de multicapas en el visible y fuera
de e´l haya experimentado un desarrollo extraordinario a partir de los procedimientos
de ca´lculo nume´rico que realizan los ordenadores.
Intimamente relacionado con lo anterior esta´ la introduccio´n de me´todos matri-
ciales. Fue Florin Abele`s quien propuso, por primera vez, en su tesis doctoral, defen-
dida en 1950, la descripcio´n de una multicapa como un elegante producto de matrices
2×2, cada una de las cuales representa a una la´mina.
En otro orden de cosas, y muy alejado del tema que venimos tratando, la teor´ıa de
la relatividad de Albert Einstein ha llegado a convertirse, desde su publicacio´n en 1905,
en uno de los lugares comunes de la f´ısica, tan firmemente asentada como las leyes de
Newton de la meca´nica cla´sica, las ecuaciones de Maxwell del electromagnetismo o la
ecuacio´n de Schro¨dinger de la meca´nica cua´ntica.
Los or´ıgenes de la teor´ıa de la relatividad especial yacen en el electromagnetismo.
De hecho, puede decirse que el desarrollo de las ecuaciones de Maxwell forzo´ la
aparicio´n de la relatividad especial. El hecho de que la forma de la ecuacio´n de ondas
no es invariante frente a transformaciones galileanas y las complicaciones sucesivas
a que fue dando lugar la hipo´tesis del e´ter, junto a la demostracio´n (por Lorentz y
Poincare´) de que las ecuaciones de Maxwell son invariantes frente a lo que hoy cono-
xi
cemos como transformaciones de Lorentz, condujeron a Einstein a formular su teor´ıa,
basada exclusivamente en dos postulados. El postulado de relatividad que asegura
que las leyes de la f´ısica y los resultados de los experimentos tienen que ser indepen-
dientes del sistema de referencia inercial utilizado y el postulado de la constancia de
la velocidad de la luz, que es independiente del movimiento de la fuente.
El punto de partida del trabajo que se expone en esta memoria reside precisamente
en la analog´ıa formal que se puede establecer entre el grupo de transformaciones
de Lorentz y el de matrices de transferencia que describen las propiedades de las
multicapas o´pticas.
La memoria esta´ estructurada como se detalla a continuacio´n. Por razones de
completitud y para introducir la notacio´n empleada, en el primer cap´ıtulo se incluye
una recapitulacio´n del formalismo de la matriz de transferencia para un sistema lineal
con dos entradas y dos salidas. Este formalismo es el que se utiliza a lo largo de toda la
memoria para describir la accio´n de una multicapa sobre una onda electromagne´tica
plana. En concreto, se demuestra que la matriz de transferencia para una multicapa
transparente pertenece al grupo de Lie SU(1,1).
En el cap´ıtulo 2 se estudia con detalle el homomorfismo entre el citado grupo
SU(1,1) y el de las transformaciones de Lorentz de la relatividad especial en dos
dimensiones espaciales, llamado habitualmente SO(2,1).
En el cap´ıtulo 3 se incluye la interpretacio´n de la accio´n de una multicapa en
el marco de la geometr´ıa hiperbo´lica. Por proyeccio´n estereogra´fica del hiperboloide
unidad de dos hojas asociado a SO(2,1), la accio´n de una matriz de SU(1,1) es inter-
pretada como una transformacio´n bilineal entre puntos del c´ırculo unidad.
Por otra parte, el isomorfismo con el grupo SL(2,R) –que es el grupo natural de
la o´ptica geome´trica de rayos– permite trasladar la estructura geome´trica definida en
el c´ırculo unidad al semiplano complejo superior. El valor de la traza de la matriz
de transferencia nos permitira´ clasificar el grupo SU(1,1) en tres tipos diferentes de
matrices. Cada uno de ellos presenta o´rbitas bien definidas en el c´ırculo unidad. Se
establece, asimismo, una correspondencia con las o´rbitas en el hiperboloide unidad y
tambie´n en el semiplano complejo y se realiza una interpretacio´n f´ısica de la accio´n
de los tres tipos de matrices en cada uno de los grupos mencionados. Para terminar el
cap´ıtulo, se estudian algunos ejemplos concretos de multicapas o´pticas y se establece
un criterio de la condicio´n de estabilidad de reflectancia nula para sistemas sime´tricos.
En las u´ltimas de´cadas se ha dedicado un trabajo ingente al estudio de los sistemas
perio´dicos, principalmente en la f´ısica del estado so´lido. El origen de estas investiga-
ciones se centra en el comportamiento de los electrones en cristales perfectos. Es
evidente la importancia tanto teo´rica como aplicada de este problema.
El formalismo descrito en los cap´ıtulos anteriores proporciona una nueva y
poderosa te´cnica para el estudio de sistemas perio´dicos. As´ı, en el cap´ıtulo 4, se
caracterizan los tres tipos ba´sicos de la reflectancia de estos sistemas en relacio´n con
el valor de la traza de la matriz de transferencia del periodo ba´sico. Se obtienen expre-
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siones exactas de la reflectancia en funcio´n del nu´mero de periodos y se establece un
criterio novedoso para su optimizacio´n en espejos “perfectos” para todos los a´ngulos
de incidencia, que han sido llamados reflectores omnidireccionales.
En el cap´ıtulo 5 se presenta una forma alternativa de la matriz de transferen-
cia para determinar la reflectancia en sistemas cuasi-perio´dicos, tipo Fibonacci, en
funcio´n de la traza y la antitraza de dicha matriz. Estos sistemas formados por se-
cuencias de Fibonacci han recibido mucha atencio´n en la literatura en los u´ltimos
an˜os. Como continuacio´n del trabajo realizado se propone un proyecto para el futuro:
la comparacio´n entre la eficiencia, en orden a ma´xima reflectancia omnidireccional,
entre sistemas perio´dicos o sistemas cuasi-perio´dicos con el mismo, o parecido, nu´mero
de capas.
Por u´ltimo, se incluyen las principales conclusiones de los resultados originales
obtenidos a lo largo de este trabajo.
Finalmente, aunque el estudio realizado nos ha permitido formular los dos criterios
mencionados (estabilidad de la condicio´n de reflectancia nula y, por otra parte, re-
flectancia omnidireccional ma´xima) que pueden tener importancia pra´ctica, nos parece
importante sen˜alar aqu´ı que, por encima de estos resultados, el formalismo que se pre-
senta es muy general y ba´sico y, en nuestra opinio´n, constituye un elegante marco para
analizar las prestaciones de las multicapas o´pticas relaciona´ndolo con otros campos
de la f´ısica, en particular con la teor´ıa especial de la relatividad y la o´ptica geome´trica
paraxial, que nos parece algo ma´s que una simple curiosidad.
1 La matriz de transferencia
La importancia de la matriz de transferencia es incuestionable en todos los campos de
la f´ısica y de la ingenier´ıa. Las referencias que se pueden encontrar sobre este asunto
en la literatura son abundant´ısimas.
Desde el trabajo pionero de Abele`s, el empleo de matrices 2×2 es lugar comu´n en
el estudio de la reflexio´n y transmisio´n de la luz por estructuras estratificadas. La base
de este tratamiento es el hecho de que las ecuaciones que gobiernan la propagacio´n
de la luz en medios homoge´neos e iso´tropos son lineales.
En este cap´ıtulo resumimos el formalismo de la matriz de transferencia que re-
presenta las propiedades de cualquier estructura estratificada. Como veremos, si se
conocen a priori los elementos que forman la estructura, la matriz de transferencia
puede obtenerse como un producto ordenado de las matrices que describen los efectos
individuales de las fronteras y las de propagacio´n dentro de las la´minas que componen
la multicapa.
Parece importante mencionar que nuestro formalismo no es ide´ntico al de Abele`s
sino que nos basaremos en el de Hyfield y White que se recoge en el libro de R. M. A.
Azzam y N. M. Bashara Ellipsometry and Polarized Light, incluido en las referencias.
Demostraremos que cuando los medios ambiente y sustrato que rodean a una
multicapa son ide´nticos, su matriz de transferencia tiene determinante unidad. Para
el caso ma´s espec´ıfico de las multicapas transparentes la matriz de transferencia es un
elemento del grupo SU(1,1). Por u´ltimo realizamos unas observaciones comparando
la matriz de transferencia con la de scattering, de tan amplia utilizacio´n en meca´nica
cua´ntica.
1.1 Ondas electromagne´ticas planas
El campo electromagne´tico ma´s simple que se puede considerar es una onda plana. En
este caso la dependencia espacial y temporal del vector campo ele´ctrico viene dada
por una funcio´n en la forma
E(r, t) = E(ωt− k · r), (1.1)
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donde ω es la frecuencia angular y k, vector de ondas, da la direccio´n y sentido
de propagacio´n. Si la onda es armo´nica, la dependencia temporal viene dada por la
funcio´n cosωt y, usando la notacio´n exponencial compleja habitual, el vector campo
puede escribirse
E(r, t) = E0(r)e−iωt. (1.2)
Fijado k, se define una base formada por tres vectores reales εx, εy, εz = k/|k|,
tales que
εi · εj = δij , εi × εj = εl, (1.3)
donde los sub´ındices recorren los valores x, y, z. Estos vectores forman, por tanto, un
triedro ortonormal de orientacio´n positiva. Si se supone que la onda se propaga en la
direccio´n positiva del eje Z de un sistema de coordenadas cartesiano, el vector campo
ele´ctrico puede expresarse como
E(z, t) = [Exei(kz+δx)εx + Eyei(kz+δy)εy]e−iωt, (1.4)
donde Ex,y y δx,y representan, respectivamente, la amplitud y la fase de la vibracio´n
a lo largo de cada uno de los ejes coordenados. El hecho de que haya u´nicamente
dos amplitudes independientes para cada valor de k corresponde a la bien conocida
propiedad de que la luz so´lo tiene dos polarizaciones independientes.
El campo magne´tico de la onda puede escribirse, en analog´ıa con (1.2), como
H(r, t) = H0(r)e−iωt, (1.5)
y la condicio´n de transversalidad en las ondas planas se traduce en que
k×E = µωH. (1.6)
Puesto que las componentes de una onda monocroma´tica vibran de forma sinu-
soidal con el tiempo, a la misma frecuencia en todos los puntos del espacio, puede
suprimirse esta informacio´n temporal y, una vez fijadas como x e y las direcciones de
las componentes linealmente polarizadas de la onda, se la puede representar por un





Si se considera el campo en un plano fijo transversal al vector de ondas, por ejemplo





1.2 Reflexio´n y refraccio´n en una frontera plana 3
El vector E(0) contiene toda la informacio´n acerca de la amplitud y la fase de la
onda plana monocroma´tica. La dependencia con z puede escribirse como
E(z) = eikz E(0). (1.9)
A partir de (1.9), el campo completo (1.4) se obtiene como
E(z, t) = E(0) e−i(ωt−kz). (1.10)
1.2 Reflexio´n y refraccio´n en una frontera plana
Consideremos la reflexio´n y la refraccio´n de una onda plana armo´nica cuyo vector de
ondas forma un a´ngulo θ0 con la normal a la frontera plana entre dos medios semi-
infinitos, lineales, homoge´neos e iso´tropos (lo que sera´ supuesto durante toda esta
memoria), que llamaremos medios 0 y 1, con ı´ndices de refraccio´n, en general com-
plejos, N0 y N1, respectivamente. El ı´ndice de refraccio´n complejo puede expresarse
en la forma
N = n+ iκ, (1.11)
donde n es el ı´ndice de refraccio´n y κ el ı´ndice de extincio´n. Se supondra´ que el
cambio de ı´ndices en la frontera es abrupto (una funcio´n escalo´n) y se escogera´ el eje
















Figura 1.1. Reflexio´n y refraccio´n de una onda plana en la frontera entre dos medios.
La onda incidente desde el medio 0 da lugar a una onda reflejada en el mismo
medio y a una transmitida en el medio 1 (Figura 1.1). Los a´ngulos de incidencia, θ0, y
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de refraccio´n, θ1, se miden desde la normal a la frontera. El campo total en los medios
0 y 1 obedece a las ecuaciones de Maxwell y cumple las condiciones de contorno en
la frontera [AB87, BW99], lo que implica que:
1.- Las direcciones de propagacio´n de las ondas incidente, reflejada y transmitida
esta´n en el mismo plano, llamado de incidencia, perpendicular al plano de la frontera.
2.- El a´ngulo de reflexio´n es igual al de incidencia.
3.- Los a´ngulos de incidencia y de refraccio´n satisfacen la ley de Snell
N0 sen θ0 = N1 sen θ1. (1.12)
Si los medios 0 y 1 son transparentes y no hay reflexio´n total interna, los ı´ndices N0
y N1 y los a´ngulos θ0 y θ1 son reales. En este caso, la representacio´n de la Figura 1.1
se ajusta perfectamente a la f´ısica del problema. Si hay reflexio´n total interna o si uno
(o los dos) medios son absorbentes, los a´ngulos θ0 y θ1 son, en general, complejos. En
este caso, la discusio´n continu´a teniendo sentido formalmente, pero la representacio´n
gra´fica del campo se complicar´ıa enormemente [Sto63].
Para una onda incidente de amplitud y polarizacio´n dadas, la amplitud y polariza-
cio´n de las ondas reflejada y transmitida se determinan imponiendo la continuidad de
las componentes tangenciales de los vectores campo ele´ctrico E y campo magne´tico
H a trave´s de la frontera. Puede demostrarse que, cuando los dos medios son ho-
moge´neos e iso´tropos, como estamos suponiendo, si la onda incidente esta´ linealmente
polarizada con el vector campo ele´ctrico vibrando paralelo al plano de incidencia (po-
larizacio´n p), las ondas reflejada y transmitida tienen la misma polarizacio´n, con sus
vectores ele´ctricos vibrando tambie´n paralelos al plano de incidencia. Cuando la onda
incidente esta´ linealmente polarizada con el vector ele´ctrico oscilando perpendicular-
mente al plano de incidencia (polarizacio´n s), las ondas reflejada y la transmitida
tienen tambie´n polarizacio´n s.
Como una onda plana siempre esta´ totalmente polarizada, las ondas incidente,
reflejada y transmitida, pueden descomponerse en sus componentes p y s, tratarse
separadamente cada una de ellas, y finalmente combinar los resultados obtenidos. Por
eso, en lo sucesivo, so´lo trabajaremos con las polarizaciones ba´sicas p y s.
1.2.1 Coeficientes de Fresnel y relaciones de Stokes




p las amplitudes, para polarizacio´n p, de los campos incidente,
reflejado y transmitido, respectivamente, en los puntos situados inmediatamente antes





pondientes amplitudes para polarizacio´n s. Teniendo en cuenta la continuidad de la
componente tangencial de los campos a trave´s de la frontera, y con independencia
de si los medios son transparentes o absorbentes, se obtiene el conocido e importante
resultado [AB87, BW99]








N1 cos θ0 −N0 cos θ1
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N0 cos θ0 +N1 cos θ1
, (1.13d)
que son los coeficientes de Fresnel de reflexio´n y transmisio´n, en la frontera 01, para
cada una de las polarizaciones ba´sicas.
Cuando una onda con polarizacio´n p incide en la frontera entre dos medios trans-
parentes, para el a´ngulo de incidencia dado por tan θB = n1/n0, se obtiene rp = 0
y, por tanto, no hay luz reflejada. Este feno´meno fue descubierto experimentalmente




































Figura 1.2. a) Se representa el vector de ondas de una onda plana de amplitud E(i) in-
cidiendo desde el medio 0 y los correspondientes para las ondas reflejada y transmitida,
de amplitudes r01E
(i) y t01E
(i), respectivamente. b) Teniendo en cuenta el principio de
reversibilidad de la luz, se ha invertido el sentido de los vectores en a).
En la Figura 1.2. a se representa el vector de ondas de una onda plana incidiendo
desde el medio 0 al medio 1, con a´ngulo θ0. La amplitud de la onda reflejada vendra´
dada por r01E(i), donde r01 es el coeficiente de reflexio´n del medio 0 al 1 y la amplitud








































Figura 1.3. a) Se representa el vector de ondas de una onda incidente desde el medio 0 con
amplitud r01E
(i) y los correspondientes para la reflejada y la transmitida a que da lugar. b)
Lo mismo que en a) con una onda incidente desde el medio 1, con amplitud t01E
(i).
de la onda transmitida sera´ t01E(i), donde t01 es el coeficiente de transmisio´n para la
misma frontera.
Teniendo en cuenta el principio de reversibilidad de la luz, la situacio´n representada
en la Figura 1.2. b, donde se han invertido los sentidos de todos los vectores de onda,
debe ser f´ısicamente admisible.
Es decir, si se incide desde el medio 0 con una onda de amplitud r01E(i), tal como
se indica en la Figura 1.3. a, se obtendra´ una nueva onda onda reflejada de amplitud
r01r01E
(i) y otra transmitida de amplitud r01t01E(i).
De igual modo, una onda incidente desde el medio 1 con amplitud t01E(i), como
se indica en la Figura 1.3. b, da lugar a dos nuevas ondas reflejada y transmitida
de amplitudes t01r10E(i) y t01t10E(i), respectivamente. La composicio´n de estas dos
situaciones debe ser ide´ntica a la representada en la Figura 1.2. b, por lo que deben
verificarse simulta´neamente
0 = r01t01E(i) + t01r10E(i),
(1.14)
E(i) = r01r01E(i) + t01t10E(i),
de lo que se obtiene
r10 = −r01,
(1.15)
t01t10 = 1− r201,
1.3 Expresio´n matricial de las condiciones de contorno: matriz de frontera 7
importantes ecuaciones que se conocen con el nombre de relaciones de Stokes [BW99,
Har85].
1.3 Expresio´n matricial de las condiciones de contorno: matriz
de frontera
En orden al formalismo de la matriz de transferencia que se pretende utilizar en lo
sucesivo, nuestro propo´sito en esta seccio´n es representar la accio´n de una frontera
entre dos medios de forma matricial [AB87, Mac86]. El desarrollo siguiente tambie´n
nos permitira´ introducir la notacio´n que seguiremos a lo largo de toda esta memoria.
Con tal fin, consideremos de nuevo la frontera entre dos medios semi-infinitos, de
ı´ndices de refraccio´n complejos N0 y N1. Una onda plana monocroma´tica, linealmente
polarizada (con cualquiera de las dos polarizaciones ba´sicas) incide desde el medio 0
con un a´ngulo θ0 y su amplitud es E
(+)
0 . Esta onda da lugar a una onda reflejada en
el medio 0, de amplitud E(r)0 , y a otra onda transmitida en el medio 1, con amplitud
E
(t)
0 , cuyo vector de ondas forma un a´ngulo θ1 con el eje Z.
Consideremos otra onda plana de igual frecuencia y polarizacio´n y de amplitud
E
(−)
1 , incidiendo desde el medio 1 precisamente con el a´ngulo θ1, como indica la
Figura 1.4. De igual forma, denotaremos por E(r)1 y E
(t)
1 las amplitudes de las corres-








































Figura 1.4. Vectores de ondas de los campos incidente, reflejado y transmitido en la frontera
01.
8 1 La matriz de transferencia
Las amplitudes complejas de los campos de salida totales en los puntos inmediata-
mente a un lado y a otro de la frontera sera´n denotados E(−)0 y E
(+)
1 , respectivamente.
























donde r01 y t01 son los coeficientes de reflexio´n y transmisio´n de Fresnel para la
frontera 01 y r10 y t10 los correspondientes para la frontera 10.
Teniendo presente el objetivo mencionado, observemos que, para polarizacio´n p,










































Esta fo´rmula, para polarizacio´n p, que es una simple expresio´n de las condiciones
de contorno, introduce una notable sencillez y simetr´ıa. En componentes, se reduce a
cos θ0[E
(+)











que son las condiciones de contorno expresadas en forma de invariante. El producto
miembro a miembro de estas dos ecuaciones proporciona un invariante fundamental
N0 cos θ0 [E
(+)
0
2 − E(−)0 2] = N1 cos θ1 [E(+)1 2 − E(−)1 2], (1.22)
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que fue propuesto por Vigoureux y Grossel como un axioma ba´sico [VG93]. Conviene
mencionar expresamente que este invariante es, en general, un nu´mero complejo y
no se reduce a la ley de conservacio´n de la energ´ıa en la frontera, puesto que en e´l
aparecen te´rminos E(±)i
2 en lugar de |E(±)i |2.






























El producto de estas ecuaciones es de nuevo el invariante fundamental (1.22) que es,
por tanto, independiente del estado de polarizacio´n.
Por otra parte, para polarizacio´n p, cada una de las dos matrices que aparecen en
(1.20) puede factorizarse en la forma cos θi − cos θi
Ni Ni
 =




 = Ti(p) √2R(pi/4), (1.25)
donde i = 0, 1. La matriz diagonal Ti(p) incluye so´lo las variables f´ısicas en cada medio
–a´ngulo de propagacio´n e ı´ndice de refraccio´n–, mientras que R(pi/4) es la matriz de
























donde ahoraNi cos θi −Ni cos θi
1 1
 =




 = Ti(s) √2R(pi/4).(1.28)
10 1 La matriz de transferencia






Hemos comprobado, por tanto, que esta formulacio´n matricial de las condiciones de
contorno proporciona propiedades invariantes a trave´s de la frontera y unas relaciones,
particularmente compactas y sencillas, para cada una de las polarizaciones ba´sicas.
Estamos particularmente interesados en relacionar las amplitudes del campo a










donde F01 recibe el nombre de matriz de frontera [AB87]. A partir del sistema de





r01 t01t10 − r01r10
 . (1.31)
Adema´s, por otro lado, de (1.26) y (1.27), la matriz F01 se puede expresar en forma
compacta para cada una de las polarizaciones ba´sicas como
F01(p) = R−1(pi/4)T−10 (p)T1(p)R(pi/4)
= R−1(pi/4)




F01(s) = R−1(pi/4)T−10 (s)T1(s)R(pi/4)
= R−1(pi/4)
 (N1 cos θ1)/(N0 cos θ0) 0
0 1
R(pi/4).
Esta factorizacio´n se basa exclusivamente en las condiciones de contorno y permite
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siendo a y b, en general, nu´meros complejos. Este resultado implica que en la ecuacio´n
(1.31) se deben cumplir las siguientes relaciones
r10 = −r01,
(1.34)
1 + r01r10 = t01t10.
Lo anterior constituye una sencilla demostracio´n algebraica de las relaciones de Stokes
(1.15) sin recurrir al argumento de reversibilidad habitual empleado en el apartado









Por otra parte, para todo lo que sigue, es importante tener en cuenta que si conside-
ramos las fronteras entre los medios 0 y 1 y entre los medios 1 y 2 y denotamos las
matrices que las representan por F01 y F12, respectivamente, podemos conocer de un
modo ra´pido y directo la matriz que representa a la frontera 02. En efecto, es fa´cil
comprobar que
F02 = F01F12, (1.36)










Conviene resaltar que esta ley para el producto de las matrices de frontera conlleva
que la composicio´n de los coeficientes de reflexio´n para las amplitudes sea formalmen-
te igual a la de las velocidades en la relatividad especial formulada por Einstein: as´ı
como la suma de dos velocidades nunca puede exceder a la velocidad de la luz c, la
composicio´n de dos coeficientes de reflexio´n nunca puede ser mayor que la unidad.
Esta analog´ıa fue puesta de manifiesto, por primera vez, por Vigoureux [VG93, Vig92].
No´tese tambie´n el diferente comportamiento de los coeficientes de transmisio´n.
Desde el punto de vista matema´tico es fa´cil comprobar que el conjunto de las
matrices de la forma (1.33) es un grupo abeliano respecto a la multiplicacio´n. Sin
embargo, es importante resaltar que el producto de dos matrices de frontera so´lo tiene
sentido f´ısico si el segundo medio de la primera frontera coincide con el primer medio
de la segunda, por lo que, desde este punto de vista, el producto no es conmutativo.
La identidad del grupo corresponde a la matriz que representa la frontera entre dos
medios de igual ı´ndice de refraccio´n (lo que supone trivialmente que no hay reflexio´n
12 1 La matriz de transferencia
para ningu´n a´ngulo de incidencia y, por tanto, r = 0 y t = 1). La matriz inversa de
una dada describe la frontera tomada en orden invertido, es decir, F−101 = F10.
Por u´ltimo conviene mencionar que, para ambas polarizaciones, se tiene







resultado que sera´ utilizado posteriormente.
1.4 Matriz de propagacio´n en una la´mina
Consideremos ahora la propagacio´n de una onda plana dentro de una la´mina plano-





















Figura 1.5. Vectores de onda propaga´ndose dentro de un medio de ı´ndice de refraccio´n N
en los puntos z y z + d.
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respectivamente.






















Nd cos θ, (1.41)
y θ es el a´ngulo de propagacio´n dentro de la la´mina. El para´metro β se suele deno-
minar espesor en fase de la la´mina, porque representa el cambio de fase de la onda al
propagarse dentro de ella.





y describe la propagacio´n de la onda a trave´s de una distancia d dentro de la la´mina.
Si la la´mina es transparente β es un nu´mero real y eiβ tiene mo´dulo unidad. Si el
ı´ndice de refraccio´n de la la´mina N es complejo, tambie´n lo sera´ el espesor en fase.














donde el factor e− Im β indica co´mo disminuye la amplitud segu´n la onda se propaga
en el interior de la la´mina.
En cualquier caso es importante notar que, haya absorcio´n o no, siempre se verifica
detP = 1, (1.44)
resultado que sera´ utilizado posteriormente.
1.5 Reflexio´n y transmisio´n en una multicapa o´ptica
En todo lo que sigue entenderemos por multicapa un conjunto de la´minas plano-
paralelas, denotadas sucesivamente por el ı´ndice 1, 2, ...j, ...m, entre dos medios semi-
infinitos: el ambiente (medio 0) y el sustrato (medio m+ 1).
































s ] en una multicapa entre dos medios semi-infinitos el ambiente (medio 0) y el sustrato
(medio m+ 1).
El ı´ndice de refraccio´n, el espesor y el a´ngulo de propagacio´n en la la´mina j -e´sima
sera´n denotados, respectivamente, por Nj , dj y θj . Los a´ngulos de propagacio´n dentro
de cada medio esta´n relacionados entre s´ı por la Ley de Snell
N0 sen θ0 = ... = Nj sen θj = ... = Nm+1 sen θm+1. (1.45)
Supongamos una onda plana monocroma´tica linealmente polarizada (con polari-
zacio´n p o s), de amplitud E(+)a , que incide desde el ambiente formando un a´ngulo θ0
con la normal a la primera frontera y otra onda plana de igual frecuencia y polariza-
cio´n, con amplitud E(−)s , incidente desde el sustrato precisamente con a´ngulo θm+1,
como se indica en la Figura 1.6.
Como resultado de la superposicio´n de todas las ondas que experimentan reflexio-
nes mu´ltiples en cada una de las fronteras, se obtiene una onda plana que viaja hacia
atra´s en el medio ambiente, E(−)a , y otra onda plana que viaja hacia adelante en el
sustrato, E(+)s .
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Puesto que las ecuaciones que gobiernan la propagacio´n de la luz son lineales, las
amplitudes de los campos de salida pueden expresarse en funcio´n de las de los campos












donde Ras y Tas son, respectivamente, los coeficientes de reflexio´n y transmisio´n para
la amplitud de la onda incidente desde el ambiente y Rsa y Tsa los correspondientes
para la onda incidente desde el sustrato.
En consecuencia, las amplitudes de los campos a cada lado de la multicapa pueden
relacionarse por una matriz compleja 2× 2 que se denomina matriz de transferencia















Υ = TasTsa −RasRsa. (1.48)
La matriz de transferencia de la multicapa puede obtenerse como el producto de
las matrices que describen los efectos individuales de cada una de las fronteras y de
las propagaciones en las la´minas que componen la estructura, tomadas en el orden
apropiado; es decir, [AB87]
Mas = F01P1F12P2...F(j−1)jPj ...PmFm(m+1). (1.49)
Otra forma de llegar a este resultado es componiendo las matrices de transferencia
de cada la´mina de la estructura. Para comprobar esto, te´ngase en cuenta que la matriz
de transferencia del sistema formado por una la´mina plano-paralela (medio j), inmersa
entre dos medios semi-infinitos, ambiente (a) y sustrato (s), viene dada por el producto
Mj = FajPjFjs, (1.50)
donde Faj y Fjs son las matrices que representan las fronteras aj y js, respectiva-
mente, y Pj la matriz de propagacio´n dentro de la la´mina. Como se ha mencionado
anteriormente, si el sustrato de la la´mina j es ide´ntico al ambiente de la la´mina j+1,
teniendo en cuenta (1.36), la matriz de transferencia del sistema formado por dos
la´minas puede escribirse como
Mj(j+1) =MjM(j+1) = FajPjFj(j+1)P(j+1)F(j+1)s. (1.51)
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Extendiendo este resultado a toda la estructura, se llega a la ecuacio´n (1.49). Por
tanto, la multicapa total puede verse como una composicio´n de la´minas individuales
en las que el medio sustrato de cada la´mina es ide´ntico al ambiente de la siguiente.





Calculando el determinante en la ecuacio´n (1.49) y teniendo en cuenta (1.38) y








En consecuencia, conviene resaltar que cuando el ambiente y el sustrato son ide´nticos
el determinante de la matriz Mas es +1. En este caso tambie´n obtenemos como
resultado adicional que los coeficientes de transmisio´n son iguales para ambos sentidos
de incidencia, es decir, Tsa = Tas, que ya fue demostrado por Abele`s [Abe48, Abe63].
Si el ambiente y el sustrato son diferentes, podemos obtener un resultado equiva-
lente, pero es necesario introducir una notacio´n ligeramente distinta. Para simplificar
el ca´lculo supondremos que el ambiente y el sustrato son transparentes. En esta




Tas = |Tas|eiτ ,
y la reflectancia y la transmitancia se definen del modo habitual
Ras = |Ras|2,
(1.55)
Tas = nm+1 cos θm+1
n0 cos θ0
|Tas|2,










Entonces la accio´n de la multicapa se puede expresar como [MS99b]



























y, en estas nuevas variables, se tiene que detMas = 1.
En consecuencia, en todo lo que sigue supondremos que los medios ambiente y
sustrato son ide´nticos. Esto no supone ninguna restriccio´n importante, pues corres-
ponde a una situacio´n experimental muy habitual y, en definitiva, siempre podemos
considerar que el determinante de la matriz de transferencia de cualquier multicapa
es la unidad.
En conclusio´n, la matriz que describe una multicapa (absorbente o no) es un
elemento del grupo SL(2,C) de matrices complejas 2× 2 unimodulares, lo cual, como
veremos en el cap´ıtulo siguiente, es la base para una identificacio´n formal de las
multicapas o´pticas con las transformaciones de Lorentz de la relatividad especial.
1.6 Matriz de transferencia de una multicapa transparente
Segu´n se ha comentado con anterioridad, cuando todos los medios son transparentes
y no hay reflexio´n total interna en ninguna frontera, los coeficientes de Fresnel y el
cambio de fase en cada propagacio´n son nu´meros reales. En este caso la matriz de la







donde el s´ımbolo * indica conjugacio´n compleja y los coeficientes a y b dependen,
lo´gicamente, de las caracter´ısticas de la multicapa.
Para demostrar esta afirmacio´n consideremos el caso de una la´mina transparente
(medio 1) entre dos medios semi-infinitos ambiente (0) y sustrato (2). De la ecuacio´n
(1.49) se tiene
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M02 = F01P1F12 =
1
t01t12
 eiβ1 + r01r12e−iβ1 r01e−iβ1 + r12eiβ1
r01e
iβ1 + r12e−iβ1 e−iβ1 + r01r12eiβ1
 , (1.61)
que, obviamente, es de la forma (1.60). A continuacio´n, consideremos el caso de dos
la´minas (medios 1 y 2) entre el ambiente (0) y el sustrato (3). En este caso la matriz








que, de nuevo, es de la forma (1.60). Repitiendo el procedimiento para un nu´mero
arbitrario de medios se llega, por induccio´n, a la conclusio´n deseada.
La matriz identidad corresponde a Tas = 1 y Ras = 0, y, por tanto, representa un
sistema antirreflejante sin cambio de fase por transmisio´n. Adema´s, dada una mul-
ticapa transparente con matriz Mas, se puede asegurar que es f´ısicamente admisible
la obtencio´n de M−1as de tal modo que la composicio´n de ambas sea la identidad, es
decir, la composicio´n de Mas con su inversa da un sistema antirreflejante. Por tanto,
el conjunto de las matrices de las multicapas transparentes es grupo respecto a la
multiplicacio´n de matrices.
Identificando las matrices (1.47) y (1.60), se obtiene, para este importante caso
particular
Rsa = −R∗asei2τ ,
(1.63)
TasTsa −RasRsa = ei2τ ,
lo que constituye una generalizacio´n de las relaciones de Stokes (1.15) para las mul-
ticapas transparentes. En consecuencia, podemos reescribir la matriz de la multicapa
como
Mas =
 1/Tas R∗as/T ∗as
Ras/Tas 1/T ∗as
 . (1.64)
En definitiva [MS99a, MS99b], el conjunto de las matrices de las multicapas trans-
parentes, con ambiente ide´ntico al sustrato, se reduce al grupo de Lie SU(1,1) de las
matrices complejas 2 × 2 de la forma (1.60) con detMas = |a|2 − |b|2 = 1, que es
equivalente a
|Ras|2 + |Tas|2 = 1. (1.65)
Esta ecuacio´n representa precisamente la conservacio´n del flujo de energ´ıa en medios
transparentes. Este importante resultado constituye el principal punto de partida del
trabajo que se recoge en esta memoria.
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Conviene mencionar otras propiedades de las multicapas transparentes. En parti-
cular, dada una multicapa de matriz de transferenciaMas, es fa´cil obtener la multicapa
Msa en la que todos los elementos van en orden invertido. Su matriz de transferencia
vendra´ dada por
Msa =
 1/Tsa R∗sa/T ∗sa
Rsa/Tsa 1/T ∗sa
 . (1.66)
Teniendo en cuenta las relaciones de Stokes generalizadas (1.63), se llega a
Msa =
 1/Tas −Ras/Tas
−R∗as/T ∗as 1/T ∗as
 , (1.67)
y se puede comprobar inmediatamente que M−1as =M
∗
sa.
Por tanto, la composicio´n de dos multicapas en las que los medios vayan en orden
invertido, es decir, MasMsa =Maa o bien, MsaMas =Mss produce, lo´gicamente, un
sistema sime´trico. Para estos sistemas, el elemento b de la matriz es imaginario puro.
Un sistema f´ısico que responde a esta situacio´n ser´ıa un Fabry-Perot formado por dos
la´minas ide´nticas, separadas entre s´ı por otro medio. Para estos sistemas sime´tricos
se tiene, entonces [Deg80, OM89, Zei81]
τ − ρ = ±pi/2. (1.68)
Para terminar el presente cap´ıtulo, nos parece importante hacer notar que la matriz
de transferencia aqu´ı definida difiere de la matriz de scattering que relaciona los
campos de entrada y salida en la multicapa.
Si los medios ambiente y sustrato son ide´nticos se verifica –como acabamos de
mencionar– que Tas = Tsa, pero los coeficientes de reflexio´n Ras y Rsa sera´n, en



















Para este caso a partir de (1.63) se verifica que





Esto permite asegurar que salvo una fase global, eiτ , la matriz S es hermı´tica y
pertenece a un subconjunto de SU(2), que es el grupo de las matrices complejas 2×2
unitarias y unimodulares. Se verifica asimismo que detS = |Tas|2 + |Ras|2 = 1.
Es necesario resaltar que si se considera una multicapa transparente compuesta
a su vez por dos multicapas de las que se conocen sus matrices de transferencia M1
y M2 y sus matrices de scattering S1 y S2, la matriz de transferencia del sistema
compuesto viene dada por el producto M12 = M1M2, mientras que esto no es cierto
para la matrices de scattering, S12 6= S1S2.
Por tanto, ambas matrices describen el mismo feno´meno f´ısico, pero pertenecen
a grupos distintos y es notable la diferencia en la descripcio´n de la composicio´n de
sistemas: las matrices de transferencia se pueden componer, pero las de scattering no.
2 Formulacio´n relativista de la o´ptica de multicapas
Es indudable que el grupo de transformaciones de Lorentz desempen˜a un papel fun-
damental no so´lo en relatividad especial, sino tambie´n en muchas ramas de la f´ısica.
En particular, es dif´ıcil sobreestimar su importancia en la o´ptica moderna.
Como hemos mencionado, Vigoureux y Grossel fueron los primeros en poner de
manifiesto la analog´ıa formal entre las amplitudes del campo en una multicapa y las
coordenadas espacio-temporales en una dimensio´n espacial. As´ı, resaltaron la simili-
tud entre la ley de composicio´n de las amplitudes reflejadas y la ley de Einstein de
composicio´n de velocidades paralelas. No obstante, al ser las velocidades nu´meros
reales y las amplitudes del campo complejos se vieron abocados a introducir (de ma-
nera intuitiva, pero poco correcta) una generalizacio´n al campo complejo de la ley de
Einstein.
Como posteriormente fue puesto de manifiesto por nuestro grupo, la base de esta
analog´ıa reside en que la matriz que describe la accio´n de una multicapa es un elemento
del grupo SL(2,C), que es localmente isomorfo al grupo de Lorentz SO(3,1). Segu´n
se ha explicado en el cap´ıtulo anterior, en el caso especial de las multicapas trans-
parentes, la matriz de transferencia pertenece al grupo SU(1,1) que es un subgrupo
de SL(2,C). Surge de aqu´ı una identificacio´n natural de los coeficientes de reflexio´n
y transmisio´n de una multicapa con los para´metros de la transformacio´n de Lorentz,
que sera´ estudiada con detalle en este cap´ıtulo.
2.1 El grupo de Lorentz en (3+1) dimensiones
Como paso previo a nuestro propo´sito, recordaremos algunas propiedades bien cono-
cidas de las transformaciones de Lorentz en tres dimensiones espaciales [TW96]. En
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donde x0 = ct. La transformacio´n Λ entre dos cuadrivectores
x′µ = Λµν x
ν , (2.2)
(los ı´ndices griegos van de 0 a 3) es una transformacio´n de Lorentz cuando preserva
la norma pseudo-Eucl´ıdea
(x0)2 − (x1)2 − (x2)2 − (x3)2. (2.3)
Esto implica, inmediatamente, que
detΛ = ±1. (2.4)
De este modo las transformaciones de Lorentz se dividen en dos clases: transfor-
maciones propias, para las que detΛ = +1, y transformaciones impropias, con
detΛ = −1. Las transformaciones de Lorentz propias forman un subgrupo, las im-
propias no.
Por otro lado, es tradicional clasificar las transformaciones de Lorentz de acuerdo
con el signo de Λ00: las transformaciones ortocronas, para las que Λ
0
0 ≥ 1, forman un
subgrupo, mientras que las anticronas, con Λ00 ≤ 1, no.
Trabajaremos en todo momento con el grupo de Lorentz restringido; es decir, el
grupo de las transformaciones ortocronas propias, que es un grupo de Lie de seis
para´metros denominado SO(3,1).
En particular, estamos interesados en el homomorfismo entre SL(2,C) y SO(3,1).
Sea σµ el conjunto de las cuatro matrices hermı´ticas σ0 = I (la identidad) y σk
(las matrices de Pauli). A cada cuadrivector xµ le asociamos la matriz hermı´tica
2× 2 [BR77]
X = xµσµ =
 x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
 , (2.5)





Si M denota una matriz de SL(2,C), la transformacio´n
X′ =M X M†, (2.7)
donde el s´ımbolo † indica conjugacio´n hermı´tica, induce una transformacio´n de
Lorentz en los coeficientes xµ. De hecho, es fa´cil encontrar esta transformacio´n
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Inversamente, esta ecuacio´n se puede resolver para obtenerM a partir de Λ. Clara-
mente las matrices M y −M generan la misma Λ, por tanto es un homomorfismo dos
a uno. Las matrices M son una representacio´n bidimensional espinorial del grupo
restringido de Lorentz SO(3,1); esto es, Λ1Λ2 7→M(Λ1)M(Λ2) =M(Λ1Λ2).
2.2 Transformacio´n de Lorentz asociada a una multicapa
Explicitemos un poco ma´s la equivalencia entre las matrices de transferencia de una
multicapa y las transformaciones restringidas de Lorentz. Como se vio en el cap´ıtulo















Si los medios extremos son iguales se verifica que detM = ad− bc = 1, es decir, M ∈
SL(2,C).
Es conocido que una transformacio´n restringida de Lorentz siempre se puede des-
componer como producto de una rotacio´n tridimensional en el espacio, R, y una trans-
formacio´n de Lorentz pura (o boost) L, a lo largo de una direccio´n arbitraria [Bar80]
Λ = LR. (2.10)
La factorizacio´n equivalente en SL(2,C) viene dada por la llamada descomposicio´n
polar, que asegura que cualquier matrizM ∈ SL(2,C) puede expresarse de forma u´nica
como
M = HU, (2.11)
donde H es hermı´tica definida positiva y U es unitaria. No´tese que esta factorizacio´n
es la ana´loga, expresada matricialmente, a la descomposicio´n de un nu´mero complejo
en mo´dulo y argumento. Bajo el homomorfismo discutido previamente la componente
hermı´tica H equivale a un boost y la unitaria U a una rotacio´n. Puede comprobarse
que sus formas expl´ıcitas son
H =
1
(2 + |a|2 + |b|2 + |c|2 + |d|2)1/2
 1 + |a|2 + |b|2 ac∗ + bd∗










(2 + |a|2 + |b|2 + |c|2 + |d|2)1/2
 a+ d∗ b− c∗
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Cuando M se reduce a U, se tiene
X′ = U X U−1, (2.13)
y la transformacio´n de Lorentz inducida es la rotacio´n espacial
R =

1 0 0 0
0 Re(u21 − u22) Im(u21 + u22) −2Re(u1u2)
0 − Im(u21 − u22) Re(u21 + u22) 2 Im(u1u2)
0 2Re(u1u∗2) 2 Im(u1u
∗
2) |u1|2 − |u2|2

. (2.14)
Por otra parte, la matriz que representa una rotacio´n tridimensional en funcio´n
de los a´ngulos de Euler (αˆ, βˆ, γˆ), viene dada por [GP89]
cos αˆ cos βˆ cos γˆ − sen αˆ sen γˆ − cos αˆ cos βˆ sen γˆ − sen αˆ cos γˆ cos αˆ sen βˆ
sen αˆ cos βˆ cos γˆ + cos αˆ sen γˆ − sen αˆ cos βˆ sen γˆ + cos αˆ cos γˆ sen αˆ sen βˆ
− sen βˆ cos γˆ sen βˆ sen γˆ cos βˆ
 .
(2.15)
Identificando los elementos de las matrices (2.14) y (2.15) puede comprobarse que los
a´ngulos de Euler vienen dados, en funcio´n de los para´metros de la matriz unitaria U,
por
αˆ = − arg(u1u2),
βˆ = arccos(|u1|2 − |u2|2), (2.16)
γˆ = − arg(u1u∗2).
Por el contrario, cuando M se reduce a la componente hermı´tica H, se tiene
X′ = H X H, (2.17)
y la transformacio´n de Lorentz inducida es un boost de la forma
L =

Γ 2/2− 1 Re(ς) − Im(ς) Γ ′/2
Re(ς) 1 + 2[Re(ς)]2/Γ 2 −2Re(ς) Im(ς)/Γ 2 Γ ′Re(ς)/Γ 2
− Im(ς) −2Re(ς) Im(ς)/Γ 2 1 + 2[Im(ς)]2/Γ 2 −Γ ′ Im(ς)/Γ 2
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donde
Γ ′ = |a|2 + |b|2 − |c|2 − |d|2. (2.19)
Ahora bien, la matriz que representa un boost que relaciona dos sistemas movie´ndo-




γ −γβ1 −γβ2 −γβ3
−γβ1 1 + Aβ21 Aβ1β2 Aβ1β3
−γβ2 Aβ2β1 1 + Aβ22 Aβ2β3












No debe producirse ninguna confusio´n entre el mo´dulo de la velocidad β y el espesor
en fase de una la´mina β.
Identificando los elementos de las matrices (2.18) y (2.20), se obtiene
γ = Γ 2/2− 1 = (|a|2 + |b|2 + |c|2 + |d|2)/2,
γβ1 = Re(ς),
(2.22)
γβ2 = − Im(ς),
γβ3 = −Γ ′/2.
Las ecuaciones (2.16) y (2.22) establecen la identificacio´n buscada entre los para´-
metros de la matrizM y los correspondientes de la transformacio´n de Lorentz [MS99a,
MS99d].
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tanto para el ambiente como para el sustrato, se puede construir la matriz de coheren-
cia asociada, definida como [BW99]




que se transforma como
Ea =MasEsM†as, (2.25)
es decir, con la misma ley que las coordenadas espacio-temporales en la ecuacio´n (2.7).
En consecuencia, podemos obtener las correspondientes coordenadas espacio-tiempo



















para los campos tanto en el medio ambiente, como en el sustrato. La coordenada
temporal (e0) es la semisuma de los flujos a cada lado de la multicapa, mientras que
la tercera coordenada espacial (e3) es la semidiferencia de los flujos. Es fa´cil comprobar
que el intervalo permanece invariante
(e0)2 − (e1)2 − (e2)2 − (e2)2 = (e′0)2 − (e′1)2 − (e′2)2 − (e′3)2 = 0, (2.28)
y, por tanto, se puede concluir que el cuadrivector asociado al campo es de ge´nero
luz.
2.3 Transformacio´n de Lorentz asociada a una multicapa
transparente
Como ya se vio en el cap´ıtulo anterior, las matrices de transferencia de las multica-
pas transparentes se reducen al grupo SU(1,1), que es un subgrupo de SL(2,C). Este
subgrupo SU(1,1) es de gran importancia en el a´mbito de la o´ptica cua´ntica, espe-
cialmente en conexio´n con el estudio de estados comprimidos de luz [Cav81, HHK89,
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HK98, HKN88, HKN97, Per86, RW85, YMK86]. Para nosotros, su intere´s reside en
que es localmente isomorfo al de Lorentz en dos dimensiones espaciales, denotado
habitualmente como SO(2,1) [KN86]. Es importante resaltar que para las multicapas
transparentes se conserva el flujo
|E(+)a |2 + |E(−)s |2 = |E(−)a |2 + |E(+)s |2. (2.29)
Esta conservacio´n implica que la coordenada espacial e3 permanece invariante y
la igualdad (2.28) se reduce, en este caso, a
(e0)2 − (e1)2 − (e2)2 = (e3)2 = constante, (2.30)
que define un hiperboloide de dos hojas. Esta ecuacio´n permite interpretaciones adi-
cionales si las variables ba´sicas del campo (2.23) se escriben en te´rminos de mo´dulo
y fase en la forma
E(±) = a(±) exp[iϕ(±)]. (2.31)
Denotando 2ϕ = ϕ(+) − ϕ(−) e introduciendo el a´ngulo 2χ del sistema de coorde-
nadas pseudoesfe´ricas (ver Figura 2.1), la ecuacio´n (2.30) se convierte en
e0 = % cosh(2χ),
e1 = % senh(2χ) sen(2ϕ), (2.32)
e2 = % senh(2χ) cos(2ϕ),
donde % = |e3| es el radio del hiperboloide, que, sin pe´rdida de generalidad, se puede
tomar de aqu´ı en adelante igual a la unidad. En consecuencia, una rotacio´n espacial
o un boost pueden interpretarse de una forma similar a lo que ocurre en la esfera de
Poincare´ para la descripcio´n de los estados de polarizacio´n total de la luz. De hecho,
el grupo de Lorentz constituye tambie´n una herramienta ba´sica en este campo. En
tal caso, los vectores de Jones se asocian a los vectores (2.23), que se transforman con
SU(1,1); mientras que los para´metros de Stokes se comportan como un cuadrivector
de la forma (2.27) que se transforman con SO(3,1). La accio´n de los diversos elementos
o´pticos puede obtenerse a lo largo de estas l´ıneas. El lector interesado puede consultar
la literatura pertinente [Bar63, HKN97, OP93, Pel91, Pel92, PR60].
Para nuestra multicapa, una rotacio´n de a´ngulo 2ϕ alrededor del eje e0 corresponde
a un desfase entre las ondas que viajan hacia adelante y hacia atra´s sin cambio en
sus amplitudes relativas, como sucede, por ejemplo, en la propagacio´n dentro de una
la´mina. Ana´logamente, un boost viene representado por una rotacio´n hiperbo´lica de
a´ngulo 2χ y corresponde a un cambio de amplitud entre las ondas que viajan hacia
adelante y hacia atra´s, como acontece en la frontera entre dos medios con ı´ndices de
refraccio´n distintos [BYM02, GV02, MS00].
Por otro lado, es fa´cil comprobar que la descomposicio´n polar para la matriz Mas
es ahora









Figura 2.1. Coordenadas pseudoesfe´ricas del hiperboloide de dos hojas asociado a SO(2,1)
y a una multicapa transparente.






La componente unitaria U es equivalente, bajo el homomorfismo discutido en la
seccio´n anterior, a la rotacio´n
R(U) =

1 0 0 0
0 cos(2τ) − sen(2τ) 0
0 sen(2τ) cos(2τ) 0
0 0 0 1

, (2.34)
esto es, una rotacio´n en el plano e1-e2 de a´ngulo el doble de la fase del coeficiente de
transmisio´n, τ .
La componente hermı´tica H es equivalente al boost
L(H) =

γ −γβ cos ρ −γβ sen ρ 0
−γβ cos ρ 1 + (γ− 1) cos2 ρ (γ− 1) cos ρ sen ρ 0
−γβ sen ρ (γ− 1) cos ρ sen ρ 1 + (γ− 1) sen2 ρ 0
0 0 0 1

, (2.35)
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La matriz L(H) corresponde a un boost a un sistema de referencia que se mueve
con velocidad constante −→β en el plano e1-e2, en una direccio´n que forma un a´ngulo ρ
(fase del coeficiente de reflexio´n), en sentido antihorario, con el eje e1.
Si, como es habitual, se introduce la rapidez ζ en la forma
β = tanh ζ,
(2.37)
γ = cosh ζ,
se obtiene una notable identificacio´n entre los coeficientes de reflexio´n y transmisio´n
de la multicapa y los para´metros de la transformacio´n de Lorentz [MS99b]:
Ras = tanh(ζ/2) exp(iρ),
(2.38)
Tas = sech(ζ/2) exp(iτ).
Por tanto, el mo´dulo del coeficiente de reflexio´n |Ras| = tanh(ζ/2) [Kha79] se
comporta como una velocidad, mientras que el de transmisio´n |Tas| lo hace como el
factor 1/γ.

3 Interpretacio´n geome´trica de la accio´n de una
multicapa transparente
Como se ha explicado anteriormente, la base matema´tica para nuestro estudio de
los medios estratificados es el hecho de que la matriz que representa a una multicapa
transparente pertenece al grupo SU(1,1), que es localmente isomorfo al grupo SO(2,1)
de las transformaciones de Lorentz en dos dimensiones espaciales. Este enunciado es
de ı´ndole puramente algebraica, pero tiene tambie´n una interesante y profunda inter-
pretacio´n geome´trica. El grupo SU(1,1) es el grupo ba´sico de la geometr´ıa hiperbo´lica
en el c´ırculo unidad. En consecuencia, en este cap´ıtulo, procederemos a interpretar
la accio´n de una multicapa como una transformacio´n bilineal en el c´ırculo unidad,
obtenido por proyeccio´n estereogra´fica del hiperboloide unidad asociado a SO(2,1).
Adema´s, el isomorfismo de SU(1,1) con el grupo SL(2,R) permite trasladar la
estructura geome´trica definida en el c´ırculo unidad al semiplano complejo superior.
De este modo, se obtiene un modelo alternativo de la geometr´ıa hiperbo´lica que puede
ser interesante para relacionar, al menos formalmente, la o´ptica de multicapas con la
o´ptica geome´trica paraxial.
3.1 Funcio´n de transferencia en el c´ırculo unidad
Es fa´cil comprobar que mediante una proyeccio´n estereogra´fica, tomando el polo sur,
de coordenadas (−1, 0, 0) como centro de proyeccio´n, la hoja superior del hiperboloide
unidad dado por (2.30), se proyecta en el c´ırculo unidad. La hoja inferior se proyecta
en la regio´n externa al c´ırculo unidad y los puntos del infinito sobre la circunferencia
unidad, ver Figura 3.1.
En efecto, esta proyeccio´n lleva un punto gene´rico de la hoja superior del hiper-





de manera que, teniendo en cuenta (2.27), se cumple
z =
E(+)∗E(−)
[|E(+)|2 + |E(−)|2]/2 + 1 . (3.2)
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Figura 3.1. Proyeccio´n estereogra´fica de la hoja superior del hiperboloide unidad sobre el
c´ırculo unidad.














que es va´lido tanto para el ambiente como para el sustrato. Por tanto, esta expresio´n
relaciona de forma directa los puntos del c´ırculo unidad con el cociente de las ampli-
tudes del campo hacia atra´s y hacia delante a cada lado de la multicapa.
Teniendo en cuenta esta correspondencia, la accio´n de una multicapa se puede
describir como una transformacio´n bilineal en el plano complejo que lleva un punto













En consecuencia, esta funcio´n Φ[Mas, zs] puede llamarse, con toda propiedad,
funcio´n de transferencia de la multicapa [BYM02, OF00, YMS02].
El punto del infinito viene caracterizado por
Φ[Mas,−a/b] =∞, Φ[Mas,∞] = a∗/b. (3.7)
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No´tese que la circunferencia unidad corresponde a la proyeccio´n del punto del
infinito. En este caso |za| = |zs| = 1 y, por tanto, la circunferencia unidad puede
identificarse con la accio´n de los espejos perfectos; es decir, con los sistemas cuyo
coeficiente de transmisio´n es nulo, Tas = 0.
Esta transformacio´n bilineal define una accio´n del grupo SU(1,1) en el plano com-
plejo C. Dicho plano aparece descompuesto en tres regiones que permanecen inva-
riantes bajo la accio´n del grupo: el c´ırculo unidad, su frontera y la regio´n externa. En
efecto, se puede comprobar que
|za|2 = |a|
2|zs|2 + |b|2 + 2Re(ba∗zs)
|a|2 + |b|2|zs|2 + 2Re(ba∗zs) . (3.8)
En esta ecuacio´n la diferencia entre el numerador y el denominador es
(|a|2 − |b|2)(|zs|2 − 1) = |zs|2 − 1, (3.9)
lo que demuestra la invariancia de las regiones mencionadas.
3.2 Puntos fijos y traza: clasificacio´n y o´rbitas de las matrices
Hablando en sentido amplio, siempre que tenemos una transformacio´n entre puntos de
un determinado espacio es interesante estudiar los puntos que dicha transformacio´n
deja invariantes, si los hay. En nuestro caso, los puntos fijos zf de la funcio´n de trans-
ferencia sera´n los puntos del plano complejo que, bajo la accio´n de Mas, verifiquen
zf = Φ[Mas, zf ]. (3.10)
A partir de (3.6) es fa´cil comprobar que las soluciones de esta ecuacio´n son
zf =
−i2 Im(a)±√[Tr(Mas)]2 − 4
2b
, (3.11)
donde Tr denota la traza de la matriz
Tr(Mas) = 2Re(a) =
2 cos τ
|Tas| . (3.12)
Por tanto, la traza lleva de modo natural a la siguiente clasificacio´n: diremos que una
matriz es de tipo K cuando [Tr(Mas)]2 < 4, es de tipo A cuando [Tr(Mas)]2 > 4 y es
de tipo N cuando [Tr(Mas)]2 = 4. Como se estudiara´ ma´s adelante las matrices de
cada una de estas clases dan lugar a distintos movimientos en el c´ırculo unidad.
Puede comprobarse fa´cilmente que las matrices de tipo K tienen dos puntos fijos,
uno dentro y otro fuera del c´ırculo unidad, relacionados entre s´ı por una inversio´n.
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Las matrices de tipo A tienen, tambie´n, dos puntos fijos, ambos en el borde del c´ırculo
unidad y, finalmente, las matrices de tipo N tienen un solo punto fijo (doble) en el
borde del c´ırculo unidad. Las matrices que llamaremos representantes cano´nicas de










 1− i ν/2 ν/2
ν/2 1 + i ν/2
 ,
siendo los rangos de los para´metros: −2pi ≤ φ ≤ 2pi y ξ, ν ∈ R.
La matriz K(φ) representa un sistema antirreflejante, es decir, con coeficiente de
reflexio´n RK = 0. El mismo sistema tambie´n puede ser considerado como la propa-
gacio´n libre del campo E, en un medio transparente, a trave´s de un espesor en fase
φ/2. Obviamente, esto se reduce a una mera traslacio´n del origen de fases.
La segunda matriz, A(ξ), representa una multicapa sime´trica, con desfases por
transmisio´n y reflexio´n τA = 0 y ρA = ±pi/2, y coeficiente de transmisio´n TA =
sech(ξ/2). Esta situacio´n puede obtenerse de diversas formas, quiza´ la ma´s simple es
un sistema Fabry-Perot formado por dos la´minas ide´nticas separadas por un medio
transparente. Ajustando los ı´ndices de refraccio´n y el espesor de los medios siempre
pueden obtenerse los valores deseados.
La u´ltima matriz, N(ν), representa un sistema con el mismo cambio de fase por
reflexio´n y transmisio´n, puesto que el elemento b de la matriz de transferencia es un
nu´mero real (τ − ρ = 0 o´ pi). Sus coeficientes de transmisio´n y reflexio´n verifican
TN = cos(τN) exp(iτN) y RN = sen(τN) exp(iτN), de forma que tan(τN) = ν/2. La
forma ma´s simple de conseguir una matriz de este tipo es con un sistema no sime´trico
formado por dos la´minas.







como se ha mencionado, uno de ellos esta´ fuera y el otro dentro del c´ırculo unidad.
Es inmediato comprobar que el punto fijo, dentro del c´ırculo unidad, de la matriz
cano´nica K(φ) es el origen.
Por otra parte, los puntos fijos de las matrices de tipo A son
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zf =




|zf |2 = [Im(a)]
2 + [Re(a)]2 − 1
|b|2 = 1. (3.16)
Los puntos fijos de la matriz cano´nica A(ξ) son +i y −i.





que tambie´n esta´ sobre la circunferencia unidad, ya que |zf | = 1. Para la matriz
cano´nica N(ν) el punto fijo es el +i.
Para el grupo de Lorentz, SO(2,1), se puede establecer una clasificacio´n en todo
equivalente a la anterior que explicamos a continuacio´n. Teniendo en cuenta el homo-
morfismo SU(1,1) y este grupo y, empleando la ecuacio´n (2.8), se obtienen directa-









cosh ξ 0 − senh ξ
0 1 0




1 + (ν2/2) ν −ν2/2
ν 1 −ν
ν2/2 ν 1− (ν2/2)
 .
La accio´n de cada una de estas matrices tiene una interpretacio´n f´ısica clara: ΛK(φ)
es una rotacio´n espacial de a´ngulo φ en el plano e1-e2. La matriz ΛA(ξ) esta´ asociada
a un boost en la direccio´n del eje e2 con velocidad de mo´dulo β = tanh ξ y, por
u´ltimo, ΛN(ν) representa una rotacio´n espacial de a´ngulo τN y un boost de velocidad
β = tanh(ν/2) ambos en el plano e1-e2.
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En lo sucesivo llamaremos matriz conjugada de una dada a la que se obtiene al
multiplicarla a cada lado por otra matriz del grupo y su inversa. A partir de las
infinitas posibles conjugaciones de cada una de las matrices cano´nicas K(φ), A(ξ) y
N(ν) obtenemos todas las matrices en cada clase. El conjunto formado por la unio´n
de todas ellas es precisamente el grupo SU(1,1).
No´tese que conjugando una matriz determinada Mas con cualquier otra C ∈
SU(1,1) se obtiene de nuevo una matriz de multicapa, es decir,
M̂as = C Mas C−1. (3.19)
La conjugacio´n conserva el valor de la traza y, por supuesto, el del determinante. Por
consiguiente, los puntos fijos de la nueva matriz M̂as son los transformados de los
puntos fijos de Mas obtenidos mediante la accio´n de la matriz C.









la relacio´n entre los elementos de M̂as y los de Mas viene dada por
â = a|c1|2 − a∗|c2|2 − 2i Im(bc1c∗2),
(3.21)
b̂ = bc21 − b∗c22 − 2ic1c2 Im(a).
Desde el punto de vista de nuestra clasificacio´n es esencial hacer notar que si
una multicapa tiene una matriz de transferencia de tipo K, A o N , siempre se puede
encontrar una familia de matrices C tal que M̂as en la ecuacio´n (3.19) sea precisamente
una matriz cano´nica K(φ), A(ξ) o N(ν), respectivamente. La construccio´n expl´ıcita de
esta familia de matrices es sencilla: es suficiente imponer que C transforme los puntos
fijos de Mas en los correspondientes puntos fijos de K(φ), A(ξ) o N(ν).
Como primer caso, consideremos que Mas es de tipo K y su punto fijo dentro del
c´ırculo unidad es zf . Entonces se tiene que








c∗2 = −c∗1zf . (3.24)
Igualando en esta u´ltima ecuacio´n los mo´dulos y teniendo en cuenta que |c1|2−|c2|2 =
1, se llega a










c2 = −c1z∗f ,
donde ² es un para´metro real libre. Por tanto, se obtiene una familia uniparame´trica
de soluciones para la matriz C que satisface la ecuacio´n (3.19).
Por otra parte, si Mas es de tipo A y zf1 = ei∆1 y zf2 = ei∆2 , son sus puntos fijos
en el borde del c´ırculo unidad, se tendra´ que
Φ[CMasC−1, i] = Φ[CMas, zf1] = Φ[C, zf1] = i,
(3.27)
Φ[CMasC−1,−i] = Φ[CMas, zf2] = Φ[C, zf2] = −i,

































siendo ² es un para´metro real, ² ≥ 0. En resumen, tambie´n se vuelve a obtener otra
familia uniparame´trica de soluciones para la matriz C.
Por u´ltimo, en el caso en que Mas sea de tipo N y zf = ei∆ su punto fijo (doble)
en el borde del c´ırculo unidad, se tiene que
Φ[CMasC−1, i] = Φ[CMas, zf ] = Φ[C, zf ] = i, (3.30)
y resolviendo esta ecuacio´n
c1 = |c1| exp [i(²+∆/2− pi/4)],
(3.31)
c2 = (|c1| − 1) exp [i(γ −∆/2− pi/4)],




1− |c1| sen ²
)
. (3.32)
Los dos para´metros libres |c1| y ² esta´n ligados por la condicio´n∣∣∣∣ |c1|1− |c1| sen ²
∣∣∣∣ ≤ 1. (3.33)
Despue´s de caracterizar los puntos fijos de las funciones de transferencia Φ parece
lo´gico preguntarse co´mo se transforman los otros puntos del c´ırculo unidad que no son
fijos. Para obtener una idea gra´fica e intuitiva de la accio´n geome´trica correspondiente
a cada matriz es especialmente apropiado el concepto de o´rbita [Cox68]. Dado un
punto z su o´rbita esta´ formada por el conjunto de puntos z′ obtenidos, a partir de z,
por la accio´n de todos los elementos del grupo. Por tanto, para las matrices cano´nicas
de SU(1,1) las o´rbitas de un punto, z, vienen determinadas por
z′ = Φ[K(φ), z] = z exp(−iφ),
z′ = Φ[A(ξ), z] =
z − i tanh(ξ/2)
1 + i z tanh(ξ/2)
, (3.34)
z′ = Φ[N(ν), z] =
z + (1 + iz)ν/2
1 + (z − i)ν/2 ,
donde los para´metros φ, ξ y ν toman todos los valores de su rango indicados ante-
riormente.
Como se observa en la Figura 3.2, para las matrices K(φ) las o´rbitas son circun-
ferencias, con centro en el origen, que pasan por z. Para estas matrices Ras = 0, y en
consecuencia, la accio´n de cualquier sistema antirreflejante puede representarse como
una de estas circunferencias. Para las matrices A(ξ), las o´rbitas son arcos de circun-
ferencia que unen los puntos +i y −i pasando por z. Finalmente, para las matrices
N(ν) las o´rbitas son circunferencias que pasan por los puntos i, z y −z∗.
En la Figura 3.3 se representan las correspondientes o´rbitas sobre el hiperboloide
de SO(2,1) para cada uno de los subgrupos de matrices cano´nicas ΛK(φ), ΛA(ξ)
y ΛN(ν). Para ΛK(φ) las o´rbitas son la interseccio´n del hiperboloide con planos
e0 = constante; por tanto, son circunferencias en planos horizontales. Para ΛA(ξ)
las o´rbitas se obtienen cortando el hiperboloide con planos e1 = constante, es de-
cir, son hipe´rbolas. Para ΛN(ν) corresponden a cortes del hiperboloide con planos
e0 − e2 = constante. Por proyeccio´n estereogra´fica, se obtienen las correspondientes
o´rbitas para las matrices de SU(1,1) en el c´ırculo unidad.
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K A N
Figura 3.2. Ejemplos de las o´rbitas de las matrices cano´nicas K(φ), A(ξ) y N(ν) del grupo
SU(1,1) en el c´ırculo unidad.
Figura 3.3. Hiperboloide unidad sobre el que se ha dibujado una o´rbita t´ıpica para cada
una de las matrices: a) K, b) A y c) N del grupo SO(2,1). En cada figura se efectu´a la
proyeccio´n estereogra´fica sobre el polo sur del hiperboloide, para obtener el c´ırculo unidad
en el plano e0 = 0 y las correspondientes o´rbitas, las cuales representan las acciones de las
matrices cano´nicas de SU(1,1).
3.3 La descomposicio´n de Iwasawa
En la teor´ıa matema´tica de las transformaciones lineales se estudian distintas descom-
posiciones de una matriz como producto de otras ma´s ba´sicas y de interpretacio´n
ma´s sencilla [BR77]. Como es lo´gico, estas te´cnicas tambie´n han sido utilizadas en
o´ptica [AM83, AS94, HKN99, SC95].
Particularmente, dada la importancia de la descomposicio´n de Iwasawa, hemos
estudiado su significado en el grupo SU(1,1) para aplicarlo a nuestra descripcio´n de
las propiedades de las multicapas transparentes.
Esta descomposicio´n puede formularse como sigue: todo elemento g de un grupo de
Lie (no compacto, semi-simple) puede expresarse como un producto ordenado de tres
elementos, tomados el primero de un subgrupo maximal compacto {K}, el siguiente
del subgrupo maximal abeliano {A} y el tercero de un subgrupo maximal nilpotente
{N}. Adema´s, esta descomposicio´n es global, en el sentido de que se aplica a cada
40 3 Interpretacio´n geome´trica de la accio´n de una multicapa transparente
uno de los elementos del grupo, y es u´nica, en el sentido de que los elementos de la
factorizacio´n son u´nicos y esta´n determinados exclusivamente por g.














la descomposicio´n de Iwasawa se expresa en la forma
Mas = K(φ)A(ξ)N(ν), (3.36)
donde K(φ), A(ξ) y N(ν) son precisamente las matrices cano´nicas introducidas en
(3.13).
Los para´metros φ, ξ y ν vienen dados, en funcio´n de los elementos de la matriz de
transferencia Mas, por










Por tanto, dados a priori ciertos l´ımites para a y b (es decir, para los coeficientes de
transmisio´n y reflexio´n, Tas y Ras), es posible establecer los correspondientes l´ımites
en los para´metros φ, ξ y ν. Teniendo en cuenta esto, la accio´n de cualquier multicapa
puede interpretarse como la composicio´n de las tres acciones ba´sicas dadas por las
matrices K(φ), A(ξ) y N(ν).
Para nuestro caso particular del grupo SU(1,1), que depende de tres para´metros
reales, es fa´cil comprobar que cada uno de los conjuntos {K(φ)}, {A(ξ)} y {N(ν)} es
un subgrupo uniparame´trico y abeliano en el que se verifica
K(φ1)K(φ2) = K(φ2)K(φ1) = K(φ1 + φ2),
A(ξ1)A(ξ2) = A(ξ2)A(ξ1) = A(ξ1 + ξ2), (3.38)
N(ν1)N(ν2) = N(ν2)N(ν1) = N(ν1 + ν2).
Esta propiedad sera´ utilizada en el siguiente cap´ıtulo para una obtencio´n sencilla y
directa de la matriz de transferencia de cualquier sistema perio´dico.
Todas las matrices de la ecuacio´n (3.36) pertenecen a SU(1,1) y, por tanto, dejan
invariante el flujo, es decir, la expresio´n |E(+)|2 − |E(−)|2 en cada punto interior de
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la multicapa y, en particular, en su extremo superior (el ambiente) y en el inferior (el
sustrato). Adema´s, se puede comprobar con facilidad que la matriz K(φ) conserva el





matriz N(ν) conserva la suma E(+) + i E(−).
Similarmente, y en relacio´n con lo mencionado anteriormente para SO(2,1),
cualquier transformacio´n de Lorentz en dos dimensiones espaciales puede expresarse
como un producto u´nico de las tres matrices cano´nicas ΛK(φ), ΛA(ξ) y ΛN(ν) dadas
en (3.18).
Por otra parte, y como fue anticipado en la introduccio´n, es interesante sen˜alar
aqu´ı la notable correspondencia –un isomorfismo– entre SU(1,1) y el grupo SL(2,R)








en ambos miembros de la ecuacio´n (3.35) se obtiene
Ea =Mas Es , (3.40)









y la matriz de la multicapa conjugada por U es






Evidentemente, esta conjugacio´n por U conserva el valor del determinante y tambie´n
el de la traza. Los elementos de la matrizMas son nu´meros reales dados por
a = Re(a) + Im(b), b = Im(a) + Re(b),
(3.43)
c = −Im(a) + Re(b), d = Re(a)− Im(b).
En otras palabras, las matricesMas pertenecen al grupo SL(2,R) de las matrices
reales 2×2 unimodulares, que es el grupo de matrices ABCD t´ıpicas de la o´ptica
geome´trica [Dra82, SW86, Wol86]. Por tanto, la transformacio´n por U establece una
correspondencia uno a uno entre el grupo SL(2,R) –de matrices Mas– y el grupo
SU(1,1) –de matrices Mas– que nos permitira´ hacer una traduccio´n directa de las
propiedades de un grupo al otro [MYS01, SMY01].
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De este modo, por conjugacio´n de la descomposicio´n de Iwasawa expresada
en (3.36) con la matriz unitaria U dada en (3.39), se obtiene la descomposicio´n para
SL(2,R) [SSM84]














En el presente caso del grupo SL(2,R), tengamos en cuenta que las matrices ABCD de
la o´ptica geome´trica actu´an sobre las coordenadas posicio´n x y momento p (direccio´n
que forma la interseccio´n de un rayo con un plano perpendicular al eje o´ptico del
sistema), que son las variables naturales de la o´ptica de rayos.
Lo que indica, entonces, la ecuacio´n (3.44) es que la matriz de cualquier sistema
o´ptico paraxial puede factorizarse como producto de otras tres matrices de inter-
pretacio´n ma´s sencilla. La matriz K(φ) representa una rotacio´n de a´ngulo φ/2 en
el espacio de fases (x,p). A(ξ) realiza un cambio de escala de factor m = exp(ξ/2)
para x y 1/m para p. Este sistema se conoce como una transformacio´n de escala.
Finalmente, la matriz N (ν) representa la accio´n de una lente delgada de potencia ν
[SMS85].
Como antes, la clave de este resultado es que, cuando la matriz de transferencia de
un sistema o´ptico tiene [Tr (Mas)]2 menor, mayor o igual a 4, siempre se puede encon-
trar otra familia de matrices referida a una nueva base de vectores, tal que la accio´n
del sistema o´ptico, en esa base, es equivalente a una rotacio´n, a una transformacio´n
de escala o a una lente, respectivamente [SMY01].
En completa equivalencia con los invariantes encontrados para la descompo-
sicio´n de Iwasawa de SU(1,1), es directo obtener que el grupo SL(2,R) preserva
Im[E(+)E(−)∗], la matrizK(φ) conserva la suma E(+)2+E(−)2, la matrizA(ξ) conserva
el producto E(+)E(−) y, finalmente, la matriz N (ν) preserva E(+).
Desde el punto de vista geome´trico la conjugacio´n por la matriz U traslada la
estructura del c´ırculo unidad al semiplano complejo superior H. La correspondencia
entre un punto z del c´ırculo unidad y el complejo ω ∈ H viene expresada por la
ecuacio´n
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ω = Φ[U , z] = z + i
1 + iz
. (3.46)
Es fa´cil comprobar que, bajo esta accio´n, el interior del c´ırculo unidad se transforma
en el semiplano complejo superior H, el borde del c´ırculo unidad en el eje real (ambos
corresponden a los puntos de infinito) y el exterior del c´ırculo unidad se transforma
en el semiplano complejo inferior.
El isomorfismo entre SU(1,1) y SL(2,R) permite tambie´n transformar la funcio´n
de transferencia Φ de SU(1,1) en otra funcio´n de transferencia Ψ para las matrices
de SL(2,R) actuando sobre H, y determinar las o´rbitas asociadas a cada una de las
matrices cano´nicas de este grupo [YMS02].
Es sencillo comprobar que estas o´rbitas vienen dadas por
ω′ = Ψ [K, ω] = ω − tan(φ/2)
1 + ω tan(φ/2)
,
ω′ = Ψ [A, ω] = ω exp (−ξ), (3.47)
ω′ = Ψ [N , ω] = ω + ν.
b) c)a)
Figura 3.4. Ejemplos de las o´rbitas de las matrices cano´nicas del grupo SL(2,R) en el
semiplano complejo superior H: a) matrices K(φ), b) matrices A(ξ) y c) matrices N (ν).
Para un punto ω las o´rbitas correspondientes a las matrices K(φ) son circunferen-
cias con centro en el eje imaginario que pasan por los puntos ω y −1/ω. Las asociadas
a las matricesA(ξ) son l´ıneas rectas que pasan por el origen y el punto ω. Finalmente,
las o´rbitas de las matricesN (ν) son rectas paralelas al eje real que pasan por el punto
ω (ver Figura 3.4).
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3.4 Ejemplos y aplicaciones
3.4.1 Algunos sistemas sencillos
En esta seccio´n pretendemos explicar el significado del formalismo anterior, aplica´ndo-
lo al estudio de algunos sistemas concretos. En el contexto de las multicapas o´pticas,
el sistema ma´s simple que se puede considerar es, ciertamente, una la´mina planopa-
ralela situada entre dos medios, ambiente y sustrato, iguales. A pesar de su sencillez
la la´mina contiene toda la f´ısica esencial de una multicapa, es decir, las reflexiones
mu´ltiples en cada frontera.
Consideremos, por tanto, una la´mina transparente (medio 1) de ı´ndice de re-
fraccio´n n1 y espesor d1 inmersa en aire (medio 0). Para este sistema se tiene la
conocida solucio´n [AB87]




donde r01 es el coeficiente de reflexio´n de Fresnel en la frontera 01 y β1 el espesor
en fase de la la´mina definido en (1.41). Si M010 es la matriz de transferencia de esta
la´mina, es fa´cil comprobar que
[Tr(M010)]2 = 4 cos2(β1) ≤ 4, (3.49)
donde la igualdad se da en condiciones de resonancia, es decir, cuando |T010| = 1. En
otras palabras, la matriz del sistema formado por una sola la´mina es siempre de tipo
K.
Consideremos ahora dos la´minas (1 y 2) descritas por las matrices M010 y M020,
respectivamente. El sistema obtenido cuando se las superpone viene descrito, como
se menciono´ al final del cap´ıtulo 1, por el producto de matrices M010M020 [MS99c].
Puesto que cualquier sistema estratificado puede ser siempre considerado como una
composicio´n de simples la´minas, podemos concluir que toda matriz de multicapa se
obtiene como un producto de matrices de tipo K.
Estudiemos a continuacio´n el caso de un Fabry-Perot formado por dos la´minas
ide´nticas, cada una de ellas con espesor en fase β1, separadas –para mayor sencillez–
por una la´mina de aire de espesor en fase β2. Despue´s de la la´mina inmersa en aire,
este ejemplo es el ma´s simple, pero no trivial, de sistema sime´trico.
En la Figura 3.5 se representan, para este Fabry-Perot, los valores de [Tr(Mas)]2 y
de los para´metros φ, ξ y ν cuando β2 var´ıa entre 0 y pi. Es evidente que el sistema es de
diferente tipo K, A o N dependiendo del valor de β2. En los dos puntos marcados se
anulan dos de los tres para´metros φ, ξ o ν y representan comportamientos especiales
para los sistemas sime´tricos. En el punto de la izquierda tenemos el caso φ = ν = 0
que corresponde a un sistema cuya matriz de transferencia es precisamente la cano´nica
A(ξ). En dicho punto el sistema presenta cambio de fase por transmisio´n nulo, τ = 0, y






Figura 3.5. Valores de [Tr(Mas)]
2 y de los para´metros φ, ξ y ν de la descomposicio´n
de Iwasawa para un Fabry-Perot sime´trico formado por dos la´minas ide´nticas (n1 = 1.7,
d1 = 1 mm), θ0 = pi/4, λ = 0.6888 µm y luz polarizada s, en funcio´n del espesor en fase que






Figura 3.6. Se representan los mismos para´metros que en la figura anterior pero para un
sistema no sime´trico formado por una la´mina de vidrio (n1 = 1.5 y β1 = 5.50 radianes) con
un recubrimiento de sulfuro de zinc (n2 = 2.3), en funcio´n de su espesor en fase, β2.
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por reflexio´n ρ = ±pi/2. El punto de la derecha para el que ξ = ν = 0 representa un
sistema con matriz de transferenciaK(φ), es decir, un sistema antirreflejante con Tas =
exp(−iφ/2). Debido a que este Fabry-Perot es sime´trico nunca puede ser representado
exclusivamente por una matriz cano´nica N(ν).
Para describir, dentro del formalismo que venimos utilizando, las propiedades ca-
racter´ısticas de una multicapa no sime´trica, consideremos el sistema formado por dos
la´minas, una de vidrio (con espesor en fase β1) recubierta en su cara posterior con una
pel´ıcula de sulfuro de zinc (con espesor en fase β2). En la Figura 3.6 se representan
los valores de φ, ξ y ν para un valor fijo de β1 = 5.50 radianes y β2 variando entre 0 y
pi. En el u´nico punto que ahora aparece marcado se tiene φ = ξ = 0 y [Tr(Mas)]2 = 4,
por tanto, en dicho punto la matriz de transferencia de este sistema es la cano´nica
de tipo N(ν). El elemento b de la matriz de transferencia es un nu´mero real y el
sistema presenta el mismo cambio de fase por transmisio´n que por reflexio´n (salvo
pi). Al contrario que en el ejemplo anterior, este caso nunca se puede representar
exclusivamente por una matriz A(ξ), puesto que es no sime´trico.
3.4.2 Estabilidad de la condicio´n de reflectancia nula
Lekner ha estudiado, con particular detalle, la condicio´n de reflectancia nula de mul-
ticapas sime´tricas [Lek89, Lek90]. Comprobaremos ahora que la descomposicio´n de
Iwasawa proporciona una buena herramienta para tratar este problema [MYS02].
Como ya hemos mencionado en el cap´ıtulo 1, para una multicapa sime´trica y
transparente τ − ρ = ±pi/2. Esto implica que el elemento b de la matriz de trans-
ferencia es un nu´mero imaginario puro. Por tanto, la matriz Mas depende so´lo de
dos para´metros reales, un mo´dulo y una fase, lo que supone que φ, ξ y ν no son
independientes –ver (3.37)–. De hecho, es fa´cil comprobar que, en este caso
ν = (eξ − 1) tan(φ/2), (3.50)
y, por tanto, Ras puede escribirse como
Ras = e−iφ
tanh(ξ/2)[tan(φ/2)− i]
1− i tanh(ξ/2) tan(φ/2) . (3.51)
Con esta expresio´n para el coeficiente de reflexio´n pensamos que nuestro formalis-
mo complementa y ampl´ıa los resultados de Lekner en la caracterizacio´n de sistemas
sime´tricos antirreflejantes frente a pequen˜as variaciones en sus para´metros construc-
tivos.
A partir de la ecuacio´n (3.51) se puede obtener reflectancia nula (Ras = 0) con la
simple condicio´n
ξ = 0. (3.52)
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Teniendo en cuenta (3.50), esto implica directamente ν = 0 y, por tanto, en este caso,
Mas se reduce trivialmente a una matriz K(φ), es decir, precisamente a un sistema
antirreflejante.
Partiendo de un argumento de continuidad, Lekner demostro´ que “almost all par-
tial reflectors with symmetric profiles which are close in parameter space to a profile
which has reflectivity zeros, will also have reflectivity zeros” (Ref. [Lek90], pa´g. 319).
A continuacio´n explicamos co´mo nuestro formalismo permite dar un criterio
anal´ıticamente ma´s preciso. Supongamos una multicapa sime´trica que satisface la
condicio´n (3.52) y en la que se var´ıa algu´n para´metro (´ındice de refraccio´n, espesor,
a´ngulo de incidencia, etc.) que designamos gene´ricamente por `. Obviamente, esta-
mos refirie´ndonos exclusivamente al caso en el que todas las variaciones admisibles
preservan la simetr´ıa del sistema. La variacio´n del para´metro ` induce cambios en Ras
y, por tanto, en φ y ξ. En la nueva multicapa el coeficiente de reflexio´n, Ras, seguira´


















De la ecuacio´n (3.51), se obtiene directamente que ∂Ras/∂φ|ξ=0 es ide´nticamente
nula, mientras que ∂Ras/∂ξ|ξ=0 nunca se anula. Por tanto, la condicio´n de estabilidad




En consecuencia, nuestro formalismo podr´ıa tener importancia pra´ctica en el
disen˜o y caracterizacio´n de sistemas sime´tricos antirreflejantes.

4 Sistemas perio´dicos
La propagacio´n de la luz en las multicapas perio´dicas esta´ gobernada por ecuacio-
nes muy similares a las que describen el movimiento de los electrones en los so´lidos
cristalinos. Por este motivo dichas estructuras han sido denominadas como cristales
foto´nicos.
La teor´ıa habitual considera la estructura perio´dica como una red unidimensional
invariante bajo traslaciones, lo que requiere que, estrictamente, el sistema sea de
taman˜o infinito. Evidentemente, esta situacio´n no es posible en la pra´ctica. En f´ısica
del estado so´lido se soslaya esta dificultad considerando que la red se cierra formando
un anillo; es decir, imponiendo condiciones de contorno perio´dicas. Mientras que esto
parece razonable para una red de a´tomos, obviamente es imposible de conseguir con
un medio estratificado.
El tratamiento esta´ndar que se puede encontrar en la literatura conduce a una
ecuacio´n de autovalores para el factor de Bloch suponiendo estructuras perio´dicas
infinitas. Se obtiene que hay una elevada reflexio´n (bandas prohibidas) cuando el
valor absoluto de la traza de la matriz que describe el periodo ba´sico es mayor que 2.
Por otra parte, es conocido que en la pra´ctica no son necesarios muchos periodos
para tener bandas prohibidas. Por este motivo parece interesante considerar agru-
pamientos de N periodos que llamaremos, ma´s apropiadamente, estructuras perio´dicas
“finitas”. La matriz que describe estas estructuras puede obtenerse como la potencia
N -e´sima de la del periodo que se repite, en te´rminos de los polinomios de Cheby-
shev. Este procedimiento proporciona expresiones exactas para la reflectancia, pero
son tan complicadas que es dif´ıcil tener, a primera vista, una idea intuitiva del com-
portamiento del sistema. Adema´s, ha de obtenerse nume´ricamente la distincio´n entre
bandas prohibidas y permitidas.
El propo´sito de este cap´ıtulo es mostrar un nuevo marco para la formulacio´n de las
propiedades de estas estructuras perio´dicas: el valor de la traza de la matriz del pe-
riodo ba´sico nos llevara´, en primer lugar, a clasificarlas en tres tipos, con propiedades
caracterizadas por las matrices cano´nicas que se han descrito en el cap´ıtulo anterior.
Posteriormente calcularemos la reflectancia de cualquier sistema perio´dico y, para
finalizar, analizaremos las condiciones para obtener reflectancia ma´xima para todos
los a´ngulos de incidencia.
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En nuestra opinio´n, la ventaja del tratamiento que se presenta es doble: por un
lado, se deducen de forma natural las diferentes leyes para las bandas prohibidas y
las permitidas y, por otro, se obtienen, sin realizar ninguna aproximacio´n, expresiones
sencillas y exactas para las correspondientes reflectancias de estos sistemas perio´dicos
“finitos”.
4.1 Tres tipos cano´nicos de reflectancia
Consideremos un sistema perio´dico cuyo periodo base es una multicapa transparente
con los medios ambiente y sustrato ide´nticos. La matriz Mas que representa este
periodo ba´sico viene dada por la ecuacio´n (1.64) que ya ha sido estudiada con detalle.
La condicio´n de estricta periodicidad exige que el vector de los campos en la celda
n-e´sima verifique la ecuacio´n
En−1 =MasEn. (4.1)
En una estructura infinita el teorema de Floquet [Lek94, Yeh88] asegura que estas
celdas que ocupan los lugares n− 1 y n son equivalentes y, por tanto, los dos vectores
de la ecuacio´n (4.1) deben ser proporcionales
En−1 = λEn, (4.2)
donde λ es el denominado factor de Bloch. A partir de estas dos ecuaciones se tiene
la de valores propios
(Mas − λI)En = 0, (4.3)
donde I es la matriz identidad 2×2. Resulta as´ı que el factor de Bloch, λ, se determina
como autovalor de la matriz de transferencia del periodo ba´sico, Mas, es decir,







Tr(Mas)2 − 4]. (4.5)
Si [Tr(Mas)]2 < 4, los dos valores de λ son complejos conjugados y tienen mo´dulo
unidad, por lo que la amplitud del campo oscila en la estructura y es posible la
propagacio´n de ondas, es decir, se tiene una banda permitida.
Por el contrario, si [Tr(Mas)]2 > 4 las soluciones son reales y distintas a la unidad
con lo que la amplitud del campo crecera´ o decrecera´ en cada periodo, es decir, no
es posible la propagacio´n de ondas: se tiene una banda prohibida. En este caso se
produce una muy elevada reflexio´n de la luz incidente y, si el feno´meno ocurre para
todos los a´ngulos de incidencia, se habla de reflectores omnidireccionales o “espejos
diele´ctricos perfectos” [Dow98, FWF98, Joa95, Lek00, Yab98, YYH77].
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Los l´ımites entre las bandas permitidas y prohibidas se obtienen, precisamente, en
la situacio´n en que [Tr(Mas)]2 = 4.
Estas estructuras perio´dicas producen, para la reflexio´n, resonancias ana´logas a las
que se obtienen en la difraccio´n de rayos X por redes cristalinas, por lo que habitual-
mente se han llamado reflectores de Bragg [Yeh88]. El disen˜o apropiado del periodo
ba´sico permite obtener una reflectancia extremadamente alta para una regio´n espec-
tral seleccionada [Sou99].
Acabamos de explicar, brevemente, el tratamiento esta´ndar de estos sistemas es-
trictamente perio´dicos que supone, de hecho, que el sistema sea de taman˜o infinito.
Como ya se ha mencionado, esta situacio´n es f´ısicamente impracticable, porque en
nuestro contexto de las multicapas o´pticas so´lo se pueden confeccionar estructuras fini-
tas de N periodos. En consecuencia, hemos hecho notar [MYS03] que el tratamiento
anterior no es completamente satisfactorio [BDS96, Coj01].
La matriz de transferencia para una estructura de N periodos es igual a (Mas)N .
Existen fo´rmulas expl´ıcitas para los correspondientes elementos de la potencia de
una matriz [BW99, Lek87], aunque son complicadas. Adema´s, esas ecuaciones no dan
expresiones anal´ıticas para las bandas prohibidas y, en la pra´ctica, son dif´ıciles de
analizar.
En el cap´ıtulo anterior hemos estudiado los tres tipos cano´nicos de matrices K(φ),
A(ξ) y N(ν) del grupo SU(1,1). Para nuestros propo´sitos actuales es esencial tener en
cuenta que es muy fa´cil obtener, a partir de (3.13), la reflectancia R = |Ras|2 asociada
con cada una de esas tres matrices [MYS03]
RK = 0,





Mientras que RK es ide´nticamente nula –las matrices K(φ) representan sistemas
antirreflejantes–RA yRN tienden a la unidad cuando crecen ξ y ν. Es decir, las matri-
ces A(ξ) son las representantes cano´nicas de las bandas prohibidas y las matrices N(ν)
representan cano´nicamente los l´ımites de las bandas. Sin embargo, hay una diferencia
entre estos dos u´ltimos casos puesto que RA tiende a la unidad exponencialmente y
RN lo hace como O(ν−2).
Para fundamentar el ca´lculo posterior conviene recordar aqu´ı que, si la matriz de
transferencia de una multicapa es de tipo K, A o N , siempre se puede encontrar una
familia de matrices C tal que
M̂as = C Mas C−1 (4.7)
es justo una de las mencionadas matrices cano´nicas. Por ello, la ecuacio´n (4.7) nos
permite describir la accio´n de la multicapa en la forma
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Êa = M̂asÊs, (4.8)
donde los nuevos vectores asociados al campo son
Ê = CE. (4.9)
En conclusio´n, esta matriz C que transforma, por conjugacio´n, a cualquierMas en
su forma cano´nica, proporciona una nueva base de vectores en la que el periodo ba´sico
del sistema tiene, precisamente, una de las reflectancias dadas en las ecuaciones (4.6).
4.2 Reflectancia de estructuras perio´dicas
En esta seccio´n explicitamos con detalle el ca´lculo de la reflectancia correspondiente
a cualquier sistema perio´dico. Para el estudio y caracterizacio´n de estos sistemas es
importante tener en cuenta que, como se ha mencionado en las ecuaciones (3.38) del
cap´ıtulo anterior, cada uno de los subgrupos K(φ), A(ξ) o N(ν) de la descomposicio´n
de Iwasawa es abeliano y uniparame´trico; es decir, si M̂as es una de las matrices
cano´nicas
M̂as(µ1)M̂as(µ2) = M̂as(µ1 + µ2), (4.10)
donde µ es el para´metro φ, ξ o ν, segu´n el caso.
En consecuencia, a partir de (4.7) y (4.10), para un sistema de N periodos la
matriz de transferencia global verifica
M(N)as = (Mas)
N = C−1 [M̂as(µ)]N C = C−1 M̂as(Nµ) C, (4.11)
importante ecuacio´n que no depende expl´ıcitamente del periodo ba´sico.
A partir de esta expresio´n se pueden prever, para cualquier sistema perio´dico, tres
comportamientos universales de la reflectancia, dependiendo de la traza de la matriz
del periodo ba´sico.
Parece importante hacer notar que aunque la matriz de transferencia de una mul-
ticapa de N periodos es la potencia N -e´sima de la matriz del periodo ba´sico, esto
no es cierto para la reflectancia. La reflectancia del sistema perio´dico no es igual a la
potencia N -e´sima de la del periodo, es decir, R(N) 6= (R)N .
Consideraremos primero las bandas prohibidas que vienen dadas por la condicio´n
[Tr(Mas)]2 > 4, es decir, cuando el periodo esta´ representado por una matriz de tipo
A. En este caso la ecuacio´n (4.7) queda





Tr (Mas) = cosh(χ) > 1. (4.13)
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So´lo se han tenido en cuenta los valores positivos de Re(a); es inmediato un tratamiento










una solucio´n para la matriz C de la ecuacio´n (4.12) es




2 senhχ[senhχ− Im(b)] . (4.16)
Realizando el producto de matrices indicado en la ecuacio´n (4.11) se obtiene, final-
mente, la reflectancia de un sistema formado por N periodos como
R(N)A =
|b|2
|b|2 + [senhχ/ senh(Nχ)]2 . (4.17)
Conviene resaltar que esta expresio´n es exacta para cualquier valor de N . Cuando
N crece R(N)A se aproxima exponencialmente a la unidad, tal como se espera para una
banda prohibida.
Los l´ımites de estas bandas prohibidas vienen determinados por la condicio´n
[Tr(Mas)]2 = 4, es decir, cuando la matriz de transferencia del periodo es de tipo
N . Un ca´lculo similar al anterior muestra que ahora
R(N)N =
|b|2
|b|2 + (1/N)2 , (4.18)
que presenta un comportamiento t´ıpico R(N)N ∼ 1 − O(N−2), que es universal en la
f´ısica de la reflexio´n. Los resultados generales (4.17) y (4.18) hab´ıan sido obtenidos
anteriormente, en el marco de otras formulaciones diferentes, por Lekner y Yeh [Lek87,
Yeh88].
Por u´ltimo, en las bandas permitidas se tiene [Tr(Mas)]2 < 4, es decir, cuando
Mas es una matriz de tipo K. Para este caso, el ca´lculo proporciona el resultado
R(N)K =
Q2 − 2Q cos(2NΩ)




|b|2 − |a− eiΩ |2 , (4.20)
y la fase Ω viene determinada por
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eiΩ = (Re a) + i
√
1− (Re a)2. (4.21)
En consecuencia, la reflectancia var´ıa, con N , entre los valores (Q2 − 2Q)/(Q− 1)2 y
(Q2 + 2Q)/(Q+ 1)2.
En resumen, las ecuaciones (4.17), (4.18) y (4.19) proporcionan, para cualquier
sistema perio´dico, los tres tipos ba´sicos de reflectancia que busca´bamos.
4.3 Optimizacio´n de espejos diele´ctricos omnidireccionales
Los resultados obtenidos en la seccio´n anterior nos van a permitir proponer un criterio
de optimizacio´n para la obtencio´n de espejos diele´ctricos “perfectos” para todos los
a´ngulos de incidencia.
En la pra´ctica, es muy habitual que el periodo ba´sico de estos sistemas consista
exclusivamente en dos la´minas diele´ctricas con ı´ndices de refracio´n n` y nh (bajo y
alto, respectivamente), cuyos espesores sera´n denotados por d` y dh. Estas estructuras
de Bragg se denominan tambie´n en la forma [LH]N , donde N es el nu´mero de periodos
que se repiten.
Para este importante caso la condicio´n [Tr (Mas)]2 > 4, necesaria y suficiente para
tener una banda prohibida, puede escribirse en la forma [Lek00]
|Re (a)| = | cosβ` cosβh − Λ`h senβ` senβh| > 1, (4.22)
donde βi = (2pi/λ)∆i es el espesor en fase de la la´mina (el sub´ındice i = `, h especifica
cada una de ellas) y ∆i es el correspondiente camino o´ptico
∆i = nidi cos θi = di
√
n2i − sen2 θ0, (4.23)
siendo θ0 el a´ngulo de incidencia. Para simplificar, se ha supuesto que el sistema esta´
inmerso en aire.





donde r`h es el coeficiente de reflexio´n de Fresnel para la frontera `h. Si se consideran,
como es habitual, medios no dispersivos, esta funcio´n Λ`h es independiente de la
frecuencia de la radiacio´n, pero es diferente para las polarizaciones p y s. Sin embargo,
puede comprobarse que, cualquiera que sea el a´ngulo de incidencia, la relacio´n entre






` − n sen2 θ0
n2` + n
2
h − 2 sen2 θ0
≤ 1, (4.25)










Debido a la restriccio´n (4.25) se puede asegurar que cuando la ecuacio´n (4.22) se
cumple para polarizacio´n p, tambie´n se cumple para polarizacio´n s. En consecuencia,
las bandas prohibidas para polarizacio´n p son ma´s restrictivas que las correspon-
dientes para polarizacio´n s. En otras palabras, para este sistema [LH] la reflectancia
para polarizacio´n s es siempre mayor o igual que para polarizacio´n p, en las mismas
condiciones; como es bien conocido la igualdad se consigue para las incidencias normal
y rasante (ve´ase Figura 4.1). En esta figura se observa que la reflectancia para polari-
zacio´n s es mono´tonamente creciente con el a´ngulo de incidencia. Sin embargo, para













Figura 4.1. Reflectancia para una estructura de Bragg [LH]N con la´minas de espesor cuarto
de onda para λ = 10 µm y N = 4 periodos, para las polarizaciones p y s, en funcio´n del
a´ngulo de incidencia. Los ı´ndices de refraccio´n son n` = 1.75 y nh = 3.35.
Quiza´s por razones histo´ricas, el disen˜o t´ıpico de estos espejos diele´ctricos se ha














donde λ indica la longitud de onda en el vac´ıo. Cuando sucede esto los caminos













que es el centro de la banda prohibida.
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En la Figura 4.2 se ha representado la reflectanciaR(N) de una de estas estructuras
de Bragg [LH]N , en funcio´n del a´ngulo de incidencia, para diversos valores del nu´mero
de periodos N y para polarizacio´n p. El espesor de cada la´mina se ha elegido segu´n











Figura 4.2. Reflectancia para estructuras de Bragg [LH]N con la´minas de espesor cuarto
de onda para λ = 10 µm y polarizacio´n p, en funcio´n del a´ngulo de incidencia. Los ı´ndices
de refraccio´n son n` = 1.75 y nh = 3.35. En cada curva se sen˜ala el correspondiente nu´mero
de periodos N .
En esta figura se observa que el a´ngulo de incidencia en el que la reflectancia tiene
el mı´nimo depende del nu´mero de periodos N . Adema´s, es evidente que para estos
sistemas la reflectancia tiende a la unidad, cuando aumenta N , para todos los valores
del a´ngulo de incidencia.
Nos ha parecido sorprendente que los disen˜os habituales que se presentan en la
literatura utilicen sistema´ticamente espesores cuarto de onda a incidencia normal, sin
plantear ninguna duda acerca de esta eleccio´n. En la pra´ctica, en la regio´n del visible,
el nu´mero de periodos no es muy elevado –del orden de 10– y podemos plantearnos la
importancia que pueda tener el valor del espesor de las la´minas en el disen˜o o´ptimo
de la estructura.
Se asegura en diversos art´ıculos que, con la informacio´n que a priori se tiene de que
la situacio´n o´ptima esta´ pro´xima a la estructura de cuarto de onda, no es necesario un
programa de ca´lculo nume´rico de excesivo taman˜o para obtener soluciones razonables
[CD00, DSM02, LMY02, VM02]. Sin embargo, nuestro propo´sito es proporcionar un
me´todo ma´s sistema´tico para optimizar el disen˜o de estos espejos “perfectos” para
todos los valores del a´ngulo de incidencia.
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A la vista de las curvas de reflectancia mostradas en la Figura 4.2, una opcio´n
razonable para optimizar el sistema ser´ıa que, cuando el a´ngulo de incidencia θ0 var´ıa
de 0 a pi/2, el a´rea bajo la curva R(N) fuera lo mayor posible. Evidentemente, esto es
equivalente a que el a´rea bajo la curva 1−R(N), que es la transmitancia del sistema,
sea lo ma´s pequen˜a posible. Por tanto, si se fijan los ı´ndices de refraccio´n de los
materiales y la longitud de onda, proponemos calcular los dos espesores d` y dh que




[1−R(N)(d`, dh, θ0)] dθ0. (4.29)
Este criterio proporciona una primera figura de me´rito para la optimizacio´n de la
reflectancia de la estructura perio´dica [YMF04]. En nuestro caso hemos optado por
el criterio de transmitancia mı´nima porque el programa de optimizacio´n utilizado es
ma´s estable calculando el mı´nimo de una funcio´n que el ma´ximo de otra.
Alternativamente, puesto que en todas las curvas aparece el mı´nimo caracter´ıstico
de la reflectancia para la polarizacio´n p, se podr´ıa imponer que el valor de este mı´nimo
fuera lo mayor posible. Hemos comprobado, nume´ricamente, que ambos criterios dan
esencialmente los mismos resultados.
Como hemos mencionado, para un sistema dado, la reflectancia para polarizacio´n
s es mayor que para polarizacio´n p para cualquier a´ngulo de incidencia; por tanto,
parece sensato suponer que una vez que el valor del a´rea A(d`, dh) se ha optimizado
para polarizacio´n p, tambie´n se ha optimizado para polarizacio´n s.
N d`/λ` dh/λh Aopt A(1/4) Mejora
4 0.2567160 0.2583615 0.6277996 ×10−1 0.7539873 ×10−1 20 %
5 0.2578014 0.2596847 0.2107099 ×10−1 0.2961738 ×10−1 41 %
6 0.2582820 0.2604825 0.7195052 ×10−2 0.1199775 ×10−1 67 %
7 0.2582544 0.2610819 0.2508925 ×10−2 0.5007563 ×10−2 100 %
8 0.2578614 0.2616020 0.8916341 ×10−3 0.2144915 ×10−2 141 %
9 0.2572066 0.2620937 0.3219379 ×10−3 0.9386422 ×10−3 192 %
10 0.2563618 0.2625808 0.1177155 ×10−3 0.4179370 ×10−3 255 %
11 0.2553779 0.2630740 0.4347006 ×10−4 0.1886905 ×10−3 334 %
12 0.2542927 0.2635773 0.1617585 ×10−4 0.8614448 ×10−4 433 %
13 0.2531341 0.2640914 0.6055056 ×10−5 0.3968423 ×10−4 555 %
14 0.2519235 0.2646149 0.2277057 ×10−5 0.1841661 ×10−4 709 %
Tabla 4.1. Espesores adimensionales d`/λ` y dh/λh que minimizan el a´rea bajo la transmi-
tancia, para cada valor N del nu´mero de periodos. Aopt es el valor o´ptimo del a´rea, mientras
que A(1/4) representa el valor para el disen˜o habitual con espesores λ/4. La u´ltima columna
muestra el porcentaje de mejora de Aopt calculado como [A(1/4)−Aopt]× 100/Aopt. Datos:
n` = 1.75, nh = 3.35 y λ = 10 µm.
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Hemos estudiado nume´ricamente el comportamiento de la funcio´n A(d`, dh). Para
encontrar el mı´nimo de la funcio´n (4.29) se ha empleado un algoritmo cuasi-Newton,
con valores para los espesores sujetos a las condiciones f´ısicas 0 < d`/λ` ≤ 1 y
0 < dh/λh ≤ 1, debido al cara´cter perio´dico de las soluciones.
En la Tabla 4.1 se muestran los resultados de esta optimizacio´n para los ı´ndices
de refraccio´n n` = 1.75 y nh = 3.35. El uso de espesores adimensionales d`/λ` y
dh/λh simplifica, sin pe´rdida de generalidad, la presentacio´n de los resultados. En
este ejemplo se ha tomado una longitud de onda en el vac´ıo de 10 µm y no se ha con-
siderado dispersio´n en los ı´ndices de refraccio´n. Te´ngase en cuenta que la estrategia de
optimizacio´n propuesta es completamente general puesto que el criterio introducido,
basado en la ecuacio´n (4.29), es independiente del ejemplo particular que se estudie.
Es importante resaltar que los espesores o´ptimos calculados se apartan ma´s o
menos significativamente (sobre todo para el ı´ndice de refraccio´n alto) del valor
d`/λ` = dh/λh = 0.25, es decir, de los espesores λ/4 propuestos habitualmente en
la literatura.
Para facilitar la comparacio´n, en la Figura 4.3 se representa la reflectancia R(N),
para polarizacio´n p, con N = 4 y N = 7 periodos para espesores cuarto de onda y
para el valor o´ptimo de los espesores segu´n la Tabla 4.1. La mejora es notable: el a´rea











Figura 4.3. Reflectancia para estructuras de Bragg [LH]N con los mismos datos que en
la Tabla 4.1. y nu´mero de periodos N = 4 y N = 7. Las curvas continuas corresponden a
espesores cuarto de onda para cada una de las la´minas y las de trazos a los espesores o´ptimos
de la Tabla 4.1.
Tambie´n hemos comprobado la tolerancia de los espesores o´ptimos obtenidos frente
a pequen˜as desviaciones en sus valores experimentales. En la Figura 4.4 se han repre-
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Figura 4.4. Contornos de valor constante para A(d`, dh) en funcio´n de los espesores adi-
mensionales d`/λ` y dh/λh para un reflector de Bragg [LH]
N con n` = 1.75 , nh = 3.35,
λ = 10 µm y N = 7. Los valores de las l´ıneas de contorno son los del a´rea (salvo un factor
10−2). El punto o´ptimo de trabajo corresponde al centro de la malla.
sentado los contornos de la funcio´n A(d`, dh), en funcio´n de los espesores adimensio-
nales d`/λ` y dh/λh, para la misma estructura de la Figura 4.3 con N = 7 periodos.
Cada uno de los contornos de apariencia el´ıptica delimita el rango de espesores que
proporciona un valor determinado del a´rea. Si se efectu´a la proyeccio´n del eje mayor
de la elipse sobre los ejes de coordenadas como medida cualitativa de la tolerancia
para un a´rea dada, puede concluirse a partir de la Figura 4.4, que se debe ser ma´s
cuidadoso en el control del espesor d` (correspondiente al medio de ı´ndice de refraccio´n
bajo), que en el del espesor dh (correspondiente al medio de ı´ndice de refraccio´n alto).
Complementariamente, hemos estudiado el comportamiento del a´rea frente a posi-
bles variaciones en los valores de los ı´ndices de refraccio´n. En la Figura 4.5 se repre-
sentan, de nuevo, los contornos del valor del a´rea como funcio´n de los ı´ndices n` y nh,
para los espesores o´ptimos d` y dh dados en la Tabla 4.1 y para N = 7. Encontramos,
como en el caso precedente, contornos de aspecto el´ıptico, pero ahora la variacio´n es
mucho ma´s suave que en la figura anterior, lo que indica que el papel de los ı´ndices
de refraccio´n no es tan crucial como el de los espesores.
Obviamente si N crece, el valor del a´rea bajo la curva R(N) tambie´n lo hace. De
hecho, la Tabla 4.1 muestra una considerable mejora porcentual en la minimizacio´n de
la transmitancia del sistema. Sin embargo, los valores porcentuales del aumento para
el a´rea bajo la reflectancia son, lo´gicamente, menores. En cualquier caso, nos parece
importante resaltar que dicha mejora ocurre para a´ngulos de incidencia pro´ximos a
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Figura 4.5. Contornos de valor constante para el a´rea, en funcio´n de los ı´ndices de refraccio´n
n` y nh para una estructura [LH]
N con N = 7. Los espesores son los o´ptimos d` y dh dados
en la Tabla 4.1. Los valores indicados en las l´ıneas de contorno son los del a´rea (salvo por
un factor 10−2).
aquellos en los que la reflectancia tiene su mı´nimo. En definitiva, podemos concluir que
el me´todo es especialmente apropiado para valores moderados de N , que corresponde
a valores t´ıpicos de situaciones experimentales.
Figura 4.6. Valor del espesor o´ptimo (d`/λ`)opt en funcio´n de los ı´ndices de refraccio´n n`
y nh para una estructura [LH]
N con N = 7, λ = 10 µm y polarizacio´n p.
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Figura 4.7. Igual que en la figura anterior, pero para el espesor o´ptimo (dh/λh)opt, corres-
pondiente al medio de ı´ndice de refraccio´n ma´s alto.
Finalmente, en las Figuras 4.6 y 4.7 se representan, respectivamente, los espesores
o´ptimos adimensionales (d`/λ`)opt y (dh/λh)opt en funcio´n de los ı´ndices de refraccio´n
n` y nh para N = 7. Es importante sen˜alar que se ha asignado el valor cero a los
espesores para los que, en algu´n a´ngulo de incidencia, no se cumple la condicio´n
[Tr (Mas)]2 ≥ 4 requerida para tener una banda prohibida. En las dos figuras el
escalo´n abrupto es el mismo y marca la frontera entre los valores de los ı´ndices de
refraccio´n (n`, nh) que permiten obtener reflectancia omnidireccional. El perfil de estas
curvas en el plano (n`, nh) coincide con el obtenido previamente por Lekner [Lek00]
por me´todos aproximados.
Para terminar puede resaltarse que, como hecho general, el valor de (d`/λ`)opt es
menor que el de (dh/λh)opt para cada pareja de ı´ndices de refraccio´n escogidos. En
la Figura 4.6 el espesor o´ptimo var´ıa pronunciadamente con n` hasta n` ' 1.5 y a
partir de ah´ı es bastante constante, mientras decrece suavemente con nh en la regio´n
de intere´s.
En la Figura 4.7 observamos que el espesor o´ptimo decrece para un valor fijo de
n` (respectivamente, nh) cuando nh (respectivamente, n`) aumenta y la variacio´n da
un resultado casi constante para (dh/λh)opt. Tambie´n se ha observado este mismo
comportamiento para otros valores del nu´mero de periodos N .

5 Sistemas cuasi-perio´dicos
La serie de Fibonacci fue descubierta en el siglo XII por Leonardo Pisano, tambie´n
conocido como Fibonacci. En esta serie nume´rica cada te´rmino se obtiene como la
suma de los dos precedentes. Entre otras mu´ltiples y curiosas propiedades intr´ınsecas,
estas secuencias tienen una notable relacio´n con formas naturales y artificiales. En
otras palabras, la secuencia nume´rica, como las razones entre sus elementos, aparecen
constantemente en la naturaleza como, por ejemplo, en la distribucio´n del lugar que
ocupan las hojas en el tallo de las plantas o en el crecimiento de la concha de los
caracoles.
En el siglo XVIII, Robert Simpson de la universidad de Glasgow descubrio´ que,
cuando los nu´meros de la serie aumentan, la razo´n entre un nu´mero y el inmediata-
mente anterior se aproxima al nu´mero de oro, ya conocido en la Grecia cla´sica, que
se encuentra frecuentemente en la geometr´ıa y es ub´ıcuo en el arte. En la actualidad,
estas secuencias tienen tambie´n importantes aplicaciones en el estudio de la economı´a
de mercado y en la elaboracio´n de algoritmos de programacio´n.
La expresio´n “orden cuasi-perio´dico” se ha ido introduciendo progresivamente en
diferentes c´ırculos de la comunidad cient´ıfica, no so´lo para clasificar ordenamientos
que aparecen de forma natural en la naturaleza, sino tambie´n, porque este tipo de
configuraciones ofrecen prometedoras posibilidades tanto a nivel teo´rico como en apli-
caciones tecnolo´gicas.
En este cap´ıtulo consideraremos estructuras cuasi-perio´dicas artificiales, dejando
a un lado los campos de los cuasi-cristales y biopol´ımeros, en los que la cuasi-
periodicidad esponta´nea proviene de las interacciones f´ısico-qu´ımicas entre los ele-
mentos ba´sicos que constituyen estos sistemas.
Estudiaremos las propiedades de las multicapas cuasi-perio´dicas que, desde la
primera fabricacio´n de estructuras de Fibonacci con semiconductores por Merlin y
colaboradores, han recibido una gran atencio´n, tanto teo´rica como experimental.
En resumen, nuestro propo´sito ahora es estudiar la propagacio´n de la luz en multi-
capas diele´ctricas basadas en la serie de Fibonacci ma´s sencilla y plantear el siguiente
problema: en orden a conseguir reflectancia omnidireccional ma´xima con un sistema
que tiene fijado el nu´mero de capas, ¿que´ configuracio´n es la ma´s eficiente? ¿el sistema
perio´dico [LH]N estudiado en el cap´ıtulo anterior? ¿otro sistema perio´dico cuyo pe-
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riodo ba´sico sean las primeras secuencias de la serie de Fibonacci? o bien ¿un sistema
no perio´dico formado por la secuencia de Fibonacci que tiene ese mismo nu´mero de
la´minas?
5.1 Secuencias de Fibonacci
Como hemos considerado en el cap´ıtulo anterior, los principales resultados en re-
flectores omnidireccionales se han fundamentado, casi exclusivamente, en estruc-
turas perio´dicas. Sin embargo, recientemente se ha empezado a considerar la re-
flexio´n omnidireccional en estructuras basadas en secuencias de Cantor y de Fi-
bonacci [Mac01, WGS00].
Hay muchas clases de secuencias de Fibonacci generalizadas, FS(m,n), donde m
y n son nu´meros enteros positivos. Las secuencias de dos “letras” a y b se generan
con las reglas de sustitucio´n
b→ a, a→ ambn, (5.1)
o, equivalentemente, siguiendo el esquema
S0 = b, S1 = a, Sk+1 = Smk S
n
k−1. (5.2)
El nu´mero total de “letras” a y b en la secuencia Sk se denota por Fk y satisface la
siguiente relacio´n de recurrencia
Fk+1 = mFk + nFk−1, F0 = F1 = 1. (5.3)
Por otra parte, el l´ımite de la razo´n entre el nu´mero de “letras” de dos secuencias











Algunos valores de σ coinciden con los llamados “nu´meros meta´licos”






FS(2, 1) : σs = 1 +
√
2 nu´mero de plata,





nu´mero de bronce, (5.5)
FS(1, 2) : σc = 2 nu´mero de cobre,
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Es conocido que las secuencias FS(m,n) con n = 1 son cuasi-perio´dicas y las que
tienen n ≥ 2 son siempre no perio´dicas.
Aqu´ı nos restringiremos al caso ma´s simple, es decir, a las estructuras de Fibonacci
en lasm = n = 1 y, adema´s, para simplificar, supondremos que el sistema esta´ inmerso
en aire. Estas estructuras cuasi-perio´dicas de Fibonacci (1,1) se basan en la relacio´n
de recurrencia
Sk+1 = SkSk−1, (5.6)
para k ≥ 1 con
S0 = {H}, S1 = {L}, (5.7)
donde Sk es la secuencia de Fibonacci de orden k y H y L representan la´minas de
medios diele´ctricos de ı´ndices de refraccio´n nh (alto) y n` (bajo), respectivamente. El
nu´mero de la´minas de la secuencia Sk+1 es la suma del nu´mero de la´minas de las dos
secuencias anteriores, Sk y Sk−1.
Como ejemplo concreto, en la Tabla 5.1 se recogen las seis primeras secuencias
con la disposicio´n de las la´minas de diele´ctrico y el nu´mero de ellas que configuran
las sucesivas multicapas.








Tabla 5.1. Secuencia de las la´minas de los materiales H, con ı´ndice de refraccio´n nh, y L,
con ı´ndice de refraccio´n n`, en las multicapas formadas por los seis primeros te´rminos de la
serie SF(1,1). En la u´ltima columna se especifica el nu´mero de la´minas que componen cada
multicapa.
Es evidente que la matriz de transferencia para la multicapa representada por
la secuencia Sk+1 viene dada por el producto de las matrices correspondientes a las
secuencias Sk y Sk−1 y en ese orden
Mk+1 =MkMk−1. (5.8)
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5.2 Una forma alternativa para la matriz de transferencia
Se comprende claramente, a la vista de la Tabla 5.1, que cuando el orden de la
secuencia empieza a ser elevado (por ejemplo a partir de S8) la configuracio´n de la
multicapa se va complicando enormemente.
Nuestro propo´sito es estudiar la reflectancia de estos sistemas del modo ma´s sen-
cillo posible. En el presente caso la matriz de transferencia Mas que hemos venido
empleando durante toda la memoria y la ley de composicio´n (5.8) no resultan ade-
cuadas. En esta seccio´n recopilamos un formalismo obtenido a partir de una con-
jugacio´n de las matrices de SU(1,1) que lleva de nuevo al grupo SL(2,R), es decir,
a una forma alternativa de la matriz de transferencia para la que se han obtenido
unas fo´rmulas de recurrencia que simplifican notablemente la resolucio´n del proble-
ma [KKT83, WGS00].
El punto de partida es que la transmitancia de cualquier sistema se puede calcular
directamente a partir de la matriz Mas en la forma
|Tas|2 = 4∑ |mij |2 + 2 , (5.9)
donde
∑ |mij |2 (i, j = 1, 2) es la suma de los cuadrados de los mo´dulos de los cuatro
elementos de la matriz.
Para presentar este formalismo comenzaremos estudiando el caso de una simple
la´mina (que corresponde a las secuencias de Fibonacci S0 y S1), de ı´ndice de refraccio´n





 eiβ1 − r201e−iβ1 r01(e−iβ1 − eiβ1)
r01(eiβ1 − e−iβ1) e−iβ1 − r201eiβ1
 , (5.10)










se obtiene una nueva matriz que representa la accio´n de la la´mina
W010 =
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La sencillez de esta matriz W010 es verdaderamente resaltable [KSI87]. Para cada











Esta matriz W010 pertenece al grupo SL(2,R) y, por supuesto, tiene determinante
unidad y la misma traza que M010.
Es fa´cil calcular la matriz de transferencia de la secuencia S2 = [LH] y conjuga´ndola
con la matriz X se obtiene
W0`h0 =
 cosβ` cosβh −
q`
qh
senβ` senβh −qh cosβ` senβh − q` senβ` cosβh
1
q`






donde q` y qh son los para´metros que describen, respectivamente, las fronteras 0` y
0h.
Generalizando este resultado, para cualquier multicapa con matriz de transferencia
Mas, se obtiene la nueva matriz Was
Was = XMasX−1 =
Re(a) + Re(b) −Im(a) + Im(b)











w2ij es la suma de los cuadrados de los elementos de la matriz Was.
De modo similar a lo comentado en el cap´ıtulo 3 podemos concluir que la con-
jugacio´n por X induce que los nuevos vectores asociados al campo, tanto para el





 E(+) + E(−)
(E(+) − E(−))/i
 . (5.18)
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5.3 Fo´rmulas de recurrencia para la traza y la antitraza
Para caracterizar la reflectancia de estos sistemas de Fibonacci es importante poder
determinar con facilidad la traza de la matriz asociada a cada secuencia de la serie,
as´ı como la suma de los cuadrados de sus elementos.
Teniendo en cuenta que la matriz Was es unimodular, es fa´cil comprobar que la
ecuacio´n (5.17) tambie´n puede expresarse en la forma
|Tas|2 = 4[Tr(Was)]2 + [Antr(Was)]2 , (5.19)
donde Antr(Was) denota la llamada antitraza de la matriz, que se define como la
diferencia de los elementos de la diagonal secundaria [DSR90],
Antr(Was) = w21 − w12. (5.20)
En consecuencia, la transmitancia y, por tanto, la reflectancia, de cualquier mul-
ticapa quedara´n determinadas con facilidad si se conocen la traza y la antitraza de la
matriz Was.
Precisamente para el caso de estas estructuras de Fibonacci ma´s sencillas, SF(1,1),
la traza y la antitraza de la matriz correspondiente a cualquier secuencia puede obte-
nerse por las conocidas leyes de recurrencia [KKT83]
Tr(Wk+1) = Tr(Wk)Tr(Wk−1)− Tr(Wk−2),
(5.21)
Antr(Wk+1) = Tr(Wk)Antr(Wk−1) + Antr(Wk−2),
dondeWk es la matriz que representa la accio´n de la multicapa asociada a la secuencia
Sk.
En resumen, conviene resaltar el importante resultado de que estas estructuras
SF(1,1) verifican simulta´neamente las ecuaciones (5.19) y (5.21), que resuelven con la
mayor sencillez posible el ca´lculo de la transmitancia de cada uno de estos sistemas
si se conocen la traza y la antitraza de las tres multicapas anteriores.
Teniendo en cuenta lo anterior, explicitamos los valores de la traza y la antitraza
de las matrices Wk de las cuatro primeras secuencias de Fibonacci
Tr(W0) = 2 cosβh, Antr(W0) = 2Λ0h senβh, (5.22a)
Tr(W1) = 2 cosβ`, Antr(W1) = 2Λ0` senβ`, (5.22b)
Tr(W2) = 2(cosβ` cosβh − Λ`h senβ` senβh), (5.22c)
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Antr(W2) = 2(Λ0` senβ` cosβh + Λ0h senβh cosβ`), (5.22d)
Tr(W3) = 2(cos 2β` cosβh − Λ`h sen 2β` senβh), (5.22e)
Antr(W3) = 2Λ0`(sen 2β` cosβh + Λ`h cos 2β` senβh) +
+ 2(Λ0h − Λ0`Λ`h) senβh. (5.22f)









donde el sub´ındice ij indica la correspondiente frontera.
Como continuacio´n del criterio de optimizacio´n para la reflectancia omnidirec-
cional expuesto en el cap´ıtulo anterior, nuestro propo´sito actual es estudiar compa-
rativamente la reflectancia de las diferentes multicapas [Sk]N , que se pueden obtener
fijado un nu´mero determinado de la´minas.
A modo de ejemplo, se proponen cuatro valores para un nu´mero total de la´minas
del sistema que pueden proporcionar una comparacio´n muy interesante.
Para comenzar, encontramos hasta cinco configuraciones distintas con un nu´mero
de la´minas pro´ximo a 9. Los sistemas [S2]4 y [S5] con 8 la´minas; [S3]3 con 9 y [S2]5
y [S4]2 con 10.
Sistemas con aproximadamente 15 la´minas encontramos cinco: [S2]7 con 14, [S3]5
y [S4]3 cada uno de ellos con 15 y [S2]8 y [S5]2 con 16.
Una multicapa con 24 la´minas se puede configurar como [S2]12, [S3]8 y [S5]3. Muy
pro´ximas a ellas en nu´mero de la´minas se encuentran las estructuras [S4]5 con 25 y
[S2]13 y [S6]2 con 26.
Finalmente, con un nu´mero de la´minas cercano a 40 se encuentran, de nuevo, hasta
seis sistemas: [S2]20, [S4]8 y [S5]5 con 40 la´minas cada uno, [S3]13 y [S6]3 con 39 y
[S7]2 con 42.
Nos parece que el problema presentado puede tener importancia pra´ctica y, hasta
donde sabemos, no ha sido planteado hasta ahora. Puesto que lo que se pretende es,
en principio, una comparacio´n, con objeto de simplificar el ca´lculo se podr´ıa partir de
espesores λ/4 a incidencia normal, con ı´ndices de refraccio´n fijados y adecuados.
Se trata de comprobar nume´ricamente si, para cada una de las matrices de los pe-
riodos ba´sicos de los distintos sistemas que hemos mencionado, se verifica la condicio´n
[Tr(Was)]2 > 4 para todo a´ngulo de incidencia. Para aquellos sistemas que lo cumplan
se calculara´ el a´rea bajo la curva de transmitancia dada por la ecuacio´n (4.29) y el
que proporcione el menor valor para dicha a´rea sera´ el sistema o´ptimo.

Conclusiones
El trabajo presentado en esta memoria de tesis doctoral se ha centrado en el estudio
de las propiedades geome´tricas de las matrices de transferencia de multicapas o´pticas
constituidas por medios lineales, homoge´neos, iso´tropos y transparentes.
En el cap´ıtulo 1 se ha resumido el formalismo de la matriz de transferencia de
una multicapa que permite obtenerla como un producto ordenado de las matrices de
frontera entre cada dos medios y de las que describen la propagacio´n en cada la´mina.
Se ha demostrado que, para estas multicapas, la matriz de transferencia pertenece al
grupo SU(1,1), que es el grupo de la geometr´ıa hiperbo´lica en el c´ırculo unidad.
En el cap´ıtulo 2 hemos presentado el homomorfismo entre el grupo SU(1,1) y el de
las transformaciones de Lorentz en dos dimensiones espaciales, SO(2,1), obtenie´ndose
la relacio´n entre los coeficientes de reflexio´n y transmisio´n de una multicapa y los
para´metros de la transformacio´n de Lorentz.
A partir de los resultados anteriores comienzan las aportaciones originales de esta
tesis, que se pueden resumir de la siguiente manera:
1. Se ha interpretado geome´tricamente la accio´n de una multicapa como una trans-
formacio´n bilineal en el c´ırculo unidad. Hemos efectuado una clasificacio´n (en tres
tipos) de dichas matrices en funcio´n del valor de su traza. A continuacio´n, se han
determinado los puntos fijos y se han caracterizado las o´rbitas que inducen en el
c´ırculo unidad las matrices de cada clase.
2. Las matrices cano´nicas correspondientes a cada uno de los tres tipos anteriores
son las de la descomposicio´n de Iwasawa para este grupo. El homomorfismo entre
SO(2,1) y SU(1,1), que a su vez es isomorfo a SL(2,R), de las transformaciones
de la o´ptica geome´trica, ha permitido trasladar la clasificacio´n introducida en
SU(1,1) a los otros dos grupos, establecie´ndose una interpertacio´n f´ısica de la
accio´n de las matrices cano´nicas en cada uno de ellos.
3. Se ha aplicado el formalismo anterior a sistemas sime´tricos lo que ha permitido
caracterizar la estabilidad de la condicio´n de reflectancia nula frente a pequen˜as
variaciones de los para´metros constructivos en sistemas antirreflejantes.
4. A continuacio´n, desde el mismo formalismo se ha obtenido la expresio´n exacta de
la reflectancia para cada uno de los tres posibles tipos de multicapas perio´dicas y
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tambie´n se ha propuesto un criterio de optimizacio´n de los espesores para obtener
una reflectancia omnidireccional ma´xima.
5. Por u´ltimo, a partir de una formulacio´n alternativa de la matriz de transferencia
para estudiar la reflectancia de sistemas cuasi-perio´dicos de Fibonacci, se pro-
pone un estudio comparativo de la reflectancia omnidireccional para diferentes
configuraciones de multicapas que constan de un nu´mero similar de la´minas.
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