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Abstract: We formulate a generalization of Hardy’s inequality in terms of
random variables and show that it contains the usual (or familiar) continu-
ous and discrete forms of Hardy’s inequality. In the same way we generalize
the closely related Copson inequality and the reverse version of Hardy’s
inequality. We also formulate a reverse Copson inequality via random vari-
ables.
1. Introduction
The classical Hardy inequality is often presented as the following pair of in-
equalities: the continuous (or integral form) inequality says, if p > 1 and ψ is a
non-negative p−integrable function on (0,∞), then∫ ∞
0
(
1
x
∫ x
0
ψ(t)dt
)p
dx ≤
(
p
p− 1
)p ∫ ∞
0
ψp(x) dx, (1)
while the discrete (or series form) inequality says, if p > 1 and {cn}
∞
1 is a
sequence of non-negative real numbers, then
∞∑
n=1
(
1
n
n∑
k=1
ck
)p
≤
(
p
p− 1
)p ∞∑
n=1
cpn. (2)
For example, see pp. 239–243 of Hardy et al. (1952), Exercises 3.14 and 3.15 of
Rudin (1966), Kufner et al. (2017), or Steele (2004), Chapter 9.
As Hardy (1925) mentions in his Section 5, Landau pointed out that the
discrete inequality follows from the integral one by noting that c1 ≥ c2 ≥ · · ·
may be assumed, and by choosing an appropriate step function as ψ; see also
Kufner et al. (2017).
Our main objective here is to give a unified formulation and proof of the
inequalities (1) and (2) using the notation and language of probability the-
ory. Along the way we will obtain a large family of other corollaries related to
weighted Hardy inequalities (as treated in Kufner et al. (2017), Kufner et al.
(2006), and Balinsky et al. (2015)).
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Furthermore, we apply our methods to Copson’s inequality (Copson (1927))
and to the reverse Hardy inequality (Renaud (1986)). Finally, we formulate a
reverse Copson inequality in the same style. A summary of these inequalities is
given in Section 9. Most of the proofs are collected in Section 8.
2. Basic probability theory
To prepare for our new inequality, we need to recall some notation and termi-
nology from basic probability theory.
2.1. Probability measures and distribution functions
A probability measure P on the Borel subsets of the real line R is determined by
its distribution function F given by F (x) = P ((−∞, x]) for each x in R. Defined
this way, F is a non-negative, non-decreasing, right-continuous function with left
limits and is bounded by 1, the total mass assigned by P to the real line, P (R).
The inverse distribution function F−1 is defined by F−1(u) = inf{x | F (x) ≥
u}, 0 ≤ u ≤ 1, and is non-decreasing and left-continuous. Every distribution
function F can be decomposed as F = Fac + Fs + Fd where Fs is the singular
component, Fd is the discrete component, and Fac is the absolutely continuous
component with respect to Lebesgue measure on R. For example, see Dudley
(2002), chapter 7, Durrett (2019), chapter 1, or Shorack (2017), Theorem 6.1.1,
page 108.
2.2. Random variables and independence
For any distribution function F , there is a random variable X (i.e. measur-
able function) defined on some probability space (Ω,A, P ) such that X has
distribution function F . Moreover, for any pair of distribution functions, F and
G on R, we can define random variables on a (sufficiently rich) probability
space (Ω,A, P ) with random variables X and Y defined thereon so that X has
(marginal) distribution function F on R, Y has (marginal) distribution function
G on R and with the further property that X and Y are independent: for any
Borel sets A and B of R
P (X ∈ A, Y ∈ B) = P (X ∈ A)P (Y ∈ B) = PF (A)PG(B)
where PF and PG are the probability measures corresponding to F and G
respectively.
2.3. Conditional expectations
In this paper we assume that X and Y are independent random variables. Let
ζ(x, y) be a measurable function and define the function χ(x) = E(ζ(x, Y )). The
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conditional expectation of the random variable ζ(X,Y ) given X is a random
variable denoted by E(ζ(X,Y ) | X) and it behaves like the random variable
χ(X), asX and Y are independent. The expectation of a conditional expectation
is the full expectation, i.e.,
E(E(ζ(X,Y ) | X)) = E(χ(X)) = E(ζ(X,Y )).
We will also encounter the conditional expectation of a random variable ζ(X,Y )
given X ≤ c with c a constant. It is denoted by E(ζ(X,Y ) | X ≤ c) and satisfies
(again provided X and Y are independent)
E(ζ(X,Y ) | X ≤ c) = E(χ(X) | X ≤ c) = E(χ(X)1[X≤c])/E(1[X≤c])
with E(1[X≤c]) = P (X ≤ c) = F (c).
3. Hardy’s inequality
Here is our main result.
Theorem 1. Hardy’s inequality
Let X and Y be independent random variables with right-continuous distribu-
tion function F on (R,B), and let ψ be a (non-negative) measurable function
on (R,B). For p > 1
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p)
≤
(
p
p− 1
)p
E (ψp(Y )) (3)
holds. For continuous distribution functions F this inequality may be rewritten
as ∫ 1
0
[
1
u
∫ u
0
ψF (v)dv
]p
du ≤
(
p
p− 1
)p ∫ 1
0
ψpF (v)dv (4)
with ψF (v) = ψ(F
−1(v)), 0 < v < 1, and for such F the constant (p/(p− 1))p
is the smallest possible one.
The strength of this inequality (3) lies in the fact that it implies both the
continuous and the discrete version of Hardy’s inequality.
Corollary 2.
(i) For any p > 1 and non-negative ψ ∈ Lp, inequality (1) holds.
(ii) For any p > 1 and non-negative sequence {cn}
∞
n=1 ∈ ℓp, inequality (2) holds.
Proof. (i) follows from Theorem 1 by taking F to be the distribution function
corresponding to the uniform probability measure on [0,K], multiplying by K,
and taking limits as K →∞.
(ii) follows from Theorem 1 by taking F to be the distribution function corre-
sponding to the uniform probability measure on {1, . . . ,K}, multiplying by K,
and taking limits as K →∞.
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Translating Theorem 1 from random variable notation back into analysis
yields the following corollary.
Corollary 3. For any p > 1, distribution function F on R, and ψ ∈ Lp(F ) we
have ∫
R
|(HFψ)(x)|
pdF (x) ≤
(
p
p− 1
)p ∫
R
|ψ(x)|pdF (x)
where HF is the F−averaging operator defined for x ∈ R and ψ ∈ Lp(F ) by
HFψ(x) ≡
∫
(−∞,x]
ψ(y)dF (y)
F (x)
= E (ψ(Y ) | Y ≤ x) . (5)
Note that HF generalizes both the discrete and the continuous Hardy aver-
aging operators; see e.g. Kufner et al. (2006), page 715.
Remark 1. If we replace (1[Y≤X], F (X)) in (3) by (1[Y <X], F (X−)) with the
convention 0/0 = 0, then the inequality does not hold anymore for some distri-
bution functions with jumps. In particular, for X and Y Bernoulli with success
probability P (X = 1) = q and with ψ(0) = 1, ψ(1) = 0 we get
E
([
E
(
ψ(Y )1[Y <X] | X
)
F (X−)
]p)
= q (6)
and (
p
p− 1
)p
E (ψp(X)) =
(
p
p− 1
)p
(1− q). (7)
Consequently, inequality (3) with (1[Y≤X], F (X)) replaced by (1[Y <X], F (X−))
does not hold here for
1
1 +
(
1− 1p
)p < q < 1. (8)
Remark 2. There are distributions for which the constant in (3) is not optimal.
This is the case for all Bernoulli distributions. Let X and Y have a Bernoulli
distribution with P (X = 1) = q = 1 − P (X = 0). Then with ψ(0) = a and
ψ(1) = b our Hardy inequality (3) becomes
(1 − q)ap + q ((1− q)a+ qb)
p
≤
(
p
p−1
)p
((1− q)ap + qbp) . (9)
However, by convexity
(1− q)ap + q ((1− q)a+ qb)
p
≤ (1− q)ap + q ((1− q)ap + qbp)
≤ (1 + q) ((1− q)ap + qbp) (10)
holds. Consequently, for the Bernoulli distribution with success probability q
the optimal constant in our Hardy inequality equals at most 1 + q, for which
1 + q ≤ 2 < e = inf
p>1
(
1 + 1p−1
)p
(11)
holds.
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Remark 3. Since −X has distribution function P (X ≥ −x) = 1 − F−(−x)
where F−(x) ≡ F (x−) denotes the left limit of F at x, Theorem 1 immediately
implies
E
([
E
(
ψ(Y )1[Y≥X] | X
)
1− F (X−)
]p)
≤
(
p
p− 1
)p
E (ψp(X)) . (12)
Note that (12) can be rewritten as∫
R
|(HFψ)(x)|
pdF (x) ≤
(
p
p− 1
)p ∫
R
|ψ(x)|pdF (x)
where HF is the (right-tail) F−averaging operator defined for x ∈ R and ψ ∈
Lp(F ) by
HFψ(x) ≡
∫
[x,∞) ψ(y)dF (y)
1− F (x−)
= E (ψ(Y ) | Y ≥ x) . (13)
Remark 4. Since the conditional distribution ofX givenX ≤ c has distribution
function F (·)/F (c) for c ∈ R and the same holds for Y , we have the following
conditional version of (3)
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p ∣∣∣∣∣X ≤ c
)
= E
([
E
(
ψ(Y )1[Y≤X] | X,Y ≤ c
)
F (X)/F (c)
]p ∣∣∣∣∣X ≤ c
)
(14)
≤
(
p
p− 1
)p
E (ψp(X) | X ≤ c) ,
where the inequality stems from (3) itself.
Similarly, we have
E
([
E
(
ψ(Y )1[Y≥X] | X
)
1− F (X−)
]p ∣∣∣∣∣X > c
)
= E
([
E
(
ψ(Y )1[Y≥X] | X,Y > c
)
(1− F (X−))/(1− F (c))
]p ∣∣∣∣∣X > c
)
(15)
≤
(
p
p− 1
)p
E (ψp(X) | X > c) .
Together (14) and (15) imply the generalization of the Generalized Hardy In-
equality from Theorem 3.2 of Saumard and Wellner (2019) to general distribu-
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tion functions, namely
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p
1[X≤c]
)
+ E
([
E
(
ψ(Y )1[Y≥X] | X
)
1− F (X−)
]p
1[X>c]
)
= F (c)E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p ∣∣∣∣∣X ≤ c
)
+ (1− F (c))E
([
E
(
ψ(Y )1[Y≥X] | X
)
1− F (X−)
]p ∣∣∣∣∣X > c
)
(16)
≤
(
p
p− 1
)p
[F (c)E (ψp(X) | X ≤ c) + (1 − F (c))E (ψp(X) | X > c)]
=
(
p
p− 1
)p
E (ψp(X)) .
Remark 5. The Hardy inequality for weighted Lp spaces on (0,∞), such as
Theorem 1.2.1 of Balinsky et al. (2015), also follows from our Hardy inequality
for random variables. With 0 ≤ ε < (p−1)/p and K a large constant, we choose
F (x) = (x/K)1−εp/(p−1) ∧ 1, x ≥ 0. This results in the inequality[
1−
εp
p− 1
]p+1 ∫ K
0
[∫ x
0
ψ(y)y−εp/(p−1)dy
]p
xp(ε−1)dx (17)
≤
[
1−
εp
p− 1
](
p
p− 1
)p ∫ K
0
ψp(y)y−εp/(p−1)dy.
Taking limits as K →∞ and writing Ψ(y) = ψ(y)y−εp/(p−1) we arrive at∫ ∞
0
[∫ x
0
Ψ(y)dy
]p
xp(ε−1)dx ≤
[
p− 1
p
− ε
]−p ∫ ∞
0
Ψp(y)ypεdy, (18)
which is inequality (1.2.1) combined with (1.2.3) of Balinsky et al. (2015). Note
that by choosing ǫ = 0 the inequality in the last display reduces to (1).
4. A possible generalization
In view of comparisons between Theorem 1 and results of Levinson (1964) and
Muckenhoupt (1972), it may be of some interest to explore a further generaliza-
tion in which the distributions of X and Y are different. The following theorem
treats F 6= G in terms of the two cases F ≤ G and F ≥ G. Both parts of the
theorem reduce to Theorem 1 when F and G are equal and continuous.
Theorem 4. Hardy’s inequality for not identically distributed random
variables
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Let X and Y be independent random variables with distribution functions F
and G respectively, let p > 1, and let ψ be a non-negative measurable function
on (R,B) with ψ ∈ Lp(G).
(a) The second inequality in the string of inequalities
E
(
|E
(
ψ(Y )1[Y≤X] | X
)
|p
(G(X))p
)
(19)
≤
(
p
p− 1
)p−1
E
(
ψp(Y )(G(Y ))(p−1)/pE
(
1[Y≤X] (G(X))
−2+1/p
| Y
))
≤
(
p
p− 1
)p
E
(
ψp(Y )
(
G(Y )
F (Y )
)(p−1)/p)
is valid under the extra condition that P (X = Y ) = 0 and F (x) ≤ G(x), x ∈ R,
hold.
(b) The second inequality in the string of inequalities
E
(
|E
(
ψ(Y )1[Y≤X] | X
)
|p
(G(X))p
·
(
G(X)
F (X)
)(2p−1)/p)
(20)
≤
(
p
p− 1
)p−1
E
(
ψp(Y )(G(Y ))(p−1)/pE
(
1[Y≤X] (F (X))
−2+1/p | Y
))
≤
(
p
p− 1
)p
E (ψp(Y ))
is valid under the extra condition that P (X = Y ) = 0 and F (x) ≥ G(x), x ∈ R,
hold.
Here are several corollaries of Theorem 4 parts (a) and (b).
Corollary 5. Under the hypotheses of Theorem 4(a) and ψ · (G/F )(p−1)/p
2
∈
Lp(G) we have∫
R
|(HGψ)(x)|
pdF (x) ≤
(
p
p− 1
)p ∫
R
|ψ(y)|p
(
G(y)
F (y)
)(p−1)/p
dG(y).
where HG is the G−averaging operator defined for x ∈ R and ψ ∈ Lp(G) by
HGψ(x) ≡
∫
(−∞,x] ψ(y)dG(y)
G(x)
= E (ψ(Y ) | Y ≤ x) .
Corollary 6. Under the hypotheses of Theorem 4(b),
E
(
|E
(
ψ(Y )1[Y≤X] | X
)
|p
(F (X))p
)
≤
(
p
p− 1
)p
E (ψp(Y )) . (21)
Proof. Corollary 6 follows from Theorem 4(b) by noting that G(x) ≤ F (x)
implies (G(X))(p−1)
2/p(F (X))(2p−1)/p ≤ (F (X))p.
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Corollary 7. Under the hypotheses of Theorem 4(b),∫
R
|(HF,Gψ)(x)|
pdF (x) ≤
(
p
p− 1
)p ∫
R
|ψ(y)|pdG(y).
where HF,G is the F,G−averaging operator defined for x ∈ R and ψ ∈ Lp(F )
by
HF,Gψ(x) ≡
∫
(−∞,x] ψ(y)dG(y)
G(x)
(
G(x)
F (x)
)(2p−1)/p2
= HGψ(x) ·
(
G(x)
F (x)
)(2p−1)/p2
.
Remark 6. Theorem 4 and its corollaries are related to results of Levinson
(1964) and Muckenhoupt (1972). Levinson (1964) takes F to be the generalized
distribution function F (x) = x on R+ and allows G (his R) to be an arbitrary
distribution function absolutely continuous with respect to Lebesgue measure
(with density r). He also allows a general convex function ϕ rather than just
ϕ(u) = |u|p.
5. A reverse Hardy inequality
There are also reversed versions of the classical Hardy inequality: the continu-
ous (or integral form) inequality says, if p > 1 and ψ is a non-negative, non-
increasing p−integrable function on (0,∞), then∫ ∞
0
(
1
x
∫ x
0
ψ(t)dt
)p
dx ≥
p
p− 1
∫ ∞
0
ψ(x)pdx, (22)
while the discrete (or series form) inequality says, if p > 1 and {cn}
∞
1 is a
non-increasing sequence of non-negative real numbers, then
∞∑
n=1
(
1
n
n∑
k=1
ck
)p
≥ ζ(p)
∞∑
n=1
cpn. (23)
Here, ζ(·) is the zeta function. These inequalities have been obtained by Renaud
(1986); see also Lemma 2.1 of Milman (1997). (23) is sharp.
Here are our random variable versions of (22) and (23).
Theorem 8. Reverse Hardy inequality
Let X and Y be independent random variables both with right-continuous dis-
tribution function F on (R,B), and let ψ be a non-negative, non-increasing
measurable function on (R,B). For p > 1 and F absolutely continuous
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p)
≥
p
p− 1
E
(
ψp(Y )
[
1− (F (X))p−1
])
≥ E (ψp(Y )) (24)
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holds with equalities if ψ is constant.
For p ≥ 1 and F general
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p)
≥ E (ψp(Y )) (25)
holds with equalities if ψ is constant.
If F is general, but p ≥ 2 is an integer, then, with X,Y,X1, . . . , Xp indepen-
dent and identically distributed and with X(p) = max{X1, . . . , Xp}, we have
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p)
≥ E
(
ψp(X(p))E
(
(F (Y ))−p1[Y≥X(p)] | X(p)
))
(26)
with equality if ψ is constant.
The continuous version (22) of the reverse Hardy inequality is contained in
(24) and the discrete version (23) for integer p follows from (26).
Corollary 9.
(i) For any p > 1 and non-negative, non-increasing ψ ∈ Lp, inequality (22)
holds.
(ii) For any integer p > 1 and non-negative, non-increasing sequence {cn}
∞
n=1 ∈
ℓp, inequality (23) holds.
6. Copson’s inequality
Copson (1927) presented the following pair of inequalities: the continuous (or
integral form) inequality says, if p > 1 and ψ is a non-negative p−integrable
function on (0,∞), then∫ ∞
0
(∫ ∞
x
ψ(t)
t
dt
)p
dx ≤ pp
∫ ∞
0
ψp(x)dx (27)
holds, while the discrete (or series form) inequality says, if p > 1 and ai and
λi, i = 1, 2, . . . , are nonnegative numbers and Λi =
∑i
j=1 λj , i = 1, 2, . . . , is
positive, then
∞∑
i=1
λi
 ∞∑
j=i
λj
Λj
aj
p ≤ pp ∞∑
i=1
λia
p
i (28)
holds. We generalize Copson’s inequalities as follows.
Theorem 10. Copson’s inequality
Let X and Y be independent random variables with right-continuous distribu-
tion function F on (R,B), and let ψ be a (non-negative) measurable function
on (R,B). For p ≥ 1
E
([
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p)
≤ ppE (ψp(Y )) (29)
imsart-generic ver. 2014/10/16 file: K-W-Hardy-v14b.tex date: June 23, 2020
Klaassen and Wellner/Hardy’s inequality and random variables 10
holds. For absolutely continuous distribution functions F the constant pp is the
smallest possible one.
The strength of this inequality (29) lies in the fact that it implies both the
continuous and the discrete version of Copson’s inequality.
Corollary 11.
(i) For any p ≥ 1 and non-negative ψ ∈ Lp, inequality (27) holds.
(ii) For any p ≥ 1 and non-negative sequences {an}
∞
n=1, {λn}
∞
n=1 ∈ ℓp with
λ1 > 0, inequality (28) holds.
Proof. By Tonelli’s theorem (Fubini) equality holds in (27) and (28) for p = 1.
Let p > 1.
(i) can be seen by choosing X and Y uniform on (0,K) and taking limits with
K →∞.
(ii) needs a longer argument. For p > 1 define Λi =
∑i
j=1 λj , pi = λi/ΛK , i =
1, . . . ,K, for some natural number K and define the bounded continuous func-
tion ψ such that ψ(i) = ai holds for i = 1, . . . ,K. With F (x) =
∑K∧⌊x⌋
i=1 pi
Theorem 10 yields
E
([
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p)
=
K∑
i=1
 K∑
j=i
ajpj
p pi (30)
=
K∑
i=1
λi
ΛK
 K∑
j=i
λj
Λj
aj
p ≤ pp K∑
i=1
λi
ΛK
api = p
pE (ψp(Y )) .
For K1 ≤ K2 this implies
K1∑
i=1
λi
K2∑
j=i
λj
Λj
aj
p ≤ pp K2∑
i=1
λia
p
i . (31)
Taking limits here forK2 →∞ and subsequentlyK1 →∞ we arrive at (28).
As pointed out by Hardy (1928), the discrete Copson inequality is a “recipro-
cal” or “dual” inequality of the discrete Hardy inequality (2), in the sense that
one implies the other. Applying his approach we obtain the equivalence of (3)
and (29) as well. For a treatment of (1) and (27) based on the duality of Lp and
Lq with 1/p+ 1/q = 1, see Folland (1999), section 6.3.
Theorem 12. Equivalence of Hardy’s and Copson’s inequality Let X
and Y be independent random variables with right-continuous distribution func-
tion F on (R,B). For p > 1 and all non-negative measurable functions ψ on
(R,B) (3) holds if and only if for p > 1 and all non-negative measurable func-
tions ψ on (R,B) (29) holds.
Although this Theorem 12 (formally) renders one of our proofs of Hardy’s
and Copson’s inequality superfluous, we have included both proofs in Section 8
to illustrate the different methods.
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Remark 7. For p > 1 there are distributions for which the constant pp in (29)
is not optimal. This is the case for all Bernoulli distributions. Let X and Y
have a Bernoulli distribution with P (X = 1) = q = 1 − P (X = 0). Then with
ψ(0) = a and ψ(1) = b the left hand side of our Copson inequality (29) equals
(1− q)(a+ qb)p + q(qb)p = (1 − q)(1 + q)p
(
1
1 + q
a+
q
1 + q
b
)p
+ qp+1bp
≤ (1− q)(1 + q)p−1 (ap + qbp) + qp+1bp (32)
= (1 + q)p−1 ((1− q)ap + qbp) + q2
(
qp−1 − (1 + q)p−1
)
bp
≤ (1 + q)p−1 ((1− q)ap + qbp) ,
where the first inequality follows from Jensen’s inequality and the convexity of
x 7→ xp, x ≥ 0. As p 7→ p log p− (p− 1) log 2 is strictly increasing on [1,∞) with
value 0 at p = 1 the right hand side of (32) is bounded by
2p−1 ((1− q)ap + qbp) < pp ((1 − q)ap + qbp) , (33)
where the last expression is the upperbound in (29).
7. A reverse Copson inequality
Since the function
x 7→
∫
[x,∞)
(ψ(y)/F (y))dF (y) is non-increasing for non-negative ψ, the bounded
linear operator ψ(·) 7→
∫
[·,∞)
(ψ(y)/F (y))dF (y) from Lp(F ) to Lp(F ) is not
invertible and hence, as in the reverse Hardy inequality, we need restrictions on
ψ in order to formulate a reverse Copson inequallity. Here is our result in this
direction.
Theorem 13. Reverse Copson inequality
LetX and Y be independent random variables both with right-continuous distri-
bution function F on (R,B), let ψ be a non-negative, non-increasing, measurable
function on (R,B), and let p ≥ 1 be an integer.
If the distribution function F is continuous, then
E
([
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p)
≥ p!E (ψp(Y )) (34)
holds with equality if ψ is constant or p = 1 holds.
If the distribution function F is arbitrary, then
E
([
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p)
≥ E (ψp(Y )) (35)
holds with equality if ψ equals 0 or F is degenerate, i.e., puts all its mass at one
point.
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We conjecture that (35) and (34) with p! replaced by Γ(p + 1) hold for all
p ≥ 1, but we have no proof.
For the situations of the continuous and discrete versions of the original
Copson inequality our reverse Copson inequality implies:
Corollary 14. If p ≥ 1 is an integer and ψ is a non-negative, non-increasing,
p−integrable function on (0,∞), then∫ ∞
0
(∫ ∞
x
ψ(t)
t
dt
)p
dx ≥ p!
∫ ∞
0
ψp(x)dx (36)
holds. If p ≥ 1 is an integer and a1 ≥ a2 ≥ · · · and λi, i = 1, 2, . . . , are
nonnegative numbers and Λi =
∑i
j=1 λj , i = 1, 2, . . . , is positive, then
∞∑
i=1
λi
 ∞∑
j=i
λj
Λj
aj
p ≥ ∞∑
i=1
λia
p
i (37)
holds.
The proof of this Corollary is almost the same as the proof of Corollary 11
in Section 6 and therefore it is omitted.
8. Proofs
8.1. Proofs for Section 3
In order to prove our random variable version of Hardy’s inequality we need a
lemma. This lemma has the same structure as Broadbent’s proof of Hardy’s in-
equality (3), which is a slightly improved version of Elliot’s proof; see Broadbent
(1928), Elliott (1926), and Hardy et al. (1952), page 240.
Lemma 15. Let ai and pi be non-negative numbers for i = 1, . . . ,m, with
p1 > 0. For p > 1 the inequality
m∑
n=1
(∑n
i=1 aipi∑n
i=1 pi
)p
pn ≤
(
p
p− 1
)p m∑
n=1
apnpn (38)
holds.
With pi = 1 this inequality is a finite sum version of the discrete Hardy
inequality (2). Taking limits as m→∞ first on the right hand side and subse-
quently on the left hand side of (38) with pi = 1 we obtain the discrete Hardy
inequality itself.
Proof. of Lemma 15
With the notation Pn =
∑n
i=1 pi, An =
∑n
i=1 aipi, Bn = An/Pn, n = 1, . . . ,m,
A0 = B0 = P0 = 0 we rewrite
anpnB
p−1
n = (An −An−1)B
p−1
n = (PnBn − Pn−1Bn−1)B
p−1
n (39)
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into
PnB
p
n = anpnB
p−1
n + Pn−1Bn−1B
p−1
n . (40)
By Young’s inequality (uv ≤ up/p+ vp
′
/p′ with 1/p+ 1/p′ = 1), this implies
PnB
p
n ≤ anpnB
p−1
n + Pn−1
(
1
p
Bpn−1 +
p− 1
p
Bpn
)
(41)
and hence (
Pn −
p− 1
p
Pn−1
)
Bpn ≤ anpnB
p−1
n +
1
p
Pn−1B
p
n−1. (42)
Summing this inequality over n we obtain
m∑
n=1
PnB
p
n −
p− 1
p
m∑
n=1
Pn−1B
p
n ≤
m∑
n=1
anpnB
p−1
n +
1
p
m−1∑
n=1
PnB
p
n, (43)
which is equivalent to
1
p
PmB
p
m +
p− 1
p
m∑
n=1
(Pn − Pn−1)B
p
n ≤
m∑
n=1
anpnB
p−1
n . (44)
By Ho¨lder’s inequality this yields
p− 1
p
m∑
n=1
pnB
p
n ≤
(
m∑
n=1
apnpn
)1/p( m∑
n=1
Bpnpn
)(p−1)/p
(45)
and hence (
m∑
n=1
Bpnpn
)1/p
≤
p
p− 1
(
m∑
n=1
apnpn
)1/p
(46)
and (38).
Proof. of Theorem 1
We write the general distribution function F as F = qFc + (1− q)Fd, where Fd
is a discrete distribution function and Fc is continuous with 0 ≤ q ≤ 1. With
the inverse distribution function as defined in Section 2 we define for large N
yN,h = F
−1
c (h/N), h = 0, . . . , N. (47)
Without loss of generality we may assume that ψ is non-negative and that
E(ψp(Y )) and hence E(ψ(Y )) are positive and finite. If
∫∞
−∞
ψ(y)dFc(y) = 0
holds, we may assume q = 0. If not, we assume that
∫∞
−∞
ψ(y)dFc(y) = 1 holds.
Then
G(z) =
∫
(−∞,z]
ψ(y)dFc(y), z ∈ R, (48)
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is a distribution function, which is absolutely continuous with respect to Fc with
Radon-Nikodym derivative ψ and hence has no atoms. We define
zN,h = G
−1(h/N), h = 0, . . . , N. (49)
As any distribution function has only countably many jumps, a fully discrete
random variable with distribution function Fd has countably many point masses
p˜j, but their locations y˜j on R may have uncountably many limit points. We
may assume that these point masses are ordered as p˜1 ≥ p˜2 ≥ · · · . For N large
choose mN as small as possible, but such that
mN∑
j=1
p˜j ≥ 1− 1/N (50)
holds. We order the locations of the point masses corresponding to p˜1 ≥ · · · ≥
p˜mN and call them
vN,1 < · · · < vN,mN . (51)
We also order the masses p˜i multiplied by their corresponding ψ(y˜i) values in
non-increasing order, meanwhile renaming them as ψ(y∗1)p
∗
1 ≥ ψ(y
∗
2)p
∗
2 ≥ · · · .
Denote the finite value of
∫∞
−∞
ψ(y)dFd(y) by C. For N large choose m
∗
N as
small as possible, but such that
m∗N∑
j=1
ψ(y∗j )p
∗
j ≥ C − 1/N (52)
We order these m∗N locations {y
∗
1 , . . . , y
∗
m∗
N
} and call them
wN,1 < · · · < wN,m∗
N
. (53)
Now consider the union of the sets {yN,h | h = 0, . . . , N}, {zN,i | i =
0, . . . , N}, {vN,j | j = 1, . . . ,mN}, and {wN,k | k = 1, . . . ,m
∗
N}. This union
has MN elements with MN ≤ mN +m
∗
N + 2(N + 1). We order the elements in
this union and call them
xN,1 < · · · < xN,MN . (54)
Furthermore, we denote by pN,i the mass at xN,i, which is positive only if xN,i
equals some vN,j or wN,k.
We write
pi = F (xN,i)− F (xN,i−1), i = 1, . . . ,MN , (55)
ai =
(
q
∫
(xN,i−1,xN,i]
ψ(y)dFc(y) + (1− q)ψ(xN,i)pN,i
)
/pi,
where we note that the pi are positive. Because, if F would have no mass within
(xN,i−1, xN,i] then neither Fc nor Fd would, and hence (xN,i−1, xN,i] would be
empty.
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With these choices of ai and pi Lemma 15 yields
MN∑
n=1
∑ni=1
[
q
∫
(xN,i−1,xN,i]
ψ(y)dFc(y) + (1− q)ψ(xN,i)pN,i
]
F (xN,n)− F (xN,1)
p pn (56)
≤
(
p
p− 1
)p MN∑
n=1
(
q
∫
(xN,n−1,xN,n]
ψ(y)dFc(y) + (1− q)ψ(xN,n)pN,n
F (xN,n)− F (xN,n−1)
)p
pn.
As t 7→ tp, t ≥ 0, is convex for p > 1, the sum at the right hand side of this
inequality can be bounded by Jensen’s inequality as follows
MN∑
n=1
(
q
∫
(xN,n−1,xN,n]
ψ(y)dFc(y) + (1 − q)ψ(xN,n)pN,n
F (xN,n)− F (xN,n−1)
)p
pn
≤
MN∑
n=1
(∫
(xN,n−1,xN,n]
ψ(y)dF (y)
F (xN,n)− F (xN,n−1)
)p
(F (xN,n)− F (xN,n−1))
≤
MN∑
n=1
∫
(xN,n−1,xN,n]
ψp(y)dF (y) = E (ψp(Y )) . (57)
Note that the left hand side of (56) may be written as∫ ∞
−∞
MN∑
n=1
(
qG(xN,n) + (1 − q)
∑n
i=1 ψ(xN,i)pN,i
F (xN,n)− F (xN,1)
)p
1(xN,n−1,xN,n](x)dF (x).
(58)
In view of F (xN,n) − F (xN,1) ≤ F (xN,n) this integral is bounded from below
by the same integral with F (xN,n) − F (xN,1) in the denominator replaced by
F (xN,n).
If F is a discrete distribution with q = 0 and finitely many atoms mN =MN ,
then (58) equals the left hand side of (3), which together with (57) implies the
inequality (3). Therefore, we assume that q is positive or Fd has infinitely many
atoms, and that hence MN →∞ for N →∞.
By Fatou’s lemma the liminf for N →∞ of the integral (58) with F (xN,n)−
F (xN,1) replaced by F (xN,n) = qFc(xN,n) + (1 − q)Fd(xN,n) equals at least∫ ∞
−∞
lim inf
N→∞
MN∑
n=1
(
qG(xN,n) + (1− q)
∑n
i=1 ψ(xN,i)pN,i
qFc(xN,n) + (1− q)Fd(xN,n)
)p
(59)
1(xN,n−1,xN,n](x)dF (x).
Fix x˜ with F (x˜) > 0. For large N there is an index n(N, x˜) with x˜ in the interval
(xN,n(N,x˜)−1, xN,n(N,x˜)]. Then we have
MN∑
n=1
(
qG(xN,n) + (1− q)
∑n
i=1 ψ(xN,i)pN,i
qFc(xN,n) + (1− q)Fd(xN,n)
)p
1(xN,n−1,xN,n](x˜)
=
(
qG(xN,n(N,x˜)) + (1 − q)
∑n(N,x˜)
i=1 ψ(xN,i)pN,i
qFc(xN,n(N,x˜)) + (1− q)Fd(xN,n(N,x˜))
)p
. (60)
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The construction of the sequence xN,1 < · · · < xN,MN entails
0 ≤ Fc(xN,n(N,x˜))− Fc(x˜) ≤
1
N
,
0 ≤ G(xN,n(N,x˜))−G(x˜) ≤
1
N
, (61)∣∣∣∣∣∣
n(N,x˜)∑
i=1
pN,i −
∫
(−∞.x˜]
dFd(y)
∣∣∣∣∣∣ ≤
∞∑
j=mN+1
p˜j ≤
1
N
,
∣∣∣∣∣∣
n(N,x˜)∑
i=1
ψ(xN,i)pN,i −
∫
(−∞.x˜]
ψ(y)dFd(y)
∣∣∣∣∣∣ ≤
∞∑
j=m∗
N
+1
ψ(y∗j )p
∗
j ≤
1
N
.
These inequalities imply that the limit for N → ∞ of the expression in (60)
exists and equals (
qG(x˜) + (1− q)
∫
(−∞,x˜] ψ(y)dFd(y)
qFc(x˜) + (1− q)Fd(x˜)
)p
. (62)
and hence that the integral in (59) equals the left hand side of (3). Together
with (58), (56), and (57) this completes the proof of inequality (3).
Let U and V be independent random variables uniformly distributed on the
unit interval. It is well known that F−1(U) has distribution function F ; see
the proof of Lemma 16 below. If F is continuous, then F (F−1(v)) = v and
inequality (3) can be rewritten as (4), as can be seen by substituting X and
Y in (3) by F−1(U) and F−1(V ) respectively. With 0 < ε small we choose
ψF (u) = u
−(1−ε)/p, 0 < u < 1, and we see that (4) is equivalent to the inequality
(p/(p − 1 + ε))p ≤ (p/(p − 1))p. Since 0 < ε may be chosen arbitrarily small,
this proves the optimality of the constant in (3) and (4).
8.2. Proofs for Section 4
To prove the generalized versions given in Theorem 4 we need the following
Lemma.
Lemma 16. For a random variable X with distribution function F and for all
p > 1
E
(
(F (X))−1/p1[X≤y]
)
≤
p
p− 1
(F (y))(p−1)/p (63)
and
E
(
(F (X))−2+1/p1[X>y]
)
≤
p
p− 1
(F (y))(1−p)/p (64)
hold.
Proof.
With the inverse distribution function F−1 as defined in Section 2, it is well
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known that u ≤ F (F−1(u)) and F−1(F (x)) ≤ x hold and that hence P (F−1(U) ≤
x) = F (x) is valid with the random variable U uniformly distributed on the unit
interval. Also note that F−1(u) < x, u ∈ [0, 1], x ∈ R, implies F (F−1(u)) ≤
F (x−). Consequently, we have
E
(
(F (X))−1/p1[X<y]
)
= E
(
(F (F−1(U)))−1/p1[F−1(U)<y]
)
≤ E
(
U−1/p1[U≤F (y−)]
)
=
p
p− 1
(F (y−))(p−1)/p. (65)
Furthermore,
E
(
(F (X))−1/p1[X=y]
)
= (F (y))−1/p [F (y)− F (y−)] (66)
holds and (63) has been proved if
p
p− 1
(F (y−))(p−1)/p + (F (y))−1/p [F (y)− F (y−)] ≤
p
p− 1
(F (y))(p−1)/p (67)
holds. This is the case, since for 0 ≤ u ≤ v ≤ 1,
pu1−1/p + (p− 1)v−1/p(v − u) ≤ pv1−1/p (68)
is valid. This may be seen by multiplying (68) by (pu)−1v1/p and writing v/u =
1 + w with w ≥ 0. This results in the inequality
(1 + w)1/p ≤ 1 + 1pw, (69)
which is valid, as the left hand side is a concave function and the right hand
side its tangent at w = 0.
Similarly to (65) and (66) we have
E
(
(F (X))−2+1/p1[X>y]
)
= E
(
(F (F−1(U)))−2+1/p1[F−1(U)>y]
)
≤ E
(
U−2+1/p1[U>F (y)]
)
=
p
p− 1
[
(F (y))(1−p)/p − 1
]
, (70)
which implies (64).
With Lemma 16 in hand we are ready for the proof of Theorem 4.
Proof. (of Theorem 4(a)) By Ho¨lder’s inequality applied conditionally with con-
jugate exponents p and p/(p−1), (63), and properties of conditional expectations
(Fubini’s theorem) we obtain
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E
(∣∣E (ψ(Y )1[Y≤X] | X)∣∣p
(G(X))p
)
= E

∣∣∣E (ψ(Y )(G(Y ))(p−1)/p2(G(Y ))(1−p)/p21[Y≤X] | X)∣∣∣p
Gp(X)

≤ E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] | X
) [E ((G(Y ))−1/p1[Y≤X] | X)]p−1
Gp(X)
)
≤
(
p
p− 1
)p−1
E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] | X
) (G(X))(p−1)2/p
(G(X))p
)
=
(
p
p− 1
)p−1
E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] (G(X))
−2+1/p
| X
))
=
(
p
p− 1
)p−1
E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] (G(X))
−2+1/p | Y
))
=
(
p
p− 1
)p−1
E
(
ψp(Y )(G(Y ))(p−1)/pE
(
1[Y≤X] (G(X))
−2+1/p
| Y
))
, (71)
which implies the first inequality of (19). If G(x) ≥ F (x), x ∈ R, and P (X =
Y ) = 0 hold, then by (64) the right hand side of (71) is bounded from above by(
p
p− 1
)p
E
(
ψp(Y )(G(Y ))(p−1)/p(F (Y ))(1−p)/p
)
≤
(
p
p− 1
)p
E
(
ψp(Y )
(
G(Y )
F (Y )
)(p−1)/p)
, (72)
which implies the second inequality of (19).
Proof. (of Theorem 4(b)) Again, by Ho¨lder’s inequality, (63), and properties of
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conditional expectations we obtain
E
(
|E
(
ψ(Y )1[Y≤X] | X
)
|p
Gp(X)
·
(
G(X)
F (X)
)(2p−1)/p)
= E

∣∣∣E (ψ(Y )(G(Y ))(p−1)/p2(G(Y ))(1−p)/p21[Y≤X] | X)∣∣∣p
G(p−1)2/p(X)F (2p−1)/p(X)

≤ E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] | X
) [E ((G(Y ))−1/p1[Y≤X] | X)]p−1
G(p−1)2/p(X)F (2p−1)/p(X)
)
≤
(
p
p− 1
)p−1
E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] | X
) (G(X))(p−1)2/p
G(p−1)2/p(X)F (2p−1)/p(X)
)
=
(
p
p− 1
)p−1
E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] (F (X))
−2+1/p
| X
))
=
(
p
p− 1
)p−1
E
(
E
(
ψp(Y )(G(Y ))(p−1)/p1[Y≤X] (F (X))
−2+1/p
| Y
))
=
(
p
p− 1
)p−1
E
(
ψp(Y )(G(Y ))(p−1)/pE
(
1[Y≤X] (F (X))
−2+1/p
| Y
))
, (73)
which implies the first inequality of (20). If F (x) ≥ G(x), x ∈ R, and P (X =
Y ) = 0 hold, then by (64) the right hand side of (73) is bounded from above by(
p
p− 1
)p
E
(
ψp(Y )(G(Y ))(p−1)/p(F (Y ))(1−p)/p
)
≤
(
p
p− 1
)p
E (ψp(Y )) , (74)
which yields the second inequality of (20).
8.3. Proofs for Section 5
Proof. (of Theorem 8) Let f be a density of F . The monotonicity of ψ implies
d
dx
[∫ x
−∞
ψ(y)dF (y)
]p
= p
[∫ x
−∞
ψ(y)dF (y)
]p−1
ψ(x)f(x)
≥ pψp(x)(F (x))p−1f(x) (75)
for Lebesgue almost all x ∈ R. So we have[∫ x
−∞
ψ(y)dF (y)
]p
≥ p
∫ x
−∞
ψp(y)(F (y))p−1dF (y) (76)
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and hence
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p)
≥ p
∫ ∞
−∞
∫ x
−∞
ψp(y)F p−1(y)dF (y)(F (x))−pdF (x)
= p
∫ ∞
−∞
∫ ∞
y
F−p(x)f(x)dxψp(y)(F (y))p−1dF (y) (77)
=
p
p− 1
∫ ∞
−∞
[
F 1−p(y)− 1
]
ψp(y)(F (y))p−1dF (y)
=
p
p− 1
E
(
ψp(X)
(
1− (F (X))p−1
))
,
which is the first inequality of (24). Since ψp(·) and 1 − (F (·))p−1 are both
non-increasing, ψp(X) and 1 − (F (X))p−1 are non-negatively correlated and
consequently their covariance is non-negative implying
E
(
ψp(X)
(
1− (F (X))p−1
))
≥ E (ψp(X))E
(
1− (F (X))p−1
)
=
p− 1
p
E (ψp(X)) . (78)
This results in the second inequality of (24).
Note that inequality (25) and hence the inequality between the left hand side
and the right hand side of (24) is obvious as ψ is non-increasing.
Let F be general and p integer. AsX1, . . . , Xp are independent and identically
distributed and ψ(·)1[·≤x] is non-increasing, we have
E
(
p∏
i=1
ψ(Xi)1[Xi≤x]
)
≥ E
(
ψp(X(p))1[X(p)≤x]
)
(79)
and hence
E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p)
≥ E
(
ψp(X(p))1[X(p)≤X](F (X))
−p
)
, (80)
which implies (26).
Proof. (of Corollary 9) Let X and Y be uniformly distributed on the interval
(0,K). Our reverse Hardy inequality (24) becomes
1
K
∫ K
0
[
1
x
∫ x
0
ψ(y)dy
]p
dx ≥
p
p− 1
1
K
∫ K
0
ψp(x)
(
1−
( x
K
)p−1)
dx, (81)
which for 0 < ε ≤ 1 implies∫ K
0
[
1
x
∫ x
0
ψ(y)dy
]p
dx ≥
p
p− 1
∫ εK
0
ψp(x)
(
1− εp−1
)
dx, (82)
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Taking limits for K →∞ and subsequently ε ↓ 0 we arrive at (22).
For the second part of the Corollary we take X and Y uniformly distributed
on {1, . . . ,K}. In view of P (X(p) ≤ n) = (n/K)
p our inequality (26) with
ψ(k) = ck becomes
1
K
K∑
n=1
[ 1
K
∑n
k=1 ck
n/K
]p
≥
K∑
n=1
cpn
[( n
K
)p
−
(
n− 1
K
)p]
1
K
K∑
k=n
(
k
K
)−p
, (83)
which implies
K∑
n=1
[
1
n
n∑
k=1
ck
]p
≥
K∑
n=1
cpn [n
p − (n− 1)p]
K0∑
k=n
1
kp
(84)
for some integer K0 ≤ K and the corresponding sum vanishing for n > K0.
Taking limits as K →∞ and subsequently K0 →∞ we obtain
∞∑
n=1
[
1
n
n∑
k=1
ck
]p
≥
∞∑
n=1
cpn [n
p − (n− 1)p]
∞∑
k=n
1
kp
. (85)
Lemma 2 of Renaud (1986) shows
[np − (n− 1)p]
∞∑
k=n
1
kp
≥ ζ(p) (86)
for n ≥ 2. As for n = 1 equality holds in (86), the proof that for integer p
inequality (23) can be obtained from our inequality (26), is complete.
8.4. Proofs for Section 6
We will use the following Lemma, which shows the structure of Copson’s proof
of his Theorem B with sums over infinitely many terms replaced by finite sums;
see Copson (1927).
Lemma 17. Let ai and pi be non-negative numbers for i = 1, . . . ,m, with
p1 > 0. For p > 1 the inequality
m∑
n=1
(
m∑
i=n
aipi∑i
j=1 pj
)p
pn ≤ p
p
m∑
n=1
apnpn (87)
holds.
Note that part of Theorem B of Copson (1927) follows from this inequality
by taking limits for m → ∞, first at the right hand side, subsequently within
the p-th power at the left hand side, and finally for the first sum at the left hand
side.
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Proof. of Lemma 17
With the notation
Pn =
n∑
i=1
pi, An =
m∑
i=n
aipi
Pi
, n = 1, . . . ,m, P0 = Am+1 = 0, (88)
Young’s inequality (as in the proof of Lemma 15) yields
Apnpn − pA
p−1
n anpn = A
p
npn − pA
p−1
n Pn (An −An+1) (89)
≤ (pn − pPn)A
p
n + Pn
(
(p− 1)Apn +A
p
n+1
)
= PnA
p
n+1 − Pn−1A
p
n
for n = 1, . . . ,m. Summing this inequality over n we obtain
m∑
n=1
Apnpn − p
m∑
n=1
anA
p−1
n pn ≤ 0. (90)
By Ho¨lder’s inequality the second sum in (90) is bounded as follows(
m∑
n=1
anA
p−1
n pn
)p
≤
m∑
n=1
apnpn
(
m∑
n=1
Apnpn
)p−1
. (91)
Together with (90) this implies(
m∑
n=1
Apnpn
)p
≤ pp
(
m∑
n=1
anA
p−1
n pn
)p
≤ pp
m∑
n=1
apnpn
(
m∑
n=1
Apnpn
)p−1
(92)
and hence (87).
Proof. of Theorem 10
We follow the proof of Theorem 1 up to and including the definition of ai and
pi in (55).
With these choices of ai and pi, Lemma 17 and (57) yield
MN∑
n=1
MN∑
i=n
[
q
∫
(xN,i−1,xN,i]
ψ(y)dFc(y) + (1− q)ψ(xN,i)pN,i
]
F (xN,i)− F (xN,1)
p pn
≤ ppE (ψp(Y )) . (93)
Note that F (xN,i) − F (xN,1) in the denominator at the left hand side of (93)
may be replaced by F (xN,i) and that the resulting expression may be written
as
∫ ∞
−∞
MN∑
n=1
MN∑
i=n
[
q
∫
(xN,i−1,xN,i]
ψ(y)dFc(y) + (1− q)ψ(xN,i)pN,i
]
F (xN,i)
p (94)
1(xN,n−1,xN,n](x)dF (x).
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As in the proof of Theorem 1 we assume MN →∞ for N →∞.
By Fatou’s lemma the liminf for N →∞ of the integral (94) equals at least
∫ ∞
−∞
lim inf
N→∞
MN∑
n=1
MN∑
i=n
[
q
∫
(xN,i−1,xN,i]
ψ(y)dFc(y) + (1− q)ψ(xN,i)pN,i
]
F (xN,i)
p
1(xN,n−1,xN,n](x)dF (x). (95)
Fix x˜ with F (x˜) > 0. For large N there is an index n(N, x˜) with x˜ in the interval
(xN,n(N,x˜)−1, xN,n(N,x˜)]. Then we have
MN∑
n=1
MN∑
i=n
[
q
∫
(xN,i−1,xN,i]
ψ(y)dFc(y) + (1− q)ψ(xN,i)pN,i
]
F (xN,i)
p
1(xN,n−1,xN,n](x˜) (96)
=
 MN∑
i=n(N,x˜)
[
q
∫
(xN,i−1,xN,i]
ψ(y)
F (xN,i)
dFc(y) + (1− q)
ψ(xN,i)
F (xN,i)
pN,i
]p .
The construction of the sequence xN,1 < · · · < xN,MN entails (61). For y in
the interval (xN,n(N,x˜)−1, xN,n(N,x˜)] the first and third row of (61) imply
0 ≤ F (xN,i)− F (y) = q (Fc(xN,i)− Fc(y)) + (1 − q) (Fd(xN,i)− Fd(y)) ≤
1
N
(97)
and hence
1−
1
NF (xN,i)
≤
F (y)
F (xN,i)
≤ 1. (98)
The same argument as in the fourth row of (61) yields
0 ≤
∫
[x˜,∞)
ψ(y)
F (y)
dFd(y)−
MN∑
i=n(N,x˜)
ψ(xN,i)
F (xN,i)
pN,i ≤
1
NF (x˜)
. (99)
Together with (98) this implies that the sum at the right hand side of (96) equals
at least ∫
[x˜,∞)
ψ(y)
F (y)
dF (y)
(
1−
1
NF (x˜)
)
−
1
NF (x˜)
. (100)
Consequently, the liminf of (96) equals at least[∫
[x˜,∞)
ψ(y)
F (y)
dF (y)
]p
=
[
E
(
ψ(Y )
F (Y )
1[Y≥x˜]
)]p
. (101)
Together with (93), (94), and (95) this completes the proof of the theorem.
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Proof. of Theorem 12
Let η be a non-negative measurable function. Ho¨lder’s inequality and subse-
quently Hardy’s inequality (3) yield
E
(
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)
η(X)
)
= E
(
ψ(Y )
E
(
η(X)1[X≤Y ] | Y
)
F (Y )
)
≤ [E (ψp(Y ))]
1/p
E
[E (η(X)1[X≤Y ] | Y )
F (Y )
]p/(p−1)(p−1)/p (102)
≤ [E (ψp(Y ))]
1/p
[(
p/(p− 1)
p/(p− 1)− 1
)p/(p−1)
E
(
ηp/(p−1)(X)
)](p−1)/p
= p [E (ψp(Y ))]1/p
[
E
(
ηp/(p−1)(X)
)](p−1)/p
.
Taking
η(X) =
[
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p−1
(103)
we obtain Copson’s inequality (29) from (102). Similarly, Ho¨lder’s inequality
and subsequently Copson’s inequality (29) yield
E
(
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
η(X)
)
= E
(
ψ(Y )E
(
η(X)
F (X)
1[X≥Y ] | Y
))
≤ [E (ψp(Y ))]
1/p
[
E
([
E
(
η(X)
F (X)
1[X≥Y ] | Y
)]p/(p−1))](p−1)/p
(104)
≤ [E (ψp(Y ))]
1/p
[(
p
p− 1
)p/(p−1)
E
(
ηp/(p−1)(X)
)](p−1)/p
=
p
p− 1
[E (ψp(Y ))]
1/p
[
E
(
ηp/(p−1)(X)
)](p−1)/p
.
Taking
η(X) =
[
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p−1
(105)
we obtain Hardy’s inequality (3) from (104).
8.5. Proof for Section 7
Proof. (of Theorem 13)
Let X,Y, Y1, . . . , Yp be independent random variables all with distribution
function F .
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If F is continuous, the monotonicity of ψ implies that
E
([
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p)
= E
(
p∏
i=1
[
E
(
ψ(Yi)
F (Yi)
1[X≤Yi] | X
)])
= E
(
E
(
p∏
i=1
ψ(Yi)
F (Yi)
1[X≤Yi] | X
))
= E
(
p∏
i=1
ψ(Yi)
F (Yi)
1[X≤Yi]
)
= p!E
([
p∏
i=1
ψ(Yi)
F (Yi)
]
1[X≤Y1≤···≤Yp]
)
≥ p!E
(
ψp(Yp)
1[X≤Y1≤···≤Yp]
F (Y1) · · ·F (Yp)
)
= p!E
(
ψp(Yp)
1[Y1≤Y2≤···≤Yp]
F (Y2) · · ·F (Yp)
)
= p!E (ψp(Y )) , (106)
where equality holds if ψ is constant.
Similarly, if F is arbitrary, we derive
E
([
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p)
= E
(
p∏
i=1
ψ(Yi)
F (Yi)
1[X≤Yi]
)
≥ E
([
p∏
i=1
ψ(Yi)
F (Yi)
]
1[X≤Y1≤···≤Yp]
)
≥ E
(
ψp(Yp)
1[X≤Y1≤···≤Yp]
F (Y1) · · ·F (Yp)
)
= E
(
ψp(Yp)
1[Y1≤Y2≤···≤Yp]
F (Y2) · · ·F (Yp)
)
= E (ψp(Y )) . (107)
One may check that equalities in (107) hold if F is degenerate.
9. Summary
Our inequalities related to Hardy’s inequality read as follows.
E (ψp(Y )) ≤ E
([
E
(
ψ(Y )1[Y≤X] | X
)
F (X)
]p)
≤
(
p
p− 1
)p
E (ψp(Y )) , (108)
where the first inequality holds if F is absolutely continuous and ψ is non-
increasing.
Our inequalities related to Copson’s inequality are the following.
p!E (ψp(Y )) ≤ E
([
E
(
ψ(Y )
F (Y )
1[Y≥X] | X
)]p)
≤ ppE (ψp(Y )) , (109)
where the first inequality holds if F is continuous, p is an integer, and ψ is
non-increasing. Detailed conditions are given in the respective Theorems.
10. Applications and Related Work
We close with a few brief comments concerning applications and related work.
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As noted by Diaconis (2002), Hardy’s inequality (2), and especially the weighted
version thereof due to Muckenhoupt (1972), has been applied by Miclo (1999)
to obtain useful bounds for the spectral gap of birth-and-death Markov chains.
Bobkov and Go¨tze (1999) extend the methods of Muckenhoupt (1972) to study
optimal constants in log-Sobolev inequalities on R, while Saumard and Wellner
(2019) use the “two-sided” Hardy inequality given by (16) to give an alter-
native proof of Cheeger’s inequality. Applications of the Hardy inequality (3)
with F continuous to semiparametric models for survival analysis were given by
Ritov and Wellner (1988) and Bickel et al. (1998).
Finally we note that a somewhat different unification of (1) and (2) is achieved
by Rˇeha´k (2005) via the theory of “time scales”. This theory, initiated by Hilger
(1990), involves a calculus which unifies discrete and continuous analysis. Also
see Bohner and Peterson (2001). This theory is similar in some respects to our
approach via distribution functions and probability theory, but begins with a
focus on an arbitrary non-empty closed subset T of R. For example, T = [0,∞)
for the continuous Hardy inequality (1) while T = T for the discrete Hardy
inequality (2).
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