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vAbstract
With the rapid development of modern information technol-
ogy and graphics application technology, three-dimensional re-
construction technology has attracted more and more attention,
especially in the medical and industrial fields. The development
of this technology has played an essential role in the realization
of industry digitalization. Three-dimensional reconstruction tech-
nology can virtual objects in the real world into digital models
that can be processed by computers. How to extract critical in-
formation from these objects quickly to achieve three-dimensional
reconstruction has become a new research hotspot and difficulty.
Point cloud registration is the core technology of three-dimensional
reconstruction. Its purpose is to combine several continuous point
clouds from different perspectives.
The traditional registration methods are usually for point clouds
with most overlapping regions. Imagine that if only a small num-
ber of overlapping point clouds can be registered. The number
of point clouds needed to register a complete object will be sig-
nificantly reduced, and the efficiency of three-dimensional re-
construction can be improved.
In this dissertation, a small amount of overlapping point cloud
registration is studied. A complete registration framework is pro-
posed. A variety of point group characteristics are also provided.
The main research contents are as follows.
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Firstly, considering that only a small number of overlapping
point clouds cannot be used as registration elements directly.
Our goal should be to find overlapping areas between point
clouds. In order to achieve this goal, We decompose the point
cloud and get the point group. The so-called point group is a
point cloud which contains only a small part of local informa-
tion. There are overlapping parts between point groups, and all
point groups can be combined to get a complete point cloud. By
using point group as the essential element of registration, the
overlapping information between point clouds can be obtained
while obtaining the local information of point clouds.
Secondly, in the case of a large number of point groups, we
need to find the common parts of two point clouds in the whole
point cloud. Because the two point clouds have different in-
ternal and external causes, it is impossible to compare the two
point clouds directly. We have put forward three new point group
features for resolving this problem.
Plane Distance histogram (PAD) Feature: The point group
is not on a plane, but we can calculate a plane which fits the
point group. The fitting plane is unique for each point group.
Then the distance between the points and the fitting plane in
each point group is calculated. Finally, the distance histogram,
namely plane distance histogram (PAD), is used as the feature
of the point group.
Multiple Average Probability (MAP) Feature: We assume
that the point group is a Gaussian model. When the Gaussian
model of the sample point group is obtained, the probability
vii
of each point in the model is calculated along with the aver-
age value of the probability. The points for which the probability
value is less than the average is selected as a subset of this point
group. Because the probability value of a point in this subset is
less than the average, it indicates that the probability of these
points belonging to this model is small. To better represent the
point group shape, this study recalculates the Gaussian model
and probability mean using the subset as the new point group.
Several operations are repeated until the subset is insufficient
to construct a Gaussian model. Then all the calculated average
probabilities are considered as the feature of the point group.
Sparse Feature (SF): We use singular value decomposition
(SVD) to decompose a point group. The results of point groups
decomposition are the three main directions of the point group,
the strength of the three directions, and the standardized point
group. The feature of the point group can be more effective to
found by standardized point group compare with the original
point group. Then we use K-SVD to remove the external influ-
ence of point clouds. Instead of looking for features in a point
cloud with external influence directly, the stronger feature can
be obtained through the restored point cloud.
Finally, sparse representation is used as the feature matching
method for the point groups. It is well-known if we compare
the feature only in a sequence, then the threshold of the match-
ing error must be set owing to the noise and outliers of the point
cloud. The level of noise and outliers in each point group are
viii
not the same, in fact, they are not known, and so, the thresh-
old of the matching error for each point is difficult to determine.
In sparse representation, only the two most similar features of
a point group are searched, which need not set to the thresh-
old for each point group. The noise and outliers of the feature
can be expressed by other elements in the dictionary. The pure
part must be stronger than the noise and outliers in the feature.
Therefore, the value of the pure part must be much larger than
the value of the noise or outliers in a sparse parameter.
The method to register a pair of point clouds with various
influencing factors. In particular, we found that the general ap-
proach is only useful in significant overlaps. Our proposed method
uses point groups as essential registration elements to match the
point cloud. The point group feature avoids numerous instances
of mismatching by using the entire point cloud. The experimen-
tal results show that our proposed methods are robust to noise,
outliers, and missing points, and the calculation time is less.
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1Chapter 1
Introduction
1.1 Background
With the progress of industrial technology and the rapid devel-
opment of economy, the function of products is no longer the
only condition to win the market under the demand of con-
sumers for high-quality products. Products should not only have
advanced and rich functions but also have a smooth and per-
sonalized appearance. In a uniform product appearance, people
can have a refreshing feeling. Only in this way can they attract
enough attention from consumers and gain a firm foothold in
the increasingly fierce market competition. The geometric mod-
eling technology of three dimensional model is indispensable
for the design of fluent and personalized appearance. At present,
this technology has been widely applied in the field of product
scheme evaluation, automated manufacturing, management, and
maintenance. At the same time, in order to improve the research
and development speed of new product geometry appearance
and shorten the development cycle, many advanced designs,
and manufacturing technologies have emerged, like, Computer
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Aided Design, Computer Aided Manufacturing, Reverse Engi-
neering, Virtual Manufacturing, Rapid Prototyping. Among them,
reverse engineering, as a support for product re-creation engi-
neering, has attracted more and more attention.
Nowadays, with the continuous innovation of measuring equip-
ment and the constant enrichment and improvement of measur-
ing means and techniques, the measured data obtained in practi-
cal applications also show a trend of massive growth. People call
these measured data as a three dimensional point cloud or three
dimensional scattered data. Usually, the number of points in a
three dimensional point cloud measured at one time can reach
hundreds of thousands or even millions. Therefore, in order to
ensure the accuracy and timeliness of reconstructing these large-
scale 3D point clouds before model reconstruction, we must first
carry out relevant data preprocessing operations, including data
denoising, hole repair, data simplification, data registration, and
data segmentation. In these pre-processing operations, data reg-
istration is the most important link, and its effect will directly
affect whether the original object can be described correctly, and
then modify the impact of model reconstruction.
Three dimensional point cloud registration is also known as
three dimensional point cloud alignment, data registration and
so on. Its function is to combine part of the three dimensional
point cloud collected from different perspectives to obtain a uni-
fied coordinate system, the complete object of a three dimen-
sional point cloud. In data acquisition of objects, many factors
determine that it is impossible to complete data acquisition of
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the whole object at one time through a single measuring device.
Mainly, there are projection blind spots or visual dead zones
when acquiring complex surfaces. Data acquisition of large parts
is limited by the scope of acquisition, and data acquisition of
many times and blocks is also required. Therefore, in order to
complete the data acquisition of the whole physical object, the
physical surface is often divided into several overlapping sub-
regions. In this way, data acquisition is carried out from differ-
ent perspectives, and several independent and partially over-
lapping three dimensional point clouds are obtained. If each
part of the three dimensional point cloud is regarded as a rigid
body, the registration of the three dimensional point cloud can
be reduced to the coordinate transformation of the three dimen-
sional rigid body, i.e., registration of partially overlapped three
dimensional point clouds by coordinate transformation accord-
ing to some pre-specified optimal matching rules. The registra-
tion process of three dimensional point clouds can thus be equiv-
alent to the global search problem of points in six-degree-of-
freedom infinite continuous space, and its solution can be re-
duced to the solution of corresponding transformation relations.
According to the calculated transformation relations, these multi-
viewpoint clouds can be aligned together. Thus the overall geo-
metric shape of the object can be obtained.
In summary, registration of three dimensional point clouds
is the core technology of data processing of three dimensional
point clouds. At the same time, facing the increasing volume of
three dimensional point clouds, the research direction of three
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dimensional point cloud registration is to develop a fast and ef-
ficient automatic registration method to meet the different needs
of practical application.
1.2 Difficulties in point cloud registration
1.2.1 Theoretical Knowledge
The theoretical knowledge involved in point cloud registration
is as follows.
As mentioned above, the ultimate goal of point cloud regis-
tration is to unify two or more sets of point cloud data in differ-
ent coordinate systems into the same reference coordinate sys-
tem through specific rotation and translation transformation. In
this process, we need to use a set of mapping transformations to
achieve. Assuming that the mapping is transformed to H, H can
be expressed by equation 1.1:
H =
⎡⎢⎢⎢⎢⎢⎢⎣
a11 a12 a13 tx
a21 a22 a23 ty
a31 a32 a33 tz
vx vy vz s
⎤⎥⎥⎥⎥⎥⎥⎦ (1.1)
It can also be expressed simply by equation 1.2:
H =
⎡⎣A T
V S
⎤⎦ (1.2)
1.2. Difficulties in point cloud registration 5
Where A =
⎡⎢⎢⎢⎣
a11 a12 a13
a21 a22 a23
a31 a32 a33
⎤⎥⎥⎥⎦ represents the rotation matrix,
T =
[
tx ty tz
]T
represents translation vector, V =
[
vx vy vz
]
represents perspective transformation vector, S represents the
proportion factor of the whole.
Usually, the point cloud data obtained by three dimensional
scanning equipment only have rotation and translation disloca-
tion, but no deformation.Therefore, the mapping transformation
can be simply expressed as a rigid body transformation with
constant length and angle. The transformed matrix of rigid body
transformation can be expressed by equation 1.3:
H =
⎡⎣R3×3 T3×1
O1×3 S
⎤⎦ (1.3)
The rotation matrix R3×3 and the translation matrix T3×1 can
be expressed by equations 1.4 and 1.5 respectively.
R3×3 =
⎡⎢⎢⎢⎣
1 0 0
0 cosα sinα
0 −sinα cosα
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
cosβ 0 −sinβ
0 1 0
sinβ 0 cosβ
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
cosγ sinγ 0
−sinγ cosγ 0
0 0 1
⎤⎥⎥⎥⎦
(1.4)
T3×1 =
[
tx ty tz
]T
(1.5)
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Among them α, β,γ respectively represent the rotation angles
of points along x, y and z axes, and tx, ty, tz respectively, repre-
sent points translation along x, y and z axes.
When the coordinates of points X and X′ in two different
coordinate systems are transformed, the transformation can be
achieved by equation 1.6:
X
′
= R3×3X+ T3×1 (1.6)
where, X =
⎡⎢⎢⎢⎣
xi
yi
zi
⎤⎥⎥⎥⎦, X′ =
⎡⎢⎢⎢⎣
x′i
y′i
z′i
⎤⎥⎥⎥⎦.
Equations 1.4, 1.5 and X, X′ can be substituted into equation
1.6 respectively.⎡⎢⎢⎢⎣
x′i
y′i
z′i
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1 0 0
0 cosα sinα
0 −sinα cosα
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
cosβ 0 −sinβ
0 1 0
sinβ 0 cosβ
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
cosγ sinγ 0
−sinγ cosγ 0
0 0 1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
xi
yi
zi
⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
tx
ty
tz
⎤⎥⎥⎥⎦ (1.7)
Equation 1.4 shows that the rotation matrix R3×3 can be ex-
pressed in the form of equation 1.8:
R3×3 =
⎡⎢⎢⎢⎣
cosβcosγ
−cosαsinγ− sinαsinβcosγ
sinαsinγ+ cosαsinβcosγ
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cosβsinγ −sinβ
cosαcosγ+ sinαsinβsinγ sinαcosβ
−sinαcosγ− cosαsinβsinγ cosαcosβ
⎤⎥⎥⎥⎦ (1.8)
Equation 1.7 shows that there are six unknowns in the rigid
body transformation relation, namely, α, β,γ, tx, ty, tz. That is to
say, to determine these six unknown parameters only, at least six
linear equations need to be resolved, that is, at least three sets of
corresponding points pairs need to be found in the overlapping
region of the point cloud to be matched, and these three pairs
of corresponding points cannot be collinear, in order to deter-
mine the values of these unknowns only, and then complete the
parameter estimation of the rigid matrix. Usually, people will
choose as many pairs of corresponding points as possible and
construct more linear equations to solve rotation and translation
matrices, so as to further improve the accuracy of parameter es-
timation of the rigid matrix.
In the overlapping region of two sets of point cloud data to
be matched, two point sets are selected to represent the source
point cloud and the target point cloud respectively. P = {pi|pi ∈
R3, i = 1, 2 · · · n} is source point cloud, and Q = {qi|qi ∈ R3, j =
1, 2 · · ·m} is target point cloud, n and m represent the size of two
point clouds, respectively. Let the rotation transformation ma-
trix be R and the translation transformation vector be t, f (R, t)
represents the error between source point cloud P and target
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point cloud Q under transformation matrix (R, t). Then the prob-
lem of solving the optimal transformation matrix can be trans-
formed into the problem of finding the optimal solution (R, t)
satisfying min( f (R, t)). f (R, t) is called objective function, which
represents the difference between two point clouds. The objec-
tive function can be expressed by equation 1.9:
f (R, t) =
n
∑
i=1
∥Rpi + t− qi∥2 (1.9)
The optimal transformation matrices, R and t, are solved by
minimizing the objective function.
1.2.2 Analysis of Difficulties
The problem of point cloud registration seems remarkably sim-
ple: find an optimal space transformation. In reality, the problem
becomes complicated because of the characteristics of the point
cloud. We divide these factors into internal and external factors
to their influence on the point cloud.
Internal Factors
We summarize the internal characteristics as the inherent factors
of the point cloud, that is, modifying these factors does not af-
fect the shape of the point cloud. These factors include rotation,
translation, order, and density.
Rotation and translation are usually determined by the posi-
tion of the scanning object and 3D scanner. The main purpose
of point cloud registration is to modify this factor of the point
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FIGURE 1.1: Point cloud influencing factors.
cloud, to ensure that the same part of a scanning object remains
in the same position.
The order and density of a point cloud are similar and de-
pend on the setup of the 3D scanner. Sometimes, these two point
cloud factors are modified to adapt the registration algorithm to
obtain good registration results.
External Factors
As opposed to internal factors, changing the value of external
factors namely, noise, outliers, and missing points, changes the
shape of the point cloud.
These external factors are often attributed to defects in the
scanner, environmental interference, and manual misoperation.
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Noise refers to points that are not in the right position, outliers
refer to points that should not exist in the point cloud, and miss-
ing points refer to the point group that disappears in the correct
position. As these external factors change the shape of the point
cloud, they create more difficulties in point cloud registration
compared with internal factors.
It is important to note here that the overlap rate of a pair of
point clouds is a unique factor for those two particular point
clouds. For the point cloud of a complete object to be registered
efficiently, a pair of point clouds is often required to have as low
a rate of overlap as possible. As overlapping areas are unknown,
finding such areas is problematic.
As shown in the Figure 1.1, all the influencing factors of the
upper part are that they will not cause deformation of the point
cloud, while the lower part is different. These influencing factors
change the shape of the point cloud.
1.3 Chapter Summary
At present, the usual three-dimensional point cloud registration
process can be divided into two steps: coarse registration and
fine registration, which are inseparable; coarse registration can
provide a good initial estimation for fine registration, and sec-
ond, can accelerate three-dimensional. The registration speed of
the point cloud; and fine registration is a useful complement to
coarse registration, providing better 3D point cloud registration
results.
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In the coarse registration field, the use of feature-based regis-
tration methods is superior to RANSAC-based registration meth-
ods in terms of time efficiency and accuracy; and local feature-
based registration methods are more global-based. The quasi-
method is more robust in the face of messy and occluded 3D
point cloud registration.
Generally speaking, the high-dimensional description ability
is relatively high, but the storage and calculation overhead is
large; the low-dimensional description ability is weak, and the
discrimination between feature vectors is weak, but the storage
and calculation overhead is small. Few of these algorithms are
directed to point cloud registration with only a small amount of
overlap.
In view of the above analysis, the research idea of the three-
dimensional point cloud registration method proposed in this
dissertation is to find the overlapping area between the point
clouds, and register the overlapping area as the global registra-
tion variable.
The research object of this dissertation is three-dimensional
point clouds in different coordinate systems. The purpose is to
transform them into a unified coordinate system through regis-
tration technology to form a complete three-dimensional point
cloud, which is to find overlapping areas and register overlap-
ping areas, the idea of registering the overall point cloud. The re-
search focuses on the related techniques of the local features of
the point cloud, including point cloud resamples, point group
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feature description and point group matching, and finally ap-
plying these techniques to the 3D point cloud registration, com-
bined with the traditional registration method to realize the 3D
point cloud registration with a small overlap.
Point cloud resamples
The purpose of point cloud resamples is to extract from the
3D point cloud a local group of points that is much less than the
original 3D point cloud. The detected point group can form a
compact representation of the original three-dimensional point
cloud data through the feature description, which can speed up
the registration. Therefore, dot grouping is the basic link of the
registration method for a small number of point clouds.
Point group feature description and match
Point group feature description and feature matching are the
fundamental techniques of a small partial overlap point cloud
registration method. Through these two techniques, the corre-
spondence between feature expressions and point groups be-
tween point groups can be determined, and these correspon-
dences can be solved which calculate the transformation rela-
tionship of the three-dimensional point group.
Point cloud registration
The Point cloud resamples, the point group feature descrip-
tion, and the point group matching method are integrated to re-
alize the registration between the pair of small overlapping 3D
point clouds, and based on this, the coarse registration between
the multi-view three-dimensional point clouds is realized. And
the global optimal multi-view three-dimensional point cloud fine
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registration, the entire registration process is completed auto-
matically, without any manual interaction.
In order to elaborate the research content, the main chapters
of this dissertation are structured as follows:
Chapter 1: Explain the origin, background, significance, and
give the research ideas, content and structure of the chapter.
Chapter 2: Summarize the existing point cloud registration
methods and evaluate their advantages and disadvantages.
Chapter 3: Introduces the registration methods for point clouds
with only a small number of overlaps, including point cloud
grouping, feature description of point groups, point group match-
ing, and point cloud registration.
Chapter 4: Plane distance histogram feature is described in
detail. A high-speed algorithm for low external factors.
Chapter 5: Multiple average probability feature is described
in detail. An algorithm for moderate external factors.
Chapter 6: Sparse feature is described in detail. An algorithm
for higher external factors and without the need for high density
point cloud
Chapter 7: Experiments compare the impact of each part of
Chapter 2 on registration results, and introduce the experimen-
tal comparison between the method and the existing methods,
as well as the results of this method in the case of using actual
point clouds.
Chapter 8: Summary and outlook. This dissertation summa-
rizes the research work and innovation points of this disserta-
tion, and puts forward the prospect of future research work.
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Related Work
2.1 Introduction
At present, according to the number of three-dimensional point
clouds to be registered, it can be divided into multi-view regis-
tration and pair registration (Zhu et al., 2017; Guo et al., 2018).
Paired registration is also called two-to-two registration, which
only registers one pair of three dimensional point clouds at a
time; multi-view registration is to register multiple three dimen-
sional point clouds simultaneously, each three dimensional point
cloud is part of the point cloud, that is, part of the view of the
object. In practical applications, multi-view registration can also
be achieved by two-to-two registration, so pair registration is
the core content of three dimensional point cloud registration
technology.
Three dimensional point cloud registration process can be
roughly divided into two stages: coarse registration and fine
registration (Halber and Funkhouser, 2017). Rough registration
can also be called global registration, which mainly studies the
global optimal registration between a pair of three dimensional
point clouds at any initial position; fine registration is also called
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local registration, which studies the fine registration between a
pair of three dimensional point clouds with better initial posi-
tion. Rough registration can provide a good initial position for
fine registration (also known as initial transformation estima-
tion, initial transformation parameters or initial transformation
matrices, usually including a rotation matrix and a translation
vector). Fine registration criteria further optimize the results of
rough registration, both of which are indispensable.
2.2 Coarse Registration
The methods used in the rough registration stage mainly in-
clude the RANSAC-based and feature-based registration meth-
ods.
The random sampling consistency (RANSAC) registration
method is based on the constraint of geometric position relation-
ship. Three or more pairs of corresponding points are randomly
selected from two three dimensional point clouds as the sample
subset. The transformation relationship of the sample subset is
calculated by the minimum variance estimation algorithm, and
the quality of the registration results is evaluated. The iteration
is executed many times to ensure that the optimal registration
quality can be obtained with great probability.
Chu-Song Chen et al.(Chen, Hung, and Cheng, 1999) pro-
posed Data Aligned Rigidity Constrained Exhaustive Search
(DARCES) based on RANSAC. The registration problem of par-
tially overlapped 3-D point clouds can be solved without any
initial position. In the case of no noise, this method can ensure
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that the obtained transformation relationship is true, and the
time complexity is reduced. At the same time, this method can
also be used in the case of three dimensional point clouds with-
out local features. The process of obtaining three sets of corre-
sponding points and the geometric position constraints applied
are as follows:
(1) The scene point cloud is sampled evenly, and three refer-
ence points, main point P, secondary point S and auxiliary point
A, are selected randomly to form a triangle.
(2)Random selection of a point P′ from the model point cloud
as the corresponding point of the main point P.
(3)Once the relationship between P′ and P is determined, the
corresponding point S′ of S is limited to any point in the sphere
with P′ as the center and radius ∥P− S∥.
(4)The same way to find point A. The vertical segment PS of
crosspoint A is PQ and QS. The vertical segment P′S′ of cross-
point A′ is P′Q′ and Q′S′ . The corresponding relationship is shown
in equation 2.1.
∥S−Q∥
∥Q− P∥ =
∥S′ −Q′∥
∥Q′ − P′∥ (2.1)
Anders Glent Buch et al. (Buch et al., 2013) also proposed
a three dimensional point cloud registration algorithm based
on RANSAC. The difference between Song Chen’s RANSAC
method lies in the construction process of geometric position
constraints and corresponding points.
Although the registration method based on RANSAC can achieve
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rough registration of three dimensional point clouds, there are
generally three problems:
Because a lot of iterations are needed to obtain the optimal
registration quality, the registration process takes a long time.
The experimental results are random and can not guarantee
that the registration results are the same each time.
The algorithm is sensitive to resolution and surface sampling,
and the computational complexity of the algorithm increases ex-
ponentially with the increase of resolution, thus losing the abil-
ity to control dense data sets.(Mian, Bennamoun, and Owens,
2005)
The feature-based registration method is based on a pair of
geometric features (also known as feature descriptors, or de-
scriptors) on a three dimensional point cloud. Points with the
same geometric features are considered to be corresponding points,
provided that the corresponding feature quantities must remain
unchanged under rigid body transformation. Geometric features
can be divided into global features and local features.(Bayramoglu
and Alatan, 2010; Castellani et al., 2008). Global feature is the
geometric property of the whole three dimensional point cloud,
which is coded to form a feature set. Local feature is coded only
for the information of the local neighborhood of the feature point.
In terms of global feature-based registration, Radu Bogdan
Rusu et al. proposed the VFH (Viewpoint Feature Histogram)
(Rusu et al., 2010) feature quantity, and the connection between
the unitized viewpoint and the 3D point cloud centroid as the
whole 3D. The normal vector of the point cloud at the centroid,
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in turn, constructs the Darboux coordinate system (Darboux Frame
(Abdel-Aziz and Saad, 2018)) for each point and centroid point
in the 3D point cloud, calculates the geometric features of the
centroid and any point, and forms a histogram; Based on VFH,
Aldoma et al. proposed the CVFH (Clustered Viewpoint Feature
Histogram) (Aldoma et al., 2011) feature quantity, and used the
region growing algorithm to segment the entire 3D point cloud
into several sub-point clouds, and then calculated the VFH fea-
ture quantity for each sub-point cloud respectively, forming a
characteristic CVFH amount.
In general, the global feature-based registration method is
better than the RANSAC-based registration method in terms of
time efficiency, but the problem with this method is that it is sus-
ceptible to clutter and occlusion (Petrelli and Di Stefano, 2011),
that is, when clutter and occlusion exist in three-dimensional
point clouds, the effect of registration will be greatly reduced.
For this reason, in the field of feature-based registration in recent
years, people have turned more attention to registration meth-
ods based on local features.
In the registration based on local features, the registration
method based on Spin Image (Johnson and Hebert, 1998) pro-
posed by Daniel F. Huber et al. (Huber and Hebert, 2003) is more
representative. Based on the registration method of the feature
quantity, the registration of the three dimensional point cloud
can be completed without any attitude measurement hardware
or manual intervention, and without a priori knowledge of any
initial position or data set overlap. Relying on the occlusion,
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clutter robustness and rotational translation invariance of the
Spin Image (Johnson and Hebert, 1999), this method can also
obtain satisfactory results for the registration of cluttered and
occluded 3D point clouds. However the main problems are:
(1) The registration needs to convert the 3D point cloud into
a grid form, which will inevitably increase the time overhead of
registration;
(2) Spin Image is sensitive to different grid resolutions and
non-uniform sampling (Mian, Bennamoun, and Owens, 2010),
so the resolution is different when the 3D point cloud is regis-
tered by this method, the registration effect is often unsatisfac-
tory.
Radu Bogdan Rusu et al. (Rusu, Blodow, and Beetz, 2009)
proposed the FPFH feature quantity, and constructed a histogram
based on the information such as the angle between the point
and its neighborhood point normal vector, and used the FPFH
feature to achieve the registration of the 3D point cloud. Li Peng
et al.(Li et al., 2016) realized the registration of 3D point cloud
based on the FPFH feature quantity. In its registration algorithm,
the feature points are extracted from the 3D point cloud based
on the correspondence between FPFH and the four point pairs
found according to certain constraint relationships (such as fea-
ture, distance and position relationship); then, in the initial four
additional point pairs are added on the basis of point pairs un-
til the number of point pairs satisfies the registration require-
ments; finally, the transformation relationship of the registration
is solved from the correspondence of the point pairs. The results
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show that the method has high efficiency and precision for most
types of data sets. Jiapeng Zhao et al.(Zhao et al., 2017) proposed
an advanced graph matching algorithm based on FPFH to solve
the problem of coarse overlapping of partially overlapping 3D
point clouds. Specifically, FPFH is first used to determine the
initial possible correspondence; next, a new objective function
is provided to ensure that the graph matching is more suitable
for partially overlapping 3D point clouds. The objective func-
tion is correct for the last set by simulated annealing algorithm.
The correspondence is optimized. Finally, a new set partition-
ing method is proposed, which can transform the NP-hard opti-
mization problem into an O(n3) solvable problem.
Local surfaces and curves are also common features for coarse
registration. Ruigang Yang et al. (Yang and Allen, 1998) used the
curve for registration, and for objects with obvious features, a
sufficiently high precision can be obtained. Zhang Zheng et al.
used the straight line as a local feature to achieve the registration
of 3D point clouds. Pavel Kresk et al. (Krsek, Pajdla, and Hlavácˇ,
2002) proposed automatic registration using the surface differ-
ential structure of the object. K. Higuchi et al.(Higuchi, Hebert,
and Ikeuchi, 1995) used curvature as a feature to achieve regis-
tration of a pair of 3D point clouds, but this method only ap-
plies to object registrations similar to spheres. He Wenfeng et
al used Stamos’s planar segmentation algorithm to propose to
extract the planar features first, and then use the planar fea-
tures to complete the registration. Shen Li et al. (Shen, Kim, and
Saykin, 2009) proposed spherical harmonic functions, Natasha
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Gelfand et al. (Gelfand, 2006) proposed integral invariants and
Sang-Hoon Kim et al. (Kim et al., 2003) proposed principal com-
ponent analysis and other local feature-based registration meth-
ods.
In addition, there are also studies that use local features and
combined with neural networks for coarse registration. Elbaz et
al. (Elbaz, Avraham, and Fischer, 2017) used convolutional neu-
ral networks combined with local features to achieve registra-
tion between large-scale point clouds and close-range scanning
point clouds. Andy et al.(Zeng et al., 2017) also used convolu-
tional neural networks to calculate the features of the point on
the local space of any point of interest on the 3D surface, and
combined with the millions of corresponding labels in the ex-
isting RGB-D reconstruction. An unsupervised feature learning
method that achieves coarse registration of objects in the real
world.
Although the registration method based on local features does
not need to know the initial transformation of registration, it is
simple and easy to understand, and good features will speed up
the registration and improve the accuracy of registration, but it
also has the following problems:
(1) It takes a certain time to detect the feature points, describe
the feature points (i.e. generate feature quantities), and feature
matching;
(2) The dimension of the feature quantity has a direct impact
on the registration. The advantage of high-dimensional feature
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quantity is that the degree of discrimination is large, and the fea-
ture correspondence can be established relatively easily, but the
disadvantage is that the storage and calculation cost is large; the
advantage of low-dimensional feature quantity is that it is easy
to calculate, store and match. However because of its character-
istics, the dimension is low, and multiple points in the same 3D
point cloud may have the same eigenvalue, and the degree of
discrimination is lower;
(3) When the surface features of the object are not clear, the
registration method based on local features is often difficult to
complete the registration work.
2.3 Fine Registration
The fine registration algorithm usually progressively approxi-
mates a pair of three-dimensional point clouds in an iterative
manner, so that the distance error between the two is minimized,
and the corresponding optimal transformation relationship is
solved. Since the iterative approach does not guarantee conver-
gence to the global best result, it is easy to fall into local op-
timum. Therefore, fine registration usually needs to provide a
good initial value through coarse registration to increase the
convergence of the iteration to the global optimal position. Cur-
rently, the most widely used fine registration methods are Besl
and McKay(Besl and McKay, 1992) and Chen and Medioni (Chen
and Medioni, 1992) proposed the ICP (Iterative Closest Point)
algorithm.
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Yang Jiaolong et al.(Yang et al., 2016; Yang, Li, and Jia, 2013)
proposed the Go-ICP algorithm to obtain the minimum regis-
tration error by ICP and judge its global convergence. If global
optimal convergence can be achieved, the global optimal trans-
formation relationship is directly obtained; otherwise, perform
a global optimization process to get the optimal transformation
relationship. The algorithm uses the combination of global op-
timization and ICP to directly achieve fine registration, instead
of achieving global optimal registration by setting initial values
for local algorithms, ensuring registration accuracy and speed-
ing up convergence. Soon-Yong Park et al. (Park and Subbarao,
2003) proposed a new point-to-face distance calculation method
based on point-to-cut plane distance and point-to-projection dis-
tance. The algorithm combines the precision advantages of the
point-to-surface algorithm with the speed advantage of the point-
to-projection algorithm, achieving efficient and fast registration.
Gregory C. Sharp et al.(Sharp, Lee, and Wehe, 2002) proposed
the ICPIF (Iterative Closest Points using Invariant Features) al-
gorithm to determine the point pairs by using the European
spatial invariants (curvature, moment invariants, spherical har-
monic invariants, etc.) of the measured object and looking for
the correct rate of point pairs. Dai Jinglan et al. used curvature
features and used KD-tree to speed up the search for the nearest
point, improving the efficiency of the ICP algorithm. Chen Jia
et al.(Chen et al., 2013) proposed the HT-ICP algorithm, which
uses the method of removing the wrong point pairs to make the
registration result more accurate. Wei Shengbin et al. proposed
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an iterative nearest point matching algorithm based on point
cloud homography to improve the performance of the ICP algo-
rithm. Xie Jun et al. (Xie et al., 2015) introduced a cost function
with dynamic weights for the deficiencies of the ICP algorithm
in multi-view registration, and used the SIFT features of the
point cloud and the sparse structure information to eliminate
the wrong point pairs. Sofien Bouaziz et al.(Bouaziz, Tagliasac-
chi, and Pauly, 2013) proposed the Sparse ICP algorithm, which
uses the sparse induction specification to construct an optimized
registration. The algorithm preserves the simple structure of the
ICP algorithm and can be compared when dealing with outlier
data and incomplete data. In order to obtain good registration
results, Bing Yi et al.(Bing et al., 2017) used the Sparse ICP algo-
rithm and combined with the Hausforff distance to achieve au-
tomatic and precise inspection of the high-speed railway track
profile to ensure the safety and reliability of the track. Alek-
sandr et al.(Korn, Holzkothen, and Pauli, 2015) proposed the
Generalized-ICP algorithm, which combines point-based and point-
surface-based ICP algorithms into a single probability frame-
work, using this probability framework to simulate the surface
structure of a local plane, rather than just passing through points.
The opposite method is used for model scanning. This method
maintains the speed and simplicity of the ICP algorithm and
has stronger robustness to outliers and noise than the ICP algo-
rithm. Based on the Generalized-ICP algorithm, James Servos et
al.(Servos and Waslander, 2014) introduced color, intensity, and
26 Chapter 2. Related Work
spectrum information into the probability framework, and pro-
posed the Multi-Channel Generalized-ICP algorithm; this method
reduces the example of degenerate transformation estimation.
Improved registration accuracy and convergence speed. Muñoz
et al. (Munoz and Comport, 2017) introduced a global registra-
tion method for the ICP algorithm, which is easy to fall into
the optimum local problem. Using the geometry of SE(3), this
method can be challenging in real and synthetic environments
and improve the requirements for global registration. Shaoyi et
al.(Du et al., 2017) proposed a new objective function by intro-
ducing a rotation invariant feature based on the Euclidean dis-
tance between each point and the global reference point, thus
constructing new robustness.
Another family of the fine registration method utilizes im-
provements introduced by probabilistic approaches.
Robust point matching (RPM)(Gold et al., 1998) performs bet-
ter on noisy point clouds, which are probabilistic approaches
formulated in terms of Gaussian mixture models (GMMs), where
a point cloud determines the positions of the GMM centroids
and another point cloud serves as the covered points. The trans-
formation parameters can be computed by the expectation max-
imization (EM) algorithm with the likelihood function optimiza-
tion. Several methods introduce an additive term as an assumed
noise distribution to deal with outliers(Iii, 1997). The CPD (My-
ronenko and Song, 2010) algorithm is a development of the prob-
ability method. Myronenko et al. provide a closed-form solution
for the maximization step of the EM-algorithm, which makes
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this algorithm applicable to multidimensional cases. A refined
CPD(Wang et al., 2011) algorithm introduces an additional term
for the outlier modelling to improve the registration of the point
clouds having an outlier. The closed-form expression of the uni-
fied framework of probabilistic point cloud registration is de-
fined in (Jian and Vemuri, 2011). The method of probabilistic
point cloud registration improves the robustness to poor initial
positions, noise, and outliers. However, its computation com-
plexity is high, and it runs slowly when there are numerous
points.
2.4 Chapter Summary
Coarse registration is a method of registration when the source
point cloud and the target point cloud do not know any initial
relative position at all. The main purpose of this method is to
quickly estimate an approximate point cloud registration matrix
when the initial conditions are unknown. The whole calculation
process requires relatively high calculation speed, but the accu-
racy of the calculation results is not required. The common ideas
of rough registration algorithms include local feature descrip-
tion method, global search strategy, and statistical probability
method.
As the name implies, fine registration is to use the known
initial transformation matrix to obtain more accurate solutions
by iterative closest point algorithm (ICP algorithm).
The disadvantage of these algorithms is that there are a large
number of overlapping regions between point clouds, because
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most of them are default point clouds are global registration.
Even for local feature-based registration algorithms, local fea-
tures are point-based and can not express the local features of
point clouds well.
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Registration Method
3.1 Introduction
In practical point cloud registration applications, we found that
if a complete point cloud of an object is required, the point cloud
measured at each location of the object needs to be registered.
Previous applications have always required a large number of
overlapping areas between point clouds. This results in a low
efficiency of the point cloud for computing complete objects. In
other words, it is necessary to measure the repeating region mul-
tiple times in order to get a complete point cloud. The idea is
that if you can directly register a point cloud with only a small
overlap. It can greatly reduce the repetitive work of overlapping
areas and improve the efficiency of point cloud measurement of
complete objects.
Usually, the method of point cloud registration is based on
point clouds with most overlapping areas. If these methods are
directly applied to the point cloud registration with only a few
overlaps, the result is very unsatisfactory.
The methods used for comparison in this chapter mainly in-
clude ICP, CPD, 4PCS, LFSH. ICP and pcd introduced before,
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here’s a look at the 4PCS and LFSH methods.
The 4-points congruent sets (4PCS) algorithm(Aiger, Mitra,
and Cohenor, 2008) proposed by Aiger et al. is an excellent point
cloud registration algorithm that is based on greedy searching.
The algorithm makes use of the invariance of the cross-ratio of
the intersecting line segments after a rigid transformation. In a
point cloud, four coplanar points are selected as the base; in an-
other point cloud, four coplanar points that are approximately
equal to those in the base can then be searched. The best rigid
body transform of the points set is selected as the global regis-
tration.
The 4PCS algorithm does not need to calculate the feature
of a point cloud; however, it uses the largest common point set
(LCP) criterion to measure the point cloud registration effect.
Therefore, when the feature point cloud overlap region relative
to the point cloud is small, the 4PCS algorithm will yield poor
results.
Yang et al. (Yang, Cao, and Zhang, 2016) constructed a lo-
cal feature statistics histogram (LFSH) descriptor by employing
local shape geometry from three different aspects: local depth,
point density, and deviation angles from the normal. The sub-
features in the LFSH descriptor are low-dimensional and can be
efficiently computed. However, when only a small amount of
overlap of point clouds exists, a large number of mismatched
points are calculated.
Our proposed method uses point groups to represent a point
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FIGURE 3.1: Registration results of ICP, CPD, 4PCS, LFSH and
our approach.
cloud, and registers the point cloud as point groups. In the Fig-
ure 3.1 we are using the MAP feature. This method is effective
in most situations unlike the ICP and CPD methods that are
only successful when the overlap is significant (more than 70%),
whereas 4PCS and LFSH can only achieve good results for an
overlap larger than 50%.
The proposed algorithm consists of four basic steps: point
cloud resamples, point group feature description, point groups
match, and point cloud registration.
The main problem of this study is identifying the approach
to register two point clouds with a low overlapping ratio. The
overlapping area between the two point clouds is unknown, and
so, the key-point of the method is to find the region of overlap
of the two point clouds, and register them. Because only a few
points can be registered in the point cloud, it should be first re-
sampled into point groups.
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3.2 Point Cloud Resample
First we make a definition of the overlapping area of the point
cloud.
FIGURE 3.2: Point cloud of Bunny.
The point cloud of the Stanford Bunny (40,256 points) was
used (Figure 3.2 (a)). The point cloud is separated into two parts,
which have 40% overlap and are marked with different colors as
shown in Figure 3.2 (b), and are transformed to yield Figure 3.2
(c).
As shown in the Figure 3.2, the overlapping area is only a
small part of the point cloud. It is impossible to find this area
with only one point cloud. It is only possible to find the part
of the same shape in the two point clouds, subjectively thinking
that this part is an overlapping area. However, if the point or the
whole point cloud is used as the registration unit, the overlap-
ping area cannot be found, and it is necessary to find a suitable
expression of the overlapping area.
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Because the K-nearest neighbor (KNN) method will be used
later, We will introduce it briefly.
The K-Nearest Neighbor (KNN) classification algorithm is a
theoretically mature method and one of the simplest machine
learning algorithms. The idea of this method is that if the major-
ity of the samples of the k most similar in the feature space (i.e.,
the nearest neighbor in the feature space) belong to a certain
category, the sample also belongs to this category. In the KNN
algorithm, the selected neighbors are all objects that have been
correctly classified. In the categorization decision, the method
determines the category to which the sample to be classified be-
longs according to only the category of the nearest one or several
samples. Although the KNN method relies on the limit theorem
in principle, it is only related to a very small number of adjacent
samples in the category decision. Since the KNN method mainly
relies on the surrounding contiguous samples, rather than rely-
ing on the discriminant domain method to determine the cate-
gory, the KNN method is more than the other methods for the
crossover or overlapping sample set of the domain.
The KNN algorithm can be used not only for classification
but also for regression. By identifying the k nearest neighbors
of a sample and assigning the average of the properties of those
neighbors to the sample, the properties of the sample can be ob-
tained. A more useful method is to give different weights to the
influence of the neighbors on the sample, such as the weight is
inversely proportional to the distance.
This study just uses the clustering function of KNN. As shown
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FIGURE 3.3: K-Nearest Neighbor.
in the Figure 3.3 , we divide the different points into groups of
points according to different centers and the same distance.
Point cloud registration is very difficult when the point clouds
have only a small amount of overlap. The feature is very large
to register a point cloud with a small overlapping ratio when
the entire point cloud is used as the registration elements. How-
ever, a feature cannot be found when the points use registration
elements only. Therefore, we resample a point cloud into point
groups. The point groups are used as registration elements here,
which is sufficiently small and include the feature of a part of the
point cloud.
Let P = {pi}Ni=1 and Q =
{
qj
}M
j=1 be the two point clouds that
need to be registered, with arbitrary relative positions, and their
overlapping ratio and overlapping areas are also unknown. The
K-nearest neighbor (KNN) algorithm is used to resample. The
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function of a KNN resample is given by
X =
{
x(i)r
}n
i=1
(3.1)
where X is a point group set, x(i)r is a point group after resam-
pling, r is the radius of the point group, and x(i) is the kernel of
the KNN obtained by down-sampling from the point cloud. In
addition, n is the number of point groups in a point cloud. How-
ever, not all the point groups will match in the two point clouds,
and the more point groups need to spend more time on calcu-
lation point group feature. The two point clouds for registration
usually only need to be registered by the edge. Therefore, we
need to add a limit for the kernels of the KNN of the number of
points of the point group.
X =
{
x(i)r,k
}n
i=1
s.t. (k < T) (3.2)
where k is the number of points in a point group and T is the
threshold of k. Point clouds P and Q can be resampled by the
KNN-threshold as: Pgroup =
{
p(i)r,k
}n
i=1
and Qgroup =
{
q(j)r,k
}m
j=1
.
Threshold T can modify the locations of the point group in a
point cloud, and these point groups are used to match according
to the point group feature.
Compared with the existing algorithms, this study resamples
a point cloud into numerous point groups and uses point group
as the base unit element for the later part of the registration in-
stead of points. At this time, the point cloud is no longer made
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up of points, but is composed of the point groups presented in
the subsequent chapters. Using point groups as the smallest reg-
istration element instead of the points will increase the registra-
tion accuracy. Finally, parameter k is used to reduce the number
of point groups. Reducing in the number of errors in matching
point groups, reduces the computation time.
Parameters r, i, T in x(i)r,k control the size and location of the
point groups in the point cloud. A good group should only in-
clude the point of overlap area, and it should be as large as pos-
sible. This implies that it is important to adjust parameters r, i
and T to set the point groups in the overlap between the point
clouds.
r is the radius of the point group, and traditionally, r is a dis-
tance, such as 1 m, 1 cm, and 1 mm. However, in this disserta-
tion, the percentage of the number of points in a point group
and in the entire point cloud is expressed as r. This is because
the distance units of each point cloud are different. It is difficult
to represent all the point clouds with a unified distance unit be-
cause the percentages are different. Until the density of the point
clouds is the same, and the number of points having the same
percentage is similar.
VπR2D = k (3.3)
where V is the density of the point cloud, RD is any small dis-
tance value of the point group, and k is the number of points. We
set the value of RD, whereas the value of k is known. Therefore,
it is easy to calculate the value of Vπ. Because the resampled
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point group is a small surface area of the object, it can be ap-
proximated as a plane, and therefore, we calculate the square of
RD instead of its cube here.
It has been mentioned earlier that r is a percentage, then the
relationship between actual radius R′D and r is as follows:
VπR
′
D
2
= rNpc (3.4)
where Npc is number of point clouds, and we can set percentage
r to obtain actual radius R′D of the point group.
We address why point cloud registration is difficult when
point clouds only have small amounts of overlap. The features
are too large to register point clouds with low overlapping ra-
tios when we use an entire point cloud as a registration element.
However, the features are difficult to locate when we use only
points as registration elements. Using point groups, instead of
individual points, as the smallest registration elements is con-
ductive to finding overlapping areas. The point groups are small
enough in the overlap that we can set features to them. In the
chapter 7 we will discuss the setting of the point group parame-
ters in detail.
3.3 Point Group Feature Description
The reason why we do not use points directly to compare each
point group is that the point clouds are unstructured and un-
ordered. We have put forward three new point group features
for resolving this problem.
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Feature point description, also known as feature description,
is the most critical part of 3D point cloud data processing. Meth-
ods such as registration, recognition, segmentation and model
reconstruction of 3D point clouds rely heavily on this technol-
ogy. From the scale, the description of feature points can be di-
vided into global feature description and local feature descrip-
tion. For example, the description of geometric information such
as local normal vector and angle, and the description of global
topological features belong to the category of feature point de-
scription.
Because this study uses the point group as the registration
unit, it is called the point group feature description here. This
chapter will use three different methods to describe the point
group information in a 3D point cloud. First, introduce the com-
monly used feature point descriptors. Then, the three methods
proposed in this dissertation are introduced.
3.3.1 Common Feature Point Description Method
Because the point group is a new registration unit, basically no
one has studied the overall point group characteristics. Point
group features are typically described by a feature set of points.
However, these features only local information lacks the overall
information of the point group.
Spin Image (Johnson, 1997; Johnson and Hebert, 1999) (Ro-
tating Image) is a feature descriptor proposed by Johnson. It is
mainly used for surface matching and model recognition in 3D
scenes. As shown in Figure 3.4, on the surface of the model, there
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are two-dimensional bases defined by the fixed point p and its
normal vector n, and the tangent plane P. Assuming that any
vertex x on the model, α is now defined distance between x on
the plane P and the point p and the distance is defined as a real
number whose value is greater than zero. β is the distance be-
tween x and its projection point on the plane P, which is de-
fined as having a positive or negative division according to the
upward or downward direction.
FIGURE 3.4: Spin Image.
Point Feature Histogram (Rusu et al., 2008a; Rusu et al., 2008b)
(PFH) is calculated by forming a multi-dimensional histogram
by the spatial difference between the point and its neighbors,
thus realizing the neighborhood geometric properties of the point
description. The high-dimensional hyperspace where the his-
togram is located provides a measurable information space for
the feature representation, is invariant to the six-dimensional
pose of the point cloud, and is robust at different sampling den-
sities or certain noise levels.
The PFH is based on the geometric relationship between the
points and the k points in its neighborhood and their normal
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vectors, trying to capture the best neighborhood surface vari-
ation to describe the geometric features of the local neighbor-
hood. Therefore, the feature space for generating PFH depends
on the quality of the surface normal vector estimate for each
point. Figure 3.5 shows the affected area of the PFH calculation
for the query point Pq, and Pq is marked in red. Set k points in the
sphere with radius r, Pq as the center point and set the neighbor-
ing points to each other to form a network. The PFH descrip-
tor is obtained by calculating the relationship between all two
points in the neighborhood. Therefore, the computational com-
plexity of PFH is O(nk2), where n is the number of query points
and k is the number of neighborhood points of the query point.
FIGURE 3.5: Point Feature Histogram.
The above is a common point feature description method. It
is not difficult to see that these methods are basically based on
statistical methods. When the point cloud contains a large num-
ber of influencing factors, the characteristics of the description
become very bad, and they are all point-based, and the point
group cannot be well described.
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3.3.2 Plane Distance histogram(PAD) Feature
The point group is not in a plane, but We can calculate a plane
which fits the point group. The fitting plane is unique for each
point group. Then the distance between the points and the fit-
ting plane in each point group is calculated. Finally, the distance
histogram, namely plane distance histogram(PAD), is used as
the feature of the point group.
Detailed algorithmic principles will be introduced in later chap-
ters.
3.3.3 Multiple Average Probability(MAP) Feature
We assume that the point group is a Gaussian model. When the
Gaussian model of the sample point group is obtained, the prob-
ability of each point in the model is calculated along with the
average value of the probability. The points for which the prob-
ability value is less than the average is selected as a subset of
this point group. Because the probability value of a point in this
subset is less than the average, it indicates that the probability
of these points belonging to this model is small. To better repre-
sent the point group shape, this study recalculates the Gaussian
model and probability mean using the subset as the new point
group. Several operations are repeated until the subset is insuf-
ficient to construct a Gaussian model. Then all the calculated
average probabilities are considered as the feature of the point
group.
Algorithmic details will be specified in Chapter 5.
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3.3.4 Sparse Feature
We use singular value decomposition (SVD) to decompose a
point group. The results of point groups decomposition are the
three main directions of the point group, the strength of the three
directions, and the standardized point group. The feature of the
point group can be more useful to search by standardized point
group compare with the original point group. Then we use K-
SVD to remove the external influence of point clouds. Instead
of looking for features in a point cloud with external influence
directly, the stronger feature can be obtained through restored
point cloud.
The reasons why a is adopted are explained in Chapter 6.
3.4 Sparse Registration
Sparse representation is a type of a signal representation method,
and it is applied for point group matching in this dissertation.
A point cloud has noise, and therefore, if the feature of point
group is used to match the point cloud directly, the result will
have a numerous mismatches. Using sparse representation for
point group matching can avoid mismatching and speed up the
matching process.
The core formula of sparse representation is shown below:
min
α
∥α∥0 s.t. ∥s− Dα∥2 ≤ ε (3.5)
where α is the sparsest parameter, D is the dictionary, and ε is
the error between the signal and signal’s sparse representation.
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In this dissertation, all the point group features in a point
cloud are used as a dictionary, and this dictionary is used to rep-
resent each feature of another point cloud.
min
α
∥α∥0 s.t.
F(m)Q − FPα2 ≤ ε (3.6)
where FP includes all the features of point cloud P, F
(m)
Q is a
feature of point cloud Q, α is the sparse parameter, and F(m)Q
is the sparse representation by FP, to obtain the reconstructed
FPα. Then the residuals between the reconstructed FPα and F
(m)
Q
are calculated, and matched point groups of P and Q are deter-
mined by comparing the size of the residuals and sparse param-
eter α.
If point groups Ppg and Qpg are matched and they lie in the
same low-dimensional linear space, then they can be well repre-
sented linearly by each other with a high value of parameter α
and small error ε. In contrast, Ppg and Qpg from different classes
cannot be linearly well represented in the same low-dimensional
linear space with α and ε.
To summarize, all the point group features of point cloud P
as the dictionary matrix are set, and each point group feature of
point cloud Q is set as a signal. The signal which can be repre-
sent by the dictionary is matched with the sparse parameter in
the dictionary. The maximum nonzero coefficients in sparse pa-
rameter α correspond to the atom of FP, i.e., F
(n)
P is matched with
F(m)Q .
In this part of the study, sparse representation is used as the
feature matching method for the point groups. It is well-known,
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if we compare the feature only in a sequence, then the threshold
of the matching error must be set owing to the noise and out-
liers of the point cloud. The level of noise and outliers in each
point group are not the same, in fact they are not known, and
so, the threshold of the matching error for each point is difficult
to determine. In sparse representation, only the two most simi-
lar features of a point group are searched, which need not to set
to the threshold for each point group. The noise and outliers of
the feature can be expressed by other elements in the dictionary.
The pure part must be stronger than the noise and outliers in
the feature. Therefore, the value of the pure part must be much
larger than the value of the noise or outliers in sparse parameter
α.
In our opinion, the matched point clouds belong to the same
part of a complete point cloud and overlapping parts of point
clouds that need to be registered. Finally, we only need to reg-
ister matched point groups and apply the calculation results to
their own point cloud. Then, the point cloud registration result
can be obtained.
This process can be regarded as the registration process of
two point clouds with 100% overlap, that is to say, any of the
previously mentioned registration methods can be used to com-
plete this step. In this study, we choose CPD because it is more
robust to noise than the ICP method. As few points exist in the
point group, CPD will not consume too much computing time.
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Algorithm 1 Sparse Registration.
Input: Point Clouds P and Q.
Output: Rotation matrix R and translation vector t.
1: Obtain Pi and Qj by down-sampling point clouds P and Q;
2: Obtain Pi,pr and Qj,pr by applying the KNN method;
3: Obtain FP and FQ by each different algorithms;
4: Match FP and FQ by sparse group matching, and obtain FP(n) and FQ(m);
5: Obtain R and t from matched point groups by CPD;
6: return R and t.
3.5 Chapter Summary
This chapter proposes a general solution framework for point
cloud registration problems with only a small overlap. And the
algorithm is expanded on this framework. This chapter only
states the algorithm theoretically, and does not carry out de-
tailed experiments and discussions on the parameters in the al-
gorithm. These work will be summarized in Chapter 7.
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Chapter 4
Plane Distance Histogram Feature
4.1 Introduction
The first scenario we consider is that we have high-quality three-
dimensional scanners. In this way, we get point clouds with high
accuracy, that is to say, there are only a few external factors in
them. Instead of making these features robust, we focus on how
to acquire the features of point groups. In other words, the main
problem solved in this chapter is how to extract effective point
group features for matching point groups.
4.2 Theoretical Knowledge
The theoretical knowledge we have designed here can be ob-
tained from the title of the chapter. The first is the plane, which
is exactly the fitting plane, the second is the distance, and the
third is the histogram.
The purpose of plane fitting is to fit a plane with points in
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three-dimensional space. There are many ways to express a three-
dimensional plane, usually in the form of
Ax+ By+ Cz+ D = 0 (4.1)
where
[
A B C
]T
is a plane normal vector, assuming the point
set {(x1, y1, z1) , (x2, y2, z2) , · · · , (xn, yn, zn)}, in order to find the
plane p, the square sum of the distance f from the sampling
point to the plane must be minimized.
f =
n
∑
i=1
( |Axi + Byi + Czi + D|√
A2 + B2 + C2
)2
(4.2)
where
( |Axi+Byi+Czi+D|√
A2+B2+C2
)2
is the distance from a point (xi, yi, zi) to
a plane Ax+ By+ Cz+ D = 0
Next we’re going to talk about histograms. Frequency his-
togram is a graph of frequency distribution in statistics. In the
Cartesian coordinate system, the values of random variables are
represented by transverse axes. Each interval on the transverse
axes corresponds to the group spacing of a group as the bottom
edge of a small rectangle. The longitudinal axis represents the
ratio of frequency to group spacing and uses it as the height of
a small rectangle. A group of graphs composed of such small
rectangles is called frequency histogram.
Let x1, x2 · · · xn be the sample of total X, in which the mini-
mum value is a, the maximum value is b, a0 is the largest integer
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less than a, am is the smallest integer larger than b, and the inter-
vals a0 and am are divided into m small regions [a0, a1] , (a1, a2] , · · ·
(am−1, am].
Obviously, the length of each cell is ∆x = am−a0m , and then the
frequency fi of the sample observation value falling into each
interval is counted, and the frequency fin is calculated. With each
cell as the bottom, and fi/n∆x as the height, the small rectangle
is made in the plane rectangular coordinate system. The graph
composed of these small rectangles is the frequency histogram.
Obviously, the area of the i small rectangle is the frequency fin of
the observed value falling into the i small interval.
4.3 Plane Distance Histogram Feature
PAD Feature registration framework is expressed in Figure 4.1
FIGURE 4.1: PAD Feature Sparse registration framework.
The feature of point group is different from the feature of
point cloud. Point group’s feature must have more detail to dis-
tinguish with other point groups. The plane distance be used as
feature in this dissertation.
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According to the plane fitting formula, the characteristics of
the fitted plane calculated are that the sum of the distances be-
tween all points in the point group and the fitted plane is the
smallest. This shows that the sum of the distances between the
points and the fitting plane is unchanged, but the order of the
points is different, and the distances cannot be matched one by
one. So we introduce histogram to change distance relation into
frequency relation, and solve the problem of different order of
points in point group.
The points of a point group are not in a plane, but we can
calculate a plane which fits the point group. The plane fitting
method uses Singular Value Decomposition (SVD), so the fit-
ting plane is unique for each point group. Then the distance be-
tween the point and the fitting plane in each point group is cal-
culated. Finally, the distance histogram, namely plane distance
histogram (PAD), is used as the feature of the point group (Fig-
ure 4.2).
FIGURE 4.2: The distance of point and fitting plane.
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The PAD can represent the feature of point group effectively.
The fitting plane in a point group is robust to a small amount of
noise, and difference with other groups (Figure 4.3).
FIGURE 4.3: PAD Feature.
Algorithm 2 Plane Distance histogram.
Input: Point Clouds P and Q.
Output: PAD Feature of point clouds P and Q.
1: Obtain Pi and Qj by down-sampling point clouds P and Q;
2: Obtain Pi,pr and Qj,pr by applying the KNN method;
3: Obtain point group fitting plane;
4: Obtain Distance from all points to the fitting plane;
5: Count all distances and make a histogram;
6: return Distances histogram as PAD Feature.
Algorithm 2 introduces the flow of the PAD feature. It can be
seen that the calculation of this method is very simple and the
calculation speed is also very fast. The disadvantage is that it
does not take into account how the distortion of the histogram
is handled in the presence of a large number of external factors.
4.4 Chapter Summary
This chapter mainly describes the characteristics of PAD. PAD
feature is mainly used to solve point clouds that are not affected
by external factors. However, because of its simplicity, the com-
putation speed is very fast and it is suitable for registration of
large point clouds.
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Chapter 5
Multiple Average Probability
Feature
5.1 Introduction
PAD is characterized by speed. However, if point clouds contain
external factors, especially noise and external points, they do
not work as well. Here we introduce the Gaussian model to try
to express the point group. The advantage of using probability
model is that it does not consider a small number of points, but
expresses the group of points from a macro perspective. In this
way, the probability model can avoid the interference of some
external factors in the point group. So how to use probability
model is the main problem we are facing.
5.2 Theoretical Knowledge
Maximum likelihood estimation provides a method for evaluat-
ing model parameters with given observation data. The process
of determining parameter values is to find a set of parameters
that maximize the possibility of the model producing real ob-
served data.
54 Chapter 5. Multiple Average Probability Feature
Given data X = (x1, x2, · · · xN)T, let {xn} be an independent
observation of multivariate Gaussian distribution. We can use
the maximum likelihood estimation to estimate the parameters
of the Gaussian distribution. The logarithmic likelihood func-
tion is as follows
ln p(X|µ,Σ) = −ND
2
ln(2π)− N
2
ln |Σ|
−1
2
N
∑
n=1
(xn − µ)T Σ−1 (xn − µ) (5.1)
In the former simplification, it is found that the dependence
of likelihood function on data set is embodied in ∑Nn=1 xn and
∑Nn=1 xnxTn . These two quantities are called sufficient statistics of
Gaussian distribution.
Derivation of µ:
∂
∂µ
ln p(X|µ,Σ) =
N
∑
n=1
N
∑
n=1
Σ−1 (xn − µ) (5.2)
If the above formula is zero, then we obtain the maximum
likelihood solution for the mean value of Gaussian distribution.
µML =
1
N
N
∑
n=1
xn (5.3)
The maximum likelihood solution is the mean of the observed
data set.
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Derivation of Σ:
ΣML =
1
N
N
∑
n=1
(xn − µML) (xn − µML)T (5.4)
µML appears in the above formula, which is the result of joint
optimization of µ and Σ. It is also noted that µML is not related
to ΣML. You can get µML first and then ΣML. Based on µML and
ΣML, the expectation and variance of Gaussian distribution are
obtained.
E[µML] = µ (5.5)
E[ΣML] =
N − 1
N
Σ (5.6)
The mean of the maximum likelihood estimate is equal to the
real mean, and the variance of the maximum likelihood estimate
is always less than the real value, so the estimation is biased. We
can define a different estimate.
Σ˜ =
1
N − 1
N
∑
n=1
(xn − µML) (xn − µML)T (5.7)
The expectation of Σ˜ is equal to Σ
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5.3 Multiple Average Probability Feature
The CPD algorithm effectively expresses a point cloud by the
Gaussian mixture models (GMMs). However, the shapes of both
the point clouds are similar or identical to the default in the
CPD. It implies that GMM cannot express the feature of a point
cloud shape that needs to match the point groups.
MAP Feature registration framework is expressed in Figure
5.1.
FIGURE 5.1: MAP Feature Sparse registration framework.
This study uses the method of a multiple Gaussian model to
show the characteristic of the point group shape. The probability
density function (pdf) of a multivariate Gaussian distribution is
f (x) =
1√
(2π)kn |Σ|
exp
(
−1
2
(x− µ)T Σ−1 (x− µ)
)
(5.8)
We assume that the point group (PG) is a Gaussian model,
with dimension kn as 3 and x as the points in the sample point
group. µ is usually replaced by point mean Σ instead of the point
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variance. The formula can be changed to the following form:
PG (x) =
1√
(2π)3 |ΣPG|
exp
(
−1
2
(x− µPG)T Σ−1PG (x− µPG)
)
µPG =
1
nPG
nPG
∑
j=1
xj
ΣPG =
1
nPG
nPG
∑
i=1
(
xj − x(i)r,k
)(
xj − x(i)r,k
)T
(5.9)
When the Gaussian model of the sample point group is ob-
tained, the probability of each point in the model is calculated
along with the average value of the probability.
FAVG (x) =
1
nPG
nPG
∑
j=1
PG (x) (5.10)
A point for which the probability value is less than the aver-
age is selected as a subset of this point group denoted by xs1 ⊂ x.
Because the probability value of a point in this subset is less
than the average, it indicates that the probability of these points
belonging to this model is small. To better represent the point
group shape, this study recalculates the Gaussian model and
probability mean using the subset as the new point group, and
FAVG (xs1) can be obtained. Several operations are repeated until
the subset is insufficient to construct a Gaussian model. Then all
the calculated average probabilities are considered as the feature
of the point group (Figure 5.2).
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FIGURE 5.2: Gaussian model and point groups.
Figure 5.2 (a) shows all the points in a point group; the cross
is the center of this Gaussian model. The probability values vary
from large to small displays, going from yellow to blue. In Fig-
ure 5.2 (b), the points where the probabilities are larger than the
average are removed from the model. Figure 5.2 (c) is derived
from Figure 5.2 (b) for the same operation as Figure 5.2 (b) from
Figure 5.2 (a). Accordingly, we obtain the five Gaussian models
as shown in Figure 5.2 (a) - (e).
Map = (FAVG (x) , FAVG (xs1) , FAVG (xs2) · · · FAVG (xsn)) (5.11)
Here, sn is the number of subsets.
Map can represent the feature of the point group effectively.
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This feature is robust to a small amount of noise, and the differ-
ence with other groups (Figure 5.3).
FIGURE 5.3: MAP Feature.
So far, Map used the features for point groups. The reason
why we do not use points directly to compare each point group
is that the point clouds are unstructured and unordered. There-
fore, the points in each point group cannot be compared in a
fixed sequence, whereas the MAP feature can express the point
group in an orderly way from whole to partial.
Algorithm 3 Multiple Average Probability.
Input: Point Cloud P and Q.
Output: MAP Feature of point clouds P and Q.
1: Obtain P(i) and Q(j) by down-sampling point clouds P and Q;
2: Obtain P(i)r,k and Q
(j)
r,k by applying the KNN-threshold method;
3: Calculating the Gaussian model of a point group;
4: Calculate the average probability of all points and remove points above
the average;
5: Iterate through the third and fourth steps until the number of iterations
is completed, and the statistical average probability;
6: return Map(i)P and Map
(j)
Q MAP feature of point clouds P and Q.
As shown in Algorithm 3, the advantage of the MAP fea-
ture is that it is somewhat robust to external factors of the point
cloud. However the disadvantage is that the Gaussian model
calculation takes a certain amount of time. The most important
thing is that the establishment of the Gaussian model requires
sufficient point support, that is, less than a certain number of
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points cannot establish a Gaussian model. This leads to the use
of MAP features, the number of midpoints that need to be grouped.
The range of point groups will be large, resulting in a method
that does not work for point cloud registration in some particu-
larly small overlapping areas.
5.4 Chapter Summary
For point clouds with external factors and combined with Gaus-
sian model, MAP feature is proposed. Because the influence of
noise on point group is effectively avoided by means of average
probability. However, it is worth noting that the number of mid-
points in the point group cannot be too small because a certain
number of point clouds are needed to construct the Gaussian
model. This makes it impossible to work for sparse point clouds
or point clouds with few overlapping areas. And when the ex-
ternal factors are relatively high, it will affect the probability dis-
tribution, that is to say, it will affect the average probability.
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Chapter 6
Sparse Feature
6.1 Introduction
The previous two point group features are all for point clouds
with little or no external factors, but the actual measured point
clouds are often affected by a large number of external factors.
In this chapter, the algorithm combines sparse representation to
repair point clouds, which greatly reduces the external impact
of point clouds. Thus, the point group has strong characteristics
under the influence of a large number of external factors.
6.2 Theoretical Knowledge
Signal processing is the process of sampling, transforming, and
extracting original signals. In this process, some specific trans-
form fields are usually used to describe the signals. These fea-
ture domains are the result of long-term research time. Typi-
cal transform domains include time domain, space domain, fre-
quency domain, wavelet domain, etc. Although the descriptions
in different spaces are different, they can usually be converted
to each other equivalently, or Restoring the original signal, and
processing the image in the change domain is simple. Due to the
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nature of the variation domain, the basis vectors used are all or-
thogonal. Any model can be seen as the vector sum of the signal
in the transform space, the base vector projection.
In the process of describing information using a complete or-
thogonal basis, there is only one way to decompose an unknown
signal once a certain combination of base vectors is determined.
In this way, the coefficient representation of some signals is not
necessarily optimal, and the other idea is based on the signal
composition. In the redundant dictionary, choose a more basic
function to describe.
The sparse representation of the signal explores the optimal
approximation of the base in the feature space, describing the
signal in a more efficient way. The core of sparse representa-
tion is to try to understand and describe information through
another perspective. You can use less basis vectors to describe
information features.
Sparse representation concentrates most of the energy on a
small number of atoms. Based on the super-complete redundant
dictionary, we can describe these signals as a form of linear com-
bination of a small number of atoms.
For a collection D = {dk, k = 1, 2 · · · ,K}, in the Hilbert space,
where H = RN. Then its element is the unit vector of the space,
where K ≫ N. The set D is called an overcomplete dictionary
or a redundant dictionary, where each element dk is called an
atomic or basis function.
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Suppose a signal X is given, x ∈ RN is represented as a com-
bination of a series of base signals
{
di ∈ RN, i = 1, 2 · · · , n
}
.
x ≈
n
∑
i=1
αidi (6.1)
where n ≫ N, α = [α1, · · · , αn]T,to represent a coefficient or
sparse vector, where the sparse table is not modeled as follows:
FIGURE 6.1: Sparse representation model structure.
The ultimate goal of sparse representation is to represent the
unknown signal in a linear combination with a small number
of basis vectors. However, due to the redundancy of the dictio-
nary, the representation of the signal x is not unique and there
may be various solutions. The ultimate goal of supercomplete
sparseness is to find the most sparse of all sparse vectors α.
argmin ∥α∥0 Subject to x = Dα (6.2)
where ∥·∥0 is I0 norm, its physical meaning is the number of
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non-zero coefficients. The formula 6.2 is a NP problem. Many re-
searchers have proposed many approximation algorithms, which
are eventually transformed into optimal problems under differ-
ent conditions. Most of them are approximated by ∥·∥1 is I0 .
argmin ∥α∥1 Subject to x = Dα (6.3)
Usually in practical applications, it is also necessary to con-
sider that the signal is disturbed by noise. Where ε is error toler-
ance, the constraint relaxation formula is :
argmin ∥α∥1 Subject to ∥x− Dα∥2 ≤ ε (6.4)
In the process of describing information by using a complete
orthogonal basis, once a combination of base vectors is deter-
mined, only one decomposition method can be used for an un-
known signal. In this way, the coefficients of some signals are
not necessarily optimal. Another way of thinking is to select
more basic functions to describe them in redundant dictionar-
ies according to the composition of signals.
The sparse representation of the signal explores the optimal
approximation of the basis in the feature space and describes the
signal in a more effective way. The core of sparse representation
is to try to understand and describe information from another
perspective, using fewer base vectors to describe information
characteristics.
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6.2.1 Sparse representation decomposition algorithm
Solving the sparseness algorithm of a signal, that is, a process
of obtaining a sparse representation of a signal image in a re-
dundant or over-complete dictionary can also be called a sparse
decomposition process of an image or a signal, which is also a
study of a complete redundant dictionary. For the sparse repre-
sentation of image signals, we solve the process of sparse repre-
sentation of images, and need to solve the following problems:
The first is to choose the best combination of the good blocks.
That is to say, how to solve the optimal sparse expression co-
efficient in the overcomplete redundant dictionary set by the
sparse optimization algorithm; secondly, find the most suitable
base function by finding the appropriate basis function in the
known redundant dictionary set. Sparse dictionary representing
the signal.
In this dissertation we mainly use greedy-based algorithms.
The main idea of the greedy algorithm is to use the similarity
metrics to continuously acquire the atoms represented by the
signal according to the column-by-column method, and then ob-
tain the feature coefficients of the sparse representation.
Orthogonal Matching Pursuit (OMP) (Pati, Rezaiifar, and Kr-
ishnaprasad, 1993), gives an overcomplete redundant dictionary
matrix. D ∈ Rn∗k , n ≪ k, where each column of dictionary D
represents the atomic vector of the signal. Given a small signal,
then you can use these atoms for linear combination. This com-
bination is also called sparse linear combination, that is, the sig-
nal y can be expressed as y = Dx, y = Dx, s.t. ∥x− Dα∥p ≤ ε.
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The basic idea of the algorithm is described as follows: We as-
sume that the signal to be represented is y and its length is n. We
define {x1, x2, · · · , xn} to represent a set of column vectors, thus
forming a dictionary matrix set D, where each column of the
dictionary matrix set D is defined as an atomic vector, and we
separately process the vector. First, select each of the columns,
use the similarity measure to get a column of vectors closest to
the signal y, and then solve for the residual parameters. After
countless iterations, we can get the corresponding sparse fea-
ture vector set, which can be used to perform y linear combina-
tion representation, the condition of the algorithm termination,
assuming an iteration of the number of iterations, or assuming
that the signal residual is within a certain range, the algorithm
iteration is terminated.
The advantage of the orthogonal matching pursuit algorithm
is that: normalize all the column vectors for each iteration, so
that the OMP algorithm will converge quickly, and the residual
and the selected column vector are orthogonal. The number of
iterations of the algorithm will end very quickly.
6.2.2 Dictionary learning
For the dictionary learning method, we use the solver l0 and l1
norm and use the sparse representation algorithm to solve the
objective function, thus constructing the required dictionary.
The basic theories of general dictionaries in the process of
training and learning are basically similar. The main processes
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are divided into three stages: initialization dictionary, sparse cod-
ing and dictionary update.
As shown in Figure 6.2, the first step, we assume that an ini-
tialized dictionary such as a sample set is arranged in a ma-
trix, taking one of the columns; the second step, the sparse rep-
resentation coefficient is obtained, by using the previously de-
scribed sparse decomposition optimization algorithm, OMP or
other optimization algorithms. Finally, each column of the ma-
trix is updated according to the dictionary learning algorithm.
When iteratively iterating to the set number of times, the iter-
ation is stopped, and our overcomplete redundancy dictionary
can be obtained.
Initialization Dictionary
Sparse Coding (OMP)
Update Dictionary
FIGURE 6.2: Dictionary learning process.
In basic mathematics and machine learning theory, K-SVD
(Aharon, Elad, and Bruckstein, 2006) is a dictionary learning al-
gorithm that constructs an overcomplete redundant dictionary
by using singular value decomposition algorithms. The K-SVD
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algorithm is generally used in dictionary learning and sparse
coding. It can be thought of as an extension and extension of
the K-means algorithm, which works by iteratively alternating
between sparsely encoded input data based on the current dic-
tionary and updates the atoms in the dictionary to better fit the
data, currently K-SVD. The algorithm is well applied in various
fields of computer vision, image processing. For example, image
processing, image compression, image super-resolution, speech
processing, image denoising, and the like.
The K-SVD algorithm does not need to invert the matrix, so
it has better efficiency. It only needs to update the column and
sparse coefficients in the iterative process, and it can converge
quickly. Therefore, a complete dictionary library can be obtained
quickly and efficiently. K-means clustering can also be seen as
a method of sparse representation. In other words, find the best
classification coefficient by solving to represent the nearest neigh-
bor data sample {y1, y2, · · · , yM}.
minD,X∑
i
{∥xi∥0} subject to ∀i, ∥Y− DX∥2F ≤ ε (6.5)
In the sparse coding phase, D is first fixed and the optimal
coefficient matrix X is found. Since it is impossible to find a
truly optimal X, we use optimized algorithms such as OMP al-
gorithm, BP algorithm and so on. The premise is that you need
to initialize a non-zero number.
Next, the dictionary update phase is to find a better dictio-
nary D, but it is impossible to find the entire dictionary at a time,
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so the process only updates a certain column of the dictionary
D, while repairing the update of the k column by weighting the
penalty written as:
∥Y− DX∥2F =
Y− K∑j=1 djxjT

2
F
=
Ek − dkxkT2
F
(6.6)
In the formula, xkT denotes the k line of X, and the matrix Ek
represents the absolute error of all N samples remaining after
the k dictionary item is removed.
By decomposing DX multiplication into the sum of k ranks of
1 matrix, we can assume that the other K− 1 terms are assumed
to be fixed, and the k unknown, we are updating the k term.
After this step, we can solve the optimal problem by approxi-
mating the Ek term with the rank− 1 matrix using the singular
value decomposition (SVD), and then update the dk. However,
the new value of the vector xkT will be replaced, so we need to
give set a standard for sparse constraints. In order to solve this
problem, as follows:
wk =
{
i|1 ≤ i ≤ N, xkT (i) ̸= 0
}
(6.7)
Assuming that the matrix Ωk size is N × wk, so assuming
xkR = x
k
TΩk, the row vector x
k
T is reduced by discarding the zero
value. Similarly, when YRk = YΩk is a subset of the current ex-
ample of using atom dk, we use wk to store the sample index of
dictionary item dk. The same effect can be seen on ERk = EkΩk as
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well. So the minimization problem mentioned earlier becomes:
EkΩk − dkxkTΩk2
F
=
ERk − dkxkR2F (6.8)
We use the SVD algorithm to solve, and decompose ERk into
U∆VT, where dk represents the first column of U and the eigen-
vector xkR is the first column of V×∆(1, 1). After the algorithm is
completely updated and iterated, the iterative algorithm is used
to solve X and solve D.
6.3 Sparse Feature
In order to solve the problems of the previous two features. We
calculate the sparse feature of the point group, which is the first
step of double sparse representation.
Sparse Feature registration framework is expressed in Figure
6.3.
?
?
?
?
A.Point Groups
B.Sparse Feature
C.Sparse Matching D.Registration
FIGURE 6.3: Sparse Feature Sparse registration framework.
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Unlike traditional methods, we do not search for features of
small changes, under the external factors that can change the
shape of the point cloud. For some external influencing factors,
elimination is more effective than avoidance.
The normalized local coordinate can cause the point group
to exhibit the same shape without influence of the rotation and
translation matrices. The origin is set to be the centroid of the
point group. Then, the coordinate system of the point group is
set via SVD.
Let pi,pr be a point group of point cloud P. xi,pr is the pn× 3
matrix, and pn is the number of points in point group xi,pr. Point
group decomposition is given by
xi,pr = UΣV ∗. (6.9)
The diagonal entries of Σ are equal to the singular values of
p(i)r . U and V ∗ are respectively the left and right singular vectors
for the corresponding singular values in Σ.
As shown in Figure 6.4, V ∗ denotes the three directions of
the normalized local coordinate system, Σ is the expansion co-
efficient of the three directions, and U is the standardized co-
ordinate value. A standardized point group is not affected by
rotation and translation. It is the input of the subsequent step.
Point group
SVD
FIGURE 6.4: Point group decomposition.
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The point is still unordered, and has a non-fixed number in
the normalized local coordinate system. Normally, most meth-
ods use histograms to solve this problem. However, histogram
usage poses a problem in that what features are used to make it.
Usually we search for informative pose-invariant local features
(Rusu, Blodow, and Beetz, 2009), such as the normal and curva-
ture, they are easily affected by the noise and outliers, and if the
number of points in the point group is not fixed, the result of the
histogram is easily affected. Therefore, we change our approach;
instead of searching for invariant statistics in point clouds, we
are going to repair the point cloud to obtain good point group
characteristics. However, It is not easy to repair point clouds,
but image restoration has a comprehensive solution, so we will
transform point groups into images.
A depth map is an image that can express the depth informa-
tion of a standardized point group. The order of pixels is easy to
determine with an image. The cropped depth map can ensure a
fixed number of effective pixels.
U is a standardized point group. U’s depth information is the
value at third directions. It projects the depth information onto
the image of size m×m and cuts out the middle part, n× n, as
a result of using the depth map (we used m = 20, n = 10), as
shown in Figure 6.5.
Unlike the traditional method, which just searches for the ro-
bust features of the point cloud but does not make any changes
to it, our method repairs the point cloud and then finds its fea-
tures.
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Depth map
Cropped 
depth map
FIGURE 6.5: Point group depth map projection.
In this study, noise, outliers, and missing points are regarded
as problems for image denoising, because when we convert the
point cloud into a depth map, the expressions of noise, outliers,
and missing points all serve as image noises.
K-SVD is a dictionary learning algorithm for creating a dic-
tionary of sparse representations via the singular value decom-
position approach. In this case, it can effectively remove noise,
outliers, and missing points of point groups in the depth map.
As shown in Figure 6.6, the cropped depth map can be re-
paired via K-SVD.
FIGURE 6.6: Restored point group.
By projecting and cropping the depth map, a point group can
be transformed into a noisy image. Notably noise, outliers, miss-
ing points, and even the entire point group, constitute noises in
74 Chapter 6. Sparse Feature
an image. Their differences are only those of type. Therefore, the
direct use of image denoising (e.g., via K-SVD) can solve these
problems at once. Figure 6.6 shows the same point group but
with different factors.
Although the point number of the point group is less than be-
fore clipping, the shape of the point group is similar. The pixel
value of the repaired image is regarded as the feature of the
point group.
Algorithm 4 Sparse Feature.
Input: Point Clouds P and Q.
Output: Sparse Feature of point clouds P and Q.
1: Obtain Pi and Qj by down-sampling point clouds P and Q;
2: Obtain Pi,pr and Qj,pr by applying the KNN method ;
3: Obtain the standardized point group by SVD;
4: Project the standardized point group to the depth map, and crop the edge
area ;
5: Obtain SFP and SFQ by K-SVD;
6: return SFP and SFQ Sparse feature of point clouds P and Q.
6.4 Chapter Summary
This chapter uses dictionary learning to repair point clouds, which
can ensure strong point group characteristics under the influ-
ence of a large number of external factors. Because each point
group is learned independently, this results in a long compu-
tation time of the algorithm. However, because of the sampling
process, there is no need for a large number of points in the point
group, which can be used for point cloud registration with low
density.
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Experiment and Discussion
7.1 Introduction
This chapter describes the parameters required for the three point
group features proposed in this dissertation. The accuracy and
time of registration are compared. The advantages of this algo-
rithm are proved, and the existing problems are also discussed.
7.2 Theoretical Knowledge
The main purpose of this chapter is to explore the parameters
required for each part of Chapter 4, 5, 6 and to evaluate the al-
gorithm.
We implement the algorithm in MATLAB, Windows 10, and
test it on an I3-2100 CPU, 3.10 GHz, with 8 GB RAM. The regis-
tration results are evaluated with two indices.
Rerror =
2
∑
i,j=0
⏐⏐⏐rij − rresultij ⏐⏐⏐
terror =
2
∑
i=0
⏐⏐⏐ti − tresulti ⏐⏐⏐
. (7.1)
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We use the registration success rate and computation time
as evaluation criteria from the 50 experiments. We consider a
registration to be successful when Rerror < 0.1 and terror < 0.01.
The experimental data are derived from The Stanford 3D Scan-
ning Repository (The Stanford 3D Scanning Repository). The point
cloud of Stanford Bunny (40,256 points) is used and separated
into two parts. Before adding the influence factors, we transform
one of the point clouds to obtain the initial position, as shown
in Figure 7.1 A. We also randomize this transformation and the
position of the separation so that the initial values of each exper-
iment are different. Considering that some algorithms are sensi-
tive to the initial position, the rotation and translation are lim-
ited to±30 degrees and 0.05 meters for three directions. In order
to fully compare the methods, we also use point clouds Happy
Buddha (78,056 points) and Dragon (41,841 points), as shown in
Figure 7.1 B and C.
FIGURE 7.1: Initial positions of point clouds.
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7.3 Point Cloud Resample Parameters
Parameters r and i in Equation 3.2 control the size and location
of the point groups in the point cloud. A good group should
only include the point of the overlap area, and it should be as
large as possible. This implies that it is important to adjust pa-
rameters to set the point groups in the overlap between the point
clouds.
Parameter r is the radius of the point group, and traditionally,
it is located at a distance of 1 m, 1 cm, or 1 mm. It is difficult to
use a uniform index for different point cloud sizes. Therefore,
the percentage of the number of points in a point group and in
the entire point cloud is expressed as r.
Parameter i refers to the number of point groups in a point
cloud, and we use the percentage of the number of points in the
point cloud to express its value.
The test results of parameters r and i in the point cloud Stan-
ford Bunny are listed in Tables.
The data in the table are the average of ten experiments, com-
posed of two parts. The above values represent the calculation
time, and the following values represent the percentage of suc-
cess in the ten experiments. Given (Rerror < 0.1 and terror < 0.01),
NA implies that the success rate is zero.
After repeated trials and errors, for PAD feature, the value of
r is determined to be 0.08%-0.10% of the size of the point cloud,
requiring more than 30 points. i is a down-sampled point cloud
with random sampling and without replacement. The percent-
age of down-sampling lies between 0.4% and 0.5%.
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TABLE 7.1: Calculation time with parameters r and i by PAD.
i(%) \ pr(%) 0.02 0.04 0.06 0.08 0.10
0.3 NA 6.1 s 7.2 s 9.6 s 10.7 s
0.4 NA 7.9 s 7.7 s 9.1 s 10.6 s
0.5 NA 7.6 s 8.6 s 9.8 s 10.8 s
0.6 NA 8.3 s 9.1 s 10.6 s 11.1 s
TABLE 7.2: Success rate with r and i by PAD.
i(%) \ pr(%) 0.02 0.04 0.06 0.08 0.10
0.3 NA 20% 40% 50% 70%
0.4 NA 20% 70% 60% 90%
0.5 NA 60% 60% 90% 100%
0.6 NA 80% 80% 70% 90%
TABLE 7.3: Calculation time with parameters r and i by MAP.
i(%) \ pr(%) 0.2 0.6 1.0 1.4 1.8
0.8 NA 6.6 s 11.8 s NA 16.3 s
1.2 NA 6.7 s 13.8 s 20.2 s 23.8 s
1.6 NA 13.9 s 18.7 s 32.7 s 38.9 s
2.0 NA 28.9 s 47.9 s 65.7 s 71.7 s
TABLE 7.4: Success rate with r and i by MAP.
i(%) \ pr(%) 0.2 0.6 1.0 1.4 1.8
0.8 NA 10% 10% NA 10%
1.2 NA 40% 60% 80% 50%
1.6 NA 40% 40% 80% 60%
2.0 NA 30% 70% 80% 70%
TABLE 7.5: Calculation time with parameters r and i by SF.
i(%) \ pr(%) 0.05 0.10 0.15 0.20 0.25
0.5 NA 15.1 s 30.6 s 43.4 s 60.7 s
0.6 NA 19.1 s 36.3 s 55.1 s 68.8 s
0.7 NA 25.3 s 45.7 s 65.8 s 86.5 s
0.8 NA 35.9 s 55.8 s 78.7 s 92.1 s
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TABLE 7.6: Success rate with r and i by SF.
i(%) \ pr(%) 0.05 0.10 0.15 0.20 0.25
0.5 NA 30% 70% 60% 60%
0.6 NA 20% 60% 60% 70%
0.7 NA 70% 100% 90% 70%
0.8 NA 20% 60% 80% 100%
For MAP feature, the value of r is determined to be 1.0%-1.4%
of the size of the point cloud, requiring more than 100 points.
i is a down-sampled point cloud with random sampling and
without replacement. The percentage of down-sampling lies be-
tween 1.2% and 1.6%.
For Sparse feature, the value of r is determined to be 0.15%-
0.20% of the size of the point cloud, requiring more than 50
points. i is a down-sampled point cloud with random sampling
and without replacement. The percentage of down-sampling lies
between 0.7% and 0.8%.
The parameter selection for point cloud resampling is also
different for the different features selected. It can be seen that
the points required for feature PAD are the least, but the correct
rate is not high. For feature MAP, although the correct rate is
increased, the required points are increased a lot, and the calcu-
lation time is increased. Feature SF has the highest correct rate
and time is not the longest.
The results show that our method has significant advantages
over others in the case of a small overlap between point clouds.
In the actual measurement of a complete model that must reg-
ister a point cloud, a small overlap in each implies a high ef-
ficiency of measurement. It suggests the probability of using a
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TABLE 7.7: PSNR of depth maps by K-SVD..
Factors \ block-size before K-SVD 3x3 4x4 5x5
Noise(40 dB) 35.8 dB 39.7 dB 41.2 dB 36.3 dB
outliters(8%) 38.2 dB 40.6 dB 44.4 dB 42.6 dB
missing points(200 points) 20.7 dB 22.1 dB 27.1dB 26.8 dB
few point clouds to obtain a complete model.
7.4 Point Cloud Feature Parameters
For the PAD and MAP features, their parameters are fixed and
there is no discussion of the need, but feature SF has a dictionary
learning, which involves the determination of the parameters.
Therefore, this section mainly discusses the parameter determi-
nation of the K-SVD method in feature SF.
Here we discuss some training parameters for K-SVD and
some cases of repairing point clouds.
Discrete Cosine Transform (DCT) is used as the initial dictio-
nary in this study. Considering the possible common structure
between point groups, the training of all point groups will use
the same dictionary. And the number of dictionary atoms is set
to 1024. Now the only parameter worth noting is the block size;
for this purpose, we have done several experiments to deter-
mine the appropriate settings as shown in Table 7.7.
There are some influencing factors here, and their specific
definitions will be explained in the comparison of various meth-
ods.
We compared the Peak Signal to Noise Ratio (PSNR) between
the depth maps of the original point group and the point group
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TABLE 7.8: Success rate with α by PAD, MAP, SF.
Feature\α 2 3 4 5 6
PAD 50% 80% 50% 10% NA
MAP 70% 60% 20% 20% 10%
SF 40% 40% 90% 80% 50%
with added noise, outliers, and missing points. The parameters
of noise, outliers, and missing points are 40 dB, 8%, and 200
points. Then we use K-SVD to repair depth maps with different
block sizes like 3x3, 4x4, 5x5. Continue to compare the PSNR
between the restored depth map and the original depth map.
Through the experimental results, we chose 4x4 as block size
which obtains the best result.
7.5 Sparse Registration Parameters
This section focuses on two parameters. The first is the number
of sparse items and the method used for point group registra-
tion.
The number of sparse items is how many dictionary elements
are needed to represent the signal. If the element is set too high,
there will be a large number of mismatches. If this is too low,
there will be no matching.
As shown in the table 7.8, It can be seen that the more ele-
ments of the feature, the more dictionary items are needed. The
number of items of the PAD feature is 10 , MAP feature is 5, SF
feature is 121.
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We use the general registration method for matched feature
as ICP or CPD. However the noise robustness of two methods
are different.
The transformation is same. The rotation error for a range of
noise fractions is shown in Figure 7.2. and indicates that CPD is
similar to ICP in low levelnoise and better in high level. So we
uses CPD method.
FIGURE 7.2: ICP and CPD in Different levels of noise.
7.6 Method comparison
We compare the ICP (3-D Point Cloud Registration and Stitching),
CPD (CPD algorithm), 4PCS (4PCS Demo), LFSH, LORAX, PAD
(Sparse Registration), MAP (Sparse Registration) algorithms and
SF (Sparse Registration) in a registration scenario with different
influence factors
7.6.1 Synthetic Data
Only consider PAD features Figure 7.3 shows results of point
cloud registration used by different methods. The ICP and CPD
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methods obtained bad results for point cloud registration of less
overlap (10%) in Figure 7.3 (a) (b), but the proposed method ob-
tained the better results in Figure 7.3 (c). Figure 7.3 (d) shows the
Rotation Error Vs Overlap Fraction. This result shows the tradi-
tional methods can only obtain good registration in plenty of
overlap (more than 70%), but this method can obtain good reg-
istration in more situation, because of using the group to match
point cloud while traditional methods using whole point cloud.
Figure 7.4 shows the number of matched point groups for dif-
ferent levels of noise. Point cloud registration requires only a
pair of matched point groups. This result shows our method
can find matched point groups in point cloud which has noise (
SNR = 100dB ).
FIGURE 7.3: Results of PAD Methods.
The results show our method has enormous advantages in
small amount of overlap between point clouds than other method.
In actual measurement of a complete model which need to reg-
ister point cloud, the less overlap in each point cloud means the
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FIGURE 7.4: The Number of Matched Point Groups of PAD.
high efficiency for measurement. It means probably to use a few
of point clouds to register a complete model. However, the other
method need more point clouds.
We evaluate all the algorithms by adding four factors: over-
lap, noise, outliers, and missing points. It is difficult to evaluate
the performance of a registration method with these many influ-
ence factors. Thus, in the following comparison, we allow one
influence factor to be varied at a time while keeping the others
fixed.
To the best of our knowledge, overlap ratio is a new influence
factor of point cloud registration. According to our survey, most
methods do not use the overlap ratio as an evaluation index,
and the default pair of point clouds either overlap completely or
mostly. However, the overlapping ratio is a key factor in obtain-
ing the point cloud information of the complete object. In fact
the low overlapping ratio between point clouds can efficiently
register the entire point cloud.
The overlap rate between point clouds ranges from 10% to
100% in this experiment. The registration result of each method
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is shown in Figure 7.5.
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FIGURE 7.5: Overlap tests.
The ICP and CPD methods are based on the complete point
cloud. They do not consider only a small overlap of both point
clouds. The results show that their robustness to low overlap is
the poorest.
The 4PCS method uses a pair of four coplanar point sets of the
same proportion in both point clouds. However, as the rate of
overlap decreases, the matched four coplanar point sets become
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increasingly difficult to determine. As the overlapping area can-
not be determined, the computational complexity of the 4PCS
method is remarkably high and requires considerable computa-
tion time.
Although LFSH uses local features to find the matched points,
it is inevitable that the wrong matching points are introduced
with the same features. When the overlap is large, the number
of correct matching points is larger than the number of wrong
matching points, and the generated error is very small. How-
ever, as the rate of overlap decreases, the ratio of the number
of correct matching points to the number of wrong matching
points also decreases. Thus, a large number of points in non-
overlapping areas will be registered, resulting in errors.
The LORAX and MAP methods are similar to our approach.
All these methods sample small point groups from a point cloud
before registration. The feature representation of a point group
is larger than that of a point and smaller than that of a point
cloud. Therefore, compared to ICP and CPD, it is more suitable
for a small-overlap registration. Moreover, the point groups’ match
can be used to determine the overlap range and avoid the prob-
lems that arise when using the 4PCS and LFSH methods. Fi-
nally, the point group is used as a registration element instead
of a point, thereby reducing the error generated by the wrong
matching points when compared with the LFSH method.
The computing time includes the time needed for the creation
of the Gaussian model, search for the four coplanar point sets,
as well as machine learning required to train good point group
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features. The computing time of the CPD, 4PCS, and LORAX is
not of the same order of magnitude as that of the other methods.
Next, we compare the conventional factors. As some algo-
rithms do not produce particularly good results in the case of a
low overlap, we use 100% overlapping point clouds by default.
We add the 0-mean value Gaussian noise of both point clouds,
and the signal-to-noise ratio (SNR; dB) ranges between 70 and
30. The registration result is shown in Figure 7.6. We add the
uniform random distribution’s outliers to both point clouds, us-
ing different ranges (from 6% to 10%) of the sum of the points
of both point clouds. We randomly remove a small part of both
point clouds and expand the point number of each small part to
between 500 and 2,500.
We first focus on noise and the registration result of each
method is shown in Figure 7.6. The CPD algorithm achieves the
best results. Without the influence of the overlap rate, the Gaus-
sian model algorithm shows robust performance, which is why
we finally choose the CPD algorithm at last step of our method.
Next, we focus on outliers and the registration result of each
method is shown in Figure 7.7. The results of each algorithm are
quite different in the presence of a large number of outliers. The
method used in this study achieves better results. This is due
to the effective removal of external points and the acquisition
of good features in the process of point cloud restoration after
obtaining the point groups.
Last, we focus on missing points, and the registration result
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FIGURE 7.6: Noise tests.
of each method is shown in Figure 7.8. LORAX and MAP algo-
rithms obtain bad results, but the other algorithms achieve simi-
lar good results. The learning stage of LORAX algorithm shows
no effective elimination of the influence of exclusion points. Our
method can make up for the missing points and obtain satisfac-
tory results.
Overall, the experimental results show that our algorithm is
robust to noise, outliers, and missing points. This is because our
method repairs the point cloud via K-SVD to reduce the impact
7.6. Method comparison 89
6% 7% 8% 9% 10%
Outliers
0
0.2
0.4
0.6
0.8
1
Su
cc
es
s R
at
e
 Bunny
ICP CPD 4PCS LFSH LORAX MAP SF
6% 7% 8% 9% 10%
Outliers
0
0.2
0.4
0.6
0.8
1
Su
cc
es
s R
at
e
Dragon
6% 7% 8% 9% 10%
Outliers
0
0.2
0.4
0.6
0.8
1
Su
cc
es
s R
at
e
Happy Buddha
10.78
7502.88
8208.68
32.65
9696.2
33.62
30.78
0 2000 4000 6000 8000 10000
Computation Time(sec)
ICP
CPD
4PCS
LFSH
LORAX
MAP
OURS
M
et
ho
d
FIGURE 7.7: Outliers tests.
of these factors on the results. Additionally, the LORAX algo-
rithm requires a long time for calculation via the machine learn-
ing method to obtain good features. If only the off-line training
data are used, it is difficult to control the point group segmen-
tation parameters and training parameters because of the differ-
ent attributes of different point clouds and the various factors
affected. In terms of accuracy and speed, we chose accuracy.
We visualize the results of noise and outliers as shown below.
The result is the registration of the MAP feature in the figure 7.9.
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FIGURE 7.8: Missing point tests.
7.6.2 Scanning Data
For this section, we use ASL datasets (Pomerleau et al., 2012) to
validate our algorithm, as shown in Figure 7.10.
As seen in the first row of the first column from the left, the
data set consists of 31 point clouds (blue) and the recording po-
sition starts in an elongated corridor, expanding on each side of
the scanner. The scanner passes through a doorway and crosses
a small staircase, composed of 5 steep stairs that lead towards
another doorway. The first row of the second column from the
left represents the overlapping rate among all 31 point clouds. It
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FIGURE 7.9: Results of MAP.
can be seen from the vicinity of the diagonal line that the overlap
rate of two adjacent point clouds is more than 90%. The correct
global results are shown in the first rows of the third and fourth
columns. Since the main purpose of this study is to solve the
problem of registration between point clouds with only a small
overlap, all point clouds with no more than 50% overlapping
rate are selected for registration. The selected data set consists
of 7 point clouds (red) is shown in the last row of first column.
The selected point clouds have point clouds with serial num-
bers 2, 5, 7, 16, 19, 23, and 29 in all 31 point clouds and their
overlapping rate is shown in the last row of the second column.
The correct global result of the seven selected point clouds and
partial details are shown in the middle of the third and fourth
columns. The registration results are shown in the last row of
the third and fourth columns.
The fourth column shows the partial details of the correct
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FIGURE 7.10: Results of scanning data by SF.
TABLE 7.9: Rotation error of point clouds.
Point cloud set 2, 5 5, 7 7, 16 16, 19 19, 23 23, 29
Rotation error 0.068 0.031 0.094 0.064 0.094 0.073
global and registration results. On the whole, the registration
result and correct position are in the same general position. Al-
though the positions of the registered point clouds are slightly
offset in the details, they are still within the error range (Rerror <
0.1 and terror < 0.01). As the translation error is almost zero, only
the rotation error is shown in Table 7.9.
The real data of an Armadillo is shown in Figure 7.11; the re-
sults show that MAP can also deal with real data. The yellow
block is the matched point group in the two point clouds. The
result of the registration in which the green block shows the de-
tails of an Armadillo also confirm that the registration is good.
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FIGURE 7.11: Results of scanning data by MAP.
7.7 Discussion on Machine Learning
There are many machine learning algorithms for point cloud
registration, but they are often used for feature expression of
point cloud. It is not an end2end network model. At the end of
this chapter, we want to explore whether machine learning can
construct an end2end network model for point cloud registra-
tion.
7.7.1 Introduction
In many machine learning methods, we choose reinforcement
learning as the main framework of end2end point cloud regis-
tration model.
Reinforcement learning is a kind of arithmetic, which enables
computers to operate completely randomly from the beginning,
learn from mistakes through constant attempts, and finally find
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the law, and learn the method to achieve the goal. This is a com-
plete reinforcement learning process. Let the computer update
its own behavior in constant attempts, so as to step by step learn
how to operate their own behavior to get high marks.
It mainly includes four elements, agent, environmental state,
action and reward. The goal of reinforcement learning is to get
the most cumulative reward.
The computer has a virtual referee who will not tell you how
to act and how to make decisions. What he does for you is to
score your actions. At first, the computer has no idea what to
do. The actions are totally random. What form should the com-
puter learn from these existing resources, or that is to say, what
kind of resources should it use? How can we learn only from our
scores and how can we make decisions? It’s very simple. Just re-
member those behaviors with high scores and low scores. Next
time, we use the same behavior to get high scores and avoid low
scores.
A computer is an agent. He tries to manipulate the environ-
ment by taking action and changes from one state to another. He
gives high marks (rewards) when he completes a task, but low
marks (no rewards) when he does not finish it. This is also the
core idea of intensive learning. Therefore, reinforcement learn-
ing is score-oriented.
In these four parts, we first focus on the environmental direc-
tion, that is, how to use machine learning to express the char-
acteristics of point clouds. The classification problem can effec-
tively test the validity of features.
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FIGURE 7.12: Reinforcement Learning.
7.7.2 Point Cloud Classification
We propose a deep learning network framework to solve the
classification task of three-dimensional point clouds. According
to different functions, the network can be divided into the re-
sampling block, transform block, local feature fitting block, and
classification block. Unlike other classification methods based
on point cloud, we try to fit local point cloud and use the fit-
ting function as a local feature to enter the classification layer.
Though simple, Local feature fitting learning network (LFFLN)
is highly efficient and effective. It achieves excellent performance
in the ModelNet40 without any tricks
Before introducing the network structure, we would like to
review how convolution works in images. Example, computing
any pixel on an image with convolution kernel 3× 3. The first
step is to find eight points adjacent to the pixel, then multiply
the nine pixels with the corresponding position of the convo-
lution core, and finally add up all the results. From the point
cloud-based convolution operation, finding neighborhoods and
building convolution kernels are the key steps for point clouds.
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So, we divide the network into four blocks according to the func-
tional requirements. First resampling block is to find the neigh-
borhood. Transform block and local feature fitting block are to
determine the convolution kernels. The last block is to classify
the extracted features. The network structure is shown in Figure
7.13.
FIGURE 7.13: Local feature fitting learning network (LFFLN)
architecture.
The purpose of this section is to resample the point cloud and
make it look like many small point groups. It is required here
that for a large point cloud, the number of small point groups is
fixed, and the number of points of small groups is fixed. Firstly,
we sampled uniformly in point clouds. To get the core of the
point group and then search the neighborhood based on these
cores to get the point group. As shown in Figure 7.13.A, the
point cloud format changes from n × 3 to pg × pn × 3. Where
n is the point’s number, pg is point group’s number,pn is point
number of point group.
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The purpose of building this block is that the function expres-
sion does not have rotation and translation invariance for point
clouds. Although the center of the whole point cloud is at the
origin of the coordinates, however, due to resampling, all point
groups need to be standardized first.
x(i)std =
xi − µx
δx
(7.2)
Then we calculate the rotation matrix by regression of the
point group itself. As shown in Figure 7.13.B, we only use sim-
ple non-linear regression, superimpose two dense layers, and
then multiply this 3× 3 matrix with itself to get the rotated point
group. The input and output format of this block is unchanged.
The main purpose of this block is to make a convolution ker-
nel. Because point clouds of the same shape have a different dis-
tribution of points. To get the same feature, a function needs to
be calculated. From this function, we can get convolution ker-
nels of any fixed shape. First, cut the input of this block.
(pg× pn× 3)→ M : (pg× pn× 2) , N : (pg× pn× 1) (7.3)
M retains the first two values of the point group (x, y), N re-
tains the last values of the point group (z). Then we put M into
the fitting network to calculate a value N ′(z′). This value is a
small part of the convolution kernel. By adding all Z members
N, we get the convolution result of a point group. By multiply-
ing N ′ and N separately and adding the results, we can get one
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convolution result of a group of points.
f eatureconv =∑
pn
F(M)× N (7.4)
Where F() is a fitting function. We can construct multiple
functions to obtain multiple features. Like the transform block,
the function consists of two simple dense layers. As shown in
Figure 7.13.C, the input format changes from pg × pn × 3 to
pg× f n where f n is the function’s number
There’s nothing special about this piece. Pull the input into a
one-dimensional vector and put into three layers of dense to get
the final classification result.
The loss function of this method is based on cross-entropy
loss. However, there is a rotating block before, and the network
cannot converge very well. To guide the network learning, we
will transform the point group by SVD before input the rotating
block. We will calculate mean squared error loss by rotating the
characteristic matrix and the result of the rotating block
Loss = lossce + αlossrmse (7.5)
where α is the weight of lossrmse. As the training progresses, it
gradually decreases.
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TABLE 7.10: Object classification results on ModelNet40.
Method Input accuracy avg. class accuracy overall
3DShapeNets volume 77.3 84.7
VoxNet volume 83.0 85.9
MVCNN image 90.1 −
PointNet point 86.2 89.2
PointCNN point 88.1 91.2
Ours point 86.9 88.1
7.7.3 Result
Our network learns a global point cloud feature that can be used
for object classification. We evaluate our model on the Model-
Net40 (Wu et al., 2015) shape classification benchmark. The data
set split into 9,843 for training and 2,468 for testing. In Table
7.10, we compare our model with previous works; Our model
achieved excellent performance among methods based on 3D
input (volumetric, image and point cloud).
We input the result of feature fitting directly into the classifi-
cation part. This results in that the classification results are based
on the local features of point clouds. However, the types of point
clouds in this data set vary greatly. So although it is based on the
classification of local point clouds, good results are obtained.
We want to discuss some hyperparameters. pg and pn are
the number of point groups and the number of points in point
group. In an image, the stride of the general convolution op-
eration is 1. For 3× 3 convolution kernel, each operation over-
laps by 66%. So we sampled four adjacent points evenly in the
point cloud and then set 27 adjacent points as a group of points,
pg = 512, and pn = 27.
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We calculate the rotation matrix by regression of the point
group itself. Considering that there are only 27 points in a point
group, so we do not need too complicated network model to
return to a 3× 3 matrix. We superimpose two layers of dense at
first. However the rotation matrix is a very complicated process.
Although we add an item to the rotation matrix independently
in the loss function, when we check the training results, we find
that this part of the network cannot converge very well. There-
fore, in the follow-up study, we consider increasing the com-
plexity of this part of the network and improving the overall
accuracy.
After resampling, feature rotation and feature fitting, we can
think that this is a convolution operation for point clouds. In this
study, these features are directly put into the classification net-
work for classification. We know that one-layer convolution is
not enough for image classification, so if the feature is sampled,
rotated and fitted continuously, the classification accuracy can
be improved. Attention should be paid to the convergence of
the rotation matrix for features. It is not possible to add a func-
tion on this part of the loss function. How to train this part of
the network is the focus of future research.
Although we are not the most precise model, we still have a
lot to improve. For example, we have performed a convolution
operation now. If we add more convolution operations later, we
believe the result will be better.
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7.8 Chapter Summary
This chapter first determines the parameters that have not been
determined in the previous chapter. The experimental method
is used to determine the selection of parameters under different
conditions. Secondly, by comparing with different algorithms,
we find that the proposed algorithms are better than the existing
ones, with only a small overlap. Finally, using a multi-view 3D
point cloud, select only a small overlap of areas for registration.
The results also show that good registration results can still be
obtained with only a small overlap.
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8.1 Conclusion
The full text takes 3D point clouds at different perspectives as
the object, and studies how to use the registration technology
to automatically convert them into a unified coordinate system
to form a complete 3D point cloud. The core technology of the
research content is based on point group registration, involving
point cloud resampling, point group feature description and fea-
ture matching method. Finally, these methods are applied to 3D
point cloud registration. Its specific content is:
Compared with the existing algorithms, this study resamples
a point cloud into numerous point groups and uses point group
as the base unit element for the later part of the registration in-
stead of points. At this time, the point cloud is no longer made
up of points, but is composed of the point groups presented in
the subsequent chapters. Using point groups as the smallest reg-
istration element instead of the points will increase the registra-
tion accuracy. Finally, parameter k is used to reduce the number
of point groups. Reducing in the number of errors in matching
point groups, reduces the computation time.
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Three different point group features are designed for differ-
ent occasions. PAD is used for small interference situations and
can quickly register point clouds. MAP is used for occasions
with moderate interference, while SF is used for situations with
large amounts of interference.
Sparse representation is used as the feature matching method
for the point groups. It is well-known, if we compare the fea-
ture only in a sequence, then the threshold of the matching error
must be set owing to the noise and outliers of the point cloud.
The level of noise and outliers in each point group are not the
same, in fact they are not known, and so, the threshold of the
matching error for each point is difficult to determine. In sparse
representation, only the two most similar features of a point
group are searched, which need not to set to the threshold for
each point group. The noise and outliers of the feature can be ex-
pressed by other elements in the dictionary. The pure part must
be stronger than the noise and outliers in the feature. Therefore,
the value of the pure part must be much larger than the value of
the noise or outliers in sparse parameter α. The matched point
groups are used as the basic elements for the point cloud reg-
istration. Compared with point clouds that do not completely
overlap, the matched point groups are completely coincident,
which is proved by the matching process. Therefore, we can un-
questionably use a traditional global registration method like
CPD.
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8.2 Outlook
In this dissertation, the research on point cloud resampling, point
group feature description and feature matching is carried out
for 3D point cloud from different perspectives, and the auto-
matic registration of 3D point cloud is realized based on these
research work. However, due to limited time and experimental
conditions, the research work is still not perfect, and it needs to
be further improved and further expanded. Combined with the
current research status, there are still many future research work
in this dissertation.
Studying the adaptive method of parameters, it can be seen
that for different features, different parameters need to be set
in point cloud resampling and feature matching. In the future,
adaptive methods can be studied for these parameters, thereby
reducing the number of experiments. Get the registration results
more quickly.
Feature extraction of point groups can be used not only for
registration of point clouds, but also for 3D object detection and
recognition, such as 3D face recognition, 3D object retrieval, such
as 3D retrieval of buildings, 3D object classification, etc. This will
also be the focus of research in the later part of this dissertation.
Deep learning is now a very effective feature extraction method,
and many people have done some research in this area. How-
ever, for feature extraction of point clouds alone, due to train-
ing time and generic problems, it is often not applicable to point
cloud registration work. We think it is possible to combine inten-
sive learning with a feature extraction of point clouds to train an
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end-to-end point cloud registration network. An effective method
has been added to discussion on feature extraction of point clouds.
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