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 Gene expression experiments conducted under a variety of conditions can allow for 
concurrent tests of more than one hypothesis. It is common for such experiments to be 
conducted independently by different researchers, using possibly different microarray 
platforms. In the second and fourth chapter of this thesis, we propose a differential meta-
analytic procedure to pool the data from various sources and test the relative significance 
of the hypotheses under consideration. The specific application made in this thesis is to 
10 time-course cell-cycle experiments on fission yeast S. Pombe (Oliva et al., 2005; Peng 
et al., 2005; Rustici et al., 2004), and the hypotheses of interest concern the question of 
differential expression and periodic regulation of genes.  
Besides addressing the above differential meta-analysis issue, we explore how time-
course gene expression data can be used to test for periodicity. In this context, the 
commonly used procedures for testing include the Permutation test by de Lichtenberg et 
al. (2005) and the G-test by Fisher (1929), both of which are designed to evaluate 
periodicity against noise; however, it is possible that a given gene may have expression 
that is neither cyclic, nor just noise. In the third chapter, we introduce an Empirical Bayes 
approach to test for periodicity and compare its performance in terms of sensitivity and 
specificity with that of the other two methods through simulations and by application to 
the S. Pombe cell-cycle gene expression data. We use ‘conserved’ and ‘cycling’ genes by 
Lu et al. (2007) to assess the sensitivity, and CESR genes by Chen et al. (2003) to assess 
the specificity of our method. 
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Kocak, M., Zhang, G., Narasimhan, G., George, E.O., Pyne, S. (2010) use George 
and Mudholkar’ (1983) ‘Difference of Two Logit-Sums’ method to pool bivariate P-
values across independent experiments, assuming independence within a pair. We 
propose a Bayesian approach for pooling bivariate P-values across independent 
experiments, which accounts for potential correlation between paired P-values. We will 
investigate the operating characteristics of the Bayesian method trough simulations and 
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Investigating the cyclic behavior of genes during cell division has been of great 
interest for a long time. In 2001, Sir Paul Maxime Nurse, Sir Richard Timothy Hunt, and 
Leland H. Hartwell won the Nobel Prize in Physiology or Medicine for their work on cell 
cycle regulation. Hartwell (1974) discovered genes that control the cell cycle in budding 
yeast, Schizosaccharomyces cerevisiae; Nurse (1979, 1980) used fission yeast, 
Schizosaccharomyces pombe, to identify, clone, and characterize a key regulator of the 
cell cycle, Cell Division Control Gene 2 (cdc2) in S. Pombe, which is the key regulator of 
the cell cycle, and showed that the product of this gene controls the transition from G2 to 
M in cell division. He later showed that cdc2 has the same function as the gene CDC28 in 
the budding yeast. Tim Hunt (1987) also shared the prize for his work in sea urchins, 
where he discovered cyclins, an important family of proteins involved in cell cycle 
control.  In 1987, he isolated the corresponding human gene, Cyclin dependent kinase 1 
(CDK1). Together with cyclins, the CDK-cyclin complexes form the key regulators of 
cell cycle. 
The fission yeast, Schizosaccharomyces pombe (S. Pombe), the yeast which is the 
topic of this dissertation, was first isolated by Lindner (1893) from East African millet 
beer, where the word ‘pombe’ is the Swahili word for ‘beer’. Leupold (1950) developed 
it as an experimental model to study genetics. The full sequence of the S. pombe genome 
was published in 2002, by a consortium led by the Sanger Institute. S. Pombe has about 
4,970 genes on 3 chromosomes. It has been shown that it has many genes homologous to 
human disease genes; therefore, S. pombe has become an important organism in studying 
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the cellular responses to DNA damage and the process of DNA replication, which led to 
extensive time-course experiments. 
Cho et al. (1998) and Spellman et al. (1998) investigated the cyclic behavior of genes 
in Budding yeast, Saccharomyces cerevisiae; Cho et al. (2001) and Whitfield et al. (2002) 
reported on the cyclic genes in human fibroblasts; Rustici et al. (2004), Oliva et al. 
(2005), and Peng et al. (2005) conducted independent time-course gene expression 
experiments on fission yeast, Saccharomyces Pombe (S. Pombe). 
Cell division is a fundamental part of life in any organism, be it eukaryotes or 
prokaryotes, or be it unicellular or multi-cellular. Understanding the regulation of cell-
cycle process by genes is critical to investigate the etiology of various diseases including 
cancer. 
The goal of this thesis is to develop both a meta-analytic and an empirical Bayes 
methods for the analysis of cell-cycle gene expression data. Specifically, our focus is on 
the analysis of gene expression cell-cycle data of the fission yeast, Schizosaccharomyces 
Pombe (S. Pombe), from several sources. Available sources of benchmarked S. Pombe 
cell-cycle microarray data provide data for addressing the much debated questions of 
periodicity   and differential expression of cell –cycle regulation. 









 The different phases of the cell-cycle process can be illustrated as in Figure 1 and 
Figure 2 and summarized as follows: 
Gap-1 (G1) phase: In Gap-1 (G1), newly divided cells grow to maturity. G1-checkpoint, 
which is a DNA damage checkpoint, ensures that the cells are mature enough and ready 
for the next phase, Synthesis (S) phase, during which DNA replication occurs.  
 
Figure 1. Phases of Cell-cycle 
Synthesis (S) phase: During the Synthesis (S) phase, cells are in full maturity and the 
cellular environment is ready for the replication of the chromosomes. 
Gap-2 (G2) phase: During the gap between DNA synthesis and mitosis, cells with 
replicated DNA continue to grow. The G-2 checkpoint, which is another DNA damage 
checkpoint, ensures that everything is ready to enter the M (mitosis) phase and divide. 
Mitosis (M) phase: Cells stop growing and cellular energy is focused on the orderly 
division into two daughter cells. The Metaphase Checkpoint in the middle of mitosis 




Figure 2. Cell Division (http://www.ncbi.nlm.nih.gov/About/primer/genetics_cell.html) 
 Cell-cycle is regulated by intracellular and environmental signals at different phases, 
as healthy growing of cells, proper replication of DNA, and mitosis process be monitored 
and regulated for successful cell division. As depicted in Figure 1 above, the checkpoints 
in various phases of cell-cycle act like a quality control mechanism, and if anything is out 
of ordinary, then the cell-cycle stops for corrective actions. 
 After a successful division of a cell into two daughter cells, the first major regulatory 
checkpoint (G1 checkpoint) takes place at the later part of G1 phase, at which point, the 
cells are at full size. This regulatory checkpoint is first described in budding yeast 
(Saccharomyces cerevisiae). The G1 checkpoint is highly controlled by environmental 
factors such as nutrients. If there are not sufficient nutrients for the cell to continue to the 
S phase, or the cell has not grown enough, then a cell-cycle arrest occurs and the cell 
enters a resting state.  In haploid cells, polypeptide factors also arrest cell-cycle at the G1 
checkpoint so that two haploid cells fuse with each other, rather than continuing to the S 
phase. In most animal cells, if the cells are lacking something necessary for proliferation, 
G1 checkpoint sends the cells to G0 phase, where the cells, though metabolically active, 
stop growing with less protein synthesis at a quite state, waiting for an extracellular 
signal to go back to the G1 phase to continue on their way for complete division. An 
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interesting example of this process is seen in fibroblast cells, which are mostly in the G0 
phase awaiting a signal to repair a wound. 
 The cell-cycle of the fission yeast (Schizosaccharomyces Pombe, S. Pombe), the yeast 
that will be discussed in this dissertation, is regulated in G2 checkpoint. Again, lack of 
nutrients may cause cell-cycle arrest, in which the cells stay until the environmental and 
intracellular factors become suitable for moving to the mitosis (M) phase.  
Cell-cycle Gene Expression Experiments 
To investigate the cell-cycle regulation and the effect of environmental factors on this 
process in a systematic way, the researchers used mainly two major approaches to 
synchronize the cells:   
• Centrifugal Elutriation approach: In this approach, cells are identified and selected 
based on their size, shape, and mass. Generally new born cells (daughter cells) are 
selected. 
• Arrest-and-release approach: Cells are arrested at a given phase during the cell-
cycle. It is mainly done by nutritional depravation or by inhibiting DNA synthesis. 
Then, the cells are released simultaneously.  
Once the cells are synchronized, then samples of cells are taken from the 
synchronized cell population and the gene expressions are measured at pre-specified 
intervals. Below, we quote a figure (Figure 3) from de Lichtenberg et al. (2005) to 
illustrate the cell-cycle process of synchronized cells of budding yeast (Saccharomyces 
cerevisiae), where T presents the time in minutes from the release.  
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Figure 3. Microscopic Visualization of Cell-Division Cycle in a Real Experiment   
(de Lichtenberg et al., 2005) 
 
In the above example, the cell division starts at around 60 minutes from the release 
and the daughter cells come to a mature size at around 180 minutes after the release, 
which suggests that the interdivision time is around 180 minutes. In the case of the fission 
yeast (S. Pombe), a mature cell divides into two equal sized daughter cells as depicted in 
Figure 2 above. The interdivision time in a given experiment is estimated based on a 
reference set of 35 genes (Rustici, 2004) shown to be periodically expressed in small-
scale experiments, where both visual inspection as well as Fourier scores were used in 
previous cell-cycle experiments (Cho et al, 1998, Spellman et al., 1998).  
There are publicly available data from ten experiments on S. Pombe, whose details 






Ten Publicly Available S. Pombe Cell-cycle Experiments 
Study Time Points (minutes)
Inter-Division 
Time # of Genes 
1 Rustici Elut-1  At 0  to 285 by 15 minutes (20 
time points), ~ 2 cycles  
158  4412 
2 Rustici Elut-2  At 0  to 285 by 15 minutes (20 
time points),  ~ 2 cycles 
154  4626 
3 Rustici Elut-3  At 0  to 285 by 15 minutes (20 
time points) , ~ 2 cycles 
144  4473 
4 Rustici 
CDC25-1  
At 0  to 270 by 15 minutes (20 
time points), ~ 2 cycles 
142  4533 
5 Rustici 
CDC25-2  
At 0  to 255 by 15 minutes (20 
time points), ~ 2 cycles  
137  4667 
6 Oliva  Elut-1  At 0  to 140 by 10, 142 to 406 by 8 
(50 time points) , ~ 3 cycles 
152  4624 
7 Oliva Elut-2  At 54, 72,  and 93 to 543 by 15 (33 
time points) , ~ 3 cycles 
156  4656 
8 Oliva CDC25  At 0, and 15 to 515 by 10 minutes 
(52 time points) , ~ 3 cycles 
172  4656 
9 Peng Elut  40 to 350 by 10 minutes (32 time 
points) , ~2 cycles 
155  4612 
10 Peng CDC25  40 to 400 by 10 (37 time points) , 
~ 2 cycles 
182  4629 
 
Six of these experiments used the centrifugal elutriation technique for cell 
synchronization, and the rest used the arrest-and-release approach. All experiments 
covered at least two complete cell-cycles, and up to more than three cell-cycles.  
We have summarized below the available gene expression from these ten independent 
experiments.  







Number of Genes for Which Time-Course Gene Expression Data is Available 
 # of Cell-Cycle Experiments 
 10 ≥ 9 ≥ 8 ≥ 7 ≥ 6 ≥ 5 ≥ 4 ≥ 3 ≥ 2 ≥ 1 
























Out of 4940 genes reported by at least one of the 10 S. Pombe cell-cycle experiments, 
3626 (73.4%) genes were common in all 10 experiments, 4142 (83.8%) genes were 
common in at least 9 experiments, 4349 (88%) genes were common in at least 8 

















2. DIFFERENTIAL META ANALYSIS OF CELL-CYCLE GENE 
EXPRESSION DATA 
Background 
Multiple laboratories conduct, often over a short time span, similar independent 
experiments to address common or related biological questions. The results from these 
studies could then be combined with meta-analytic procedures. Such procedures are 
useful for increasing power since experimental noise could lead to poor overlap among 
the results from individual experiments. In recent years, high-throughput platforms such 
as gene expression microarrays have introduced new computational issues in the context 
of meta-analysis. New methods were developed for assessment of platform-specific 
noise, calculating the false discovery rate of a combined hypothesis, incorporating 
collateral information from gene ontology, weighting the genes’ P-values to increase the 
power of multiple testing, etc. (Hu, Greenwood, & Beyene, 2005; Kang, Wu, An, & Ren, 
2004; Parmigiani, Garrett-Mayer, Anbazhagan, & Gabrielson, 2004; Pyne, Futcher, & 
Skiena, 2006). Such new challenges involving complex large-scale biological systems 
need to be addressed systematically by constructing new meta-analytic procedures. 
Genome-wide cell-cycle regulation is a classic example of such a problem that has been 
widely studied by different labs (e.g.,  Spellman, P. T. et al., 1998; Whitfield et al., 2002) 
and which is complex enough to allow various parallel hypotheses, e.g. Orlando et al. 
(2008).  
In this chapter, we present a procedure for solving a new issue in meta-analysis of 
microarray data that we call differential meta-analysis. Traditional meta-analysis tests a 
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joint null hypothesis that is a conjunction of single null hypotheses, one from each 
individual experiment. For example, the null hypothesis of a gene’s cell-cycle regulation 
is commonly tested by combining the P-values (or z-scores) of its periodic expression in 
multiple cell-cycle experiments (de Lichtenberg et al., 2005a; Marguerat et al., 2006;  
Oliva et al., 2005; Zheng, Milledge, George, & Narasimhan, 2006). However a joint null 
hypothesis could also be a conjunction of more than one null hypothesis from each 
experiment. In particular, we are concerned with how the relative differences between a 
pair of measurements, each addressing a different hypothesis about a phenotype of the 
same biological entity (a gene, in this study), can be statistically combined across 
experiments to support or invalidate a conjecture on the relationship between the 
phenotypes. Another approach could be to first combine the two hypotheses separately 
with traditional meta-analyses of the experiments, identify the two sets of differentially 
expressed genes, and then compute their set difference post hoc. However, this is 
unsatisfactory because it does not involve the experiment-wise relative differences, which 
are important to consider if the hypotheses might interact with each other in an 
experiment.  
Our method, in contrast, detects and accumulates the relative differences in the 
significance of alternative hypotheses about each gene tested in each experiment. For 
example, consider a complex disease that has both genetic and environmental factors. 
Our approach can help to address the question whether an environmental factor has a 
relatively larger statistically significant impact than a genetic factor on the disease over a 
patient population. Thus if there is a persistent discordance between the two hypotheses 
across multiple independent experiments, then our analytical approach allows us to 
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summarize the differences between the hypotheses and test in a rigorous manner 
interesting questions such as: are these hypotheses competing against each other in the 
case of certain genes? Towards this, we extended the classical and most popular approach 
of meta-analysis, via combination of P-values (e.g.,  George & Mudholkar, 1983), to 
design a novel differential statistic based on the logits of P-values, and then we described 
the analytical distribution of this statistic.  
We used our technique to combine ten independent experiments, described in Section 
1.2 above, measuring genome-wide time course expression over the cell division cycle of 
the fission yeast Schizosaccharomyces Pombe (Oliva et al., 2005; Peng et al., 2005; 
Rustici et al., 2004). Two different null hypotheses were considered for each gene g: (a) 
gene g is not cell-cycle regulated (i.e., not periodically expressed), and (b) gene g is not 
significantly regulated (i.e., has little deviation from its mean expression over time). The 
proposed approach allows us to study the difference in the significance levels of (a) the 
periodicity of oscillation and (b) the expression regulation for every gene over the course 
of S. Pombe cell-cycle. This led to a comprehensive identification of two statistically 
significant gene sets showing markedly opposite patterns of expression: (1) highly 
periodic but weakly regulated genes, and (2) highly regulated but not periodic genes. In 
particular, based on the latter set, we identified a new regulatory network of genes many 
of which are known for their response to environmental stress. Interestingly, this network 
is distinct from the core stress pathway in S. Pombe and is possibly induced by specific 
stress responses to the cell-cycle arrest mechanisms employed by the different phase 
synchronization protocols used by the experiments. We also validated the genome-wide 
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ranking based on our differential meta-analysis with the help of different global 
enrichment patterns for well known functionally characterized gene sets in S. Pombe. 
Methods 
It is a common practice among biomedical researchers to report the significance of 
their empirical observations in the form of P-values. Given multiple independent 
experiments where the significance of a test statistic in each is given by a corresponding 
P-value, there is a long history of research to test the conjunction null hypothesis by 
combining the P-values into a unified measure of significance (Hedges & Olkin 1985). 
For combining cell-cycle periodicity P-values, both the sum of z-scores and the product 
of P-values have been used (de Lichtenberg et al., 2005a; Marguerat et al., 2006; Oliva et 
al., 2005; Zheng et al., 2006). 
Difference of Two Logit-Sums: Meta-analysis of P-values 
For every gene g, we compute the difference of two logit statistics based on the two 
different hypotheses about g. The logits are derived from the P-values corresponding to 
the independent tests of these hypotheses. Specifically, for gene g in experiment j, let the 
logits ( )( )1 log 1jg jg jgl P P− = −  and ( )( )2 log 1jg jg jgl Q Q− = −  be the logits of the P-
values jgP  and jgQ  for testing respective pairs of hypotheses 
0
1 jgH versus 
1
1 jgH , and 
0
2 jgH  versus 
1
2 jgH . Then their difference is given by 1 2jg jgl l−  which is equal to 
( )( ) ( )( )( )( )log 1 1jg jg jg jgP P Q Q− − − , the log of odds ratio for evaluating the amount 
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by which the significance of one factor acting on g is changed relative to another factor in 






− = ∑ for i =1,2 denote the sum of the logits over all 
experiments performed.  Then under 0ijgj H∩ , igL  (and igL− ) is a convolution of logistic 
random variables. George and Mudholkar (1983) computed the exact distribution of Lig, 
and showed that this distribution can be accurately approximated using a t-distribution. 
Specifically, it is distributed as ( ) ( ) ( )5 4~ 5 2 3 5 4 iig i i i NL N N N tπ ++ + .  
Consequently, under null hypotheses 01 jgj H∩ and 02 jgj H∩ , 1 2g gL L−  is a convolution of 
N1+N2 logistic random variables. Thus if N1 = N2 = N, then under 0ijgj H∩ , i=1,2, the 
combined statistic 1 2g gL L−  for gene g is accurately approximated by 
( )







 We present three examples in Table 3, Table 4, and Table 5 to illustrate how the 




Operating Characteristics of the Meta-Analysis Method, Example-1 
Pvalue-1  Pvalue-2 Pvalue-3 Pvalue-4  Pvalue-5
Feature-I 0.02  0.035  0.0013  0.0325  0.0189  
Feature-II 0.78  0.75  0.82  0.776  0.804  




 In this example, all the P-values for Feature-I are significant and considerably less 
than their counterparts for Feature-II. The test statistic results in a very small P-value, 
which suggests that Feature-I is highly relatively more significant than Feature-II.  
 
Table 4 
Operating Characteristics of the Meta-Analysis Method, Example-2 
Pvalue-1  Pvalue-2 Pvalue-3 Pvalue-4  Pvalue-5
Feature-I 0.2 0.2 0.65 0.02 0.6 
Feature-II 0.35 0.999 0.999 0.2 0.65 
P-value for right-sided test = 0.0011
 
 In this example, both features are not significant in these five experiments; however, 
Feature-I is still relatively more significant than Feature-II.  
 
Table 5  
Operating Characteristics of the Meta-Analysis Method, Example-3 
Pvalue-1  Pvalue-2 Pvalue-3 Pvalue-4  Pvalue-5
Feature-I 0.00001 0.0008 0.0001 0.0003 0.0078 
Feature-II 0.005 0.0032 0.0046 0.0056 0.0072 
P-value for right-sided test = 0.007
 
 Here, both features were significant in all five experiments; again, Feature-I is 
relatively more significant compared to Feature-II.  
 In this chapter, using the above test statistic, we are interested in comparing the 
periodicity of oscillation of every gene in S. Pombe against its expression regulation over 
the course of cell-cycle in all N=10 experiments. These hypotheses were previously 
tested for benchmarking purposes (de Lichtenberg et al., 2005) for S. cerevisiae but were 
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never compared against each other. Based on our differential meta-analysis for testing 
these two hypotheses against each other, we produced a final genome-wide ranking of all 
genes in S. Pombe. The upper tail of the distribution of the combined statistic L1g–L2g 
provides a measure of significance for the composite hypothesis that a given gene g is 
“relatively more periodic than regulated”, while the lower tail provides the same for the 
converse hypothesis, i.e., “relatively more regulated than periodic.” 
P-values for Periodicity and Expression Regulation 
 Following previous work (see de Lichtenberg et al., 2005a for details), we calculated 
the P-value of periodicity Pjg for each gene g in experiment j as follows: For each gene g, 
a Fourier score Fg is computed using the following formula: 












































tF ππ , 
where kt  is the time at which gene expression is measured, ( )kg ty  is the gene 
expression measurement for gene g at time kt , k=1,2,…,ng, and T  is the estimated 
interdivision time. To test whether or not a given gene g is periodic, we compared the 
original gF  calculated for Gene g with Fourier scores calculated based on 100,000 
artificial profiles, generated by randomly shuffling the data points for the gene in 
question. 
For computing the P-value of expression regulation, we used a test for the 
significance of peak expression in a centered time course in which the original 
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(uncentered) expression profiles are not required. For a given experiment j, the 
population variance σ2j over all the time courses was determined. Then, for a given gene 
g, 104 bootstrap samples were generated using only the expression values for gene g, and 
the sample variance of the bootstrap samples were compared with σ2j to obtain the P-
value of expression regulation Qjg for Gene g. 
Bioinformatic Analysis 
The Dynamic Bayesian Network tool Banjo (Yu et al., 2004) was used to construct 
the gene regulatory networks involving the P–R+ gene set (see Discussion). Four data sets 
based on Cdc25 synchronization protocol – one each from Oliva et al. (2005) and Peng et 
al. (2005) and two from Rustici et al. (2004) – were used to generate a Cdc25 regulation 
network. Separately, 4 data sets based on elutriation protocol – one from Peng et al. 
(2005) and three from Rustici et al. (2004) – were used to generate a Elutriation network. 
Only the nodes with positive degree and the edges which are present in at least two 
experiments were retained. The final network (Figure 6) was constructed by union of the 
Cdc25 and the Elutriation networks. To indicate protocol specific regulation, when an 
edge was represented in more Cdc25 experiments than Elutriation experiments, it is 
colored blue, and red otherwise. The dominant GO biological process was determined 
with hypergeometric test using Genecodis software (Carmona-Saez, , Chagoyen, Tirado, 
Carazo, & Pascual-Montano, 2007). For Gene Set Enrichment Analysis, we used the pre-
ranked option (which allowed us to use our global ranking of genes based on differential 





We performed differential meta-analysis on data from 4940 genes in S. Pombe. We 
computed the differential meta-analysis statistic (L1g–L2g; see Section 2.3) for each gene g 
using its P-values for periodicity (Pjg) and expression regulation (Qjg) from each 
experiment j, and then computed its combined P-value based on the t distribution 
described in the Methods. From the right and the left tails of the distribution (see Figure 
4), we determined, using a Benjamini-Hochberg based FDR cutoff of 0.01, the sets of 
genes that are relatively more significant for Periodicity (P) and expression Regulation 
(R) respectively. That is, we obtain a set (denoted by P+R–) containing relatively highly 
periodic but weakly regulated genes, and a second set (denoted by P–R+) containing genes 
that are highly regulated but which do not follow a cyclic pattern.  
 
 




In Figure 4, the tails of the differential meta-analysis P-value distribution represent 
two competing hypotheses. The light grey bins in the right half of the plot represent the 
part of the P-value distribution for which the genes had relatively more significant 
periodicity than expression regulation, whereas the dark grey bins in the left half 
represent the converse. The left and the right tails, after applying FDR thresholds of 0.01, 
represent the significant populations of the two competing hypotheses. The bump in the 
middle of the distribution marks a collection of genes with similar levels of periodicity 
and expression regulation. 
We report 48 genes in P–R+ (see Table 6) that are significantly more regulated than 
periodic. On the other hand, we identified 864 genes in P+R– to be relatively more 
periodic than regulated.  
The 48 most significant genes in S. Pombe with relatively higher expression than 
periodicity during cell-cycle are listed with the S. cerevisiae orthologs. The core stress 
responders in both species are marked in italic boldface whereas the specific stress 
responders in fission yeast appear in non-italic boldface. As shown, 20 of the listed genes 











 Significant Genes by Differential Meta-Analysis 
 
Significant gene Ortholog Significant gene Ortholog 
STR3 ENB1 
Core Stress Responders SPCC132.04C GDH2 
SPBP8B7.05C NCE103 GST2 URE2 
SPCC1450.16C TGL3 HSP9 HSP12 
SPCC18B5.02C  SPAC3G6.05 SYM1 
ISP4 OPT2 SPBPB2B2.13 GAL3 
SPAC26H5.09C  SPCC330.06C AHP1 
VHT1 VHT1 SPAC27D7.11C  
SPBP4G3.03  HSP16 HSP42 
SPBC36.03C TPO1 SPAC9E9.09C ALD6 
PGK1 PGK1 SPBC21C3.19 RTC3 
SPAC1786.04  SPAC27D7.10C  
SPAC5H10.01  SPBPB2B2.12C GAL10 
SPAC1786.01C TGL5 SPCC70.08C  
SPAC977.02  
Specific Stress Responders SPCC1281.06C OLE1 
HTA2 HTA1 HSP90 HSP82 
SPBC354.08C  SSA1 SSA2 
FIP1 FTR1 FRP1 FRE5 
SSA2 SSA2 WIS2 CPR7 
SPBC23G7.13C DUR3 SPBC19C7.04C IBI2 
ADG2  STI1 STI1 
SPAC30D11.01C  SPBPB10D8.02C  
SPAC30D11.11 IZH3 ABC3 YBT1 
MFM2    
LCF2 FAA1   
MEI2    
SPAC4A8.10 ROG1   
 
Time course expression profiles of representative genes from either set are shown 





Figure 5. Expression profiles in 10 experiments for some of the most significant genes in 
differential meta-analysis. The y-axis marks the peak expression for each gene, the range 
of which is markedly higher in plot (a) than in (b). Plot (a) shows the top 15 genes from 
the set P−R+ with high expression and low periodicity, while plot (b) shows 6 weakly 
regulated cyclic genes from the set P+R−. Both gene sets are based on differential meta-
analysis. The time course profiles are generated with the help of the online resource 
Cyclebase.org (Gauthier et al., 2008).  
 
The expressions of weakly cell-cycle regulated genes have been observed 
experimentally in the past in S. cerevisiae (de Lichtenberg et al., 2005). However, we are 
unaware of any systematic identification of such expression profiles for any species. 
Known modules of weakly cell-cycle regulated genes in S. Pombe, such as the early-mid 
G2 phase ribosome biogenesis cluster (Oliva et al., 2005), are represented in P+R– (see 
below). Indeed based on the periodicity of expression, it was observed by (Oliva et al., 
2005) that as many as 2000 genes might be cell-cycle regulated in S. Pombe, due to 
reasons that are adaptive or otherwise; and more than two-thirds of these are weakly 
regulated, which is supported by the findings of our method (864 genes in P+R–).   
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The other significant set P–R+ of 48 genes (see Table 2.2) with highly regulated non-
periodic profiles is perhaps more interesting than the P+R– set. Given the different 
environmental stress factors associated with the cell growth arrest mechanisms of 
different phase synchronization protocols (Futcher 1999), it is possible that the regulation 
is primarily due to the corresponding stress response of many of these genes. Indeed the 
dominant GO category for P–R+ is “cellular response to stress” (GO: 0033554) with 
enrichment P-value = 9.07e-06. For example, some of the genes encode known heat 
shock proteins such as Hsp9, Hsp16 and Hsp90. Therefore to understand the impact of 
different synchronization protocols (i.e., of Cdc25 and Elutriation), we used multi-
experiment Dynamic Bayesian Network analysis to identify the corresponding regulatory 
networks based on genes in the set P–R+ under the two different protocols. Intriguingly, 
only few of the regulatory connections observed for multiple experiments following one 
protocol are also significant in the other, suggesting that the stress responses are likely to 
be protocol-specific. The combined multi-experiment network is shown in Figure 6 in 
which the regulatory links dominant in the two different protocols are shown in distinct 
colors. 
We constructed our gene regulatory network starting with the 48 genes found to be 
more significantly expressed than being periodic as described in the methods section. The 
resulting gene regulatory network included 33 genes from four elutriation-based cell-
cycle experiments and/or from four CDC25-based cell-cycle experiments. We 
highlighted in the resulting network the Core Environmental Stress Response (CESR) 
and the Specific Environmental Stress Response (SESR) genes by Chen et al., (2003), 
where CESR genes were defined as genes that respond to at least 4 of the five stress 
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conditions: oxidative stress caused by ‘hydrogen peroxide’, heavy metal stress caused by 
‘cadmium’, heat shock caused by temperature increase to 39°C, osmotic stress caused by 
‘sorbitol’, and DNA damage caused by the alkylating agent ‘methylmethane sulfonate’, 
and SESR genes were genes that respond to any one of the five stress conditions at least 
twice highly compared to the other four conditions. Ten of the 33 genes in the network 
were the CESR genes and six were the SESR genes. 
The genes in our regulatory network (Figure 6) have two interesting properties. Many 
respond to multiple stress conditions in S. Pombe (i.e., CESR genes in Chen et al., 2003; 
marked with double-rimmed boxes in Figure 6), while some respond to specific stresses 
(SESR in Chen et al., 2003; single-rimmed boxes in Figure 6). Interestingly, however, the 
network also includes several nodes that are neither CESR nor SESR genes (these are 
plotted as ellipses in Figure 6). These genes, in particular such hub nodes as fip1 or ssa2, 
may be considered as new candidates for stress regulation induced by cell-cycle 
experimental protocols in S. Pombe. Notably, for the most prominent new hub Ssa2 
(marked by a magenta circle in Figure 6), all the S. cerevisiae homologs are 70kDa heat 




Figure 6. The Regulatory Network Based on the Significant Genes from Differential 
Meta-Analysis.  
In Figure 6, the rectangular nodes represent known stress response genes; the double-
rimmed nodes are induced genes in the CESR list while single-rimmed ones belong to the 
SESR list. The ellipses represent genes that are in neither list. A blue edge represents 
regulation that is significant in more Elutriation experiments than Cdc25, and a red 
represents the converse situation. A prominent hub node, ssa2, which is listed neither as 
CESR nor as SESR gene, is marked with a magenta circle. 
Another interesting aspect of the network is that it is distinct from the key stress-
activated MAP kinase Sty1 (a.k.a. spc1) pathway in S. Pombe (analogous to human p38 
and S. cerevisiae Hog1; Gasch, 2007). Such distinct pathways are known to occur, e.g., 
the Mec1 pathway in S. cerevisiae is activated in cell-cycle arrest due to DNA damage 
but not due to heat shock treatment (Gasch et al., 2001). Studies of relationships among 
yeast pathways (Brauer et al., 2008; Petersen & Hagan, 2005; Shiozaki & Russell, 1995) 
suggest the possibility of subnetworks that overlap both the stress response and the cell-
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cycle processes, which may be regulated according to the suitability of the metabolic 
environment within the cell to proceed, in this case, with mitosis (Futcher, 2006). Thus it 
is possible that the genes which respond to the metabolic conditions of different cell-
cycle experimental protocols might assume protocol-specific regulatory roles and form 
distinct pathways.  
Finally, to validate our genome-wide ranked list based on differential meta-analysis, 
we examined global enrichment patterns (Figure 7) for different functionally 
characterized gene sets in S. Pombe. First, we used the core genes induced by stress in S. 
Pombe which are denoted by ‘CESR-Up’ in Figure 4(a) (Chen et al., 2003). While most 
genes in this set clearly had high ranks in our global list (as shown by hits at the bottom 
of the figure), the ranks of many were also evenly distributed, which supports our belief 
that the collection of significant genes in the present study is only partially overlapping 
with the core stress pathway in S. Pombe. Second, a large M phase cluster ‘Cdc15’, 
consisting of periodic genes of which some are strongly and some weakly cell-cycle 
regulated (Oliva et al., 2005), was found to have corresponding ranks in Figure 4(b). 
Third, the weakly expressed (in early-mid G2 phase) but periodic cluster ‘Kap123’ of 
ribosomal biogenesis genes (Oliva et al., 2005) is also found to have matching low ranks 
in Figure 4(c). Finally, we tested with the late S/early G2 phase cluster ‘Wos2’ (Oliva et 
al., 2005) which could represent either hypothesis. While these genes are periodic, their 
promoters contain typical stress response motifs (Oliva et al., 2005). Interestingly, the 
gene set weighed in favor of the stress hypothesis with high ranks in our global rank list 
(Figure 4(d)). In fact, the representative gene for this cluster wos2 encodes a chaperone 
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activator that interacts with the heat shock protein Hsp90, which is one of the most 
significant genes by our meta-analysis (P-value=1.77x10-8, Table 2.2). 
 
Figure 7. Gene Set Enrichment Analysis for Known Gene Sets in S. Pombe.  
In Figure 7, the enrichment scores (in green) are computed for four known gene 
clusters (named within each plot) with respect to the global list of 4940 genes ranked by 
their differential meta-analysis P-values. The list is depicted from the lowest P-value (i.e. 
for gene with high regulation and low periodicity) at the left end to the highest P-value 
(the converse scenario) at the right end, and a “hit” for a gene from the chosen cluster is 
recorded with a black vertical mark at the corresponding position of the gene in our rank 






Differential meta-analysis could be a powerful tool for biological studies involving 
hypotheses that may apply competitively to the same target entity. For instance, 
comparison of gene expressions due to a transcription factor’s deletion versus its binding 
to promoter DNA could help us identify the genes that are not regulated directly by that 
transcription factor (Tang, Liu, & Clarke, 2006). Similarly, the competitive scenario of 
transcription factor binding versus nucleosome occupancy at the same regulatory region 
of a gene could be tested with differential meta-analysis (Narlikar, Gordân, & Hartemink, 
2007). Our method also has many potential applications in bio-medical data analysis. For 
example, the efficacy of a new anti-malarial drug may depend on multiple factors such as 
the parasite strain and the drug dosage (Sidhu, Verdier-Pinard,  & Fidock,  2002). 
Differential meta-analysis of DNA data (such as SNPs) versus mRNA data (gene 
expression) from the same cohort of subjects could reveal intermediate mechanisms that 
play key roles between a genetic signature and its actual expression. Similarly, 
differential meta-analysis at “omic” levels, say, of transcriptome and proteome data could 










3. AN EMPIRICAL BAYES APPROACH FOR PERIODICITY 
Introduction and Background 
There is a substantial body of works in the biology literature that seeks to characterize 
the cyclic behavior of genes during cell division. In cancer cells, normal cell division 
becomes irregular and identifying genes that have cyclic behavior during cell division 
may add to the understanding of the biological process of these cells, and thus may open 
doors to targeted therapies. Gene expression microarrays made it possible to measure the 
expression levels of thousands of genes simultaneously, and open ways to conducting 
time-course experiments, which aim at describing the change in the expression levels of 
genes over time. There are several methods proposed for testing periodicity in time-
course gene expression profiles. Two of the most commonly used methods are Fisher’s 
G-test by Fisher (1929) and the permutation test described by Lichtenberg et al. (2005), 
for which we provided an abstract-length description in Sections 3.2.1 and 3.2.2 below.  
In this study, we present a novel method based on comparing goodness-of-fits of a 
polynomial model, which will represent the null space, and a Bayesian periodic model, 
which aims to capture a wide-range of periodic patterns, in testing for periodicity. We 
then compare the performance of our new approach with that of the Fisher’s G-test and 
the permutation test through extensive simulations. We then apply our method to ten 
publicly available gene expression time-course experiments (Table 1.1) conducted by 
Rustici, Olivia, and Peng on the fission yeast, Schizosaccharomyces Pombe (Oliva et al., 




In the following sections, we first describe the Fisher’s G-test and the permutation 
test, followed by an introduction to our Empirical Bayes approach in testing for 
periodicity. We then compare the three methods using extensive simulations. We apply 
our method to the real data and present the results, and end with some discussions. 
Methods 
Fisher’s G-test.  A detailed description of Fisher’s G-test proposed by Fisher in 1929 
was given by Wichert et al. (2004). The method is based on the periodogram spectral 
estimator, defined as, and evaluated at wk’s as follows  
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where N is the time series length, yn is the gene expression level at time n, n=1,…,N, and 
.21 ofpart integer   theis   where,,...,1,/.2 )/(N-aakNkwk == π  Based on the 












for which Fisher also provided the exact distribution as follows: 











Here b is the largest integer less than 1/x, and x is the observed value of the G-statistic. 
The lower the P-value is, the more evidence the data provides for the existence of a 
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periodic pattern. The ‘fisher.g.test’ function in GeneCycle or GeneTS libraries in R is 
available to estimate the P-values for Fisher’s G-test, which makes the Fisher’s G-test 
very computationally efficient. We have also written a SAS macro to perform the 
Fisher’s G-test. 
Despite its computational efficiency, Fisher’s G-test has the following disadvantages: 
− It tests for periodic pattern against noise. 
− Ignores the actual experimentation time points and uses the rank-order of the 
times, which reduces its sensitivity when experiment times are not equally 
spaced, which is shown through simulations in the following pages. 
− Ignores information on interdivision times and is evaluated at Fourier 
frequencies; thus, if the time course data is not close to complete cycles, the 
sensitivity of Fisher’s G-test to periodicity goes down, which is also shown 
through simulations in the following pages. 
The Permutation Test. de Lichtenberg et al. (2005) gives details for the 








































tF ππ , 
where kt  is the time at which the gene expression )( kg ty  is measured for gene g, 
k=1,2,…,ng, and T  is the estimated interdivision time. To test whether or not a given 
gene g has a periodic pattern of expression over time, the Fourier score gF  calculated 
from the actual time course data for Gene g is compared with Fourier scores calculated 
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based on N number of artificial profiles, say N = 100,000, generated by randomly 
shuffling the time points while keeping the expression values intact or vice versa. As can 
be expected, the Permutation test is not as computationally efficient as the Fisher’s G-
test. 
Similar to the Fisher’s G-test, in addition to not being a model-based approach, the 
permutation method also tests for periodicity against noise. Thus, when a time-course 
data results in a small P-value from the Fisher’s G-test or from the Permutation test, it 
only means that there exists in the data something more than just white noise. However, 
whatever exists in the data beyond noise may be many things, where periodicity is one of 
the possibilities. This is the point that motivated us to propose our novel Empirical Bayes 
approach for periodicity, which is described in the next section. 
An Empirical Bayes Approach for Testing for Periodicity 
Definition: A real-valued function f(t) is said to be a periodic function with period T if 
)()( kTtftf +=  for all real t and for any integer k. 
 In the microarray literature, the most commonly referred periodic functions are 
trigonometric functions, specifically sine or cosine functions as these functions are 
defined on a unit circle. The most commonly used tests, the Fisher’s G and the 
Permutation tests, are constructed based on these trigonometric functions. In this thesis, 
we focus on extending the class of periodic functions by using these trigonometric 
functions as building blocks. Any continuous function )(⋅f  defined on the interval [0,T], 
with period T, can be used as a periodic function by extending the range beyond [0,T] for 
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any x by )  mod ( Txf . In our approach, we construct periodic functions with the sine 
function as the building block. 
 Let naaa yyy ,2,1, ,...,, denote the observed gene expression values for a given gene at 
experimentation time points naaa ttt ,2,1, ,...,, , respectively. Let T denote the interdivision 
time.  In the interest of notational and computations ease, we transform the 
experimentation times to ‘cycle times’ by ,,...,2,1,/, njTtt jaj == and the 













Let .,...,2,1,mod* njTtt jj ==  This process converts data values to triplets ).,,( *jjj tty   
 We start by assuming a periodic model based on the sine function:  
njty jjj ,...,2,1,))(2sin(5.0 10 =+++= εαπα ,                    (1) 
where njt j ,...,2,1, =  are cycle times, defined above, and
n
jj 1}{ =ε are independent and 
identically normally distributed with mean = 0 and variance 2εσ . As the range of )sin(⋅  is 
[-1,1], with the length of 2 units, we multiply the sin(⋅) term in (1) by 0.5 to reduce the 
range to 1 unit as jy ’s are defined on the interval [0.1] with a length of 1 unit.  The 
parameter 1α in (1) represents the zero of the sine function in (1). The intercept parameter 
is self explanatory.  
 To expand the family of periodic patterns formed by the model in (1), we introduce a 







0 =++++= εαπα ,                    (2) 
where t*=t mod 1. The addition of *1 jtα  in (2) changes the underlying period ‘within’ 
each cycle, creating multiple peaks by reducing the period or flattening the underlying 
shape of the periodic function by increasing the period. When the effect of )1( *0 jt+α  
added to the model, unless 00 =α , the periodic structure within each cycle is broken 
again as )1( *0 jt+α  changes the amplitude of each sub-cycle differently at a given value 
of *jt , thus preserving the underlying period as shown in Figures 8-9 below. 
 Further gain in horizontal and vertical flexibility of the regression model in (2) can be 







0 =+++++= εααπα ,              (3) 
where the multiplicative term )1( *2 jtα+  stretches the extrema of the periodic function 
vertically as necessary within each cycle. Figures 8 and 9 below illustrate the increase 
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Figure 8. Increased Vertical and Horizontal Flexibility (Example-1) 
 The solid black line represents the unmodified sine wave; the red line represents the 
horizontal modification, which shifted the first mode of the original sine wave to the left. 
The blue line represents both the horizontal and vertical modifications, where two local 
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 For parameter estimations in the models introduced above, we propose an empirical 
Bayes procedure. This would facilitate the development of tests for periodicity against an 
alternative that does not represent just noise, as has been customarily done in existing 
publications that have used the Fisher’s G and the Permutation tests for periodicity.   
 To generate a family of models for the alternative hypothesis under which the 
distribution of gene expression will be assumed to be non-periodic, we  limit all  models 
under consideration to those that can be embedded  into a power series regression model 
of the form 






210 ,                            (4) 
 It is clear that the non-linear model in (1) can be approximated by a polynomial 
regression model by a Taylor series expansion of ( )tπ2sin  and ( )tπ2cos :  





















−≈π ,  
and the model in (1) can be expressed as 
))π2cos()π2sin()π2sin()π2(cos(5.0 110 jjj tty ααα −+= , which can be  re-
parameterized as  )π2cos()π2sin( 210 jjj tty βββ ++= . Thus, the condition 
...6420 ==== ββββ  and ...7531 ==== ββββ . in (4) approximates the model in (1). 
We observed that such a polynomial model with the first eight parameters can estimate 
one complete cycle fairly closely; similarly, such a polynomial model with the first 
sixteen parameters can estimate two complete cycles fairly closely. In this polynomial 
model, the pure noise is a special case when ...0 321 ==== βββ .  
 Considering the data limitations, the number of parameters that can be fitted the 
36 
 
polynomial regression model is limited. However, non-periodic polynomial functions 
provide a much wider comparison platform against the periodic model in (3) than just 
white noise. Hence we use as the null space of interest from which non-periodic models 
can be chosen for the null hypothesis, the set of non-periodic polynomial regression 
functions. In utilizing such models, higher-order polynomials can be selected when more 
and more cycles of data become available. 
 We thereby have two competing models; the periodic model described in Equation-3, 
which is flexible enough to capture a wide range of periodic patterns, and the polynomial 
regression model shown in (4) from a null space containing linear, quadratic, cubic, and 
higher order patterns that are not periodic will be generated. For the purpose of 
completeness, noise will be treated as a special case in this class, although the constant 
function can be considered as a trivial case of a periodic function. 
 One possible approach is to use a likelihood ratio test. This is possible with a family 
of parameterized non-periodic and periodic functions. Non-parametric alternatives would 
involve the use of splines. However, to increase the utility of the periodic model, we do 
not want to treat the interdivision time as fixed since it is just an estimate with some 
expected variability. Instead, we reconstruct the above periodic model in an empirical 
Bayes setting, where we can define a prior distribution for the interdivision time using its 
estimate. We then assess the goodness of fit in the periodic model based on posterior 
realizations of the model parameters. We assess the goodness-of-fit of the polynomial 
regression model based on the least-squares estimates of its parameters. The algorithm 




Algorithm for the Empirical Bayes test of Periodicity 
Step-1:  Without loss of generality, transform the original data as described above to 
obtain the data triplets njtty jjj ,...,2,1),,,(
* = , where jy  is the transformed gene-
expression values onto [0,1] interval, jt  is the cycle time based on the estimated 
interdivision time, and *jt  is the remainder of Tt j / .   


















For each of the parameters in this periodic model, we introduce the following prior 
distributions:  
• ,2,1,0 ),~,~(~ 2 =kN kkk σαα where )~,~(
2
kk σα is the least squares estimate of 
,2,1,0 , =kkα and its variance multiplied by 100, using the nonlinear 








0 =+++++= εααπα ; 
• ),0001.0,10001.0/1(~ +GammaIDTα   
• )100 ,1~/100(~ 22 +ymaInverseGam σσε , where 
2~
yσ  is the variance of the 







0 =+++++= εααπα ,  
using least-squares approach for the gene under investigation.  
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 A very informative prior distribution is specified for IDTα  because the 
experimentation times have been converted into ‘cycle times’ using the estimated 
interdivision time and thus making the estimated period equal to 1.0. We assume very 
small variance in this estimate, and express that by assigning a small prior variance to 
IDTα . Specifically, we assign a gamma prior with the mode 1.0. We show through 
simulations as depicted in Figure 10 below that the above choice of the shape and 
scale parameters for the gamma distribution for IDTα has desirable operating 
characteristics.  
In our periodic model, we have used the variance of 0.0001 for the parameter that 
represents the interdivision time. Through simulations, we show that such a choice is 
a reasonable one as shown in Figure 10, where we compared the sensitivity and 
specificity under randomly generated time-course samples from 5 periodic and 5 non-
periodic patterns, which will be discussed in details later, and using a given choice of 
the scale parameter of 0.000001, 0.0001, 0.01, and 1.0.  
Figure 10 below suggests that the choice of the scale parameter 0.0001 for the 
prior distribution of the interdivision time provides the best sensitivity and specificity 
characteristics in comparison to higher values. However, if prior information 
regarding the variability of the estimated interdivision time is available, then, the 
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Figure 10. An Illustration of the Performance of the Bayesian Periodicity Test for 
Various Prior Distribution of the Inter-Division Time (IDT) 
When the prior distribution of IDTα is not defined as a ‘tight’ prior, then the 
underlying period for the periodic model becomes too flexible, which may lead to a 
much better fit by the periodic model than by the polynomial model even for non-
periodic data as illustrated by Figures 11 and 12 below, where the time-course data 
was just noise, and the variance of 1 used in Figure 11 and the variance of 0.0001 
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Solid Line is the Polynomial Model fit Dashed line is the Periodic Model fit
P-Bayes=0.3089
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Figure 12. Effect of the Choice of Variance ( = 0.0001) in the Prior Distribution of IDTα  
 For the prior distribution for 2εσ , an inverse gamma distribution with parameters 
estimated by the least square fit of the periodic model was used. Specifically, it was 
found that a prior with mode equal to the variance of the residuals obtained from the 
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non-linear fit the periodic model using least-squares approach with inflated variance 
by 100 has excellent convergence characteristics. In Figure 11 below, we compare the 
sensitivity and specificity under randomly generated time-course samples from 5 
periodic and 5 non-periodic patterns, which will be discussed in details later, and 

















Figure 13. Performance of the Bayesian Periodicity Test with Varying Prior 
Distribution Selections for the Error Term 
 It is clear that the choice of 100 has desirable characteristics.  
 Using the likelihood function  
)))((
2

















































0 jIDTjjjj ttttt αααπαμ ++++= , and the prior distributions 
assigned above and under the independence assumption, the joint posterior 
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distribution can be expressed as  
( )
( ) )/100exp(1~/100
)(100                                             
)0001.0/exp(
0001.0001,10
































































































jjjj CBAyy  
where 
0αθ− is the list of parameters excluding 0α , )1(
*
jj tA += , 
)/)(2sin(5.0 *1 IDTjjj ttB ααπ += , njtC jj ,...,2,1),1(
*
2 =+= α , and )~,~( 200 σα is the least 
squares estimate of 0α and its variance multiplied by 100 from the periodic model 
with the interdivision time fixed to 1.0.  



























































































































































































































































































































































































































































. Thus, we have shown that the fully 
conditional posterior distribution of 0α  is a normal distribution with mean = post,0α  



















, where )1( *jj tA += , 
)/)(2sin(5.0 *1 IDTjjj ttB ααπ += , njtC jj ,...,2,1),1(
*
2 =+= α , and )~,~(
2
00 σα is the least 
squares estimate of 0α and its variance multiplied by 100 from the periodic model 
with the interdivision time fixed to 1.0.  
For IDT1  and αα : 
As all IDT1  and αα  are parameters of the sine function, fully conditional conjugate 









































jj Dyy , 
where njtttD jIDTjjj ,...,2,1,))./)(2sin(5.0(
**
10 =++= ααπα , and )~,~( 222 σα is the least 
squares estimate of 2α and its variance multiplied by 100 from the periodic model 
with the interdivision time fixed to 1.0.  
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Thus, by completing to the square, we have shown that the fully conditional posterior 
distribution of 2α  is a normal distribution with  
















































where njttD IDTjjj ,...,2,1)),/)(2sin(5.0(
*
10 =++= ααπα , and )~,~( 222 σα is the 
least squares estimate of 2α and its variance multiplied by 100 from the periodic 
model with the interdivision time fixed to 1.0. 
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For 2εσ : Let τσε
=2








































































































10 jIDTjjj tttt αααπαμ +++=  
 
 Since two of the parameters in the Bayesian periodic model do not have conjugate 
fully conditional posteriors, we used the MCMC procedure in SAS ® Version 9.2, 
which utilizes an adaptive blocked random-walk Metropolis algorithm with target 
acceptance rate equal to 0.20 with acceptance tolerance 0.075 and with a t-
distribution (degrees of freedom=3) as the proposal distribution. This approach allows 
for computational convenience. 
 Step-3: Generate 10,000 posterior realizations of the set of parameters in the 
Bayesian periodic model following 100,000 burn-in runs and using a thinning 
parameter of 10 to reduce the correlation between successive samples. At this point, 
our posterior sample can be represented by the 
matrix{ } 000,10 12,,,2,1,0 ,,,, =mmmIDTmmm εσαααα , where 2,mεσ is a posterior realization of 
the error variance which will be used to compare the performance of the Bayesian 
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periodic model with that of the polynomial model as discussed in Step-5 below.  
 Step-4:  Using the data pairs njty jj ,...,2,1),,( = , obtain the least-squares estimates 
of the polynomial model, which has the following form: 
j
K
jKjjj ttty εββββ +++++= ...
2
210 , 
where ),0(~ 2βεσε Nj . The number of polynomial terms K is recommended in such 
a way that an additional term is added to the model for each half cycle of data where 
only the intercept term, β0, is used if only one cycle of data is available as any given 
pattern including a linear pattern may be repeated in later cycles and thus cannot be 
eliminated as ‘non-periodic’. As the amount of data in cycles increase, we can expand 
the null space to include any linear, quadratic, cubic, and other higher order 
polynomial patterns. So, the number of terms used in the polynomial model 
representing the null space can be considered as a function of the number of cycles of 
data and can be summarized as follows: 
− 1.0 cycle of data→1 term in the polynomial model, which is β0  
− 1.5 cycles of data→2 terms in the polynomial model including β0  
− 2.0 cycles of data→3 terms in the polynomial model including β0  
− 2.5 cycles of data→4 terms in the polynomial model including β0 
− 3.0 cycles of data→5 terms in the polynomial model including β0 
− … 
However, the researcher is also free to choose any level of K suitable to his or her 
specific problem at hand. For example, a researcher may choose to define his or her 
null space as any linear and quadratic patterns alone. 
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Based on the least squares estimates of the parameters of the polynomial model, 
compute the mean squared errors (MSE0). 
 Step-5: Count the number of times the posterior realization of the error variance, 2εσ , 
from the Bayesian periodic model is smaller than the Mean squared errors (MSE0) 










mBayes MSEP εσ , which will show the level of empirical 
evidence against the periodic model.  
Implementation of the Algorithm 
For the Bayesian computations, we have written a SAS macro, which utilizes the 
MCMC procedure in SAS ® Version 9.2. The MCMC procedure in SAS is dedicated to 
Bayesian computations and has several built-in diagnostic tools, including Geweke 
diagnostic and Heidelberger-Welch diagnostics, examples of which will be presented in 
the following pages. The macro program also optionally performs the Fisher’s G-test and 
the Permutation test. The macro code is provided in the Appendix.  
Below, we present sample model diagnostic graphs and model fit to show that the 
algorithm has desirable operating characteristics using some examples. In Figure 14, we 
present a sample data that follows a sinusoidal pattern and the periodic model has a much 
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Figure 14. Comparison of the Two Models in a ‘Sinusoidal’ Pattern 
In the next example depicted by Figure 15, we compare the goodness of fit by the 
Bayesian periodic model and the polynomial model in a periodic pattern with double 
peaks within each cycle, where the periodic pattern had much better fit than the 
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Solid Line is the Polynomial Model fit Dashed line is the Periodic Model fit
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Figure 16 is an example of ‘pure noise’, where the polynomial model has a much 
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Figure 16. Comparison of the Two Models in a ‘Pure-Noise’ Pattern 
Figure 17 is an example of ‘increasing linear’ pattern, where the polynomial model 
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Figure 17. Comparison of the Two Models in an ‘Increasing-Linear’ Pattern 
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Figure 18 is an example of ‘higher plateau’ pattern, where the polynomial model has 
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Figure 18. Comparison of the Two Models in a ‘Higher-Plateau’ Pattern 
The Bayesian periodic model has desirable diagnostic features as shown in examples 





Figure 19. Trace, Autocorrelation, and Posterior Density Plots of 
2
εσ  (‘sigmaerror’ on the Plot) of the Periodic Model 
 
Figure 20. Trace, Autocorrelation, and Posterior Density Plots of 0α  




Figure 21. Trace, Autocorrelation, and Posterior Density Plots of 1α  
(‘alpha1’ on the Plot) of the Periodic Model 
 
Figure 22. Trace, Autocorrelation, and Posterior Density Plots of 2α  




Figure 23. Trace, Autocorrelation, and Posterior Density Plots of IDTα  (‘alpha_idt’ 
on the Plot) of the Periodic Model. 
In addition to the diagnostic plots, the Bayesian periodicity test procedure has 
desirable diagnostic characteristics based on the Geweke diagnostic test by Geweke 
(1992), and Heidelberger-Welch Diagnostics tests by  Heidelberger and Welch (1981, 
1983), which include the Stationarity and Half-width tests as shown in the following two 
tables: 
Table 7 
 Results of the Geweke Diagnostics in a Sample Bayesian Periodicity Run 
Geweke Diagnostics 










Geweke test compares the first part of the MCMC chain with a disjoint later part to 
test whether or not these two disjoint parts of the chain come from the same distribution. 
The method also takes into account the correlation between successive samples. If a 
parameter fails this test, this means that there is lack of convergence and the later part of 
the chain comes from a different distribution compared to the earlier part of the chain. In 
the above example, the chain for any given parameter in the Bayesian periodic model 
passed the Geweke test.  
 
Table 8  
Stationarity and Half-width Tests in a Sample Bayesian Periodicity Run 
 Heidelberger-Welch Diagnostics 
Parameter 












εσ  0.26 0.17 Passed 0.000210 0.0199 0.0106 Passed
0α  0.13 0.47 Passed 0.00148 0.5262 0.00281 Passed
1α  0.25 0.19 Passed 0.0229 150.0 0.000152 Passed
IDTα  0.26 0.17 Passed 0.000144 0.9965 0.000145 Passed
2α  0.05 0.86 Passed 0.00200 -1.1110 -0.00180 Passed
 
The stationarity test is another test that assesses the level of convergence and mixing. 
With ‘good’ mixing, it is expected that the mean and the variance of the successive 
posterior samples are relatively stable. In the above example, all five parameters have 
passed the stationarity test, which was also evidenced from the trace plots in Figures 18-
22 above.  
The half-width test evaluates whether or not the posterior sample size is adequate to 
achieve an accurate estimate of the posterior mean of a given parameter using the ratio of 
the half-width of the 95% confidence interval to the posterior mean. The failure of this 
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test raises a flag that a longer Markov chain is needed for convergence. In the above 
example, all give parameters in the Bayesian periodic model passed the half-width test. 
Simulation Design 
The performance of our Bayesian approach to periodicity testing was compared with 
the Fisher’s G-test and the Permutation test using randomly generated time course data 
with five periodic (sine, spike, double spike, beta, double beta) and five different non-
periodic (noise, linear, low-plato, high-plato, random spikes) patterns, for which 
examples are shown in Figure 24. We identified these patterns by reviewing the time-
course profiles of hundreds of genes in the S. Pombe experiments described in Table 1. 




Figure 24. Patterns of Simulated Time-Course Gene Expression Data 
Under each of these 10 patterns, we generated 500 random samples (a total of 5,000 
time-course samples under each sample size), whose sample sizes ranged from 1.5 cycles 
to 3.0 complete cycles with 10 observation per cycle.  Then, we applied the three 
methods of periodicity testing on each sample and compared the empirical cumulative 
distribution functions (CDFs) of P-values from the three methods in pairs of patterns with 
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one periodic and one non-periodic patterns. We graphed the CDF of P-values under the 
periodic pattern versus the CDF of P-values under the non-periodic pattern, which we call 
‘CDF-CDF’ graph, and we also computed the area under the curve formed by the CDF of 
P-values under the periodic pattern and the CDF of P-values under the non-periodic 
pattern.   
We also compared the performances of three methods under missing data, where 20% 
of the observation were randomly removed in each sample and the test results were 
obtained based on the remaining observations. All simulation data were generated and all 
computations were performed in SAS ® (Version 9.2) environment. 
Results from the Simulations 
Figure 24 below shows the the emprical cumulative distribution function (CDF) of P-
values under a given periodic pattern versus the empirical CDF of P-values under a given 
non-periodic pattern, ‘CDF-CDF curve’, of any given pair of a periodic and a non-












)(1)( αα  for a sample of P-values { } .1p
N
nnP =  As in the Receiver 
Operating Characteristics (ROC) curves with sensitivity and specificity, the closer the 
curve to the upper left corner, the better operating characteristics it has in terms of 





Figure 25. CDF-CDF Graph for 2 Cycles of Data with No Missingness  
Clearly, among the three tests we are comparing, none of the methods are uniformly 
best under these pairs of a periodic and a non-periodic setting. Under the ‘sinusoidal’ 
pattern, the Permutation test seems to be the best against ‘noise’ and ‘random spikes’, 
where the Fisher’s G-test fails against ‘linear’ and ‘high plateau’ patterns as any linear or 
high plateau patterns can be fit easily to a small part of a sine function, which is what the 
Fisher’s G-test practically targets without considering the period. Under the ‘spike’ and 
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‘double spike’ patterns, the Bayesian periodic model seems to be the best against any of 
the five non-periodic patterns. Under the ‘beta’ pattern, all three methods had high 
performance expect that the Fisher’s G-test did not differentiate a periodic pattern from a 
‘high plateau’ pattern as expected. Under the ‘bi-modal’ pattern, the Bayesian approach 
and the Fisher’s G-test had similar performance while the Permutation test did not 
perform well at all against any of the five non-periodic patterns.  
For each combination of a periodic and non-periodic pattern as depicted in Figure 24, 
we present the area under curve (AUC) in Table 9 below: 
Table 9 
AUC of CDF-CDF Curves Under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 2 Cycles of Data with No Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 98.0 98.5 99.5 99.9 96.4
Permutation 99.7 83.8 46.1 99.9 76.1
Fisher's 97.6 40.4 76.4 99.8 99.8
    
Linear Bayesian 100.0 100.0 100.0 100.0 99.8
Permutation 99.9 75.2 18.4 100.0 63.4
Fisher's 83.7 1.9 14.8 96.4 96.0
    
Low Plato Bayesian 99.8 100.0 99.9 100.0 99.0
Permutation 99.3 59.0 6.1 99.8 47.1
Fisher's 99.7 66.7 96.4 100.0 100.0
    
High Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 98.8 61.1 100.0 91.9
Fisher's 30.5 0.0 0.0 47.7 45.5
    
Random 
Spikes 
Bayesian 97.2 97.7 99.2 99.8 95.8
Permutation 99.9 84.6 46.1 100.0 76.7
Fisher's 98.7 50.4 84.4 100.0 100.0
The Fisher’s G-test performs very poorly in detecting periodic pattern against ‘linear’ 




To compare the performance of the three methods under the case of irregularly 
spaced experimentation times, which is a true phenomenon in real-life experiments, we 
randomly removed 20% of the data points. It is clear that under missingness, the 
performance of the Bayesian approach is superior to that of the Fisher’s G-test and the 
Permutation test as shown in Figure 25 under any given pair of periodic versus non-
periodic pattern. 
 
Figure 26. CDF-CDF Graph for 2 Cycles of Data with Missingness 
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Under missingness, for each combination of a periodic and non-periodic pattern 
as depicted in Figure 25, we present the AUC of any given CDF-CDF curve in Table 10 
below: 
Table 10 
AUC of CDF-CDF Curves under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 2 Cycles of Data with Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 95.3 90.2 95.9 99.7 95.7
Permutation 88.8 72.7 42.5 99.5 60.9
Fisher's 89.3 30.8 48.9 96.8 81.9
    
Linear Bayesian 99.8 99.5 99.8 100.0 99.8
Permutation 87.1 67.0 36.4 99.5 55.4
Fisher's 69.3 5.8 15.8 83.6 51.6
    
Low Plato Bayesian 99.0 97.6 99.0 100.0 98.7
Permutation 82.0 54.2 20.6 98.7 42.6
Fisher's 96.8 55.3 72.9 99.7 94.9
    
High Plato Bayesian 99.9 99.7 100.0 100.0 100.0
Permutation 92.6 82.8 53.5 100.0 70.4
Fisher's 13.8 0.0 0.0 21.8 4.9
    
Random 
Spikes 
Bayesian 94.9 89.3 95.6 99.8 95.4
Permutation 89.3 73.5 45.4 99.7 62.2
Fisher's 92.9 41.6 59.7 98.4 88.0
 
The results when the sample size was 1.5, 2.5, and 3 cycles were very parallel to 
the above results both with full data and under missingness, as presented in the Figures 















AUC of CDF-CDF Curves under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 1.5 Cycles of Data with No Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 95.9 97.1 98.4 99.9 99.3
Permutation 99.8 85.0 57.6 100.0 94.9
Fisher's 78.2 46.9 45.8 72.7 99.8
    
Linear Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 92.8 67.6 100.0 98.7
Fisher's 52.9 19.8 20.0 39.9 99.4
    
Low Plato Bayesian 99.5 100.0 100.0 100.0 100.0
Permutation 99.1 59.5 13.4 99.8 82.8
Fisher's 91.1 64.9 62.4 91.7 100.0
    
High Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 99.9 82.5 27.7 100.0 98.3
Fisher's 8.4 0.1 0.2 0.6 91.9
    
Random 
Spikes 
Bayesian 96.1 97.6 98.5 99.7 99.1
Permutation 99.8 85.9 60.5 100.0 95.2
















AUC of CDF-CDF Curves under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 2.5 Cycles of Data with No Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 98.7 99.2 99.7 100.0 99.5
Permutation 99.9 95.7 71.6 99.9 96.9
Fisher's 87.1 69.1 76.0 88.2 99.8
    
Linear Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 99.9 90.3 100.0 99.9
Fisher's 12.1 0.5 1.3 2.6 84.7
    
Low Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 99.9 87.5 35.0 99.9 90.8
Fisher's 97.3 93.2 95.5 99.6 100.0
    
High Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 100.0 97.3 100.0 100.0
Fisher's 1.1 0.0 0.0 0.0 0.0
    
Random 
Spikes 
Bayesian 98.6 99.1 99.6 100.0 99.5
Permutation 100.0 95.6 69.4 100.0 96.9















Table 13  
AUC of CDF-CDF Curves under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 3 Cycles of Data with No Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 99.1 98.5 99.1 100.0 98.2
Permutation 99.9 95.0 59.5 99.9 86.4
Fisher's 99.6 67.9 93.1 99.8 99.8
    
Linear Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 98.7 50.8 100.0 87.9
Fisher's 55.4 0.0 1.9 61.2 61.2
    
Low Plato Bayesian 100.0 100.0 100.0 100.0 99.9
Permutation 100.0 86.4 22.7 100.0 70.1
Fisher's 100.0 94.9 99.9 100.0 100.0
    
High Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 100.0 93.2 100.0 98.4
Fisher's 44.4 0.0 0.4 0.0 0.0
    
Random 
Spikes 
Bayesian 98.8 98.1 98.8 100.0 97.9
Permutation 100.0 94.6 59.9 100.0 86.0















Table 14  
AUC of CDF-CDF Curves under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 1.5 Cycles of Data with Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 93.0 87.2 91.2 99.8 96.7
Permutation 98.8 72.1 53.3 99.8 86.3
Fisher's 68.6 30.7 42.3 67.9 81.6
    
Linear Bayesian 99.8 99.5 99.7 100.0 100.0
Permutation 99.6 77.1 58.0 100.0 91.4
Fisher's 54.2 19.7 29.3 52.7 69.3
    
Low Plato Bayesian 98.3 95.8 97.7 100.0 99.8
Permutation 97.1 54.4 29.4 99.5 72.3
Fisher's 84.4 48.6 61.0 85.2 93.8
    
High Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 99.5 66.4 37.9 100.0 85.8
Fisher's 19.1 1.3 4.3 17.3 31.8
    
Random 
Spikes 
Bayesian 92.0 85.8 90.0 99.3 95.6
Permutation 98.7 71.1 52.3 99.8 85.4















AUC of CDF-CDF Curves under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 2.5 Cycles of Data with Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 96.8 95.3 97.7 100.0 99.1
Permutation 99.8 88.2 61.2 100.0 89.5
Fisher's 80.7 38.1 55.5 81.8 88.5
    
Linear Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 94.1 70.6 100.0 94.3
Fisher's 23.7 0.7 3.5 21.5 34.0
    
Low Plato Bayesian 99.8 99.7 99.8 100.0 99.9
Permutation 99.4 76.9 38.5 100.0 80.1
Fisher's 93.8 64.5 79.3 95.2 97.6
    
High Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 100.0 95.8 77.7 100.0 95.8
Fisher's 2.5 0.0 0.0 2.2 5.1
    
Random 
Spikes 
Bayesian 96.4 94.8 97.5 100.0 99.0
Permutation 99.8 88.0 61.1 100.0 89.5















AUC of CDF-CDF Curves under Any Pair of a Periodic and a Non-Periodic Pattern 
Using 3 Cycles of Data with Missingness 
 Sinusoidal Spike Double Spike Beta Bi-Modal
Noise Bayesian 98.2 94.4 97.0 100.0 98.8
Permutation 95.7 87.2 57.7 100.0 71.3
Fisher's 94.8 38.2 52.3 98.9 86.6
    
Linear Bayesian 100.0 99.9 100.0 100.0 100.0
Permutation 95.5 86.9 53.6 100.0 69.6
Fisher's 46.4 0.1 0.8 61.5 18.2
    
Low Plato Bayesian 100.0 99.7 99.9 100.0 99.9
Permutation 92.2 75.9 34.0 99.6 57.1
Fisher's 98.9 66.9 78.6 99.9 97.1
    
High Plato Bayesian 100.0 100.0 100.0 100.0 100.0
Permutation 97.3 93.3 69.1 100.0 78.3
Fisher's 21.4 0.0 0.0 29.8 5.2
    
Random 
Spikes 
Bayesian 97.5 93.0 96.3 100.0 98.6
Permutation 94.9 85.4 54.7 99.8 69.0
Fisher's 96.3 44.1 58.8 99.3 90.3
 
Application to Cell-Cycle Gene Expression Experiments 
We used 10 microarray experiments (Table 1) measuring genome-wide time 
course gene expression during the cell division cycles of the fission yeast 
Schizosaccharomyces Pombe (S. Pombe) based on two synchronization protocols – 
elutriation (Elut on the figures) and Cdc25 block-release (Cdc25 on the figures) (Oliva et 
al., 2005; Peng et al., 2005; Rustici et al., 2004). The data were normalized and median 
centered by the original experimenters.  
We have estimated the interdivision time (IDT) using the 35 genes which are 
known to be periodic (Rustici et al., 2004) and obtained the mean estimate for IDT along 
with its variance as shown in Table 17 below. For the Rustici experiments, 29-33 genes 
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of those 35 genes were used in the estimation process. For the other five experiments, we 
had the time-course data for only 11 of those 35 genes. Overall, inter-division time 
estimate provided by the experimenters are close to what we estimated based on the 
Fourier score approach with varying degree of variation.  
Table 17 









Mean IDT  





Rustici Elut-1  29 158 157.4 33.5
Rustici Elut-2  33 154 154.5 94.0
Rustici Elut-3  31 144 141.3 48.8
Rustici CDC25-1  31 142 142.3 35.7
Rustici CDC25-2  33 137 140.1 103.0
Oliva  Elut-1  11 152 152.6 65.6
Oliva Elut-2  11 156 173.1 225.6
Oliva CDC25  11 172 167.1 317.0
Peng Elut  11 155 155.1 35.3
Peng CDC25  11 182 178.0 87.0
 
We then applied the Empirical Bayes test for periodicity to the time-course gene 
expression data of those genes reported by these 10 experiments, using the variance 
estimates of IDT in defining the prior distribution of IDTα , to test the null hypothesis that 
a given gene is not cell-cycle regulated (i.e., not periodically expressed). Similarly, P-
values for each gene in each experiment were obtained using the Fisher’s G-test and the 
Permutation test. We then applied the logit method by George (1977) to pool the P-values 
across the ten experiments. Below, we present the CDF-CDF graph comparing the Meta 
P-values from the Empirical Bayes test for Periodicity versus the Permutation and 





























Empirical CDF of Pertmutation Test and Fisher's G-test
0.82 0.84 0.86 0.88 0.90 0.92 0.94 0.96 0.98 1.00
Empirical Bayes Test versus Permutation Test
versus Fisher's G-test
 
Figure 33. CDF-CDF Graph Comparing the Meta P-values from the Empirical Bayes 
Test for Periodicity versus the Permutation and Fisher’s G- Tests 
 
Clearly, the empirical CDF of Meta PBayes is much lower compared the empirical 
CDF of the meta P-values of the other two methods at a given threshold, which results in 
overwhelmingly more ‘periodic’ gene calls in the Permutation and Fisher’s G- tests than 
in the Empirical Bayes test for periodicity. For example, at significance threshold of 0.05, 
the Bayesian approach calls 797 (16%) genes as ‘periodic’ while the Permutation and 
Fisher’s G- tests calls 4700 (95%) and 4789 (97%) genes as ‘periodic’.  
We used a benchmark set of 40 periodic genes to assess the sensitivity and 
specificity of the three approaches. Twenty-five, 27, and 27 of these 40 genes were 
ranked within the top 100 genes by the Empirical Bayes Test for Periodicity, the 
Permutation and Fisher’s G- tests, respectively. Similarly, 28, 31, and 30 of these 40 
genes were ranked within the top 200 of the genes by the Empirical Bayes Test for 
Periodicity, the Permutation and Fisher’s G- tests, respectively. We present the 
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expression profiles of the two lowest ranked genes among the 40 benchmark genes by the 
Empirical Bayes test for periodicity below in Figures 33 and 34.  
 
Figure  34. Time Course Data for Gene ‘SPAC22F3.09C’. The suffix ‘Elut’ refers to the 
elutriation method of cell synchronization, and ‘CDC25’ refers to the block-and-release 
procedure for cell synchronization  
The first row in each panel shows the name of the cell-cycle experiment, the 
second row shows the empirical probability (PBayes) from the Bayesian Periodicity Test, 
and individual P-values from the Permutation Test and the Fisher’s G-test, respectively. 
We have also provided the pooled evidence for the gene of interest in the subtitle as 
‘Meta P-values’, which were 0.99, 0, and 0 for the Empirical Bayes test, the Permutation 
test and the Fisher’s G-test, respectively. We see here that according to the Empirical 
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Bayes approach, only three of the 10 cell-cycle experiments show some evidence of 
periodicity. Meta-evidence from the Permutation and Fisher’s G- tests count this gene as 
well as the next one as ‘periodic’ while the gene expression profiles don’t seem to 
support such a conclusion.  
 
 
Figure  35. Time Course Data for Gene ‘SPBP4H10.04’. The suffix ‘Elut’ refers to the 
elutriation method of cell synchronization, and ‘CDC25’ refers to the block-and-release 
procedure for cell synchronization  
 We have also compared the three methods using a set of 52 ‘conserved’ genes and 
a set of 235 ‘cycling’ genes reported by Lu et al. (2007).  Among the top 100 genes, 12, 
14, and 14 conserved genes were identified by the Bayesian approach, the Permutation 
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and Fisher’s G- tests, respectively. Similarly, 36, 39, and 38 ‘cycling’ genes were 
identified by the Bayesian approach, the Permutation and Fisher’s G- tests, respectively, 
among the top 100 genes. 
 We present the gene expression profiles for the two lowest ranked ‘conserved’ 
genes by the Bayesian approach in Figures 35-36 below, where we observe that the 
periodicity of these genes is not consistently supported by the independent experiments:  
 
 
Figure  36. Time-Course Data for Gene ‘SPBC4B4.08’. The suffix ‘Elut’ refers to the 
elutriation method of cell synchronization, and ‘CDC25’ refers to the block-and-release 





Figure  37. Time-Course Data for Gene ‘SPBC17D11.08’. The suffix ‘Elut’ refers to the 
elutriation method of cell synchronization, and ‘CDC25’ refers to the block-and-release 
procedure for cell synchronization  
Similarly, we present the gene expression profiles for the two lowest ranked 
‘cycling’ genes by the Bayesian approach in Figures 36-37 below, where we observe that 






Figure  38. Time-Course Data for Gene ‘SPCC1020.14’. The suffix ‘Elut’ refers to the 
elutriation method of cell synchronization, and ‘CDC25’ refers to the block-and-release 





Figure  39. Time-Course Data for Gene ‘SPAC821.11’. The suffix ‘Elut’ refers to the 
elutriation method of cell synchronization, and ‘CDC25’ refers to the block-and-release 
procedure for cell synchronization  
 Based on the ‘benchmark’, ‘conserved’ and ‘cycling’ gene lists described above, 
we have looked into the Gene Ontology (GO) terms for Biological Processes in the genes 
that were ranked within the top 1000 by the Permutation and Fisher’s G- tests while 
ranked 2000 and higher by the Empirical Bayes test. Based on the reported GO terms in 
biological processes, we argue that most of these genes although ranked within the top 
1000 by the Permutation and Fisher’s G- tests, don’t have convincing evidence of being 





The ‘Benchmark’ Genes Ranked  ≥ 2000 by the Bayesian Approach While Ranked Among 
the Top 1000 by the Permutation and Fisher’s G- Tests 
Gene Name 
Rank 
GO Terms for Biological Processes Bayes Perm. Fisher
SPCC4B3.15 3567 733 916 cell cycle cytokinesis 
cellular protein localization 
protein homooligomerization 
site selection involved in cell cycle cytokinesis 
SPBC11B10.10C 3226 78 111 chromatin remodeling chromosome organization 
histone exchange 
SPBC1105.17 2582 122 389 centromeric heterochromatin formation chromatin 
silencing at centromere 
kinetochore assembly 
mitotic sister chromatid segregation 
nucleosome assembly 
protein localization to kinetochore 
sister chromatid biorientation 
SPAC644.14C 2193 232 568 ATP catabolic process 
double-strand break repair via homologous 
recombination 
mating type switching 
meiotic DNA double-strand break formation 
meiotic DNA repair synthesis 





SPBC660.13C 1393 68 59 DNA repair 
DNA replication, synthesis of RNA primer 
DNA-dependent DNA replication 













The ‘Conserved’ Genes Ranked  ≥ 2000 by the Bayesian Approach While Ranked Among 
the Top 1000 by the Permutation and Fisher’s G- Tests 
Gene Name 
Rank 
GO Terms for Biological Processes Bayes Perm. Fisher
SPBC4B4.08 4811 435 315 hexose transmembrane transport 
SPBP4G3.02 3838 464 705 Biological process 
SPBC83.11 3000 289 651 ER to Golgi vesicle-mediated transport 
triose phosphate transmembrane transport 
SPBC1105.17 2582 122 389 centromeric heterochromatin formation 
chromatin silencing at centromere 
kinetochore assembly 
mitotic sister chromatid segregation 
nucleosome assembly 
protein localization to kinetochore 
sister chromatid biorientation 
SPAC31A2.12 2304 393 1173 cellular response to stress 
regulation of signal transduction 
SPAC3G9.05 2203 124 214 actin filament organization 
establishment of cell polarity 
















The ‘Cycling’ Genes Ranked  ≥ 2000 by the Bayesian Approach While Ranked Among the 
Top 1000 by the Permutation and Fisher’s G- Tests 
Gene Name 
Rank 
GO Terms for Biological Processes Bayes Perm. Fisher
SPBC4B4.08 4811 435 315 hexose transmembrane transport 
SPBC660.06 4770 217 868 cellular response to stress 
SPAC17C9.12 4630 354 844 inositol metabolic process 
phospholipid biosynthetic process 
SPBC365.16 4540 115 166 Biological process 
SPAC4H3.09 4436 453 407 fatty acid biosynthetic process 
SPAC9E9.04 4313 246 443 cellular response to stress 
ER to Golgi vesicle-mediated transport 
intracellular protein transport 
SPCC126.09 4252 101 199 cellular zinc ion homeostasis 
transmembrane transport 
zinc ion transport 
SPAC1A6.07 4219 250 515 cellular response to stress 
SPBC3D6.02 4060 240 906 Biological process 
SPAPB8E5.03 3956 129 157 malate transmembrane transport 
succinate transmembrane transport 
SPAC1093.02 3923 752 666 oxidation-reduction process 
pyridoxamine metabolic process 
pyridoxine biosynthetic process 
SPAC10F6.06 3906 183 231 cellular response to stress 
SPBC1778.07 3864 511 908 Biological process 
SPBP4G3.02 3838 464 705 Biological Process 
SPBPB7E8.01 3774 236 710 Biological Process 
SPAC13G7.05 3638 744 612 ergosterol biosynthetic process 
SPAC57A7.06 3614 624 893 maturation of SSU-rRNA 
SPBC2A9.13 3325 112 99 Biological Process 
SPBC83.11 3000 289 651 ER to Golgi vesicle-mediated transport 
triose phosphate transmembrane transport 
SPCC1494.07 2756 144 148 Biological Process 
SPAC1039.06 2698 764 857 fungal-type cell wall organization 
SPCC18.15 2630 179 938 transcription from RNA polymerase I promoter 
SPBC1105.17 2582 122 389 centromeric heterochromatin formation 
chromatin silencing at centromere 
kinetochore assembly 
mitotic sister chromatid segregation  
nucleosome assembly  
protein localization to kinetochore 
sister chromatid biorientation 
SPAC222.11 2499 368 352 heme biosynthetic process 
oxidation-reduction process 
SPAC23G3.04 2393 332 487 Biological Process 
SPAC1F8.06 2329 456 164 cell adhesion 
SPCC1682.13 2217 358 716 chromatin remodeling 
biological process 
positive regulation of transcription from RNA 




The ‘Cycling’ Genes Ranked  ≥ 2000 by the Bayesian Approach While Ranked Among the 
Top 1000 by the Permutation and Fisher’s G- Tests (Continued) 
Gene Name 
Rank 
GO Terms for Biological Processes Bayes Perm. Fisher
SPAC3G9.05 2203 124 214 actin filament organization 
establishment of cell polarity 
Rho protein signal transduction 
SPBC3H7.13 2063 726 614 chromatin remodeling 
histone deacetylation 
positive regulation of transcription from RNA 
polymerase II promoter 
SPCC965.06 2014 94 412 oxidation-reduction process 
potassium ion transport 
transmembrane transport 
 
We have also compared the ranks of CESR genes (Chen et al., 2003), which are 
expected to be induced or repressed as a response to environmental stress and are not 
expected to be periodic. We had time-course data for 126 CESR genes and the median 
rank by the Bayesian approach was 2,795 while the median ranks were 1,819 and 1,512 
for the Permutation and Fisher’s G- tests, respectively, as shown in Table 21 below.  
Table 21 
Ranks for the CESR Genes by the Three Periodicity Tests 
 Ranks for the CESR genes (N=126) Minimum Q1 Median Q3 Maximum 
Empirical Bayes test 82 1837 2795 4255 4920 
Permutation test 79 876 1819 2988 4682 
Fisher’s G-test 46 710 1512 2668 4829 
 
Along the same lines, only 20 CESR genes were ranked within the top 1,000 by 
the Empirical Bayes test while 36 and 41 genes were ranked within the top 1,000 by the 
Permutation and Fisher’s G- tests, respectively. The counts for the top 2,000 genes were 
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37, 70, and 78, respectively. These results show the more desirable sensitivity and 
specificity of the Empirical Bayes Periodicity test compared its counterparts. 
Discussions 
We have demonstrated through simulations that a goodness-of-fit comparison of 
the Bayesian periodic model and the polynomial regression model has better sensitivity to 
distinguish periodic patterns from non-periodic patterns when compared with the 
Permutation test and Fisher’s G-test. This property extends to the case where there are 
data missing at random. The property is also observed when there are deviations of the 
interdivision time from the true interdivision time. The Bayesian approach seems to be 
able to distinguish periodic patterns from pure noise as well as from any linear, quadratic, 
cubic, and higher order polynomial patterns. As a result of its superior specificity, the 
Bayesian approach identified only 797 (16%) of the 4940 genes as ‘periodic’ at the 
significance threshold of 0.05, which we believe is much closer to the percentage of 
genes that are periodic in fission yeast, while the Permutation Test and the Fisher’s Exact 
test identified more than 95% of the genes as ‘periodic’, which is not realistic and shows 
that these two tests are too liberal as they erroneously shows evidence of periodicity if the 
time course data shows something different then noise. Our Gene Ontology (GO) review 
of the genes that were ranked ≥2000 by the Bayesian approach while ranked within the 
top 1000 by the Permutation and Fisher’s G- tests show that most of these genes are not 
reported being involved in the cell-division process.  Therefore, it is highly critical to 
have a testing procedure that has high sensitivity in recognizing any periodic pattern as 
well as high specificity in eliminating patterns (or no patterns) that are not periodic, 
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including noise, from the final list of genes. Using extensive simulation studies and 
application to ten cell-cycle gene expression experiments as well as evaluating the ranks 
of CESR genes by each periodicity test, we have shown that the Bayesian test of 
periodicity has such desirable sensitivity and specificity characteristics.  
Similar to the Permutation test, the new test of periodicity is also not 
computationally efficient considering the high level computations to obtain the posterior 
realizations of the model parameters and further calculations. For example, obtaining the 
Bayesian probabilities for each gene in each cell-cycle experiment by Rustici may take 
about 4 hours in SAS ®Version 9.2 on a 3.00 GHz PC with Intel® Core[TM]2 Duo CPU 
and 3.25 GM of RAM PC; however, first, considering the limited resources both in terms 
of financial and human resources, a more sensitive and specific gene list for further 
small-scale studies should not be sacrificed for obtaining such a list rapidly.  Secondly, 
we believe that the implementation of the Bayesian test of periodicity on a different 
platform such as OpenBugs can definitely help reduce the computation time, which 
makes such an issue less and less relevant.   
The Empirical Bayes Periodicity test can be used for the inventory management 
of consumer goods. Bensoussan, A., Feng, Q., Sethy, Suresh. (2011) describes the need 
of using cyclical demand signals to maximize the profit. Thus, our testing approach for 
periodicity can be applied to time-series demand data on a given product over a time 
period and identify the products among tens of thousands of products, which have 
periodic consumer demand.  
The Empirical Bayes Periodicity test can be used to identify ‘cyclical’ stocks 
which may potentially provide valuable information for investors. As an example, Akar, 
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C. and Baskaya, Z. (2011) use univariate spectral analysis to identify cyclic behavior of 
the Turkish stock market. Our method can also be used to test for cyclic behavior of stock 























4. META ANALYSIS OF BIVARIATE P-VALUES 
Introduction and Background 
While it is common to pool univariate P-values from several independent sources 
(Fisher, 1931; George & Mudholkar, 1979; Stouffer, 1949), some practical applications 
also give rise to bivariate, even multivariate, P-values. For instance, in cell-cycle gene 
expression data analysis, the researcher is interested in identifying genes with cyclic 
expression during consecutive cell divisions (call it, Feature-I), as well as genes that are 
differentially regulated (call it, Feature-II). In general, P-values obtained for Feature-I 
and Feature-II may be correlated as the two corresponding tests of hypotheses would be 
conducted using the same data fully or partially. For instance, in the above example, it 
can be argued that genes that have cyclic expression during consecutive cell division are 
expected more likely to be highly expressed than genes not having periodic expression. 
Due to the potential underlying association among concurrent tests of hypotheses on the 
same data, meta-analytic methods of such P-value sets from independent experiments 
should adequately incorporate the inherent correlation structure among the P-values in a 
given set. To address this important point, we will start with proposing a meta-analysis 
method for bivariate P-values, which we plan to extend to the meta-analysis of 
multivariate P-values. 
In the following sections, we briefly describe a meta-analysis method based on 
the logit transformation proposed by George and Mudholkar (1983), which was not 
originally designed for bivariate P-values, followed by a new proposal for meta-analysis 
of bivariate P-values using a Bayesian approach, which accounts for the correlation 
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structure between the P-values in a given P-value pair. We will investigate the 
performance of our proposed method in comparison with existing methods through 
extensive simulations. 
Meta-Analysis of Bivariate P-values 
Bivariate P-values arise when two different hypotheses are tested on the same 
data to summarize the evidence for two features, say Feature-1 and Feature-II. The main 
interest is usually to decide which of the two features has relatively more significance. 
For example, in clinical trials, a researcher may want to stratify the patients based on a 
single diagnostic or prognostic factor, while other significant factors may also be present. 
In such a case, identifying the most relatively significant factor over the others may be of 
importance in sample size calculations and stratification. 
In Kocak et al. (2010), the difference of two logit sums method by George (1983) 
was used as described in Section 2.3. The test statistic for this approach is the difference 
of the sums of logits of P-values as follows: 
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As discussed in Chapter-2, this test statistic is accurately approximated by 
( )






Although the above test statistic is in fact the sum of the log odds ratios, it is clear 
that the ‘pairing’ of the P-values is broken and irrelevant as the test statistic is invariant to 
swapping a member of a given P-value pair with another member of another pair of P-
values from another independent experiment. In addition, the difference of logit tests 
assumes that the correlation between the P-values is negligible. We propose a procedure 
which preserves the ‘pairing’ of the P-values and accommodate the correlation between 


























 be independent pairs of P-values representing the evidence for 
Feature-I and Feature-II respectively from n independent experiments. Under the joint 

























































































j , where 1−Φ  
represents the Inverse-Gaussian transformation  and BVN stands for the Bivariate 
Normal Distribution.  
We are interested in the events 21 μμ ≤  versus 21 μμ > , where 21 μμ >  states 
that the meta-evidence for Feature-II is more than the meta-evidence for Feature-I 
whereas 21 μμ ≤ states that there is at least as much evidence to support Feature-I 
compared to Feature-II. We show through simulations that, if both P-values in P-value 
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pairs share the same central tendency distribution, although it is quite intuitive, 
.5.0)( 21 =≥ μμP  
The Algorithm for the Bayesian Meta-analysis of Bivariate P-values 














































































































































where BVN stands for the Bivariate Normal Distribution. 
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Then, the fully conditional posterior distribution for the mean-vector and the 
precision matrix can be given as: 























n μμμ . 
Step-4: We generate 100,000 posterior samples of { }ρσσμμ ,,,, 222121  with thinning 
parameter of 10 following 100,000 burn-in runs. At this point, we have the posterior 








IP μμμμ , which 
will show the strength of meta-evidence for Feature-1. Then, αμμ ≤≥ )( 21P  for small 
α will indicate stronger evidence that Feature-1 is more significantly supported by the 
data than Feature-2.  
Simulation Plans and Application to Cell-Cycle Data 
 We plan to investigate the operating characteristics of the Bayesian meta-analysis 
for bivariate P-values in terms of sensitivity and specificity analyses and compare its 
performance with the ‘Difference of Two-Logit-Sums’ method. We will then apply our 
new meta-analysis method to the time-course cell-cycle gene expression data from 10 
experiments on the fission yeast S. Pombe, where the pair of P-values will be the P-value 















5. SUMMARY AND FUTURE RESEARCH 
Differential Meta-Analysis 
In Chapter 2, we have analyzed time-course gene expression data from ten 
independent experiments on the fission yeast, S. Pombe. In this analysis, the main 
question was to identify genes that are relatively more significantly cyclic than being 
expression and vice versa. As this question involves pairs of P-values from each 
experiment, where the P-values are from the test of periodicity and from the test of 
expression, we have used a novel statistic to combine these bivariate P-values across 
experiments using the logit-transformation approach of George (1983), and we provided 
an analytical distribution for the meta-analysis test statistic.  
An Empirical Bayes Test for Periodicity 
In our meta-analysis method as described above, one of the P-values is from 
testing for periodicity. The permutation test described by Lichtenberg et al. (2005) and 
the G-test by Fisher (1929) are among the most commonly used methods, both of which 
are testing for periodicity against noise, which we believe is an important weakness as it 
is possible that time-course data for a given gene may have a behavior that is neither 
cyclic, nor just pure noise. In addition, Fisher’s G-test does not utilize the exact 
measurement times in a time-course gene expression profile of a given gene as it only 
utilizes the rank of the measurement time points, and does not take the estimated inter-
division time into consideration. To address these concerns, we have developed a new 
testing procedure for periodicity, which utilizes Bayesian framework as we model the 
interdivision time as a parameter rather than treating it as a fixed estimate. We have 
shown through extensive simulations that our Empirical Bayes test for periodicity has 
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much more desirable sensitivity and specificity characteristics under variety of periodic 
and non-periodic patterns, especially in the presence of missing data or when the 
experimentations times do not have a fixed increment. We then applied our Bayesian 
approach to 10 gene expression time-course experiments on Schizosaccharomyces Pombe 
(Oliva et al., 2005; Peng et al., 2005,  Rustici et al., 2004).  
In our current approach, we have treated genes as independent subjects. One 
potential extension of this approach is to incorporate multiple time-course data into the 
model in order to take into consideration the covariance structure among the experiment 
subjects such as genes, and thus to increase power of detecting periodicity in a cluster of 
subjects. In addition, our current approach does not take into consideration the increasing 
variance of gene expression as the number of cell-divisions increases, which is a known 
phenomenon as the synchrony gets weaker during later cell-cycles. Our model can be 
extended to include this nature of the error variance. 
Meta-analysis of Bivariate P-values (i.e., pairs of P-values) 
In Kocak et al. (2010), ‘Difference of Two-Logit-Sums’ method by George and 
Mudholkar (1983) was used to pool pairs of P-values across independent experiments. 
This approach assumed that the P-values within a pair are independent. We proposed a 
Bayesian new meta-analysis approach in pooling pairs of P-values across independent 
experiments, which directly models the covariance structure the bivariate P-values. As 
this is still an ongoing work, we next plan to investigate and describe the operating 
characteristics of our new Bayesian approach through extensive simulations in terms of 
sensitivity and specificity analyses, and compare the Bayesian meta-analysis approach 
with that of George and Mudholkar’. We then plan to apply new method to the cell-cycle 
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gene expression data on S. Pombe from 10 experiments where the pairs of P-values 
represent the P-value from testing for periodicity and the P-value from testing for 
expression regulation, where the two p-values are expected to be correlated. 
As a continuation of this work, we plan to extend our bivariate approach to 
multivariate meta-analysis of P-values again using the Bayesian framework, and identify 
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Below, we present the SAS macro program for the periodicity testing. 
*---------------------------------------------------------- 
* Mehmet Kocak 06/27/2011  
* This macro program performs the Empirical Bayes test for periodicity.  
The user needs to provide values to the following parameters:  
 DATA: Input dataset   
 SAMPVAR: ID variable if multiple samples were going to be processed  
 YVAR: Response variable in the time-course data  
 TIMEVAR: Time variable  
 INTERTIME: Interdivision Time (default=1)  
 NOFPOSTS: Number of Posterior Samples to be generated 
 THINVAL: Number of thinning samples  
 BURNIN: Number of burn-in samples before the posterior samples 
 NTUNUM: Number of tuning loops 
 NTUMAX: The maximum number of tuning phases  
 GAMMASCALE: The scale parameter of the gamma distribution for the error 
variance 
 IDTVAR: The variance of the prior distribution for InterDivision Time parameter 
 PVALUENAME: Name of the Meta-P-value to be output 
 MINGENE: The minimum number of samples to be processed 
 MAXGENE: The maximum number of samples to be processed 
 TIMECUT: The time value to subset the samples to be processed (default=100000)  
 PERMUTECOUNT: Number of permutations for the Permutation Test 
 MAXTERM: The minimum number of terms to be used in the polynomial model 
 BAYESTEST: Logical variable as to whether you like to perform the Bayesian test  
 FISHERTEST: Logical variable as to whether you like to perform the Fisher's G-test  
 PERMTEST: Logical variable as to whether you like to perform the Permutation test  
 REMOVENO: The number of cases you like to remove randomly to introduce 
missingness (default=0)  
 POUT: The name of the output dataset  
 PSUFFIX: The suffix to be added to the output dataset 
 MAXLIMIT: The maximum number of samples to be processed if there are more 
samples 
 POLYTERMS: The number of terms in the polynomial model 
 SHOWPLOT: Logical variable as to whether you like to see the diagnostic plots 
 VARINF: Inflation factor for the estimates of the standard errors from non-linear 
model 
 POSTPREDICT: Logical variable as to whether to show the posterior prediction plot 
*---------------------------------------------------------------------------------------------; 
%macro EBTP(data=finaldata, sampvar=geneno, yvar=y, timevar=time, intertime=1, 
nofposts=50000, thinval=5, burnin=100000, ntunum=1000, ntumax=50, 
gammascale=100, idtvar=0.0001, pvaluename=bayesp, mingene=1, timecut=100000, 
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maxgene=500, permutcount=10000, maxterm=1, bayestest=yes, permtest=yes, 
fishertest=yes, removeno=0, pout=, psuffix=new, maxlimit=yes, polyterms=2,  
dmcomment=, showplot=no, varinf=100, postpredict=no ); options nonotes; 
&dmcomment; 
%include "D:\Mehmet_Kocak\macros\FishersGTest.sas"; 
%if &pout=%str() %then %do; %if &removeno=0 %then %let 
pvalueout=%scan(&data,1,%str(_))_t&timecut._&psuffix; 
%else %if &removeno>0 %then %let 
pvalueout=%scan(&data,1,%str(_))_rmv&removeno._t&timecut._&psuffix; %end; 
%else %let pvalueout=&pout._&psuffix; data &pout._%sysevalf(&mingene-1); x=0; run; 
 
*** Creating a transient dataset to be used ****; 
proc sql; create table middata as select distinct &sampvar, &yvar as origy,  
(&yvar-min(&yvar))/(max(&yvar)-min(&yvar)) as y, &timevar as origtime, 
&timevar/&intertime. as time,  
round(mod(&timevar,&intertime)/&intertime, 0.001) as tstar, rand('uniform') as randunif  
from &data where &yvar^=. and &timevar.<%sysevalf(&timecut/10) group by 
&sampvar order by &sampvar.,time; quit; 
proc rank data=middata out=middata; by &sampvar; var randunif; ranks randrank; run; 
proc sql; create table sampname as select distinct &sampvar from middata order by 
&sampvar; quit; 
data sampname; set sampname; sampnum=_n_; run; 
data middata; merge sampname middata; by &sampvar; if randrank<=&removeno then 
delete;  drop randunif randrank; run;  
 
*** No. of Terms Per Cycle ****; 
%if &polyterms=%str() %then %do; 
proc sql noprint; select distinct count(*), round(2*maxcycle,1)-2 into :noftimes, 
:polyterms from  
(select distinct time, max(time) as maxcycle from middata); quit;  
%if %sysevalf(&polyterms+0)<&maxterm %then %let polyterms=1;  %end; 
 
%if %upcase(&bayestest)=YES %then %do; 
%if &mingene=1 %then %do; data &pvalueout; set sampname; if _n_=1; sampnum=-1;  
%if %upcase(&maxlimit)=YES %then %do; if sampnum<=&maxgene; %end; 
&pvaluename=-0.000001;  
%if %upcase(&fishertest)=YES %then %do; fishersp=-0.000001; %end; 
%if %upcase(&permtest)=YES %then %do; permp=-0.000001; %end; run;  
 data &pout._0; x=0; run; %end; %end; 
%else %do; 
%if &mingene=1 %then %do; data &pvalueout; set &pvalueout;   
%if %upcase(&fishertest)=YES %then %do; fishersp=-0.000001; %end; 
%if %upcase(&permtest)=YES %then %do; permp=-0.000001; %end; run; %end; %end; 
**** Individual Processes start here; 
%do sampno=&mingene %to &maxgene; &dmcomment; 
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proc sql; create table finaldata1 as  select distinct * from middata where 
sampnum=&sampno; quit; 
proc sql noprint; select distinct count(*), round(max(time),1), round(max(time)+0.2,0.2), 
var(y) into :noftimes, :maxcycle, :maxtime, :datavar from finaldata1; quit; 
%let terms1=; %let betas1=;  %let bterms=; %let tterms=; %let multterm=; 
data finaldata1; set finaldata1; %do i=0 %to &polyterms;  
%let terms1=&terms1 t&i; %let betas1=&betas1 beta&i;  %let bterms=&bterms beta&i,;  
%let tterms=&tterms t&i.,;   
%let multterm=&multterm (beta&i)*(t&i)+;  t&i=max(time,0.00001)**(&i); %end;  
if t0=. then t0=1; run;  
 
********************************************  
**** MODEL-1: FULL MULTIPLE LINEAR MODEL *** 
********************************************; 
%if %upcase(&bayestest)=YES %then %do; 
proc glm data=finaldata1 noprint; model y=&terms1/noint; output out=outpoly 
p=predicted r=resid; run; quit; 
proc sql noprint; select distinct sum(resid**2) into :sse1 from outpoly; quit; 
 
*************************************************** 
*** MODEL-2: MODEL WITH SINE AND COSINE TERMS  **** 
***************************************************; 
*** Getting the model estimates for the prior distributions ****; 
ods output ParameterEstimates=paramest2; 
proc nlin data=finaldata1 maxiter=20000 maxsubit=5000 noitprint converge=0.00001;  
parms alpha0=-100 to 100 by 50 alpha1=-100 to 200 by 50 alpha2=-10 to 10 by 2; 
model 
y=(alpha0*(1+tstar)+0.5*sin(2*constant('pi')*(time+alpha1*tstar)))*(1+alpha2*tstar); 
output out=resid p=pred r=resid; run; ods output close; 
proc sql noprint; select distinct var(resid) into :datavar from resid; quit;/*proc sql; drop 
table resid; quit; */ 
data paramest2; set paramest2; est=estimate; err=max(1e-12,stderr); 
if estimate=. then est=0; if stderr=. then err=1e3; run; 
proc sql noprint; select distinct parameter, est, &varinf*err**2 into :ignore, :pr0-:pr2, 
:prvar0-:prvar2 from paramest2 where parameter in ('alpha0' 'alpha1' 'alpha2'); quit; 
 
%if %upcase(&showplot)=YES %then %do; ods graphics on; 
proc mcmc data=finaldata1 outpost=classout2 nbi=&burnin ntu=&ntunum 
nmc=&nofposts thin=&thinval singden=1e-12 maxtune=&ntumax stats=none 
monitor=(sigmaerror alpha0 alpha1 alpha_idt alpha2) diag=all  
plots=(trace density autocorr) targaccept=0.2 accepttol=0.075 propdist=t; %end; 
%else %do; 
proc mcmc data=finaldata1 outpost=classout2 nbi=&burnin ntu=&ntunum 
nmc=&nofposts thin=&thinval singden=1e-12 maxtune=&ntumax stats=none diag=none 




parms  alpha0 &pr0 alpha2 &pr2 alpha1 &pr1 alpha_idt 1 sigmaerror &datavar;  
prior sigmaerror~igamma(shape=%sysevalf(1/(&datavar*&gammascale)+1), 
iscale=&gammascale); 
prior alpha0~normal(mean=&pr0, var=&prvar0);   
prior alpha1~normal(mean=&pr1, var=&prvar1); 
prior alpha2~normal(mean=&pr2, var=&prvar2);  
prior alpha_idt~gamma(%sysevalf(1/&idtvar+1), scale=&idtvar); 
mu=(alpha0*(1+tstar)+0.5*sin(2*constant('pi')*(time+alpha1*tstar)/alpha_idt))*(1+alpha
2*tstar); 
model y ~ normal(mu, var = sigmaerror); run; 
 
**** CALCULATING THE SSEs ****;  
%let postsampsize=%sysevalf(&nofposts/&thinval); 
data sse2; set classout2; iterno=_n_; if sigmaerror>(&sse1/(&noftimes.-&polyterms.-1)) 
then nullcase=1; else nullcase=0; keep iterno nullcase; run;  
proc sql noprint; select distinct mean(nullcase) as pvalue into :bayesp  from sse2; quit; 
 
%if %upcase(&postpredict)=YES %then %do;  
proc sql; create table postpred1 as  select distinct y, predicted as predicted1, time, 1 as 
mymodel from outpoly order by time; quit;  
data postpredparm2; set classout2; if _n_=&postsampsize; run; 
proc sql; create table postpred2 as  select distinct iteration, y, time, mymodel, 
((alpha0*(1+tstar)+0.5*sin(2*constant('pi')*(time+alpha1*tstar)/alpha_idt))*(1+alpha2*t
star)) as predicted2 from (select distinct iteration, alpha0, alpha1, alpha_idt, alpha2, y, 
time, tstar, 2 as mymodel from postpredparm2,finaldata1) order by time; quit;  
data postpred; merge postpred1 postpred2; by time; run;  
goptions reset=all; title; 
proc gplot data=postpred; symbol1 i=none v=circle c=black h=2; 
symbol2 i=join v=none c=red w=3; symbol3 i=join v=none c=green l=2 w=3; 
axis1 label=(f='times' h=1.5 a=90 'Gene Expression') value=(f='times' h=1.5 ) 
minor=none; 
axis2 label=(f='times' h=1.5 'Cycle Time') value=(f='times' h=1.5 ) order=(0 to 
&maxtime by 0.2) minor=none; 
plot (y predicted1 predicted2)*time/overlay vaxis=axis1 haxis=axis2 href=1 to 
&maxcycle by 1 lhref=2 chref=gray; 
note move=(2pct,3pct) f='times' h=1.8 c=red "Solid Line is the Polynomial Model fit"; 
note move=(60pct,3pct) f='times' h=1.8 c=green "Dashed line is the Periodic Model fit"; 
note move=(10pct,15pct) f='times' h=2 "P-Bayes=%left(&bayesp)";run; 










%if %upcase(&fishertest)=YES %then %do;  
%FishersGTest(data=finaldata1, timevar=time, var=y); %end; 
************************************** 
************************************** 
*** CALCULATING PERMUTATION TEST ***** 
************************************** 
**************************************; 
%if %upcase(&permtest)=YES %then %do; 
proc sql noprint; select distinct (sum(part1))**2+(sum(part2))**2 into :origpermstat 
from (select sin(2*constant('pi')*time)*origy as part1, cos(2*constant('pi')*time)*origy as 
part2 from finaldata1); quit; 
data yvar; set finaldata1; rtime=_n_; keep origy rtime; run; 
data tvar; set finaldata1 (keep=time); do permsamp=1 to &permutcount; 
randval=rand('uniform'); output; end; run; 
proc sort data=tvar; by permsamp time; run; proc rank data=tvar out=ttvar; by permsamp; 
var randval; ranks rtime; run; 
%mergeinboth(yvar, ttvar, rtime, outname=finalperm); 
proc sql noprint; select distinct count(*)/&permutcount into :permpvalue from 
(select distinct permsamp, (sum(part1))**2+(sum(part2))**2 as teststat from  
(select permsamp, sin(2*constant('pi')*time)*origy as part1, 
cos(2*constant('pi')*time)*origy as part2 from finalperm) group by permsamp) 
where teststat>=&origpermstat; quit; proc sql; drop table yvar, tvar, ttvar, finalperm; quit; 
%end; 
proc sql; create table midp as select distinct &sampvar., sampnum from finaldata1; quit; 
%if %upcase(&bayestest)=YES %then %do; 
data midp; set midp;  &pvaluename=&bayesp;  
%if %upcase(&fishertest)=YES %then %do; fishersp=&fishersp; %end; 
%if %upcase(&permtest)=YES %then %do; permp=&permpvalue; %end; run;  
proc append data=midp base=&pvalueout force; run; %end;  
%else %do; data &pvalueout; set &pvalueout; if sampnum=&sampno then do; %if 
%upcase(&fishertest)=YES %then %do; fishersp=&fishersp; %end; 
%if %upcase(&permtest)=YES %then %do; permp=&permpvalue; %end; end; run; 
%end; 
data &pout._&sampno; x=0; run;  
proc sql; drop table finaldata1, &pout._%sysevalf(&sampno-1), midp; quit;  /**/ 
%end;  ods graphics off; 
proc sql; drop table middata, sampname, &pout._&maxgene; quit; options notes; 
data &pvalueout; set &pvalueout; if sampnum=-1 then delete; run;  
%mend;   
 
We have used the following SAS code to generate random samples from periodic 
and non-periodic patterns: 
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data period.alldata_3cycle; do geneno=1 to 2000; c1=8+rand('uniform')*3; 
c2=4+rand('uniform')*3; c3=8+rand('uniform')*3; c4=4+rand('uniform')*3; 
do time=0 to 2.9 by 0.1; tstar=mod(time,1); 
*** Sine Pattern ****;  
if geneno<201 then do; y=c1+c2*sin(6.28*time)+rand('normal')*2; 
yprior=c3+c4*sin(6.28*time)+rand('normal')*2; end;  
*** Single Spike Pattern ****;  
else if geneno<401 then do; y=rand('normal'); yprior=rand('normal'); 
if 0<round(time,0.1)<0.2 or 1<round(time,0.1)<1.2 or 2<round(time,0.1)<2.2 then do;  
y=c1+rand('normal'); yprior=c3+rand('normal'); end; end;  
*** Double Spike Pattern ****;  
else if geneno<601 then do;  y=rand('normal'); yprior=rand('normal'); 
if 0<round(time,0.1)<0.2 or 1<round(time,0.1)<1.2 or 2<round(time,0.1)<2.2 then do;  
y=c1+rand('normal'); yprior=c3+rand('normal'); end; 
else if 0.4<round(time,0.1)<0.6 or 1.4<round(time,0.1)<1.6 or 2.4<round(time,0.1)<2.6 
then do; y=c2+rand('normal'); yprior=c4+rand('normal'); end; end;  
*** Beta Pattern ****;  
else if geneno<801 then do; y=c1*pdf('beta', tstar+0.05, 2,8)+rand('normal')*2;  
yprior=c3*pdf('beta', tstar+0.05, 2,8)+rand('normal')*2; end; 
*** Bimodal or Double Spike Pattern ****;  
else if geneno<1001 then do;  
y=c1*pdf('normal',tstar,0.2, 0.10)+c2*pdf('normal',tstar,0.6, 0.10)+rand('normal'); 
yprior=c3*pdf('normal',tstar,0.2, 0.10)+c4*pdf('normal',tstar,0.6, 0.10)+rand('normal'); 
end; 
*** Pure Noise ****;  
else if geneno<1201 then do; y=c1+rand('normal')*c2;  yprior=c3+rand('normal')*c4; 
end; 
*** Linear Pattern ****;  
else if geneno<1401 then do; y=c2+c1*time+rand('normal')*3;  
yprior=c4+c3*time+rand('normal')*3; end; 
*** Spike followed by plato ****;  
else if geneno<1601 then do; y=rand('normal'); yprior=rand('normal'); 
if 0<=round(time,0.1)<0.2 then do; y=c1+rand('normal'); yprior=c3+rand('normal'); end; 
end; 
*** Noise followed by plato ****;  
else if geneno<1801 then do; y=c1*cdf('normal',time, 1, 0.3)+rand('normal'); 
yprior=c3*cdf('normal',time, 1, 0.3)+rand('normal'); end; 
*** Random Spikes ****;  
else if geneno<2001 then do; y=rand('normal');  yprior=rand('normal'); 
spikepos=round(rand('uniform')*3,0.1); 
if spikepos<0.6 then do; y=c1+rand('normal');  yprior=c3+rand('normal');end; end; 
output; end; end;drop c1 c2 c3 c4 spikepos; run; 
 
