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Abstract-This correspondence presents a linear assignment algorithm for solving the clustering problem. By use of the most dissimilar data as cluster representatives, a linear assignment algorithm is developed based on a linear assignment model for clustering multivariate data. The computational results evaluated using multiple performance criteria show that the clustering algorithm is very effective and efficient, especially for clustering a large number of data with many attributes.
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I. INTRODUCTION
Clustering is a fundamental means for multivariate data analysis used in numerous scientific, engineering, and business applications. Two examples of cluster analysis in manufacturing systems are facility layout and group technology. Clustering techniques have been investigated extensively for decades (see [1] for an overview of clustering methods). The existing approaches to data clustering includes statistical approach (e.g., the K -means algorithm), optimization approach (e.g., branch and bound method), hierarchical approach (e.g., tree search methods), and neural network approach (e.g., the adaptive resonance theory and the self-organizing map). Since the clustering problem is NP-complete [2] , the development of polynomial-time clustering algorithms is always desirable [3] - [6] .
This correspondence presents a linear assignment algorithm for clustering multivariate data into homogenous groups in a general setting. The present approach begins with the determination of cluster representatives by means of comparing similarity or dissimilarity coefficients to find the least similar data. Using the cluster representatives and associated similarity coefficients, a linear assignment model is formulated for assigning the remaining data to clusters. Based on the linear assignment formulation, a clustering algorithm is developed.
II. MODEL FORMULATION
A. Problem Statement
Consider the problem of clustering n data into p mutually exclusive clusters. The number of ways in which n data can be grouped into p nonempty clusters is given by the Stirling's number of the second kind that the corresponding part must be processed by the corresponding machine, an entry of 0 or empty entry denotes otherwise.
B. The p-Median Models
Mulvey and Crowder [7] and Klastorin [8] showed that the pmedian model is useful for clustering applications. In the context of group technology, Kusiak [9] adopted the p-median model for partfamily formation. The p-median model is a zero-one integer linear programming problem as follows: 
n j=1 x jj = p;
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where s ij and d ij denote respectively a similarity coefficient and a dissimilarity coefficient between data i and j; x ij is the binary decision variable defined as xij = 1 if datum i is assigned to the cluster in which datum j is the cluster median or x ij = 0 otherwise. It contains n 2 binary decision variables and n 2 +n+1 linear constraints.
Constraint (2) ensures that each datum belongs to exactly one cluster. Constraint (3) specifies the required number of clusters. Constraint (4) ensures that datum i belongs to cluster j only when datum j is a cluster median. The last constraint (5) enforces the solution to be binary. A modification of the original p-median model has been presented in [10] with the replacement of the third constraint, (4) by n i=1 xij uxjj ; j = 1; 2; 1 11;n (6) where u is the maximum number of data allowed for each cluster. It can be seen that the constraint with the upper bound u for the cluster containing datum j is in effect if and only if datum j is a cluster median (i.e., xjj = 1).
Compared to the original p-median model, the modified p-median model has several desirable features. First, The modified model has only a total of 2n + 1 linear constraints in contrast to n 2 + n + 1 linear constraints in the original p-median model. Secondly, the modification brings one more parameter into the formation procedure which allows one to specify the upper bound of data in each cluster to avoid unbalance or disproportionate clusters.
C. The Quadratic Assignment Model
The quadratic assignment model is as follows [11] :
subject to p k=1 x ik = 1; i= 1; 2; 11 1;n;
x ik u; k = 1; 2; 1 11;p; (9) x ik 2 f0; 1g; i= 1; 2; 1 11;n; k = 1; 2 1 11;p (10) where x ik is the binary decision variable defined as x ik = 1 if datum i is assigned to cluster k or x ik = 0 otherwise. It contains np binary decision variables and 2n linear constraints. Constraint (9) ensures that each datum belongs to exactly one part family. Constraint (10) restricts the cluster size. Different from the objective function in the p-median models, the objective function in the quadratic assignment model is independent of the selection of cluster medians. If dij denotes the distance between data i and j; then the value of the objective function to be minimized represents the total intra-cluster distance. In the context of group technology, if s ij denotes the total quantities of parts produced on machines i and j; then the value of the objective function to be maximized represents the total parts produced by the designed cellular manufacturing system [11] .
D. Similarity and Dissimilarity Coefficients
The solutions of the above optimization models generally depend on the definition of similarity or dissimilarity coefficients. A similarity (or dissimilarity) coefficient represents the degree of commonality (or difference) between two data. Various definitions of similarity and dissimilarity coefficients are defined in literature. A common property of similarity and dissimilarity coefficient matrix is symmetry In group technology applications, McAuley [12] first introduced a definition of similarity coefficients between any two machines as the ratio of the number of parts that visit both machines to the number of parts that visit either or both machines. Carrie [13] 
A. Similarity Index
In the p-median models, the value of the objective function depends on which data are selected as cluster medians as well as the value of similarity coefficients. The objective function in the quadratic assignment model, defined as the sum of similarity coefficients between every pair of data within every cluster, is a better performance criterion to compare clustering results for different types of clustering techniques. Let the value of the objective function be called similarity index (SI) in the case of similarity coefficients or dissimilarity index (DI) in the case of dissimilarity coefficients.
B. Bond Energy
If the data are binary, the bond energy (also known as the measure of effectiveness) can be used to evaluate clustering results. The bond energy (BE) is defined as the sum of products of neighboring elements in the binary data representation matrix [14] 
C. Exceptional Elements
An ideal clustering consists of mutually exclusive attributes between two clusters of data. However, it is rare to achieve such a perfect clustering results in reality. Clustering results often contain exceptional elements in the case of binary data, An exceptional element indicates a clustering discrepancy between data and attributes in terms of unity elements. Element a ij is an exceptional element if a ij = 1 and 9k; x jk 6 = y ik : Specifically, the number of exceptional elements (EE) can be determined as
a ij jx ik 0 y jk j: (14) The percentage of exceptional elements (PE) is defined as the ratio of the number of exceptional elements to the number of unity elements in the incidence matrix: PE = EE/UE, where UE denotes the number of unity (nonzero) elements in the incidence matrix (i.e., UE = 6 m i=1 6 n j=1 aij ).
IV. ALGORITHM DESCRIPTION
A. Cluster Representatives
The p-median model has a linear objective function, but its linear constraint coefficient matrix does not have the total unimodularity property. The constraint matrix of the quadratic assignment model is totally unimodular, but its objective function is nonlinear. It is natural to explore an approach to combining the two types of models so that the resulting one is a linear programming model. This is the starting point of the present approach.
The key idea of the present approach lies in the determination of cluster representatives. Many existing methods differ in the ways for determining cluster representatives. Since the objective of clustering is to group similar data into same clusters and dissimilar data into different clusters, it is reasonable to conclude that the p least similar data are in p different clusters. Instead of using cluster means or medians, the present clustering algorithm uses the p most dissimilar data as cluster representatives and let each of them represent a cluster. By this way, the p cluster representatives will be distributed around the peripheral of the data set.
A recursive approach to determining cluster representatives using similarity coefficients can be defined as fr1;r2g = argmin Another approach, called the simultaneous method, determines n cluster representatives in one pass fr1;r2; 11 1;rpg = arg min i2f1;2;111;pg n i=1 j<i s r r jr i ; r j 2 f1; 2; 111; ng : (17) With the consideration of symmetric similarity coefficient matrix and elimination of the rows and columns associated with cluster representatives, the sequential and simultaneous methods require . In other words, the determination of cluster representatives takes a polynomial time of n: The cluster representatives using the dissimilarity coefficients can be defined by replacing the minimum with maximum.
The obvious necessary condition for this approach is that the number of clusters is no more than the number of data (i.e., p n).
In order for a datum to be informative, it should contain sufficient number of attributes. A sufficient condition for allowing a reasonable distribution of p cluster representatives in the m-dimensional space using the two preceding simple methods to determine cluster representatives is that p 2 m ; where 2 m is the number of dichotomous extremes of the m-dimensional data set.
B. Linear Assignment Model
Based on the predetermined cluster representatives, the clustering problem can be formulated as the following linear programming model: x ik 0 i = 1; 2; 111 ; n; k = 1; 2; 1 11;p (21) where x ik is the binary decision variable defined as the same as the quadratic assignment model. Note that zero-one solutions to the above linear program are guaranteed due to its total unimodularity property.
Compared with the p-median models, the linear assignment model has two distinguishable advantages. First, It is a linear program instead of linear integer program. Secondly, the number of decision variables is less (usually much less) than that in the p-median models (i.e., np versus n 2 where p n and usually p n). Compared with the quadratic assignment model, the linear assignment model has a linear objective function so that it can be solved as a linear program.
C. Assignment Clustering Algorithm
While the linear assignment model can be solved using the simplex method, the Hungarian method, or others, its special characteristics make the following dedicated clustering algorithm simpler:
Step 0: Set I = fij1; 2; 111 ; ng and K = fkj1; 2; 1 11; pg:
Step 1: Load the number of clusters n and the upper bound of data per cluster u:
Step 2: Load or compute the similarity coefficients between every pair of data.
Step 3: Determine cluster representatives using (15) and (16) or (17), then remove r k (k = 1; 2; 1 11;p) from I :
Step 4: Determine (v; w) = arg max i2I;k2K s ir :
Step 5: If the number of data in cluster w is u; then remove w from K and go to Step 4; otherwise, assign datum v to cluster w and delete v from I :
Step 6: If I 6 = ;; go to Step 4.
Step 7: Evaluate the clustering result using one or more performance criteria. In the case of dissimilarity coefficients, simply set s ij = 0d ij or exchange maximization and minimization in the above algorithm. If the upper bound of cluster size is unbinding or unnecessary, then the above clustering algorithm can be simplified by replacing Steps 4-6 with the following step which requires (n 0 p)(p 0 1) comparisons:
Steps 4-6: 8i 2 I ; determine w = arg max k2K s ir and assign datum i to cluster w:
The selection of clustering parameters (p and u) is usually problem-specific. Generally, u must be greater than or equal to dn=pe; where dze is the smallest integer greater than or equal to z: If no prior knowledge or constraint on the parameters exist, then various values of the parameters (e.g., p = 2; 3; 11 1;n; u = dn=pe; dn=pe + 1; 11 1;n) can be used to select the clustering result according to the performance criteria (e.g., select one with the highest bond energy or the least exceptional elements).
V. ILLUSTRATIVE EXAMPLES
In this section, two illustrative examples are given to demonstrate the performance of the assignment clustering algorithm.
Example 1: Consider the problem of clustering 400 data generated at random uniformly within a 2 by 2 square on a two-dimensional plane into 2, 3, and 4 clusters (i.e., m = 2; n = 400; and p = 2; 3; 4). Because of the uniform distribution, it is difficult for any clustering technique to discern distinguishable clusters. Let the Euclidean distance be used as the dissimilarity coefficient and the sequential method be used for determining cluster representatives. Fig. 1 shows the data distribution and the clustering results using the linear assignment algorithm, where the dark dots in the corners are selected cluster representatives. The results show that the resulting clusters are distributed almost perfectly. In this example, if the number of clusters is more than 4, then the clustering results using the present algorithm are not as good as the ones from the pmedian model because p > 2 m : In a specific application, however, one often can obtain other information to add more attributes. In a facility location application, for example, the information other than geometric data such as compatibility and traffic volume can be used to provide more knowledge and accommodate more clusters.
Example 2: The use of group technology in manufacturing are usually implemented in cellular manufacturing systems. The design of a cellular manufacturing system usually begins with two clustering tasks: part-family formation and machine-cell formation. Part- family formation is to group together parts with similar geometric characteristics or processing requirements to take advantage of the similarities for the design or manufacturing purpose. Machine-cell formation is to bring dissimilar machines together and dedicate them to the manufacture of one or more part families [15] - [17] . The assignment clustering algorithm can be used for machine-cell/partfamily formation. Because the number of machines or parts is always larger than the number of machine cells or part families (i.e., m p and n p), the sufficient condition for reasonable distribution of cluster representatives always holds in group technology applications. An example of 40 machines, 100 parts, and ten groups was given by Chandrasekharan and Rajagopalan to illustrate their ZODIAC algorithm [18] (i.e., m = 40; n = 100; and p = 10). The initial machine-part incidence matrix and the block-diagonalized incidence matrix through permutation of rows and columns according to the optimal solution of the p-median model are shown, respectively, in Fig. 2(a) and 2(b) where "1" elements are represented by dots and "0" elements are left blank. Fig. 2(c) shows the clustering result using the linear assignment algorithm and Carrie's definition of similarity coefficients, which is equivalent to the optimal solution of the pmedian models. The resulting similarity index, total bond energy, and the percentage of exceptional elements of the clustering result are respectively 46.446 842, 575, and 8.57%; exactly the same as the optimal solution to the p-median models.
VI. CONCLUDING REMARKS
A simple, yet very effective and efficient algorithm has been developed for clustering multivariate data. It has been demonstrated for two-dimensional data clustering and for machine-cell and partfamily formation in group technology. A comparative study based on a large number of data sets for group technology applications show that the results of the clustering algorithm are almost always the same as or equivalent to (in case of multiple optima) the optimal solutions to the p-median models and the computational efficiency is much higher. Further investigations include the extension of the clustering algorithm for adaptive clustering and the applications of the clustering algorithm using real-world data.
