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J.E. Larsson, Diagnosis based on explicit means-end models 
This article describes three diagnostic methods for use with industrial processes. They are measurement va[i- 
darion, i.e., consistency checking of sensor and measurement values using any redundancy of instrumentation; 
alarm analysis, i.e., analysis of multiple alarm situations to find which alarms arc directly connected to pri- 
mary faults and which alarms are consequential effects of the primary ones; and fault diagnosis, i.e., a search 
for the causes of and remedies for faults. The three methods use mul?ileve[Joflow models (MFM), to describe 
the target process. They have been implemented in the real-time expert system tool G2, in C, and in Common 
Lisp, and successfully tested on simulations of several processes. 
The knowledge representation ontology used is based on the notion of flows, of mass, energy, and in- 
formation, which are used to describe physical systems. The relationships between structure and function 
of a system is described by teleological relations, which connect the Aow structures into a graph, built at 
model construction time. This allows the diagnostic reasoning to be implemented as searches in a static graph 
structure, and it can thus be performed extremely rapidly. As with other model-based approaches, general 
algorithms are used over a representation with generative capacities. The representation gains strength from 
being functional with a very abstract physical level, more abstract than most qualitative physics models. It 
works well with systems that can be described using flows, while it currently lacks the capability of capturing 
important aspects of other types of systems, for example, electronic circuits. 
M.M. Fleck, The topologies of boundaries 
High-level representations used in reasoning distinguish a special set of boundary locations, at which function 
values can change abruptly and across which adjacent regions may not be connected. Standard models of space 
and time, based on segmenting KY, do not allow these possibilities because they have the wrong topological 
structure at boundaries. This mismatch has made it difficult to develop formal mathematical models for high- 
level reasoning algorithms. This paper shows how to modify an R” model so as to have an appropriate 
topological structure. It then illustrates how the new models support standard reasoning algorithms, provide 
simple models for previously difficult situations, and suggest interesting new analyses based on change or 
non-change in scene topology. 
M. Stefik and S.W. Smoliar, What Computers Still Can’t Do: five reviews and a 
response (Editorial) 
H.M. Collins, Embedded or embodied?: a review of Hubert Dreyfus’ What Com- 
puters Still Can’t Do 
Elsevier Science B.V. 
J. Haugeland, Body and world: a review of What Computers Still Can’t Do: A 
Critique of Arti$cial Reason (Hubert L. Dreyfus) 
T. Koschmann, Of Hubert Dreyfus and dead horses: some thoughts on Dreyfus’ 
What Computers Still Can’t Do (Book Review) 
J. McCarthy, Book Review of What Computers Still Can’t Do (Hubert Dreyfus) 
J.D. Strom and L. Darden, Is artificial intelligence a degenerating programme?: a 
review of Hubert Dreyfus’ What Computers Still Can’t Do 
H.L. Dreyfus, Response to my critics 
K.M.-K. Yip, Model simplification by asymptotic order of magnitude reasoning 
B. Selman and H.J. Levesque, Support Set Selection for abductive and default 
reasoning 
I? Haddawy, A logic of time, chance, and action for representing plans 
E Giunchiglia and P. Traverso, A metatbeory of a mechanized object theory 
