INTRODUCTION
In this paper we study the phase portraits of planar vector fields X of the form X(u) = Au +f(u) Bo,
where A and B are 2 x 2 matrices, det A # 0 and f: R* + [w is a smooth real function such that its expression in polar coordinates is f(r cos 8, r sin 0) = r"'(e) with D > 1 (note that if f is a homogeneous function then f(0) =f(cos 8, sin 0)). In this case we shall say that / is a homogeneous function of degree D. If f is such that f(Lx, Ay) = LDf(x, y) we shall say that f is homogeneous in the usual sense. This class of vector fields have been studied by C. Chicone [l] as an important extension of a less general class of quadratic vector fields considered by D. E. Koditschek and K. S. Narendra [3, 4] . There are two hypotheses Hi (i = 1,2), one for the matrices A and B, the other for the function j For a 2 x 2 matrix C let C' denote the transpose of C. Then, the symmetric part of C is given by (C), = &C + C'). If J is the sympletic 2 x 2 matrix (O -l , o ), then the hypothesis H, states that (JB), and (B'JA), are definite and have the same sign. Note that if these two matrices associated to X are definite with opposite sign, then the system -X satisfies hypothesis Hi. 90 We shall say that f is indefinite if f takes both positive and negative values. We shall say that f is definite if either f(u) > 0 for all UE I@'\ ((0, 0)} (positive definite), or f(u) < 0 for all UE R'\ ((0, 0)} (negative definite). We shall say that f is semidefinite if either f(u) 2 0 for all u E R2 and f(w) = 0 for some w # 0 (positive semidefinite), or f(u) < 0 for all u E R2 and f(w) = 0 for some w # 0 (negative semidelinite).
In what follows when f is definite or semidefinite we shall assume that f is positive, because when f is negative we can consider the vector field X(u)=Au-f(u)(-B)u instead of (1) . We shall say that vector field (1) satisfies hypothesis H, if f is either positive definite, positive semidefinite, or indefinite, and there exist a DOE ~2\{(oT w such that Tr B. f (uo) < 0, where Tr B denotes the trace of B.
We shall say that infinity is a repeller (resp. attractor) if it has a neighborhood on which each orbit in backward (resp. forward) time tends to infinity. System (1) will be called asymptotically stable in the large if every solution curve of (1) approaches the origin as t + +co.
The main results of this paper are the following theorems. THEOREM A. Assume that the vector field (1) satisfies hypotheses H,, H2 and that f is a definite ( >O) or semidefinite ( 20) homogeneous function. Zf a ) bi with b # 0 are the eigenualues of A, then the origin is the unique rest point, infinity is a repeller, and the following statements hold.
(i) Zf the origin is an unstable focus (a>O) then (1) has exactly one limit cycle which is hyperbolic and stable.
(ii) Zf the origin is a stable focus (a < 0) then (1) has no limit cycles, i.e., it is asymptotically stable in the large.
(iii) Zf the origin is a linear center (a = 0) then (1) has no limit cycles. THEOREM B. Assume that the uector field (1) satisfies hypothesis H, and that f is an indefinite homogeneous function. Zf a + bi, with b #O, are the eigenualues of A, then the origin is the unique rest point, infinity is a repellor, and the following statements hold.
(i) Zf the origin is an unstable focus (a > 0) then (1) has exactly one limit cycle which is hyperbolic and stable.
(ii)' Zf the origin is a stable focus or a linear center (aGO), f is homogeneous in the usual sense and D is odd, then (1) has no limit cycles.
(ii) Zf the origin is a stable focus (a < 0) then (1) has either two limit cycles (which are hyperbolic, the inner one being unstable and the outer one being stable), or one limit cycle (which is semistable), or no limit cycles.
(iii) If the origin is a linear center (a = 0) then (1) has either one limit cycle (which is hyperbolic and stable), or no limit cycles. THEOREM C. Assume that the vector field (1) satisfies hypotheses HI, H, and that f is a definite ( > 0) or semidefinite ( 2 0) homogeneous function. If the origin is a node, (i.e., A has real eigenvalues) then (1) is asymptotically stable in the large. THEOREM D. Assume that the vectorfield (1) satisfies hypothesis H, and that f is an indefinite homogeneous function in the usual sense. If the origin is a node, with equal eigenvalues then the origin is the unique rest point, it is an attractor, infinity is a repellor and (1) has either two limit cycles (which are hyperbolic, the inner one being unstable and the outer one being stable), or one limit cycle (which is semistable), or no limit cycles.
Theorems A, B, C and D will be proved in Sections 5 and 6. The generic case where the node has different eigenvalues has resisted our analysis.' Special subcases have been proved in Section 6.
If f is a homogeneous linear function (i.e, system (1) is quadratic) then Theorems B and D have been proved by Koditschek and Narendra in [4] and [3] , respectively. Statement (i) of Theorem B has been proved by Chicone in [ 11.
UNICITY OF THE RFST POINT AND CHANGES OF COORDINATES
In this section and in the next one we shall study some properties of vector fields (1) which are also valid for a more general class of functions f: That is, in these two sections f: R' ' -+ R will be a smooth function such that f(0, 0) = 0, and hypothesis H2 will be that f is positive definite, or positive semidefinite, or indefinite, and there exists QE R'\ { (0, 0)} such that Tr Blim,, +di f(rv,) = --co. Note that if f is a homogeneous function, the above condition is equivalent to Tr Bf(v,) < 0.
Let (u, v ) denote the usual inner product of u, u E R*. The following lemma is due to Chicone. The reader is refered to [ 1 ] for its proof. 
where
andv=(cos8,sin0). Proof Follows by direct computation. i
ASYMPTOTIC STABILITY IN THE LARGE
To study the behaviour of the vector field (1) near infinity we shall need some technical lemmas. Proof.
I
Note that det(X(v), Z(v)) = -r*U, where U is the angular component of (1 ), in polar coordinates; see Lemma 2.5.
By Lemma 2.4 we can assume that the vector field (1) has B = (2 -/) with d> 0. In polar coordinates the differential equations associated to the vector field L are i = cr, 4 = d. Let R be a ray in the plane emanating from the origin, p be a point of R different from the origin and Z denote the arc of the trajectory of L which starts at p, surrounds the origin and returns to qE R. Following [1, 4] , we define the snail S(R, p) as the bounded set of the plane whose boundary is the segment of R with endpoints p and q and the curve ZY See Fig. 1 . Proof.
By Lemma 2.4 we can assume that B = (2 Jo) with d> 0. Note that c = TrB/2. If we prove that there is a ray R such that for every p sufficiently large, the snail S(R, p) is positively invariant then the proof follows. By Lemma 3.2, it will be sufficient to prove that the flow enters into the snail S(R, p) through the segment with endpoints p and q.
Assume c >O. By hypothesis H,, there are U,,E R* and r0 sufficiently large such that if r>r, then, by Lemma 3.
Similarly, if c < 0 we may choose u0 and r,, such that if r 2 r,, then det(X(ru,), Z(ru,)) < 0. The result follows from Fig. 1 . m Remark 3.4. Assume that the vector field (1) satisfies hypothesis H,. Let R0 be a ray emanating from the origin. Using the same arguments given in the proof of Theorem 3.3. we have that if det(X(u), Z(u)). Tr B > 0 for all u E R,,, then every snail S(R,,, p) is positively invariant by the flow of (1); i.e., (1) is asymptotically stable in the large.
Assume that for the vector field (1) f is a definite or semidefinite (postive) function. Then, in hypothesis H, the condition f. Tr B < 0 is necessary to have a repellor at infinity, as the following examples show.
in which A and B satisfy hypothesis H,, Tr B = 2, f is x2 + y2 (resp. x2). From (2) the expression of this vector field in polar coordinates is V=fr+r3, U=l+r*(resp. V=+r+r3cos20, U=1+r2cos20), and infinity is an attractor. is an unstable focus, then the origin is the unique rest point of(l), infinity is a repeller, and there is at least one limit cycle surrounding the origin.
Proof: The proof follows from Lemmas 2.1 and 2.2, Theorem 3.3 and the Poincare-Bendixson theorem. 1
Note that by Lemma 2.3 it is not possible to assume in the hypotheses of Corollary 3.5 that the origin is an unstable node.
The following theorem gives sufficient conditions for system (1) to be asymptotically stable in the large. In the next section we will study the number of limit cycles of system (1) with the supplementary assumption that f is homogeneous. Without this assumption we can obtain examples of systems with an arbitrary number of limit cycles as the following example shows. (i) The subset K is the graph of the function rD = -RI/( fR).
(ii) At point PE K the vector field X points toward the origin and is tangent to the ray through p emanating from the origin.
Then, by Lemmas 2.5 and 2.6 we have V= -[ ((B'JA), u, v) r]/( (JB), v, v). The results follow from hypothesis H,. I
In the next lemma we study the form of the subset K. (ii) Zf y is a periodic orbit of (1) then y n K = a.
Proof
By Lemma 2.1 and 2.2 the unique rest point of the vector field (1) is the origin. So, if there is some periodic orbit it must surround it. Hence (i) and (ii) follow from the fact that the shadowed regions of (i) If K is not a simple closed curve surrounding the origin, then X has at most one limit cycle y and it is hyperbolic. Furthermore, y is unstable (resp. stable) zf a(y) R > 0 (resp. o(y) R < 0).
(ii) Let K be a closed curve surrounding the origin (so f is definite and the origin is a focus; see Remark 4.3). Let C, and C, be the bounded and unbounded components of W'\ K, respectively. Then (2) has at most two limit cycles y , c C1 and yz c C,, and they are hyperbolic. Furthermore, y1 is unstable (resp. stable) and y2 is stable (resp. unstable) tf a(yl) R > 0 (resp. o(Y,) R<O).
Proof (i) By Lemmas 2.1 and 2.2 the origin is the unique rest point of (2) . By Lemma 4.5 we can consider system (3) instead of (2) .
From Lemma 4.4(ii) 0 does not change sign over a component of R2\K in which a limit cycles can be contained. So, from Lemma 4.7, we have where x0 is the point of y that belongs to the positive x-axis. From Lemma
and hypothesis H,, (R'Q -Q'R)(v) = -((B'JA),v, v) is definite and it has the same sign as R(v) = -((JR), v, v )
. Furthermore, f > 0 or f 2 0. So h/(X,) > 1 (resp. ~1) when o(y) R>O (resp. CO), and every limit cycle of (3) must be hyperbolic and unstable (resp. stable). Hence, the limit cycle, if it exists, must be unique.
(ii) The pro o f f 11 o ows similarly to (i) by taking into account that the possible periodic orbits y, and y2 have opposite orientations. i
PROOF OF THEOREMS A AND B
We consider two cases. (i) By Corollary 3.5, system (2) has at least one limit cycle y. Suppose K empty. Since b > 0 and U = b + rDfR we have that R > 0. Therefore, a(y) R > 0 and, by Proposition 4.10(i), y is the unique limit cycle of (2) and it is unstable. But this is in contradiction with the fact that infinity is a repellor.
If K# 0 and f is semidefinite, then, by Proposition 4.10(i) the limit cycle y is unique. If K # 0 and f is definite then we are in the hypotheses GASULL, LLIBRE, AND SOTOMAYOR of Proposition 4.1O(ii). Since the origin and infinity are repellors, we obtain that system (1) has the unique limit cycle y which is contained in C, , and it is stable.
(ii) If K is empty, by Proposition 4.10(i), system (1) has at most one limit cycle and it is hyperbolic. So, since infinity is a repellor and the origin is an attractor, no limit cycle can exist.
If K # @ and f is semidefinite we can use the same arguments. Suppose K # @ and f definite. Since b > 0 and U = b + rDfR we have that R < 0. So, a(y) R < 0 and by Proposition 4.1O(ii) the possible limit cycle contained in C, will be stable. So it can not exist. The other possible limit cycle contained in Cz would be unstable, but this is in contradiction with the fact that infinity is a repellor.
(iii) In this case limit cycles can not exist. In fact if there were some limit cycles, by Proposition 4.10 they would be hyperbolic. Therefore, these limit cycles would persist for values of a < 0, small, but this is in contradiction with case (ii). 1
Case 2. f Is Indefinite
To prove Theorem B we shall need some preliminary results. Statements (i) and (iii) of Theorem B follows from Theorem 5.2 because all the limit cycles of (1) are hyperbolic and stable if a > 0 (h'(x) < 1 if h(x) = x). Now, we shall give a different proof of these two statements.
Proof of (i) of Theorem B. By Corollary 3.5 we know that system (1) has at least one limit cycle surrounding the origin. By Theorem 3.3 infinity is a repellor and by hypothesis the origin is an unstable focus. So, if there were two limit cycles, by Proposition 5.1, they would be hyperbolic and this is in contradiction with the behaviour of the vector field near the origin and at infinity. So, again by Proposition 5.1, the limit cycle must be unique and either hyperbolic or semistable. The local behaviours at the origin and at infinity imply that the limit cycle is hyperbolic and stable. 1
Proof of (iii) of Theorem B. By Proposition 5.1, if (1) has two limit cycles then they are hyperbolic. But this is in contradiction with the fact thatfor a > 0 and close to zero system (1) has a unique limit cycle (which is hyperbolic or semistable), or no limit cycles.
For system (3) we have that r = 0 is a limit cycle. From Lemma 4.6 it follows that h'(0) = 1 (because AS/& = 0 if a = 0 and r = 0). So x = 0 is a double zero of the function h(x) -x. Therefore, if (3) has a unique limit cycle this can no be semistable, because h(x) -x would have another double zero and h"'(x) would vanish at some point, in contradiction with the proof of Proposition 5.1. Therefore, if (3) has a unique limit cycle it must be hyperbolic and stable, because infinity is a repellor. 1
Examples of systems in the hypotheses of Theorem B(ii) and (iii) without limit cycles can be obtained easily from Theorem 3.6(i) and (iii). In order to give examples of these systems with limit cycles we need some preliminary results.
Let Z and J be the intervals [0, l] and [ -1, I], respectively. For the map h: Ix .Z+ Z we write h,(x) instead of h(x, a) and we say that h is a one parameter family of maps. (1) h, is a smooth function of both x and a (at feast C'), (2) 
Ix=o,a=o= 1,
Ix=o,u=o>O.
Then there are intervals (a,, 0) and [0, a2) and E > 0 with the properties below:
(i) $a~ (a,, 0) then h, has one repelling fixed point in (0, E), and the origin is an attracting fixed point;
(ii) if a E [0, a2) then h, has no fixed points in (0, E), and the origin is a repelling fixed point (see Fig. 3 ).
ProoJ Set g(x, a) = h,(x)/x -1. The zero set of g is the fixed point set of h in Z\(O). Since ag/aa I,=0,u=0=(d2/dxda)h,(x) ~X=O,o=O>O, the implicit function theorem implies that there is a smooth function a = f(x) such that 0 = f (0) and g(x, a) = 0 if and only if (I = f(x), restricting attention to some neighborhood of (0,O) E Ix J.
From ag/ax 1 r=O.u=O = fd*/dx* h,(x) 1 r=O,o=O > 0, differentiating g(x, f(x)) = 0, it follows that (df/dx)(O) < 0. This implies that the function a = f (x) defined on some interval [0, E) takes negative values on (0, E). The assertion that the fixed point YE (0, E) for the map h,-,,,(x) is repelling follows from the fact that h f(YJ(x) is a monotonic function on a neighborhood of x = 0. The monotonocity also determines the stability or unstability of the origin. 1 Remark 5.4. Changing one of the inequalities in hypothesis (4) or (5) of the above proposition changes the sign of (df/dx)(O) and hence reverses the roles of the intervals (a,, 0) and (0, u2). For instance, see Fig. 4 , where inequality (4) of Proposition 5.3 is reversed. where jpf(0) de = 1, f(t?) indefinite and 8 = tan-'(u,/u,).
We consider the vector X,(u) = Au *f(u) Bu. Then the following hold.
(i) There are intervals (a,, 0) and [0, a2) with the properties:
(1) if a E (a,, 0) then X, has exactly two limit cycles, the inner cycle is unstable and the outer stable;
(2) ifa~ [0, a,) then X, has a unique limit cycle which is stable.
(ii) There are intervals (a,, 0) and (0, a2) with the properties: (1) with two hyperbolic limit cycles.
Let X be a vector field of type (1) with exactly two limit cycles given by Proposition 5.5. We put B, = (I ;.') with c E [0, 11, instead of B and denote the new vector field by X,.. Since (B:.JA),v = (a -c) I and (JB,.), = -I, X, verifies the hypotheses of Theorem B(ii) for all CE [0, 11. By Theorem 3.6(i), X0 has no limit cycles. Since X, =X, the origin is stable and infinity is a repellor, we have, by Proposition 5.1, that there exists same CE (0, 1) such that X,. has a unique semistable limit cycle. 1
Note that Proposition 5.3 also gives examples of systems (1) with a unique limit cycle under the hypotheses of Theorem B(iii).
Proof of (ii)' of Theorem B. Assume a < 0. By using the same arguments as in the proof of Proposition 5.1, system (1) can be written like (5) is a solution too. This symmetry has already been used by Coppel in the study of a quadratic system (see [2] ).
By Lemma 2.5 and 2.6 and hypothesis H, A(0) = -Df '/b((B'JA), u, u) ((JB), u, u) 2 0. So we can apply Lemma 4.9(i) to (4) . We obtain that this system has at most three solutions p(B) > 0, p = 0, -p(B + n) < 0 such that p(O)=p(27r). Hence system (5) has at most one postive solution such that r(0) = r(2n) and therefore system (1) has at most one limit cycle. Assume that this limit cycle, y, exists, so by (ii) of Theorem B it must be semistable. Now we take a new system of coordinates in which A= 0 -(2 + 62)]'2 (a2 + h2p2 2u ! together with the new time ti = (a* + b2)l12 t. In these new coordinates system (1) becomes i= -y+f(x,y)B,, j=x+a'~+f(x,y) B,, where a' = 2a(a* + b2)-'I2 and B( ",) = (2).
Consider now the system 1= -y +f(x, y) B, = P, j = x + (a' -E) y + f(x, y)(B2 +EB,) = P,. Let 0(x, y, E) denote the angle of the vector field (P, P,) with the x-axis, which is given by 0(x, y, E) = tan'(p,/P).
So since the vector field (P, P,) with E > 0 sufficiently small, points toward the exterior of y at most points of y not on P = 0. By taking E smaller if it is necessary, we know that for the vector field (P, P,) infinity is a repellor and the origin is an attactor. Hence by the Poincare-Bendixson theorem we can construct examples with at least two limit cycles and this is in contradiction with the existence of at most one limit cycle for system (1) .
Assume a = 0. By (iii) of Theorem B the unique possibilities are that there exists either one hyperbolic limit cycle, or no limit cycles. If a limit cycle exists for a = 0, then for a < 0, sufficiently small, there must be two limit cycles. This, however, is not possible by the reasoning above. [
PROOFS OF THEOREMS C AND D
We follow with the same structure of Section 5. Case 
f Is Definite or Semidefinite
Proof of Theorem C. By Lemma 2.3 the origin is a stable node, and by Theorem 3.3 infinity is a repellor. Assume that y is a limit cycle of (1). Then, by Proposition 4.9(i), y is the unique limit cycle of (1) and it is hyperbolic. But this is in contradiction with the behaviour of the vector field at the origin and at infinity. 1
Here ends the proof of Theorem C. The next proposition gives us sufficient conditions for the origin of (1) to be asymptotically stable in the large. (ii) If the canonical form of A is A, system (1) has either two limit cycles (which are hyperbolic), or one limit cycle (semistable), or on limit cycles.
Proof
By Theorem 3.3. infinity is repellor.
(i) By Lemma 2.4 we assume that A = A,. From (2) it follows that 4 = r"fR. Since f is indefinite, there exist radial solutions and the system has no limit cycles. So we are done.
(ii) By Lemma 2.4 we assume that A = AZ. In (2) we have that Q' = a sin 8 cos 8 and R' = -sin2 0. By Lemma 4.5 plus a change of t by -t we obtain V= -D(rQ' + r*fQ), U = -(R' + rfR).
Note that K is the union of sectors of types (a), (b), (c) and (e) (see Fig. 2 ). If K has some sector of type (b) then 0 = 0 and 8 = rt belong to K, so in this case and in the case in which K has some sector of type (e). Lemma 4.4(i) implies that (1) is asymptotically stable in the large. If D is odd then, by Proposition 6.1, the same holds. So, we can assume that D is even and all the branches of K start and end at infinity. Hence, in the component of IX'\ K which contains the origin 4, i.e., the angular component of the field, is positive.
Note that Q', Q, R', R are periodic functions in 8 of period K. Since D is even, also f is a periodic function in 8 of period rc. Therefore, we can define the Poincare map h(x) from 9 = 0 to 8= rt. For this Poincare map we obtain the same results as those given in Lemma 4.6 putting rc instead of 2~. We remark that h(x) = -x if and only if the orbit through x is a periodic orbit. If we define h(0) = 0 then the Poincare map is continuous at the origin.
By calculations similar to those in the proof of Proposition 5.1 we obtain a3S 6Df 2 sin2 OR(R'Q -Q'R) p= (R'+ rfR)4 ' By using arguments similar to those in Proposition 5.1, the result follows. 1
The following proposition will provide us with examples useful in the proof of Theorem D. then system (1) has exactZy two hyperbolic limit-cycles.
-(ii) If a = --a then system (1) has exactly one Proof. Since a < (1 -&)/2, (JB), = al, and -a'2 > a-a' ' semistable limit cycle.
