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The increased popularity of electric vehicles and e-mobility among the people, have
encouraged many automotive companies and research organisations to develop good
strategies for drivetrain designs involving batteries. As seen in the department of Al-
ternative Powertrains research is carried out on hybrid fuel cell and electric vehicles.
This thesis deals with the development of lithium ion battery model for electric vehicle
simulations. A novel approach using black box modelling is developed for development
of battery model using only the available battery measurements.
Furthermore, a measurement test strategy is formulated providing the process direction
and measurement parameters to be considered. Developed battery model provide voltage
estimates for given Charge rate,temperature and State of Charge (SOC). The comparison
of experimentally obtained and model estimated values. The model developed has a very
good accuracy in estimation.
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Chapter 1
Introduction
One of the most widely discussed and debated topics during the 21st Century was the
surging global warming levels and ways to combat their impediment. For long the
hydrocarbon-based vehicles have been one of the major contributors to the increasing
levels of greenhouse gases like carbon dioxide, sulphur, carbon monoxide and other
pollutants in air and for the rapid degradation of global climatic conditions, thus affecting
the quality of life [9]. Therefore the need to develop more eco-friendly vehicles has
transpired and is currently more vigorous and imperative than ever when the goal is to
rebuild a healthy environment. This has challenged the automotive sector to research
on alternative source based transportation. The hybrid technology and full electric are
believed to be one of the most suitable counteractive measures to challenge this problem.
”Germany has set itself the goal of becoming the market leader and provider for electric
mobility by 2020 as part of its long-term zero emission mobility vision” [10]. In the
recent years e-mobilty has been the trend among the public, many automotive OEMs
have adhered to the rising demands and have released multiple variant vehicles globally,
the industry which is now majorly dominated by Renault-Nissan, Mitsubishi, PSA,
Chevrolet, Toyota, Tesla, BMW and Daimler. Currently, the popularity of the electric
vehicles has increased as this can be seen from the bar charts Figures 1.2 the overall
global sales scenario during the years 2010 to 2015 which shows the upward trend all
the time, and 1.1 provide the brief overview of the sales of electric vehicles in Germany
during the years 2010-2015, it is clearly seen that people are more aware now than before
and the demand for EVs and HEVs has increased.
1
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Figure 1.1: Plug-in Electric vehicles
Registrations in Germany during the
year 2010 - 2014 [1]
Figure 1.2: Global Plug-in EV an-
nual sales 2011-2015[2]
There are some striking advantages to utilising electric power-drives compared with
conventional internal combustion(IC) engines for automotive applications. The first ad-
vantage is that electric drives can attain much higher energy efficiencies than IC engines
(i.e. energy or capacity utilisation to throughput conversion is higher in electric vehi-
cles). ICE engines fundamentally have an higher limit on the energy conversion efficiency
attributed to the laws of thermodynamics. The second advantage is application of re-
generative braking, where the system is equipped with a rechargeable battery capable
of harnessing the dynamical energy of motion by converting it into electricity, which
increases the energy efficiency [11]. The acceptance and popularity of hybrid electric
vehicles, fully electric vehicles have led to new electric energy storage issues. A suit-
able source of energy storage would be batteries or capacitors. Currently the storage
capacities of batteries are much higher than capacitors and super capacitors. The most
suitable choice would be batteries. However, there are number of uncertainties and open
ended questions that are to be investigated in order to be fully functionally acceptable.
The main challenges for many kinds of the battery cells at present is the energy supply
and efficiency is not very high as per expectations and the battery pack weight is also
comparatively high 1.1. Although there are several developments for high performance
lithium ion batteries, many concerns yet prevail such as safety concerns. There are
chances of batteries exploding if advised temperature and potential limits are not met
or taken care off. Hence for effective application of lithium batteries and to have their
considerable performance for the electric vehicles (EVs), it is necessary to have battery
design models along with EV simulation designs. They also assist in the study the power
demands and other electric drivetrain requirements.
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Table 1.1: Comparison of specific energy and energy density if different materials
Energy Source Source type Specific Energy
(MJ/Kg)
Energy Density
(MJ/L)
Diesel Chemical 48 35.8
Gasoline Chemical 46.4 34
Lithium Ion type Electro Chemical 0.36-0.875 0.92.63
Nickel Metal Hydride Electro Chemical 0.288 0.5041.08
Lead-acid Battery Electro Chemical 0.17 0.56
1.1 Motivation
At the Technische Universitt Chemnitz the department of Advanced Powertrains (ALF)
conducts research in the field of electromobility with a focus on fuel cell power trains.
Although speaking of fuel cell power trains, they are hybrid powertrains involving high
performance battery systems. Thus batteries share an important role in fuel cell hybrid
vehicles as drive train component which are to be taken into account for every fully, hy-
brid or more electric drive train design consideration. It is now important to understand
the battery behaviour and operation. As battery operation is a part of the drivetrain
simulations of hybrid fuel cell and electric vehicle design simulations. Battery simula-
tions are also important for a reason that testing on real battery every time for drivetrain
design proves very expensive in efforts, cost, energy and resources. The motivation is to
provide a method to obtain a model especially suitable for concept simulations with the
above mentioned properties.
The conventional electrochemical [12] or physics based approach [13] is too complex for
a reason it relies mostly on electrochemical parameters, hence in this thesis a trade off is
made over actual physical behaviour and complexity in computations. The approach to
be considered in this work shall be a black box type of data based modelling, where the
focus is mainly in achieving the battery characteristics using state of the art machine
learning approaches for building a model, specifically concentration is laid on support
vector machine, and neural network based models. The focus of this work will be to
develop a battery model in Matlab/Simulink based on measurements performed at ALF
and by other institutions. This battery model shall represent not only the static but
also the dynamic electric and thermal behaviour of the cell. According to the chosen
data processing method rules for the measurement shall be derived.
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1.2 Objective of the thesis
The thesis mainly focuses on developing a data driven lithium ion dynamic model. It
has been largely seen that many battery simulation models were based on electrochem-
ical methodologies involving electrolyte concentration parameters, current densities at
the electrodes of the battery and many other electro-chemistry parameters being imple-
mented for battery simulation , the equivalent circuit based simulation models where
analysis of large signal frequency domain parameters like impedance, frequency spec-
trum and other parameters related are simulated, while we are using classical data
based approach but state of the art methods for establishing relationship between ter-
minal voltage and other assisting input parameters for a battery.
Currently a look-up table based model is being used for simulation. Although it is easy,
efficient and simple to use, there some concerned points such as accuracy, dependence
on large amount of data always for estimating new results, and involves bigger data set
to be carried always.
In this thesis Support vector regression based model is developed and compared with
other equally powerful, and capable approaches like Neural network and polynomial
regression. Furthermore comparison of estimation accuracy of different SVM Kernels
for nonlinear function estimation are also discussed. The Figure 1.3 provides a brief
insight of the process and method undertaken to realise the thesis objectives.
Figure 1.3: Block diagram describing the different processes involved in the project
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1.3 Organisation of the Thesis
As mentioned in earlier section the prime focus of the thesis was to implement a data
driven lithium ion battery model for simulation, which includes the temperature depen-
dency and dynamic characteristics of the lithium ion battery. As part of measurement
process it is vital to know different measurement scenarios to yield optimal results. This
thesis also focused on formulation of procedure for different measurements and condi-
tions necessary to optimally characterise the lithium ion battery behaviour
• Chapter1 A brief introduction of current scenario of vehicles in general, and need
for electric vehicles is provided. The motivation behind this proposed approach of
battery simulation model is briefly discussed.
• Chapter2 The necessary literature background to get into the topic, a brief outline of
battery basics and specifications are given. The current state of the art approaches
in battery modelling technology and data based approaches available to realise the
battery model.
• Chapter3 In this chapter the proposed concept for realisation of dynamic battery
model is outlined.
• Chapter4 This chapter provides the necessary theoretical background for regression
analysis, and its usage in modelling. Also the databased approaches adapted in
this work Support Vector regression, Nonlinear regression using Neural Network
and Polynomial regression are extensively explained in this chapter.
• Chapter5 In this chapter the implementation procedure of the thesis is outlined.
Measurement data handling and conversion, different data pre-processing steps,
State of charge determination, data analysis and data modelling techniques used
and measures for comparison of the techniques are discussed in detail.
• Chapter6 Formulation of battery test measurement scenario to extract required bat-
tery parameters for effective simulation.
• Chapter7 This chapter outlines the tests and analysis performed on the models im-
plemented.
• Chapter8 This chapter discusses the summary and future outlook.
Chapter 2
Battery Basics and Trends in
Battery Models for Simulation
In this chapter before discussing the state of the art technologies or models for simulation,
the basics behind lithium ion battery operation and specifications of a lithium ion battery
are introduced. For a good simulation of the battery it is important to understand
the underlying working operation, environment, the characteristic nature and factors
influencing the result. It makes it easier to relate to the terms used in the state of the
art models and further the operation of the battery.
2.1 Basics of Lithium Ion Battery
Lithium ion batteries is a general term that covers all kinds of batteries where the
exchange species between the two different electrodes is the lithium ion - Li+. Batteries
are commonly classified into two categories, being the primary and secondary batteries.
Primary batteries refer to batteries that are used only once for being discharged. On
the contrary, secondary batteries have the possibility to be used several times because
of their ability to be recharged. A battery is potentially rechargeable when the chemical
reactions that take place at both electrodes are at least partially reversible. In that
case there are neither side reactions leading to electrochemically inaccessible phases nor
significant losses of mechanical stability [14]. Indeed, even for rechargeable batteries, the
electrochemical reactions are not completely reversible due to unavoidable irreversible
6
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processes that further lead to capacity fade under battery cycling. But, differently
from primary batteries, secondary batteries are easily and safely rechargeable over many
charging and discharging cycles before they get deteriorated. Increasing the number of
possible cycles is nowadays a big concern on the route to improve the battery life time.
Compared to other battery systems, lithium ion batteries present many advantages
inherent to the properties of the lithium element which is both the most electropositive
and lightest metal. Indeed, lithium ion batteries generally deliver a high electrode
potential. But, the most relevant advantage of these batteries over other battery systems
are their elevated energy density, as illustrated in Figure 2.1, which allows for integrating
high energy amounts into small electronic devices.
The energy density of lithium-ion is typically twice that of the standard nickel-cadmium.
There is potential for higher energy densities. Due to a very high thermodynamic voltage
of Lithium batteries, they possess very high specific energy and specific power. Ithas
half the weight and 50 to 80% the volume compared to compared to the same capacity
nickel-cadmium (Ni-Cd) and nickel-metal-hydride (Ni-MH) battery. The Ragone plot
Figure 2.1 below gives the Specific energy vs Specific power comparison between different
battery types. the Ragone plot here captures the amount of energy the battery can
provide at the power which uses the energy. It is evident from the Ragone plot Figure
2.1 compared to other batteries lithium ion battery has longer power for certain energy
which is comparatively higher than its other counterparts.
Figure 2.1: Comparison of specific energy of different battery types[3]
Despite the advantages there are some known challenges in lithium ion batteries. They
are highly volatile in nature due to their chemical configuration. The table 2.2 below
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provides a detailed comparison between different electric batteries available in the mar-
ket. Development of an efficient and safe battery management system will provide a
great boost to the hybrid automobiles, plug-in hybrid electric vehicles and hybrid fuel
cell electric vehicles. Table 2.1 provides a brief comparison of properties of different
types of batteries available in the market. It is clearly seen the Lithium Ion batteries
have great prospects as a replacement to other batteries in electric automobile industry.
Table 2.1: Comparison of properties of different battery types [6]
Lead
Acid
NI-Cd NI-MH Li-ion Li-Poly LiFe
Voltage 2V 1.2V 1.2V 3.6-3.7V 3.6-3.7V 3.3V
Energy Density
(Wh/Kg)
35 45 70 165 110 100
Cycle Life 400 500-
1000
400-
1000
300-
1000
300-
1000
>1000
Life (Yrs) 1 2 2 1+ 1+ 3
Self Discharge
Rate (%/mo)
10 % 30 % 30 % 3 % 3 % 3 %
Charging Time 8hrs 1.5hrs 4hrs 2-6hrs 2-6hrs 1-3hrs
Safety No
BMS
Good Good Poor Average Good
HighTemp Per-
formance
Good Good Good Average Average Good
ColdTemp(0◦C)
Change
Good Fair Fair 0-45
degC
0-45
degC
0-45
degC
ColdTemp(0◦C)
Discharge
Good Good Poor Average
- Good
Average
- Good
Good
Memory Effect No Yes Little No No No
The major challenges associated with using lithium-ion polymer batteries include:
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Thermal Runaway It is a situation where the temperature within the battery gets
unreasonably high due to internal short circuit or increased power consumption.
Also exothermic chemical reactions are known to occur causing violent reaction
when the temperature reaches close to the melting point of the metallic lithium.
Overcharging and discharging: The amount of charge in a lithium ion battery must
be maintained within a certain range during its operation. Charging/Discharging
the battery outside this range tends to reduce the lifetime of the battery.
Equalization: The lithium ion batteries when connected in series or parallel tend to
charge/discharge at different levels leading to unequal charge in the individual
batteries. Hence there is a tendency to overcharge or discharge outside the safe
operating range.
Ageing effects: A lithium ion battery does not exhibit static behaviour over its life-
time. The performance parameters of the battery tend to change as a function of
time. Thus to overcome the above challenges use of Battery Management System
becomes necessary very much.
Also Lithium-ion polymer batteries have certain safety and standard testing protocols
which have to be followed
The advantages and disadvantages of lithium ion battery are briefly highlighted in the
table below in the table 2.2
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Table 2.2: Advantages and Disadvantages of Lithium Ion Battery Technology[4]
Advantages
High per cell voltage compared to other metal type cells
Immune to leaks, as electrolyte is not water.
Very high energy density for among the batteries of similar class types.
Negligibly small self discharge rate
Very high coulombic efficiency, means less energy lost during or charge cycles.
No memory effect.
Disadvantages
Susceptible to high temperatures
Need supervision for over-potential charging or under-potential discharge
Need for protective circuitry
possible venting and possible thermal runway when crushed
Unsafe to charge under 0C
2.2 Lithium Ion Battery Electrochemistry
In this section, we briefly review some basics to understand how a lithium battery, works.
A battery is a device made, in the most simple case, of two different electrodes, the
anode and the cathode, that are not directly in contact, but immersed in an electrolyte
solution or embedded into an electrolyte material and connected to an external circuit
by an electrical conductor. By definition, the electrode exhibiting the highest electrode
potential or Fermi energy before battery discharging is called the anode, the other one
being referred to as the cathode.
During discharging, lithium ions move from the anode to the cathode whereas, during
charging, they move back from the cathode to the anode. During the discharging, the
battery delivers a current and hence furnishes to the external circuit electrical energy
obtained through conversion of stored internal chemical energy present in the battery.
The delivered current is a transport of electrons e- from the anode to the cathode that
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is correlated with a transport of lithium ions Li+, also from the anode to the cathode.
At the anode, lithium atoms are oxidised
Li Li+ + e–
and, at the cathode, the electrons and the lithium ions that have been transferred
from the anode via the external circuit and the electrolyte, respectively, are recombined
together by reduction
Li+ + e– Li
The general movement of electrons and Li-ions in a typical Lithium Ion cell can be seen
in Figure. 2.2
Figure 2.2: The flow of ions in an lithium ion battery [4]
As schematically sketched in 2.3, the lithium ion transfer from one medium to the other
is allowed only if their energy is minimised at each of these transfers.
Unfortunately, the transport of electrons and lithium ions from the anode into the cath-
ode does not occur without energetic losses that may have different origins 2.3 like
chemical side reactions, bulk and inter-facial resistances of both electrodes and elec-
trolyte, inelastic electrode deformations due to the lithium intercalation and release.
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Positive : LiMO2
charge−−−−−−⇀↽ −−
Discharge
Li1−xMO2 + xLi
+ + xe−
Negative : C + yLi+ + ye−
charge−−−−−−⇀↽ −−
Discharge
LiyC
Overall : LiMO2 + (x/y) C
Charge−−−−−−⇀↽ −−
Discharge
(x/y) LiyC + Li1−xMO2
Figure 2.3: Electrode reactions in general Li Ion Cell [4]
Throughout this work, these non-reversible processes that all may induce battery ca-
pacity fade will be neglected and the transport of electrons and lithium ions from the
anode to the cathode is assumed to be reversible
2.3 Battery Specifications
2.3.1 State of Charge: SOC
It is the actual condition of the battery at given time instant based on which maximum
charge could be drawn and utilized. Generally expressed as percentage of maximum
capacity [15]. General expression for SOC can be seen in equation 2.1. In the figure
SOC(t) = SOC0 − 1
η ∗ Cnom
∫ t
0
I(t) dt (2.1)
The parameters mentioned in the equation 2.1 are SOC(t) is state of charge at time
instant t, SOC0 is initial or full charge SOC, Cnom is the nominal capacitance of the
battery, and I(t) is the instantaneous current and it is positive for discharging and
negative for charging. η is the Coulombic efficiency of battery
Coulombic efficiency (expressed as a percentage) η in can be defined as the ratio of
charge extracted Qout during the discharge phase to the charge supplied or pumped into
the battery Qin the equation for the same can be seen below in 2.2. In general terms it
provides a measure analogous to power throughput for engines, it provides us the ability
of a certain battery to discharge for the amount of charge restoed.
η =
Qout
Qin
, (2.2)
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2.3.2 Open Circuit Voltage
The Open circuit Voltage (OCV) alone can provide essential information about the
system under test. For Lithium Ion Batteries, the OCV is the key quantity to determine
the State of Charge (SOC) of the cell, given it is in steady state. The accuracy hereby
strongly depends on the characteristics of the voltage over OCV curve.
2.3.3 Nominal Capacity: Cnom
The total Amp-hours available when the battery is discharged at a certain discharge
current (specified by C rate) from 100% SOC to the cut-off voltage. Capacity is the
product of discharge current(in Amps) and time taken to discharge (in hours) [15].
2.3.4 State of Health: SOH
State of Health (SOH) is the measure that reflects the general condition of the battery
and its ability to deliver at the specified performance in comparison to the fresh battery.
2.3.5 Nominal Voltage: Vnom
The reference voltage or the indicated battery voltage. The nominal voltage must be
lower than the rated voltage, so that there’s a satisfactory margin of safety.
The Figure 2.4 shows, different characteristic voltages of the battery, the losses involved
in the battery and the regions under the discharge curve. The region between the end
of exponential voltage and end of nominal voltage is considered to be feasible operating
range of the battery i.e approximately between 80% SOC to 20% SOC of the battery.
The range values can be different for different battery types.
2.4 Quantification of Dynamic and Thermal issues in the
Battery
In this section a brief overview of different issues pertaining the Dynamic, thermal
characteristics of the battery are discussed. The chapter is divided into 2 folds, In
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Figure 2.4: A general discharge curve of LIFePO4 illustrating some characteristic
parameters
the first section dynamic characteristics of lithium battery is explained, second section
covering thermal issues.
2.4.1 Dynamic Characteristics
A number parameters affect batteries dynamic response characteristics, the current re-
sistance charge demand voltage are all basic inherent parameters, parameters such as
polarisation, capacitance, effects are other such parameters affecting the response some
of the effects seen are
Rate capacity effect : When the discharge rate or charge rate increases the available
battery capacity decreases, this is seen when batteries are discharged or charged at high
rates.
Relaxation effect : After the discharge period of the battery, when battery is under
rest. There is a recuperation of charge that is observed in batteries. This effect is known
as relaxation effect. This makes a notable contribution in battery modelling.
Polarisation: In batteries generally polarisation is referred to an effect that reduces
the battery performance. This a electrochemical phenomenon, there are two types of it
activation and concentration.
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2.4.2 Thermal Characteristics
In general, temperature affects several aspects of a battery including:
1. Operation of the overall battery system;
2. Battery’s all round efficiency;
3. Energy and Power capability
4. Battery Reliability
5. Shelf life and cycle cost
The decrease of temperature gives rise to a consistent increase of total polarization
resistance as well as the ohmic resistance.This is due to the fact that more energy is
necessary to move electrons at suboptimal temperatures. The characteristic shape of
the impedance curve modifies, indicating a different temperature dependence of the
underlying loss mechanisms. The reversible part of the heat generated due to charge
transfer reactions at the interfaces is neglected. This heat is proportional to the quan-
tities which are not known for the LixC6/LiPF6/LiyCoO2 system and are expected to
be small. Therefore, it can be concluded that the battery temperature impacts battery
performance and thus vehicle performance as well.
2.5 Battery Management System
The Battery Management System is the brain of the battery pack, taking information
from the various sensors within the pack as well as external data from the vehicle,
running control algorithms using that data, and issuing control commands to actuators
within the pack and performance data back to the vehicle. Using state of the art
micro-controllers and ASICs, we are able to provide highly redundant, safe control of
the battery functions. The following figure 2.5 provides different aspects involved in a
Battery Management System.
Battery Management System (BMS) is an Electronic Control Unit comprising of Hard-
ware and Firmware controlling different functions of the Battery system. Some of the
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Figure 2.5: Different functions of a battery management system[5]
main operations include Monitoring battery activities, providing safe or tolerant oper-
ating range for the batteries, Thermal management, Communication with other vehicle
systems associated with battery system, Fault detection and Fault tolerant operations,
and other important functionality. This will be of high importance in automotive and
avionic applications because of the harsh working environment. As well for individual
cell protection, the automotive system must be designed to respond to external fault
conditions by isolating the battery as well as addressing the cause of the fault [16]. A
battery Management system must also be rapidly receptive and be Real Time, due to
the prodigality of other applications associated with the BMS.
A simple schematic of the Battery Management System is provided in Figure 2.6 above
which gives a brief picture of different subsystems interacting with other subsystems.Further
research and work is being carried out to develop a robust BMS to be deployed in Electric
vehicles.
Some of the critical tasks of the battery management system
SOC Estimation State of Charge estimation is one of the primary tasks of battery
management systems (BMS) where the state of charge (SOC) of each of the indi-
vidual cells within the battery pack has to be estimated accurately. The estimation
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Figure 2.6: Schematic of general Battery Management System
is usually done in terms of percentage where 0% indicates empty and 100% indi-
cates full. It indicates the amount of charge or energy present in the cell to do
some useful work. The estimation is usually done using an algorithm considering
some physical parameters of the battery.
Some of the existing state of charge determination methods are briefly tabulated
in a table below 2.3. The table 2.3 outlines the advantages and limitations of
the battery SOC estimation approaches, it also provides information on input
parameters that are required. It would be necessary for future simulations
Available Power Estimation Another important task of a BMS is to estimate the
maximum available discharge and charge power and make it reliable over whole
range of SOC estimation, these estimations are made considering the initial SOC,
temperature and the response of the equivalent battery model. In paper [17]
Plett mentions that an Extended Kalman Filter (EKF) algorithm can be used to
compute the maximum charge or discharge limit of the battery. Within which the
vehicle can safely extract a constant power over a predefined interval of time to do
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some work without causing the battery to over-charge or discharge. Over a period
of time this might result in deterioration of battery performance or in worst case
hazards like explosion.
Cell Balancing Cell balancing is one of the complicated and important tasks of a
BMS. The battery packs are composed of individual cells connected in series to
provide high current or in parallel for high voltages. The main objective of cell
balancing is forcing all the cells within the battery pack to have an identical SOC.
There are various factors which are responsible for creating an imbalance within
the battery pack. The predominant factors include columbic efficiencies and aging
effects which result in SOC of each of the individual cells within the pack to go
out of sync overtime. The charging and discharging capability of the pack reduces
as one or more cells have a higher or lower SOC compared to each other. In
extreme cases the battery pack can neither be charged nor discharged completely
in its permissible operating range due to the high disparity between the SOC of
the individual cells.
SOH estimation and Lifetime In Hybrid Electric Vehicles (HEVs) the state of health
(SOH) of a battery is one of major parameters which has to be monitored con-
stantly. The BMS system runs a continuous diagnosis on the cells within the
battery pack to observe a set of scenarios. It compares whether the voltage, cur-
rent and temperature levels of the cells in the pack are at intermediate levels or
fluctuating from one another with a certain non-permissible margin. SOH estimate
is complex in the sense that the BMS has to constantly look for cells with above
or below SOC design limits and their respective self-discharge rate to be within
an acceptable limit bound. The BMS must also consider factors like fading of
cell capabilities and internal resistances of each of the cells and compare them to
minimum acceptable values which are predefined within the BMS algorithm which
serves to identify which of the cells within the pack has to be replaced.
However, the entire battery pack has to be replaced when the battery is no longer
producing the expected performance. The lifetime of the battery can be improved
by using an efficient data based BMS algorithm like Extended Kalman Filter,
Neural networks, and Support Vector Regression. The BMS in order to increase
the lifetime of the pack should be able to estimate the various parameters of the
battery. It has to adapt itself to the changing cell characteristics and predict
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by training the algorithm by previous measurements. As the estimation of the
parameters during the course of the battery life becomes more accurate, the energy
stored within the battery can be utilized more efficiently.
2.6 Factors Affecting Battery Models
The basic requirement of batteries in electric vehicles is to supply the energy for vehicle
propulsion in portable form. There are many types of rechargeable batteries that are
available for energy storage in a car such as Lead acid, Nickel cadmium (NiMH), Sodium
Sulfur (NaS) and Lithium ion (Li-ion). Battery selection process involves taking into
consideration the various properties of the batteries including specific power, specific
energy and cycle life. The weight of the battery has considerable impact on the perfor-
mance of the vehicle and hence it is desirable to have light weight batteries with high
energy storage capacities. Lithium ion polymer battery belongs to a class of recharge-
able batteries that use lithium as the active element. They have high energy to weight
density, ease of molding into different shapes, eco-friendly, minimal self-discharge and
are light weight compared to other battery chemistries. Lithium-ion batteries are the
most economically friendly batteries as they contain minimal harmful elements when
disposed. These characteristics make them an attractive technology for use in electric
and hybrid electric vehicles.
2.7 Background for Battery Modelling and Electric Vehi-
cles
Electric vehicles are endorsed to be the cars of the future for their highly productive
operation, negligible emission of pollutants (mostly in form of heat and waste energy),
they are silent and save lot of resources, whilst depending on renewable source of power.
Although they are or could be best in the automotive market, Electric Vehicles have
some demanding issues which are to be addressed. Of them the important challenges
being finite driving range, long charge duration and high cost. These challenges are by all
means related to the battery-pack of the car. In order to have a certain plausible driving
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range and have an acceptable power efficiency for the speed variations and different
terrain requirements, the battery-pack must contain enough energy.
In comparison to the conventional Internal Combustion Engine (ICE) vehicles, there
are multiple electrical components used in electric vehicles some of them are motor
and engine control units, continuously variable electric transmission and other relating
electronics. Alongside these components and earlier mentioned electrified drive-train
components like transmission systems, and brakes in electric vehicles, conventional ICE
systems and Hydraulic systems may still be present in Hybrid vehicles (HEVs). In order
to ensure a very good performance and efficient usage of battery, a robust battery system
is necessary.
Hence the importance of battery simulation model in HEV, and EVs is to understand the
power demands of each of the above mentioned systems an overview of the importance of
battery for these models is shown in Figure 2.7. Hence to have a seamless electric drive-
train simulations it is important have a good battery simulation model before capable
of simulating dynamic response, temperature effect and charge demand effects.
Figure 2.7: An overview of batteries role in HEV and EVs
For the electric vehicles it is very much necessary to have a good design model of the
EV and battery pack, in order to be able to estimate the energy consumption (Gao
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et al.[18] , 2007; Mapelli et al [19]). An electric vehicle design is very complex as it
has to associate with different components, such as transmission system, electric motor
(stator and rotor), automotive power electronics, and battery-pack system. Each of
these components must be designed with a lot of attention and care. The design of
these components is a difficult job, as the parameters of one component affects the
power levels of another.
Most widely used approach in battery modelling is to use experimentally determined
coefficients and electrochemical equations based on battery OCV (open circuit voltage),
internal resistance, discharge current, and SOC (state of charge).
2.8 Literature Review of Battery Models
In this section a brief overview of some basic battery models and state of the art dynamic
and thermal battery models are discussed. The battery modelling can be coarsely cate-
gorised into 3 groups Electrochemical models, Equivalent Circuit and Impedance based
models and Data driven models. A trial-and-error determination of battery design pa-
rameters and operating conditions is inefficient, which has motivated the use of battery
models to numerically optimize battery designs [20].Simulation time plays a role in de-
termining the use of these models in various applications, and high simulation times
have limited the application of battery optimization based on physics-based models.
Mathematical models for lithium-ion batteries vary widely in terms of complexity, com-
putational requirements, and reliability of their predictions (see Figure. 3). Including
more detailed physico=chemical phenomena in a battery model can improve its predic-
tions but at a cost of increased computational requirements.
2.8.1 Mathematical Models and Electrochemical models
Electro-Chemical Models (ECM) or physics-based models can capture the electrochemi-
cal reactions using partial differential equations (PDE). This type of model links physical
parameters to internal electrochemical dynamics of the cell allowing trade off analysis
and high accuracy.
Battery Basics and Trends in Battery Models for Simulation 23
Shepherd model, one of the earliest mathematical based battery model to be devel-
oped. Shepherd et.al. very well coined the relationship for battery terminal voltage
in terms of current, internal resistance and resistance. This laid the basis for further
developments of mathematical model, the equation or the relationship can be seen in
equation 2.3 and sometimes 2.4. The model was developed considering the electrochem-
ical activity between the electrodes and electrolyte, under some of the approximations
and assumption that
1 The cell is discharged at a constant current.
2 The polarization is a linear function of the active material current density
This model is applicable to almost all battery types provided the constant factors are
known.
E = E0 −K · i
(
Q
Q− it
)
−Ni−A ·
[
exp
(
−B
Q
· it
)]
(2.3)
where E is the Cell terminal voltage during discharge,E0 is the Open Circuit Potential
in V, Q being Nominal Capacity of the Battery Cell or the amount of , i the current
flow across the battery, t is the Time instant, A is the Numerical value of ∆e at (it) = O
(v),K is Coefficient of polarization in ohm, and B a dimensionless constant parameter.
also inferred by
E = E0 −
(
K
SOCK
)
−Rik (2.4)
where R is the internal resistance of the cell and SOCk is the state of charge at k
th
instant.
Nernst model [21] is another traditional and conventional method to represent elec-
trochemical potentials in electrolyte and is given by equation 2.5
E = E0 −K · ln
(
SOCK
1− SOCK
)
−Rik (2.5)
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The drawback of shepherd model is that it causes an algebraic loop phenomenon. The
mathematical model represents the battery behaviour almost exactly, however during
no load conditions and battery is completely discharged, the nonlinear voltage using
polarization parameter K tends to increase back to initial open circuit voltage (OCV -
E0, as soon as load is connected the voltage abruptly falls, this somehow causes algebraic
loop [13]
Exhaustive mathematical approach are essential to the design and understand the com-
plex nature of systems such as lithium ion batteries. In [[22] Marc Doyle and John
Newman] the authors design and review a lithium ion isothermal electrochemical model,
with emphasis given to the parameters required for the simulations and how these pa-
rameters may be obtained experimentally. More focus was laid on the complex chemical
nature of the battery considering characterisation of chemical thermodynamics, trans-
port properties, electrolyte properties and current densities of both the half reactions.
Tremblay et al. [13] in their work propose a generic battery model for dynamic battery
simulation of HEVs, the model considers a modified approach based on earlier described
Shepherd model[12]. In this work a model using only State Of Charge (SOC) as a
influencing state variable is chosen in order to accurately reproduce the battery man-
ufacturers data-sheet curves for lithium ion, lead acid, and nickel based battery types.
In the original Shepherd model, the nonlinear voltage with polarization parameter K.
The proposed battery model in this work resembles the nonlinear voltage which depends
uniquely on the SOC. At no load condition no current flows and voltage in this model
is nearly 0. This model however assumes that the internal resistance is constant and
is independent of current. The model parameters are extracted using battery discharge
curves. The model does not constitute for Peukert rate effect, temperature variations
and self discharge. The battery model in Matlab was developed based on this proposed
approach. The model proposed in this is simple and requires few parameters (only three
points on the discharge curve are necessary). Above all, it was shown that the model can
accurately represent the discharge curves of the manufacturers.This is also the model
introduced as Matlab library block
Gomadam et.al.[23] develops a electro chemical based mathematical temperature based
model, the initial model is adopted from isothermal model of Doyle [22]. Some of the
intricate electrochemical details are investigated in this paper, and following assumptions
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were made here. They also assume Butler-Volmer type kinetic expressions for current
densities as provided in []. Later, to include the temperature variations, an Arrhenius
type expressions were assumed to describe the heat generation within the cells, and
subsequent temperature variations of kinetic and transport parameters, for Other Electro
chemical parameters isothermal variation assumptions were made. The reversible part
of the heat generated due to charge transfer reactions due to interfacial resistances were
also neglected [23], for Lithium ion type batteries they are expected to be small, but
effects of it can dominate joule effect when discharged at very low charge rate and at
ideal operating temperature.
2.8.2 Equivalent Circuit and other electrical based models
In [11] a simple battery model is developed considering only the ohmic or resistive
operation of the battery, the author further adds on to say ohms law sufficiently holds
good for short current pulses, state of charge affects the over-potential of the battery. The
overall model determines overpotential and State of charge is estimated using Faraday’s
law.
In Gao et al. [24] a complete behavioral model of a lithium-ion battery that is mostly
suitable for portable power system studies is described. The model is designed on a
general sense, but was specifically coded for its use in Virtual test bed. The method
accounts for discharge/charge rate and temperature dependence on the capacity, the
equilibrium potential and transient response.
In Yao et al.[25] an electrical model of lithium ion battery is implemented in Mat-
lab/ Simulink, the battery considered is lithium iron phosphate. The electro chemical
behaviour is analogously modelled using 2 RC branches to characterize the dynamic
characteristics of battery. the model proposed model has quite good accuracy and also
has been proven for other experiment results. This model too does not account for
temperature, and pulse discharge test measurements test was done to identify dynamic
parameters like OCV, resistances and capacitances. Each RC element was determined
through Matlab cftool.
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2.8.3 Electro Impedance Spectroscopy:
Electrochemical impedance spectroscopy (EIS) provides a unique tool for the analysis
of the dynamic behaviour of batteries. Compared to step-response methods, harmonic
small-signal excitation allows for a direct measurement of system response in any working
point. The precision of impedance measurements is not limited by the non-linearities or
the long relaxation times, which are typical for electrochemical systems. Battery models
can be obtained whose elements are closely related to physico-chemical processes. The
model parameter values are found out by least-squares fitting to the measured impedance
values [21]. A detailed reference to EIS can be found in the book by C. Rahn et al [26],
the author provides an insight how frequency response measurements are taken to find
the equivalent circuit model parameters.
The electrical impedance Z, of a system is defined as its complex and frequency depen-
dent resistance, the correlation between voltage and current. This is also true for the
electrochemical impedance (also named Z) with the difference that the electrochemical
impedance is commonly normalized and defines the correlation between voltage and cur-
rent density. The corresponding physical unit is cm2. This is measured under frequency,
time domain involving high frequency signals, resistances, inductance and capacitances.
The Warburg diffusion resistance is determined to simulate the diffusion through parti-
cles of the electrolyte.
2.8.4 Data Driven Modelling approach
The mathematical modelling of a lithium ion battery for simulation of an electric ve-
hicle model is highly tedious, because the relationship between the batterys terminal
voltage, State of Charge, Current and stack operating temperature are highly nonlinear
and involves different kind of physical phenomena such as electro-chemical and ther-
modynamic processes in the model development. Developing a precise Battery model
using the mathematical approach requires proper and accurate knowledge of processing
parameter, which are difficult to estimate. In order to eradicate the mathematical mod-
elling complexity, a novel idea of using neural network methodology is established that
replaces the conventional mathematical modelling of Lithium Ion cell.
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In [27] Karthik et al. Artificial Neural network technique is employed to appropriately
model the PEM Fuel Cell (PEMFC). The proposed model approach does not involve
empirical system formulae or equations. The data set included current density, partial
pressure variations of the Hydrogen and Oxygen reactant while the output data sets
are cell voltage, stack power and hydrogen consumption. temperature some fuel cell
parameters. The purpose of using ANN approach was to overcome the complexity seen
in the mathematical models. The modelling of PEMFC was successfully accomplished.
Wang et al.[28] in their paper propose, a LS-SVM (Least Square Support Vector Ma-
chine) technique to model the battery for electric vehicles. In their work, they have con-
sidered the Federal urban Driving Schedule cycle for battery simulation measurements
data set. Exclusive details on the parameters considered are not provided.However they
have compared the performance with some still in practice mathematical models and
consider that LS-SVM approach is well suited for modelling.
Support vector based approach is used in estimating the state of charge of the bat-
tery, Terry and Wang [29] in their work propose a Support vector based battery charge
estimator. They make use of battery power and voltage measurements as source and
estimate the current and state of charge of the battery. The results they have received
are in good conformance with the measurements. The works of Wang and Terry, could
be a good starting point and a motivation that is necessary for implementation of this
work.
2.9 Summary
This chapter mainly focused on the lithium Ion battery basics and investigation of
literature for state of the art solutions for Battery Simulation Model.
1. The basics involved covering the working principle, the electrochemistry behind the
lithium ion battery. The specifications necessary to for effective simulation model.
They are generally obtained from the manufacturers’ datasheet. It is important to
know the parameters and factor involved, as they are necessary to be considered
in battery simulation.
Battery Basics and Trends in Battery Models for Simulation 28
2. The importance of battery management system (BMS) and its different operations
to be performed by a BMS. A mention on battery management systems are made
as they would be using a battery model for simulation of Electric vehicle using
BMS functions or possibly simulating BMS system itself.
3. A brief overview of traditional battery models, their application in battery simula-
tion of hybrid vehicles and some of the state of the art data driven battery models
for HEV simulations are discussed. After looking through the existing approaches,
they provide vital considerations for implementation of the data based lithium ion
battery simulation model.
4. A distinction between mathematical and black box based models are also eluci-
dated.
Chapter 3
Concept proposed to realise
Lithium Ion Battery Model
In this chapter the proposed concept to realise the thesis objective is discussed. The
underlying concept of this work is broken down into three main parts. Realisation of
each of the part is discussed and conceptual reasons behind choosing them are stated
here.
3.1 Concept of the Thesis
As stated in Chapter 1 the objective of this thesis is to design a battery simulation model
using the battery measurements data. This model is developed based on data driven
approaches using some state of the art machine learning based methods. These methods
are successful in many other areas. The existing simulation models rely majorly on the
electro-chemical data of the battery as seen in the some of the models earlier in chapter
2 [13].
Many battery models are also developed based on look up table approach [20] [30],
this model is widely accepted even today, but a drawback is that the look up table for
various parameter interaction are to be taken along. In this thesis work the idea was he
objective of this thesis is to build a databased model. It is again shown in the Figure
3.1 including some extra details. These data based models are based on the machine
learning and computational intelligence domain. The implementation is carried out using
29
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Support Vector Regressions, Nonlinear estimation using Neural Networks, Polynomial
regression using multiple variables and general least square estimation for nonlinear
function approximation.
The concept proposed for realization of Dynamic battery model is shown in simple block
diagram 3.1 below, the proposed concept estimates the battery voltage out of the dy-
namic model capable of simulating under different thermal and discharge requirements,
for this a static data based model is developed the concept of the databased model ap-
proach is shown in flow chart Figure 5.1. The model conception can be split broadly
into 3 groups Static model, Thermal model and Dynamic model.
3.2 Static Battery model
This battery model involves realisation of static discharge characteristics of the battery.
The static discharge characteristics are the characteristics witnessed during constant
current discharge phase of the battery carried out at different charge rates (Current
demand) and at different temperatures. The constant current discharge refers to bat-
tery subjected to discharge at constant current for complete discharge duration. The
characteristics of lithium ion pouch cell can be seen below in figures 3.2 and 3.3 for
different charge rates at room temperature and at different discharge temperatures at
known charge rate. i.e. battery is subjected to different ambient temperatures. figure
3.2 is discharge characteristics seen at different C rates at known temperature. and 3.2
is discharge characteristics seen at different temperatures at single c rate.
Black-Box Models In this thesis a static model realising the discharge characteristics
of the battery is done using some black box modelling techniques like Support Vec-
tor regression and artificial neural network based approach. The estimations are later
compared.
In estimation theory there are many kinds of modelling techniques available, in brief the
modelling can be divided into 3 areas,
White-box models: They are models whose complete knowledge is known priory.
White box models are possible to be constructed it entirely from prior knowledge and
physical insight.
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Figure 3.1: Block diagram describing the different processes involved in the project
Grey-box models: These are models when less or some physical information is avail-
able, but several parameters are to be determined from observed data.
Black box model: These are models where no physical information is known, however
for a set of data observations, knowing number of inputs and outputs it is possible to
model any phenomena. They are said to have good flexibility and have been in use since
long.
Basic functionality steps of black box model would be as follows:
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Figure 3.2: Discharge characteristics of Kokam pouch cell for different C rates at
room temperature
Figure 3.3: Discharge characteristics of Kokam pouch cell at different temperatures
for a single C rate
1. The data at hand must be transformed into useful form through some known data
transformation techniques. Sometimes domain conversions are also necessary for
example In signal data analysis data must be transformed from time to frequency
domain or vice-versa.
2. Establish all the parameters necessary to enable the model. These include hyper
parameters for the chosen model. For example in artificial neural networks, number
of neurons, size of inputs.
3. Use a known set of observed data to estimate the target parameters.
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Some of the well known black box models are, Artificial Neural networks, Regression
trees, Random forests, and Support Vector machines. All of these models make an entry
into machine learning methods.
The reason to choose support vector machines base regression approach is for a reason
that
1. Most models make use of extra data, electrochemical data of the battery. Impedance
spectroscopy measurements which is expensive to obtain. To overcome this black-
box model technique was chosen.
2. some of the widely accepted black-box models include Neural Networks, Fuzzy
systems (grey box), curve fitting rules etc..
3. A curve fitting rule may not be feasible for the requirement as the data obtained
involves different range of temperatures and current requirements. It is not feasible
idea to choose different settings for different set of values.
4. Hence Support vector machines based regression was considered for implementa-
tion of battery. To provide comparison a neural network based battery model was
also implemented.
5. Although in the past many have used some of these approaches for state of charge
estimation. Here it is aimed at estimating the battery voltage for known parame-
ters of SOC, Current, and Temperature.
6. Support vector machine approach has received wide attention today for different
applications.
7. It has been used for regression problems, and many regression based approaches
were used earlier to model the battery behaviour.
8. Also another main reason to choose support vector regression as the main is for its
capacity to provide generalised output. Its capability to handle outliers. Choosing
right parameters (generally referred as hyper-parameters) to train the model can
yield very good results.
9. Support vector regression can also be used to model non-linearly distributed data
points using a suitable kernels.
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The flowchart shown in Figure 3.4 provides different steps to be considered the static
battery model. The training is done on all three models with polynomial regression,
support vector regression and neural network based regression. The best model is then
used with dynamic model to compute and record dynamic characteristics and transient
response.
Figure 3.4: A flowchart summarising the steps in static battery model development
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The static battery model is also modelled to record the thermal behaviour. The mea-
surement data in must contain ambient temperature details for every test data.
3.3 Dynamic Battery model
The Dynamic battery model is expected to showcase transient behaviour of the battery,
the dynamic response is observed when the discharge load profile is varying i.e when
different currents are withdrawn from the battery on a continuous time scale. the figure
below show a battery dynamic response when under pulse current discharge load.
This is model is realised using battery equivalent circuit model, from the state of the
art in previous chapter 2, the reasons are known, they are efficient simple and can be
determined without help of electrochemical parameters the available data of Current,
Voltage and temperature are sufficient. the idea of this model is to analyse the battery
response for different loads at different temperature.
Thevenins Electrical equivalent model : First Order Transient Response
Model
To estimate battery parameters, a mathematical model of the battery is required. Re-
searchers around the world have deduced various models with different ideas. Electrical
equivalent models therefore use a combination of voltage sources, capacitors and resis-
tors to obtain the I-V behaviour of battery systems. They are more intuitive, useful
and also very easy to handle. They can also be divided in three groups, Thevenin-based
electrical model, impedance-based electrical model and runtime-based electrical model.
Thevenin based model uses a series of resistor and RC parallel network to predict bat-
tery response for a given transient load to a particular SOC. The RC parallel network
is considered to represent the relaxation effect of the Lithium Ion battery. Figure shows
the considered equivalent circuit.
The necessary parameters like internal resistance, diffusion resistance and capacitance
shall be extracted using Simulink implementation, considering a dynamic input current
data and dynamic response data.
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3.4 Summary
A brief outline of the conceptual procedure is discussed in this chapter. The Battery
model is realised in two phases Static model and Dynamic model.
1. Static Model involves realising the constant current discharge characteristics of
the battery subjected to constant current discharge test.
2. This is realised using data driven approach like Support vector regression, Poly-
nomial regression and Neural network.
3. The thermal behaviour of the battery is also captured in static battery model.
4. The necessary measurement data is transformed for realisation of static model.
5. Dynamic battery model is realised using battery equivalent circuit approach. Here
the battery electrical parameters are determined.
6. The static model developed is given as input to the dynamic model to realise the
output transient response.
7. Finally for successful realisation of Battery model, a good measurement data is
necessary. For the measurement data it is necessary to perform tests rules for
which are formulated.
Chapter 4
Data Driven Regression Methods
For Building Battery Model
In this chapter an in depth overview of theoretical background of the different regression
methods considered in this work are discussed with necessary equations and figures. Also
a short overview of how this is made suitable for this work, building a static battery
model is also discussed.
Today role of intelligence in any field has gained lot of interest and necessity, for e.g.
for many years now, many scientists have formulated and designed many Theorems,
Axioms, Postulates and Formulae for many Physical phenomena in nature. All of these
were possible to be achieved with good observation and interpretation of data. Currently,
they have moved a step higher for intelligent science, many automobiles on road today,
production systems, weather forecast systems, humanoids, medical systems and many
other systems have become intelligent. In simple words, they are using more relevant
data or complete data to develop a model that has the capability to respond in similar
lines as the actual or original system.
4.1 Regression
Regression analysis, is one of the powerful statistical tool behind these intelligent sys-
tems. Regression as mentioned earlier is a branch of statistics that aims in investigation
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of relationships or building a relationship between input and output variables in a sys-
tem, in other words a model is designed using the input information and realising the
response of the system.
Statistics in shortest sense, is the science of Data. It is the study of information,
or data collection. This involves analysis, interpretation, classification, organisation,
processing and presentation. Statistics plays a major role in understanding many un-
derlying phenomena of the universe. The key branches in statistics involve Classification
and Regression.
4.1.1 Least Squares Estimations
This method [31] was first developed by Gauss [32][33] and Legendre in 1809, the idea
was further extended by Wiener to formulate a recursive method of estimation which
will be further discussed in this chapter. Least Square Estimation as the quote earlier,
is a method used to estimate the most probable value of an unknown quantity by mini-
mization the cost function J, resulting in a fit that best fits the observed data. This cost
function is the sum of the squares of the differences between the observed values and
the computed or predicted value of the unknown quantity which has to be estimated.
According to [48], mathematically, if x is a unknown constant n-element vector and y
is k-element noisy measurement vector, the unknown x could me estimated with the
principle of Least squares as follows5
y = Cf(x) + w (4.1)
Computing the error y or often called innovation matrix or the measurement residual
we get,
y = yˆ − ˆCf(x) (4.2)
Hence, according to the statement by Gauss [31] we compute the cost function J which
estimates the most probable value of unknown i.e. xˆ, that minimises the sum of the
squares of observed and predicted.
5Please note the equations are in Matrix form
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J = 2y1 + ....+ 
2
yn (4.3)
J = 2y1 + ....+ 
2
yn
= Ty ·y
(4.4)
where bold character refers to vector notation, Substituting Equation 4.3 in 4.4 gives,
J = (yˆ − ˆCf(x))T ·(yˆ − ˆCf(x)) (4.5)
Minimising J, helps us yield the this most probable value. Hence differentiating J and
setting it to zero, we obtain,
ˆf(x) = (CTC)−1CT y (4.6)
On further second order derivative yields us a positive semidefinite number, we have
obtained the least square estimate. The theory was further expanded to weighted least
squares and recursive methods, which incorporated weights to the measurements as
all of them may not be trusted based on quality of the measurements or distribution
considered.
An overview of Levenberg Marquardt algorithm, which is an improvement of Gauss
Newton optimization method for Least square estimation is also provided, this is a very
effective optimization rule catered to many learning and estimation methods. This made
use in the implementation of nonlinear function regression and Neural network for weight
estimation.
4.1.2 Nonlinear Regression Model
Nonlinear regression is a powerful method for analysing data described by models which
are nonlinear in parameters. Often a researcher uses a mathematical expression which
relates the response to the predictor variables and the models. The input variables in
regression terms are called the predictor variables or independent variables, the influenc-
ing parameters as regression coefficients or model parameters and the output variables
Theoretical background of Data Driven Regression Methods 40
as dependent variables. Douglas et al. in his book [34], clearly explains the different
methods and approaches involved in the nonlinear regression. Many examples of various
nonlinear functions are considered for performing nonlinear regression.
A nonlinear regression model can be written as
Yn = f(xn, θ) + Zn (4.7)
where f(·) is the expectation function or objective function generally nonlinear for nonlin-
ear regression, xn is a vector of associated independent variables for nth instance. Yn is
the nonlinear response of the nth case. The response is nonlinear function of the param-
eters. For nonlinear models at least one of the derivatives of the objective function with
respect to coefficients depends on at least one of the parameters.To clearly differentiate
linear and nonlinear models, typical usage is θ for nonlinear model parameters.
when analysing a particular set of data the vectors xn, n = 1, 2, ....., N is considered,
as fixed and concentrate on the dependence of the expected responses on θ. A N-vector
η(θ) with nth element and the equation 4.7 can be rewritten as follows
ηn(θ) = f(xn, θ), (4.8)
where n = 1, 2, ...., N
The nonlinear regression model is now rewritten as
Y = ηn(η) + Zn (4.9)
The disturbance factor Z is assumed to have zero mean i.e.
E[Z] = 0
V ar(Z) = E[Z ∗ ZT ] = σ2 ∗ I
The battery model considered in this work also exhibits, highly nonlinear behaviour.
The output voltage depends on various input parameters that result in nonlinear voltage
response. This acts as a starting point for 3.4.1
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4.1.3 Levenberg-Marquardt
The Levenberg Marquardt algorithm optimisation is considered int he training function
of feed-forward neural networks, for weights updating. In paper [35] Gavin provides
a comprehensive details on Levenberg-Marquardt approach for nonlinear least squares
estimation. Detailed approach could be found in [36]
Levenberg-Marquardt Algorithm described as follows:
1. Compute χ2 with initial guess fit parameters as given below. If χ2 = 0 then stop!
else goto next step.
χ2 =
N∑
i=1
[
yi − f(ti)
σi
]2
(4.10)
where yi is actual measured data, f(ti) is modelled data, σi is reliability of measured
data(usually taken as 1).
2. Compute Jacobian Matrix of order (NXK) as given below, where N is the length of
measured data and K is the number of fit parameters.
J =

∇fa1(x1) ∇fa2(x1) · · · ∇faK(x1)
∇fa1(x2) ∇fa2(x2) · · · ∇ faK(x2)
...
...
. . .
...
∇fa1(xN ) ∇fa2(xN ) · · · ∇faK(xN )

(4.11)
where ∇fa1(x1) = ∂f(x1)∂a1 ,∇fa2(x2) =
∂f(x2)
∂a2
,∇faK(xN ) = ∂f(xN )∂aK
3. In order to minimize χ2 we have below equation from Least squares optimization
approach [
JTJ
]{
∆A
}
=
[
JT
]{
d
}
(4.12)
Eqn 4.12 can be modified as below
{
∆A
}
=
[
JTJ
]-1 [
JT
]{
d
}
(4.13)
where J is the Jacobian matrix,
[
JTJ
]
is the Hessian Matrix, d is a column matrix with
difference between measured data and modeled data and ∆A is a column matrix with
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fit parameter offset values for next iteration.
{
∆A
}
=

a∗1
a∗2
...
a∗K

(4.14)
Therefore for corresponding next iteration new fit parameter values are
a1new = a1old + a
∗
1 (4.15)
a2new = a2old + a
∗
2 (4.16)
...
...
...
aknew = aKold + a
∗
k (4.17)
4. Compute χ2 with new fit parameter values as in step 1. This process of finding
new set of fit parameters a1, a2, a3 is done until χ
2 is equal to zero. But in general, fit
parameters a1, a2, a3 vary in different dimension scales to arrive at best fit values. So
while implementation there are chances that given initial guess fit parameter values are
far away from the best fit parameters i.e. Algorithm do not converge to the best fit value
and runs for several iterations. To counter act such a behaviour Levenberg-Marquardt
has proposed to update Eqn 4.12 as follows:
{
∆A
}
=
[
JTJ + λ
[
I
]]-1 [
JT
]{
d
}
(4.18)
where λ(constant) multiplied by I(Identity Matrix) is added to Hessian Matrix i.e. di-
agonal elements of Hessian matrix are updated by a constant λ value.
As this algorithm takes several iterations to arrive at best fit parameters, we initially
start with λ = 10 and between every successive iteration we compare the values of χ2
with χ2old. if(χ
2 > χ2old) then increase λ by a factor of 10 else decrease λ by a factor of
10 if(χ2 < χ2old).
Theoretical background of Data Driven Regression Methods 43
In short a program for Non Linear fit should look like this:
• Choose a moderate inital value for λ.
• Compute all values of Jacobian, Hessain and d matrices.
• Solve Eqn 4.11 and evaluate χ2(a1, a2, a3) and χ2(a1new, a2new, a3new) and Increase
λ by a factor of 10 if(χ2 > χ2old) and if(χ
2 < χ2old) decrease λ by a factor of 10.
• Go back to step b and repeat the procedure till d is small enough.
4.2 SVM Introduction
In recent times, the development of many physical, real world models are supported by
computer technology both in hardware and software. The recent advancements made
use of computational intelligent techniques as tool for realisation of such models. The
idea of reliable, effective and easy maintenance has lead the physical model realisation
to the level of Intelligent system.
Support vector machine is mainly a classification method which is based on supervised
learning theory, it can be modelled for classification problems involving any number of
boundaries and contours . The roots for Support Vector are based on Vapnik Chervo-
nenkis (VC) theory which is a general mathematical framework in learning dependencies
of finite data samples. VC theory combines fundamental concepts and self-consistent
mathematical theory, well-defined formulation and principles related to learning. More-
over, concepts of VC-theory can be used for improved understanding various machine
learning methods developed in statistics, fuzzy systems, signal processing and neural
networks etc [13].
A major conceptual contribution of VC-theory is revisiting the problem statement appro-
priate for modern supervised learning method that makes a clear distinction between the
problem formulation and solution approach. Considering VC dimension, the bounds on
the generalisation are optimised using a training algorithm, proposed in that automat-
ically maximises the margin between the training patterns and the decision boundary.
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There are Numerous algorithms for the classification of faults for machine tool diag-
nostics such as Bayesian classifier, Discriminant analysis, SVM and Artificial Neural
Networks.SVM belong to the family of kernel methods, this method is highly popular
in the field of supervised machine learning. It has several benefits when compared with
other statistical classifiers like MLPs (Multi Layer perceptron). MLP and RBF net-
works dont care about the quality of classification i.e, they stop converging in finding
the hyper plane that correctly classifies the training data. Hyper plane is the classifier
which separates two distinct classes. If the number of hidden neurons in Neural Net-
work is big, the training error becomes small and this increases the generalisation error,
computational complexity and this makes the usage intractable. The most significant
benefit of SVM is higher efficiency in high dimensional nonlinear classification problems
while the other statistical classifiers often fail in achieving it. The idea is to maximise
the margin between hyper plane and the training examples. This can be done by finding
the optimal hyper plane which has maximal margin.
The problem of nonlinear classification can be solved by mapping the original data into
higher dimensional feature space which has to be done in accordance with covers theorem
on the separability of patterns (1965). The computations is implicitly done by means
of kernel function, by defining dot product between points in the feature space. This is
called kernel trick while the linear algorithm only relies on the inner product between
input vectors. SVM been used successfully in many real-world classification problems like
text categorisation, image classification, Bio-informatics (Protein classification, Cancer
classification), and hand-written character recognition [14]. Here we use SVM to learn
the characteristics of vibration signals for different fault classes in the measured data
and to predict class of the unknown measured signal. Training of the SVM is done oﬄine
and best SVM model for classification is selected based on cross validation. New data
can be given to selected model either oﬄine measured data or online later.
In the condition monitoring and fault diagnosis problem, SVM is employed for recognis-
ing special patterns from acquired signal, and then these patterns are classified according
to the fault occurrence in the machine [15]. After signal acquisition, a feature represen-
tation method can be performed to define the features, e.g., statistical feature of signal
for classification purposes. These features can be considered as patterns that should be
recognized using SVM.
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4.3 Theory of Support Vector Machine
Classical learning methods are usually designed to minimize the generalisation error
when training the data set and this called as empirical risk minimisation (ERM). Neural
networks are best example for methods which follow ERM. In contrast, SVM follow
the approach of structural risk minimisation (SRM), a derived approach from statistical
learning theory . SVM is designed in achieving better minimization generalization error
[16]. SVM is more efficient in handling very large datasets, the dimensions of classified
vectors does not effect the performance of SVM. On the other hand dataset dimensions
has distinct influence on conventional classifiers that is why SVM is considered to be
more efficient in dealing with large classification problems. This will give advantage in
choosing more statistical features in the case of fault diagnosis. In training the SVM
Classifier the minimization structural miss classification error is being done, whereas
conventional classifiers are trained in such a way to reduce empirical risk. The detailed
description of the classification performance of SVM can be found in Christiani and
Shawe-Taylor [37].
Considering the input data to be xi (i=1,2, ..,M), where m is the number of samples.
The samples of this data set xi assumed to have two classes namely positive and negative
classes. Each of classes are associated with class labels be yi =1 for positive class and yi =
-1 for negative class, respectively. Considering this linear data classification problem, the
hyperplane (which determines the class boundary) f(x)=0 that separates the considered
data set is given by equation
f(x) = wTxb =
M∑
j=1
wjxjb = 0 (4.19)
where w is M-dimensional vector and b represents a scalar. The position of hyperplane
separating the classes is adjusted in accordance with the vector w and scalar b. The
decision function for determining the newly given input variable is made using sign(f(x)),
which creates separating hyperplane that classify data in either positive class or neg-
ative class. This hyperplane constructed should satisfy the following constraints for
linear classification equation or this can be presented in complete equation SVM algo-
rithm converges in finding the hyperplane which has maximum distance between the
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data points, it is called optimal hyperplane. An example of the optimal hyperplane of
separating two data sets is presented in fig.3.1
fig.3.1 shows a series data points with two different classes of data, wherein white circles
represent positive class and black squares represent negative class. The SVM classifier
tries to make a linear class boundary between these two different classes, and orientate
this hyperplane in such way that the margin for the data points is maximized, which is
represented with dotted line. SVM classifier also attempts to adjust the hyperplane to
ensure that the distance between the hyperplane and the nearest data point of each class
is maximal (creates maximum functional margin). Therefore, the boundary is placed
in the middle of this margin between two points, The nearest data points which define
the define the margin are called support vectors, the grey circles and squares are data
points which constitute to support vectors. Support vectors are the data in both the
classes which have unit functional margin. Functional margin of ith example in dataset
is defined as the distance of point from hyperplane. when the data points which are used
to define the support vectors are determined the rest of the feature set is not need, these
support vectors contains all the information needed for defining the classifier. From the
geometry the geometrical margin is found to be ‖‖w‖‖−2. Slack variables are the data
points which are present on and other side the margin i.e, between support vectors and
hyperplane. The optimal hyperplane can be obtained when considering slack variables.
i and the error penalty C by in solving the optimization problem,:
minimize
1
2
||w||2C
M∑
j=1
ξi (4.20)
subject to yi(w
Txb) ≥ 1− ξi i = 1, .....,M
ξi ≥ 0 i = 1, .....,M
(4.21)
minimize L(w, b, α) =
1
2
||w||2 −
M∑
i=1
αiyi(wxib)
M∑
i=1
αi (4.22)
The w and b, while the derivatives of L to α need to vanish. At the optimal point, we
have the following saddle-point equations:
∂L
∂L
= 0
∂w
∂b
= 0 (4.23)
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Figure 4.1: Libsvm for linear classification
4.3.1 Support Vector Regression Prinicple
Traditional regression procedures are often stated as the processes estimating a function
f(x) or function parameters that has the minimum deviation between estimated and
original observations for all training examples. One of the important characteristic
feature of Support Vector machine Regression is that instead of focusing on training
error minimisation, it attempts to minimise the generalised error region so as to achieve
a generalised response. This generalisation error region is the culmination of both the
training error and a regularisation term that controls the complexity of the design space.
In this section, a detailed presentation of the theory behind SVR equations is given, based
on the formulation by Vapnik (1995). Considering a data training set, T, represented
by
T = (x1, y1), (x2, y2), ...., (xm, ym) (4.24)
where x are training inputs vector and y are training outputs or targets vector ∈ Rn.
Assume a nonlinear function of the form f(x) mentioned earlier in
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f(x) = wTΦ(xi) + b (4.25)
where w ∈ R is the weight vector, b ∈ R is the bias, and Φ(xi) is the high dimensional
feature space, which is linearly mapped from the input space x. Assume further that
the goal is to fit the data T by finding a function f(x) that has a largest deviation 
from the actual targets for all the training data T, and at the same time is as small as
possible. To explain specifically a case of -Support vector regression is considered.
-Support Vector Regression (-SVR)
The goal of this regression type is to find a function that has at most  deviation from
the targets zi throughout the training set without losing the flatness i.e maintaining 
deviation. Suppose a training points set, (x1, z1), ...., (xl, zl), where xi ∈ Rn is a feature
vector and zi ∈ R1 is the output. On given parameters C > 0 and  > 0, the standard
form of support vector regression [38] could be written as,
min
w,b,ξ,ξ∗
1
2
wTw + C
l∑
i=1
ξi + C
l∑
i=1
ξ∗i (4.26)
subjectto

wTΦ(xi) + b− zi ≤ + ξi
zi − wTΦ(xi)− b ≤ + ξ∗i
ξi, ξ
∗
i ≥, i = 1, ..., l
4.3.2 Kernel functions used in SVM
Kernel functions are used to project multi dimensional data, nonlinear data set in space
that is higher than regular 2 dimensions, A nonlinear feature set is considered, this is
then transformed into dataset in 3 dimensional space, without losing its characteristic
non-linearity and generality. A kernel methods works on data only through dot product,
so that the orientation of original input space is not lost or changed.
K(x, y) = K(x) ·K(y) (4.27)
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Considering the equation 4.3.2K(x) and K(y) are some kernel functions that is symmetric
and satisfies Mercer’s rules mentioned in [steve gunn]. When the functions follow the
rules they are then considered to be valid Kernel functions capable of projecting x and
y into higher dimension space.
Linear K(xi, xj) = (x
T
i · xj
Polynomial K(xi, xj) = (γx
T
i · xj + r)d, γ > 0
Radial Basis Function K(xi, xj) = e
(−γ‖(xi−xj)‖2), γ > 0
tan hyperbolic K(xi, xj) = tanh(γx
T
i · xj + r)
Gamma γ is a parameter that adjusts the spread of kernel, or the deviation mainly used
for nonlinear kernels.
4.4 Nonlinear function estimation using Neural networks
Neural networks are best suited for function estimation problems as they can almost
approximately model out of any given dataset . A neural network with write number
of elements (called neurons) can fit any given data with arbitrary accuracy. They are
particularly well suited for addressing non-linear behavioural problems. Given the non-
linear nature of real physical phenomena, like battery characteristics, neural networks
are very well suited for solving such problems.
Neural networks were most sought over technique for estimation, fitting, classification,
patter recognition and many other functions. In fact there is nothing that neural net-
works fail to mimic. However, there are some drawbacks and limitations of using Neural
Networks. The attributes for neural network are a group of input parameters, weight
parameters at the hidden layer and at the output layer and the transfer functions to
establish a connection to these layers.
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4.5 Polynomial Regression
Polynomial regression is chosen here for our work as, the discharge characteristics of
the battery exhibit non-linearity. It is intuitional to choose polynomial regression, as
the curve somehow resembles a polynomial function of certain degree greater than 2. A
polynomial regression works similar to a least squares estimation, the difference being
the objective function f(x). In case of polynomial regression a curve of certain degree
is considered and regressed multiple times until the error between the estimated and
actual is minimised. It is important to avoid over-fitting.
Polynomial Regression follows on the lines of linear regression, here the objective function
has a polynomial trend as given in equation 4.28 using Y as the target variable and x
being predictor variable for degree k and normal distributed with standard mean error
ε
y = β0 + β1x+ β2x
2 + . . .+ βkx
k + ε (4.28)
The multivariable polynomial regression takes form as shown in equation 4.30 here there
are more than one predictor variable (x1, x2 . . . xi) with degree K and dependent variable
y
y = β0 + β1x1 + β2x2 + β11x
2
1 + β22x
2
2 + β12x1x2 + . . .+ βkxk + βkkx
k
k + ε (4.29)
For 2 independent variable and of degree following can be inferred β1, β2 are called as
linear effect parameters. β11, β22 are called as quadratic effect parameters. β12 is called
as interaction effect parameter.
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The co-efficients in 4.30 can be estimated by considering equation 4.30
β = [XT ∗X]−1XTY (4.30)
Like similar to least squares estimation the Y can be a matrix and Xi can be in matrix
form
4.6 Summary
To build a nonlinear system using measurement data, it is inevitable to use statistical
approaches or machine learning based algorithms. In chapter 2 a brief idea of the
electrochemical nature and the resulting nonlinear behaviour of lithium ion battery are
discussed. As the objective or the concept of the thesis is to develop a data based model.
It is necessary to get the fundamental methods behind databased models.
In this chapter an extensive understanding on regression basics, support vector regres-
sion theory, concept of neural network for function approximation using feed forward
networks are discussed. This shall be the foundation and starting point in the con-
ceptualisation and implementation process of Dynamic battery model. Furthermore in
subsequent chapters the implementation of the above explained concepts shall be seen.
Also how these models can help achieve static battery model shall be seen.
Chapter 5
Lithium Ion Battery Model
Implementation
In this chapter the objective of this thesis is explained in depth, and the implementation
procedural steps are discussed. The underlying algorithms, methods, model assump-
tions, and key discussions on certain areas shall be detailed. The implementation shall
be broadly distributed into 3 sections, section 1 introduces the implementation environ-
ment, section 2 covers the implementation of stationary or static characteristics model
using earlier discussed data driven approaches in chapter 3. Finally, section 3 includes
the transient response implementation of the model considering dynamic and thermal
effects.
5.1 Design Implementation Environment
In this section the development environment considerations are discussed, the complete
implementation is carried out in MATLAB environment. Many Scientific and Mathe-
matical applications are implemented using Matlab. Matlab is the abbreviated form of
Matrix Laboratory and matrix is the basic variable type in Matlab, over which many
scientific, mathematical and logical operations are performed. It’s ability to handle and
perform on difficult mathematical functions and operations makes it popular among
the engineers and scientists. The computation time required for Matlab is relatively
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less compared to other modern day programming platforms. For many research and
engineering applications across the globe use Matlab frequently.
For operations involving complex systems like batteries, Matlab is one of the best tools
to consider and implement on. With help of Simulink the designing and implementation
of this thesis work can be carried out.
5.1.1 LIBSVM framework
LIBSVM is a library for Support Vector Machines (SVMs) developed in National Tai-
wan University, Taipei by Chih-Chuh-Chang and Chih-Jen-Lin [39]. LIBSVM gained
wide popularity in machine learning. Many problems such as classification, multiclass
classification, model optimization, parameter selection and regression are all mentioned
in detail in the paper.
The usage of this tool is relatively simple when compared to actual implementation of
SVMs, the LIBSVM package boasts of implementation of different svm types including
some widely used Kernel types. LIBSVM was initially implemented in Java, due to the
widespread applications for Support Vector Machines, and need for usage in different
platforms. LIBSVM rolled out packages supporting C++, Python, and Matlab/Octave.
The LIBSVM tool framework is used by many other developers working in different
platforms and applications as base and have modified respectively for their needs.
The latest release of Matlab R2016a too uses some implementations of LIBSVM, and
have developed a dedicated toolbox with extensive options for usage in Matlab. However,
in this work the matlab version R2014a is use, hence toolbox was not available. Instead
the LIBSVM package was used, mex wrapper functions are available to use the LIBSVM
C++ package for Matlab. A typical usage of LIBSVM involves two steps: Firstly,
Training - the SVM is trained with a data set to obtain a model and second, Prediction
- using the obtained model to predict information or data points of a testing data set.
5.1.2 NeuralNet toolbox
Neural Network Toolbox [8] is a proprietary toolbox of Mathworks which provides the
users various algorithms, functions, and GUI interface to create, train, visualise, and
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simulate neural networks. Neural network creates a general platform to perform clas-
sification, regression, clustering, dimensionality reduction, time-series forecasting, and
dynamic system modelling and control.
The toolbox also includes convolutional neural network and autoencoder deep learning
algorithms for image segmentation/classification and other feature learning tasks. To
enhance the speed training of large data sets, the computations and data can be dis-
tributed across multicore processors, GPUs, and other computer clusters using parpool
Parallel Computing Toolbox.
5.1.3 Polyfitn package
Polyfitn is an extension of polyfit function in matlab. This package was developed by
John D’Errico [40]. polyfitn package was utilised for implementation of multivariate or
multidimensional polynomial regression, which is precisely the requirement in this work.
A general structure of usage for multidimensional polynomial fitting is provided by the
polyfitn package.
The package also has codes to compute the accuracy of estimation, and error between
the estimates and measured targets. The package can easily be modified to our imple-
mentation.
Here the coefficients of the polynomial function of certain degree are computed, the
coefficients are not precise estimation, as the implementation involves using truncated
Taylor series. This is an approximation to the original function.
5.1.4 Machine learning and Statistics toolbox
This toolbox gives the power to build predictive models for classification, regression
and clustering problems. This toolbox includes the functions, which can be used for
training, testing and partitioning the measured data. The version of toolbox used for
implementation of this thesis is of the Matlab R2014a release [41].
Using this toolbox, multidimensional data can be analysed, organised and also key im-
pact parameters could be identified using some functions like sequential feature selection,
Principal component analysis or any other supported algorithms. The toolbox also has
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provision to use supervised, unsupervised machine learning algorithms like bagged deci-
sion trees, K-means clustering and many other functions.
5.2 Battery Test Measurements
The stationary model is implemented first considering the measurement data, the mea-
surement data for analysis were obtained by the department of ALF from measurement
works of Franz Bechert and Josef Rozinek, measurements from Kaiwei Chen former
student at the University of Waterloo and Measurements from NASA institute.
Measurements form the basis of data based models, as mentioned in [42]. The measure-
ments obtained from Kaiwei Chen had relatively complete data-set. A constant
current discharge experiment was conducted on A123 Lithium Ferrous Phosphate cell
(LiFePO4) for complete discharge cycle, at different temperatures (−10 , 0 ◦C, 10 ◦C,
20 ◦C, 40 ◦C, 60 ◦C) and for different charge rates (0.25C, .5C, 1C, 2C, 3C). The data-
set comprised of terminal averaged voltage measurements, average Depth of Discharge
data, and average heat generation data along with 6 cycles of measurement for each
considered temperature and charge rate. The prismatic type of lithium iron phosphate
cell of 20Ah capacity was considered for his measurements. The exact details of the cell
are not known.
Measurements from Franz Bechert [43] were comprised of terminal voltage and
time measurements for different current requests. The data received were Pulse current
discharge test measurements performed on Kokam KD05-RH03-25 SLPB11543140H5
lithium ion pouch cell of 5000mAh Capacity. This voltage response was recorded at
currents of 1A, 5A, 10A and 20A. In addition, this battery performance was investigated
at −10 ◦C , 0 ◦C, 10 ◦C, 20 ◦C, and 40 ◦C respectively. However only 10A and 20A
discharge had complete discharge cycle, and other Measurements for different discharge
rates and temperature were each conducted only for 41 seconds duration. The other
measurements could be used for dynamic model testing.
Measurements from Josef Rozinek [44] comprised of couple of measurement sets,
set-1 terminal voltage and time measurements for different current requests at differ-
ent temperatures set-2 for the same configuration temperature and time measurements
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were recorded. The measurement test conducted was Constant current discharge per-
formed on Kokam KD05-RH03-25 SLPB11543140H5 lithium ion pouch cell of 5000mAh
Capacity for different discharge rates at different temperatures. This voltage response
was recorded at relatively few high currents of 50A, 100A, 125A and 150A. In addition,
this battery performance was investigated at 10 ◦C, 20 ◦C, 30 ◦C and 40 ◦C respectively.
There was not sufficient amount of measurements available for modelling as the mea-
surements were performed for 91 seconds each for voltage and time measurements set.
However extensive temperature and voltage recording data were available, but data was
inconclusive to continue with designing.
Measurements from NASA organisation [45] were comprised of terminal voltage,
discharge current and cycle time measurements. These measurements were conducted
on a set of four 18650 Li-ion batteries (Identified as RW9, RW10, RW11 and RW12) were
continuously operated using a sequence of charging and discharging currents between
-4.5A and 4.5A. This type of charging and discharging operation is referred to here as
random walk (RW) operation. Each of the loading periods lasted 5 minutes, and after
1500 periods (about 5 days) a series of reference charging and discharging cycles were
performed in order to provide reference benchmarks for battery state health.
5.3 Static Black Box Battery Model Implementation
This section covers different steps undertaken to implement Static Black Box Model,
this model is mainly developed on constant current discharge at various temperatures
for different charge demands. The measurements of Kaiwei Chen is considered for the
implementation of static model. The flowchart shown in Figure 5.1 provides different
steps executed to develop the static battery model. The training is done on all three
models with polynomial regression, support vector regression and neural network based
regression. The best model is then used with dynamic model to compute and record
dynamic characteristics and transient response.
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Figure 5.1: A flowchart summarising the steps in static battery model development
5.3.1 Data Preparation
In this part of the section different steps administered in data preparation and the meth-
ods considered to realise the same are discussed. Data preparation is an important step
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in developing databased models. The raw measurements database could be susceptible
to inconsistent, noisy, missing or aberrant data. Some of the factors affecting data driven
models are the quality of the data, accuracy, usability, interpret-ability, completeness,
consistent and flexible. Hence it is vital to integrate, organise and normalise the data
before modelling. The data preparation is implemented in 5 stages, the stages are dis-
cussed as follows and the flowchart in Figure5.2 provides the summarised version of the
steps involved. The complete data processing process is explained in detail in [46].
1. Consolidation of data files, this was implemented by writing an automatising
script that can fetch documents from folders and sub-folders, scans through the
documents for relevant data files such as comma separated variables file (.csv),
and excel files (.xls, .xlsx). The data in these files are then stored in subsequent
mat-files, so as to make it available for future references and operation.
2. Data Cleaning - Removal of outliers from the required dataset is another
very import step in data-preparation, Outlier in statistics are data points or part
of information that are statistically aberrant with the original data set.
3. There are many different methods to detect and remove this for example by clas-
sical Thompson’s Tau method, box method, binning and clearing, and manual
override of outliers. [cite]
4. Manual override of outliers involves manual observing of data when data-set
and outlier density are relatively small.
Here in this work an explicit method or approach is not used and observed man-
ually, a script was written to record the difference in voltage readings and soc
readings, when the absolute deviation between two successive readings is rela-
tively large or same for a large duration or window of measurements, such values
were considered outlier. The presence of noticeable outliers were only found in this
measurement Franz. However, a basic script is written that can check outliers for
other files.
5. Binning was one of the other option considered, but as the degree of variation in
data was not very high it was not implemented. However algorithm is provided
that could be implemented later.
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Binning refers to grouping the data of interest, these groups are done based
on number of criteria as per the need, the criteria could be categorical data or
numerical ranged data. For the thesis work, the measurements data could be
divided on basis of varying SOC range in steps of 10, from 0% to 100% or steps of
0.1 from 0 to 1 depending on the scale of usage. Now for the corresponding bins or
groups, the battery terminal voltage measurements are also grouped. The detailed
algorithm is illustrated in Algorithm 5.3.1. The idea binning is seen in algorithm.
Once binning is complete, mean of the the individual binned data set are computed
and compared against the actual values, the value with highest high variance (as
big as 3 to 5 times standard deviation is considered as outlier).
6. Sampling and reconstruction, The next step after the removal of outliers,
the data must be re-sampled and reconstructed. Once the outliers are detected
and removed, the resulting data-set consists of missing values. Hence sampling
and reconstruction is performed to maintain consistency between data-points and
intervals.
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Algorithm 5.3.1: Binning to detect and remove outliers
Result: Number of Bins of Voltage, for defined SOC intervals
Data: SOC intervals are considered every 10% change
for each bin of SOC do
for each voltage value do
if belonging to SOC ranges then
group voltage into respective bins
else
group voltage into respective bins
end
end
for corresponding voltage bins do
compute mean
compute deviation
end
Compute difference of each measured voltage with mean value
if abs(difference) > 5*deviation then
remove the outlier
else
retain the value
end
end
The flowchart shown in Figure 5.2 summarises the steps involved in data preparation
and also the Matlab scripts involved during each step are mentioned.
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Figure 5.2: A flowchart summarising the steps taken in data preparation
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5.3.2 State Of Charge Estimation
Estimating the state of charge of the battery is very important parameter to design
any battery model, few of the battery parameters such as open circuit voltage, internal
resistance, and terminal voltage, are influenced by the state of charge of the battery. The
state of charge is decided by the discharge rate and current required from the battery. In
this thesis Coulomb counting or Ampere-hour counting approach is considered as firstly,
the importance of the work is not to determine state of charge, although it is necessary
for further operations. Secondly, it is also the most widely used method for simulations.
Coulomb counting is simple and can be good approach when measurement errors are
avoided. Also when complete charge - discharge cycles are considered for simulations, the
cumulative SOC error because of minute current measurement errors shall be nullified on
the next run of simulation. This is implemented both in Simulink and in form of Matlab
scripts (.m file). Script is used to find SOC to be included in database for training the
static model and Simulink implementation is used for dynamic response model. It is
basically used to provide input argument to the static battery model (prediction model).
It is assumed that the cell is fully charged at time t = 0, then SOC is computed using the
equation 5.1 as earlier mentioned in chapter 2, considering time instant t, instantaneous
current i(t), battery with nominal capacitance Cnom and initial SOC of the battery cell
to be SOC0.
SOC(t) = SOC0 − 1
Cnom
∫ t
0
i(t)dt (5.1)
5.3.3 Feature set selection and Data Aggregation
Feature set refers to the final input data that is provided to the training algorithms.
Feature selection is crucial for the development of good regression model. Proper feature
selection can help us to simplify the design of battery model with important influencing
details. On the other hand, improper feature selection will deteriorate the performance
of the model. No explicit methods are chosen to select the feature space, as the available
data set consisted of small feature set. Research suggests that changing the sensor data
will directly reflect on selected features i.e. different sensor measurements will have
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different features which are good for regression. In the presence of any categorical data,
like in classification feature selection becomes a crucial issue.
Unlike classification, regression involves estimation of real value data. Therefore it is
logical to consider the major input parameters affecting the output target value. It might
be necessary to include additional parameters like, deviation of output measurements as
an input, sample time intervals and also in some case product of input parameters.
Then a master input file is created by aggregation of all the data necessary, from the
measurements of Kaiwei Chen et.al. This single mat-file is then used as data-set neces-
sary for training. This mat-file is organised as of Voltage, SOC, Current, Temperature,
Heat Measurement, and Time. A table is shown measurements considered for imple-
mentation, the operating temperatures, charge requirements, and range of voltage type
of cell used are summarised.
5.3.4 Feature set scaling and Normalising
Normalization is organising the data-set with unity norm and scaling of the data-set
refers to bringing the data-set to single uniform scale using any scaling factor. As a
result the data-set is prepared in range either from 0 to 1 or -1 to 1. Feature scaling is
the method used to standardise the independent variables or predictor variable set, here
feature set is referred independent variables intended to be provided for model design.
The data is then scaled and normalised for better distinction between data necessary
to be trained. There is a very strong reason to perform scaling and normalisation, we
have data ranging between various scales e.g. SOC 100% to 0% with resolution of 0.001,
then heat in KWJ in powers of 10 raise to 4, temperature scale of 5 ◦C and 10 ◦C. The
highest value input data in terms of scale is heat, the effect of this would dominate
over all other feature that would be important for training, which is not appreciable.
Hence to maintain uniformity and equality among the data, the data are standardised
by normalising and scaling.
In this thesis work a general function known as ’minmax’ normalization [46]is imple-
mented. Consider data set y ∈ Rm as output values and x ∈ Rm as input values from
equation 5.2 feature scaling can be performed. In general the ymax is 1 and ymin is -1.
The resultant y will now be scaled in range -1 to 1.
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y =
(ymax − ymin) ∗ (x− xmin)
(xmax − xmin) + ymin (5.2)
Algorithm 5.3.2: Normalization
Result: Scaled feature set between -1 to 1
Data: The input data set InpD and the output data set OutD
normPmax is 1 and normPmin is − 1;
for number of InpD columns do
compute InpDmax for each parameter(Complete column);
compute InpDmin for each parameter(Complete column);
end
compute OutDmax for each parameter;
compute OutDmin for each parameter;
for number of InpD columns do
for total number of InpD values do
RatioP = ratio of InpD-InpDmin and InpDmax-InpDmin;
Compute product of normPmax-normPmin and RatioP;
Compute sum of product + normPmin;
end
end
for total number of OutD values do
RatioP = ratio of OutD-OutDmin and OutDmax-OutDmin;
Compute product of normPmax-normPmin and RatioP;
Compute sum of product + normPmin;
end
Training and Test Dataset
The normalised dataset after the data pre-processing step is now ready to be provided
for the chosen algorithms for data based static model. The data is split into training
and test data. This is achieved by using the random set of indices from input.
In this work the data is split into ratio of 75% for training and the rest 25% for testing.
The training set is again further split into train data and validation data set. Validation
is a very important step in this process. Initially the data is split into training and test
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data, this split is done randomly generating random permutation of original test indices.
These random indices are later split in ratios of 70% - 30%, and 80% and 20%.
Note: The dataset worked on was of size 8128x4, hence the random split covered wide
range of data for training and validation. However for large (3000 or more data points
for each attribute/parameter) continuously changing data, it is advisable to perform
stratified split. The table 5.1 shows raw data from measurements and table 5.2 provides
the normalised data set that is provide to the training models.
Table 5.1: The raw data matrix represented in a table
Voltage SOC Current Temperature Heat generated
3.3023 99.83376 5 -10 367.8463
3.2828 99.67035 5 -10 384.8369
3.2694 9.95E+01 5 -10 483.888
3.2596 99.34572 5 -10 374.5067
3.2518 99.18372 5 -10 289.1462
...
...
...
...
...
...
...
...
...
...
2.8675 3.118 60 40 43701.368
2.7729 1.515 60 40 46224.744
2.6213 0 60 40 49171.933
Table 5.2: The normalized data represented in a table
SOC Current Temperature dV
0.99885875 -1 -1 -0.69048591
0.99558698 -1 -1 -0.73029808
0.99234123 -1 -1 -0.71784402
0.98908728 -1 -1 -0.71049408
...
...
...
...
...
...
...
...
-0.90435552 1 1 -0.759902
-0.9375718 1 1 -0.80910576
-0.96966686 1 1 -0.88362597
-1 1 1 -1
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5.4 Support Vector Regression Static Battery Model
In this section different steps involved in development of support vector regression based
model is discussed. For the implementation of support vector machines as mentioned
in earlier section, LIBSVM library package is made use of. The package comes with
a makefile linking the mex files for reading data, svm training, svm prediction, and
writing data. The original train and predict scripts are written in C and the main svm
file is written in C++, which performs core training, and testing of the dataset provided.
The usage of the LIBSVM matlab package is very well documented in README file of
LIBSVM [37].
After the pre-processing step, the data is now ready to be provided to the svm package
to train the model. The flowchart below from Figure 5.3 provides the steps involved
in this process. As explained in chapter 3, the parameters necessary for training are
chosen and provided along with the feature set. Initially the preprocessed dataset is
split randomly into train and test data. A part of train data is then split into training
and validation data.
Figure 5.3: A flowchart illustrating the different stages in Support Vector Regression
Structure of LIBSVM package [47] is as shown in the figure 5.4. The LIBSVM package
is structured as follows.
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Main directory contains main C/C++ programs and sample data. In particular, the
file svm.cpp implements training and testing algorithms.
Toolsub-directory includes tools for checking data format and for selecting SVM pa-
rameters.
Other sub-directories consists of pre-built binary files, makefile and interfaces to
other languages/software.
svm train function
problem definition
-Contructs and returns model
Defines and allocates 
parameters for the model
Measurements
Training Set
Test Set
Configuration 
Parameters
Type of function 
application
Kernel Configuration
modes of operation
Check for correctness of 
parameters and data format
CrossValidation 
Kfold
customised
Optimization Rule and 
weight updates
Sequential Minimization 
optimization
Number of Support vectors 
coefficients
svm predict function
Returns model updates
Computes the function or 
classes
Use Results
Post Process Data
SVM Main files
Header
SVM main
Matlab
LIBsvmread
-read problem
- data available for 
Libsvm
Matlab
Libsvm write
update model in matlab
Figure 5.4: LIBSVM Package structure - optimised the class diagram for regression
application only
In the training step,
1. The svmtrain function receives three arguments, in the listing 5.1 training input
data marked as learnData, training targets as learnTarget and the support vector
regression parameters as param.libsvm.
2. param.libsvm structure consists of the options and parameters necessary to per-
form intended support vector regression. The options include
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-s svm type , this is used to select type of support vector operation like classifi-
cation or regression. In this work epsilon support vector regression is chosen.
-t kernel type this option enables us to chose the type of kernel to be imple-
mented. In this work 3 kernels are investigated radial basis function based
kernel, polynomial kernel and sigmoid kernel.
-d degree parameter provides an option to choose the degree of operation for
mainly polynomial based SVM classification or Regression.
-g gamma parameter is the regularisation parameter.
-c cost cost parameter is the Cost function parameter that enables flatness of the
model considered. Flatness refers to the amount of slack variables that are
to be considered for generalisation.
-p epsilon parameter is used to enable the margin, to find out the number of
support vectors that involve for estimation.
3. According to the chosen parameter the svmtrain function performs some operations
for regression and classification.
4. The output of the trained model is present in form of structure variable ’model ’,
which is collection of different necessary data such as number of support vectors
nSV, updated weights, that are updated by the main svm.cpp source file consists
of (Parameters necessary for regression are only discussed here)
Complete list of options that are used to set the parameters necessary for svm training
are illustrated from the svmtrain.c code snippet in appendix and the svmtrain usage in
this work is as shown in listing 5.1
%options are set for svm model traiing
param.libsvm = [’-s ’, num2str(param.s), ’ -t ’, num2str(param.t), ...
’ -d ’, num2str(param.d), ’ -c ’, num2str(param.C),...
’ -g ’, num2str(param.g), ’ -p ’, num2str(param.eset ),...
];
learnData = Input_training_data;
learnTarget = Output_training_data;
% build model on Learning data
%svmtrain function performs training
model = svmtrain(learnTarget , learnData , param.libsvm );
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Listing 5.1: Code snippet of svmtrain function usage
The svmpredict function then considers the model trained as input along with new input
set. The svmpredict function considers the support vectors and their co-efficients which
are nothing but weights. By computing the dot product of weights and support vectors
identified by the training algorithm, the svmpredict computes the model function output
based on the kernel selected and parameters chosen. The usage of svmpredict function
is provided in the listing 5.2
%options are set for svm model traiing
testData = Input_test_data;
testTarget = Output_testing_data;
% build model on Learning data
%svmtrain function performs training
estimate = svmpredict(testTarget , testData , model);
Listing 5.2: Code snippet of svmpredict function usage
Parameter Selection
Parameter selection is very critical step in implementation of SVR battery model, the
critical parameters to focus on are ε , γ, and cost parameter C. Since we are making use
of one class SVC type or also known as ε-SVR epsilon and C are crucial. It is always a
practice followed in building machine learning based models, that when many parameters
are available to choose one of the parameter is assumed initially in the favourable range
of its designated parameter. In this thesis work ε is assumed in the begining and through
cross validation parameters C and γ are determined, one advantage of doing so is one
can ensure a good working combination, rather than assuming both the parameters.
On the contrary if ε is also to be determined the parameter selection shall become
an optimization problem by itself. ε is the margin band necessary to identify support
vectors and C is the cost parameter to ensure the leniency in inclusion of parameters
within the ε band. γ usually applicable to nonlinear kernel functions, it provides the
distribution or the spread factor for the kernel chosen.In the sense that smaller γ high
deviation and less variance vice-versa for larger γ
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As per the need of the thesis, the focus is to get a working good battery model using
SVR. Parameter slectin for Support vector regression and neural network are done by
Cross validation method.
5.5 Neural Network Model
At the beginning there were a number of trials done using Neuralnet toolbox GUI, in
order to understand the properties of neural network. The tool provides wide range of
options for training a neural network. The intention of choosing neuralnet toolbox is for
nonlinear function approximation.
For the chosen feature set (prepared using measurements from Chen et al.), with feature
set size of 8190x4 having Voltage, SOC, Discharge current and Ambient Temperature as
parameters. The first step in the implementation is creating the network or neural net.
There are a number of options available to create network, simplest model was chosen to
find out ability of neural network to approximate the nonlinear behaviour of the battery.
therefore a simple feedforward network was created with some known hidden neurons of
single layer.
A class object ’net ’ was created, with lot of neural network attributes associated with
it. Some of the important network attributes associated are as follows
1. Normalization and scaling using function ’mapminmax’.
2. Mean square error (MSE), Sum of squares error (SSE), and R square error are
some of the accuracy measures offered. ’MSE’ option was chosen for this work as
it is widely chosen option.
3. Dividing the training set into Train, validation and test groups for choosing opti-
mised model. There are number of options, ’divideind’ option was chosen for this
work as, the training set was already split by us into Test and train sets. ’Di-
videind’ option allows us to divide the data set and provide the train, validation,
and test indices to the network.
4. Training goal can be chosen, by clearly defining the gradient range acceptable for
a decent training.
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5. Maximum number of epochs necessary to compute the weights can also be set.
6. Wide choice for training functions are available, ’trainlm’ a Levenberg Marquardt
rule based training function was chosen for this work as training using trainlm is
relatively fast in approximating a small batch of input feature set (only 3 in this
model).
The wide list of options available for training and prediction using neural network toolbox
is included in Appendix.
The implementation of neural network was Feed forward network
Validation data set are used to stop training process early, if the network performance
on the validation data set fails to improve or remains the same for maxfail epochs in a
row. Test vectors are used as a further check that the network is generalising well, but
do not have any effect on training.
One of the limitation which is also useful for implementation is that for ’trainlm’ function
the performance evaluation function is limited to mean squared error (MSE) or sum of
squared error (SSE).
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The steps involved in training the neural network model is briefly provided in the algo-
rithm below
Algorithm 5.5.1: Neural Network Model
Result: Voltage estimates − > Output of function net
Data: Input parameters and Configuration parameters
−−initialisation
1. Set number of hidden neurons and layers for network
2. Create object network using feedforward network
3. Choose training function to be Levenberg Marquardt rule ’trainlm’
4. Choose Accuracy parameter for evaluation of network created
5. Initialise training, validation and test indices
6. Initialise maximum number of epochs
7. Initialise weight vector
8. Choose transfer function (sigmoidal) and activation function (sigmoidal)
9. Perform cross validation for identifying optimal number of hidden neurons necessary.
while evaluation goal reached OR max number of epochs reached do
1. Train neural network using training input and training targets
2. Update network with trained network
3. Validate updated network using validation input parameters
4. Compute mean square error −− %% Accuracy measure
end
1. Estimate using validated network and test input data
2. Evaluate the estimation of voltage
The output can be estimated using the ’net’ function which is part of the network class
object. The overall network details can be viewed by displaying network properties.
5.6 Polynomial Regression
Using the package Polyfitn in matlab , which is basically used to fit nonlinear models
with multiple variables is used here for regression. This model is then used for estimation
and similar to other models based on the meas square error and R. The chosen models
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Table 5.3: The values settings for network training parameters for feedforward neural
network. [8]
Network training parameters Values
assigned
Description
net.trainParam.epochs 1000 Maximum number of epochs
to train
net.trainParam.max fail 6 Maximum validation failures
net.trainParam.min grad 1.00E-07 Minimum performance gradi-
ent provides informations on
trained vectors closeness to
target
net.trainParam.mu 0.001 Initial mu is the deviation pa-
rameter from Levenberg Mar-
quardt rule
net.trainParam.mu dec 0.1 mu decrease factor
net.trainParam.mu inc 10 mu increase factor
net.trainParam.mu max 1.00E+10 Maximum mu
net.trainParam.show 25 Epochs between displays
(NaN for no displays)
net.trainParam.showCommandLine true Generate command-line out-
put
net.trainParam.showWindow false Show training GUI - value set
to false
net.trainParam.time inf Maximum time to train in sec-
onds
are tested with the dataset available with us and conclusion may be drawn from them.
Polynomial regression works on the lines of general regression. A model structure con-
sisting of design coefficients or polynomial coefficients are updated. The structure model
out consists of deign matrix number of columns equal to number of predictor variables.
Using combinations of the number of variables and degree requested the design matrix
is updated.
5.7 Nonlinear least square based Regression
In this method the adopted scheme to model battery characteristics is nonlinear based
least square estimation approach. the theoretical background is explained in section of
chapter 3. This was one of the first methods considered for implementation, from the
electric models the combined model equation mentioned in chapter 2 was consider as
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objective function, this was implemented using nonlinear regression toolset with Lev-
enberg Marquardt optimization and the second approach was identifying design matrix
of the combined model equation. This approach was suitable only for single charge
demand, terminal voltage and Battery SOC for a known ambient temperature. For dif-
ferent charge rates and temperature individually this was to be explicitly determined,
this seemed to be tedious and necessary parameters list grows with bigger dataset. As
a result alternative methods were approached and investigated.
5.8 Performance evaluation using Cross Validation
Initially the processed measurement data was split randomly into training and test data
respectively. This data was provided for training models initially but the accuracy of
prediction cannot be validated and also optimal parameter set cannot be determined
by training and testing on split data. Hence a cross-validation for different parameter
combinations was considered. In this way the necessary optimal parameters can be
determined to get a good trained model. Cross Validation gives the solution for this
problem in finding the best model.
5.8.1 K-fold Cross validation
In this approach called K-fold CV, training set is split into k number of smaller sets,
hence the name K-fold. One sub set out of each of these k sets is considered as validation
set and the rest of the sets are used up as training sets for the model building, this is
done K round trips. The idea behind choosing one different validation set each time, is
the mean square is investigated for each parameter and mostly all data can participate
in validation process. This is one way to avoid over fit of the data that is fitting data
with the measurements.
Another important use of K-fold Cross validation here in this is to identify optimal
parameter of C, and γ for RBF Support vector regressions, to find optimal degree pa-
rameter d for polynomial kernel and to find optimal number of hidden neurons in a layer
for Neural network.
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5.8.2 CV Partition
This section describes the way how the data is partitioned using cross validation. In
this implementation an intelligent way of data separation is done using the function
cvpartition. All the files are joined into a complete data set with the corresponding
group vector containing group labels of these classes and then separated using ”CV
partition” function in MATLAB.
Partitioning the available data into sets can reduce the number of samples which can
be used for learning model and the results can depend on that particular random choice
for the pair of training and test sets.
The cvpartition function works in a unique fashion, a structure holds the necessary
outputs from cvpartition. the partitioned data must be accessed using logical indices, a
random split of data is done by randomly selecting indices and logically placing them in
variable.
following code algorithm provides an insight how it is implemented
Algorithm 5.8.1: Normalization
Result: optimal hyper parameters for NN and SVR
Data: A set of Hyper-parameters for Neurons, C, γ, and d
normPmax is 1 and normPmin is − 1;
1. Choose K-fold cross validation 2. divide training data to validation set and training
set using cv partition;
for each set of hyper parameters do
3. Perform training on training set(Complete column);
4. Perform validation(modelout-training) on validation set(Complete column);
compute mean square error (MSE) for validated outputs
end
find iteration that records minimum MSE;
Resultant paramerter is optimal;
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5.9 Dynamic and Thermal Model Implementation
For implementation of dynamic and thermal model the approach made in [48] was consid-
ered, the model is based on assumptions and approximation of Randles equivalent circuit
method as shown in figure , this can then be easily checked on Matlab-Simulink. The
equivalent circuit considered in our approach consists of 2 RC networks to parametrise
the dynamic response of the battery, generally, on application of current involves some
power to be delivered by the battery or can be said energy required by the demanding
system. During discharge there is a dynamic drop in the voltage, which is instantaneous
and then a then a slow exponential drop in voltage for a duration of τ seconds. This
is then followed by a relaxation phase, earlier discussed this effect in chapter 2, where
after application of current for some time duration and then followed by rest, would
result in restoration of voltage to probably close to the past steady state voltage before
application of current.
This relaxation effect or the restoration phase can be modelled using an additional RC
like considered in Randle’s model [48]. Realisation of these Time duration parame-
ters Tau and current during this phase is crucial for a simulation model. While these
parameters would also be dependent on temperature.
5.9.1 Realisation of Thevenin’s Electrical equivalent model : Second
Order Transient Response Model
To estimate battery parameters, a mathematical model of the battery is required. Re-
searchers around the world have deduced various models with different ideas. Electrical
equivalent models therefore use a combination of voltage sources, capacitors and resis-
tors to obtain the I-V behaviour of battery systems. They are more intuitive, useful
and also very easy to handle. They can also be divided in three groups, Thevenin-based
electrical model, impedance-based electrical model and runtime-based electrical model
[48] . Thevenin based model uses a series of resistor and RC parallel network to pre-
dict battery response for a given transient load to a particular SOC and current. The
RC parallel network is considered to represent the relaxation effect of the Lithium Ion
battery. The figure below provides an overview of the thevenin’s equivalent model to
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be implemented in Simulink. The figure 5.5 illustrates equivalent circuit of battery, the
parameters internal resistance and RC components are seen int the figure.
Figure 5.5: The Thevenins equivalent circuit of the battery
Parameter Extraction phase
The next step in the dynamic model is to extract parameters necessary like internal
resistor Ri, diffusion capacitance Cd and resistance Rd. The measurements from NASA
shall be considered to extract the parameters of the equivalent circuit. The measure-
ments set from NASA contains a Pulse current discharge measurement for 1A at room
temperature. The voltage response of this measurement is considered for analysis. As
mentioned earlier NASA uses a Li Ion based battery, the dataset is therefore normalised
for battery specification that is used for realisation of static battery model. As pulse
current discharge data was not available for the LiFePO4 battery type considered.
Realization of Internal Resistance Ri
During constant current discharge of battery, the response voltage instantaneously drops
by some value. Besides, once constant current ceases to discharge there is an instan-
taneous voltage raise. This confirms presence of internal resistance Ri, considering
the voltage drop internal resistance Ri for the battery can be enumerated. The figure
5.6shows the instantaneous drop of voltage during discharging phase.
To validate the value of the obtained internal resistance Ri. Tests shall be conducted
and corresponding voltage values for different SOC, temperature and current shall be
evaluated.
Ri = ∆V /I (5.3)
Lithium Ion Battery Model Implementation 78
Figure 5.6: The Voltage response at the terminal end
Realization of Non-linear transfer Resistance Rd The non-linear transfer resis-
tance is diffusion resistance Rd could be very well found out from the transient response
curve. During discharge phase after the instantaneous drop in voltage, there is steady
decrease in the voltage for short duration of delta time and the same could be seen when
the discharge is stopped, the battery tends to charge in similar fashion. The response
curve can be seen in the figure below. Also alongside to the transient response of termi-
nal voltage when the Vt SOC characteristic curve at different Capacity rate discharges
are examined, we observe that there is a significant large potential at lower SOCs when
compared with terminal voltages at higher SOCs and OCV(SOC).
The total resistance Rtotal(SOC) of the battery for certain state of charge can be evaluated
by
Rtotal(SOC) = Rd(SOC) +Ri (5.4)
The same equation could be re written in terms of difference between Open circuit
voltage and terminal voltage given by
Rtotal(SOC) = (OCV(SOC) + Vt(SOC))/I (5.5)
The algorithm to depict these values shall be implemented in parameter estimation.m
script. After performing the pulse discharge current test, the characteristics are de-
termined and parameters such as internal resistance, diffusion resistance and diffusion
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capacitance are found.
In order to realize diffusion resistance which is also crucial parameter in the state space
model for the extended kalman filter (EKF). It is necessary to find the total resistance
as function of SOC and then the diffusion resistance as function of SOC. We consider
the average of diffusion resistances at 30% to 80% SOC range as the battery is relatively
stable and monotonous.
Realization of Diffusion Capacitance Cd
With help of RC time constant τ it is easier to find the diffusion capacitance Cd as seen
in the following equation 5.6. The RC time constant could be evaluated from the RC
network parameters in the thevenin’s equivalent network where R is Rd and C is the Cd.
After realization standard values are considered for diffusion capacitance Cd.
Cd = τ/Rd(SOC) (5.6)
For this , the value of time d is the duration of the pulse of the signal. The modelling
of double layer capacity can be made by forming a nonlinear capacitor.
5.10 Summary
1. Three different approaches namely Support vector Regression (SVR), Neural Net-
work and Multidimensional polynomial regression based were implemented for the
realization of static battery models.
2. The performance and evaluation of these methods are discussed in subsequent
chapter.
3. The uniqueness in implementation is parameter selection for both Neural network
based model and Support vector machine. Using cross validation approach not
only the optimal model is obtained but also the parameters necessary for Support
vectors and neural network
4. The dynamic model is implemented using the thevenin’s equivalent model method,
what is different in this implementation approach is that static based model output
is fed as input to the model. idelly it is open circuit voltage being given.
Chapter 6
Formulation of Rules to conduct
optimised Measurement Tests
In this chapter a formal set of rules are laid to conduct battery measurement tests. This
is done to find and estimate required parameters, that are important for HEV simulation
and battery models implemented in this thesis. Based on the work implemented some of
the important necessary parameters are pointed out, to carry out good simulation and
evaluation. The battery measurements obtained by the measurement rules formulated
would ensure a suitable working battery model for simulation.
6.1 Overview of existing test methods
In this subsection a brief overview of some of the testing methods currently in practice
are discussed, and also necessary adaptation of these tests to meet the requirements this
developed battery model toolset. As mentioned in chapter 4 the test measurements are
very crucial to understand and design the battery model. These measurements contain
vital characteristic records, that makes designing the model easier, furthermore the black
box models can be trained on good data samples.
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6.1.1 Hybrid Pulse Power Characterisation (HPPC)
The goal of this test profile is to exhibit the discharge pulse and regeneration pulse
power capabilities at different stages of States of Charge (SOC) of the battery. The
characteristics provide the battery Open Circuit voltage in terms of State of Charge,
which helps in extracting battery parameters and also realising the electrical equivalent
model. A sample test profile is shown in figure 6.1 here a discharge pulse, rest period
and charge pulse for an arbitrary duration is considered, to illustrate the profile of
Hybrid Pulse Profile Characterisation (HPPC). The battery voltage and state of charge
measurements at respective rest periods of the HPPC profile, should be enough to obtain
the SOC-OCV profile.
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Figure 6.1: Hybrid Pulse Profile Characterisation Pulse profile
6.1.2 Pulse Discharge Method
In this test the battery undergoes a series of current discharge at a desired rate of charge
for a fixed duration, such that there is a constant decrease in the state of charge of the
battery from 100% to 10%. During these tests the battery must be under rest after
every cycle of charge and discharge for some duration. Rest is necessary so as to obtain
stabilised Battery results under equilibrium. From the transient voltage response of
Pulse Discharge test the parameters necessary for the electrical equivalent model such
as internal resistance, relaxation resistance and capacitance and diffusion capacitance
and resistances are easily extracted (Diffusion refers to when current is drawn from the
battery and relaxation is seen during resting phase of battery. In relaxation phase there
would be regeneration of battery potential).
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The term ”pulse amplitude” stands for an amplitude of the current that is drwan for
the duration of the pulse. For the required duration of pulse, the amplitude of Current
drawn remains constant. The duty cycle of the curreetn signal ensures the pulse duration
and rest duration.
The discharge profile is as shown in the following figure 6.2 this is a rough schematic for
how the pulse and rest periods look like.
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Figure 6.2: Pulse Current Discharge Test
This test can be performed for different charge rates and ambient temperatures, this
would ensure that the battery parameters estimated are consistent with required tran-
sient response
6.1.3 Constant Current Discharge method
Constant current discharge (CCD) is one of the most commonly performed test on
batteries to identify battery static characteristics. In this the current is drawn from the
battery continuously for a a duration until battery is completely discharged. This test
is also performed for different charge demands and at different temperatures.
6.2 Proposed Test Procedure
For ideal characterisation and parametrisation of Lithium Ion battery, a sequence of
previously discussed test procedures must be conducted. A sequence of Constant current
discharge test and pulse discharge test is considered here. As mentioned earlier, CCD
test is considered to establish static characteristics of the battery. Pulse discharge test
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could assist in extracting necessary parameters to simulate the final lithium ion battery
model.
The steps involved in this test are briefly discussed as follows
1. Initially the necessary conditions are set according to the instructions provided in
the data sheet by the battery manufacturer.
2. The required threshold temperature should be maintained during discharge. This
can be achieved by thermostatization of the battery, pre-acclimatization of the
battery. By doing so erroneous behaviour of battery can be avoided and stabilised
response shall be ensured.
3. The battery boundary conditions such as over-potential or under-potential must
be taken care. Over potential for charging scenario and under-potential is for
discharging scenario.
4. Constant current discharge test for a battery must be performed for different charge
rates to obtain static Voltage-SOC characteristics of battery at different charge
demands.
5. Constant current discharge test for a battery must be performed for different
temperatures to obtain static Voltage-SOC characteristics of battery at different
working temperatures of the battery. It is important not to heat up the battery
extensively during charge or discharge.
6. CCD tests a timely recording of voltage, temperature and SOC must be done at
some suitable time interval. Not necessary at every second but at least at well
defined stages of SOC for example Every 5% depth of discharge. This should be
done for both different temperatures and charge demands.
7. Pulse current discharge (PCD) test must also be performed for different current
pulse amplitudes for different temperatures and different charge rates. The mea-
surements must include dynamic voltage response, dynamic temperature of the
battery, corresponding time durations also should be recorded.
8. PCD test measurements can ensure good estimation on internal resistance, diffu-
sion RC value changes for different temperatures and currents.
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9. optionally HPPC test shall be performed to get a good OCV-SOC characteristic,
might be necessary for further analysis of battery models.
6.3 Summary
In this chapter few of the battery measurement tests are discussed that are vital to
realise a good working environment for the battery model that is being implemented in
this work. A good measurement strategy involving good balance of parameters necessary
to be determined and number of measurements to drawn could feed a very good to the
battery model. Further what parameters must be measured are provided. It is very
important to maintain the boundary conditions for a battery during every test.
Chapter 7
Test Results and Evaluation
This chapter outlines the results of the implemented static and dynamic models, com-
parison of the results and tests conducted. Finally the decision on best model among
the implemented models is also provided and discussed in depth. The results obtained
for the considered configurations. Some of the limitations of the implemented models is
also discussed.
7.1 Test results of Static Battery Model
An extensive investigation was done on common methods in use and state of the art
computational intelligence methods. Although nonlinear regression was implemented
an exhaustive test was not conducted on the model. Firstly, the models did not take
into account the temperature, secondly the focus of this work was to investigate on
state of the art data based models like Support vector regression and Neural Network.
The difference being least squares estimation technique is like a grey box model, as the
underlying objective function is known. For the least squares the parameter coefficients
are estimated for a given nonlinear function with certain parameters. In contrast to
least squares estimation based models the support vector regression, neural network
and polynomial regression are black box models. That is the nonlinear behaviour is
mapped to a base nonlinear function, base function in the sense like polynomial of some
degree, tan-sigmoidal function or radial basis function.
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The evaluation of the models proposed in chapter 5 are tested exhaustively using different
configurations of Support vector regressions, Neural network model and Polynomial
regression model. All the tests were evaluated only on single data set obtained by Kaiwei
Chen, which is composed of Discharge currents in range of 5A, 10A, 20A, 40A and 60A
, Temperature range of −10 ◦C,0 ◦C, 10 ◦C,20 ◦C. 40 ◦C, 60 ◦C, all these measurements
are taken full discharge cycle of the battery.
7.1.1 Evaluation results of Data preparation process and Polynomial
regression
Before heading into the results of data-driven approaches, the outcome of outlier detec-
tion that was implemented in this work is shown in Figure 7.1.The Figure is a plot of
SOC against Voltage. Measurements from Franz Bechert (10A and 20A discharge curves
respectively) was tested to determine the discharge characteristic curve of lithium Ion
pouch cell, as this was the initial sets of data that were to be looked into. The pro-
cessed outlier free data was then used in regression analysis, the model was then used
to fit using combined model equation, the results identified parameters of the battery
are seen. The black container marked in the Plot 7.1 indicate the presence of outliers in
the original data, however the values in smaller black boxes may not be considered as
actual outliers, they are the regenerated values after discharge until cutoff section.These
voltage values at the end of curve, are not the focus of interest in this work. Only
discharge cycles are considered for investigation.
Firstly polynomial regression was carried out on this dataset, the fitting in the presence
of outlier data was relatively bad when compared to fitting result with cleaned data.
The error and accuracy of the resulting curve is provided by the table seen below.
The plots in the figure 7.1 are the results obtained from polynomial regression models
with one independent variable battery discharge time, for different degrees at 10A and
20A discharge currents.
The accuracy measures R coefficient and mean square error are recorded in Table 7.1 it
can be seen that for polynomial degree of 5, there is good estimation accuracy. Another
conclusion to draw for choosing degree 5 polynomial model as more suitable is for a
reason that, on viewing plot 1 in figure 7.2 from the regression result of model for 10A
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Figure 7.1: Representation of original curves and outlier free curves
discharge with degree 3 it can be seen that the values between 2.6V and 3V are not very
well estimated, a similar trend is seen at the beginning of the cycle at the exponential
phase. From the results of degree 5 and degree 8, it is clearly seen the values in the
exponential regions were are also estimated.
Table 7.1: The Mean square error and R square coefficient
Polynomial
Regression
Data set of 10A Data set of 20A
Degree 3 5 8 3 5 8
MSE 0.0255 0.0266 0.0265 0.0013 0.00064 0.00072
Rsquare 0.7597 0.7492 0.7502 0.9754 0.9881 0.9866
The limitation of choosing polynomial with degree 8 is the additional set of co-efficients,
and computational time. Another reason being that the polynomial degree of 8 may run
into over-fitting, may not be suitable for other set of measurements for same battery
type.
Hence it can be concluded from the work that for a 2 dimensional battery discharge
measurement set single variable polynomial regression with degree 5 is best suited. The
conclusion is drawn based on the available data set. For multi dimensional data this has
to be further investigated, multi-dimension involves battery terminal voltages recorded
for different charge rates, different temperatures and SOC of the battery.
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Figure 7.2: Polynomial regressed output plots for 10A and 20A discharge rates. Plots
on left correspond to 10A discharge current and plots on the left correspond to 20A
discharge rate.
7.1.2 Support Vector Regression based Static Battery Model Imple-
mentation Results
Support vector regression implementation was one of the toughest tasks involved during
the development phase, as initially the LIBSVM packages available could not be inter-
faced, and the usage was not very clear, however the model was implemented. Different
kernel configurations were tried out to incorporate the nonlinear behaviour of the bat-
tery characteristics. It is well known that SVM generalisation performance (estimation
accuracy) depends on a good setting of meta-parameters parameters C, and the kernel
parameters.
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Test 1: Analysis for choosing best support vector regression kernel suited
for the static model
Radial basis function kernels were considered at first for realising the nonlinear char-
acteristic feature of the battery. As per suggestions made in [47], the author gives some
substantiating examples to consider RBF kernel for regression specific problems. The
tests were performed for different epsilon values ranging from in decreasing values of 
= 0.1 to  = 0.001. The dataset prepared from measurements of K.Chen were used to
get the results in 7.2. It is explained in chapter 4 under section 4.9
Tables 7.2 summarises the output and the parameters of interest that were observed
during the tests. Optimal values for parameters C and γ for each epsilon configuration
were chosen through cross validation procedure. The results provided in the table are
the optimal results of cross validation procedure for and γ.
Table 7.2: Test 1 results for RBF kernel using different epsilon configurations and
optimally chosen C and γ parameters
Support Vector Regression Sample size of data set = 8121
Kernel RBF RBF RBF RBF RBF
ε 0.01 0.1 0.05 0.003 0.005
γ 1 8 0.25 0.5 8
C parameter 4096 32768 512 512 2048
Number of Sup-
port Vectors
312x4 68x4 96x4 1705x4 581x4
weights 312 68 96 1705 581
Training Time 83.47 0.364 2.1445 505.522 1.86E+02
Prediction Time 0.2632 0.1762 0.0076 0.0809 0.0360852
Rsq 0.9982 0.9664 0.9975 0.9986634
Mean Square Er-
ror
0.00044207 0.0025 0.0008402 4.752E-
05
3.879E-
05
The test results of estimation of random 20 test input points within the data range of
used dataset is shown in figure 7.3. In the figure 7.3 starting from top left to bottom
right plot 1. corresponds to ε = 0.01, plot 2. corresponds to ε = 0.1, plot 3. corresponds
to ε = 0.005 and plot 4. corresponds to ε = 0.003. It can be seen by observation and
also from table 7.2 that best choice model would be for ε = 0.005. The bottom two plots
of 7.3 provide very good estimation results, also from the 7.2 the Rsquare value which
is also a measure for accuracy provides a conforming evidence. Rsquare is provided by
the equation 7.1.2.
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Rsquare = 1− SumofSquaresofError
SquareofSumofError
(7.1)
Figure 7.3: Plot for estimation results of 20 random test points. 1. Top left plot
corresponds to ε = 0.01 2. Top right plot corresponds to ε = 0.1, 3. bottom left plot
corresponds to ε = 0.005, 4. Bottom right plot corresponds to ε = 0.003
The following figures 7.4, 7.5, and 7.6 provide discharge curves of the static battery
model using SVR RBF algorithm. The resulting plots are Voltage against SOC. These
plots are further used for reasoning out the cause for the output.
A good trade off was obtained using the cross validation procedure, which is evident
from the results recorded and plots illustrated in figure 7.3 and 7.4. A specific case of
ε = 0.1 is considered and discussed the effect of higher ε, the resulting discharge curves
7.4. Some of the findings from this test are listed below.
1. For relatively large ε parameter of 0.1 the estimation was comparatively poor, one
reason not to forget is that the ε parameter provides the margin or a boundary for
number of points to be considered for regression. As the margin is quite big the
points considered for estimation would be distributed in a random fashion.
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Figure 7.4: Plot corresponds to ε = 0.1. The plot shows the discharge curves for
different range of temperature and current. Plot in black corresponds to measurement
curve and plot in green corresponds to estimated points
Figure 7.5: Plot corresponds to ε = 0.005. It shows the discharge curves for different
range of temperature and current. Plot in black corresponds to measurement curve and
plot in green corresponds to estimated points
2. Consequently the impact is seen on parameter C, which is the regularisation pa-
rameter is also quite high. For a large C parameter computation time is also
high.
3. As consequence of large epsilon ε band and larger C, results in smaller number of
support vectors seen are less around 68 support vectors 7.4, also on other hand as
RBF kernel works on Gaussian based space, where the RBF distribution tries to
map every point around on epsilon defined margin.
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Figure 7.6: Plot corresponds to ε = 0.003. It shows the discharge curves for different
range of temperature and current. Plot in black corresponds to measurement curve and
plot in green corresponds to estimated points
4. It can be seen from the results as in case of ε = 0.1, C = 32768, the generalisation
is lost. The output curves loop into which is because of the band.
5. The effect of gamma is not very visible, as the values epsilon and C are dominating
the regression result.
6. Also there is no point considering ε very close to zero or as almost all training
points shall be considered for training. Which is not the objective of this thesis.
For smaller ε values of 0.01 and 0.003 the estimation results are considerably better,
there were more support vectors to be considered for regression. For smaller ε values of
optimal C and γ parameters are also determined.
For Polynomial kernels a degree of 5 was considered. It is suggested in [47] small
values of degree was considered, int he range (2 to 4) the results for smaller degree
3, and 2 are also seen below. But as seen in 2 dimensional polynomial regression the
the degree of 5 was considered and tested. The table 7.3 provides the results of the
polynomial kernel and sigmoidal used in support vector regression, the number support
vectors are also high and not fast enough compared to rbf kernel. The accuracy is also
not that good. In the figure 7.7 plots of 20 random test inputs are seen. 1. Top left plot
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corresponds to polynomialkernelε = 0.01 2. Top right plot corresponds to sigmoidal
kernel ε = 0.1, 3. bottom left plot corresponds to ε = 0.005. The plot 3 has better
estimation results than other outputs. The plot with ε = 0.005 and degree 5 is seen,
but number of support vector are 3278x4 which is big compared to other results seen.
Hence RBF kernel is chosen.
Figure 7.7: A collection of plots of 20 random test inputs are seen. 1. Top left plot
corresponds to polynomialkernelε = 0.01 2. Top right plot corresponds to sigmoidal
kernel ε = 0.1, 3. bottom left plot corresponds to ε = 0.005
Table 7.3: Resulting accuracy and optimal configuration parameters for Polynomial
and sigmoidal kernel optimal conditions obtained from cross validation results
Support Vector Regression Sample size of data set = 8121
Kernel Polynomial Polynomial Sigmoidal Polynomial
epsilon 0.01 0.1 0.01 0.01
gamma 0.001 8 0.0313 3.052E-05
C parameter 1024 32768 2 1024
Number of Support
Vectors
3627x4 68x4 6505x4 1932x4
weights 3627 68 6505 1932
degree (poly) 2 3 5
Training Time 399 0.364 2.0393 205.22
Prediction Time 0.0714 0.1762 0.14 0.0414
Rsq 0.6569 - - 0.9671
Mean Square Error 0.0047 0.0025 0.0175 0.0006737
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The accuracy measure Rsquare is highest for deg 5 however the results were not better
than RBF, also the computation time required for this was also high. Hence Polynomial
kernel is not suitable for this work. The polynomial kernel is suppose to work very well,
but for best optimal parameter settings the resulting estimation is not accurate. One of
the reasons being computation of binomial series terms, Mclaurin series terms for higher
degree requires lot of time and involves many interdependent predictor variables and
coefficients. The thesis does not focus on investigating the underlying functionality.
Test 2: Analysis to check for estimation performance for reduced sample set
A second string of test was conducted on reduced sample set the results seen are better
and conforming to the results seen with test 1 and much closer to our objective. For this
test only RBF kernel was considered as for the fact there was no much time to available
to perform tests on other kernel configuration, secondly as that had better performance
with respect to time and also accuracy of estimation which are vital for a prediction
model.
The results for reduced sample size of 2900 sample points with 4 inputs are seen in the
table 7.4 below. The epsilon range considered was also small, as the necessary accuracy
could be seen at decent values only.
Table 7.4: SVR RBF Kernel results seen for reduced sample set (2900)
Support Vector Regression Sample size of data set = 2900
Kernel RBF RBF RBF
epsilon 0.01 0.1 0.01
gamma 0.25 0.0625 4
C parameter 512 1024 1024
Number of Support Vectors 140x4 24x4 320x3
weights 140 24 320
Training Time 2.0893 0.0958 4.6969
Prediction Time 0.0025 8.03E-04 0.0047
Rsq 0.9987 0.9182 0.9973
Mean Square Error 6.38E-05 0.003 7.52E-05
delta voltage parameter yes yes no
The figure7.8 provides the plots of result seen for 20 random tst inputs out of 2900
samples, were checked for different ε values, from Plot 1. Top left plot corresponds to ε
= 0.01 with dv parameter 2. Top right plot corresponds to ε = 0.1, 3. bottom left plot
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corresponds to ε = 0.01 withoutdv, 4. Bottom right plot corresponds to ε = 0.005. The
parameter dv mentioned here in table 7.4 and in figure 7.8 is delta voltage parameter
included in the input feature space, just to see the capability, there is no noticable change
in inclusion of the parameter dv, but however from figure 7.9, which shows the plots of
SOCvsVoltage for some random points and the pink colour plot within plot a and plot b
are for new unknown data within the range of inputs but not present in the input space.
The random points considered are 12A and 25.
From 7.9 plot a and plot b it can be clearly seen the pink line in the plot b bending
downwards, which is not the trend to be observed, whereas in plot (a) it can be seen the
pink trend moving towards the peak.
Figure 7.8: A collection of plots of 20 random test inputs are seen. 1. Top left plot
corresponds to ε = 0.01 with dv parameter 2. Top right plot corresponds to ε = 0.1, 3.
bottom left plot corresponds to ε = 0.01 withoutdv, 4. Bottom right plot corresponds
to ε = 0.005
Some of the findings from results of test 2
Another important observation, the set of Support vectors determined are dependent on
the size of input feature space. More the input features means better generalisation but
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Figure 7.9: A collection of plots of 20 random test inputs are seen. 1. Top left plot
corresponds to ε = 0.01 with dv parameter 2. Top right plot corresponds to ε = 0.1,
3. bottom left plot corresponds to ε = 0.01 without dv.
will have great impact on computation time. However by using suitable data reduction
without losing the general behaviour of the measurements it is possible to achieve good
results at better computation times.
Some of the notable features of SVR are that they have better generalisation than neural
networks, and polynomial regression. The model can be developed with small number
of data sets too. Infact SVR works better on small data-set. RBF kernel with right
parameters is much faster than other nonlinear kernels.
For smaller dataset as it is seen in this case, the computation times are lesser and con-
siderable approximation. From 7.4 for dataset of 2900x4, the support vectors necessary
are 140x4 which in itself is evidence for data set reduction, and prediction time is in 2.5
milliseconds and accuracy close to 100%.
7.1.3 Evaluation of Neural Network based model
Initial approach considered was using the using GUI interface nftool to approximate
the function for a certain dataset. However it was found out that there was very little
control over the underlying functions within the toolbox. Also GUI ceases the control
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on training data division for training, validation and testing. Hence for creating neu-
ral network class object presented by Neural network toolbox was taken into account,
scripts (feedforwardnn 3inputs 1layer.m and feedforwardnn 3inputs 2layer.m) were
written selecting attributes necessary suiting the requirement of this thesis work. The
results for the same are discussed as follows in subsequent parts of the section.
Since battery exhibits a nonlinear and dynamic behaviour the ideal choice of neural
networks was NARX based Neural network, i.e Nonlinear Autoregressive Exogenous
Outputs a recurrent neural network variant of Neural network. It is an interesting choice,
but the approach required more time to understand some underlying methodologies.
Although initial choice and trials were done. Due to the complexity involved chose feed
forward Neural networks for nonlinear behavior estimation.
Test 3: Analysis to check for best performing Neural network models
The table 7.5 below provides the validation results obtained for different neurons by
Neural network model.using feedforward network. with training function of Levenberg
Marquardt rule ’trainlm’, transfer function at the neurons to be sigmoidal function and
activation function at output to be tan-sigmoidal. As it can be seen that the Mean
square error is reducing for additional neurons being added. The validation is stopped
when the error change between consecutive steps is more or less the same. Here in the
table 7.5 for last two iterations, it can be observed that the validation error change is
compared to previous steps. Hence 43 neurons was considered to be the best set. On
further running of the iterations, it was found that for 57 neurons the output results are
much better, this can be seen from table7.6 The MSE has improved for higher number
of neurons.
Tables 7.6 and 7.7 outline the overall results obtained for sample size of 8121x4 and
2900x4. Two tests were conducted on the data, cross-validation for single hidden layer
network and 2 hidden layer network. The single layer neurons work very well for 57
neurons, the overall number of weights are also less compared to 2 layer neural network
model. However the 2 layer network has very small prediction and training time, which
could be advantageous.
In figure 7.10 all plots are have very good estimation this was the resulting model from
cross validation.
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Table 7.5: The validation result for different hidden layer neurons number obtained
through cross validation of single layer model
Neurons 3 7 11 15 19
MSE 1.268E-03 2.798E-04 1.533E-04 7.134E-05 4.643E-05
Neurons 23 27 31 35 39 43
MSE 4.168E-05 2.323E-05 1.316E-05 2.547E-05 1.132E-05 1.038E-05
Table 7.6: The results obtained for data sample set of 8121x3
Neural Network Sample set Size = 8121x3
number of layers 1 1 2
Number of Neurons 57 43 [33,31]
Number of weights in network 286 216 1218
Rsq 0.9997 0.9994 0.9997
MSE 6.89E-06 1.25E-05 8.18E-06
Time train 114.236 21.117 42.356
Time Predict 0.023615 0.0369 0.0025
Table 7.7: The results obtained for data sample set of 2900x4
Neural Network Sample set Size = 2900x3
number of layers 1 2
Number of Neurons 57 [30,10]
Number of weights in network 286 441
Rsq 0.9998 0.9999
MSE 5.14E-06 6.00E-06
Time train 112.236 42.356
Time Predict 0.0495 0.0025
Some of the findings from the test 3 conducted are:
1. The accuracy of the model improves for higher number of neurons considered. The
accuracy can further increase and later diminish for higher neurons in networks as
the model grows complex it fails to generalise, from vc-complexity theory.
2. For greater layers it can be seen that speed can be increased, but at the price of
number neurons and weights carried. For a sparse feature set like in this thesis
with just 3 input parameters considered. It is fine to have larger number of layers.
For every each neuron increase will result in higher number weights data base.
3. Selecting a trade-ff on accuracy, speed and size for the network better models could
be achieved.
Formulation of Rules to conduct optimised Measurement Tests 99
0 5 10 15 20
3
3.05
3.1
3.15
3.2
3.25
3.3
3.35
3.4
test datapoints(%)
vo
lta
ge
 (V
)
 
 
Measurement
estimated
0 2 4 6 8 10 12 14 16 18 20
2.85
2.9
2.95
3
3.05
3.1
3.15
3.2
3.25
3.3
3.35
Test output for 43 Neurons network
test datapoints(%)
v
o
lta
ge
 (V
)
 
 
Measurement
estimated
Figure 7.10: test results for 20 random test inputs for single layer of 47 neurons,
57 neurons and [33,31] neurons for 2 layer. It is plotted between Voltage output and
Number of test data points
4. The impact of the models only depend on number neurons considered, which is
easier to handle with less hyper-parameters to configure.
7.1.4 Evaluation of Polynomial regression model for multiple variables
As mentioned in chapter 4 the polyfitn package in matlab was considered. Certain limita-
tions seen using this package is understanding of the output resulting expression, a very
good model is obtained for higher degree models however the drawback is the parameter
cloud that is obtained as a result for a 3 variables (SOC, Current and Temperature) for
5th degree are high.
The figure plot in the right has good estimation but for degree 8 and 3 input parameter
design matrix obtained is very big. Hence this also not chosen for dynamic model.
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Figure 7.11: A collection of Polynomial regression output plots of 20 random test
inputs are seen. 1. Top left plot corresponds to degree = 5 2. Top right plot corre-
sponds to degree = 8, 3. bottom left plot corresponds to degree = 5 with degree 2 for
temperature and degree one for current
7.2 Final comparison between models chosen
A detailed look up into all the models tried out in this work were seen in previous
section, now comparing the best model of Support vector regression model, with best
model of Neural network feed-forward approach and best polynomial regression model
are considered. From section above the polynomial results for higher degree =8 is good,
but due to the large amount of parameters it carries, it is not most suitable model,
however the time required to compute was relatively less compared to other two models,
that is because It involves no training before prediction..
Table 7.8: Add caption
Best Models training time Prediction time Rsq Accuracy
SVR (ε = 0.005) 1.86E+02 0.0360852 0.9987 99.87%
NN (57 neurons) 114.236 0.0236 0.9997 99.97%
NN ([33,31] neurons) 42.356 0.0025 0.9997 99.97%
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From the results of Support Vector Regression for sample set of 8121x4 table 7.8 with ε
0.005, and accuracy of 99.86% best estimation results were gathered. From the results
of Neural network from table 7.8 the estimation accuracy reached was 99.97% for single
hidden layer of 57 neurons and for 2 layer of 33 neurons on first layer and 31 neurons
on the second. From the observations it can be drawn that Neural Networks are faster
and accurate than support vector regression model
After examining each of the model some of the following conclusions can be drawn.
1. The models Support vector regression with best parameters and neural network
with best parameter can estimate very well.
2. With a good data set with right number of input feature set and input samples,
it is possible to achieve good prediction models.
7.3 Summary
1. An extensive set of test analysis performed on different kernel configurations for
Support vector Regression based battery model.
2. This was done to get a good configuration of SVR for the battery.
3. The Neural network based battery model were tested for different set of neurons
for single layer and 2 layer networks. Through cross validation analysis optimal
set of neurons were found.
4. The Polynomial regression tests were performed on degree 3, 5 and 8. Though the
results using degree eight were good, it is often not suggested, reason being too
many coefficients to compute, and for multiple variable the complexity increases.
5. Finally the static based battery model also capable of exhibiting thermal behaviour
was modelled. The accuracy of best output of Support vector regression is 99.87%
and accuracy of Neural Network model is 99.97%.
Chapter 8
Conclusion and Outlook
In this chapter a brief discussion of the outcome of the project work on developing a
lithium ion battery model. This model is capable of simulating static, dynamic and
thermal characteristics. A short overview of the general implementation, few of the
take aways from the thesis work, some findings from the results and outlook shalso be
discussed.
8.1 Summary
Lithium Ion batteries are currently one of the suitable batteries for Hybrid and Fully
electric vehicles. Hence it would be necessary to create new design strategies to use
performance of lithium ion batteries efficiently. Therefore in order study and create drive
train simulations for new strategies, it is necessary to have a good battery simulating
model. To achieve faster calculations, optimal design solution and avoid the usage of
battery in suboptimal conditions.
In this thesis, it was required to survey various literature and methods that are existing
for simulation of electric vehicles. This was duly done, many model types were looked
into from simpler to complex chemical based models.
The focus of this work is on developing a lithium battery model based on battery mea-
surements. Also the task involved investigating measurement parameters necessary to
realise this battery model. A novel battery modelling approach is proposed intended to
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rely on smaller measurement data sets and not relying any or less data during simula-
tion. This was successfully achieved and seen by using Support Vector Regression and
Neural Network based battery models.
Some of the targets achieved by this battery approach are as follows
1. The static battery model was successfully implemented using the state of the art
data based modelling approaches.
2. The accuracy of 99.87% for RBF kernel based SVR approach for optimal parameter
set.
3. The best feedforward network based battery model implemented also had an ac-
curacy of 99.97
4. The static battery models are capable of capturing static and thermal behaviour
as well. It is seen that the static based model are computationally faster as well
and does not involve determining the electrochemical parameters of the battery.
5. A nearly 3 times reduced sample set also provided good accuracy of the model.
As reducing measurements was one of the agenda in the thesis objective.
6. The dynamic model strategy was modelled but could not be tested. The model
incorporates the static battery model input, which is unique for this approach.
8.2 Outlook
In this task a complete analysis of the proposed method for dynamic model could not
done. However the dynamic model implemented in Simulink must look like. It was
unable to implemented completely due to the span of the thesis work. The figure 8.1
illustrates the overall battery simulink model
A variant of Nonlinear AutoRegressive Exogenous (NARX) variant of neural network,
which has the capability to model dynamic responses was tried out but could not suc-
cesfuly analyse, as the time and measurement data in hand were insufficient.
Based on the presented work in this thesis , the following suggestions are provided for
further explorations:
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Figure 8.1: The Matlab Simulink model of the Dynamic Battery model
1. The implemented design for static models did not account for considering time as
an input, probably in the future work sampling rate could also be considered into
the model building as this may have an effect on dynamic battery model.
2. The Battery model can further be improved by incorporating state of health and
ageing factors into the design. Over a given duration and period of tests, the model
parameters could be determined.
3. An on-line method could be determined to estimate the static model parameters
and can be dynamically update on the dynamic model based on Temperature,
SOC and voltage.
4. There are variants developed recently for Support vector regression to implement
dynamic model.
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