We have calculated spin wave (SW) dispersion by combining the quasi-particle self-consistent GW (QSGW) and linear response method for transverse dynamical susceptibility χ +− (q, ω). We compared the QSGW and the local density approximation (LDA) for bcc Fe, hcp Co, fcc Ni, and B2-type FeCo. The QSGW shows that spin stiffness constants D of Fe, Co, and Ni are all in good agreement with experimental values. Particularly in Ni, the QSGW reproduces the prediction of D compared to the previous LDA calculations. In the case of Co, the QSGW reproduces both acoustic and optical branches in SW dispersion around A-point in the 1st Brillouin zone. As for FeCo, we found the optical branch is strongly damped by Stoner excitation in contrast to less damping for the acoustic branch.
I. INTRODUCTION
Spin wave (SW) plays a major role in the magnetization process of materials. It is excited at considerably low temperature compared to room temperature (RT) and its energy range typically lies in a few hundred meV. In the Heisenberg model for a ferromagnetic material once one magnetic moment tilted from the parallel spin configuration, the exchange interaction triggers the SW propagation throughout the material (collective excitation). We can observe the SW in bulk materials by the inelastic neutron scattering experiment, e.g., bcc Fe [1] , fcc Ni [2] , and even half-metals like perovskite La 0.7 Sr 0.3 MnO 3 [3] . In addition to collective excitation, another magnetic excitation like spin-flip excitation is called Stoner excitation, whose excitation energy is strongly related to the exchange splitting ∆E x . We can experimentally observe Stoner excitation by the high energy experiment such as spin-polarized electron energy loss spectroscopy (SPEELS) [4] .
From the macroscopic view point, the Bloch's T 3 2 rule [5] in the temperature dependence of magnetization M(T) is derived from SW theory. For the wave vector k ∼ 0 eV, SW dispersion ω(k) behaves as ω(k) = Dk 2 , where D is SW stiffness constant. Since this behavior of ω(k) leads T 3 2 rule, we can decide D by analyzing the temperature dependence of saturation magnetization [6] . D indicates the robustness of magnetization, therefore, accurate prediction of D is essential for material design of magnetic materials.
For deriving ω(k) from first-principles calculations, so * okumura.haruki@mat.eng.osaka-u.ac.jp far mainly three approaches have been used. The first one is using the Liechtenstein formula [7] . In this approach, we assume the Heisenberg model and calculate exchange interaction J ij based on the magnetic force theorem [8] , then obtain ω(k) as the Fourier transform of J ij as J(k). Since the exchange interactions J ij are calculated in real space, this method is called 'real-space method.' In original Liechtenstein's paper, they calculated J ij for the nearest and the second nearest neighbors and succeeded to explain experimental D values of Fe and Ni. Later, Pajda et al. carefully investigated the convergence of D by taking account of J ij between far neighbors, and they found calculated D is in good agreement with experiment in Fe case but overestimated in Ni case [9] . The second one is called as the frozen magnon (FM) method [10] , which is based on the Heisenberg model similar to the Liechtenstein formula. In the FM, we employ adiabatic approximation; namely, we neglect motions of magnetic moment compared to electron motions. Then we calculate the J(k) by assuming constraint spin-spiral configurations with the fixed magnitude of the magnetic moment. Once we got the J(k), we solve the eigenvalue problem for deriving ω(k). It is found that this method works well for bcc Fe [10, 11] . Since the FM method does not include Stoner excitation for the transverse dynamical magnetic susceptibility χ +− (q, ω), we can not describe the decay of collective SW (Stoner damping).
The third one is the linear response (LR) method [12] . This approach directly gives ω(k) in the reciprocal space. Cooke et al. first established LR method for calculating χ +− (q, ω), and they discussed Stoner damping in SWs in bcc Fe and fcc Ni case [13] . Savrasov treated spin fluctuations based on the many-body perturbation theory and reproduced the experimental ω(k) [14] . Karls-son and Aryasetiawan also calculated χ +− (q, ω) based on the Green function method [15] . From a view point of numerical cost, Şaşıoǧlu et al. proposed LR calculation with maximally-localized Wannier function (MLWF) [16] . In their method, the matrix dimensions of screened Coulomb interaction W and dynamical susceptibility response function R ↑↓ decrease to the second power of the number of a Wannier basis set. With this fast calculation method, they can use finer k mesh for calculating χ +− (q, ω). The calculation methods explained above have been carried out based on the band structure calculated by the local density approximation (LDA), the LDA+U , or the generalized gradient approximation (GGA). However, it is found that the LDA prediction of d-bandwidth and ∆E x are not accurate enough to estimate SW dispersion reasonably [17] . It is also shown that in some antiferromagnetic transition metal oxides such as NiO and MnO, the calculated SW dispersion does not agree with the experimental observations due to too small ∆E x and too small band gap energy [18] . Serious disagreement is also found in the SW in La 0.7 Sr 0.3 MnO 3 , for which the LDA fails to reproduce the half-metallic electronic structure of that compound [19] .
To overcome these LDA limitations, Kotani et al. calculated the SW dispersion of the strongly correlated materials by the quasi-particle self-consistency GW (QSGW) method [18, 19] . As for the application of the QSGW for the 3d transition metals, Sponza et al. have systematically compared the d-bandwidth, ∆E x , and magnetic moment of Ti, Cr, Fe, Co, and Ni in the LDA and the QSGW [17] . Although they revealed that the QSGW overestimates the magnetic moment compared to the experimental value, it reproduces d-bandwidth for bcc Fe, hcp Co, and fcc Ni. Later in this paper, we will see that the QSGW predicts ∆E x reasonably (except for Ni case, where the QSGW slightly overestimates ∆E x ). Thus, systematic comparisons between the LDA and the QSGW for SW energy and χ +− (q, ω) are needed not only for typical 3d transition metals but also complex ferromagnetic materials. For this purpose, the fast MLWF approach for χ +− (q, ω) proposed by Şaşıoǧlu et al. [16] is implemented to the QSGW calculation package ecalj developed by Kotani et al. [20] . We demonstrate how the present method works for typical ferromagnets such as bcc Fe, fcc Ni, hcp Co, and B2 FeCo (CsCl structure) and we discuss the difference between the LDA and the QSGW.
II. COMPUTATIONAL METHODS
A. quasiparticle self-consistent GW (QSGW)
Until now, varieties of GW calculations based on the Hedin's GW approximation [21, 22] are performed since it is introduced to the first-princiles calculaitons by Hyberstein and Louie [23] . Most of the GW calculations are so- to reproduce quasiparticle energies. In the one-shot GW , the self-energy for the corrections is given as Σ(1, 2) = iG 0 (1, 2)W (1, 2), where we use notation 1 ≡ (r 1 , t 1 ). The screened Coulomb interaction W (1, 2) is calculated as W = (1 − vP ) −1 v from the bare Coulomb interaction v and the polarization function P = −iG 0 × G 0 . The one-shot GW has a shortcoming since the one-shot GW is just a perturbation on top of H LDA 0 . To overcome the shortcoming of the one-shot GW , we utilize the QSGW method [24] [25] [26] implemented in ecalj package [20] . It is a self-consistent perturbation theory. Let us summarize the QSGW method. At first, recall the above GW procecure which can be applicable to any static one-body Hamiltonian H 0 (r, r ) as
where we have the external potential V ext , the Hartree potential V H , and the non-local exchange-correlation potential V xc (r, r ). With Σ(1, 2) = iG 0 (1, 2)W (1, 2) where
, we have the energy-dependent onebody Hamitonian H(r, r ; ω) as
That is, GW approximation gives a procedure H 0 → H. The QSGW requires "quasiparticle self-consistency", that is, minimization of the difference between H 0 and H. The minimization gives the procedure H → H 0 , replacing the ω-dependent Σ in Eq. (2) with the static non-local exchange-correlation potential V xc as
where eigenvalues ε i and eigenfunctions ψ i are for H 0 . This defnines a procdedure to give a new H 0 , H → H 0 . Thus we finally have a 'quasiparticle self-consistency' cy-
B. Dynamical magnetic susceptibility
In the linear response theory for calculating the response function R(q, ω) (or χ(q, ω)) [16] , the external magnetic field B changes i component (i ∈ {x, y, z, +, −}) of a spin operator as
whereσ i (1) is i component of the spin density operator at coordinate 1 = (r 1 , t 1 ) and · · · in the numerator is defined as the expectation value in given many-body ground states. Based on the quantum theory of manyparticle system [27] , the expectation value ofσ i (1) is calculated,
where G(11 + ) is the single-particle Green function from 1 to 1 + (infinitesimal time advanced from t 1 ) and α(β) is a spin index.
We are interested in χ +− (q, ω), where we consider the spin creation-annihilation operator (S ± ). For simplicity, majority spin state (↑) is annihilated at the coordinate 1, then minority spin state (↓) is created at the coordinate 2. It is useful to use four-points representation R ↑↓ (12, 34; ω) instead of χ +− (q, ω), and finally, we put 1=2 and 3=4. Note that we do not calculate the longitudinal dynamical spin susceptibility R zz . In order to obtain R ↑↓ (12, 34; ω) we take W into account within the many-body perturbation theory through the Bethe-Salpeter equation with T -matrix. It is an essential treatment because many-body interactions with W must cause collective excitation. Finally, we will get the main equation,
where K ↑↓ (12, 34; ω) is the non-interacting two-particle (particle-hole with opposite spin) propagator given as
The second term in Eq. (6) corresponds to collective excitation, within which many-body interactions are included through W in principle. Providing G 0 in Eq. (7), we recall the generalized Lindhard polarization function (or kernel) defined as
where k, k ∈ 1stBZ, n(n ) is the band index summed over occupied (unoccupied) states, ε kn↑ (ε kn↓ ) is the nth majority (minority) band energy at k, and Ψ is the eigenfunction of H 0 .
For another representation of R ↑↓ in Eq. (6), we symbolically write down the equation as an infinite geometrical series, R = K + KW K + KW KW K + · · ·, leading to the concise equation, R = K(1 − W K) −1 for the SW dispersion. The numerator K corresponds to Stoner excitation, and the zero of eigenvalues of the denominator mean the collective excitation. If we use this formulation, we need to know only K and W . Within this theory, we note that there are no SW-SW interactions, which frequently occurs in the higher temperature. As mentioned in Ref. [16] , in order to guarantee the existence of the Goldstone mode ω(k) → 0 (k → 0), we need to introduce a factor η for R = K(1 − ηW K) −1 . 
where a kn Ri is the expansion coefficient, R is atomic position in a primitive cell, i is the Wannier orbital (e.g. i = d xy ) of each atom on R. w k Ri (r) is represented as a complete set of orthogonal basis {w Ri (r)},
where T is the lattice translation vector and N is the normalization constant satisfying the Born von Karman boundary condition. By using the orthogonality, the eigenvalue equations HΨ kn (r) = ε kn Ψ kn (r) can be rewritten with this Wannier representation,
where the Hamiltonian matrix with Wannier basis H k ij is the Fourier transform of H
Substituting Eqs. (9) and (10) to Eq. (8) and using Fourier transform of real-space, we will obtain the timeordered linear response function for a non-interacting system represented in a restricted Hilbert space,
We calculate the imaginary part of −K ↑↓ Rij,R kl (q, ω) by a tetrahedron method and obtain its real part by the Hilbert transform. The matrix element of R ijkl is calculated through R = K(1 − ηW K) −1 , where W is calculated within the random phase approximation (RPA).
D. Calculation details
All of the calculation procedure explained above are implemented in the ecalj package [20] . In ecalj, calculations are based on the linearized augmented plane-wave and muffin-tin orbital (MTO) method (PMT method), which combines augmented plane wave (APW) and MTO basis sets. We also generate MLWFs with ecalj. We perform the LDA and the QSGW calculations for band structures with 20 × 20 × 20 and 16 × 16 × 16 k-point mesh respectively. We consider 9 MLWFs (spd) 
III. RESULTS AND DISCUSSION

A. bcc Fe
The calculated total magnetic moments in the LDA and the QSGW are both 2.22 µ B , which are in good agreement with the experimental 2.22 µ B [30] . Our calculated values are consistent with Sponza's paper [17] and the QSGW reproduces the experimental magnetic moment in Fe, compared to the overestimated value 2.93 µ B in the self-consistent GW [31] .
Figs. 1(a) and (b) show the majority and minority band structures of Fe calculated by the QSGW and Fig. 1(c) shows the partial density of states in the QSGW. In the figures, the Wannier band structures (ε kn in Eq. (11)) are also shown. The size of the colored circle corresponds to the weight of each MLWF. In the band plots in Fig. 1 , original band structures and the Wannier bands are almost the same. Figs. 1(d) and (e) show the calculated majority and minority band structures in the LDA and Fig. 1(f) is the partial density of states in the LDA. Table I shows the t 2g level of minority spin at Γ and that of majority spin at N in the LDA and the QSGW. As shown in the table, We found the QSGW values are in better agreement with the Angle-resolved photoemission spectroscopy (ARPES) data [32] .t The d-bandwidth in the QSGW is slightly smaller than that in the LDA. However, in both cases, the shapes of the majority and the minority band are almost the same, and the minority d-band is shifted from the majority band by ∆E x ∼2 eV.
As explained in Sec. II B, Im[K(q = 0, ω)] corresponds to Stoner excitation spectrum. Fig. 2 shows Im[K(q = 0, ω)] in the LDA and the QSGW. We can recognize locations of the peaks in Im[K(q = 0, ω)] as ∆E x . As shown in the figure, the QSGW gives smaller ∆E x and d-bandwidth. This tendency is also shown in Ref. [17] . The peak around 2 eV originates from the t Fig. 3 shows the SW dispersion by the LR method in the LDA and the QSGW, together with the experimentally observed SW energy [1, 33] . Fig. 3 also shows the SW dispersion without Stoner excitation from the real-space approach [9] and the FM method [10] . As shown in Fig. 3 , the peak broadening due to the Stoner damping can be seen even below 100 meV because bcc Fe is a weak ferromagnet, whose majority d states are not fully occupied as shown in the inset of Fig. 2 . In fact, Fig. 2 indicates that there remain some Stoner ex-TABLE I. t2g level of Fe at Γ for the minority spin and at N for the majority spin. The LDA and the QSGW results and ARPES data [32] . Energy is relative to the EFermi. citations around ∼ 0 eV. Therefore, immediately after departing from Γ, SWs are strongly mixed with Stoner excitation. The strong damping around H-point is also seen in the previous calculation combining the GGA and the MLWF approach with 6 MLWFS (sd) [34] . Our LDA calculation indicates Kohn anomalies in Γ-H, H-N, and Γ-N, which are also found in the other calculations [9] [10] [11] .
In Table II , we summarize the calculated results of stiffness constant D with the other LR calculation based on the GGA [34] , the time-dependent DFT (TDDFT) calculation [35] . Reported experimental values by the inelastic neutron scattering [1, 6] Fig. 3 [9] , the prediction of D seems reasonable. We carefully construct 9 MLWFs and take a sufficient number of k-point for interpolation. We guess that the difference between the LDA and Friedrich's GGA is attributed to the difference in the number of MLWFs.
B. fcc Ni
The experimental magnetic moment of Ni is 0.62 µ B [30] . The LDA reproduces the experimental value very [34] , the realspace method [9] , time-dependent DFT (TDDFT) [35] , and inelastic neutron scattering experiments at RT [1] [34] 248 (on average) Real-space [9] 250 (on average) TDDFT [35] 219 146 201 Expt.(at RT) [1] 230 (on average) Expt.(at 4.2 K) [6] [9] 756 (on average) TDDFT [35] 1342 893 1057 Expt. [2, 36] 433, 555(on average)
well. On the other hand, the QSGW prediction, 0.80 µ B , is slightly larger than the experimental value. Fig. 4 shows the Im[K(q = 0, ω)] in Ni. The peaks at 0.7 eV and 0.8 eV in the LDA and the QSGW indicate the Stoner gaps, which roughly correspond to the peaks between majority and minority states in the density of states in the inset of Fig. 4 . Sponza also reported the larger ∆E x in the QSGW compared to the LDA [17] . The predicted ∆E x by both the LDA and the QSGW are more than two times larger than the experimental value of 0.3 eV at L 3 point [37] .
In Fig. 5 , we show the SW dispersion for (a) the LDA and (b) the QSGW. As shown in Fig. 5 , SWs below 0.5 eV are scarcely damped because there exists small Stoner excitation. Because of less Stoner damping, the peaks of SW are considerably clear, compared to Fe in Fig. 3 . Our SW dispersion in the LDA is consistent to the previous LR calculation by Savrasov [14] and the TDDFT calculation by Niesert [35] , but the FM [10] or the real-space method [9] predicted larger ω(k).
In the case of the QSGW shown in Fig. 5(b) , the maximum SW energy is larger than the LDA result due to the larger ∆E x in the QSGW. In the Γ-X line, both the LDA and the QSGW does not agree with the experimental values [38] in the middle of the Brillouin zone (BZ) mainly due to the overestimation of ∆E x . In Ref. [15] , Karlsson and Aryasetiawan predicted excellent SW dispersion in [100] direction by adjusting the ∆E x of Ni, and therefore the ∆E x is one of the most important factors for predicting ω(k). In the Γ-L direction, however, the QSGW can successfully trace the experimental values up to the half of the BZ boundary though the LDA and even the TDDFT by Niesert overestimate the energy. Therefore, in Table II, pared to the LDA result as long as low energy region around the Γ (below ∼100 meV).
C. hcp Co
The experimental value of magnetic moment per Co atom is 1.58 µ B [39] . The prediction by the QSGW (the LDA) is 1.76 µ B (1.67 µ B ). Both of them overestimate the magnetic moment. Concerning to d-bandwidth and ∆E x , the QSGW gives better agreement than the LDA, as with Sponza's result [17] . Fig. 6 shows the SW dispersion of Co together with data taken from the FM method [10] , the real-space method [9] , and experimentally observed values [40, 41] . Table III [9, 10] . In Co ∆E x is as large as ∼ 1.2 eV. Due to this large ∆E x , Stoner damping is suppressed, and we can see the strong intensity of the optical SW branch.
As shown in Fig. 6(b) , the QSGW gives smaller ω(k) throughout the BZ. In the Γ-M line, both the LDA and the QSGW reproduce experimental values though the QSGW gives the smaller gap between the acoustic branch and optical branch located around the [40] and 510 meV·Å 2 [41] . This agreement may be due to the better d-bandwidth and ∆E x even though the QSGW overestimates the magnetic moment. The final example is a complex alloy, B2 FeCo, whose crystal structure is the CsCl structure. The calculated magnetic moments per a primitive cell are 4.44 µ B and 4.80 µ B in the LDA and the QSGW. The QSGW value is close to the experimental value 4.70 µ B [42] . . The black bold line shows the FM result [11] in the LDA.
tering [44] . Şaşıoǧlu also gave D = 560 meV·Å 2 in the tetragonal structure. In the higher energy region, the optical SW mode is strongly damped because of Stoner excitation above 600 meV while the acoustic mode propagates throughout the BZ.
In the case of the QSGW, the optical SW energy reaches to ∼ 1000 meV, which is larger than the LDA by approximately 200 meV. On the other hand, the acoustic SW branch lies in smaller energy region up to ∼ 200 meV, i.e., the QSGW systematically predicts small acoustic SW mode compared to the LDA. Table III shows that the QSGW underestimates the D compared to the experimental values.
IV. CONCLUSIONS
In order to calculate SW excitation spectra in the QSGW, we have implemented a fast numerical method for calculating χ +− (q, ω) to the QSGW calculation package ecalj. Similar to Ref. [16] , χ +− (q, ω) is calculated within the LR formulation based on the MLWF. We investigate SW dispersion of various ferromagnetic materials in the LDA and the QSGW.
In 2 , are in good agreement with experimental values. For hcp Co, the QSGW successfully reproduces the experimental SW energy around A-point in the BZ mainly due to the correlation between the d-bandwidth and ∆E x . For FeCo, the QSGW gives smaller acoustic SW and larger optical SW than the LDA. In order to reproduce the experimental ω(k), accurate description of the electronic structure, such as d-bandwidth, ∆E x and magnetic moment, is indispensable. The present approach for SW in the QSGW is applicable to many types of materials including magnetic oxides whose electronic structures in the LDA are unreasonable. We believe that the comparisons between the LDA and the QSGW are helpful for both theoretical and numerical studies of magnetic systems.
