Abstract
Introduction
In recent years, the crowd behaviour detection in intelligent video surveillance (IVS) recognition has gained popularity and has been proven effective for many application scenarios. Currently, the video surveillance system as important urban monitoring tools has been widely used in the public safety, financial security, transportation, and other areas [1] . Such as become a very active research focus, by computer visual analysis technology, automatic identification of the crowd scenes video surveillance and interactive behaviour. It has changed the traditional video surveillance undue reliance on artificial characteristics, to be able to automate the detection of target objects in complex scenes, and the target object behaviour analysis and a description of the true sense of the intelligent monitoring.
Several methods (e.g. [2] , [3] , [4] ) that are used to detect abnormal behaviour in crowd scene have been proposed in recent research. The Existing crowd behaviour recognition methods can be divided into description-based method and statisticalbased method. The description-based method can keep the behaviour of space and time structure. It treats movement of the crowd as a sub-movement which satisfies certain relations. Thus the recognition of the behaviour is completed with the search of sub-behaviour which satisfies the definition (e.g. In [5] it proposed an Event Recognition Language (ERL) scheme, in which they first divide the event into primitive events, single-line event, multi-line events and then combine the timedetermine method, and finally ERL is built by setting the sentence structure, data type, and related parameters). In contrast, the statistical-based method is superior to the description-based counterpart in that it has been proven more suitable for behaviour detection even in the noisy case, as long as there are sufficient training data. In addition, the more complex the behaviour is, the more sequence data is needed, which makes the statistical-based method very easy to apply to the complex behaviour(e.g. In
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Copyright ⓒ 2016 SERSC [6] it regard the crowd behaviour as multi-line events. Using random finite state representation of the single event, the state can identify by the Bayesian analysis methods through the path of motion and the shape. However, this approach is overdependent on low-level test results, and cannot avoid the errors of detection or identification for the low-level sub-behaviour.
In previous research, complicated motion feature representations (e.g. [9] [10] [11] [12] ) have been developed to deal with the variations of object shapes and appearances from two adjacent frames in the crowd scene sequences. Of which the optical flow [15] technology is applied to obtain the motion features for the abnormal crowd motion behaviour detection. However, the motion feature of optical flow contains poor information due to the low dimensions. In a recent study, the SIFT flow technology (e.g. [13, 14] ) has been proven superior to the optical flow and it is a beneficial technique for image alignment as well as prediction for the motion field. The motion feature obtained upon pixel-wise from SIFT flow has 128-dimensional vector instead of RGB or gradient in optical flow [15] can more effectively represent the motion information for each pixel and robust to lighting changes and large displacement.
Hence, taking advantage of the statistcal-based method and SIFT flow technology, we propose an innovative method for the abnormal crowd motion behaviour detection, which consist of three steps. i.e. SIFT flow + weighted orientation histogram [16] + Hidden Markov Model (HMM) [7, 8] . In the first step, SIFT flow is taken for obtaining the pixels' motion information (velocity and orientation) from the two adjacent frames in the video sequences; in the second step, based on the pixels' motion information, we quantize the orientation of a circle, i.e. The angle 2  into 12 levels, meanwhile we weigh these orientations in light of their corresponding velocities, to form the weighted orientation histogram as a statistical measurement for the SIFT flow; In the third step, we take the derived histogram as the input for the HMM model. In such a model, mixtures of Gaussians are assumed, and our task here is to estimate their parameters iteratively using EM algorithm [17] . For the test, these obtained optimal parameters are used directly for the abnormal crowd motion behaviour detection. The training the testing processes stated above are illustrated as the flowchart in Fig.1 ., in which the black arrows stand for training while the red arrows represent testing.
The remainder of this paper is organized as follows. In section 2, we describe a feature extraction method based on SIFT flow technology. Section 3 covers the details of hidden Markov model. Section 4 shows the experimental results and finally we conclude the presentation in section 5. 
SIFT Flow Technology
In order to obtain meaningful correspondences from two adjacent frames in a video sequence, this study presents a novel method which combines motion flied
with SIFT features extracted from the pixel p .
Dense SIFT Descriptors
By calculating SIFT local feature descriptors of each pixel in the frame, we can obtain a series of robust background characterization from this frame, and ensure the consistency of the features of adjacent frames. Dense SIFT descriptor calculation process is divided into the following steps: a) Derivative values and Derivative direction .
Each pixel in the grayscale can be calculated with the following formula for its derivative values l and derivatives direction  . 
SIFT Flow Flied
Inspired by optical flow [15] , [13] introduces an objective function ) (w E , which is used to build a dense correspondence from a pair of SIFT images
Eq.(3) contains 4 terms, of which the data term in (a) constrains the dense SIFT feature descriptors to be matched via the flow vector outliers and flow discontinuities, the truncated L1 norm is used in both the data term and the smoothness term with thresholds t and d , respectively(In this paper, t and d are chosen as 0.01 and 0.1 respectively).
Optimization of SIFT Flow Flied
A dual-layer loopy belief propagation has been used as the base algorithm to optimize the objective function by [13] . However, using the dual-layer loopy belief propagation directly has poor performance with regard to the dimension of the image. So in this paper, a coarse-to-fine SIFT flow matching method is used to build the correspondence from two adjacent frames, which significantly improved the matching efficiency. The main idea of coarse-to-fine SIFT flow matching method is to roughly estimate the flow at a coarse level of image grid, then gradually propagate and refine the flow from coarse to fine [13] . The procedure is illustrated in Fig. 3 
Weighted Orientation Histogram
In this paper, the weighted orientation histogram [16] is used as an observation vector, which is built from the motion vectors of each frame. The observation vector has 12 dimensions on behalf of 12 directions. We get the angle of every motion vectors using Eq. (4), i.e.  . The direction probability distribution of each frame can be directly estimated from the direction. We compute  is set to 0.1, if the magnitude  =0.56, the angle number of the vector is set to 6. The observation vector of a frame is obtained using this method, and the same processing is performed to all frames which we will train and test. The calculated observation vector indicates the direction distribution and direction tendency of the frame. To have an intuitive representation of observation vector we draw a weighted orientation histogram of the vector field. The eight weighted orientation histograms are displayed in Fig. 4 .
Hidden Markov Model
HMM (hidden Markov model) is a kind of double embedded stochastic process which is composed of two stochastic processes: One is the visible output observation sequence, and another is invisible state transition sequence that can be inferred by the output observation sequence. 
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Figure 5. A video Sequence Modeled by HMM

Experimental Result
In order to evaluate the efficiency of our proposed method, we do experiments on two video sequence datasets, i.e. the UMN dataset [18] and the videos shot by ourselves using Sony HVR-V1C camera. Both of them include some panic events as the abnormal case in the crowd scene(e.g. the crowd suddenly changes their motion state from walk to scatter in different directions). The length of these two video datasets is taken by 1000 frames, with the frame size 320*240 and 360*240, respectively. We divide each video into 100 segments with 10 consecutive frames for each segment. So the HMM defined in Section 3 is trained with 100 observation sequences of T=10 vectors ( each of the vectors has 12 dimensions). 
SIFT Flow Processing
The purpose of this step is obtaining the SIFT flow features. In order to visualize SIFT images, the top three principal components of SIFT descriptors are computed and mapped to the principal components of the RGB space. As shown in Fig.6 , (a), (b) and (c), (d) are the original two adjacent frames from the video sequence of OUR dataset and UMN dataset, respectively; We put the 128-dimensions SIFT descriptor to a 3D subspace, and visualize the SIFT image in Fig. 6 (e) , (f) and (g), (h). Via a coarseto-fine SIFT flow matching method, we are able to obtain the field of the two adjacent frames for both of the two datasets, as shown in Fig. 6 (i) and (j), respectively.
In this coarse-to-fine process, it implies that those pixels that have similar color may share similar local image structures, please see Fig. 6 (i) and (j). Note that such process is only for visualization. In the SIFT flow, however, the entire 128 dimensions of each pixel is used for matching. Now we conduct the pixel-wise SIFT descriptors for every two adjacent frame, as shown in Fig. 7 . Our next task is to build dense correspondence to match these descriptors, obtaining the SIFT flow feature for further process.
HMM Processing
The input of HMM is a numerical sequence instead of a single value, because the analysis of HMM is a dynamic process [16] . So it is needed to combine the observed value of symbols into a sequence of observations.
The steps of crowd abnormal behaviour modeling with HMM are as follows: Crowd abnormal behaviour identification task is to analyze and establish the HMM through the image sequence, and conduct training and recognition.
Abnormal Behaviour Detection
As explained in details above, since each HMM is built based on one observation sequence in the training set, we must combine them to determine the abnormal behaviour by a single score of HMM for each observation sequence. We perform the experiment on the observation's likelihood, to determine in which HMM the abnormal event happens. The observation from HMM built by the test video segment is labeled abnormal if:
The detection threshold Th is determined by the minimum value of the loglikelihood that appears in the normal training set. In Fig.8 , the anomaly is detected when the log-likelihood sharply drops less than Th =-537 and Th =-583 in the two datasets respectively. The number of states and Gaussians are selected empirically by an HMM structure with a better likelihood of the training set among different configuration of number of states and Gaussians per state. Finally, 4 states and 3 Gaussians are used in the HMM in this paper, and the HMM parameters are received by the Baum-Welch algorithm after several iterations. The log-likelihood curves of both datasets are presented in Fig.8 , where the red and blue curves correspond to the normal behaviour segment and abnormal behaviour segment, respectively. The log-likelihood curve has a clear and quick drop when the scattering event happened, and the long lasting loglikelihood drops when the abnormal events happens. Here, we choose the minimum value of log-likelihood that appears in the normal training set as the detection 
Conclusions
In this paper, we propose a new method for crowd motion behaviour detection and it could achieve better performance than the traditional optical flow method. In our method, we utilize a novel 3-step method for crowd motion behaviour detection task. First ,the SIFT flow technology is utilized for detecting the motion information from the two adjacent frames in the video sequences, then the weighted orientation histogram which plays the role of a statistical measurement for the SIFT flow is taken as the input for the HMM model. After training the assumed mixtures of Gaussians in the HMM by EM iterative algorithm, the optimal parameters can be directly used for test. The experiments on two different scenarios show that our method is able to detect the abnormal crowd motion more effectively. In future work, we will divide the image into blocks to capture small local motions and involve more motion characteristics such as velocity and acceleration in the abnormality detection of a crowd scene. 
