Much work has been conducted to design effective and efficient algorithms for quality of service (QoS)-aware service computing in the past several years. The wireless mobile computing and cloud computing environments have brought many challenges to QoS-aware service providing. Mobile cloud computing (MCC) and cloud radio accessing networks (C-RANs) are the new paradigms arising in recent years. This work proposes a wireless data service providing framework in C-RAN aiming to provide data service in C-RAN by a more efficient way. The efficiency is measured by cost with time constraint. An abstract formal model is built on the proposed framework, and the corresponding optimal solution is deduced theoretically using queuing theory and convex optimization. The simulation results show that the proposed optimal strategy on the optimal solution works well and has a better performance than compared one.
Introduction
Service computing, as a bridge between modern business services and information technologies, has witnessed the communication infrastructure and environment, which the service-oriented architecture (SOA) build on, varied from wired network to wireless mobile network, from centralized client-server model to distributed peer-to-peer (p2p) model until today's centralized cloud data centers in the past decade. The quality of service (QoS) is always one of the main spots that the users and researchers concern with in both service computing and mobile cloud computing area [1] [2] [3] [4] [5] [6] . A service provider should ensure the consistency of the service level agreements (SLA) [3, 7] , that is, the QoS in the service advertisement should be consistent with the QoS of the real service delivered to users. However, due to the variable network environments, many efforts should be devoted for service providers to improve the QoS and achieve the QoS level as they promised in the SLA. The QoS-aware service selection has been intensively discussed in many papers [8, 9] . Recently, many research works on QoS-aware service selection in wireless mobile networks and in cloud computing have been proposed [10] [11] [12] [13] . The success of *Correspondence: kunyang@essex.ac.uk 3 School of Computer Science and Electronic Engineering, University of Essex, Colchester Essex, UK Full list of author information is available at the end of the article these mobile systems lies in their ability to provide users with cost-effective services that have the potential to run anywhere, anytime, and on any device without (or with little) user attention [14] . As far as network-level QoS is concerned, much work has been carried out for both wired networks (i.e., the Internet) and wireless mobile ad hoc networks (MANETs) and mobile cellular networks. For instance, originated for the best-effort wired Internet, Integrated Service (IntServ) provides guaranteed bandwidth for each flow whereas Differentiated Services (DiffServ) offers guarantees on a per service class basis [15] . In the current LTE 4G network, there are 9 bearer types that are used to achieve the different QoS levels for different client application services [6] . While the device-to-device (D2D) communications as a more practical paradigm compared to conventional ad hoc networks, and a more cost-efficient paradigm compared to cellular networks, are advocated by many researchers [16] [17] [18] . On the other hand, the cloud data centers can provide computing resources on users' demands and the resources are almost infinite compared to the mobile devices. Thus, tenanting the service in cloud or transmitting the service with data to cloud to execute the computing in data centers is an efficient way to gain the powerful computing capability conveniently. The latter is usually called as offloading [19] . With the prevailing of mobile communication techniques and devices, wireless accessing of cloud data centers, also called as mobile cloud computing, has become the next hotspot both in academia and industry. In the context of this paper, the data service is specifically referred to a category of services which transmit users' files or data through relay nodes to cloud data center for the purpose of cloud computing and cloud storage.
Not only the software as a service (SaaS) can gain the profit from cloud computing, the cloud platform can be beneficial to radio access networks (RANs) as well, which is an arising communication technology known as cloud radio accessing networks (C-RANs) [3] [4] [5] [20] [21] [22] [23] [24] . Unlike conventional RANs, the C-RANs decouple the baseband processing unit (BBU) from the remote radio head (RRH), allowing for centralized operation of BBUs and scalable deployment of lightweight RRHs as small cells [20] . BBUs locate in the signal processing cloud with high-speed fronthaul links to the distributed RRHs. The signal processing cloud is connected to backbone network by backhaul links. C-RAN is being advocated both by operators (e.g., China Mobile, SoftBank) as well as service providers (e.g., LightRadio, Liquid Radio). C-RAN is going to be the core technique in the next-generation broadband wireless networks.
In this paper, a QoS-aware data service providing framework is put forward. This framework is based on the C-RAN. The queuing theory is used to theoretically analyze the framework, and optimal service providing strategy is proposed for providers, which aims to minimize the cost for running a candidate data service which is subject to the execution duration constraint. At last, a simulation is conducted to do an empirical study for the proposed framework.
Related work
Zeng et al. [9] and Yu et al. [25] presented their models for calculating QoS of composite services. These works are based on the assumption that the service provider can provide a description or agreement on QoS, such as the service level agreement (SLA) [7] . Except for local QoS attributes, network QoS should be considered during the decision-making procedure on selecting services [10, 12, 13] . Some works evaluate network delay according to the geographic locations where the services locate [26] . Service overlay is constructed according to different QoS levels in [27] . The availability or error tendency of services also can be evaluated dynamically according to current states of services with the historical data [28] . Current trend in service selection is selecting services in cloud platform and accessing the cloud services through wireless networks [11, 12, 26] . Offloading services to data centers is also a prevailing research field [19] . The D2D service selection is similar to an ad hoc service selection, but the D2D concept is a newly arising idea in recent years [16] [17] [18] . Thus, the work on D2D service selection is few. There are some optimal resource allocation works in C-RAN researching community [20] [21] [22] [23] . Cai et al. [20] studied the topology configuration and rate allocation problem in C-RAN with the objective of optimizing the end-to-end performance of mobile cloud computing users. Li et al. [22] studied the queue-aware power and rate allocation optimization for delay-sensitive traffic in fronthaul constrained C-RAN. Liu et al. [23] proposed algorithms to solve the joint optimization problem which combine power control and fronthaul rate allocation for throughput maximization in C-RAN. Sundaresan et al. proposed a scalable, lightweight framework FluidNet for realizing the full potential of C-RAN [21] , which can reconfigure its fronthaul and tailor transmission strategies which provide improvement in satisfying traffic demands, while reducing the compute resource usage in the BBU pool compared to baseline transmission schemes. All these works are devoted to improve the link layer QoS in C-RAN, such as throughput, from global viewpoint of optimizing wireless communication service. Dynamically configurable, scalable, sharable, and re-allocable per demand on the communication resources are some of promising benefits of C-RAN. These benefits rely on the virtualized components in BBU pool [24] . Thus, the delay exposed in the BBU pool and the respecting "cloudification" issues for the aggregation of BBUs have to be studied. The work presented in [3, 4] puts forward an integral service framework for optimizing quality of experience (QoE) and efficiency of mobile cloud networking (MCN) architecture based on the LTE C-RAN, which is a package of solutions for communication operators but not for service providers.
The contribution presented in this paper is to propose an optimal framework for application-level data service providers in C-RAN, which minimizes the cost for tenanting a data transferring service when subject to the execution duration constraint.
Motivation scenario
In Hunan province, each highway toll station must transfer the collected information on vehicles and roads to the Management Center located in Changsha city from time to time. The Management Center (MC) plays a role as centralized data center for highway information computing, storage, and monitoring. A toll station can transfer the traffic information by private highway fiber network or by VPN rented from China Telecom as a backup line. While in some areas, especially the mountainous areas, the wired channel to MC is very disruption prone due to disrepair and aging of lines. Toll stations would have to choose the wireless broadband service rented from China Mobile when the wired channel failed and toll stations were disconnected from the MC. But in these areas, all stations are not equipped with access points connecting RRHs, and those with access points may have a different wireless channel QoS due to the difference of distance, terrain, and devices. One of possible solutions under this condition is to select a toll station as a relay node, which should have the best wireless QoS compared to other stations nearby. The nearby stations could transfer the traffic information to the relay node by wired channel (providing the wired channel between them is working well) or by D2D communications. After that, the relay node would transfer the traffic information to MC by wireless broadband channel. Thus, it is desirable for the relay node to be dynamically configured to choose an optimal solution for reducing communication cost while subject to time constraints. The service provided by this relay node is the data service in this context. The relay node is a service provider who should take responsibilities of configuring and optimizing the data transferring procedure.
System model
The system model consists of three parts: users, communication channel, and services. Users come to cloud service broker for selecting optimal services. In conventional case, a service selection broker, which acts as a service registry as well, should be an independent third party locating at a location different with service repository and service providers. In cloud computing context, the broker and services co-locate in a data center in a centralized way. Thus, the service selection broker can be treated as a cloud service as well. When a user selects a service, a communication link is used to connect the user to the cloud service server for data transmitting. The topology of the service providing framework based on cloud radio accessing network is depicted in Fig. 1 .
As depicted in Fig. 1 , each mobile device connects to the RRHs in a small cell directly or by D2D communications. The service providers have mobile client devices in small cells with other users together. The service users can access cloud services provided by service provider through providers' mobile devices using D2D communications. RRH connects to the signal processing cloud by fronthaul link. In signal processing cloud, re-configurable virtual BBU pools process the signal on the allocated data rate for each user. The backhaul link connects the signal processing cloud to backbone network and establishes connections to SaaS cloud data centers. Thus, a mobile user can establish a connection to a virtual cloud service server by a virtual link. The queue happens at the signal processing cloud because the data rate allocated to a user is limited on the operators' strategy. In SaaS cloud, there would not be a queue event (or the queuing duration is very small) since the cloud resources can be elastically allocated to each user on their demands. The abstract model of service providing framework can be depicted in Fig. 2 . We assume the size of each job coming to the queue is much less than the channel transmission data rate in a time unit. For simplicity, we assume each job size is one unit, for example, 1 MB. The service providing framework (SPF) is expressed as following triple tuple:
where Q is the user job queue in service provider, C is communication channel, S is cloud service.
where λ is arrival rate. L is queue length. μ is service rate, which is also the transmission data rate in channel C. C 1 and C 2 are costs for using the channel. C s is the cost for hiring the cloud service.
In current mobile communication network, the processing ability of BBUs and the number of accommodated clients are limited. Considering the promising scalability of C-RAN under heavy load [3] [4] [5] 24] , we assume that the BBU pool could provide elastic computing capability for meeting the loads of clients on demand. Thus, we have the following dynamical service rate (data rate) reconfiguring procedure used by service providers:
Step 1. Monitoring the job queue, evaluating the arriving rate periodically;
Step 2. Recalculating the optimal service rate on arriving rate;
Step 3. Applying for reallocating data rate to communication operators according to the new service rate;
Step 4. Transmitting data in new data rate and going to step 1.
Optimal service providing formulation
As depicted in Fig. 2 , a service provider can provide service to multiple users. The service provider needs to transmit the user data to the virtual server in SaaS cloud. User tasks arrive at the provider according to the Poisson distribution, and the arrival rate is λ. The service time of the provider before the user data reaches SaaS cloud obeys the exponential distribution; the service rate is μ. Explicitly, the queuing service and cloud service represent different services. The queuing service consists of forwarding user requests and user data transmitting. The cloud service is the service that processes the user request and executes task on the user data. The cloud service time is correlated to CPU frequency and memories of the virtual server and task type; it is assumed to be a constant t s for any determined task in this paper. The queuing service time consists of forwarding time and data transmitting time. Forwarding time is correlated to the capability of a provider's device, which can be treated as a constant with small value as well. The data transmitting time is correlated to the data rate allocated to service provider by the signal processing cloud operator, which should be a main factor on the queuing service time. Hence, without loss of generality, the queuing service time is determined by the data transmitting time. The average queuing service time of each task is 1/μ. The service selection queuing problem is a typical M/M/1 queuing problem. The formulation for the optimal service providing problem can be expressed as following formulas:
subject to
where C 1 is the cost of one unit size data transmitted through a virtual link, and C 2 is the cost of one unit size data staying in the system, which represents the cost of the system maintaining the temporary data and states. All costs are in one unit time. C s represents the cost of cloud service in one unit time. All these costs and data arriving rate can be determined by the historical log, statistics, and operation experiences. For example, the communication operator would give a price per data size of traffic flow. Cloud service provider should give the price for tenanting a service as well. λ/(μ − λ) is the average queue length staying in the system. 1/(μ − λ) is the average staying time per unit data staying in the system. T is the total execution time constraint for a task. t s is the execution time per data unit of cloud service. The T can be specified in the SLA file in service selection broker. For example, a typical "less equal than" restrict can be expressed as following WSLA [7] : < Predicate xsi:type="wsla:LessEqual"> <SLAParameter> ResponseTime</SLAParameter> <Value>1</Value> </Predicate> which means that the response time should be less equal than one unit time. The formula (1) is the objective function, which means that the optimizing objective is to minimize the total costs. The first part in (2) is a constraint, which means that the total execution time should be less equal than T. If t s is bigger than T, then the equation has no feasible solution. Thus, the t s must be less than T. The first part of (2) can be transformed to the following style:
where t = T − t s . (3) implies the second inequations of (2), hence the original equation can be expressed as:
This equation is a convex optimization problem. Let L be the Lagrangian function:
where α is the Lagrange multiplier. According to the Karush-Kuhn-Tucker (KKT) conditions for optimality [29] , we have:
From the above (7), (8), (9) , and (10), we can deduce two possible optimal solutions as follows:
Since according to the constraint (9), we can get:
Hence, we have the following results:
C 2 λ , then formula (11) should be chosen as the optimal solution, otherwise, Case 2: Formula (12) should be chosen as the optimal solution.
Discussion
An optimal solution which needs the least cost on the task should be chosen, because if the service provider's service rate μ increases, the cost paying on renting service will increase accordingly. On the other hand, if μ decreases, the waiting cost should increase. The optimal solution is a tradeoff which can get the minimum cost. If there is no optimal solution in real scenarios, a suboptimal solution μ can be chosen as the possible candidate according to the following measurement:
If the μ is less, the suboptimal solution is closer to the optimal solution. Hence, the greedy selecting strategy could be used to choose the solution which minimizes the (14) :
In the current 4G LTE network, the data rate cannot be adjusted smoothly due to the operators' service strategy and technical complexity. There are several bandwidth levels that can be subscribed. For example, the maximum bandwidth is 20 MHz, the second one is 15 MHz, and the minimum bandwidth is 1.4 MHz. In this discrete case, greedy strategy can still be used to select the data rate according to (15) .
From a service provider's standpoint, the queuing service rate μ and cloud service time t s should be adjusted according to the user arriving rate λ, which can be calculated on (11), (12) , and (15) . The dynamical adjustments include tenanting more cloud resources, applying more data rate from operators. On the other side, operators are expected to provide more elastic mechanisms for users or service providers to configure their communications and cloud resources conveniently when it comes to the promising benefits of Cloud RAN, just as the elastic computing in current SaaS clouds.
Simulation study
The simulation study is to evaluate the proposed optimal strategy. Three service rate adjusting strategies are compared. The fix-rate strategy (FR) never changes the service rate since the system initialization. The passiverate strategy (PR) monitors the job arrival rate periodically and changes the service rate according to formula (8) or (9) . The active-rate strategy (AR) also monitors the arrival rate and will increase or decrease the predicated value of arrival rate if the arrival rate keeps increasing or decreasing in successive monitor periods. Let jobCount be the variable recording the number of jobs in a monitor period (MP), then the estimated arrival rate should be calculated by following formula in PR.
In AR, the arrival rate is predicated as follows: 
Simulation setup
The simulation was conducted on Omnet++ [30] . The simple queueing model in the Omnet++ library was used and modified for this simulation. The simulation result data was exported and plotted in MATLAB. The simulation setup is as follows:
Since C 1 is the cost of one unit size data transmitted through a virtual link, it should be the data transmission cost for the usage of mobile wireless networks. The charge per megabyte transmitting of China Mobile is appropriate 0.01 China dollar. C 2 is the cost of one unit size data staying in the system. In this context, it should be the staying cost before the service data is transported. In [31] , the per-bit energy consumption of transmission and switching for a private cloud is estimated to be around 0.46 μJ/bit, which is around 3.86 Wh/MB. The industry electric price is around 1.01 China dollars per kilowatt hour in Changsha, hence the cost of per megabyte staying in cloud system is around 0.004 China dollar. The cost of cloud service can be treated as a constant for a particular data service, thus it is omitted in this simulation. What t s is 0.4T means the most time is consumed in data transporting. T is 1 time unit, actually 1 s in this context.
The jobs were generated in a source module and entered into a queue module. The queue module contains the key algorithms for arrival rate evaluation and optimal solution calculation. A sink module is used to count the statistic values. A service broker is composed of the above three modules. There are three service brokers in this simulation which perform FR, PR, and AR, respectively. The arrival rate is configured in two different ways, which will be introduced in following sections. The initial estimated arrival rate of three strategies is 0.5. The service rate of FR is 1. The queue is a first-in-first-out queue and without volume limiting. The time unit is scaled to second for the purpose of accelerating the simulation process. Without loss of generality, we assume that one job is to transmit one unit data.
Steady arrival rate simulation
In this section, the arrival rate was steadily increased from 0.1 to 10; the step was 0.1. There were 50 jobs initially pushed into each queue. In each step, the source module generated 1000 jobs. The sample interval is 4 s. The service rate is calculated by (12) or (13) . The cost is calculated as follows:
where the real queue length is used in the cost calculating. The simulation results are depicted in Figs. 3, 4 and 5.
The scale of Y axis in Figs. 4 and 5 is adjusted to logarithm for a clear view because the simulation value that came from the FR strategy is much larger than the other two strategies. As shown in these figures, the FR strategy performed badly with the increase of arrival rate. The PR and AR performed well and show a good scalability, which means if the service rate can be adjusted with the change of arrival rate, then the optimal/suboptimal result can be achieved.
Burst arrival rate simulation
In this section, a burst arrival rate scenario is studied.
There have been some researches devoted to characterize the data traffic flow for mobile communication systems [32, 33] . In the most recent work [32] by He et al., The different arrival rates of each hour's Poisson distribution in a day were obtained by fitting. Since the arrival rates are for the base station traffic flow, which should be much larger than a single service provider, we divided them by 10 in this simulation. The arrival rates are listed in Table 1 . Each duration unit is 1 h in a day in real case [32] . Hence, there are 24 arrival rate values in a day. In this simulation, one duration lasted for 100 s. The simulation results are depicted in Figs. 6, 7 and 8. The other setup is the same as the last subsection. The run time of PR and AR is 2400 s. On the other side of the spectrum, the run time of FR was more than 9000 s because the service rate of the FR service broker was too low to finish its jobs in the queue on time. The AR outperformed PR slightly in a few points and they all scaled well with the burst arrival rate. The curve of average cost rose and dropped slower than the queuing time because the predication always falls behind the real changes, that is, the changing of service rates falls behind the real arrival rates. Hence, it will be a better way to setup the service rate on the regress results on long time history data, which will be our future work. The curve trend of queue length is similar as average cost because the cost is directly correlated with queue length. 8 Discussion on simulation
Constraint violation
In the simulation, the response time constraint T is set as 1 s (the time resolution in Omnet++ can be adjusted to accelerate the simulation, thus it may not be 1 s in the simulation time). The proposed solution only conforms to this constraint in the statistic concept. The following Table 2 is the average queue time and max queue time in the burst rate simulation. As presented in Table 2 , although the average queue time of PR strategy and AR strategy is less than 1, the maximum queue time is much bigger than 1. It means that whether the QoS is under the constraint or not is uncertain. Thus a further inspection on the queue state should be carried out in running time and multiple-server backup strategy for load balance should be a possible solution. The longtime history data analysis is another possible way to reduce the queuing time by assigning the optimal service rate more accurately.
Omitted parameters
In the simulation, the price parameters C 1 and C 2 , the cost of cloud service C s are treated as constants. This is not always true in real case. For example, the electricity price may change hourly in a day and be different in different locations [34] . The price for subscribing mobile 3G, 4G, and even the upcoming 5G services also changes with the flow size and service category. The cloud service time is also varied on different service levels. To synthesize all these parameters to choose an optimal or suboptimal solution is a service composition problem [8] , which is an NP-hard problem and out of the scope of this paper. Our previous works can be possible solutions [13] .
Other QoS constraints
In service computing, there are always multiple nonfunctionality attribute constraints, such as power consumption, throughput, availability, and network delay. These constraints will increase the complexity to solve the service providing problem. How to find an optimal solution will be the next step in our work.
Comparison with related work
Promising virtualization techniques in C-RAN make it possible to jointly allocate the communication resources in the BBU pool to achieve the elastic computing in signal processing cloud. However, there are still several challenges for virtualization of the BBU pool [3] [4] [5] . The most important of all are handling delay induced by virtual machines and management of communication procedure in virtualization architecture. The work presented in [3] [4] [5] proposes a MCN architecture, which utilizes the softwaredefined networks (SDNs) and prediction techniques to solve those problems. Bandwidth predication which is used to improve the scalability and response time in [3] [4] [5] is put forward with flow-based approach and dimensioning approach. It is a large-scale optimization approach for virtualized BBU pool. Assumptions that the traffic flow obeys normal distribution and traffic model would not change for long periods are coarse granular. The coarse grain approach can hardly optimize a specific service procedure. The strategy proposed in this paper is a fine grain approach, which aims to optimize the data rate of data service by monitoring the job queue. Since service providers have enough knowledge about their own services, the optimization could be more delicate on the basis of the proposed approach if the providers could dynamically adjust their service parameters with supports of communication operators.
In mobile cloud computing environment, the cost can be split into two main parts, that is, the cost in data center and the cost in mobile communications. The research on cost saving for data centers is emerging in recent years [34] [35] [36] . The optimal strategies can be classified to location-based strategies and time-based strategies, which are on the basis of the observation that the electricity price varied from time to time, from location to location. On the other hand, character analysis of mobile network traffic has been carried out for more than a decade, which is beneficial to the network design, traffic modeling, resource planning, and network control [32, 33, 37] . The C-RAN can be treated as a kind of mobile resource planning technology. Nevertheless, all these contributions are devoted to improve the operators' efficiency, no matter who are cloud operators or mobile communications operators. Thus, these achievements cannot be directly applied in utility optimization for service providers. Some new methods or strategies should be put forward to optimize the service providers' efficiency in mobile cloud computing, as what is presented in this paper. 
Conclusions
In this paper, a device-to-device data service providing framework in cloud radio accessing networks is proposed. The framework is based on the emerging technique, C-RAN. The queuing theory and convex optimization are used to deduce the optimal solution in this framework theoretically. Simulation is conducted on Omnet++ to evaluate the efficiency of the optimal strategy. Part of this work is presented in our previous work [38] . Our future work includes studying the relationship among the parameters of data centers, wireless communication channel, and energy/power consumption in mobile cloud and smart grid scenarios.
