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Abstract 
Working memory is a cognitive system that provides temporary access to representations that 
are needed for complex cognition. Individual working memory capacity is strongly correlated 
with a range of different cognitive abilities (e.g., reading comprehension and mental 
arithmetic), and it is a very good predictor for reasoning ability. Hence, training working 
memory could potentially not only enhance working memory capacity but also improve other 
cognitive abilities such as reasoning. However, although some previous studies revealed 
promising effects, a growing number of other training interventions failed to find any transfer 
effects. One possible source of these inconsistencies is that the methodologies used vary 
widely and are occasionally considerably flawed, complicating comparisons across studies. 
Therefore, the two studies reported in this thesis systematically examined the effectiveness of 
a theory-based and methodological sound working memory training approach.  
In the first study, each of three groups of participants trained one specific functional 
category of working memory capacity: storage and processing, relational integration, and 
supervision. The results showed that training different aspects of working memory leads to 
distinct transfer effects. Training storage and processing yielded transfer effects to novel 
working memory and reasoning tasks, and training supervision led to improvements in non-
trained supervision and reasoning tasks. There was no such broad transfer for the group 
training relational integration. The effects found in this study provide a simple explanation for 
the mixed results of previous studies: Different aspects of working memory vary in their 
degree of malleability.  
The second study investigated whether training the three functional categories 
simultaneously leads to additive transfer effects, and whether such effects occur equally in 
younger (19-36 years) and older adults (62-77 years). Analyses showed that the majority of 
training and transfer effects found were not modulated by age, indicating that computer-based 
working memory training interventions can generally be a useful application for older 
populations. However, in both age groups, transfer to non-trained tasks was only narrow and 
completely absent regarding reasoning ability. In light of the first study, this finding suggests 
that training interventions should rather target a specific functional category instead of a broad 
range of functions.  
The third part of this thesis describes Tatool (www.tatool.ch), a Java-based open-
source programming framework. It was designed to assist researchers particularly in 
conducting large-scale training studies, but can generally be used for any computer-based 
psychological study. Both empirical studies in this thesis were conducted with Tatool. By 
providing Tatool for free, it will hopefully be a useful resource for scientific projects in other 






Das Arbeitsgedächtnis ist ein kognitives System, das temporären Zugriff auf Repräsentationen 
und dadurch komplexe Kognitionen ermöglicht. Die individuelle Arbeitsgedächtniskapazität 
korreliert sehr hoch mit zahlreichen anderen kognitiven Fähigkeiten (z. B. Leseverständnis 
und mentale Arithmetik). Darüber hinaus ist sie ein hervorragender Prädiktor für 
schlussfolgerndes Denken. Ein wirksames Arbeitsgedächtnistraining könnte daher also nicht 
nur die Arbeitsgedächtniskapazität selbst, sondern auch die Leistung in anderen kognitiven 
Fähigkeiten und vor allem im schlussfolgernden Denken erhöhen. Zwar finden einige frühere 
Studien positive Effekte, doch steht dem eine wachsende Anzahl erfolgloser 
Trainingsinterventionen gegenüber. Stark unterschiedliche Methoden und teils erhebliche 
methodische Schwächen erschweren den Vergleich bestehender Studien und könnten eine 
mögliche Quelle für diese inkonsistenten Resultate sein. Die beiden Studien, die in dieser 
Dissertation berichtet werden, untersuchen daher systematisch die Wirksamkeit eines 
theoretisch und methodisch fundierten Trainingsansatzes für das Arbeitsgedächtnis.  
In der ersten Studie trainierten drei Probandengruppen je eine spezifische 
Arbeitsgedächtnisfunktion: Speichern und Verarbeiten, relationale Integration und 
Supervision. Die Resultate zeigten, dass das Training verschiedener Aspekte des 
Arbeitsgedächtnisses zu unterschiedlichen Transfereffekten führt. So induzierten Aufgaben 
zum Üben des Speicherns und Verarbeitens Verbesserungen in neuen Aufgaben zur Messung 
des Arbeitsgedächtnisses und des schlussfolgernden Denkens, während das 
Supervisionstraining zur Leistungserhöhung in neuen Aufgaben zur Messung von Supervision 
und ebenfalls des schlussfolgernden Denkens führte. Für die Gruppe, die relationale 
Integration trainierte, traten keine solch breiten Transfereffekte auf. Diese Ergebnisse weisen 
auf eine simple Erklärung für die gemischten Ergebnisse früherer Studien hin: 
Unterschiedliche Aspekte des Arbeitsgedächtnisses unterscheiden sich hinsichtlich ihrer 
grundsätzlichen Veränderbarkeit. 
Die zweite Studie untersuchte, ob das simultane Training aller drei funktionaler 
Kategorien zu additiven Transfereffekten führt, und ob allfällige Effekte bei jungen (19-36 
Jahre) und älteren Erwachsenen (62-77 Jahre) gleichermassen auftreten. Die Datenanalyse 
zeigte, dass die Mehrheit der gefundenen Effekte nicht durch das Alter moduliert wird. Dies 
kann als Evidenz dafür gewertet werden, dass Trainingsinterventionen zur Verbesserung des 
Arbeitsgedächtnisses auch für ältere Personen eine sinnvolle Anwendung darstellen. Der 
Transfer zu nicht-trainierten Aufgaben und Fähigkeiten fiel jedoch insgesamt sehr spärlich 
aus und war bezüglich schlussfolgernden Denkens überhaupt nicht vorhanden. Insbesondere 
im Licht der ersten Studie deutet dieser Befund daraufhin, dass Trainingsinterventionen eher 
auf die Verbesserungen eines spezifischen Aspektes der Arbeitsgedächtniskapazität 
fokussieren sollten, statt auf mehrere Aspekte gleichzeitig.  
Der dritte Teil dieser Dissertation beschreibt das Java-basierte Framework Tatool 
(www.tatool.ch) zur Programmierung psychologischer Studien. Der Quellcode dieser 
Software ist frei zugänglich. Es wurde speziell zur Unterstützung bei der Durchführung von 
gross angelegten Trainingsstudien entwickelt, kann aber prinzipiell für jede Art 
computerbasierter Forschung verwendet werden. Beide empirische Studien dieser Dissertation 
wurden mit Tatool durchgeführt. Dadurch, dass Tatool kostenlos verfügbar ist, wird es 
zukünftig hoffentlich auch für weitere wissenschaftliche Projekte in anderen 
Forschungsinstitutionen eine nützliche Ressource darstellen.  
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Computerised “brain training” or “mental exercise” programs such as “Dr 
Kawashima’s Brain Training” (Nintendo, 2006) promise to enhance cognitive abilities such as 
working memory, executive functions, and reasoning. Given the resounding success and 
sustained market growth of cognitive training products (SharpBrains, 2011), scientific 
evidence for the effectiveness of such interventions is still surprisingly inconclusive. 
Therefore, the central question of this thesis was whether a theoretically and methodologically 
well-founded training regimen can improve cognitive performance.  
1.1 Cognitive Training Approaches 
Early scientific approaches to enhance cognitive performance through training focused 
mainly on the instruction and acquisition of strategies (e.g., Ericsson & Chase, 1982; 
Labouvie-Vief & Gonda, 1976). Indeed, introducing strategies can improve performance in a 
task to a remarkable extent. For example, Ericsson and Chase (1982) trained a participant, 
whose short-term memory initially ranged between 7 and 9 digits, to memorise and correctly 
recall more than 80 digits. Generally, transfer to other, non-trained abilities should be 
expected if the cognitive abilities trained share underlying processes with the abilities 
measured by the transfer tasks – a condition which is often referred to as “functional overlap” 
(e.g., Buschkuehl, Jaeggi, & Jonides, 2012; Lustig, Shah, Seidler, & Reuter-Lorenz, 2009). 
For example, the task used measuring short-term memory for digits still measures the same 
underlying cognitive ability (i.e., short-term memory) if it involves letters instead of digits. 
Therefore, training one of the two tasks should also lead to large improvements (i.e., transfer 
effects) in the other task. However, despite the participant’s extraordinary memory for digits, 
this enormous improvement in digit memory did not transfer to different stimulus material: 
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his verbal short-term memory remained on an average of six letters. The reason for this 
finding is that strategies acquired through training are typically highly material-dependent and 
difficult to apply to tasks that are structurally dissimilar or involve new stimulus material. As 
a consequence, the absence of transfer from strategies learned in one task to novel, non-
trained tasks is often observed in strategy training studies (for reviews, see Lustig, et al., 
2009; Morrison & Chein, 2011; Rebok, Carlson, & Langbaum, 2007).  
More recent training approaches attempt to enhance cognitive abilities through the 
repetitive practice of cognitive tasks. To maximise transfer, tasks are chosen that leave little 
room for the application of strategies. Furthermore, training a cognitive ability that correlates 
– and thus shares a considerable amount of variance – with a wide range of other abilities 
should yield increased chances for observing transfer effects. Working memory (WM) is a 
core cognitive ability that meets both requirements, and is therefore often targeted in current 
training studies (for a review, see Klingberg, 2010). WM is a system providing temporary 
access to representations that are needed for complex cognition in the present moment. WM is 
assumed to be a capacity-limited and largely stable trait. Its performance is typically 
measured by tasks that comprise a storage and a processing component, such as complex span 
tasks (Conway et al., 2005; Daneman & Carpenter, 1980). In these tasks, the rapid 
presentation of memoranda (i.e., the storage component) alternates with a second task (i.e., 
the processing component), which is usually a choice reaction time task. Although there is 
some evidence that the instruction of strategies can enhance performance in WM tasks 
(McNamara & Scott, 2001), it is generally assumed that WM tasks are largely free of strategy 
use (Engle, Cantor, & Carullo, 1992; Engle, Nations, & Cantor, 1990; Just & Carpenter, 
1992). Previous research has demonstrated a strong relationship between WM capacity and 
multiple other cognitive abilities (for an overview, see Feldman Barrett, Tugade, & Engle, 
2004). Most importantly, WM capacity is an excellent predictor particularly for reasoning 
(Conway, Kane, & Engle, 2003; Engle, Kane, & Tuholsky, 1999; Engle, Tuholsky, Laughlin, 
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& Conway, 1999; Kyllonen & Christal, 1990; Oberauer, Süß, Wilhelm, & Wittmann, 2008; 
Süß, Oberauer, Wittmann, Wilhelm, & Schulze, 2002), which allows the hypothesis that WM 
training could not only enhance WM capacity, but also reasoning ability. Indeed, several 
recent training studies report increased reasoning scores following training (Borella, Carretti, 
Riboldi, & De Beni, 2010; Jaeggi, Buschkuehl, Jonides, & Perrig, 2008; Jaeggi et al., 2010; 
Karbach & Kray, 2009; Klingberg et al., 2005). At the same time, however, there is also a 
considerable number of publications not finding such promising results (Chein & Morrison, 
2010; Dahlin, Nyberg, Bäckman, & Stigsdotter Neely, 2008; Holmes, Gathercole, & 
Dunning, 2009; Owen et al., 2010; Richmond, Morrison, Chein, & Olson, 2011).  
1.2 Requirements for Training Regimens 
These contradictory findings have at least three possible reasons (cf. Conway & Getz, 
2010; Moody, 2009; Shipstead, Redick, & Engle, 2010, 2012). First, it is possible that 
different aspects of WM vary regarding their training-induced malleability. Thus, training 
interventions yielding positive effects might simply target different aspects of WM than 
unsuccessful interventions do. However, in many studies, the theoretical model underlying the 
training regimen is often lacking or ill-defined, and, hence, it remains unclear which aspects 
of WM were actually targeted. Second, training conditions, such as training intensity, vary 
widely between studies. For example, the duration of single training sessions ranges from 10 
minutes (Owen, et al., 2010) to about 30-40 minutes (e.g., Klingberg, et al., 2005; Richmond, 
et al., 2011). Similarly, the number of training sessions ranges across studies from only three 
(Borella, et al., 2010) to more than a hundred sessions (Schmiedek, Lövden, & Lindenberger, 
2010). Moreover, training procedures such as the adjustment of task difficulty to individual 
performance differ between training regimens, and some training regimens do not include any 
stepwise difficulty adjustment during training (e.g., Li et al., 2008; Schmiedek, Lövden, et al., 
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2010). Third, only few studies evaluate the effects of a training regimen in comparison to an 
active control group which completes an alternative training intervention. In contrast to a 
passive or waiting control group, an active control group allows for differentiating training 
and transfer effects not only from test repetition effects, but also from intervention effects 
(e.g., effects of regular computer usage or effects of sticking to a schedule), and expectancy 
(or “placebo”) effects (Oken et al., 2008).  
Training studies should therefore be designed to avoid the weaknesses of previous 
research by meeting the following requirements. First, the training regimen should be based 
on a pre-defined model of WM, and transfer should be measured by an extensive test battery 
in order to reveal a fine-grained picture of transfer effects (Li, et al., 2008; Shipstead, et al., 
2010, 2012). Second, the training regimen should be intensive and follow recommendations 
for facilitating transfer effects, such as a certain degree of variability (Schmidt & Bjork, 1992) 
and stepwise adjustment of task difficulty depending on individual performance (Klingberg, 
2010; Lövden, Bäckman, Lindenberger, Schaefer, & Schmiedek, 2010). Third, the 
effectiveness of the training regimen should be evaluated by comparing an experimental with 
an active control group. The alternative intervention should be perceived by participants as 
potentially effective cognitive training. The general training conditions should be as similar as 
possible between groups to avoid differences due to motivational and psychological effects 
such as the Hawthorne effect, which refers to improvements in performance simply due to 
increased attention to the participants’ behaviour (Green & Bavelier, 2008; McCarney et al., 
2007).  
1.3 Our Approach 
To address these issues, the training regimens reported in the empirical part of the 
thesis built on the facet model of WM capacity (Oberauer, Süß, Schulze, Wilhelm, & 
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Wittmann, 2000; Oberauer, Süß, Wilhelm, & Wittmann, 2003; see below). Transfer tasks 
were chosen both theory-driven and based on empirical findings in the existing literature, and 
measured different ranges of possible transfer effects (i.e., transfer to novel WM tasks, but 
also to non-trained tasks measuring related cognitive abilities such as cognitive control and 
reasoning). Furthermore, training was intensive (20 sessions within four weeks, each about 
approximately 30 minutes), each group completed three different tasks in order to enhance 
variability, and task difficulty was adjusted stepwise based on individual performance. 
Experimental groups were compared to active control groups practicing tasks with low WM 
demand. Apart from the tasks, training conditions were identical for all included groups.  
1.3.1 The Facet Model of Working Memory Capacity 
The facet model of WM capacity (Oberauer, et al., 2000; Oberauer, et al., 2003) 
differentiates three functional categories of WM: storage and processing, relational 
integration, and supervision. Storage and processing refers to the simultaneous maintenance 
and manipulation of information, for example memorising and recalling digits while doing 
arithmetic operations at the same time. Relational integration reflects the coordination of 
information elements into new structures. It can be measured with tasks that demand the 
memorisation and combination of sequentially presented information (e.g., kinship relations 
between people) in order to derive a conclusion (e.g., the logically following relationship 
between two of the people mentioned). Supervision
1
 comprises the selective activation of 
relevant information and inhibition of irrelevant information. It is typically measured by tasks 
in which stimuli have to be categorised according to a constantly switching pair of rules (e.g., 
words depicting either an animal or a plant vs. green or blue font colour). Previous factor-
analytic studies have shown that while storage and processing and relational integration are 
                                                          
1
 Supervision is largely equivalent to the shifting factor in Miyake et al.’s model of executive functions (2000). 
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closely related, both are correlating more weakly with supervision (Buehner, Krumm, & Pick, 
2005; Oberauer, et al., 2003).  
1.3.2 Empirical Studies 
In the first study reported in this thesis (Distinct Transfer Effects of Training Different 
Facets of Working Memory Capacity), we examined whether training specific aspects of WM 
leads to distinct transfer effects on novel, untrained tasks. For this purpose, each of three 
experimental groups of participants intensively trained one of the three functional categories 
of the facet model of WM capacity described above (Oberauer, et al., 2000; Oberauer, et al., 
2003). Storage and processing was trained by practicing complex span tasks, relational 
integration by combinatory tasks, and supervision by switching tasks. Experimental groups 
were compared to an active control group practicing visual matching tasks (e.g., face 
matching). Transfer was assessed with an extensive test battery that was administered before, 
immediately after, and six months after training. It comprised 16 tests to measure the 
constructs trained with novel tasks and the untrained but highly correlated constructs 
inhibition and reasoning. Data were analysed with linear mixed-effects models that accounted 
for individual differences as well as for differences between tasks assumed to measure the 
same construct. The analyses revealed distinct transfer profiles for the three functional 
categories of the facet model. Training storage and processing led to enhanced WM and 
reasoning performance, and training supervision yielded improvements in supervision and 
reasoning. In addition, we found a positive correlation between the degree of improvement in 
the training tasks and the magnitude of transfer observed. The transfer effects observed were 
not measurably diminished after six months without training. However, there was no such 
broad transfer after relational integration training. These results suggest a possible reason for 
previous studies yielding mixed results: Training specific aspects of WM leads to transfer on 
specific cognitive constructs only.  
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Although we found some promising transfer effects in this first study, the effect sizes 
on the mean level were still comparatively small. According to the rationale that transfer of 
training is driven by functional overlap, larger effects should emerge for training interventions 
that target multiple aspects of WM (Buschkuehl, et al., 2012; Lustig, et al., 2009). Therefore, 
training storage and processing, relational integration, and supervision simultaneously could 
lead to additive transfer effects – specifically, this means that effects on WM, shifting, and 
reasoning should occur. In the second study reported here (Effects of Working Memory 
Training in Young and Old Adults), we investigated the effects of such a broad training 
regimen. As fluid cognitive abilities such as WM and reasoning decline with progressing age 
(Craik & Bialystok, 2006; Kramer & Willis, 2002; Park et al., 2002), an effective intervention 
targeting these abilities would be most desirable for older age groups. Therefore, we 
examined training and transfer effects in an age-comparative setting, including younger (19-
36 years) and older adults (62-77 years). In this study, the training regimen comprised three 
tasks, each one targeting one of the functional categories of the facet model of WM capacity 
(i.e., one complex span task for storage-processing, one combinatory task for relational 
integration, and one switching task for supervision). As in the previous study, we included 
active control groups (one in each age group) practicing three different tasks with low 
working memory demand (visual search, counting, and a quiz on general knowledge). A 
cognitive test battery comprising test versions of the training tasks, structurally similar tasks 
with different stimulus material (“near” transfer), structurally dissimilar WM tasks 
(“intermediate” transfer), and reasoning tasks (“far” transfer) was administered before and 
after training. Both age groups showed increased performance in the tasks trained, providing 
evidence that WM training effects are equally present in young and old adults. Transfer was, 
however, only narrow. Both age groups improved in one structurally similar, but non-trained 
task (a verbal version of the numerical complex span training task). Young adults also 
improved marginally in a word-position binding task. There was no far transfer to reasoning 
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in neither age group. Therefore, in contrast to our initial hypothesis, transfer was less broad 
when training all three functional categories of WM capacity simultaneously compared to 
training one specific functional category. In this study, the overall training intensity was the 
same as in the previous study (i.e., 20 sessions in four weeks). Naturally, this means that the 
training intensity for each functional category was lower when all three functional categories 
were practiced simultaneously than when each functional category was trained separately. 
Hence, training intensity was possibly too low to yield any such transfer effects as those we 
observed in the past. Nevertheless, our data suggest that a training intervention of this 
intensity is more effective if focusing on only one functional category instead of multiple 
ones.  
1.3.3 Tatool: A Software Package for Cognitive (Training) Research 
The third part of this thesis (“Tatool: A Java-Based Open-Source Programming 
Framework for Psychological Studies”) describes Tatool (Training and Testing Tool), a 
programming framework for training software, experiments, and questionnaires. Tatool is 
based on the object-oriented programming language Java and can be used on any operating 
system (i.e., MS Windows, Linux, and Mac OS). The programming framework was primarily 
developed for facilitating the realisation of cognitive training studies, and thus boasts multiple 
features that are particularly useful for this context, such as configurable training schedules, 
adaptive training algorithms, and individual training statistics. Furthermore, participants can 
easily download their individual training program to their personal computer and complete 
training sessions self-administered at home. After each training session, data can be uploaded 
automatically to a web server running the accompanying “Tatool Online” platform. Tatool 
Online provides the possibility to manage studies and participants’ data easily with a web-
based interface, and therefore enhances experimental control. Both Tatool and Tatool Online 
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are published open-source under the GNU Lesser General Public License, which means the 
source code is available for free at www.tatool.ch. 
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The impact of working memory training on a broad set of transfer tasks was examined. 
Each of three groups of participants trained one specific functional category of working 
memory capacity: storage and processing, relational integration, and supervision. A battery 
comprising tests to measure working memory, task shifting, inhibition, and reasoning was 
administered before, immediately after, and six months after four weeks of computer-based 
training. Training groups were compared to an active control group practicing perceptual 
matching tasks. Data were analyzed with linear mixed-effects models that revealed distinct 
transfer profiles for the experimental groups: Storage-Processing training had an effect on 
reasoning, and Supervision training improved task shifting and reasoning. There was no such 
broad transfer of Relational Integration training. The degree of improvement in the training 
tasks correlated positively with the magnitude of transfer. Differential effects of training 
different functional categories of working memory and executive functions could explain why 
previous studies yielded mixed results: Training specific processes leads to transfer on 
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Working memory is a cognitive system providing temporary access to representations 
needed for complex cognition. The purpose of the present work is to investigate whether 
working memory capacity (WMC) can be improved by training. Our study builds on a model 
of the factorial structure of working-memory capacity, the facet model (Oberauer, et al., 2000; 
Oberauer, et al., 2003; Süß, et al., 2002).  
According to the facet model, WMC can be classified into three functional categories: 
simultaneous storage and processing, relational integration, and supervision. Storage and 
processing comprises the simultaneous maintenance and manipulation of information. 
Relational integration involves the coordination of information elements into new structures. 
The third functional category, supervision, refers to the selective activation of relevant 
information and inhibition of irrelevant information. In studies of the facet model of working 
memory (Oberauer, et al., 2000; Oberauer, et al., 2003), the concept of supervision has so far 
been measured through the efficiency of task switching, which is largely equivalent to the 
concept of shifting in Miyake et al.’s model of executive functions (2000). Miyake et al. 
(2000) distinguish shifting, inhibition, and working-memory updating as three lower-level 
factors of executive functions. Factor-analytic studies have shown that the constructs storage 
and processing and relational integration are closely correlated, and both are more weakly 
related to supervision (Buehner, et al., 2005; Oberauer, et al., 2003). Therefore, here we 
regard WMC (constituted by storage and processing and relational integration) and 
supervision (or shifting in the context of executive functions) as two related but distinct high-
level constructs.  
WMC is assumed to be a largely stable trait, which predicts other cognitive abilities 
such as fluid intelligence and reasoning (Conway, et al., 2003; Engle, Kane, et al., 1999; 
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Kyllonen & Christal, 1990; Oberauer, et al., 2008; Süß, et al., 2002). There is also a 
considerable number of published studies linking impairments of WMC to a wide range of 
neurological disorders, such as attention-deficit hyperactivity disorder (Martinussen, Hayden, 
Hogg-Johnson, & Tannock, 2005). Likewise, there is evidence that individual differences in 
supervision abilities (i.e., executive functions) are highly stable, and impact everyday 
behavior (Friedman et al., 2007; Mischel et al., 2011). Hence, it is an important question 
whether WMC and supervision can be improved by training, and whether this improvement 
affects related cognitive abilities.  
Previous research findings concerning training and transfer effects of WMC are 
inconsistent if not contradictory. Several recent studies indicate that adequate training can 
lead to an increase in WMC test performance and also to transfer to the performance in non-
trained cognitive tasks (for a review see Klingberg, 2010). For example, Chein and Morrison 
(2010) examined the effectiveness of storage and processing training, operationalised by a 
complex span task. They found a generalization of the training effect to reading 
comprehension and inhibition in a subgroup of successfully trained participants. There is even 
evidence that fluid intelligence can be increased by computer-based training of WMC (for a 
review see Buschkuehl & Jaeggi, 2010; see also Borella, et al., 2010; Jaeggi, et al., 2008; 
Jaeggi, et al., 2010; Karbach & Kray, 2009; Klingberg, et al., 2005; Schmiedek, Lövden, et 
al., 2010). The work of Colom et al. (2010) suggests that such increases in intelligence are not 
only due to retest effects, since they found that retest gains in WMC tasks were not related to 
increases in intelligence test scores.  
However, other studies do not reveal such convincing training and transfer effects. For 
example, Holmes, Gathercole and Dunning (2009) found no transfer of working-memory 
training to fluid intelligence, although these authors used the same training paradigm and a 
sample comparable to Klingberg et al. (2005). Moreover, Owen et al. (2010) recently showed 
Chapter 2 – Distinct Transfer Effects of Training Different Facets of Working Memory Capacity    
 
24 
that an online cognitive training that led to large practice effects on the trained tasks induced 
no measurable generalization to other cognitive tasks. Contradictory results are also present in 
training studies focusing explicitly on executive processes. On the one hand, there are several 
studies supporting plasticity of executive processes (Dahlin, Nyberg, et al., 2008; Karbach & 
Kray, 2009; Li, et al., 2008). On the other hand, one study found no transfer of inhibition 
training for preschool children to cognitive control (Thorell, Lindqvist, Bergman, Bohlin, & 
Klingberg, 2008).  
There are multiple possible reasons for the inconsistency in previous findings. First, it 
is problematic that many training regimens lack underlying theoretical models. Hence, it often 
remains unclear which cognitive processes, broadly defined as “inhibition” or “working 
memory”, were actually trained. 
Second, previous studies vary widely regarding general training conditions such as 
intensity and number of training sessions. For example, in Owen et al.’s (2010) paradigm, 
training sessions were very short (only 10 min a day) and the number of completed sessions 
varied between participants from 2 to 188, whereas others who found transfer effects 
controlled very carefully how much training participants went through, showing increased 
transfer with larger amounts of training (Jaeggi, et al., 2008). Moreover, it is important to 
control the quality of training and the commitment of participants. A plausible reason for the 
absence of transfer effects in the study by Owen et al. (2010) is the uncontrolled and 
anonymous setting of the training regimen. For instance, Smith et al. (2009) showed that in a 
more controlled setting, with face-to-face contact at pre and post training assessment, self-
administered training interventions at home resulted in transfer effects.  
Third, only few studies include an active control group that completes an alternative 
intervention. Implementing an active control group differentiates training and transfer effects 
not only from repetition effects (as a passive or waiting control group would do), but also 
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from intervention effects (e.g., effects of sticking to a regular training schedule), and 
expectancy effects influencing cognitive performance (Oken, et al., 2008). For the latter 
purpose it is important that the alternative training is perceived by participants as a potentially 
effective cognitive training.  
With the present study, we wanted to answer the following questions: (1) can WMC 
(with its two aspects, storage and processing, and relational integration) and supervision be 
improved by extensive training, (2) do training effects transfer to non-trained tasks measuring 
the same construct, and (3) does transfer to related cognitive abilities – such as inhibition and 
reasoning – occur?  
In our study, we aimed to avoid the possible weaknesses occasionally observed in 
previous research. Therefore, our study was designed to meet the following four requirements. 
First, the choice of training tasks should be based on a theoretical model. Our training was 
based on the facet model of WMC (Oberauer, et al., 2003), thus, we chose training tasks 
which are assumed to measure a particular functional category in that model (i.e., storage and 
processing, relational integration, and supervision). To distinguish training effects between 
the functional categories, each of three groups trained only one function. 
Second, transfer should be measured by a broad test battery in order to reveal a fine-
grained picture of transfer effects (Li, et al., 2008; Shipstead, et al., 2010). It should consist of 
tests covering a broad range of transfer distances. Our test battery comprised several tasks 
measuring the same constructs as the trained tasks (i.e., the WMC-constructs storage and 
processing and relational integration, and the supervision construct of shifting), together with 
tasks measuring related constructs that were not trained but are assumed to correlate with the 
trained constructs (i.e., inhibition and reasoning). Additionally, we included a face matching 
test which is assumed to demand only a minimum of WMC and supervision, so we expected 
no effect of training on this measurement. 
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Third, the training should be extensive and include a certain degree of variability to 
facilitate transfer effects (Schmidt & Bjork, 1992). Additionally, difficulty of the training 
tasks should be adapted stepwise to trainees’ performance in order to induce plastic processes 
(Klingberg, et al., 2005; Lövden, et al., 2010). Participants of the present study completed 20 
training sessions (each approximately 30-40 min) in four weeks. Three tasks were used to 
train each functional category, and the level of difficulty was adapted to individual 
performance.  
Fourth, training effectiveness should be evaluated by comparing an experimental with 
an active control group. Participants should be assigned randomly to experimental and control 
groups to ensure internal validity (Shipstead, et al., 2010). Moreover, the general training 
conditions should be as similar as possible for all included groups in order to control for 
motivational and psychological effects such as the Hawthorne effect, which refers to 
improvements in performance simply due to increased attention to the participants’ behaviour 
(Green & Bavelier, 2008; McCarney, et al., 2007; Shipstead, et al., 2010). Therefore, we 
implemented a control training where participants practiced visual discrimination with the 
same training conditions as the experimental groups. 
2.2 Method 
Participants completed four weeks of extensive cognitive training. They were 
randomly assigned to one of four groups (matched by gender): Storage-Processing training, 
Relational Integration training, Supervision training, or to the Active Control group that 
completed a visual discrimination training. Assignment of participants was double blind, so 
that neither the experimenter who had contact with the participants, nor the participants 
themselves, knew which group they were assigned to.  
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To measure transfer, cognitive abilities were assessed at three times (before, 
immediately after, and six months after training). We used an identical test battery at all three 
times to facilitate between-groups baseline comparisons which are essential for establishing 
the comparability across groups and occasions.  
2.2.1 Participants 
Participants (92 women and 45 men, Mage = 23.53, age range 18 – 36 years) were 
students at a Swiss university or held a university degree. They were recruited from the 
subject pool at the University of Zurich and with flyers posted at the University’s campus. 
Participants who completed the study received CHF 150 (about US$ 130) or course credits. 
Additionally, they had the chance to earn a bonus up to a maximum of CHF 50 depending on 
the level of difficulty they achieved during training. All participants gave written consent to 
participate in the study. Sixteen participants did not complete the study due to several reasons: 
underestimation of effort (5), medical condition (3), family issues (1), or technical problems 
(1). Three participants withdrew consent without comment. Another three participants were 
excluded because they did not meet the requirements of the study (two did not complete 
enough training sessions and one did not complete the tests before the training). Hence, 
statistical analysis included data of 121 remaining participants (83 women, 38 men, Mage = 
23.34, age range 18 – 36 years). There were no significant between-group differences in 
gender and age (see Table 1 for participant demographics). 
 






Demographics Storage-Processing Relational Integration Supervision Active Control p 
Sample size (n) 30 (30) 30 (28) 31 (30) 30 (30) n/a 
Gender (f/m) 21/9 19/11 22/9 21/9 .92 
Age (M ± SD) 22.87 ± 3.83 22.93 ± 3.56 23.78 ± 3.57 23.77 ± 4.73 .69 
Note. Numbers in parentheses indicate sample sizes at long-term assessment. The p-value indicates that groups 
did not differ significantly in terms of basic demographics as determined by univariate analyses of variance. 
 
2.2.2 Design and materials 
2.2.2.1 Training 
Each group trained three tasks of one functional category in the facet model. Each task 
was trained for about 10 minutes in each session. Task difficulty was adapted stepwise to 
participants’ individual performance when they reached a certain level of accuracy (see 
Procedure for details on the adaptive training algorithm).  
Storage-Processing  
Complex span tasks with verbal, numerical, and figural-spatial material were used. In 
these tasks, memory items alternated with a secondary processing task. In the verbal and 
numerical training tasks, each trial started with a memory item that was displayed for 0.5 s. It 
was immediately followed by a decision task presented for 3 s or until the participant 
responded. Subsequently, the next stimulus to be memorised followed. After a few memory-
decision combinations, participants had to recall the memoranda in correct serial order. Time 
for recall was unlimited. The number of memory items combined with decision tasks 
increased with the level of difficulty, starting with two items. Training performance was 
measured by the level of difficulty achieved in each session. 
In the verbal complex span task, participants had to memorise words and decide 
whether trivial sentences presented in between were plausible (e.g., “Peter is eating pizza”) or 
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not (e.g., “Peter is shaving pizza”). In the numerical version, participants had to memorise 
numbers with one or two digits, and judge equations displayed as correct (e.g., “7 + 2 = 9”) or 
not (e.g., “7 + 2 = 7”). In the figural-spatial task, a 5x5 matrix was shown. A letter was 
presented in a random cell, and participants had to decide whether it was displayed in a 
mirrored or in a normal way. After a number of letters (depending on the level of difficulty), 
participants had to recall the positions of the letters presented by clicking on the correct 
positions in the correct serial order.  
Relational Integration  
The tasks designed for Relational Integration training required the integration of 
elements and of relations between them to determine the correct response. Training 
performance was measured by the level of difficulty achieved per session. In the first task, 
letter integration (Oberauer, 1993) letters were displayed one by one in a row of place holders 
in random order. After letters had appeared at each place holder position, participants had to 
decide whether the letters formed a word in forward order, in backward order, or not at all. To 
increase difficulty, the number of place holders (and with it, the number of letters) increased, 
and the display duration of each letter decreased.  
In the second task, kinship integration, sentences containing information about kinship 
relations between persons were presented sequentially. The sentences in each trial 
unambiguously described a fully connected network of kinship relations. Participants had to 
mentally integrate the information and decide how two of the persons mentioned were related 
to each other by clicking on the respective button on the screen (e.g., “Ann is Barney’s sister”, 
“Barney is Carol’s father”, “Ann is Carol’s…?”, correct answer would be “aunt”). The level 
of difficulty was varied by increasing the number of sentences shown, by reducing the display 
duration per sentence, and by randomizing the order of the sentences presented (e.g., “Barney 
is Carol’s father”, “Ann is Barney’s sister”). When the order of sentences is randomised, two 
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successive sentences cease to always have a shared name, thus forcing the participants to hold 
the information separately in working memory until a further sentence connected them. In the 
pattern integration task, a partially filled 8 x 8 matrix was shown. Some filled cells contained 
a digit and an arrow, meaning that the cell had to be shifted mentally in the direction of the 
arrow for as many cells as indicated by the digit. Participants had to decide whether the 
resulting pattern was axially symmetrical or not. Difficulty was increased by increasing the 
number of filled cells, and the number of cells to be shifted. 
Supervision 
Participants of this group completed a task switching training similar to the one used 
by Karbach and Kray (2009). For each of the three versions of the task switching training 
tasks, bivalent stimuli were presented which had to be categorised according to given rules in 
alternating runs of two. The relevant categorization rule and the stimuli were shown 
simultaneously. Participants had to answer as correct and as fast as possible. Stimuli were 
presented until participants responded or the display duration exceeded the maximum display 
duration defined by the level of difficulty. To increase task difficulty while maintaining the 
structure of the classical task switching paradigm, the display duration and, consequently, 
time to respond to the stimulus was slightly reduced. This adjustment was only small (set to 
the 99th percentile of the individual reaction times in the trials completed since the last 
maximum duration adjustment) to prevent participants concentrating on speed only instead of 
focusing on both speed and accuracy as it was originally intended. However, this adjustment 
of task difficulty does not introduce novel stimuli as it is the case for the two other 
experimental trainings. In order to enhance variability in this task and, thus, keep participants 
motivated, sets of stimuli were replaced by new sets and these stimuli had to be categorised 
according to new categorization rules every four sessions. Maximum display duration was 
reset every time a new set of stimuli and categorization rules was introduced.  
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The three versions of the task switching training tasks differed from each other in 
terms of material and categorization rules (see Table A1 in Appendix A for an overview of 
stimulus material and corresponding rules that had to be applied). To measure training 
progress, we calculated the proportional switch costs per training session by subtracting 
reaction times (RT) in task switch trials from RTs for task repetition trials, and dividing the 
difference by the average RT (including both switch and repetition trials) per individual. 
Active Control  
The Active Control group had to complete three visual matching tasks. Two stimuli 
were presented simultaneously and participants had to decide whether they showed identical 
persons (face matching), identical six-digit numbers (digit matching), or identical fractal 
patterns (pattern matching). The face matching task comprised photographs of 84 persons 
(half of them female). For each person, there were 6 different photographs showing the 
persons with different accessories (e.g., sun glasses or a scarf), and each photograph was 
taken at two different dates, resulting in a total of 1008 images. Hence, the pictures presented 
could show identical persons on the same, but also on different pictures. The photographs of 
faces used were part of the AR face database (Martinez & Benavente, 1998). Participants 
were instructed to respond as fast and as correctly as possible. The difficulty level was 
increased by reducing the timer duration to the 99th percentile of the individual reaction time 
(cf. Supervision training). Training performance was measured by the average RT per training 
session.  
2.2.2.2 Pre and post assessment 
We administered 14 computer-based tests and a paper-and-pencil intelligence test for 
evaluating transfer to tasks measuring the same construct as the training tasks (i.e., the WMC 
constructs storage and processing and relational integration, as well as supervision) and to 
tasks measuring related but different constructs (i.e., inhibition and reasoning). Additionally, 
Chapter 2 – Distinct Transfer Effects of Training Different Facets of Working Memory Capacity    
 
32 
the test battery comprised a control test to which no transfer was expected. To be able to test 
whether the three-factor structure of storage-and-processing, relational integration, and 
supervision can be reproduced in the present sample, each functional category was 
represented by three tasks in the test battery that were constructed according to Oberauer et al. 
(2003) and comprised numerical, verbal, and figural stimulus material, respectively. Storage 
and processing was measured by Brown-Peterson tasks and relational integration by 
monitoring tasks. Because these two constructs were highly correlated (Oberauer et al., 2003), 
they are regarded as two aspects of WMC as a higher-level construct. Therefore, the Brown-
Peterson and the monitoring tasks were also used to measure WMC as the overarching 
construct. Supervision/shifting was operationalised by the tasks that were used to measure 
task switching. All analyses, except for the structural equation models, were based on 
composite scores of the Brown-Peterson, monitoring, and task switching tasks by averaging 
the scores from the numerical, the verbal, and the figural task. 
All tests of the battery differed from the tasks trained and started with an automated 
instruction and a number of practice trials (see task descriptions for details).  
Working memory 
Brown-Peterson task 
We designed dual tasks by combining a simple span with a distracting decision task, 
similar to the classical Brown-Peterson paradigm (Brown, 1958). Each trial started with the 
presentation of the memory list. Items to be memorised were presented simultaneously for a 
limited time. Next, participants completed several trials of the distracting task, in which they 
were asked to decide which one of four alternatives matched a stimulus presented centrally on 
the screen according to a certain rule. They had to respond as fast and as correctly as possible. 
The alternatives were presented simultaneously in the four corners of the screen. To hold the 
retention interval constant, we fixed the duration of the decision task to 5 s regardless of the 
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number of trials completed. Afterwards, participants had to recall the items which they 
memorised before in correct order. Table A2 in Appendix A shows the material used for the 
three tasks. After three practice trials, we presented three trials per set size (i.e., number of 
stimuli to be recalled) with set size ranging from 2-8 in three pseudo-randomised blocks. The 
percentage of correctly recalled items per trial served as score (partial credit unit scoring, for 
details see Conway, et al., 2005).  
Memory updating 
As a further test of storage in the context of processing, we used a memory updating 
paradigm (see also Oberauer, 2006). At the beginning of each trial, participants had to 
memorise simultaneously presented digits (set size ranged from 1 to 3) which were shown in 
different colors (blue, orange and purple). Subsequently presented arithmetic operations 
(additions or subtractions) had to be applied to one of the memorised digit, identified by the 
operation’s color. The results had to be entered on the keyboard. All digits (memoranda, 
summands or subtrahends, and the results) were integers between 1 and 9. The task started 
with a practice block comprising three trials, followed by 24 trials, each consisting of 20 
arithmetic operations. Trials were presented in three blocks, each containing an equal number 
of trials of each level of n. The level of n was pseudo-randomised within blocks and within 
trials. As scores we calculated the proportion of correct responses to the arithmetic operations. 
Monitoring 
To measure relational integration, we used the monitoring tasks developed by 
Oberauer et al. (2003). Participants had to watch independently changing objects on the 
screen and press the space key whenever a critical relation between the stimuli occurred (e.g., 
whenever three rhyming words appeared in a row, column, or diagonal of a matrix; see Table 
A3 in Appendix A for the three versions with differing content). Each task consisted of 16 
runs, each of which comprised 2 to 8 changes until the critical relation occurred. Performance 
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was measured by the discrimination parameter d’ of signal-detection theory, which takes hits 
and false alarms into account: 
 
d’ = z(FA) – z(H),  
 
where H is the hit rate, FA the false alarm rate and z refers to the z value 
corresponding to the probability given as argument. 
Binding 
One of us has argued that the ability to establish and maintain temporary bindings 
underlies the common variance of two closely correlated WMC functional categories, storage 
and processing and relational integration (Oberauer, Süß, Wilhelm, & Sander, 2007). To 
directly measure the robustness of bindings, we used the local recognition task as described 
by Oberauer (2005), which enables separate assessment of recognition of items and 
recognition of bindings. On each trial, short lists of words were presented sequentially in one 
of several rectangular frames in a row. The number of frames corresponded to set size (2 to 5 
words). Participants then had to decide whether a probe word presented in one of the frames 
matched the word that had been originally presented in the same frame. Probes not matching 
the original word in the same frame could be of two kinds: New probes were words not 
presented anywhere in the list. Intrusion probes were words originally presented in a different 
frame. Whereas correct rejection of new items requires only item recognition, correct 
rejection of intrusion probes requires intact memory of word-location bindings. After eight 
practice trials, participants had to complete two blocks of eight trials per set size, resulting in 
a total of 64 trials. Across all trials, there were 50% positive, and 50% negative probes. Of the 
negative probes 50% were new probes, and 50% were intrusion probes. The positive probes 
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were distributed equally (+/- 1) across the serial positions, defined by the temporal order of 
presentation. Participants were not alerted to the possible appearance of intrusion probes. 
Scores were derived by calculating d’ from hits and false alarms to intrusion probes. By 
taking only false alarms to intrusion probes into account, this d’ score is a pure measure of 
binding memory. 
Shifting 
The task switching paradigm (for an overview see Monsell, 2003) was used to 
operationalise shifting/supervision. Participants had to categorise bivalent stimuli as quickly 
as possible without errors by pressing the keys “A” and “L” on the keyboard. The 
classification rule (task) switched in alternating runs of two. After eight practice trials, 
participants completed 64 trials in a pseudo-randomised order. Table A4 in Appendix A 
depicts the classification rules of the alternating task sets in the three versions with differing 
content (numerical, verbal, and figural stimulus material, respectively). Proportional switch 
costs served as outcome measurement.  
Inhibition 
The ability to inhibit irrelevant, potentially distracting information is a central 
component of the concept of executive functions. According to the work of Friedman and 
Miyake (2004), prepotent response inhibition and resistance to distractor interference are 
positively correlated to performance in task switching. To test transfer from training of one 
executive function (i.e., task switching) to other executive functions, we therefore included 
two tasks in the test battery assumed to measure these two aspects of cognitive inhibition. 
Stroop task 
Prepotent response inhibition was measured by a Number-Stroop (cf. Salthouse & 
Meinz, 1995). In this adaptation of the classical Stroop paradigm (Stroop, 1935), two, three, 
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or four identical characters were presented, and participants had to decide as quickly as 
possible and without errors how many stimuli were displayed. Stroop interference was varied 
by showing one third congruent (e.g., “22”, “4444”), one third neutral (e.g., “H”, “AAA”), 
and one third incongruent (e.g., “3”, “2222”) trials in a pseudo-randomised order. After 24 
practice trials, participants completed four experimental blocks consisting of 36 trials each. 
Stimuli were displayed until the participant’s response, and the response-stimulus interval was 
500 ms. Proportional Stroop interference was calculated by subtracting RT in incongruent 
from neutral trials, and dividing by average RT per individual.  
Flanker task 
Resistance to distractor interference was measured by the Flanker task (Eriksen & 
Eriksen, 1974). Participants had do categorise centrally presented letters (“A”, “E”, “S”, or 
“T”) as vowels or consonants. They were instructed to answer as fast and as accurately as 
possible. Distractor interference was induced by three letters flanking the target at each side. 
Half of the stimuli were congruent, 25 % being congruent-identical (e.g., “AAAAAAA”), and 
25 % being congruent-nonidentical (e.g., “EEEAEEE”). The other half of the stimuli was 
incongruent (e.g., “SSSASSS”). After eight practice trials, participants completed four blocks, 
each consisting of 64 trials. Stimuli were presented for 2000 ms or until the participant 
responded. The response-stimulus interval was 200 ms. Flanker interference was measured in 
the same way as Stroop interference (i.e., RT for incongruent minus congruent trials, divided 
by average RT per individual).  
Reasoning 
Syllogisms 
Syllogistic reasoning tasks were utilised to measure deductive reasoning. Syllogisms 
comprise two related statements (e.g., “All traditional books have pages; all pages are made of 
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paper") which are termed premises. There are four different types of premises (“all A are B”, 
“no A are B”, “some A are B”, “some A are not B”), and the combination of two premises 
results in four different arrangements (figures). Participants have to decide, which conclusion 
(if any) can be drawn from the premises (e.g., “All traditional books are made of paper”). For 
each of the four possible figures, we presented eight valid syllogisms. The total of 32 
syllogisms was displayed until participants chose one of five conclusions (i.e., conclusions in 
the form “all A are C”, “no A are C”, “some A are C”, “some A are not C”, or “there is no 
valid conclusion”), only one of them being correct. The proportion of correctly solved 
syllogisms served as score. 
Intelligence test 
We used the short form of the Berlin Intelligence Structure test (Jäger, Süß, & 
Beauducel, 1997). The BIS model structures intelligence hierarchically. On the most general 
level is g, and at the second level are ability components which belong to the operational or 
content facet. The operational facet (type of cognitive function demanded by a task) 
comprises reasoning, creativity, memory, and speed. The content facets include verbal, 
numerical, and spatial-figural abilities. On the third level, the cross-classification of these 
operational and content-related components of intelligence results in 12 cells. The BIS-4S test 
covers each cell with one task, and the cells related to reasoning with two tasks, resulting in 
15 tasks. Additionally, a warm-up task which is excluded from scoring is given at the 
beginning of the test. The BIS4-S test contains the following tasks (cf. Jäger, Süß, & 
Beauducel, 1997, p. 68f; covered cells are given in parentheses):  
(1) Word completion (warm-up): Missing letters in a given list of words have to be 
completed.  
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(2) Locations (figural memory): Immediately after memorizing locations of marked 
buildings on a (fictitious) map, the locations have to be recalled by marking the positions on a 
plain map. 
(3) Digit series (numerical reasoning): Series of numbers that are governed by certain 
rules have to be completed by figuring out these rules.  
(4) Abilities and traits (verbal creativity): As many abilities and traits as possible that 
are advantageously in a given profession have to be written down. 
(5) Figural analogies (figural reasoning): The first of three figures relates to the second 
one the same way as the third figure to one of five possible alternatives.  
(6) X-Greater (numerical speed): In a series of numbers, those numbers have to be 
crossed out that are a certain amount greater than the number one position before.  
(7) Word analogies (verbal reasoning): The first of three words relates to the second 
one the same way as the third word to one of five possible alternatives. 
(8) Layout (figural creativity): As many graphical symbols that represent a given 
(fictitious) shop label as possible have to be drawn. 
(9) Digit pairs (numerical memory): Immediately after memorizing pairs of digits, the 
first digit is given and the second has to be chosen from four alternatives.  
(10) Fact/opinion (verbal reasoning): Statements have to be identified as either facts or 
opinions. 
(11) Letter series (figural speed): In a series of letters a certain letter has to be crossed 
out. 
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(12) Estimation (numerical reasoning): Results of complex equations have to be 
estimated and chosen from five alternatives. 
(13) Text memorization (verbal memory): Immediately after memorizing details of a 
text, open questions referring to the text have to be answered.  
(14) Divergent calculations (numerical creativity): As many different combinations of 
digits as possible that sum up to a given number have to be produced.  
(15) Figure series (figural reasoning): Series of figures that are governed by certain 
rules have to be completed by figuring out these rules. 
(16) Part-whole (verbal speed): In a given list of words, those words have to be 
marked that are a part of the word at the previous list position (e.g., rose and petal).  
According to the test manual (Jäger et al., 1997), values of the two scales general 
intelligence (including all 15 tasks) and reasoning (including the six tasks digit and figure 
series, figural and word analogies, fact/opinion, and estimation) can be interpreted. The 
reasoning scale was used for all analyses. Reasoning corresponds to reasoning factors in other 
models and matches Caroll’s (1993) fluid intelligence. 
Control test 
We included a face matching test in the test battery because of two reasons. First, it 
served as a control test, because one would not expect any transfer of WMC or Supervision 
training to performance in this task. Second, the test being part of pre and post assessment 
was necessary so that participants in the control group, like those in the other groups, 
experienced a test similar to their training tasks; without such a test, they could have guessed 
that they were assigned to the control group. Monochrome photographs of male and female 
faces were taken from the AR face database (Martinez & Benavente, 1998). Two face images 
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were presented simultaneously, and participants had to decide whether they showed the same 
or different persons. The test comprised two different photographs of each person (one with a 
cheerful, and one with a neutral face expression). Therefore, as in the training, two different 
images could show the identical person. Four practice trials were followed by 64 test trials, 
half of them showing females. Each trial was displayed until the participant’s response. We 
used the proportion of correct responses as score.  
2.2.2.3 Procedure 
Training 
All participants had to complete 20 sessions of extensive training (approximately 30-
40 minutes per session). Training was self-administered at home via the software Tatool (von 
Bastian, Locher, & Ruflin, 2012), a Java based open-source training and testing tool 
developed in the context of the present study. Tatool was downloaded via Java WebStart, 
which allows an easy and user-friendly installation of the training software on the local 
computer (for a more detailed discussion of the advantages of Java WebStart applications in 
training studies, see Schmiedek, Bauer, Lövden, Brose, & Lindenberger, 2010). The self-
administration of the training sessions at home has several benefits. First, it saves financial 
and time resources that would be needed for conducting 20 training sessions in the laboratory. 
Second, it facilitates the participation for persons who would not be able to come in regularly 
during the training phase. Participants can choose themselves which time suits them best for 
their training session and conduct the sessions independently. Third, the more realistic setting 
in the home environment increases the ecological validity of the training regimen.  
However, one disadvantage of a self-administered intervention is the loss of 
experimental control. Therefore, we took several measures to enhance the experimental 
control as much as possible. First, to maximise commitment, participants had to sign a 
participation agreement at the beginning of the study stating that they would take the 
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completion of the training sessions seriously. Second, participants were alerted that their 
training data would be constantly monitored. After each training session, participants had to 
upload their data to a webserver, permitting a constant control of participants’ compliance. 
Session duration and percentage correct were constantly and automatically analyzed online in 
order to detect any obvious irregularities. Third, we tried to stay in regular contact with the 
participants. In case a participant did not upload any data for more than two days, we sent an 
e-mail reminding them to continue training. After two weeks of training, each participant 
received an e-mail asking how the training went so far. Additionally, participants always had 
the opportunity to ask for support in case of technical difficulties. 
Adaptive training algorithm 
A main feature of Tatool is the adaptive training algorithm which adjusts task 
difficulty to participants’ performance (proportion of correctly solved trials). Figure 1 
illustrates the procedure of the algorithm. After setting an individual benchmark based on 
initial performance, the algorithm raises the difficulty if and only if this benchmark is 
outperformed. In the first 40 % of the trials in each session, the algorithm calculates the 
proportion of correct answers and sets this value as individual benchmark. Task difficulty is 
increased if the performance is above the benchmark after another 40 % of the trials; 
otherwise it remains on the same level. Performance continues to be checked at intervals 
corresponding to 40 % of a session’s trials (counted continuously across sessions). If the 
individual benchmark is not outperformed for three checks in a row, a new individual 
benchmark is set. In order to avoid too low or too high individual benchmarks, we set a 
minimum (75 %) and a maximum benchmark (95 %).  
 




Figure 1. Procedure of the adaptive training algorithm (see text for a detailed description). 
 
Pre and post assessment 
Participants were tested in groups of no more than five. In order to exclude effects of 
fatigue, half of the participants completed the transfer tests in reversed order than the other 
half. For the computerised tests, we used Dell Optiplex GX620 PCs with Windows XP. Tasks 
were written in Matlab, using the Psychophysics Toolbox extension (Brainard, 1997; Pelli, 
1997). Stimuli were presented on a 17 inch TFT monitor. Manual responses were registered 
by a standard computer keyboard. 
2.3 Results 
2.3.1 Treatment of Missing Data 
Due to technical difficulties at pre- and post-test assessment, we lost data of three 
participants on their performance in three tasks. Data loss concerned figural task switching 
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and the Flanker task at the pre-test, and memory updating at the post-test. For the analyses of 
variances including these tasks, we excluded the three participants. To maximise power for 
the structural equation and the mixed-effects model, we maintained these participants and 
imputed their missing values by using multiple linear regression. 
Regarding training data, there were missing values for the Storage-Processing and the 
Active Control group. For the Storage-Processing training data, the last session of four 
participants was missing. Whereas one participant missed the last session due to scheduling 
problems, we allowed three other participants to skip the last session, because they had 
already achieved very high levels (between level 9 and 12). Due to the nature of complex span 
tasks, higher levels translate into longer session durations (i.e., trials with a larger number of 
memory items take longer to complete). Hence, session duration was very long (> 45 minutes) 
for these participants. To avoid this problem for the remaining participants, we reduced the 
number of trials by running an update of the training software when the average level in the 
three training tasks was higher than 6. The update concerned 21 participants of the Storage-
Processing group. Due to technical difficulties, we lost data of the first session of one 
participant of the Active Control group (only for two of the three tasks). Data of one session 
of another participant of the Active Control group (session 16) was completely excluded from 
analysis, because no responses were recorded. Missing values in the training data were 
excluded list wise.  
2.3.2 Treatment of RT Data  
Only RTs of correct responses were analyzed. RTs of responses immediately after 
wrong responses, and RT outliers were excluded from the analysis. Outliers were defined as 
RTs exceeding a participant’s mean by more than 3 SD (for the memory updating data, this 
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criterion was computed within each level of n). Table B1 in Appendix B shows the percentage 
of overall eliminated RTs in each task.  
2.3.3 Treatment of Correlational Data  
The random allocation of participants to the two different orders of test administration 
can produce additional individual differences in the data set, leading to an undesirable source 
of variance. Therefore, we ran a MANOVA with the order of test administration as between-
subjects factor and pre-test performance in the transfer tasks as dependent variable. The effect 
of order was significant, F(15, 103) = 5.25, p < .001, ηp
2
 = .43. To remove this variance from 
the correlational data, we arbitrarily chose one order (order 1) as the reference condition and 
corrected the data of the other order (order 2) for the main effect of order (cf. Wilhelm & 
Oberauer, 2006). Specifically, we calculated for each variable the mean difference between 
the two orders at pretest. This difference (i.e., order 2 – order 1) was subtracted from the 
corresponding variable in order 2, such that the mean difference between the two orders was 
eliminated. The difference calculated from the pretest data was also subtracted from the 
posttest data of participants with order 2. The residual correlations between all transfer tasks 
are listed in Table 2.  




Pearson Correlation Matrix Among Transfer Tasks at Pre-Test Assessment 
Measure 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1. Brown-Peterson n -               
2. Brown-Peterson v .69** -              
3. Brown-Peterson f .34** .45** -             
4. Memory updating .41** .43** .52** -            
5. Monitoring n .07 .14 .13 .26** -           
6. Monitoring v .18* .29** .20* .24** .25** -          
7. Monitoring f .12 .03 .03 .15 .19* .24** -         
8. Binding .44** .47** .33** .46** .18* .31** .07 -        
9. Task switching n .04 .16 .20* .24** .05 .11 .12 .27** -       
10. Task switching v -.02 .01 .08 .21* .17 .08 .04 .09 .56** -      
11. Task switching f .02 .03 .10 .13 -.01 .22* -.03 .17 .42** .29** -     
12. Stroop task -.16 -.15 -.07 -.23** -.10 -.09 -.21* -.25** -.19* -.00 -.14 -    
13. Flanker task .15 .05 .02 .09 -.00 .08 .13 .08 -.05 -.03 .03 -.09 -   
14. Syllogisms .17 .31** .21* .42** .13 .10 -.05 .38** .14 .14 .16 -.05 -.02 -  
15. BIS-4S test .36** .40** .32** .41** .34** .32** .13 .49** .27** .26** .25** -.11 .12 .48** - 
Note. N = numerical, v = verbal, f = figural. 
* p < .05. ** p < .01.  
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2.3.4 Evaluation of the Facet Measurement Model  
Our training paradigm was theoretically based on the facet model of WMC as 
proposed by Oberauer et al. (2003). Therefore, we first examined whether the three-factor 
structure could be replicated in the present pre-test data set. As shown in Figure 2, the model 
assumes three latent factors (i.e., functional categories of WMC), each represented by three 
observed variables of different content domains (figural, numerical and verbal). The model 
had an excellent fit, χ2(24) = 25.92, CFI = .99, RMSEA = .03 and SRMR = .05. All of the 
factor loadings were significant, but none of the covariances between the factors reached 
significance (ps ranging from .08 to .22).  
 
 
Figure 2. Model 1 (facet model for the tasks representing the functional categories storage and 
processing, relational integration, and supervision) based on the pre-test data. F = figural; n = 
numerical; v = verbal.  
 
2.3.5 Training Effects on Trained Tasks 
We analyzed training effects for each group and training task by analyses of variance 
(ANOVAs) for repeated measures using the training performance as dependent variable and 
training session as independent variable. None of the individual data showed signs of low 
engagement (e.g., participants responding repeatedly with the same key or irregular reaction 
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times). As illustrated in Figure 3(A-C), all groups showed large training effects for each 
training task, indicated by significant linear trends of the variable session (all ps < .01, see 
Table 3). The correlations of performance in the training tasks were positive for all three 
training tasks in all groups (see Table B2 in Appendix B). However, the training graphs for 
the Relational Integration group (Figure 3B) indicate different shapes of the learning curves 
for the three tasks, the curves for letter and pattern integration being steeper than the one for 
kinship integration. To test this supposition, we analyzed the interaction of task (3) with the 
linear contrast of session (20). Whereas these interactions were significant neither for Storage-
Processing training (F(1, 25) = 1.32, p = .564, ηp
2
 = .01) nor for Supervision training (F(1, 30) 
= 1.44, p = .240, η2 = .05), there was a large interaction effect for Relational Integration 
training, F(1, 29) = 25.86, p < .001, ηp
2
 = .47. Post-hoc comparisons confirmed that there was 
no significant effect when comparing the letter to the pattern task (F < 1), but when 
contrasting the kinship to the letter (F(1, 30) = 25.86, p < .001, ηp
2
 = .47), as well as the 
kinship to the pattern task (F(1, 30) = 24.46, p < .001, ηp
2
 = .46). 
The five peaks in Figure 3C (Supervision training) coincide with the introduction of 
new task sets and materials after every fourth training session. To analyze whether there is a 
transfer of training gain achieved within each four-session sequence to the subsequent set of 
task and materials, we ran a 5 (task set) x 4 (session) ANOVA. The interaction between task 
set and session was significant for the pictorial training task (Greenhouse-Geisser adjusted 
F(5.32, 159.57) = 2.22, p = .026, ηp
2 
= .07), the figural training task (Greenhouse-Geisser 
adjusted F(6.00, 179.88) = 2.08, p = .029, ηp
2 
= .07), but not for the verbal training task 








Linear Contrasts of Training Effects on Performance in the Trained Tasks 
Group Task M SD F p ηp
2
 
Storage-Processing numerical 6.57 2.40 70.31  <. 001 .74 
verbal 6.34 2.04 83.69 <. 001 .77 
figural-spatial 7.77 1.56 226.50 <. 001 .90 
Supervision pictorial 0.07 0.07 9.46 .003 .24 
verbal 0.07 0.05 11.41 .001 .27 
figural 0.08 0.07 8.42 .003 .22 
Relational Integration letter 15.40 2.80 632.14 <. 001 .96 
kinship 11.54 2.87 420.54  <. 001 .94 
pattern 15.53 3.63 354.14 <. 001 .92 
Active Control face 573.27 65.19 83.04 <. 001 .75 
digit 556.05 75.02 52.15 <. 001 .66 
pattern 437.23 50.55 41.95 <. 001 .61 
Note. Bold p-values indicate significant effects. Means and standard deviations are given for the last training 
session. Only participants with complete training data sets were included in the analyses. The dependent 
variables were the following: level of difficulty achieved in the last training session for Storage-Processing and 
Relational Integration training, proportional improvement in switch costs from the first to the last training 
session for Supervision training, and improvement in RTs from the first to the last training session for Active 
Control training. Dfs for the F-statistics are the following: Storage-Processing training 1, 25; Supervision 
training 1, 30; Relational Integration training 1, 29; Active Control face matching 1, 29; Active Control digit 
matching 1, 27; Active Control pattern matching 1, 28.  
 




Figure 3. Change in performance in the trained tasks shown for each group separately: (A) Storage-
Processing, (B) Relational Integration, (C) Supervision, and (D) Active Control training. Error bars 
represent confidence intervals (95 %) for within-subjects comparisons, calculated according to 
Cousineau (2005) and Morey (2008). 
 
2.3.6 Transfer Effects  
To exclude pre-test between-groups differences being responsible for post-test effects, 
we conducted two-tailed t-tests for each transfer task in the pre-test. There were no significant 
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baseline differences for any measurement or between any of the training groups. However, the 
Storage-Processing group showed a marginally lower Stroop interference than the Active 
Control group (t(58) = 2.58, p = .060). Table 4 lists the descriptive statistics for all transfer 
measurements for each time of assessment. 
 




Mean Performance for the Transfer Tasks as a Function of Training Group and Time of Assessment 
 Storage-Processing Relational Integration Supervision Active Control 
Task T1 T2 T3 T1 T2 T3 T1 T2 T3 T1 T2 T3 
Brown-Peterson .55 (.08) .62 (.08) .62 (.08) .54 (.09) .62 (.07) .61 (.08) .56 (.09) .61 (.08) .62 (.07) .53 (.09) .60 (.10) .60 (.09) 

















































Task switching .28 (.13) .30 (.12) .29 (.13) .34 (.12) .34 (.11) .32 (.12) .30 (.14) .21 (.11) .24 (.09) .27 (.13) .31 (.15) .33 (.11) 
















































Syllogisms .60 (.11) .62 (.13) .66 (.11) .62 (.12) .66 (.16) .65 (.15) .58 (.11) .65 (.13) .64 (.16) .59 (.13) .62 (.14) .62 (.17) 
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820 (193) 935 (406) 
Note. Standard deviations are given in parentheses. All values are given in proportions, except for monitoring and binding (d’), memory updating and face matching speed (RTs), 
and fluid intelligence (test scores). Values for task switching, Stroop and Flanker task are given in proportional costs (i.e., difference measures standardised by average RTs). T1 
= pre-test, T2 = post-test, T3 = follow-up. 
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2.3.6.1 Structural evaluation of the transfer tasks 
Effects of training on the transfer tasks were analyzed separately for each experimental 
group (i.e., Storage-Processing, Relational Integration, and Supervision training) tested 
against the Active Control group. To avoid task-specific characteristics being responsible for 
the detection of transfer, changes in performance were analyzed on the level of theoretical 
constructs measured by the respective tasks. To confirm the theoretical structure of the 
transfer tasks used in our test battery, we developed a measurement model comprising the pre-
test data of all transfer tasks for which we expected transfer effects. We postulated the 
following latent factors according to the constructs measured by the test battery: WMC 
(predicted by the Brown-Peterson task, memory updating, monitoring, and binding), shifting 
(predicted by numerical, verbal, and figural task switching), inhibition (predicted by the 
Flanker and the Stroop task), and reasoning (predicted by syllogisms and the reasoning scale 
of the BIS4-S test). We used the decomposed scores of the numerical, verbal, and figural task 
switching instead of the composite scores to have a sufficient number of indicators for this 
factor. The measurement model showed an acceptable fit with χ2(38) = 44.52, CFI = .98, 
RMSEA = .04 and SRMR = .05. All factor loadings were significant except for the Stroop 
task’s and the Flanker task’s loadings on the inhibition factor. Also, all covariances between 
the factors were significant, except for the covariances between the inhibition factor and the 
remaining factors. Surprisingly, the Flanker task loaded positively on the inhibition factor 
(.13), and the Stroop task loaded negatively (-.63) on the inhibition factor. Moreover, the 
correlation between the two tasks was very low and negative (r = -.09). This unexpectedly 
low relationship between the two tasks could be due to a lack of reliability in one or both of 
them. Therefore, we split the trials of each task into odd and even halves and calculated 
separate indices of Stroop and Flanker interference. We then calculated reliability using the 
Spearman-Brown prophecy formula. Whereas the reliability of the Flanker task was low, but 
still acceptable (rSB = .49), the reliability of the Stroop task was unacceptably low with rSB = 
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.13. Therefore, we removed the inhibition factor and tested a revised version of the model 
(Figure 4). The fit of the revised model was acceptable, χ2(24) = 32.71, CFI = .97, RMSEA = 
.06 and SRMR = .05. For this model, all factor loadings and covariances were significant. 
2.3.6.2 Linear mixed-effects modeling 
After confirming the theoretical constructs measured by our test-battery, we examined 
whether training the three different functional categories Storage-Processing, Relational 
Integration, and Supervision had distinct transfer effects on cognitive performance on the 
level of constructs. Ideally we would investigate transfer effects on the construct level through 
latent-change models, which extend structural-equation models to include parameters for 
change in factor means across measurement occasions (Schmiedek, Lövden, et al., 2010). 
Unfortunately, the sample sizes of training groups were insufficient for that method. We 
therefore chose linear mixed-effect (LME) modeling, which is less demanding with regard to 
sample size but also enables us to separately estimate effects on the levels of constructs and of 
individual tasks, as explained below. To assess whether the experimental groups differed in 
how much they gained in performance from pretest to posttest in different constructs, we 
modeled standardised gain scores (i.e., pre-post differences in performance, expressed in 
standard-deviation units) of each individual in each task as a function of experimental group, 
construct measured by the task, and their interaction.  
The most compelling reason for applying an LME model instead of a more 
conventional statistical method such as ANOVAs is that the LME model accounts for all 
systematic sources of variance in the data set simultaneously. These sources of variance can 
either be fixed effects (e.g., experimental conditions) or random effects (e.g., individual 
differences). LME models allow multiple crossed random effects (Baayen, Davidson, & 
Bates, 2008). In the present study, this is particularly useful because we can model crossed 
random effects of subjects and of tasks. The random effect of subjects reflects the fact that 
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subjects are a random sample from the population, with random variability between them. 
Random effects of task reflect the fact that the tasks used as indicators for a construct such as 
working memory, shifting, inhibition, and reasoning are a sample drawn from a population of 
possible tasks to measure these theoretical constructs. Therefore, the model predicts the mean 
gain score for a construct in each group (i.e., the fixed effects of group and construct), and the 
standardised gain on individual tasks is modeled as deviating randomly from the construct 
mean, in the same way as individual subjects deviate randomly from the group mean. This 
modeling technique provides an estimate for change on the construct level that is relatively 
independent of idiosyncratic features of individual indicators.  
LME models also allow including other possible predictors that could have an 
influence on the outcome variable. For example, in the present study it is reasonable to 
assume that effects of training might decrease from post-test to follow-up assessment. In 
contrast to ANOVA, LME models also allow to evaluate interactions between continuous 
variables (for a more detailed discussion on this matter, see Hoffman & Rovine, 2007). This 
enables us to examine another additional predictor, the individual performance increase 
during the training intervention. It is possible that those individuals, who showed a larger 
performance increase in the training tasks, also show larger magnitudes of transfer. 
For each experimental group, we ran a separate LME model predicting standardised 
gain scores for each individual on each task. Standardised gain scores were computed by 
calculating the difference between post-test and pre-test score (for T2) or the difference 
between follow-up and pre-test score (for T3) and dividing it by the pre-test standard 
deviation. Thus, the data consisted of two standardised gain scores (for T2 and T3) for each of 
nine transfer tasks (i.e., four working memory tasks: Brown-Peterson, memory updating, 
binding, monitoring; one shifting indicator: task-switching costs, two inhibition indicators: 
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Stroop interference and Flanker interference; and two reasoning indicators: the syllogisms test 
and the reasoning scale of the BIS), for each of the 121 participants.  
Fixed-effect predictors were training group (experimental group vs. Active Control) 
and construct measured by the tasks (working memory, shifting, inhibition, and reasoning). 
The predictors training group and construct were contrast-coded according to West, Aiken, 
and Krull (1996) to ensure the interpretability of the estimates as differences between the 
group means. Specifically, participants in the experimental group (e.g., the Storage-
Processing group) received a value of +1/2, and participants in the Active Control group 
received a value of -1/2. The main effect of this contrast reflects the improvement of the 
training group relative to the Active Control group across all transfer tasks. The predictor 
construct comprised four levels (i.e., the four constructs measured), so we first had to recode 
this categorical variable into three binary contrast codes, with the fourth level serving as 
baseline. For this purpose, we used inhibition as baseline construct. Statistically, it does not 
matter which level of a categorical variable serves as baseline (cf. West, et al., 1996). Next, 
the construct contrasts were coded such that they averaged to zero across all tasks. For 
instance, because four of the nine tasks were indicators of working memory, the working-
memory contrast was given the value +5/9 for all standardised gain scores reflecting working-
memory tasks, and -4/9 for all other standardised gain scores, so that the contrast codes of all 
nine tasks add to zero: 4 * 5/9 + 5 * -4/9 = 0. The main effects of the construct contrasts 
reflect differences between constructs in their degree of change over measurement occasions, 
averaging across the groups.  
Because we were most interested in effects of specific training regimes on specific 
constructs, the model included interaction terms between the group contrasts and the construct 
contrasts. These interactions reflect specific training gains of a trained group (relative to the 
Active Control group) on a particular construct. For instance, the interaction of the working 
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memory construct predictor with the Storage-Processing versus Active Control contrast 
reflects the degree to which the Storage-Processing group improved over and above the 
Active Control group on tasks measuring working memory.  
This model is formalised as 
 
d = a + b1∙G + b2∙WM + b3∙SH + b4∙R + b5∙G∙WM + b6∙G∙SH + b7∙G∙R + e.  
  
Here, a is the intercept, e is the residual, and G, WM, SH, and R are the predictors 
(group, working memory, shifting, and reasoning) with their respective regression weights b1 
to b7. For example, performance of the Storage-Processing group in a working memory task 
such as the Brown-Peterson task would be predicted with the following contrast codes:  
 
d = a + b1∙1/2 + b2∙5/9 + b3∙(-1/9) + b4∙(-2/9) + b5∙1/2∙5/9 + b6∙1/2∙(-1/9) + b7∙1/2∙(-2/9) 
+ e.  
 
Subjects and tasks were treated as crossed random effects (Baayen, et al., 2008). 
Random effects can be assumed for intercepts only (i.e., random variation around the grand 
mean of the dependent variable), or for both intercepts and slopes (i.e., random variation also 
in the size of effects of all predictors). Because our model comprises two dimensions of 
random effects, this results in four possible versions of each model. The first version includes 
random effects of subjects and tasks only on the intercept. The second version includes 
random effects of subjects on both intercept and slopes, but random effects of tasks only on 
the intercept. The third model version has random effects of subjects only on the intercept, but 
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random effects of tasks on both intercept and slopes. The fourth model includes random 
effects on intercepts and slopes for both subjects and tasks. For each LME model, we ran the 
four versions and calculated the Bayesian Information Criterion (BIC). The BIC evaluates 
model fit based on the log-likelihood, but takes the degrees of freedom into account; a smaller 
BIC reflects a better model fit. In all cases, the BIC was smaller for the model version where 
random effects for both subjects and tasks were allowed only on the intercept. Therefore, we 
report only the model version allowing random effects only on the intercepts, resulting in the 
regression equation 
 
dij = a + aij + b1∙G + b2∙WM + b3∙SH + b4∙R + b5∙G∙WM + b6∙G∙SH + b7∙G∙R + e,  
 
where the subscript i represents the individual, and the subscript j is the respective 
task. Hence, a is the mean standardised gain score across all subjects and tasks, and aij is the 
random deviation of the individual gain score of participant i in task j from that mean.  
For each group, we first ran this model (hereafter referred to as the basic model). In a 
second step, we added the additional predictor time of assessment (pre-test to post-test vs. 
pre-test to follow-up) to the basic model. Contrary to our expectations, neither the main effect 
nor any interaction involving the predictor time of assessment was significant. Therefore, we 
did not consider this predictor further. In a third model, individual training performance was 
added as a further predictor to the basic model to test whether individual gains on transfer 
tasks were correlated with individual improvements on the training tasks. Individual training 
performance was measured by the level of difficulty achieved in the last training session for 
Storage-Processing and Relational Integration training, by the proportional improvement in 
switch costs from the first to the last training session for Supervision training, and by the 
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improvement in RTs from the first to the last training session for Active Control training. The 
training-performance predictor used in the model was the composite score calculated by 
averaging z-transformed scores in the three training tasks within each group. The 
formalization of this extended model is 
 
dij = a + aij + b1∙G + b2∙WM + b3∙SH + b4∙R + b5∙TR + b6∙G∙WM + b7∙G∙SH + b8∙G∙R + 
b9∙G∙TR + b10∙G∙WM∙TR + b11∙G∙SH∙TR + b12∙G∙R∙TR + e, 
 
with TR for the individual training performance. For each group, we will first present 
the results of the basic model, followed by the extended model which additionally includes 
the predictor individual training performance. 
The models were fit to the data using the statistics program R (R Development Core 
Team, 2010) with package “lme4” (Bates & Maechler, 2010). Significance of the predictors 
was calculated based on Markov-Chain Monte-Carlo simulations using the package 
“languageR” (Baayen, 2010). 
2.3.6.3 Storage-Processing vs. Active Control group  
Table 5 summarises the results of the regression analysis. The regression weights for 
the predictors included in the basic model and their respective level of significance are shown 
in columns 2 and 3; the next two columns present the results for the extended model. The 
significant intercept indicates that across both groups and all tasks there was a gain in 
performance from pretest to the two post-tests combined. The main effect of the contrast 
pitting the Storage-Processing group against the Active Control group was not significant, 
indicating that Storage-Processing training did not have a general effect on overall cognitive 
performance gain. One of the three construct contrasts was significant (working memory). 
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This means that the gain scores were generally larger for working memory tasks than for the 
other three constructs, but this is true for both training groups. The question whether Storage-
Processing training had an effect on performance gain in a specific construct is answered by 
the interactions between training groups and construct. All three interactions were significant 
and positive, indicating larger gain scores for the Storage-Processing group than the Active 
Control on working memory, shifting and reasoning compared to the group effect on gain in 
inhibition. The extended model revealed that although individual training performance did not 
affect test performance generally, it had a significant and positive impact specifically on 
performance in tasks measuring working memory and reasoning. Therefore, Storage-
Processing training performance contributed positively to improvements in the working 
memory and the reasoning tasks.  
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Table 5  
Parameter Estimates for Fixed Effects of the Random-Intercept Mixed-Effects Models Relating Training Effects to the Predictors for the Storage-Processing vs. 
Active Control Group Comparison 
 Basic model Extended model 




 Estimate [95 % CI] p 
Intercept 0.43 [0.23, 0.64] .003 0.43 [0.24, 0.62] .001 
Storage-Processing vs. Active Control group 0.08 [-0.06, 0.21] .236 0.08 [-0.06, 0.21] .260 
Working memory 0.64 [0.11, 1.16] .024 0.64 [0.15, 1.12] .018 
Shifting  -0.29 [-1.05, 0.42] .366 -0.29 [-0.98, 0.41] .354 
Reasoning 0.56 [-0.04, 1.14] .056 0.57 [-0.01, 1.13] .050 
Storage-Processing group x working memory 0.53 [0.28, 0.79] < .001 0.53 [0.27, 0.78] < .001 
Storage-Processing group x shifting 0.63 [0.27, 1.00] .001 0.63 [0.28, 1.00] .001 
Storage-Processing group x reasoning 0.56 [0.25, 0.86] < .001 0.56 [0.25, 0.86] < .001 
Training performance -  0.01 [-0.06, 0.08] .735 
Storage-Processing group x training performance -  0.07 [-0.07, 0.21] .327 
Working memory x training performance -  -0.02 [-0.14, 0.12] .808 
Shifting x training performance -  0.04 [-0.15, 0.22] .668 
Reasoning x training performance -  -0.10 [-0.25, 0.05] .210 
Storage-Processing group x working memory x training performance -  0.32 [0.05, 0.58] .019 
Storage-Processing group x shifting x training performance -  0.04 [-0.31, 0.43] .831 
Storage-Processing group x reasoning x training performance -  0.36 [0.06, 0.67] .022 
Note. Bold p-values indicate significant predictors (p < .05). The extended model additionally includes the predictor individual training performance and the involved interaction 
terms. 
a
 Confidence intervals are highest posterior density intervals. 
b
 P-values are two-tailed and were derived by comparisons based on means estimated by Markov-Chain Monte-Carlo simulations. 
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Figure 5 shows the group means of the gain scores observed from pre-test to post-test 
and from pre-test to follow-up, and the corresponding model predictions. Note that in contrast 
to the LME model, the group means plotted do not account for individual differences, but they 
are helpful to evaluate the direction of effects as well as the model fit. The figure illustrates 
that the Storage-Processing group showed larger gain scores than the control group in 
working memory and reasoning, but smaller gain scores in inhibition. Therefore, the 
significant interactions between group and working memory, and group and reasoning could 
reflect positive transfer from Storage-Processing training to working memory and reasoning, 
or the smaller gains of the Storage-Processing group in inhibition, or both. These possibilities 
can be tested with post-hoc LME models including only one construct. For example, if the 
contrast between training group and working memory reflects positive transfer of Storage-
Processing training on working memory, the main effect of group should be significant in a 
post-hoc LME model which only includes gain scores in working memory. For working 
memory, this post-hoc test revealed an only marginally significant effect of Storage-
Processing training (bgroup = 0.18, 95 % CI = [-0.01, 0.36], p = .058). For reasoning, the 
positive effect of Storage-Processing training was stronger, with bgroup = 0.21, 95 % CI = 
[0.03, 0.39], p = .021. The interaction between group and shifting resulted from a decrease in 
shifting performance, which was only less pronounced in the Storage-Processing group than 
the Active Control group. Therefore, this interaction cannot be interpreted as positive transfer 
effect.  




Figure 5. Gain scores in the transfer tasks measured at post-test (T2) and follow-up assessment (T3), 
and the gain scores predicted by the linear mixed-effects model for the Storage-Processing group 
compared to the Active Control group. Error bars represent standard errors of the mean. Note that the 
gain scores plotted reflect group means, whereas the model accounts for individual differences.  
 
To quantify the strength of evidence in favor of the hypothesis that Storage-Processing 
training led to broad transfer to working memory and reasoning, we calculated the Bayes-
Factor (BF) for both group x construct interactions. The BF is derived by the equation 
 
BF = exp(0.5 * (BIC1 - BIC2)),  
 
with BIC1 being the BIC of the basic model as described above, and BIC2 being the 
BIC of the same model but with the critical group x construct interaction (e.g., Storage-
Processing x working memory) set to zero (see Wagenmakers, 2007 for a detailed description 
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by Kass and Raftery (1995)
2
. The BF indicated strong evidence for the effect of Storage-
Processing training on working memory (BF = 99.48) and on reasoning (BF = 25.79).  
In summary, Storage-Processing training induced specific performance gains in 
reasoning, and there was some evidence that it also benefited working memory. The 
magnitude of these transfer effects increased with better performance during training.  
2.3.6.4 Relational Integration vs. Active Control group 
The results of the basic model for the comparison between Relational Integration and 
Active Control training are listed in Table 6. There was no effect of Relational Integration 
training on overall gain. The only significant interaction for the Relational Integration group 
occurred for shifting. However, the group means of the gain scores (Figure 6) again indicate 
that this significant interaction is due to the Active Control group’s performance decrease. 
The extended model including individual training performance revealed two additional 
significant interaction terms: group by training performance and working memory, and group 
by training performance and reasoning. Hence, although there was no general transfer effect 
of Relational Integration training on working memory and reasoning, larger Relational 
Integration training performance led to larger gain scores (in comparison to the Active-
Control group) in working memory and reasoning tasks.  
                                                          
2
 According to Kass and Raftery (1995), a BF between 1 and 3 is “weak”, from 3 to 20 it is “positive”, 
from 20 to 150 it is “strong”, and above 150 it is “very strong”.  
Chapter 2 – Distinct Transfer Effects of Training Different Facets of Working Memory Capacity    
 
64 
Table 6  
Parameter Estimates for Fixed Effects of the Random-Intercept Mixed-Effects Models Relating Training Effects to the Predictors for the Relational Integration 
vs. Active Control Group Comparison 
 Basic model Extended model 




 Estimate [95 % CI] p 
Intercept 0.42 [0.23, 0.63]  .003 0.43 [0.24, 0.61] < .001 
Relational Integration vs. Active Control group 0.08 [-0.06, 0.21] .263 0.07 [-0.06, 0.21] .277 
Working memory 0.45 [-0.07, 0.94] .069 0.45 [-0.01, 0.92] .059 
Shifting  -0.33 [-1.03, 0.37] .293 -0.33 [-1.02, 0.33] .280 
Reasoning 0.36 [-0.21, 0.94] .166 0.37 [-0.17, 0.92] .160 
Relational Integration group x working memory 0.15 [-0.11, 0.42] .246 0.15 [-0.12, 0.41] .251 
Relational Integration group x shifting 0.55 [0.18, 0.92] .005 0.55 [0.20, 0.935] .004 
Relational Integration group x reasoning 0.16 [-0.16, 0.46] .309 0.16 [-0.16, 0.45] .319 
Training performance -  0.03 [-0.04, 0.10] .414 
Relational Integration group x training performance -  0.11 [-0.03, 0.24] .144 
Working memory x training performance -  0.00 [-0.13, 0.14] .957 
Shifting x training performance -  0.11 [-0.08, 0.30] .256 
Reasoning x training performance -  -0.11 [-0.26, 0.05] .175 
Relational Integration group x working memory x training performance -  0.34 [0.07, 0.61] .014 
Relational Integration group x shifting x training performance -  0.18 [-0.18, 0.58] .359 
Relational Integration group x reasoning x training performance -  0.33 [0.03, 0.66] .034 
Note. Bold p-values indicate significant predictors (p < .05). The extended model additionally includes the predictor individual training performance and the involved interaction 
terms. 
a
 Confidence intervals are highest posterior density intervals. 
b
 P-values are two-tailed and were derived by comparisons based on means estimated by Markov-Chain Monte-Carlo simulations. 




Figure 6. Gain scores in the transfer tasks measured at post-test (T2) and follow-up assessment (T3), 
and the gain scores predicted by the linear mixed-effects model for the Relational Integration group 
compared to the Active Control group. Error bars represent standard errors of the mean. Note that the 
gain scores plotted reflect group means, whereas the model accounts for individual differences. 
 
2.3.6.5 Supervision vs. Active Control group  
As for the other two group comparisons, the model contrasting the Supervision against 
the Active Control group showed no evidence for a general effect of Supervision training on 
cognitive performance gain (see Table 7). The construct contrasts for working memory and 
reasoning were significant, but the interaction between training group and working memory 
was not, indicating that Supervision training did not selectively improve working memory. 
The Supervision group’s gain scores did, however, exceed the Active control group’s gains in 
shifting and reasoning. Different from the other experimental training groups, the Supervision 
group showed large gains in shifting performance (cf. Figure 7). To examine the source of this 
interaction, we conducted separate multivariate analyses of variance (MANOVAs) for each 
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Supervision group’s performance increased significantly, F(2, 29) = 4.38, p = .022, η2p = .23, 
the Active Control group’s performance decreased, F(2, 28) = 7.63, p = .002, η2p = .35. As for 
the Storage-Processing group, we ran post-hoc LME models including only the gain scores 
for shifting or reasoning, respectively, to isolate the effect of supervision training on each of 
these constructs. The predictor for group was significant in both the shifting model (bgroup = 
0.92, 95 % CI = [0.56, 1.27], p < .001), and the reasoning model (bgroup = 0.21, 95 % CI = 
[0.04, 0.39], p = .021). The evidence for an effect of Supervision training on shifting was very 
strong (BF = 3.98 * 10^7), and it was positive for the effect on reasoning (BF = 4.71). In 
addition, the extended model showed that larger gains in switching efficiency during 
Supervision training were correlated with larger gain scores in shifting and reasoning, 
supporting the conclusion that Supervision training transferred to new switching tasks. As for 
the other two experimental groups, there was no effect of Supervision training on inhibition.  
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Table 7  
Parameter Estimates for Fixed Effects of the Random-Intercept Mixed-Effects Models Relating Training Effects to the Predictors for the Supervision vs. Active 
Control Group Comparison 
 Basic model Extended model 




 Estimate [95 % CI] p 
Intercept 0.42 [0.25, 0.59]  .001 0.42 [0.25, 0.57] < .001 
Supervision vs. Active Control group 0.06 [-0.08, 0.20] .378 0.06 [-0.07, 0.20] .375 
Working memory 0.47 [0.05, 0.89] .033 0.47 [0.07, 0.87] .027 
Shifting  -0.01 [-0.60, 0.58] .976 0.00 [-0.56, 0.58] .992 
Reasoning 0.52 [0.03, 0.99] .038 0.53 [0.07, 0.98] .030 
Supervision group x working memory 0.20 [-0.06, 0.44]  .117 0.19 [-0.06, 0.44]  .129 
Supervision group x shifting 1.18 [0.85, 1.56] < .001 1.20 [0.86, 1.54] < .001 
Supervision group x reasoning 0.47 [0.18, 0.76] .002 0.47 [0.18, 0.76] .001 
Training performance -  0.02 [-0.06, 0.08] .654 
Supervision group x training performance -  0.07 [-0.07, 0.22] .295 
Working memory x training performance -  -0.11 [-0.24, 0.01] .081 
Shifting x training performance -  0.27 [0.10, 0.46] .003 
Reasoning x training performance -  -0.11 [-0.25, 0.05] .152 
Supervision group x working memory x training performance -  0.13 [-0.13, 0.38] .329 
Supervision group x shifting x training performance -  0.51 [0.15, 0.86] .007 
Supervision group x reasoning x training performance -  0.34 [0.06, 0.64] .026 
Note. Bold p-values indicate significant predictors (p < .05). The extended model additionally includes the predictor individual training performance and the involved interaction 
terms. 
a
 Confidence intervals are highest posterior density intervals. 
b
 P-values are two-tailed and were derived by comparisons based on means estimated by Markov-Chain Monte-Carlo simulations. 




Figure 7. Gain scores in the transfer tasks measured at post-test (T2) and follow-up assessment (T3), 
and the gain scores predicted by the linear mixed-effects model for the Supervision group compared to 
the Active Control group. Error bars represent standard errors of the mean. Note that the gain scores 
plotted reflect group means, whereas the model accounts for individual differences. 
 
2.3.6.6 Comparison of model predictions and observed scores 
Figures 5 to 7 show that there was considerable variability in the gain scores of 
different tasks even within the same construct. The random effect of task in our LME models 
takes this variation into account to some extent, as can be seen in the variability of model 
predictions between tasks of the same construct. However, the variability between tasks might 
exceed that predicted by the random-effect term in the model. We therefore evaluated whether 
gain scores on individual tasks differed significantly from those predicted by the extended 
LME models, comparing the estimated and observed standardised gain scores for each group 
using t-tests. The results are listed in Tables B3 to B5 in Appendix B. We found significant 
differences between estimated and observed gains for two working memory tasks (memory 
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point to task-specific gains that go beyond the between-task variance expected by chance. In 
the following we discuss potential reasons for why these tasks’ gain scores deviated from the 
gains on the level of the constructs they belonged to.  
For memory updating, the model overestimates the gain score for the Relational 
Integration group. At the same time, the model underestimates the gain in binding in the 
Relational Integration group and overestimates the gain in binding in the Active Control 
group. There are two reasons for this pattern. First, the Active Control group showed no 
performance gain in binding at the post-test (mean gain score = -0.05), but a small effect at 
follow-up (mean gain score = 0.34). However, because the models did not include a predictor 
for time of assessment, identical gain scores had to be estimated for both post-test and follow-
up, leading to overestimated gain scores at post-test assessment. Second, the Relational 
Integration group improved more in binding than in any other working memory task (see 
Table B4 in Appendix B), whereas the improvement in memory updating was even smaller in 
the Relational Integration than in the Active Control group.  
At first glance, the latter result looks as if the Active Control training had a positive 
effect on memory updating. To test this possibility, we ran an LME model on the memory 
updating gain scores pitting all experimental groups conjoined versus the Active Control. The 
predictor for this group contrast was not significant (bgroup = -0.19, 95 % CI = [-0.41, 0.03], p 
= .090). The Active Control group performed slightly, but not significantly worse at pre-test 
performance than the experimental groups (cf. Table 4), and reached approximately the same 
post-test and follow-up performance as the Supervision and the Relational Integration group. 
Thus, the smaller gains of the experimental training groups relative to the Active Control 
probably reflect a regression to the mean in the latter group. 
For the BIS-4S test, the models underestimate gain from pre-test to follow-up in the 
Active Control group. This probably reflects larger re-test effects for the BIS4-S test 
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compared to the syllogisms, which can be explained by differences in test design. The BIS4-S 
test comprises a set of structurally distinct tests (see Methods), which eases the recall of test 
items and, with it, their solutions at post-test and follow-up. In comparison, the items of the 
syllogisms all had an identical surface structure and were, thus, more similar to each other and 
more difficult to recall. 
2.3.6.7 Control test 
To evaluate whether the experimental training interventions had an effect on face 
matching performance, we ran two LME models, one on the gain scores based on the 
proportion of correct responses, and the other one on the gain in reaction times. Training 
group (all experimental groups conjoined versus the Active control) was used as predictor. As 
in the other LME models, random effects of subject were allowed on the intercept. The 
predictor for group was not significant for accuracy (bgroup = -0.32, 95 % CI = [-0.71, 0.04], p 
= .090), but for reaction times (bgroup = -0.43, 95 % CI = [-0.78, -0.08], p = .018). The 
negative predictor indicates that the Active Control group showed larger improvements in 
speed than the experimental groups.  
2.4 Discussion 
The goal of the present work was to investigate training and transfer effects of 
working memory training with a theory-based and well controlled experimental protocol. Our 
training focused on the three functional categories storage and processing, relational 
integration, and supervision, which are based on a factor-analytic investigation of the 
structure of WMC and related constructs (Oberauer et al., 2003). Our structural equation 
model of the pre-test data replicated the three-factor structure. Each category was trained 
extensively by one group, and their performance on a large battery of cognitive tests was 
compared to the performance of an active control group. The implementation of an active 
Chapter 2 – Distinct Transfer Effects of Training Different Facets of Working Memory Capacity    
 
71 
control group allows the conclusion that transfer effects are specific to the experimental 
training itself and can be distinguished from general effects of a computer-based cognitive 
training. 
The purpose of this design was to answer three central questions. First, we examined 
whether there are training effects for trainings tailored to one of the three specific constructs 
storage and processing, relational integration, and supervision. Second, we wanted to assess 
whether training affects performance in tasks which were different from the training tasks, but 
measured the same theoretical construct. Third, we analyzed whether training WMC or 
supervision has an influence on other related cognitive abilities such as reasoning or 
inhibition, respectively. Transfer was analyzed with linear mixed-effects models for each 
experimental group versus the control group separately.  
We found large training effects for all groups. Concerning our first research question, 
the results suggest that adequate training leads to improvement in the trained tasks for all 
three constructs. Concerning the second question, we examined the transfer profiles for each 
training group by running linear mixed-effects models. We found that only Storage-
Processing training had a (marginally significant) effect on indicators of working memory, 
and only Supervision training had an effect on shifting. Furthermore, training performance 
had a significant positive influence on the magnitude of transfer: The better the training 
performance, the larger the transfer on indicators of constructs for which positive transfer was 
observed. Relational Integration training had no general effect on any of the constructs. 
Instead, Relational Integration training induced transfer exclusively to a working memory 
binding task. Overall, we conclude that all training groups showed at least some evidence for 
transfer. In contrast to Relational Integration training, which affected performance exclusively 
in a single task testing binding, Storage-Processing and Supervision training induced transfer 
also on the level of constructs. Furthermore, there was no effect of time of assessment for any 
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group, construct, or group by construct interaction, which means that the effects were not 
measurably diminished after six months without training. 
Addressing our third research question concerning transfer to constructs and abilities 
that are related to the trained ones, we analyzed transfer of training to inhibition and reasoning 
measures. Contrary to previous studies (Chein & Morrison, 2010; Karbach & Kray, 2009; 
Klingberg, et al., 2005), we obtained no evidence for an improvement in inhibition 
measurements for any training group. This lack of transfer could be due to the low reliability 
of our indicators of inhibition (i.e., Flanker and Stroop interference). The absence of transfer 
from Supervision training to inhibition stands particularly in contrast to the findings of 
Karbach and Kray (2009), who found such an effect in their study. In addition to the low 
reliability of Flanker and Stroop interference in our study, a second reason for this finding 
could be that we used cues to indicate the current task whereas participants in Karbach and 
Kray’s study had to keep in mind what the current task was. Future research comparing the 
training effects of cued and non-cued task switching could help to determine whether that 
feature is responsible for the lack of transfer to inhibition in our task-switching training. 
Regarding reasoning, the mixed-effects model showed that Storage-Processing and 
Supervision training led to improvement in reasoning, and the magnitude of transfer to 
reasoning increased with the individual training performance on the trained tasks. Again, 
there was no significant impact of time of assessment on transfer to reasoning, indicating that 
improvements in reasoning were stable over time.  
In contrast to our findings, Morrison and Chein (2010) found no transfer effect of 
complex-span training to reasoning. An obvious difference between our training paradigm 
and theirs was the way how level of task difficulty was adapted to individual performance. In 
Morrison and Chein’s study, participants started each training session at the same level of 
difficulty (four items), regardless of the level achieved in the previous session. In contrast, in 
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our training regime, the training started each session at the level of difficulty achieved in the 
previous training session. As a consequence, our participants completed a larger number of 
challenging trials in each session than those in Morrison and Chein’s study. This 
interpretation matches the theoretical framework of cognitive plasticity proposed by Lövden 
et al. (2010) that predicts maximum change when there is a “prolonged mismatch between 
functional organismic supplies and environmental demands” (p. 659). Therefore, it is possible 
that the duration of training at the optimal level of task difficulty was too short in Morrison 
and Chein’s study to induce measurable effects on reasoning.  
We do not wish to claim on the basis of our study that working memory training does 
transfer broadly. No single study can decide this issue, but every single study contributes 
evidence that will eventually accumulate into a sound basis for estimating the effects of 
working memory training. Within Bayesian statistics, the contribution of each piece of 
evidence to a rational evaluation of a hypothesis in question can be quantified through the 
Bayes-Factor. In our study, the Bayes-Factor indicated strong evidence for an effect of 
Storage-Processing training on reasoning, and positive evidence for an effect of Supervision 
training on reasoning. Therefore, taken together, our finding adds evidence in favour of the 
hypothesis that reasoning can be improved by training working memory tasks.  
Different from previous studies showing an impact of working memory training on 
reasoning (Jaeggi, et al., 2008; Jaeggi, et al., 2010; Klingberg, et al., 2005), we obtained 
evidence for such an effect with an intelligence test which is not based entirely on matrix 
reasoning but on a more diverse set of tasks. Furthermore, to our knowledge, the present study 
is the first demonstrating this effect by comparing an intervention group to an active control 
group which experienced identical training conditions as the intervention group did. Previous 
studies used either passive control groups (e.g., Jaeggi, et al., 2008; Jaeggi, et al., 2010; 
Schmiedek, Lövden, et al., 2010) or active control groups with non-adaptive and, hence, less 
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engaging versions of the experimental training tasks (e.g., Holmes, et al., 2009; Klingberg, et 
al., 2005).  
Overall, our results suggest that Storage-Processing and Supervision training are most 
promising regarding transfer to other cognitive abilities, whereas Relational Integration 
training only induced transfer to a measure of binding in working memory. The construct of 
relational integration is conceptualised as the ability to create relational representations 
through temporary bindings. Therefore, it is possible that Relational Integration training was 
indeed effective, but its effect was so weak that it transferred only to a test tapping 
specifically the cognitive process most central to relational integration itself, namely the 
short-term maintenance of temporary bindings. There was a significant positive contribution 
of individual performance during Relational Integration training on working memory and 
reasoning, possibly indicating that some form of transfer happened. However, in the absence 
of general effects on performance in these constructs, this effect should be interpreted 
cautiously. A possible explanation for the comparatively narrow transfer effects of Relational 
Integration training could be that the Relational Integration training tasks were not sufficiently 
demanding. The relatively steep learning curves in two of the three Relational Integration 
training tasks indicate that most participants found it easy to progress from one level to the 
next. A future study might investigate the potential of Relational Integration training with 
more demanding and more engaging training tasks.  
One obvious difference between our active control group and passive control groups is 
that our control group made substantial gains in information-processing speed (without 
sacrificing accuracy), which generalised to a new face matching task and even impaired 
shifting performance. Because processing speed is a crucial component of many tasks used to 
assess working-memory capacity and executive functions (Schmiedek, Oberauer, Wilhelm, 
Süß, & Wittmann, 2007), it is reasonable to assume that the Active Control group also made 
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performance gains in the cognitive abilities tested in our battery of transfer tasks. This would 
lead to an underestimation of the effect sizes observed for the experimental groups, relative to 
the control group. Despite our very conservative assessment of training effectiveness, 
Storage-Processing and Supervision training were still superior to Active Control training 
concerning transfer to other cognitive abilities.  
2.4.1 Do process-specific strategies affect transfer? 
The effect of Storage-Processing training on working memory was only marginally 
significant, and examining the group means of the effect sizes revealed that there was no 
transfer of this training to the Brown-Peterson task. Why did the training of complex span 
tasks not benefit performance on the Brown-Peterson task, although both tasks consist of a 
combination of a storage task with a processing component? We propose the following 
tentative explanation. We distinguish between cognitive constructs (e.g., working memory), 
reflected by correlations and covariances between scores in different tasks, and cognitive 
processes that contribute to individual tasks, such as task-specific strategies. It is possible that 
training improved an underlying cognitive ability such as working memory, but that, at the 
same time, participants learned task-specific strategies to master the training task. Precisely 
because the complex span and the Brown-Peterson task both involve storage and processing, 
they are superficially similar and invite the application of the same strategies – even if 
strategies useful in one task are counterproductive in the other, structurally different task. 
Thus, the transfer effect of training on complex-span tasks to tests on Brown-Peterson tasks 
could be the sum of a positive effect on working memory on the construct level, together with 
negative transfer of strategies on the task level.  
Negative transfer of task-specific strategies could also account for similar findings in 
other studies that found transfer of training on working memory tasks to related constructs 
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such as reasoning, but at the same time found no measurable transfer to tasks measuring the 
same cognitive construct as the trained one but which were structurally different (e.g., Jaeggi, 
et al., 2010; Schmiedek, Lövden, et al., 2010note that these tasks were classified as “far 
transfer” in the latter study).  
One reason for why a strategy that works for complex span tasks does not work for 
Brown-Peterson tasks is that complex span tasks rely in part on other processes than Brown-
Peterson tasks (or, as in the studies cited above, n-back tasks). The complex span task requires 
continuous switching between storage and processing of distracting material. In contrast, the 
Brown-Peterson paradigm mainly targets coping with interference produced by the distracting 
task in between encoding and recall (for empirically observed differences between the tasks 
see Jarrold, Tam, Baddeley, & Harvey, 2010; Tehan, Hendry, & Kocinski, 2001). Therefore, 
it is possible that Storage-Processing training improved mainly the flexibility of switching 
between encoding items into memory and preventing encoding of distractor processing, a 
process that is not primarily demanded by the Brown-Peterson task.  
Supervision training had on all levels of analysis a very strong effect on the transfer 
assessments of task switching efficiency. This effect was larger than any other transfer effect, 
probably because of two reasons. First, the trained tasks were structurally identical to the 
transfer tasks, and only the stimuli and task rules changed. Hence, participants could apply 
task-specific strategies to the transfer tasks. This relationship between the tasks matches the 
concept of “near transfer” applied in other studies (e.g., Li, et al., 2008; Schmiedek, Lövden, 
et al., 2010). Second, during Supervision training, stimuli sets were replaced after every 
fourth training session to raise training motivation, given that this kind of task is generally 
less engaging than the training tasks of the other experimental groups. These changes 
introduced additional variability to the task, which probably increased chances for observing 
transfer (cf. Schmidt & Bjork, 1992). Future studies that comprise the administration of a 
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wide range of carefully designed paradigms could help to determine the role of process-
specific strategies on transfer. 
2.5 Conclusion 
The present study contributes evidence suggesting that a theory-based, carefully 
controlled and extensive training has an impact on cognitive abilities such as working 
memory and reasoning that were believed to be constant traits. However, distinct transfer 
profiles for the three functional categories storage and processing, relational integration, and 
supervision illustrated considerable variations regarding the magnitude of transfer to certain 
constructs – providing a possible explanation for the inconsistency of previous studies where 
the targeted cognitive function often remained unclear. We conclude that in comparison to 
relational integration training, training of storage and processing and training of supervision 
yield the greatest potential for transfer to reasoning. Furthermore, our results indicate that 
transfer effects found are still observable after six months without specific training.  
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2.6 Appendix A 
Stimulus Material 
Table A1  
Task Sets Used for Supervision Training 
 Set 




vegetable / big 
vs. small picture 
Plane vs. car / 
one vs. two 
objects 
displayed 
Sports vs. music 
instrument / blue 
vs. yellow 
Fish vs. bird / 
canonical vs. 
rotated view 





Town vs. river / 
green vs. blue 
Soft vs. rigid 
material / large 
vs. small font 
size 
Abstract vs. 
concrete noun / 
more vs. less 
than five letters 
Team vs. 
individual sports 
/ capitalised vs. 
not 
Flying vs. 
running animal / 
displayed in 







blue vs. green 
One vs. two 




sharp vs. blurred 
Dotted vs. 
striped / framed 
vs. not 
Filled vs. outline 
/ above vs. 
below a line 
 
Table A2 
Task Properties for the Three Versions of the Brown-Peterson Task Used in the Transfer Test Battery 
 Content 
Task properties numerical verbal figural 
Type of stimuli Two-digit numbers Words Cells of 3 x 3 partially filled 
matrices 
Set size range 2 to 8 2 to 8  3 to 5 
Display duration Depending on set size: 1 s 
per stimulus to be 
memorised (e.g., 4 s if four 
numbers were presented) 
Depending on set size: 1 s 
per stimulus to be 
memorised (e.g., 4 s if four 
words were presented) 
Independent of set size: 
always 4 s 
Decision task Which number has to be 
added to the central number 
to get a result divisible by 
five? 
Which word is an exemplar 
of the category presented 
centrally? 
Which pattern is the 
negative image of the 
centrally presented pattern? 
 
 




Task Properties for the Three Versions of the Monitoring Task Used in the Transfer Test Battery 
 Content 
Task properties numerical verbal figural 
Objects Three-digit numbers in a 3 
x 3 matrix 
Words in a 3 x 3 matrix Dots in a 10 x 10 matrix 
Critical 
condition 
Three numbers in a row, in 
a column, or along a 
diagonal have identical last 
digit  
Three words in a row, in a 
column, or along a diagonal 
are rhyming 




Task Properties for the Three Versions of the Task Switching Tasks Used in the Transfer Test Battery 
 Content 
Task numerical verbal figural 
1 Odd/even Animal/plant Symmetrical/asymmetrical 
pattern 
2 Smaller/larger than 500 One/two syllables One/two parts (i.e., all filled 
cells were connected edge by a 
common edge or not) 
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2.7 Appendix B 
Supplementary Data Analyses 
Table B1 
Percentage of Eliminated Reaction Times Because of Errors or Outliers 
 Eliminated RT (%) 
Task Pre-Test Post-Test Follow-Up 
Task switching figural 20 19 22 
Task switching numerical 7 11 10 
Task switching verbal 11 14 14 
Flanker task 7 9 9 




Pearson Correlation Matrix among Performance Scores in the Last Training Session Across Training 
Tasks and Groups  
 Group 
 Storage-Processing Relational 
Integration 
Supervision 
Group verbal figural-spatial kinship pattern verbal figural 
Storage-Processing       
numerical .69*** .69***     
verbal  .52**     
Relational Integration       
letter   .24 .33*   
kinship    .38*   
Supervision       
pictorial     .52** .38* 
verbal      .71*** 
* p < .05. ** p < .01. *** p < .001. 
 




Differences Between Observed and Predicted Mean Effect Sizes for the Storage-Processing vs. Active 
Control Group Comparison 
 Group 
 Storage-Processing Active Control 
Task (time of assessment) Prediction Observation p Prediction Observation p 
 Working Memory 
Brown-Peterson (T2) 0.91 0.79 .319 0.74 0.85 .335 
Brown-Peterson (T3) 0.91 0.83 .468 0.74 0.90 .172 
Memory updating (T2) 0.75 0.73 .870 0.57 0.62 .713 
Memory updating (T3) 0.75 0.60 .350 0.57 0.69 .409 
Monitoring (T2) 0.87 0.95 .654 0.70 0.52 .361 
Monitoring (T3) 0.87 0.80 .685 0.70 0.92 .203 
Binding (T2) 0.56 0.89 .074 0.39 -0.05 .006 
Binding (T3) 0.56 0.62 .693 0.39 0.34 .696 
 Shifting 
Task switching (T2) -0.10 -0.13 .848 -0.38 -0.29 .508 
Task switching (T3) -0.10 -0.07 .803 -0.38 -0.48 .451 
 Inhibition 
Flanker task (T2) -0.18 -0.09 .717 0.17 0.21 .841 
Flanker task (T3) -0.18 -0.37 .437 0.17 0.20 .889 
Stroop task (T2) -0.08 -0.04 .664 0.27 0.26 .911 
Stroop task (T3) -0.08 -0.03 .646 0.27 0.23 .777 
 Reasoning 
Syllogisms (T2) 0.46 0.24 .128 0.25 0.24 .950 
Syllogisms (T3) 0.46 0.59 .369 0.25 0.21 .810 
BIS-4S test (T2) 0.98 0.91 .518 0.77 0.66 .233 
BIS-4S test (T3) 0.98 1.12 .259 0.77 0.93 .057 
Note. Numbers in parentheses indicate standard deviations. Predictions and observations are mean 
gain scores. T-tests were conducted two-tailed; bold p-values indicate significant differences. T2 = 
post-test, T3 = follow-up.




Differences Between Observed and Predicted Mean Effect Sizes for the Relational Integration vs. 
Active Control Group Comparison 
 Group 
 Storage-Processing Active Control 
Task (time of assessment) Prediction Observation p Prediction Observation p 
 Working Memory 
Brown-Peterson (T2) 0.86 0.87 .946 0.80 0.85 .649 
Brown-Peterson (T3) 0.86 0.81 .655 0.80 0.90 .383 
Memory updating (T2) 0.53 0.22 .036 0.47 0.62 .234 
Memory updating (T3) 0.53 0.41 .270 0.47 0.69 .125 
Monitoring (T2) 0.69 0.42 .139 0.63 0.52 .564 
Monitoring (T3) 0.69 0.81 .492 0.63 0.92 .103 
Binding (T2) 0.56 1.01 .015 0.50 -0.05 .001 
Binding (T3) 0.56 0.76 .179 0.50 0.34 .216 
 Shifting 
Task switching (T2) 0.08 0.07 .956 -0.38 -0.29 .508 
Task switching (T3) 0.08 0.09 .965 -0.38 -0.48 .449 
 Inhibition 
Flanker task (T2) 0.09 0.08 .974 0.18 0.21 .888 
Flanker task (T3) 0.09 0.03 .787 0.18 0.20 .937 
Stroop task (T2) 0.17 0.17 .994 0.26 0.26 .972 
Stroop task (T3) 0.17 0.24 .745 0.26 0.23 .829 
 Reasoning 
Syllogisms (T2) 0.34 0.32 .924 0.27 0.24 .836 
Syllogisms (T3) 0.34 0.30 .850 0.27 0.21 .725 
BIS-4S test (T2) 0.82 0.73 .308 0.75 0.66 .316 
BIS-4S test (T3) 0.82 0.97 .151 0.75 0.93 .035 
Note. Numbers in parentheses indicate standard deviations. Predictions and observations are mean gain scores. 
T-tests were conducted two-tailed; bold p-values indicate significant differences. T2 = post-test, T3 = follow-up.




Differences Between Observed and Predicted Mean Effect Sizes for the Supervision vs. Active Control 
Group Comparison 
 Group 
 Storage-Processing Active Control 
Task (time of assessment) Prediction Observation p Prediction Observation p 
 Working Memory 
Brown-Peterson (T2) 0.70 0.61 .346 0.76 0.85 .468 
Brown-Peterson (T3) 0.70 0.70 .980 0.76 0.90 .255 
Memory updating (T2) 0.50 0.34 .163 0.57 0.62 .681 
Memory updating (T3) 0.50 0.48 .875 0.57 0.69 .387 
Monitoring (T2) 0.58 0.40 .204 0.65 0.52 .498 
Monitoring (T3) 0.58 0.67 .599 0.65 0.92 .127 
Binding (T2) 0.35 0.47 .505 0.41 -0.05 .003 
Binding (T3) 0.35 0.61 .140 0.41 0.34 .556 
 Shifting 
Task switching (T2) 0.54 0.66 .520 -0.38 -0.29 .509 
Task switching (T3) 0.54 0.43 .527 -0.38 -0.48 .453 
 Inhibition 
Flanker task (T2) -0.02 -0.07 .764 0.24 0.21 .867 
Flanker task (T3) -0.02 0.12 .420 0.24 0.20 .813 
Stroop task (T2) -0.06 -0.07 .870 0.20 0.26 .714 
Stroop task (T3) -0.06 -0.13 .611 0.20 0.23 .894 
 Reasoning 
Syllogisms (T2) 0.55 0.62 .517 0.34 0.24 .437 
Syllogisms (T3) 0.55 0.57 .857 0.34 0.21 .431 
BIS-4S test (T2) 0.89 0.79 .147 0.68 0.66 .824 
BIS-4S test (T3) 0.89 0.89 .970 0.68 0.93 .004 
Note. Numbers in parentheses indicate standard deviations. Predictions and observations are mean gain scores. 
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Many cognitive abilities, including working memory and reasoning ability, decline 
with progressing age. This study investigated whether four weeks of intensive working 
memory training enhances working memory and reasoning performance in an age-
comparative setting. Thirty-four young (19-36 years) and 27 older adults (62-77 years) 
practiced tasks representing three functional categories in the facet model of working memory 
capacity: storage and processing, relational integration, and supervision. Data were compared 
to a young and an old active control group practicing tasks with low working memory 
demand. A cognitive test battery measuring near and far transfer was administered before and 
after training. Both age groups showed increased working memory performance in trained 
tasks and in one structurally similar, but non-trained task. Young adults also improved in a 
task measuring word-position binding in working memory. However, there was no far transfer 
to reasoning in either age group. The results provide evidence that working memory 
performance can be improved throughout the life-span. However, in contrast to a previous 
study training each facet of working memory capacity separately, the present study showed 







cognitive training, transfer, working memory capacity, reasoning   




Working memory (WM) is a cognitive system that provides temporary access to 
representations and thereby builds the basis for complex cognition. Given that WM is an 
excellent predictor for a wide range of cognitive abilities, especially for reasoning (Conway, 
et al., 2003; Engle, Kane, et al., 1999; Kyllonen & Christal, 1990; Oberauer, et al., 2008; Süß, 
et al., 2002), a growing number of studies investigates the effectiveness of process-based WM 
training (i.e., the repetitive practice of tasks assumed to measure WM capacity) and the 
possible positive impact on other cognitive abilities such as reasoning. Aging research has 
shown that WM and reasoning decline with age (Craik & Bialystok, 2006; Kramer & Willis, 
2002; Park, et al., 2002), but process-based training interventions focusing particularly on 
healthy older adults are still scarce. Therefore, the purpose of the present work is to compare 
the modifiability of WM performance in young and old adults, and to examine transfer to 
non-practiced WM and reasoning tasks.  
To date, there is growing evidence that WM training can lead to performance increases 
in non-practiced WM tasks (see reviews by Klingberg, 2010; Morrison & Chein, 2011). 
Several studies demonstrated that such positive effects are also possible in older adults 
(Buschkuehl et al., 2008; Smith, et al., 2009; Zinke, Zeintl, Eschen, Herzog, & Kliegel, 2012), 
although observed improvements are often smaller in old than in young adults (Brehmer, 
Westerberg, & Bäckman, 2012; Dahlin, Stigsdotter Neely, Larsson, Bäckman, & Nyberg, 
2008; Dorbath, Hasselhorn, & Titz, 2011; Karbach & Kray, 2009; Schmiedek, Lövden, et al., 
2010; but see Bherer et al., 2005 and Li, et al., 2008). 
Previous findings regarding transfer to reasoning are less consistent. Some studies 
could establish significant effects of WM training on reasoning measures in young (Jaeggi, et 
al., 2008; Jaeggi, et al., 2010; Klingberg, Forssberg, & Westerberg, 2002; von Bastian & 
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Oberauer, 2012) and even in old adults (Basak, Boot, Voss, & Kramer, 2008; Borella, et al., 
2010; Karbach & Kray, 2009). However, results of other studies were either inconclusive 
(Schmiedek, Lövden, et al., 2010) or did not support training induced change in reasoning 
(Chein & Morrison, 2010; Dahlin, Nyberg, et al., 2008; Owen, et al., 2010; Richmond, et al., 
2011).  
The factors contributing to the success of training interventions in terms of transfer are 
still unclear, and comparisons across studies are complicated mainly due to three 
methodological issues (Conway & Getz, 2010; Moody, 2009; Shipstead, et al., 2010; von 
Bastian & Oberauer, 2012). First, prior studies vary greatly in terms of training conditions. 
For example, the number of training sessions ranges from only three sessions (Borella, et al., 
2010) to more than 100 sessions (Schmiedek, Lövden, et al., 2010) across studies, and 
between 2 and 188 training sessions within studies (Owen, et al., 2010). Second, still only few 
studies include active control groups that complete a similarly challenging and motivating 
alternative intervention as the training group does. Evaluating training and transfer effects in 
comparison to an active control group not only controls for re-test effects (as a non-active or 
non-contact control group would do), but also from intervention effects (e.g., effects of 
keeping to a regular training schedule, or effects of completing regular computer-based tasks 
being highly concentrated), and expectancy effects (Oken, et al., 2008). Third, although there 
is evidence that training is more efficient if the level of task difficulty is adapted to individual 
performance (Holmes, et al., 2009; Klingberg, et al., 2005; Metzler-Baddeley & Baddeley, 
2009; Tallal et al., 1996), most previous training regimens for older adults did not include 
adaptive procedures that adjust task difficulty according to individual performance (e.g., Li, et 
al., 2008; Schmiedek, Lövden, et al., 2010). Therefore, in order to examine WM training and 
transfer effects across the life-span, the present study builds on the results recently obtained in 
young adults with an extensive, well-controlled, and adaptive training regimen (von Bastian 
& Oberauer, 2012). In this study, each of three groups of participants trained one specific 
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functional category of WM capacity based on the facet model of WM capacity (Oberauer, et 
al., 2000; Oberauer, et al., 2003; Süß, et al., 2002). According to this model, WM capacity can 
be classified into three functional categories, storage and processing, relational integration, 
and supervision. Storage and processing is the simultaneous maintenance and manipulation of 
information, relational integration comprises the coordination of information elements into 
new structures, and supervision
3
 is the selective activation of relevant and inhibition of 
irrelevant information. After four weeks of extensive and adaptive training of one specific 
functional category, transfer to multiple non-practiced tasks measuring the construct trained 
was established by training storage and processing and by training supervision. Both groups 
also improved in reasoning. Although the group training relational integration did not show 
such broad transfer, we found a strong effect of relational integration training on a word-
position binding task measuring WM.  
Based on the rationale that transfer of training is driven by overlapping cognitive and 
neural mechanisms between training and transfer tasks (Buschkuehl, Jaeggi, & Jonides, 2012; 
Lustig, Shah, Seidler, & Reuter-Lorenz, 2009), even broader transfer effects should emerge 
for training interventions targeting more than only one facet of working memory. Specifically, 
this means that training storage and processing, relational integration, and supervision 
simultaneously could lead to additive transfer effects (i.e., transfer to non-practiced working 
memory tasks, supervision tasks, and to reasoning). Therefore, in the present study, younger and 
older adults completed an extensive training intervention comprising tasks of all three 
functional categories instead of only one single category. As in the previous study, we 
included an active control group practicing tasks with low working memory demand.  
                                                          
3
 Supervision has so far been operationalised by task-shifting performance, and as such the Supervision 
factor corresponds to Shifting, one of three lower-level factors in the model of executive functions in the work of 
Miyake et al. (2000).  




During four weeks, participants had to complete 20 sessions of extensive cognitive 
training. We randomly assigned participants within each age group (young and old) to one of 
two training groups: working memory (WM) training, or active control (AC) training. The 
study was conducted double-blinded, which means that neither the participants nor the 
experimenter were aware which group the participants were assigned to. Training and transfer 
effects were assessed by administering a broad battery of computer-based tests before and 
after training. Furthermore, all participants underwent electroencephalographic (EEG) 
recordings during a subset of the tasks (the three test versions of the WM training tasks and 
the n-back task, see task descriptions below). Half of the participants additionally participated 
in functional and structural magnetic resonance imaging (MRI), as well as diffusion-tensor 
imaging (DTI). These measurements were conducted at another day than the behavioral 
assessments and the EEG recordings took place. This study focuses on the behavioral findings 
only; the neuronal correlates will be reported elsewhere (Langer, von Bastian, Oberauer, & 
Jäncke, 2012). 
3.2.1 Participants 
Participants were recruited for participating in a “cognitive training study” through the 
subject pool at the University of Zurich, flyers distributed at the university’s campus, 
newspaper advertisements, and senior internet communities. Sixty-six young (43 women and 
23 men, Mage = 23.27, SD = 3.85, age range 18 – 35 years) and 57 old (23 women and 34 men, 
Mage = 68.42, SD = 3.28, age range 61 – 77 years) participants completed the study and 
received CHF 100 (about US $ 127) or course credits. Additionally, they had the chance to 
earn a bonus up to a maximum of CHF 50 depending on the level of difficulty they achieved 
during training. All participants were German native speakers or highly proficient in German. 
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Groups did not differ within the respective age-groups in terms of demographic variables 
(age, gender, and education; see Table 1). In addition, there were no group differences for the 
older participants in a German version of the Geriatric Depression Scale (GDS, Sheikh & 
Yesavage, 1986). Previous experience with computers and internet, and cognitive activity in 
daily life were assessed via self-constructed questionnaires before the pre-test and showed 
that all participants were experienced in using a computer. All older adults participating in the 
study scored 25 points or more in the Mini-Mental-State-Examination (Folstein, Folstein, & 
McHugh, 1975). All participants gave written consent to participate in the study, and the 
study was ethically approved by the Institutional Review Board of the “Kantonale 
Ethikkommission” (EK: E-80/2008). Six participants did not complete the study due to lack 
of interest (5) or technical problems (1), and six other participants withdrew consent without 
comment. We excluded four participants who completed less than 17 training sessions. Two 
other participants were excluded due to medical issues (one was diagnosed with Parkinson’s 
disease, and another reached a clinical score on the GDS). The basic demographics of 





 Young Old 
Demographics WM AC WM AC 
Sample size (n) 34 32 27 30 
Gender (f/m) 22/12 21/11 11/16 12/18 
Age (M ± SD) 23 ± 4 23 ± 4 68 ± 4 69 ± 3 
Education (M rank ± SD)a 5 ± 1 5 ± 1 6 ± 2 5 ± 2 
GDS score (M ± SD) - - 1.35 ± 1.70 1.21 ± 1.24 
 
Note. Training groups did not differ significantly (within age groups) in terms of basic demographics as 
determined two-tailed t-tests (Mann-Whitney test in the case of education). WM = working memory training, AC 
= Active Control.  
a
 The scale for education ranged from 1 (no formal education) to 8 (doctorate).  
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3.2.2 Design and materials 
3.2.2.1 Training 
Each group trained three tasks, each for approximately 10 minutes during each 
session. The order of the three tasks was randomised in each session. All participants within 
the respective groups started the first session on the same level of difficulty. Within and 
across each session, task difficulty was adapted stepwise to participants’ individual 
performance (percentage of correctly solved trials, see Procedure for details on the adaptive 
training algorithm). Training effects on the trained tasks were measured by performance gain 
during training and by test versions of each WM training task at pre- and post-test.  
WM training  
The experimental training comprised one task for each functional category of WM 
capacity: numerical complex span (storage and processing), Tower of Fame (relational 
integration), and figural task switching (supervision). The tasks were similar to the ones used 
in von Bastian & Oberauer (2012), but were slightly adjusted for the purpose of the present 
study. First, due to the age-comparative setting, we used an easier-to-understand processing 
task for the numerical complex span (even/odd judgments instead of judgments of the 
correctness of equations). Second, based on participants’ feedback after the previous study, 
we developed a more engaging version of the relational integration task. To this end, we used 
names of famous people and descriptions of their neighborhood relations instead of names of 
unknown people and descriptions of their kinship relations. Third, in the present study, we 
used only 4 instead of 5 different stimulus sets for task switching (the fifth set of the previous 
study was used for the test version of this task; see below).  
Numerical complex span  
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Each trial started with a memory item (two-digit numbers) that was displayed centrally 
in black font color for 0.5 s. It was immediately followed by a distractor (number with one 
digit) that was presented centrally in blue font color. Participants had to judge the parity (odd 
or even) of the digit as quickly and as correct as possible. The duration of the distracting task 
was 3 s. The distracter disappeared after the participant’s response and the remaining time 
was filled by a blank screen. Afterwards, the next memory item followed. After a few 
memory-decision sequences, participants had to recall the memoranda in correct serial order. 
Time for recall was unlimited. In each session, participants completed 12 trials. The number 
of memory items combined with decision tasks increased with the level of difficulty.  
Tower of Fame 
We developed a task that required the integration of information elements and the 
relations between these elements. Participants had to imagine a tower consisting of six floors, 
each comprising four apartments (A, B, C, and D). Sentences describing the location of a 
famous person’s apartment in this building were presented sequentially. Each sentence was 
based on the previous one (e.g., “Tom Cruise lives in the second floor in apartment A”, 
“Bruce Willis lives three floors above Tom Cruise, in the apartment to the right”). Participants 
were then asked to recall the correct apartments of the famous people mentioned in the 
sentences previously presented (e.g., “Tom Cruise lives in?”, “2A”; “Bruce Willis lives in?”, 
“5B”). Participants completed 15 trials per session, and the percentage of correct answers 
served as score. The level of difficulty was increased by randomizing the order of recall (e.g., 
“Bruce Willis lives in?” followed by “Tom Cruise lives in?”), and by increasing the number 
of sentences presented. The randomised order of recall forces participants to memorise not 
only the apartment numbers (i.e., “2A”), but also the names (i.e., “Tom Cruise”), and thus 
increases the number of bindings between information elements which have to be maintained 
in memory. In each session, participants completed 15 trials.  
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Figural task switching 
Bivalent stimuli (simple geometrical shapes) had to be categorised as accurately and as 
quickly as possible according to given rules in alternating runs of two. The relevant 
categorization rule and the stimuli were presented simultaneously until participants responded 
or the display duration exceeded. To increase task difficulty the display duration (i.e., time to 
respond to the stimulus) was set to the 99th percentile of the individual reaction times in the 
trials completed since the last adjustment of difficulty (for a more detailed description of this 
procedure see von Bastian & Oberauer, 2012). Because this adjustment of task difficulty does 
not introduce novel stimuli as it is the case for the two other training tasks, variability was 
enhanced by replacing the sets of stimuli (i.e., new bivalent stimulus and new categorization 
rules) in every fifth session. Participants completed 384 trials each session.  
Active control training 
To hold the variability of training tasks constant, the active control groups completed 
three different tasks as well. These tasks were chosen because they require only little WM 
capacity. In our previous study (von Bastian & Oberauer 2012), the active control group 
practiced visual matching tasks (e.g., face matching). After training, the active control showed 
large effects on processing speed, which is an important component of many WM and 
executive-functions tasks (Schmiedek, et al., 2007). It is possible that the active control group 
also improved in these tasks and, hence, WM training effects were underestimated. For the 
present study, we therefore chose tasks in which the speed component is minimised.  
Quiz 
General knowledge quiz questions were presented, and participants had to choose one 
of four alternative answers. Response time was limited to 60 s for each question, and trials 
without response were counted as incorrect. The training comprised 3507 quiz questions 
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provided by the Quiz-Fabrik GmbH (www.quiz-fabrik.de). Participants completed 100 trials 
in each session, and performance was measured by the percentage of correct answers. The 
level of training difficulty was increased by presenting more difficult questions; difficulty of 
the questions ranged from very easy to very difficult and was rated by the providers of the 
questions.  
Visual search  
Previous research has shown that prototypical visual search demands only little WM 
(Kane, Poole, Tuholsky, & Engle, 2006; Poole & Kane, 2009; Sobel, Gerrie, Poole, & Kane, 
2007). In the visual search task used in the active control group training several circles with 
two gaps were displayed simultaneously. Participants had to search the display for the target 
item, a circle with only one gap, and to indicate the position of this gap by pressing the 
respective arrow key on the keyboard. Trials could also contain no target item, in which case 
participants had to press “A”. Display duration was 60 s or until the participant’s response. 
Trials without response were counted as incorrect; the percentage of correct answers served as 
score. Participants completed 70 trials of this task in each session. Higher levels of difficulty 
corresponded to a larger number of circles displayed simultaneously.  
Counting 
Blocks of identical digits between 1 and 6 were shown on the screen. These blocks 
comprised as many identical digits in a row as the digit indicated (e.g., five times a “5” in a 
row or three times a “3” in a row). If this rule was broken for a digit participants had to press 
the respective number key on the keyboard (e.g., in “5555” is one “5” missing, therefore, the 
correct answer would be “5”). In case none of the blocks broke the rule, participants had to 
press “0”. Trials were displayed for 60 s or until the participants’ response; trials without 
response were counted as incorrect. One session comprised 70 trials. The level of difficulty 
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was increased based on the percentage of correct answers by presenting more blocks of 
numbers simultaneously. 
3.2.2.2 Pre and post assessment 
Overall, the test battery contained ten tasks which were designed to measure training 
on the three tasks trained, near transfer to three structurally similar tasks with different 
material, intermediate transfer to two structurally dissimilar tasks measuring the construct 
trained (i.e., WM), and far transfer to two tasks measuring a different, but related construct 
(i.e., reasoning). Furthermore, we administered a control test to which we did not expect any 
transfer.  
Trained tasks and near-transfer tasks 
Each functional category of WM capacity was measured by the three tasks used for 
training, as well as three structurally similar tasks that served to assess near transfer.  
Storage and Processing 
The complex span tasks consisted of 15 trials with varying list lengths (3 to 7 
memoranda). The numerical version was identical to the training task; the verbal version used 
words as memoranda. Memoranda were presented for 1 s. In between memorization and 
recall, participants had to decide whether a letter presented was a consonant or a vowel and 
indicate their decision via key press. Each decision lasted for 3 s, showing a blank screen after 
a participant’s response for the remaining time in order to keep retention time constant. The 
proportion of items recalled at the correct position was used as dependent variable (partial 
credit unit score, cf. Conway et al., 2005). 
Relational Integration 
The test version of the Tower of Fame task comprised 18 trials with the number of 
sentences (i.e., information elements to be integrated) ranging from two to four. Each 
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sentence was presented for 5 s, and the order of recall was pseudo-randomised. Time to 
respond was unlimited. The second task used to measure Relational Integration was the 
kinship integration task used in a previous study (von Bastian & Oberauer, 2012). Here, 
verbal descriptions of relations between two people (e.g., “Anne is Barney’s sister”, “Barney 
is Carol’s father”) were presented sequentially, 5 s each. After two or three consecutive 
sentences, participants were asked to indicate the (implied, but not explicitly described) 
relationship between two people mentioned in the sentences previously presented (e.g., “Anne 
is Carol’s?” with the correct answer being “aunt”). The test comprised 16 trials, and the 
proportion of correct answers was the outcome measure.  
Supervision 
The task switching tests comprised 80 bivalent stimuli each. The test version of figural 
task switching comprised similar stimuli as the training version (i.e., geometrical shapes), but 
the task set (i.e., the categorization rule) differed from those used during training. Participants 
had to either decide whether the stimulus shown was green or blue, or whether it was round or 
angular. In the verbal version, we presented words which had to be categorised either as city 
or river, or as being written in green or blue font color. As in the training, the categorization 
rules switched after every second stimulus. A cue for the relevant task was shown 
simultaneously with the stimulus. The dependent variable measured were proportional switch 
costs, which are calculated by subtracting reaction times (RT) in task switch trials from RTs 
for task repetition trials, and dividing the difference by the average RT (including both switch 
and repetition trials) per individual. 
Intermediate transfer (WM) 
A word-position binding task and an n-back task were used to assess transfer to 
structurally different WM tasks.  




In this task, 2 to 5 words were presented sequentially for 2 s each in different positions 
on the screen (cf. Oberauer, 2005). Participants had to memorise which word was shown at 
which position. Immediately afterwards, probe words were displayed at the different 
positions. Positive probes were words from the previous list shown at the correct position, 
whereas negative probes were words shown at a different position than during learning. 
Across all 32 trials, there were 50% positive and 50% negative probes. The positive probes 
were distributed equally (+/- 1) across the serial positions, defined by the temporal order of 
presentation, and across the possible positions on the screen. Performance was measured by 
the discrimination parameter d’ of signal-detection theory, which takes hits and false alarms 
into account. It is calculated as d’ = z(FA) – z(H), where H is the hit rate, FA the false alarm 
rate and z refers to the z value corresponding to the probability given as argument. 
N-Back 
Letters were presented sequentially, and participants had to decide whether the letter 
currently shown was the same as the one at n positions back, independent of whether the letter 
was displayed in capitals or not (e.g., “A” or “a”). To increase recall based on recollection 
rather than familiarity (cf. Szmalec, Verbruggen, Vandierendonck, & Kemps, 2011), high 
interference distracters were implemented (i.e., target letters that were shown at the wrong 
positions n + 1 and n - 1). Stimuli were presented for 500 ms each, followed by a 2500 ms 
interstimulus interval. Participants had to respond to every item, and could indicate their 
response by key-press during the whole trial (i.e., 3000 ms). Participants completed each level 
of n (2 to 4) for three consecutive blocks of trials, each block consisting of 20 + n trials. Each 
block contained six matching letters and three high-interference distracters, with the 
remaining trials being mismatches. The proportion of correct answers was used as dependent 
measure.  
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Far transfer (reasoning) 
Far transfer to a different construct was measured by Raven’s Advanced Progressive 
Matrices (RAPM, Raven, 1990). In this task, participants have to select the one of eight 
figures that completes a pattern presented. The 36 items of the RAPM were divided into odd 
and even items to create two test versions for pre- and post-test assessment. Previous studies 
examining transfer effects in young adults occasionally reported trends to ceiling effects (e.g., 
Jaeggi, et al., 2008), therefore we administered the Bochumer Matrizentest (BOMAT, 
Hossiep, Turck, & Hasella, 2001) in the young sample. The BOMAT is a matrix reasoning 
test similar to the RAPM, but more difficult. In the BOMAT, participants have to select one 
out of six alternative figures to complete patterns presented, and it comprises 29 trials. We 
used the published parallel test versions A and B for pre- and post-test assessment.  
Control test 
A quiz on general knowledge served as control test to which we did not expect any 
transfer of WM training. In addition, the quiz being part of pre- and post-assessment increased 
the believability of the control training, because participants in the control group (as those in 
the experimental group) experienced a test similar to their training tasks. The questions in this 
test version differed from those used during control group training, therefore we did not 




All participants had to complete 20 sessions of intensive training (approximately 25-
30 minutes per session). Training was self-administered at home via the open-source software 
Tatool (von Bastian, et al., 2012). After each training session, participants automatically 
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uploaded their data to a webserver running Tatool Online, which permits to constantly control 
participants’ compliance. To enhance experimental control as much as possible, we took 
several measures such as maximizing individual commitment by signing a participant 
agreement, alerting participants that their training data would be monitored, and automated 
online analysis of the training data in order to detect irregularities (e.g., accuracies below 
chance level). Furthermore, we stayed in regular contact with the participants via e-mail and 
phone. After half of the training sessions, each participant received an e-mail asking how the 
training went so far. In addition, participants could always contact the experimenters in case 
of any technical difficulties.  
To adapt the level of task difficulty to individual performance, we used the adaptive 
score and level handler included in Tatool (see Figure 1). This algorithm measured individual 
performance every 40 % of the trials of one session in each task (counted across sessions). For 
example, in the complex span task, 40 % of the trials corresponded to 5 trials. If the 
participant scored at least 80 % correct, the algorithm set the performance as individual 
benchmark. If the participant’s performance improved after another 40 % of the trials (e.g., 
the performance in the last 5 trials was greater than the individual benchmark), task difficulty 
was increased and the algorithm recalculated an individual benchmark after the next 40 % of 
the trials. However, if performance was lower than the benchmark, the algorithm repeatedly 
checked the performance after every 40 % of the trials. If performance did not improve after 
three such unsuccessful retries, the level of task difficulty was decreased. Participants were 
informed about changes in the level of difficulty (e.g., “Congratulations, you achieved the 
next level”), and they started each session on the level they achieved in the previous session.  
 




Figure 1. Algorithm that adapts the level of task difficulty to individual changes in performance.  
 
Pre and post assessment 
Participants were tested in groups of no more than five. To control for effects of 
fatigue, half of the participants of each group completed the transfer tests in reversed order 
than the other half. To minimise retest-effects, different sets of stimuli (A and B) were used 
for the two occasions and balanced throughout groups and order of test administration. For the 
computerised tests, we used Dell Optiplex GX620 PCs with Windows XP. Tasks were written 
in Tatool (von Bastian, et al., 2012). Stimuli were presented on a 17 inch TFT monitor, and 
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3.3.1 Missing Data 
Due to technical difficulties at pre-test assessment, we lost data of one participant in 
the binding task. The participant was excluded for analyses including this task. Two 
participants completed only 17 training sessions, one only 18 sessions, and six only 19 
sessions due to scheduling problems. There were also four participants which completed 21 
training sessions. Results were the same independent of whether participants that completed 
more or less than 20 sessions were excluded or not; therefore, we included all participants in 
our analyses to maximise power.  
3.3.2 Treatment of RT Data  
Task switching scores (proportional switch costs) were based on RTs of correct 
responses only. RTs of responses immediately after wrong responses, and RT outliers were 
excluded from the analysis. Outliers were defined as RTs exceeding a participant’s mean by 
more than 3 SD. On average, this led to 11 % of eliminated RTs.  
3.3.3 Analysis 
First, to ensure that effects found can be interpreted as being induced by training rather 
than baseline differences, we conducted two-tailed t-tests for each transfer task in the pre-test 
separately for both age groups. There were no significant baseline differences for any 
measurement (all ps > .184). However, there was a tendency that participants in the old 
control group scored worse in the RAPM than participants in the old experimental group 
(t(55) = 1.81, p = .076). Table 2 lists means and standard deviations for each group in each 
task.  





Mean Performance for the Test Battery Tasks as a Function of Training Group and Time of 
Assessment 
 Young Old 
 WM AC WM AC 




.49 (.11) .70 (.16) .45 (.11) .53 (.11) .32 (.13) .53 (.17) .26 (.12) .38 (.15) 
Tower of Fame .22 (.08) .32 (.09) .20 (.07) .24 (.08) .10 (.05) .18 (.05) .11 (.06) .15 (.06) 
Figural task 
switching 




.74 (.16) .84 (.14) .77 (.09) .79 (.10) .51 (.11) .64 (.09) .53 (.11) .57 (.16) 
Kinship 
integration 
.73 (.21) .79 (.19) .68 (.18) .75 (.19) .35 (.16) .39 (.18) .36 (.21) .40 (.21) 
Verbal task 
switching 


















N-Back .81 (.06) .86 (.07) .78 (.12) .84 (.13) .56 (.25) .57 (.26) .54 (.23) .60 (.23) 
Far transfer 
























- - - - 
Control test 
Quiz .46 (.18) .45 (.17) .44 (.14) .41 (13) .35 (.12) .45 (.17) .34 (.14) .36 (.14) 
Note. Standard deviations are given in parentheses. All values are given in proportional accuracy, except task 
switching (proportional switch costs), binding (d’), RAPM and BOMAT (number of correctly solved matrices). 
Only young participants completed the BOMAT. T1 = pre-test, T2 = post-test. WM = working memory training, 
AC = Active Control.  
 
3.3.3.1 Training effects 
Individual data inspection showed no signs of low engagement for any of the 
participants included (e.g., responding repeatedly with the same key or irregular reaction 
times). Training effects were analyzed for each group and training task with analyses of 
variance (ANOVAs) for repeated measures using training performance as dependent variable, 
and age group and training session as independent variables. Training session was coded by a 
linear contrast to reflect monotonic trends rather than erratic fluctuations across sessions. As 
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illustrated in Figure 2, all groups showed large training effects for each training task, 
indicated by significant linear effects of session (all ps < .001, see Table 3), except for figural 
task switching, for which the linear contrast was not significant in neither age group. The 
main effect of age was significant for the numerical complex span (F(1, 52) = 20.24, p < .001, 
ηp
2
 = .28), reflecting younger participants performing better than older participants. 
Furthermore, we found a significant interaction of age with the linear contrast of session (F(1, 
52) = 19.13, p < .001, ηp
2
 = .27), indicating larger improvements in old than young 
participants. The same pattern was observed for the Tower of Fame task (age: F(1, 52) = 
31.96, p < .001, ηp
2
 = .38, session x age: F(1, 52) = 17.44, p < .001, ηp
2
 = .25). For task 
switching, there was also an effect of age (F(1, 52) = 4.33, p = .042, ηp
2
 = .08), but in this case 
older participants performed better than younger participants (i.e., they showed smaller 
proportional switch costs). The linear contrast of the session x age interaction was not 
significant (F(1, 52) < 0.01, p = .996, ηp
2
 < .01). In the active control group, older participants 
performed better than younger participants in the quiz, F(1, 58) = 23.98, p < .001, ηp
2
 = .97, 
and also showed larger gains during training, as reflected by a significant interaction of age 
with the linear contrast of session (F(1, 58) = 10.05, p = .002, ηp
2
 = .15). There was neither a 
main effect of age nor a session x age interaction for visual search (F(1, 58) = 0.32, p = .574, 
ηp
2
 = .28, and F(1, 58) = 0.01, p = .931, ηp
2
 < .01, respectively), nor for counting (F(1, 58) = 
0.05, p = .823, ηp
2
 < .01, and F(1, 58) = 0.04, p = .839, ηp
2
 < .01, respectively).  
 




Linear Contrasts of Training Effects on Performance in the Trained Tasks during Training 
Group/Age Task M SD F p ηp
2
 
WM       
Young Numerical Complex Span 8.03 4.05 52.74  <. 001 .64 
 Tower of Fame 5.06 2.13 65.28 <. 001 .69 
 Figural Task Switching 0.01 0.05 0.78 .384 .03 
Old Numerical Complex Span 4.04 1.02 151.37 <. 001 .87 
 Tower of Fame 2.65 0.57 53.65 <. 001 .71 
 Figural Task Switching 0.004 0.03 3.26 .085 .13 
AC       
Young Quiz 8.25 2.26 182.12 <. 001 .86 
 Visual Search 25.09 1.49 10767.54 <. 001 .99 
 Counting 24.78 1.60 8564.46 <. 001 .99 
Old Quiz 10.25 1.99 295.65 <. 001 .92 
 Visual Search 25.29 2.19 1917.06 <. 001 .99 
 Counting 24.75 2.03 1967.92 <. 001 .99 
 
Note. Bold p-values indicate significant effects. Means and standard deviations are given for the last training 
session. For figural task switching, the mean improvement in switch costs from session 1 to 20 and the 
respective standard deviation are given. Only participants with complete training data sets were included in the 
analyses. The dependent variable was level of difficulty achieved in the last training session, except for figural 
task switching, for which proportional improvement in switch costs from the first to the last training session was 
used. Dfs for the F-statistics are the following: WM training (young) 1, 30; WM training (old) 1, 22; AC training 
(young) 1, 31; Active AC training (old) 1, 27. WM = working memory training, AC = Active Control. 
 




Figure 2. Training gains during working memory (WM; A to C) and active control (AC; D to F) 
training. Error bars represent confidence intervals (95 %) for within-subjects comparisons, calculated 
according to Cousineau (2005) and Morey (2008). 
 
One general problem occurs when analyzing training gain based on performance 
during training: All participants start the training phase on the same level of difficulty 
independent of individual initial ability. People with higher initial ability will reach higher 
levels faster, even in the absence of training gains. As a consequence, performance gain 
during training is a measure that confounds initial ability and improvements in ability above 
this initial level. Therefore, we measured training gain also with test versions of the WM 
training tasks at pre and post assessment. These tasks were structurally identical to the 
training versions except for the absence of feedback during testing. A mixed-design ANOVA 
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with age group and training group as independent variables, and assessment (pre vs. post-test) 
showed that WM training induced larger performance gains from pre-test to post-test 
compared to active control training in the numerical complex span task, F(1, 119) = 22.38, p 
< .001, ηp
2
 = .16, and the Tower of Fame task, F(1, 119) = 23.44, p < .001, ηp
2
 = .17, but not 
for task switching, F(1, 119) = 2.85, p = .094, ηp
2
 = .02 (cf. Table 4). This confirms the effects 
found during training. Different to the scores during training, however, performance gains in 
the test versions were not significantly modulated by age, as reflected in the assessment x age 
x training group interactions (Fs < 1). Therefore, the age modulation during training was 
probably due to lower initial performance of older compared to younger participants.  
3.3.3.2 Transfer effects 
Transfer effects were assessed with mixed-design analyses of variance (ANOVAs) for 
each task with age group (young vs. old) and training group (WM vs. active control) as 
between-subjects factors and assessment (pre-test vs. post-test) as within-subjects factor. The 
complete results are listed in Table 4.Significant group x assessment interactions in 
combination with larger means for the WM training group (Table 2) provide evidence for 
positive effects of WM training on the respective measure; significant age x group x 
assessment interactions indicate that these effects are modulated by age. Effect sizes (Figure 
3) were standardised by the standard deviation at pre-test within each age group.  





ANOVA Effects of Working Memory Training on Test Battery Measurements 




Numerical complex span    
Age 64.01 <.001 .35 
Group 23.27 <.001 .16 
Age x group <0.01 .954 <.01 
Assessment 178.06 <.001 .60 
Age x assessment 0.26 .612 <.01 
Group x assessment 22.38 <.001 .16 
Age x group x assessment 0.74 .391 <.01 
Tower of Fame    
Age 81.46 <.001 .90 
Group 6.57 .012 .05 
Age x group 2.33 .129 .02 
Assessment 153.86 <.001 .56 
Age x assessment 1.34 .249 .01 
Group x assessment 23.44 <.001 .17 
Age x group x assessment 0.89 .347 .01 
Task switching figural    
Age 10.74 .001 .08 
Group 0.30 .587 <.01 
Age x group 0.20 .656 <.01 
Assessment 0.06 .801 <.01 
Age x assessment 0.11 .918 <.01 
Group x assessment 2.85 .094 .02 
Age x group x assessment 0.58 .448 .01 
Near transfer 
Complex span verbal    
Age 137.95 <.001 .54 
Group 0.76 .385 .01 
Age x group 0.11 .742 <.01 
Assessment 63.94 <.001 .35 
Age x assessment 1.81 .182 .02 
Group x assessment 13.49 <.001 .10 
Age x group x assessment < 0.01 .948 <.01 
Kinship integration    
Age 124.96 <.001 .91 
Group 0.27 .602 <.01 
Age x group 0.80 .372 .01 
Assessment 18.49 <.001 .13 
Age x assessment 1.09 .299 .01 
Group x assessment 0.02 .889 <.01 
Age x group x assessment 0.02 .896 <.01 
Task switching verbal    
Age 0.31 .579 <.01 
Group 0.13 .724 <.01 
Age x group 0.17 .685 <.01 
Assessment 5.90 .017 .047 
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Age x assessment 1.70 .194 .014 
Group x assessment 0.13 .717 <.01 




    
Age 58.54 <.001 .93 
Group 0.39 .536 <.01 
Age x group 0.02 .890 <.01 
Assessment 38.50 <.001 .25 
Age x assessment 0.63 .429 .01 
Group x assessment <0.01 .993 <.01 
Age x group x assessment 8.06 .005 .06 
N-Back    
Age 66.31 <.001 .36 
Group 0.10 .759 <.01 
Age x group 0.17 .684 <.01 
Assessment 17.37 <.001 .13 
Age x assessment 0.80 .373 .01 
Group x assessment 1.82 .179 .02 
Age x group x assessment 0.87 .353 .01 
Far transfer 
RAPM    
Age 114.87 <.001 .49 
Group 0.28 .598 .01 
Age x group 2.21 .140 <.01 
Assessment 5.05 .026 .04 
Age x assessment 0.30 .587 <.01 
Group x assessment 4.01 .047 .03 
Age x group x assessment 0.91 .341 .01 
BOMAT
b
    
Group 0.86 .357 .01 
Assessment 33.47 <.001 .34 
Group x assessment 0.75 .389 .01 
Control task 
Quiz    
Age 9.57 .002 .07 
Group 1.48 .227 .01 
Age x group 0.01 .929 <.01 
Assessment 0.46 .498 <.01 
Age x assessment 5.65 .019 .05 
Group x assessment 0.89 .348 .01 
Age x group x assessment 0.19 .666 <.01 
 
Note. Bold p-values indicate significant effects (p < .05, two-tailed).  
a
 df = 1, 118 (missing data of one old participant in the experimental group at pre-test) 
b
 df = 1, 64 (only young participants completed the BOMAT) 
 




Figure 3. Effects of working memory (WM) and active control training on the tasks comprised in the 
test battery. Only young participants completed the BOMAT.  
 
Near transfer 
The only significant transfer was observed for the verbal complex span task, which 
was structurally similar to the numerical complex-span task used for training, F(1, 119) = 
13.49, p < .001, ηp
2
 = .10. Again, this effect was not modulated by age (F < 1). There were 
neither transfer effects for kinship integration nor for verbal task switching (Fs < 1).  
Intermediate transfer 
Intermediate transfer denotes transfer to structurally dissimilar tasks which measure 
the same theoretical construct as was trained. There were no significant interactions indicating 
transfer (Fs < 1), except for an age x group x assessment interaction for performance on the 
binding task, F(1, 118) = 8.06, p = .005, ηp
2
 = .06. We conducted post-hoc ANOVAs for each 
age group separately to identify the source of this interaction. The ANOVA for young adults 
showed a marginal group x assessment interaction, indicating that WM training might have 
led to superior performance in binding compared to active control training, F(1, 64) = 3.75, p 
= .057, ηp
2


















Young WM Young control Old WM Old control
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F(1, 54) = 4.67, p = .035, ηp
2
 = .08. In this case, however, the performance gain was larger in 
the active control group. Examining the means in Table 2 shows that the older active control 
group performed slightly (but not significantly) worse than the training group at pre-test (Mdiff 
= 0.22), whereas the mean difference between groups was rather small at post-test (Mdiff = -
0.05). Therefore, this effect probably reflects a regression to the mean.  
Far transfer 
For the RAPM, there was a significant group x assessment interaction, F(1, 119) = 
4.01, p = .047, ηp
2
 = .03. The means in Table 2, however, reveal that the source of this 
interaction is probably due to a larger performance gain in the active control group than in the 
WM training group. To investigate this supposition, we conducted post-hoc t-tests between 
groups (WM training vs. control with the two age groups conjoined) for each test assessment, 
and within groups (pre-test vs. post-test). The results showed that the groups differed neither 
at pre-test t(121) = 1.17, p = .247, nor at post-test, t(121) = -0.01, p = .993. The WM training 
group’s change in RAPM performance from pre- to post-test was not significant (t(60) = 0.30, 
p = .247), but it was for the control group, t(61) = 3.03, p = .004. Hence, only the active 
control improved in RAPM performance, but because it does not differ significantly from the 
WM training group, this effect again probably reflects a regression to the mean. There was no 
effect of WM training on performance in the BOMAT (F < 1).  
Control test 
There was no effect of training condition on change in performance in the open format 
quiz (F < 1). 




The present work had two goals. First, we examined whether transfer effects induced 
by WM training do not only occur in younger, but also in older adults. Second, based on the 
rationale that transfer is driven by functional overlap between training and transfer tasks, we 
investigated the hypothesis that transfer should be broader if the training regimen targets 
multiple cognitive functions instead of focusing on only one specific process (Buschkuehl, et 
al., 2012; Lustig, et al., 2009). Therefore, our WM training regimen addressed the three 
functional categories in the facet model of WM capacity (Oberauer, et al., 2000; Oberauer, et 
al., 2003; Süß, et al., 2002) simultaneously: storage and processing, relational integration, and 
supervision. In each age group, we compared a WM training group to an active control group 
that practiced tasks with only low WM demand.  
Although we found large training effects for two of the training tasks (numerical 
complex span and Tower of Fame), there were no effects of training on proportional task 
switching costs. The absence of a training effect on switch costs stands in contrast to previous 
findings (Karbach & Kray, 2009; von Bastian & Oberauer, 2012). An obvious difference 
between our previous study (von Bastian & Oberauer, 2012) and the present one is that 
participants in the supervision training group of the previous study completed more trials in 
each training session; simply because the four weeks of training focused on task switching 
only. In the study conducted by Karbach and Kray (2009), however, a very short training 
intervention (only four sessions) led to improvements in switch costs. The difference between 
the switching paradigm used by Karbach and Kray (2009) and ours is that we used cues to 
indicate the relevant task and they did not. It is possible that task-switching training is more 
effective when tasks are not cued, so that participants must keep track of the task sequence 
themselves. This speculation is in line with Minear and Shah (2008), who also used cued task 
switching training and did not observe training-related decreases in switch costs as well. 
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Future studies that compare training effects of cued and non-cued task switching could shed 
further light on this matter.  
A small transfer effect was observed for the verbal version of the complex span task 
for both age groups. In addition, there was a marginally significant effect for binding in 
young, but not in old adults. The benefit of working-memory training on binding in young 
adults replicates an equivalent finding in our previous study (von Bastian & Oberauer, 2012). 
The fact that we found transfer to the verbal complex span task, and we obtained weak 
evidence for transfer to binding, but not to tasks more similar to the other training tasks (i.e., 
kinship integration, verbal task switching) suggests that probably only numerical complex 
span training was successful in terms of inducing transfer. Concerning transfer to reasoning, 
we did not find any evidence for WM training induced improvements. The absence of transfer 
to reasoning is not surprising given the assumption that far transfer effects are generally 
smaller than near transfer effects (e.g., Klauer, 2001), and given that only small near transfer 
effects were found for the verbal complex span task and the binding task. Effects on the 
trained tasks and the verbal version of the complex span task were of the same magnitude for 
young and old adults, similar to findings in some other previous training studies with age-
comparative settings (Bherer, et al., 2005; Davidson, Zacks, & Williams, 2003; Li, et al., 
2008). The only effect which was modulated by age was the effect of binding, which was 
absent in old adults, and weak in young adults. The absence of transfer to binding exclusively 
in old adults matches the hypothesis of age-related impairments in association memory 
(Oberauer, 2005; Old & Naveh-Benjamin, 2008). However, the effect was also only small in 
young adults; hence, this age modulation should be interpreted cautiously.  
Regarding our second research question, this study provides evidence that transfer is 
not broader, but weaker when multiple functional categories are trained at once compared to a 
setting where the training intervention focuses on only one specific functional category (von 
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Bastian & Oberauer, 2012). Of course, because we kept the overall training intensity (20 
sessions within four weeks) constant across both studies, each functional category was trained 
less intensive in the present training regimen than in the previous study. We cannot exclude 
the possibility that training over a longer period (e.g., three times longer to keep training time 
for each functional category constant) would lead to broader transfer. For example, the higher 
training intensity in the study by Schmiedek, Lövden, et al. (2010) could be the reason why 
they found more transfer than the present study, although they used an equally broad training 
method.  
For all tasks in our test battery, we found main effects of age, indicating better 
performance in young adults than in old adults (see Table 4), except for task switching, where 
the effect was either in the opposite direction (figural version) or absent (verbal version). At 
first glance, this finding seems to indicate the rather counterintuitive conclusion that executive 
functioning was better in older than in young adults. Absent or reverse age effects on switch 
costs are, however, a common finding in the literature (Reimers & Maylor, 2005; 
Wasylyshyn, Verhaeghen, & Sliwinski, 2011; Whitson, Karayanidis, & Michie, 2012). One 
possible reason for this was suggested by Mayr (2001). Theoretically, it is assumed that the 
relevant task set has to be selected only after a task switch. Smaller switch costs are, therefore, 
often interpreted as increased efficiency in task set selection in switch trials. The smaller 
switch costs in older adults could, however, also reflect that older adults have to rely on task 
selection not only in switch trials, but also in repetition trials. This assumption is supported by 
our finding that the age effect found in all other tasks in our test battery favored younger 
adults. 
To conclude, our study provides evidence that WM training targeting multiple 
functional categories is less efficient than WM training focusing on single processes only. 
Therefore, at least within only four weeks time, training should focus on specific functional 
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categories in order to enhance efficiency. The magnitude of training effects was not 
modulated by age; transfer was however very narrow for both age groups.   
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Tatool (Training and Testing Tool) was developed to assist researchers with 
programming training software, experiments, and questionnaires. Tatool is Java-based, and 
thus is a platform-independent and object-oriented framework. The architecture was designed 
to meet the requirements of experimental designs and provides a large number of predefined 
functions that are useful in psychological studies. Tatool comprises features crucial for 
training studies (e.g., configurable training schedules, adaptive training algorithms, and 
individual training statistics) and allows for running studies online via Java Web Start. The 
accompanying “Tatool Online” platform provides the possibility to manage studies and 
participants’ data easily with a Web-based interface. Tatool is published open source under 
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Various software packages for conducting behavioral experiments exist—for example, 
E-Prime (Schneider, Eschman, & Zuccolotto, 2002), Inquisit (Draine, 1989), and SuperLab 
(Haxby, Parasuraman, Lalonde, & Abboud, 1993). However, the majority of this experimental 
software is proprietary, and thus is often expensive and not extensible to the demands 
encountered in the wide range of computerbased psychological research. There are also a 
growing number of freely available or open-source experimental software packages (e.g., 
Psychophysics Toolbox for MATLAB, Brainard, 1997; PyEPL, Geller, Schleifer, Sederberg, 
Jacobs, & Kahana, 2007; Functional Measurement Experiment Builder Suite, Mairesse, 
Hofmans, & Theuns, 2008; TScope, Stevens, Lammertyn, Verbruggen, & Vandierendonck, 
2006; and PsyToolkit, Stoet, 2010), which are more cost-effective and often more flexible. 
However, most of these software packages generate platform-dependent code that is suitable 
solely for specific operating systems (e.g., Microsoft Windows or Mac OS). Moreover, some 
software packages can only be used for offline research in the lab. Tatool is an open-source 
programming framework based on Java, and hence is extensible and platform-independent. 
Tatool was developed specifically with a focus on facilitating cognitive training research, but 
it can be used for setting up experiments and questionnaires as well, both online and offline. 
With Tatool, one compiled version of the experimental tasks can be distributed online to all 
participants. This is particularly useful for cognitive training studies, in which it is often 
required that training sessions run self-administered from participants’ home computers with 
different operating systems. Moreover, Tatool provides multiple features that are crucial for 
conducting training studies (e.g., session schedulers, adaptive training algorithms, and a Web-
based interface to monitor participants’ commitment), which will be described in more detail 
below. 
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Tatool is published open source under the GNU Lesser General Public License. By 
editing the source code of Tatool, the software can be extended to virtually every need that 
may be encountered during the technical development of psychological tasks or studies. 
Because Tatool is open source, this also implies that fellow researchers can – and are invited 
to – contribute their own ideas to the Tatool main release in order to optimise the framework 
for different fields of research. The code of training or experimental tasks can be published 
under the GNU General Public License, so researchers can easily exchange tasks or code 
snippets without compromising their authorship of a specific task. 
Tatool is based on the programming language Java, which is an object-oriented 
language with a common syntax. Furthermore, a Java-based programming framework entails 
three key benefits. First, Java is a portable language. Therefore, Tatool applications can be 
written on one operating system (e.g., Windows) and run on every other operating system, 
such as Mac OSX or Linux, without the need to change the code. Hence, this tool is truly 
platform independent. Second, the Java Runtime Environment (JRE) necessary for executing 
Java applications can be downloaded for free and is easily installed. Tatool requires Java 
version 1.6 or later. To date, many applications in digital everyday life use Java technology, 
which means that most participants will probably have the JRE already installed. Third, the 
Java Web Start technology included in the JRE allows for the online distribution of the Tatool 
application client. With a few mouse clicks, the client is installed on a local computer. After 
installation, the application runs on the local computer and does not require an Internet 
connection anymore, avoiding typical issues of Internet testing (e.g., random noise produced 
by the Internet connection). Hence, it allows for running experiments or training studies 
online without sacrificing the advantages of an offline application (see also Schmiedek, 
Bauer, et al., 2010). Java Web Start can also be used to facilitate the distribution of software 
updates. When starting the local application, Java Web Start can optionally search for changes 
to the online code and update the local version accordingly. 
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The Tatool framework can be used with different levels of complexity, depending on 
the user’s programming skills. For experimenters or software developers with at least 
moderate prior knowledge of Java or object-oriented programming, the Tatool framework 
provides an extensive application programming interface (API). It comprises a large number 
of Java classes (in simplified terms, bundles of functions) and methods that are useful in the 
context of psychological studies in general, and in particular for computer-based training 
studies. The full API documentation, including a comprehensive list of Tatool’s classes and 
methods, is accessible online via www.tatool.ch/javadoc. Once programmed in Java, study 
components (e.g., instructions, questionnaires, and tasks) are arranged in module files written 
in XML (“Extensible Markup Language”), which is a text format that is readable by both 
humans and machines. XML documents follow a tree structure, consisting of a single root 
element that branches into one or more child elements. The grammar of the XML document is 
constrained by a specific set of rules, called the schema language. Tatool utilises the XML 
schema provided by the open-source Spring framework (www.springsource.org). Due to its 
easily comprehensible format, XML can be viewed as a translator between the experimenter 
and Tatool. In the module file, the parameters of an experiment, such as the display duration 
of stimuli or the number of trials, can be edited without having to change the Java code (see 
the How to Get Started section below). Therefore, it offers the opportunity for the properties 
of already-implemented tasks to be customised by researchers or students without or with 
only few programming skills. Module files can be opened and started with the Tatool 
application client from online and from local sources. 
The Tatool application client comes with a ready-to-use graphical user interface and is 
multilingual (currently available in English and German) and capable of multiuser 
management (i.e., several individuals can use the same Tatool installation by creating 
different users). Custom information, such as user statistics, can be displayed in the main 
window, facilitating the individualization of the client application (Figure 1). The display 
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during module execution (e.g., an experimental task) is organised in three regions (north, 
center, and south, according to the Java BorderLayout) and provides two modular panels that 
can be displayed in these regions, the “status panel” (top or “north” panel in Figure 2) and the 
“action panel” (bottom or “south” panel in Figure 2). The status panel can display information 
on the current level of difficulty, the number of trials already completed, feedback on the 
correctness of the last trial, and a visual timer display. The action panel enables the user to 
interact with Tatool, for example through keypresses, mouse clicks on buttons, or text input 
fields. The panels can be set to be visible or hidden, for example to give feedback during 
practice trials, but not during test trials. The module execution display can either run in 
windowed or full-screen mode. 
 
 
Figure 1. Main window of the Tatool application client. 
 
Data produced during the execution of a module are stored in a local database coming 
with Tatool, from which they can be exported as comma-separated value (CSV) files. These 
files are composed of one row per trial and several columns for the variables of interest, 
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which can be virtually any stimulus properties or (measurable) variables. The CSV file can be 
opened with a spreadsheet program such as Microsoft Excel, in which data can be aggregated 
with a few mouse clicks via pivot tables. The CSV file can also be viewed with any text 
processor or imported into statistic programs such as SPSS. To facilitate data aggregation, the 
column headers in the CSV file are named according to definitions made in the XML module 
file and are, therefore, meaningful to the experimenter. 
 
 
Figure 2. Display during the execution of a module. 
 
Data can be exported either locally, on the client computer, or online, to an FTP server 
or a Web server running Tatool Online, which allows for managing studies via a Web 
interface. This component can be installed on any Web server that supports PHP and MySQL. 
An example installation can be viewed at www.tatool.ch. Experimenters can create studies, 
add groups, and assign participants to these groups. Different experimenter profile settings 
would facilitate complex study designs, such as double-blinding (i.e., when one or more 
experimenters must not be informed about the identity and group membership of participants). 
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Furthermore, Tatool Online provides helpful features for studies that require participants to do 
the experimental tasks at home, as is the case in a growing number of training studies. The 
data can be uploaded automatically, reducing data loss due to possible technical problems. 
Importantly, data are also stored locally in an embedded database (HSQLDB). Hence, in the 
case of technical problems (e.g., a loss of Internet connection), data can be uploaded later or 
exported locally. Tatool Online processes uploaded data in real time and lists all participants 
and their sessions, including the date and time of the last upload, session duration, and custom 
information (e.g., performance and reaction time). This enables experimenters to gain a quick 
overview of the participants’ commitment and to intervene if necessary. Moreover, Tatool 
Online allows for monitoring the overall progress of a study by providing basic descriptive 
statistics and simple graphs on the aggregated level, such as performance means and 
minimum and maximum values. The experimenter can either access the data via Tatool 
Online or download it from the FTP server hosting the Tatool Online installation. 
4.2 Architecture 
Tatool’s architecture matches the design of typical psychological experiments. The 
core concept of Tatool’s architecture is the module, which represents the experiment or study 
(e.g., a cognitive training regimen, an experimental design, or a series of questionnaires). A 
module comprises multiple elements that can be of a number of types: list elements, 
compound elements, or executable elements. The list and compound elements serve to group 
executable elements, and can be nested within each other. List elements set the order in which 
elements listed in it are executed. Compound elements contain a primary and a secondary 
element and can be used as a basis for the implementation of dual tasks (e.g., a Brown–
Peterson task (Brown, 1958) or a complex span task (Daneman & Carpenter, 1980)). First, the 
primary element is executed (e.g., the display of a list of words to memorise). During the 
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following execution of the secondary element (e.g., a distraction task), the primary element is 
suspended until the secondary element is completed. Afterward, the primary element is 
executed again (e.g., the display of another list of words or of a prompt to recall the words 
memorised before). Only the third type of element, the executable element, can contain an 
executable. The executable is the implementation (i.e., the Java class) of the actual task that 
the participants have to do, such as the memorization and recall of a list of words, in the 
example above. Every executable element can only contain precisely one executable. 
Therefore, modules including more than one task will comprise several executable elements 
nested within list and/or compound elements. 
All three element types can (but do not have to) contain handlers, which are reusable 
functions that can act during different phases of the execution process and across different 
executables. For example, a handler triggered after the completion of a compound element 
could sum up the words recalled correctly in this task and compare the sum to the 
performance in another task. Figure 3a illustrates the hierarchy of a module that consists of an 
executable element nested within a list element. The module hierarchy is defined in an XML 
file. It can be opened with the Tatool application, which then saves the file’s contents in a 
local Java database (HyperSQL) used within Tatool. With every execution of a module, 
Tatool creates a session and saves the data produced during this session in the same database. 
Each execution of an executable can be recorded and stored as a trial within the given session. 
Figure 3b shows the different elements of a module as they are reflected in the data view (i.e., 
data output). 
 




Figure 3. Hierarchy of Tatool’s architecture. In the XML view (a), a module comprises multiple 
elements (list, compound, or executable elements), which can contain one or more handlers and one or 
more nested elements, such as executable elements. Only executable elements can contain executables. 
In the data view (b), each execution of a module corresponds to a session, and each execution of an 
executable corresponds to a trial. 
 
Tatool subdivides the runtime of a module into different phases (see Figure 4), thereby 
allowing elements (e.g., handlers or executables) to be triggered at given times during the 
execution. In simplified terms, there are three types of phases: before, during, or after the 
execution of the actual task. As soon as a module file is opened with the Tatool client 
application, the “execution_start” phase begins. After the user presses the “Start” button (cf. 
Figure 1), Tatool enters the “session_start” phase. The phase immediately before the 
execution of an executable is the “pre_process” phase. After the actual execution of an 
executable (“execute_executable”), each phase in the first half of the module is ended by a 
counterpart phase: immediately after the execution of an executable (“post_process”), when a 
session ends (“session_end”), and when the module itself is finished (“execution_end”). For 
example, as a module file is opened (“execution_start”), the display of an individual user 
statistic in the main window of the application could be refreshed. When the participant starts 
a session (“session_start”), it might be useful to reset the stimulus set and to save the start 
time of the session. The “pre_process” phase can be used for cleaning up the screen before the 
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next stimulus is shown by “execute_executable.” Afterward (“post_process”), a handler could 
count and save the number of correct answers. At the “session_end,” the session end time 
could be saved in order to calculate the overall duration of the session, and when the module 
is finished (“execution_end”), the main window could be refreshed again to display the 
updated user statistics. 
 
 
Figure 4. Phases during the run time of a module. 
 
4.3 Using Tatool 
So far, Tatool has been used for programming a wide range of tasks in the form of 
executables – for example, dual tasks (complex span or Brown–Peterson), visual matching 
tasks (e.g., face matching), task switching, visual search, a trivia quiz, and several 
questionnaires. Moreover, we implemented several handlers for different purposes, two 
examples of which we will present here. 
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4.3.1 Adaptive training algorithm 
Some of the tasks listed above were used as training tasks, which means that the 
difficulty of the respective task was automatically increased according to the participants’ 
individual performance, for example by increasing memory load in a dual task or reducing the 
display duration in switching and matching tasks. For this purpose, we applied variations of 
an adaptive training algorithm (Figure 5). The open-source release includes three adaptive 
training algorithms to choose from. The simplest one is the “default points and level handler.” 
If a participant’s performance is above a defined threshold (max-Threshold) after a specified 
number of trials (sampleSize), task difficulty is increased. If performance is below a certain 
threshold (minThreshold), task difficulty is decreased. The experimenter can set the number 
of trials and the thresholds for changing the difficulty in the module file via XML (see the 
How to Get Started section). The adaptive training algorithm is implemented as a handler, 
which acts across all phases during module execution and can be used by any executable. At 
the beginning of a session, it loads the level achieved in the last session. Before the task is 
executed (i.e., in the “pre_process” phase), it displays the current level of difficulty in the 
status panel (in the top of Figure 2). After execution of the executable, the algorithm 
calculates the participant’s performance and, depending on the number of trials completed, 
checks whether the level of task difficulty has to be increased or decreased. At the end of the 
session, the algorithm saves the level of difficulty, thereby allowing participants to start the 
next session on the same level. 
 




Figure 5. Algorithm handler that adjusts the level of task difficulty to individual changes in 
performance. Terms in italics are parameters that can be set in the module file. 
 
4.3.2 EEG trigger handler 
In another experiment, we recorded task-related brain activity with 
electroencephalography (EEG). To allow communication between the Tatool application that 
ran the cognitive test battery and the EEG recording device, we needed a parallel port 
interface. Therefore, we used the Java native interface, which utilises C code to interact with 
the parallel port and any hardware attached to it. In our case, Tatool sent signals to the pins of 
the parallel port that were, in turn, read by the EEG device that set the markers needed for the 
analysis of the EEG recordings. To be able to set markers at stimulus onset and when the 
participants responded to this stimulus, the handler acted during the execution of the 
executable (i.e., in the “execute_executable” phase). 
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4.4 How to get started 
Tatool can be used with different levels of complexity that come with different levels 
of flexibility. At the top level of complexity and flexibility, users can extend Tatool to meet 
virtually every possible requirement and can contribute these extensions to the Tatool main 
release. This requires a deep knowledge of Java, the use of subversion, and XML. Most 
prospective users will probably use Tatool to program specific experimental or training tasks 
and to set up studies, which requires basic knowledge of Java and XML. In this case, the level 
of complexity is moderate, but the level of flexibility is still very high, because the Tatool 
framework comprises predefined functions that meet many of the needs of computer-based 
experimental psychology. To program tasks with the Tatool framework, any Java integrated 
development environment (IDE) can be used – for example, the open-source Eclipse IDE 
(www.eclipse.org). In the Tatool documentation available at www.tatool.ch, we provide 
instructions on how to set up the development environment and step-by-step tutorials on how 
to program tasks within the Tatool framework and how to set up the XML module files to run 
a study. Tatool can be run with or without Tatool Online. Little knowledge of MySQL 
database queries is required to install Tatool Online on a Web server. 
At its lowest level of complexity and flexibility, users can easily modify the 
parameters of already-programmed experiments or training implementations (e.g., number of 
trials, display durations of the stimuli, or performance thresholds for adaptive training 
algorithms) within the module file, written in XML. In the following example, we show how 
to modify single parameters in a working experimental task that is included in the Tatool 
demo client available at www.tatool.ch/demo.htm. In this Stroop-like task (Stroop, 1935), the 
words GREEN and BLUE are randomly presented on the screen in the color green or blue, 
and the correct color has to be identified as quickly and accurately as possible by a keypress. 
To modify the experimental parameters of this task, the module file for the demo client has to 
Chapter 4 – Tatool: A Java-Based Open-Source Programming Framework for Psychological Studies    
 
130 
be downloaded from www.tatool.ch/download.htm. The text file, with a .xml extension, can 
be opened with any text editor. Next, the Tatool demo client (www.tatool.ch/demo.htm) has 
to be downloaded, following the instructions. Instead of (or in addition to) adding the module 
file from Tatool Online, the option “Module from local file” should be selected, in order to 
open the previously downloaded module file from its location on the hard drive. 
Table 1 gives an overview of the experimental parameters that can be modified in the 
example module file and their possible ranges. The parameters can easily be found within the 
module file by using the built-in search function of the text editor used (e.g., in Windows 
programs, pressing the keys CTRL+f). After changing the value of a parameter, the file has to 
be saved. Importantly, after saving the module file, it has to be reloaded in Tatool via the 
option “Module from local file,” so that the modifications will be applied. 
 
Table 1 
Modifiable Parameters of the Example Module File 
Experimental parameter Description Possible values 
defaultInterElementPauseDuration Duration in ms of a pause (i.e., a blank 




numIterations Defines the number of iterations of elements 
within a list (i.e., number of trials). 
any integer 
sampleSize Number of trials that are used to calculate the 
user’s accuracy for the adaptive training 
algorithm. 
any integer 
maxThreshold If the accuracy in a specified number of trials 
(sampleSize) is above this value, task 
difficulty will be increased. 
Integer between 0 and 
100 (inclusive) 
minThreshold If the accuracy in a specified number of trials 
(sampleSize) is below this value, task 
difficulty will be decreased. 
Integer between 0 and 
100 (inclusive) 
a
 Whole numbers. 
 
4.5 Limitations and future directions 
Tatool offers a multitude of features and high flexibility. Importantly, Tatool is a 
programming framework, and not a graphical experiment builder. Therefore, Tatool’s high 
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flexibility entails that developing tasks with Tatool is code-heavy, and prospective users thus 
will need basic knowledge of Java and XML. Several well-written tutorials on Java are 
available in the form of books or on the Web for free. On our webpage, we also offer step-by-
step tutorials for novices using the Tatool framework. An accompanying discussion board on 
our webpage allows users to exchange code snippets and experimental tasks and to get help 
from the community concerning programming issues. Once an application is programmed in 
Java, experimental parameters can easily be modified via module files written in XML. To 
further facilitate the modification of experimental parameters, in the near future we plan to 
implement a graphical user interface for setting up module files more quickly. 
The Tatool programming framework was developed mainly to facilitate cognitive 
training research, but it can be used for any computer-based experiment. For specific 
paradigms, however, specialised software packages may be more suitable. For example, the 
Functional Measurement Experiment Builder Suite (Mairesse, et al., 2008), for conducting 
experiments using the functional measurement paradigm, or WebExp (Keller, Subahshini, 
Mayo, & Corley, 2009), for conducting simple Web experiments, are both Java-based 
applications, and therefore are also platform independent, but they require a lot less prior 
programming knowledge. 
Another possible limitation of Tatool concerns timing. Generally, the timing 
implementation in Java does not offer the same accuracy offered by programming languages 
that generate native machine code or external timing hardware. The accuracy of timing in 
Tatool relies heavily on the timer precision provided by the underlying operating system. The 
nanoTime method, available since Java 1.5, uses the highest resolution clock available on the 
platform, and while its return value is in nanoseconds, the update resolution is typically only 
in microseconds. On modern hardware and operating systems, the Java methods can deliver 
accuracy and precision in the microsecond range. Java’s timing performance can be improved 
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by using the Java native interface, which calls functions provided by a low-level 
programming language such as C (cf. the implementation of the EEG trigger handler above). 
To date, Tatool is available in German and in English, but translations into other 
languages might be required. Tatool is internationalised following the coding practice of the 
i18n approach. This means that strings (e.g., names of buttons) are stored externally in 
separate resource files that can be translated with minor effort. 
4.6 Conclusion 
Tatool is a Java-based open-source programming framework that comprises a large 
library of functions useful for running psychological experiments. It is particularly useful for 
cognitive training studies and boasts multiple features, such as configurable training 
schedules, adaptive training algorithms, and an optional Web-based interface that supports 
monitoring of participants’ commitment. It has high portability, can be flexibly adapted to 
virtually every requirement, and is published open source, and hence is available for free. 
Future plans include extending the documentation and tutorials already available and 
developing a graphical interface to facilitate the creation and modification of module files. 
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5 General Discussion 
5.1 Summary 
The empirical part of this thesis reported two large-scale training studies. In Study 1 
(Distinct Transfer Effects of Training Different Facets of Working Memory Capacity), we 
examined the effectiveness of training interventions that target specific functional categories 
of WM capacity (i.e., each group of participants exclusively trained storage and processing, 
relational integration, or, respectively, supervision). The results suggested that training 
different aspects of WM capacity leads to distinct transfer effects. Storage and processing 
training yielded improvements in non-trained WM tasks, and supervision training induced 
enhanced performance in non-trained supervision tasks. Moreover, both groups showed 
superior transfer gains from pre- to post-test in reasoning tasks than the active control group. 
However, no such broad transfer effects occurred for the group training relational integration 
– instead, this group improved exclusively in a task measuring word-position binding in WM.  
Study 2 (Effects of Working Memory Training in Young and Old Adults) was designed 
to answer two questions. First, we examined whether a broader training intervention leads to 
even larger transfer effects. Therefore, the training regimen in this study targeted not only 
one, but all three functional categories of WM capacity simultaneously. Second, we 
investigated the effects of WM training in an age-comparative setting with younger and older 
adults. Fluid cognitive abilities such as WM and reasoning are known to decline with 
progressing age (Craik & Bialystok, 2006; Kramer & Willis, 2002; Park, et al., 2002); 
therefore, an effective cognitive training intervention would be particularly useful for older 
adults. We found large training effects in two of the three tasks trained (i.e., in the storage and 
processing task and in the relational integration task), and these gains were not modulated by 
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age when we controlled for the initial level of performance. Hence, this study adds evidence 
that the ability to improve in WM tasks does not decline with progressing age. In contrast to 
our initial hypothesis, the training regimen used in this study yielded only very few and 
narrow transfer effects. As a consequence, an important implication of these results is that 
future training interventions (at least of this intensity, i.e., 20 sessions) should rather focus on 
one specific functional category. 
The third part of this thesis introduced the programming framework Tatool (Tatool: A 
Java-Based Open-Source Programming Framework for Psychological Studies). Its 
architecture and features were developed to facilitate the programming of training software, 
experiments, and questionnaires. Moreover, Tatool’s modular design allows for easily 
exchanging training tasks and even complete training regimens between different research 
groups, facilitating collaboration and replication attempts. The programming framework 
Tatool was published open-source and is thus available for free. Hopefully, this stimulates and 
advances cognitive training research.  
5.2 Future Directions 
Returning to the central question of this thesis – i.e., whether WM training can 
improve cognitive performance beyond practice effects – the answer has to be yes, but only 
when specific functional categories were trained. The two studies reported here showed 
evidence that a training regimen targeting storage and processing or, to a lesser extent, 
supervision, is most promising to evoke substantial training effects. Future studies are now 
required to narrow down the specific functional mechanisms that underlie the improvements 
in cognitive performance induced by storage and processing training. For this purpose, we 
plan to conduct a novel large-scale training study in which participants have to intensively 
train storage and processing, and training and transfer effects are evaluated based on a 
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functional model of WM, the three-embedded-components model (Oberauer, 2009; Oberauer 
& Hein, 2012). This model differentiates three functional levels of WM: the activated part of 
long-term memory, the region of direct access, and a single-element focus of attention. The 
activated part of long-term memory comprises all representations that are associated with the 
current task. A sub group of four elements (or chunks) of these representations is available in 
the region of direct access (cf. the focus of attention in Cowan's model, Cowan, 1995), where 
these items are interlinked via bindings. The focus of attention in this model can only hold a 
single item at a time, and it shifts from one item to the next alongside these bindings. Using 
tasks for pre- and post-test assessment for each of these three functional levels of WM, as well 
as tasks to measure reasoning, helps to investigate which functional level mediates the 
positive effects of WM training observed. In a second step, a new training regimen can be 
designed that targets precisely that functional level, and therefore maximises possible transfer 
effects to reasoning.  
Furthermore, it is important to determine the factors contributing to the success or 
failure of an intervention. Recent studies examined the role of individual differences, such as 
initial ability level (Karbach & Spengler, 2012), motivation during training (Brose, 
Schmiedek, Lövden, Molenaar, & Lindenberger, 2010), and genetic predispositions (Brehmer 
et al., 2009; Colzato, van Muijden, Band, & Hommel, 2011), but research regarding the 
optimal training conditions (e.g., training schedules, number and length of training sessions) 
is still scarce. For example, although it is often assumed that the stepwise adjustment of task 
difficulty based on individual performance is a key factor for the effectiveness of training 
regimens (e.g., Klingberg, 2010), there is only one study so far that systematically examined 
this matter (Metzler-Baddeley & Baddeley, 2009). However, this study focused on learning of 
knowledge (vocabulary), which might differ from enhancing fluid cognitive abilities. In fact, 
there are several examples for successful training interventions that did not involve an 
adaptive component (e.g., Li, et al., 2008; Schmiedek, Lövden, et al., 2010). In an ongoing 
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project, we therefore compare the effectiveness of an adaptive procedure with a condition 
where task difficulty is varied in a random manner.  
5.3 Concluding Remarks 
The empirical studies presented in this thesis contribute evidence that WM training 
can have an impact on fluid cognitive abilities such as working memory and reasoning that 
were believed to be constant traits. Future studies have to identify the mechanisms underlying 
the success of certain interventions compared to less successful ones, and the specific 
circumstances under which this success can be maximised. We hope that our studies stimulate 
theory-informed and methodologically well-founded studies, and that the programming 
framework Tatool supports the scientific community in conducting such studies.  
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