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Chapter 1
DESCENTMETHODS FORNONNEGATIVE
MATRIX FACTORIZATION
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Av. Georges Lemaˆıtre 4, B-1348 Louvain-la-Neuve, Belgium.
Tel : +32(10) 47 22 64 Fax : +32(10) 47 21 80
{ngoc.ho, paul.vandooren, vincent.blondel}@uclouvain.be
Abstract In this paper, we present several descent methods that can be applied
to nonnegative matrix factorization and we analyze a recently devel-
opped fast block coordinate method called Rank-one Residue Iteration
(RRI). We also give a comparison of these different methods and show
that the new block coordinate method has better properties in terms
of approximation error and complexity. By interpreting this method as
a rank-one approximation of the residue matrix, we prove that it con-
verges and also extend it to the nonnegative tensor factorization and
introduce some variants of the method by imposing some additional
controllable constraints such as: sparsity, discreteness and smoothness.
Keywords: Algorithm, Nonnegative matrix, Factorization
1. Introduction
Linear algebra has become a key tool in almost all modern techniques
for data analysis. Most of these techniques make use of linear subspaces
represented by eigenvectors of a particular matrix. In this paper, we
consider a set of n data points a1, a2, . . . , an, where each point is a real
vector of size m, ai ∈ Rm. We then approximate these data points by
linear combinations of r basis vectors ui ∈ Rm:
ai ≈
r∑
j=1
vijuj, vij ∈ R, uj ∈ Rm.
2This can be rewritten in matrix form as A ≈ UV T , where ai and ui are
respectively the columns of A and U and the vij
′s are the elements of V .
Optimal solutions of this approximation in terms of the Euclidean (or
Frobenius) norm can be obtained by the Singular Value Decomposition
(SVD) [13].
In many cases, data points are constrained to a subset of Rm. For
example, light intensities, concentrations of substances, absolute tem-
peratures are, by their nature, nonnegative (or even positive) and lie in
the nonnegative orthant Rm+ . The input matrix A then becomes elemen-
twise nonnegative and it is then natural to constrain the basis vectors vi
and the coefficients vij to be nonnegative as well. In order to satisfy this
constraint, we need to approximate the columns of A by the following
additive model:
ai ≈
r∑
j=1
vijuj , vij ∈ R+, uj ∈ Rm+ .
where the vij coefficients and uj vectors are nonnegative, vij ∈ R+, uj ∈
R
m
+ .
Many algorithms have been proposed to find such a representation,
which is referred to as a Nonnegative Matrix Factorization (NMF). The
earliest algorithms were introduced by Paatero [25, 26]. But the topic
became quite popular with the publication of the algorithm of Lee and
Seung in 1999 [20] where multiplicative rules were introduced to solve
the problem. This algorithm is very simple and elegant but it lacks
a complete convergence analysis. Other methods and variants can be
found in [23], [21], [17].
The quality of the approximation is often measured by a distance.
Two popular choices are the Euclidean (Frobenius) norm and the gen-
eralized Kullback-Leibler divergence. In this paper, we focus on the
Euclidean distance and we investigate descent methods for this mea-
sure. One characteristic of descent methods is their monotonic decrease
until they reach a stationary point. This point maybe located in the in-
terior of the nonnegative orthant or on its boundary. In the second case,
the constraints become active and may prohibit any further decrease of
the distance measure. This is a key issue to be analyzed for any descent
method.
In this paper, Rm+ denotes the set of nonnegative real vectors (elemen-
twise) and [v]+ the projection of the vector v on R
m
+ . We use v ≥ 0 and
A ≥ 0 to denote nonnegative vectors and matrices and v > 0 and A > 0
to denote positive vectors and matrices. A ◦ B and [A]
[B]
are respectively
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the Hadamard (elementwise) product and quotient. A:i and Ai: are the
ith column and ith row of A.
This paper is an extension of the internal report [15], where we pro-
posed to decouple the problem based on rank one approximations to
create a new algorithm called Rank-one Residue Iteration (RRI). Dur-
ing the revision of this report, we were informed that essentially the
same algorithm was independently proposed and published in [8] un-
der the name Hierarchical Alternative Least Squares (HALS). But the
present paper gives several additional results wherein the major contri-
butions are the convergence proof of the method and its extensions to
many pratical situations and constraints. The paper also compares a
selection of some recent descent methods from the literature and aims
at providing a survey of such methods for nonnegative matrix factor-
izations. For that reason, we try to be self-contained and hence recall
some well-known results. We also provide short proofs when useful for
a better understanding of the rest of the paper.
We first give a short introduction of low rank approximations, both
unconstrained and constrained. In Section 3 we discuss error bounds of
various approximations and in Section 4 we give a number of descent
methods for Nonnegative Matrix Factorizations. In Section 5 we de-
scribe the method based on successive rank one approximations. This
method is then also extended to approximate higher order tensor and to
take into account other constraints than nonnegativity. In Section 5.0
we discuss various regularization methods and in Section 6, we present
numerical experiments comparing the different methods. We end with
some concluding remarks.
2. Low-rank matrix approximation
Low-rank approximation is a special case of matrix nearness problem
[14]. When only a rank constraint is imposed, the optimal approximation
with respect to the Frobenius norm can be obtained from the Singular
Value Decomposition.
We first investigate the problem without the nonnegativity constraint
on the low-rank approximation. This is useful for understanding prop-
erties of the approximation when the nonnegativity constraints are im-
posed but inactive. We begin with the well-known Eckart-Young Theo-
rem.
4Theorem 2.1 (Eckart-Young). Let A ∈ Rm×n (m ≥ n) have the singu-
lar value decomposition
A = PΣQT , Σ =


σ1 0 . . . 0
0 σ2 . . . 0
...
...
. . .
...
0 0 . . . σn
...
...
...
0 0 . . . 0


where σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0 are the singular values of A and where
P ∈ Rm×m and Q ∈ Rn×n are orthogonal matrices. Then for 1 ≤ r ≤ n,
the matrix
Ar = PΣrQ
T , Σr =


σ1 0 . . . 0 . . . 0
0 σ2 . . . 0 . . . 0
...
...
. . .
...
...
0 0 . . . σr . . . 0
...
...
...
. . .
...
0 0 . . . 0 . . . 0


is a global minimizer of the problem
min
B∈Rm×n rank(B)≤r
1
2
‖A−B‖2F (1.1)
and its error is
1
2
‖A−B‖2F =
1
2
n∑
i=r+1
σ2i .
Moreover, if σr > σr+1 then Ar is the unique global minimizer.
The proof and other implications can be found for instance in [13].
The columns of P and Q are called singular vectors of A, in which
vectors corresponding to the largest singular values are referred to as
the dominant singular vectors.
Let us now look at the following modified problem
min
X∈Rm×r Y ∈Rn×r
1
2
‖A−XY T ‖2F , (1.2)
where the rank constraint is implicit in the product XY T since the
dimensions of X and Y guarantee that rank(XY T ) ≤ r. Conversely,
every matrix of rank less than r can be trivially rewritten as a product
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XY T , where X ∈ Rm×r and Y ∈ Rn×r. Therefore Problems (1.1) and
(1.2) are equivalent. But even when the product Ar = XY
T is unique,
the pairs (XRT , Y R−1) with R invertible, yield the same product XY T .
In order to avoid this, we can always choose X and Y such that
X = PD
1
2 and Y = QD
1
2 , (1.3)
where P TP = Ir×r, QTQ = Ir×r and D is r × r nonnegative diagonal
matrix. Doing this is equivalent to computing a compact SVD decom-
position of the product Ar = XY
T = PDQT .
As usual for optimization problems, we calculate the gradient with
respect to X and Y and set them equal to 0.
∇X = XY TY −AY = 0 ∇Y = Y XTX −ATX = 0. (1.4)
If we then premultiply AT with ∇X and A with ∇Y , we obtain
(ATA)Y = (ATX)Y TY (AAT )X = (AY )XTX. (1.5)
Replacing ATX = Y XTX and AY = XY TY into (1.5) yields
(ATA)Y = Y XTXY TY (AAT )X = XY TY XTX. (1.6)
Replacing (1.3) into (1.6) yields
(ATA)QD
1
2 = QDP TPDQTQD
1
2 and (AAT )PD
1
2 = PDQTQDP TPD
1
2 .
When D is invertible, this finally yields
(ATA)Q = QD2 and (AAT )P = PD2.
This shows that the columns of P and Q are singular vectors and
Dii
′s are nonzero singular values of A. Notice that if D is singular, one
can throw away the corresponding columns of P and Q and reduce it to
a smaller-rank approximation with the same properties. Without loss of
generality, we therefore can focus on approximations of Problem (1.2)
which are of exact rank r. We can summarize the above reasoning in
the following theorem.
Theorem 2.2. Let A ∈ Rm×n (m > n and rank(A) = t). If Ar (1 ≤
r ≤ t) is a rank r stationary point of Problem 1.2, then there exists two
orthogonal matrices P ∈ Rm×m and Q ∈ Rn×n such that:
A = P ΣˆQT and Ar = P ΣˆrQ
T
6where
Σˆ =


σˆ1 0 . . . 0
0 σˆ2 . . . 0
...
...
. . .
...
0 0 . . . σˆn
...
...
...
0 0 . . . 0


, Σˆr =


σˆ1 0 . . . 0 . . . 0
0 σˆ2 . . . 0 . . . 0
...
...
. . .
...
...
0 0 . . . σˆr . . . 0
...
...
...
. . .
...
0 0 . . . 0 . . . 0


and the σˆ′is are unsorted singular values of A. Moreover, the approxi-
mation error is:
1
2
‖A−Ar‖2F =
1
2
t∑
i=r+1
σˆ2i .
This result shows that, if the singular values are all different, there are
n!
r!(n−r)! possible stationary points Ar. When there are multiple singu-
lar values, there will be infinitely many stationary points Ar since there
are infinitely many singular subspaces. The next result will identify the
minima among all stationary points. Other stationary points are sad-
dle points whose every neighborhood contains both smaller and higher
points.
Theorem 2.3. The only minima of Problem 1.2 are given by Theorem
2.1 and are global minima. All other stationary points are saddle points.
Proof. Let us assume that Ar is a stationary point given by Theorem
2.2 but not by Theorem 2.1. Then there always exists a permutation of
the columns of P and Q, and of the diagonal elements of Σˆ and Σˆr such
that σˆr+1 > σˆr. We then construct two points in the ǫ-neighborhood of
Ar that yield an increase and a decrease, respectively, of the distance
measure. They are obtained by taking:
Σr(ǫ) =


σˆ1 + ǫ . . . 0 . . . 0
...
. . .
... . . .
...
0 . . . σˆr . . . 0
...
...
...
. . .
...
0 . . . 0 . . . 0

 , Ar(ǫ) = PΣr(ǫ)Q
T
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and
Σr(ǫ) =


σˆ1 . . . 0 0 . . . 0
...
. . .
...
... . . .
...
0 . . . σˆr ǫ
√
σˆr
... 0
0 . . . ǫ
√
σˆr ǫ
2 . . . 0
...
...
...
...
. . .
...
0 0 . . . 0 . . . 0


, Ar(ǫ) = PΣr(ǫ)Q
T .
Clearly Ar(ǫ) and Ar(ǫ) are of rank r. Evaluating the distance measure
yields
‖A−Ar(ǫ)‖2F = 2σˆrǫ2 + (σˆr+1 − ǫ2)2 +
t∑
i=r+2
σˆ2i
= ǫ2[ǫ2 − 2(σˆr+1 − σˆr)] +
t∑
i=r+1
σˆ2i
<
t∑
i=r+1
σˆ2i = ‖A−Ar‖2F
for all ǫ ∈ (0,
√
2(σˆr+1 − σˆr)) and
‖A−Ar(ǫ)‖2F = ǫ2 +
t∑
i=r+1
σˆ2i >
t∑
i=r+1
σˆ2i = ‖A−Ar‖2F
for all ǫ > 0. Hence, for an arbitrarily small positive ǫ, we obtain
‖A−Ar(ǫ)‖2F < ‖A−Ar‖2F < ‖A−Ar(ǫ)‖2F
which shows that Ar is a saddle point of the distance measure.
When we add a nonnegativity constraint in the next section, the re-
sults of this section will help to identify stationary points at which all
the nonnegativity constraints are inactive.
3. Nonnegativity constraint
In this section, we investigate the problem of Nonnegative Matrix
Factorization. This problem differs Problem 1.2 in the previous section
because of the additional nonnegativity constraints on the factors. We
first discuss the effects of adding such a constraint. By doing so, the
8problem is no longer easy because of the existence of local minima at
the boundary of the nonnegative orthant. Determining the lowest min-
imum among these minima is far from trivial. On the other hand, a
minimum that coincides with a minimum of the unconstrained problem
(i.e. Problem 1.2) may be easily reached by standard descent methods,
as we will see.
Problem 1 (Nonnegative matrix factorization - NMF). Given a m× n
nonnegative matrix A and an integer r < min(m,n), solve
min
U∈Rm×r+ V ∈Rn×r+
1
2
‖A− UV T ‖2F .
Where r is called the reduced rank. From now on, m and n will be
used to denote the size of the target matrix A and r is the reduced rank
of a factorization.
We rewrite the nonnegative matrix factorization as a standard non-
linear optimization problem:
min
−U≤0 −V≤0
1
2
‖A− UV T ‖2F .
The associated Lagrangian function is
L(U, V, µ, ν) =
1
2
‖A− UV T ‖2F − µ ◦ U − ν ◦ V,
where µ and ν are two matrices of the same size of U and V , respec-
tively, containing the Lagrange multipliers associated with the nonneg-
ativity constraints Uij ≥ 0 and Vij ≥ 0. Then the Karush-Kuhn-Tucker
conditions for the nonnegative matrix factorization problem say that if
(U, V ) is a local minimum, then there exist µij ≥ 0 and νij ≥ 0 such
that:
U ≥ 0 , V ≥ 0, (1.7)
∇LU = 0 , ∇LV = 0, (1.8)
µ ◦ U = 0 , ν ◦ V = 0. (1.9)
Developing (1.8) we have:
AV − UV TV − µ = 0, ATU − V UTU − ν = 0
or
µ = −(UV TV −AV ), ν = −(V UTU −ATU).
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Combining this with µij ≥ 0, νij ≥ 0 and (1.9) gives the following
conditions:
U ≥ 0 , V ≥ 0, (1.10)
∇FU = UV TV −AV ≥ 0 , ∇FV = V UTU −ATU ≥ 0,(1.11)
U ◦ (UV TV −AV ) = 0 , V ◦ (V UTU −ATU) = 0, (1.12)
where the corresponding Lagrange multipliers for U and V are also the
gradient of F with respect to U and V . Since the Euclidean distance is
not convex with respect to both variables U and V at the same time,
these conditions are only necessary. This is implied because of the ex-
istence of saddle points and maxima. We then call all the points that
satisfy the above conditions, the stationary points.
Definition 1 (NMF stationary point). We call (U, V ) a stationary point
of the NMF Problem if and only if U and V satisfy the KKT conditions
(1.10), (1.11) and (1.12).
Alternatively, a stationary point (U, V ) of the NMF problem can also
be defined by using the following necessary condition (see for example
[4]) on the convex sets Rm×r+ and R
n×r
+ , that is〈( ∇FU
∇FV
)
,
(
X − U
Y − V
)〉
≥ 0, ∀ X ∈ Rm×r+ , Y ∈ Rn×r+ , (1.13)
which can be shown to be equivalent to the KKT conditions (1.10), (1.11)
and (1.12). Indeed, it is trivial that the KKT conditions imply (1.13).
And by carefully choosing different values of X and Y from (1.13), one
can easily prove that the KKT conditions hold.
There are two values of reduced rank r for which we can trivially
identify the global solution which are r = 1 and r = min(m,n). For
r = 1, a pair of dominant singular vectors are a global minimizer. And
for r = min(m,n), (U = A,V = I) is a global minimizer. Since most
of existing methods for the nonnegative matrix factorization are descent
algorithms, we should pay attention to all local minimizers. For the
rank-one case, they can easily be characterized.
Rank one case
The rank-one NMF problem of a nonnegative matrix A can be rewrit-
ten as
min
u∈Rm+ v∈Rn+
1
2
‖A− uvT ‖2F (1.14)
and a complete analysis can be carried out. It is well known that any pair
of nonnegative Perron vectors of AAT and ATA yields a global minimizer
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of this problem, but we can also show that the only stationary points
of (1.14) are given by such vectors. The following theorem excludes the
case where u = 0 and/or v = 0.
Theorem 3.1. The pair (u, v) is a local minimizer of (1.14) if and only
if u and v are nonnegative eigenvectors of AAT and ATA respectively of
the eigenvalue σ = ‖u‖22‖v‖22.
Proof. The if part easily follows from Theorem 2.2. For the only if part
we proceed as follows. Without loss of generality, we can permute the
rows and columns of A such that the corresponding vectors u and v
are partitioned as (u+ 0)
T and (v+ 0)
T respectively, where u+, v+ > 0.
Partition the corresponding matrix A conformably as follows
A =
(
A11 A12
A21 A22
)
,
then from (1.11) we have(
u+v
T
+ 0
0 0
)(
v+
0
)
−
(
A11 A12
A21 A22
)(
v+
0
)
≥ 0
and (
v+u
T
+ 0
0 0
)(
u+
0
)
−
(
AT11 A
T
21
AT12 A
T
22
)(
u+
0
)
≥ 0
implying that A21v+ ≤ 0 and AT12u+ ≤ 0. Since A21 , A12 ≥ 0 and
u+, v+ > 0, we can conclude that A12 = 0 and A21 = 0. Then from
(1.12) we have:
u+ ◦ (‖v+‖22u+ −A11v+) = 0 and v+ ◦ (‖u+‖22v+ −A+11u+) = 0.
Since u+, v+ > 0, we have:
‖v+‖22u+ = A11v+ and ‖u+‖22v+ = AT11u+
or
‖u+‖22‖v+‖22u+ = A11AT11u+ and ‖u+‖22‖v+‖22v+ = AT11A11v+.
Setting σ = ‖u+‖22‖v+‖22 and using the block diagonal structure of A
yields the desired result.
Theorem 3.1 guarantees that all stationary points of the rank-one
case are nonnegative singular vectors of a submatrix of A. These results
imply that a global minimizer of the rank-one NMF can be calculated
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correctly based on the largest singular value and corresponding singular
vectors of the matrix A.
For ranks other than 1 and min(m,n), there are no longer trivial
stationary points. In the next section, we try to derive some simple
characteristics of the local minima of the nonnegative matrix factoriza-
tion.
The KKT conditions (1.12) help to characterize the stationary points
of the NMF problem. Summing up all the elements of one of the condi-
tions (1.12), we get:
0 =
∑
ij
(
U ◦ (UV TV −AV ))
ij
=
〈
U,UV TV −AV 〉
=
〈
UV T , UV T −A〉 . (1.15)
From that, we have some simple characteristics of the NMF solutions:
Theorem 3.2. Let (U, V ) be a stationary point of the NMF problem,
then UV T ∈ B (A2 , 12‖A‖F ), the ball centered at A2 and with radius =
1
2‖A‖F .
Proof. From (1.15) it immediately follows that〈
A
2
− UV T , A
2
− UV T
〉
=
〈
A
2
,
A
2
〉
which implies
UV T ∈ B
(
A
2
,
1
2
‖A‖F
)
.
Theorem 3.3. Let (U, V ) be a stationary of the NMF problem, then
1
2
‖A− UV T ‖2F =
1
2
(‖A‖2F − ‖UV T ‖2F ).
Proof. From (1.15), we have
〈
UV T , A
〉
=
〈
UV T , UV T
〉
. Therefore,
1
2
〈
A− UV T , A− UV T 〉 = 1
2
(‖A‖2F − 2
〈
UV T , A
〉
+ ‖UV T ‖2F )
=
1
2
(‖A‖2F − ‖UV T ‖2F ).
Theorem 3.3 also suggests that at a stationary point (U, V ) of the
NMF problem, we should have ‖A‖2F ≥ ‖UV T ‖2F . This norm inequality
12
can be also found in [7] for less general cases where we have ∇FU = 0
and ∇FV = 0 at a stationary point. For this particular class of NMF
stationary point, all the nonnegativity constraints on U and V are in-
active. And all such stationary points are also stationary points of the
unconstrained problem, characterized by Theorem 2.2.
We have seen in Theorem 2.2 that, for the unconstrained least-square
problem the only stable stationary points are in fact global minima.
Therefore, if the stationary points of the constrained problem are inside
the nonnegative orthant (i.e. all constraints are inactive), we can then
probably reach the global minimum of the NMF problem. This can be
expected because the constraints may no longer prohibit the descent of
the update.
Let Ar be the optimal rank-r approximation of a nonnegative matrix
A, which we obtain from the singular value decomposition, as indicated
in Theorem 2.2. Then we can easily construct its nonnegative part [Ar]+,
which is obtained from Ar by just setting all its negative elements equal
to zero. This is in fact the closest matrix in the cone of nonnegative
matrices to the matrix Ar, in the Frobenius norm (in that sense, it is
its projection on that cone). We now derive some bounds for the error
‖A− [Ar]+‖F .
Theorem 3.4. Let Ar be the best rank r approximation of a nonnegative
matrix A, and let [Ar]+ be its nonnegative part, then
‖A− [Ar]+‖F ≤ ‖A−Ar‖F .
Proof. This follows easily from the convexity of the cone of nonnegative
matrices. Since both A and [Ar]+ are nonnegative and since [Ar]+ is the
closest matrix in that cone to Ar we immediately obtain the inequality
‖A−Ar‖2F ≥ ‖A− [Ar]+‖2F + ‖Ar − [Ar]+‖2F ≥ ‖A− [Ar]+‖2F
from which the result readily follows.
The approximation [Ar]+ has the merit of requiring as much storage as
a rank r approximation, even though its rank is larger than r whenever
Ar 6= [Ar]+. We will look at the quality of this approximation in Section
6. If we now compare this bound with the nonnegative approximations
then we obtain the following inequalities. Let U∗V T∗ be an optimal non-
negative rank r approximation of A and let UV T be any stationary point
of the KKT conditions for a nonnegative rank r approximation, then we
have :
‖A− [Ar]+|2F ≤ ‖A−Ar‖2F =
n∑
i=r+1
σ2i ≤ ‖A−U∗V T∗ ‖2F ≤ ‖A−UV T ‖2F .
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For more implications of the NMF problem, see [16].
4. Existing descent algorithms
We focus on descent algorithms that guarantee a non increasing up-
date at each iteration. Based on the search space, we have two categories:
Full-space search and (Block) Coordinate search.
Algorithms in the former category try to find updates for both U and
V at the same time. This requires a search for a descent direction in the
(m + n)r-dimensional space. Note also that the NMF problem in this
full space is not convex but the optimality conditions may be easier to
achieve.
Algorithms in the latter category, on the other hand, find updates
for each (block) coordinate in order to guarantee the descent of the
objective function. Usually, search subspaces are chosen to make the
objective function convex so that efficient methods can be applied. Such
a simplification might lead to the loss of some convergence properties.
Most of the algorithms use the following column partitioning:
1
2
‖A− UV T ‖2F =
1
2
n∑
i=1
‖A:,i − U(Vi,:)T ‖22, (1.16)
which shows that one can minimize with respect to each of the rows
of V independently. The problem thus decouples into smaller convex
problems. This leads to the solution of quadratic problems of the form
min
v≥0
1
2
‖a− Uv‖22. (1.17)
Updates for the rows of V are then alternated with updates for the rows
of U in a similar manner by transposing A and UV T .
Independent on the search space, most of algorithms use the Projected
Gradient scheme for which three basic steps are carried out in each
iteration:
Calculating the gradient ∇F (xk),
Choosing the step size αk,
Projecting the update on the nonnegative orthant
xk+1 = [xk − αk∇F (xk)]+,
where xk is the variable in the selected search space. The last two steps
can be merged in one iterative process and must guarantee a sufficient
decrease of the objective function as well as the nonnegativity of the new
point.
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Multiplicative rules (Mult)
Multiplicative rules were introduced in [20]. The algorithm applies
a block coordinate type search and uses the above column partition to
formulate the updates. A special feature of this method is that the step
size is calculated for each element of the vector. For the elementary
problem (1.17) it is given by
vk+1 = vk − αk ◦ ∇F (vk+1) = vk ◦
[
UTa
]
[UTUvk]
where [αk]i =
vi
[UTUv]i
. Applying this to all rows of V and U gives the
updating rule of Algorithm 1 to compute
(U∗, V ∗) = argmin
U≥0 V≥0
‖A− UV T ‖2F .
Algorithm 1 (Mult)
1: Initialize U0, V 0 and k = 0
2: repeat
3: Uk+1 = Uk ◦ [AV
k]
[Uk(V k)T (V k)]
4: V k+1 = V k ◦ [A
TUk+1]
[V k(Uk+1)T (Uk+1)]
5: k = k + 1
6: until Stopping condition
These updates guarantee automatically the nonnegativity of the fac-
tors but may fail to give a sufficient decrease of the objective function.
It may also get stuck in a non-stationary point and hence suffer from a
poor convergence. Variants can be found in [21, 24].
Line search using Armijo criterion (Line)
In order to ensure a sufficient descent, the following projected gradient
scheme with Armijo criterion [23, 22] can be applied to minimize
x∗ = argmin
x
F (x).
Algorithm 2 needs two parameters σ and β that may affect its con-
vergence. It requires only the gradient information, and is applied in
[23] for two different strategies : for the whole space (U, V ) (Algorithm
FLine) and for U and V separately in an alternating fashion (Algorithm
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Algorithm 2 (Line)
1: Initialize x0, σ, β, α0 = 1 and k = 1
2: repeat
3: αk = αk−1
4: y = [xk − αk∇F (xk)]+
5: if F (y)− F (xk) > σ 〈∇F (xk), y − xk〉 then
6: repeat
7: αk = αk · β
8: y = [xk − αk∇F (xk)]+
9: until F (y)− F (xk) ≤ σ 〈∇F (xk), y − xk〉
10: else
11: repeat
12: lasty = y
13: αk = αk/β
14: y = [xk − αk∇F (xk)]+
15: until F (y)− F (xk) > σ 〈∇F (xk), y − xk〉
16: y = lasty
17: end if
18: xk+1 = y
19: k = k + 1
20: until Stopping condition
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CLine). With a good choice of parameters (σ = 0.01 and β = 0.1) and
a good strategy of alternating between variables, it was reported in [23]
to be the faster than the multiplicative rules.
Projected gradient with first-order approximation
(FO)
In order to find the solution to
x∗ = argmin
x
F (x)
we can also approximate at each iteration the function F (X) using:
F˜ (x) = F (xk) +
〈
∇xF (xk), x− xk
〉
+
L
2
‖xk − x‖22,
where L is a Lipshitz constant satisfying F (x) ≤ F˜ (x), ∀x. Because of
this inequality, the solution of the following problem
xk+1 = argmin
x≥0
F˜ (x)
also is a point of descent for the function F (x) since
F (xk+1) ≤ F˜ (xk+1) ≤ F˜ (xk) = F (xk).
Since the constant L is not known a priori, an inner loop is needed.
Algorithm 3 presents an iterative way to carry out this scheme. As
in the previous algorithm this also requires only the gradient informa-
tion and can therefore can be applied to two different strategies: to the
whole space (U, V ) (Algorithm FFO) and to U and V separately in an
alternating fashion (Algorithm CFO).
A main difference with the previous algorithm is its stopping criterion
for the inner loop. This algorithm requires also a parameter β for which
the practical choice is 2.
Alternative least squares methods
The first algorithm proposed for solving the nonnegative matrix fac-
torization was the alternative least squares method [25]. It is known
that, fixing either U or V , the problem becomes a least squares problem
with nonnegativity constraint.
Since the least squares problems in Algorithm 4 can be perfectly de-
coupled into smaller problems corresponding to the columns or rows of
A, we can directly apply methods for the Nonnegative Least Square
problem to each of the small problem. Methods that can be applied are
[19], [6], etc.
Descent methods for Nonnegative Matrix Factorization 17
Algorithm 3 (FO)
1: Initialize x0, L0 and k = 0
2: repeat
3: y = [xk − 1
Lk
∇F (xk)]+
4: while F (y)− F (xk) > 〈∇F (xk), y − xk〉+ Lk2 ‖y − xk‖22 do
5: Lk = Lk/β
6: Y = [xk − 1
Lk
∇F (xk)]+
7: end while
8: xk+1 = y
9: Lk+1 = Lk · β
10: k = k + 1
11: until Stopping condition
Algorithm 4 Alternative Least Square (ALS)
1: Initialize U and V
2: repeat
3: Solve: minV≥0 12‖A− UV T ‖2F
4: Solve: minU≥0 12‖AT − V UT ‖2F
5: until Stopping condition
Implementation
The most time-consuming job is the test for the sufficient decrease,
which is also the stopping condition for the inner loop. As mentioned
at the beginning of the section, the above methods can be carried out
using two different strategies: full space search or coordinate search. In
some cases, it is required to evaluate repeatedly the function F (U, V ).
We mention here how to do this efficiently with the coordinate search.
Full space search: The exact evaluation of F (x) = F (U, V ) =
‖A − UV T ‖2F need O(mnr) operations. When there is a correction
y = (U + ∆U, V +∆V ), we have to calculate F (y) which also requires
O(mnr) operations. Hence, it requires O(tmnr) operations to determine
a stepsize in t iterations of the inner loop.
Coordinate search: when V is fixed, the Euclidean distance is a
quadratic function on U :
F (U) = ‖A− UV T ‖2F = 〈A,A〉 − 2
〈
UV T , A
〉
+
〈
UV T , UV T
〉
= ‖A‖2F − 2 〈U,AV 〉+
〈
U,U(V TV )
〉
.
The most expensive step is the computation of AV , which requires
O(mnr) operations. But when V is fixed, AV can be calculated once
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at the beginning of the inner loop. The remaining computations are
〈U,AV 〉 and 〈U,U(V TV )〉, which requires O(nr) and O(nr2+nr) oper-
ations. Therefore, it requires O(tnr2) operations to determine a stepsize
in t iterations of the inner loop which is much less than O(tmnr) oper-
ations. This is due to the assumption r ≪ n. Similarly, when U fixed,
O(tmr2) operations are needed to determine a stepsize.
If we consider an iteration is a sweep, i.e. once all the variables are
updated, the following table summarizes the complexity of each sweep
of the described algorithms:
Algorithm Complexity per iteration
Mult O(mnr)
FLine O(tmnr)
CLine O(t1nr
2 + t2mr
2)
FFO O(tmnr)
CFO O(t1nr
2 + t2mr
2)
ALS O(2rmnr)∗
IALS O(mnr)
where t, t1 and t2 are the number of iterations of inner loops, which
can not be bounded in general. For algorithm ALS, the complexity is
reported for the case where the active set method [19] is used. Although
O(2rmnr) is a very high theorical upper bound that count all the possible
subsets of r variables of each subproblem, in practice, the active set
method needs much less iterations to converge. One might as well use
more efficient convex optimization tools to solve the subproblems instead
of the active set method.
Scaling and Stopping criterion
For descent methods, several stopping conditions are used in the lit-
erature. We now discuss some problems when implementing these con-
ditions for NMF.
The very first condition is the decrease of the objective function. The
algorithm should stop when it fails to make the objective function de-
crease with a certain amount :
F (Uk+1, V k+1)−F (Uk, V k) < ǫ or F (U
k+1, V k+1)− F (Uk, V k)
F (Uk, V k)
< ǫ.
This is not a good choice for all cases since the algorithm may stop at a
point very far from a stationary point. Time and iteration bounds can
also be imposed for very slowly converging algorithms. But here again
this may not be good for the optimality conditions. A better choice is
probably the norm of the projected gradient as suggested in [23]. For
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the NMF problem it is defined as follows :
[∇PX ]ij =
{
[∇X ]ij if Xij > 0
min(0, [∇X ]ij) if Xij = 0
where X stands for U or V . The proposed condition then becomes∥∥∥∥
( ∇P
Uk
∇P
V k
)∥∥∥∥
F
≤ ǫ
∥∥∥∥
( ∇U1
∇V 1
)∥∥∥∥
F
. (1.18)
We should also take into account the scaling invariance between U and
V . Putting U¯ = γU and V¯ = 1
γ
V does not change the approximation
UV T but the above projected gradient norm is affected:∥∥∥∥
( ∇P
U¯
∇P
V¯
)∥∥∥∥
2
F
= ‖∇P
U¯
‖2F + ‖∇PV¯ ‖2F =
1
γ2
‖∇PU‖2F + γ2‖∇PV ‖2F(1.19)
6=
∥∥∥∥
( ∇PU
∇PV
)∥∥∥∥
2
F
.
Two approximate factorizations UV T = U¯ V¯ T resulting in the same ap-
proximation should be considered equivalent in terms of precision. One
could choose γ2 := ‖∇PU‖F /‖∇PV ‖F , which minimizes (1.19) and forces
‖∇P
U¯
‖F = ‖∇PV¯ ‖F , but this may not be a good choice when only one of
the gradients ‖∇P
U¯
‖F and ‖∇PV¯ ‖F is nearly zero.
In fact, the gradient
( ∇U
∇V
)
is scale dependent in the NMF problem
and any stopping criterion that uses gradient information is affected by
this scaling. To limit that effect, we suggest the following scaling after
each iteration:
U˜k ← UkDk V˜k ← VkD−1k
where Dk is a positive diagonal matrix:
[Dk]ii =
√
‖V:i‖2
‖U:i‖2 .
This ensures that ‖U˜:i‖2F = ‖V˜:i‖2F and hopefully reduces also the differ-
ence between ‖∇P
U˜
‖2F and ‖∇PV˜ ‖2F . Moreover, it may help to avoid
The same scaling should be applied to the initial point as well (U1, V1)
when using (1.18) as the stopping condition.
5. Rank-one Residue Iteration
In the previous section, we have seen that it is very appealing to
decouple the problem into convex subproblems. But this may “converge”
to solutions that are far from the global minimizers of the problem.
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In this section, we analyze a different decoupling of the problem
based on rank one approximations. This also allows us to formulate
a very simple basic subproblem. This scheme has a major advantage
over other methods : the subproblems can be optimally solved in closed
form. Therefore it can be proved to have a strong convergence results
through its damped version and it can be extended to more general types
of factorizations such as for nonnegative tensors and to some practical
constraints such as sparsity and smoothness. Moreover, the experiments
in Section 6 suggest that this method outperforms the other ones in
most cases. During the completion of the revised version of this report,
we were informed that an independent report [8] had also proposed this
decoupling without any convergence investivation and extentions.
New partition of variables
Let the ui’s and vi’s be respectively the columns of U and V . Then
the NMF problem can be rewritten as follows :
Problem 2 (Nonnegative Matrix Factorization). Given a m × n non-
negative matrix A, solve
min
ui≥0 vi≥0
1
2
‖A−
r∑
i=1
uiv
T
i ‖2F .
Let us fix all the variables, except for a single vector vt and consider
the following least squares problem:
min
v≥0
1
2
‖Rt − utvT ‖2F , (1.20)
where Rt = A−
∑
i 6=t uiv
T
i . We have:
‖Rt − utvT ‖2F = trace
[
(Rt − utvT )T (Rt − utvT )
]
(1.21)
= ‖Rt‖2F − 2vTRTt ut + ‖ut‖22‖v‖22. (1.22)
From this formulation, one now derives the following lemma.
Lemma 5.1. If [RTt ut]+ 6= 0, then v∗ := [R
T
t ut]+
‖ut‖22
is the unique global
minimizer of (1.20) and the function value equals ‖Rt‖2F − ‖[R
T
t ut]+‖22
‖ut‖22
.
Proof. Let us permute the elements of the vectors x := RTt ut and v such
that
Px =
(
x1
x2
)
, Pv =
(
v1
v2
)
, with x1 ≥ 0, x2 < 0
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and P is the permutation matrix. Then
‖Rt − utvT ‖2F = ‖Rt‖2F − 2vT1 x1 − 2vT2 x2 + ‖ut‖22(vT1 v1 + vT2 v2).
Since x2 < 0 and v2 ≥ 0, it is obvious that ‖Rt − utvT ‖2F can only be
minimal if v2 = 0. Our assumption implies that x1 is nonempty and
x1 > 0. Moreover [R
T
t ut]+ 6= 0 and ut ≥ 0 imply ‖ut‖22 > 0, one can
then find the optimal v1 by minimizing the remaining quadratic function
‖Rt‖2F − 2vT1 x1 + ‖ut‖22vT1 v1
which yields the solution v1 =
x1
‖ut‖22
. Putting the two components to-
gether yields the result
v∗ =
[RTt ut]+
‖ut‖22
and ‖Rt − utvT∗ ‖2F = ‖Rt‖2F −
‖[RTt ut]+‖22
‖ut‖22
.
Algorithm 5 (RRI)
1: Initialize ui’s, vi’s, for i = 1 to r
2: repeat
3: for t = 1 to r do
4: Rt = A−
∑
i 6=t uiv
T
i
5:
6: if [RTt ut]+ 6= 0 then
7: vt ← [R
T
t ut]+
‖ut‖22
8: else
9: vt = 0
10: end if
11:
12: if [Rtvt]+ 6= 0 then
13: ut ← [Rtvt]+‖vt‖22
14: else
15: ut = 0
16: end if
17: end for
18: until Stopping condition
Remark 1: The above lemma has of course a dual form, where one
fixes vt but solves for the optimal u to minimize ‖Rt − uvTt ‖2F . This
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would yield the updating rules
vt ← [R
T
t ut]+
‖ut‖22
and ut ← [Rtvt]+‖vt‖22
(1.23)
which can be used to recursively update approximations
∑r
i=1 uiv
T
i by
modifying each rank-one matrix utv
T
t in a cyclic manner. This problem
is different from the NMF, since the error matrices Rt = A−
∑
i 6=t uiv
T
i
are no longer nonnegative. We will therefore call this method the Rank-
one Residue Iteration (RRI), i.e. Algorithm 5. The same algorithm
was independently reported as Hierarchical Alternating Least Squares
(HALS) [8].
Remark 2: In case where [RTt ut]+ = 0, we have a trivial solution
for v = 0 that is not covered by Lemma 5.1. In addition, if ut = 0,
this solution is no longer unique. In fact, v can be arbitrarily taken
to construct a rank-deficient approximation. The effect of this on the
convergence of the algorithm will be discussed further in the next section.
Remark 3: Notice that the optimality of Lemma 5.1 implies that
‖A−UV T ‖ can not increase. And since A ≥ 0 fixed, UV T ≥ 0 must be
bounded. Therefore, its component uiv
t
i (i=1. . . r) must be bounded as
well. One can moreover scale the vector pairs (ui, vi) at each stage as
explained in Section 4.0 without affecting the local optimality of Lemma
5.1. It then follows that the rank one products uiv
T
i and their scaled
vectors remain bounded.
Convergence
In the previous section, we have established the partial updates for
each of the variable ui or vi. And for a NMF problem where the re-
duced rank is r, we have in total 2r vector variables (the ui’s and vi’s).
The described algorithm can be also considered as a projected gradient
method since the update (1.23) can be rewritten as:
ut ← [Rtvt]+‖vt‖22
=
[(A−∑i 6=t uivTi )vt]+
‖vt‖22
=
[(A−∑i uivTi + utvTt )vt]+
‖vt‖22
=
[(A−∑i uivTi )vt + utvTt vt]+
‖vt‖22
=
[
ut − 1‖vt‖22
∇ut
]
+
.
Similarly, the update for vi can be rewritten as
vt ←
[
vt − 1‖ut‖22
∇vt
]
+
.
Therefore, the new method follows the projected gradient scheme de-
scribed in the previous section. But it produces the optimal solution
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in closed form. For each update of a column vt (or ut), the proposed
algorithm requires just a matrix-vector multiplication RTt ut (or Rtvt),
wherein the residue matrix Rt = A−
∑
i 6=t uiv
T
i does not have to be cal-
culated explicitly. Indeed, by calculating RTt ut (or Rtvt) from A
Tut (or
Avt) and
∑
i 6=t vi(u
T
i ut) (or
∑
i 6=t ui(v
T
i vt)), the complexity is reduced
from O(mnr +mn) to only O (mn+ (m+ n)(r − 1)) which is majored
by O(mn). This implies that the complexity of each sweep through
the 2r variables u′ts and v′ts requires only O(mnr) operations, which is
equivalent to a sweep of the multiplicative rules and to an inner loop of
any gradient methods. This is very low since the evaluation of the whole
gradient requires already the same complexity.
Because at each step of the 2r basic steps of Algorithm 5, we compute
an optimal rank-one nonnegative correction to the corresponding error
matrix Rt the Frobenius norm of the error can not increase. This is a
reassuring property but it does not imply convergence of the algorithm.
Each vector ut or vt lies in a convex set Ut ⊂ Rm+ or Vt ⊂ Rn+.
Moreover, because of the possibility to include scaling we can set an
upper bound for ‖U‖ and ‖V ‖, in such a way that all the Ut and Vt
sets can be considered as closed convex. Then, we can use the following
Theorem 5.1, to prove a stronger convergence result for Algorithm 5.
Theorem 5.1. Every limit point generated by Algorithm 5 is a station-
ary point.
Proof. We notice that, if ut = 0 and vt = 0 at some stages of Algo-
rithm 5, they will remain zero and no longer take part in all subsequent
iterations. We can divide the execution of Algorithm 5 into two phases.
During the first phase, some of the pairs (ut, vt) become zero. Be-
cause there are only a finite number (2r) of such vectors, the number of
iterations in this phase is also finite. At the end of this phase, we can
rearrange and partition the matrices U and V such that
U = (U+ 0) and V = (V+ 0),
where U+ and V+ do not have any zero column. We temporarily remove
zero columns out of the approximation.
During the second phase, no column of U+ and V+ becomes zero,
which guarantees the updates for the columns of U+ and V+ are unique
and optimal. Moreover, 12‖A −
∑r
i=1 uiv
T
i ‖2F is continuously differen-
tiable over the set U1 × . . . × Ur × V1 × . . . × Vr, and the Ui’s and
Vi’s are closed convex. A direct application of Proposition 2.7.1 in [4]
proves that every stationary point (U∗+, V ∗+) is a stationary point. It is
then easy to prove that if there are zero columns removed at the end
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of the first phase, adding them back yields another stationary point:
U∗ = (U∗+ 0) and V ∗ = (V ∗+ 0) of the required dimension. However,
in this case, the rank of the approximation will then be lower than the
requested dimension r.
In Algorithm 5, variables are updated in this order: u1, v1, u2, v2, . . ..
We can alternate the variables in a different order as well, for example
u1, u2, . . ., ur v1, v2, . . ., vr, . . .. Whenever this is carried out in a
cyclic fashion, the Theorem 5.1 still holds and this does not increase the
complexity of each iteration of the algorithm.
As pointed above, stationary points given by Algorithm 5 may contain
useless zero components. To improve this, one could replace utv
T
t (≡ 0)
by any nonnegative rank-one approximation that reduces the norm of
the error matrix. For example, the substitution
ut = ei∗ vt = [R
T
t ut]+, (1.24)
where i∗ = argmaxi ‖[RTt ei]+‖22, reduces the error norm by ‖[RTt ei]+‖22 >
0 unless Rt ≤ 0. These substitutions can be done as soon as ut and vt
start to be zero. If we do these substitutions in only a finite number of
times before the algorithm starts to converge, Theorem 5.1 still holds.
In practice, only a few such substitutions in total are usually needed
by the algorithm to converge to a stationary point without any zero
component. Note that the matrix rank of the approximation might not
be r, even when all ut’s and vt’s (t = 1 . . . r) are nonzero.
A possibly better way to fix the problem due to zero components is
to use the following damped RRI algorithm in which we introduce new
2r dummy variables wi ∈ Ui and zi ∈ Vi, where i = 1...r. The new
problem to solve is:
Problem 3 (Damped Nonnegative Matrix Factorization).
min
ui≥0 vi≥0
wi≥0 zi≥0
1
2
‖A−
r∑
i=1
uiv
T
i ‖2F +
ψ
2
∑
i
‖ui − wi‖22 +
ψ
2
∑
i
‖vi − zi‖22,
where the damping factor ψ is a positive constant.
Again, the coordinate descent scheme is applied with the cyclic update
order: u1, w1, v1, z1, u2, w2, v2, z2, . . . to result in the following optimal
updates for ut, vt, wt and zt:
ut =
[Rtvt]+ + ψwt
‖vt‖22 + ψ
, wt = ut, vt =
[RTt ut]+ + ψzt
‖ut‖22 + ψ
and zt = vt (1.25)
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where t = 1 . . . r. The updates wt = ut and zt = vt can be integrated
in the updates of ut and vt to yield Algorithm 6. We have the following
results:
Theorem 5.2. Every limit point generated by Algorithm 6 is a station-
ary point of NMF problem 2.
Algorithm 6 (Damped RRI)
1: Initialize ui’s, vi’s, for i = 1 to r
2: repeat
3: for t = 1 to r do
4: Rt = A−
∑
i 6=t uiv
T
i
5: vt ← [R
T
t ut+ψvt]+
‖ut‖22+ψ
6: ut ← [Rtvt+ψut]+‖vt‖22+ψ
7: end for
8: until Stopping condition
Proof. Clearly the cost function in Problem 3 is continuously differen-
tiable over the set U1×. . .×Ur×U1×. . .×Ur ×V1×. . .×Vr×V1×. . .×Vr,
and the Ui’s and Vi’s are closed convex. The uniqueness of the global
minimum of the elementary problems and a direct application of Proposi-
tion 2.7.1 in [4] prove that every limit point of Algorithm 6 is a stationary
point of Problem 3.
Moreover, at a stationary point of Problem 3, we have ut = wt and
vt = zt, t = 1...r. The cost function in Problem 3 becomes the cost
function of the NMF problem 2. This implies that every stationary point
of Problem 3 yields a stationary point of the standard NMF problem
2.
This damped version not only helps to eliminate the problem of zero
components in the convergence analysis but may also help to avoid zero
columns in the approximation when ψ is carefully chosen. But it is not
an easy task. Small values of ψ provide an automatic treatment of zeros
while not changing much the updates of RRI. Larger values of ψ might
help to prevent the vectors ut and vt (t = 1 . . . r) from becoming zero too
soon. But too large values of ψ limit the updates to only small changes,
which will slow down the convergence.
In general, the rank of the approximation can still be lower than the
requested dimension. Patches may still be needed when a zero compo-
nent appears. Therefore, in our experiments, using the undamped RRI
algorithm 5 with the substitution (1.24) is still the best choice.
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Variants of the RRI method
We now extend the Rank-one Residue Iteration by using a factor-
ization of the type XDY T where D is diagonal and nonnegative and
the columns of the nonnegative matrices X and Y are normalized. The
NMF formulation then becomes
min
xi∈Xi yi∈Yi
di∈R+
1
2
‖A−
r∑
i=1
dixiy
T
i ‖2F ,
where Xi’s and Yi’s are sets of normed vectors.
The variants that we present here depend on the choice of Xi’s and
Yi’s. A generalized Rank-one Residue Iteration method for low-rank
approximation is given in Algorithm 7. This algorithm needs to solve a
sequence of elementary problems of the type:
max
s∈S
yT s (1.26)
where y ∈ Rn and S ⊂ Rn is a set of normed vectors. We first introduce
a permutation vector Iy = (i1 i2 . . . in) which reorders the elements of
y in non-increasing order : yik ≥ yik+1 , k = 1 . . . (n − 1). The function
p(y) returns the number of positive entries of y.
Algorithm 7 GRRI
1: Initialize xi’s, yi’s and di’s, for i = 1 to r
2: repeat
3: for i = 1 to r do
4: Ri = A−
∑
j 6=i djxjy
T
j
5: yi ← argmaxs∈Yi
(
xTi Ris
)
6: xi ← argmaxs∈Xi
(
yTi R
T
i c
)
7: di = x
T
i Riyi
8: end for
9: until Stopping condition
Let us first point out that for the set of normed nonnegative vectors
the solution of problem (1.26) is given by s∗ = y+‖y+‖2 . It then follows that
Algorithm 7 is essentially the same as Algorithm 5 since the solutions vi
and ui of each step of Algorithm 7, given by (1.23), correspond exactly
to those of problem (1.26) via the relations yi = ui/‖ui‖2, yi = vi/‖vi‖2
and di = ‖ui‖2‖vi‖2.
Below we list the sets for which the solution s∗ of (1.26) can be easily
computed.
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Set of normed vectors: s = y‖y‖2 . This is useful when one wants
to create factorizations where only one of the factor U or V is
nonnegative and the other is real matrix.
Set of normed nonnegative vectors: s = y+‖y+‖2 .
Set of normed bounded nonnegative vectors {s}: where 0 ≤ li ≤
si ≤ pi. The optimal solution of (1.26) is given by:
s = max
(
l, min
(
p,
y+
‖y+‖2
))
.
Set of normed binary vectors {s}: where s = b‖b‖ and b ∈ {0, 1}n.
The optimal solution of (1.26) is given by:
[s∗]it =
{ 1√
k∗
if t ≤ k∗
0 otherwise
where k∗ = argmax
k
∑k
t=1 yit√
k
.
Set of normed sparse nonnegative vectors: all normed nonnegative
vectors having at most K nonzero entries. The optimal solution
for (1.26) is given by norming the following vector p∗
[p∗]it =
{
yit if t ≤ min(p(y),K)
0 otherwise
Set of normed fixed-sparsity nonnegative vectors: all nonnegative
vectors s a fixed sparsity, where
sparsity(s) =
√
n− ‖s‖1/‖s‖2√
n− 1 .
The optimal solution for (1.26) is given by using the projection
scheme in [17].
One can also imagine other variants, for instance by combining the
above ones. Depending on how data need to be approximated, one can
create new algorithms provided it is relatively simple to solve problem
(1.26). There have been some particular ideas in the literatures such
as NMF with sparseness constraint [17], Semidiscrete Matrix Decom-
position [18] and Semi-Nonnegative Matrix Factorization [11] for which
variants of the above scheme can offer an alternative choice of algorithm.
Remark: Only the first three sets are the normed version of a closed
convex set, as required for the convergence by Theorem 5.1. Therefore
the algorithms might not converge to a stationary point with the other
sets. However, the algorithm always guarantees a non-increasing up-
date even in those cases and can therefore be expected to return a good
approximation.
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Nonnegative Tensor Factorization
If we refer to the problem of finding the nearest nonnegative vector
to a given vector a as the nonnegative approximation in one dimension,
the NMF is its generalization in two dimensions and naturally, it can
be extended to even higher-order tensor approximation problems. Al-
gorithms described in the previous section use the closed form solution
of the one dimensional problem to solve the two-dimensional problem.
We now generalize this to higher orders. Since in one dimension such an
approximation is easy to construct, we continue to use this approach to
build the solutions for higher order problems.
For a low-rank tensor, there are two popular kinds of factored tensors,
namely those of Tucker and Kruskal [2]. We only give an algorithm for
finding approximations of Kruskal type. It is easy to extend this to
tensors of Tucker type, but this is omitted here.
Given a d dimensional tensor T , we will derive an algorithm for ap-
proximating a nonnegative tensor by a rank-r nonnegative Kruskal ten-
sor S ∈ Rn1×n2×...×nd+ represented as a sum of r rank-one tensors:
S =
r∑
i=1
σiu1i ⋆ u2i ⋆ . . . ⋆ udi
where σi ∈ R+ is a scaling factor, uti ∈ Rnt+ is a normed vector (i.e.
‖uti‖2 = 1) and a ⋆ b stands for the outer product between two vectors
or tensors a and b.
The following update rules are the generalization of the matrix case
to the higher order tensor:
y = (. . . ((. . . (Rku1k) . . . u(t−1)k)u(t+1)k) . . .)udk (1.27)
σk = ‖[y]+‖2, utk = [y]+
σk
, (1.28)
where Rk = T −
∑
i 6=k σiu1i ⋆ u2i ⋆ . . . ⋆ udi is the residue tensor calcu-
lated without the kth component of S and Rkuij is the ordinary ten-
sor/vector product in the corresponding dimension.
We can then produce an algorithm which updates in a cyclic fashion
all vectors uji. This is in fact a direct extension to Algorithm 5, one can
carry out the same discussion about the convergence here to guarantee
that each limit point of this algorithm is a stationary point for the non-
negative tensor factorization problem and to improve the approximation
quality.
Again, as we have seen in the previous section, we can extend the
procedure to take into account different constraints on the vectors uij
such as discreteness, sparseness, etc.
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The approach proposed here is again different from that in [9] where
a similar cascade procedure for multilayer nonnegative matrix factor-
ization is used to compute a 3D tensor approximation. Clearly, the
approximation error will be higher than our proposed method, since the
cost function is minimized by taking into account all the dimensions.
Regularizations
The regularizations are common methods to cope with the ill-posedness
of inverse problems. Having known some additional information about
the solution, one may want to imposed a priori some constraints to al-
gorithms, such as: smoothness, sparsity, discreteness, etc. To add such
regularizations in to the RRI algorithms, it is possible to modify the
NMF cost function by adding some regularizing terms. We will list here
the update for ui’s and vi’s when some simple regularizations are added
to the original cost function. The proof of these updates are straight-
forward and hence omitted.
One-Norm ‖.‖1 regularization: the one-norm of the vector variable
can be added as a heuristic for finding a sparse solution. This is
an alternative to the fixed-sparsity variant presented above. The
regularized cost function with respect to the variable vt will be
1
2
‖Rt − utvT ‖2F + β‖v‖1, β > 0
where the optimal update is given by
v∗t =
[RTt ut − β1n×1]+
‖ut‖22
.
The constant β > 0 can be varied to control the trade-off between
the approximation error 12‖Rt − utvT ‖2F and ‖v‖1. From this up-
date, one can see that this works by zeroing out elements of RTt ut
which are smaller than β, hence reducing the number of nonzero
elements of v∗t .
Smoothness regularization ‖v − Bvˆt‖2F : where vˆt is the current
value of vt and the matrix B helps to calculate the average of the
neighboring elements at each element of v. When v is a 1D smooth
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function, B can be the following n× n matrix:
B =


0 1 . . . . . . 0
1
2 0
1
2 . . . 0
...
. . .
. . .
. . .
...
0 . . . 12 0
1
2
0 . . . 0 1 0

 . (1.29)
This matrix can be defined in a different way to take the true
topology of v into account, for instance v = vec(F ) where F is a
matrix. The regularized cost function with respect to the variable
vt will be
1
2
‖Rt − utvT ‖2F +
δ
2
‖v −Bvˆt‖2F , δ > 0
where the optimal update is given by
v∗t =
[RTt ut + δBvˆt]+
‖ut‖22 + δ
.
The constant δ ≥ 0 can be varied to control the trade-off between
the approximation error 12‖Rt − utvT ‖2F and the smoothness of vt
at the fixed point. From the update, one can see that this works
by searching for the optimal update v∗t with some preference for
the neighborhood of Bvˆi, i.e., a smoothed vector of the current
value vˆt.
The two above regularizations can be added independently to each of
the columns of U and/or V . The trade-off factor β (or δ) can be different
for each column. A combination of different regularizations on a column
(for instance vt) can also be used to solve the multi-criterion problem
1
2
‖Rt − utvT ‖2F +
γ
2
‖v‖22 +
δ
2
‖v −Bvˆt‖2F , β, γ, δ > 0
where the optimal update is given by
v∗t =
[RTt ut − β1n×1 + δBvˆt]+
‖ut‖22 + δ
.
The one-norm regularizations as well as the two-norm regularization
can be found in [1] and [3]. A major difference with that method is that
the norm constraints is added to the rows rather than on the columns
of V or U as done here. However, for the two versions of the one-norm
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regularization, the effects are somehow similar. While the two-norm
regularization on the columns of U and V are simply scaling effects,
which yield nothing in the RRI algorithm. We therefore only test the
smoothness regularization at the end of the chapter with some numerical
generated data.
For more extensions and variants, see [16].
6. Experiments
Here we present several experiments to compare the different descent
algorithms presented in this paper. For all the algorithms, the scaling
scheme proposed in section 4.0 was applied.
Random matrices
We generated 100 random nonnegative matrices of different sizes. We
used seven different algorithms to approximate each matrix:
the multiplicative rule (Mult),
alternative least squares using Matlab function lsqnonneg (ALS),
a full space search using line search and Armijo criterion (FLine),
a coordinate search alternating on U and V , and using line search
and Armijo criterion (CLine),
a full space search using first-order approximation (FFO),
a coordinate search alternating on U and V , and using first-order
approximation (CFO)
an iterative rank-one residue approximation (RRI).
For each matrix, the same starting point is used for every algorithm.
We create a starting point by randomly generating two matrices U and
V and then rescaling them to yield a first approximation of the original
matrix A as proposed in Section 4.0:
U = UD
√
α, V = V D−1
√
α,
where
α :=
〈
A,UV T
〉
〈UV T , UV T 〉 and Dij =
{ √
‖V:i‖2
‖U:i‖2 if i = j
0 otherwise
.
From (1.15), we see that when approaching a KKT stationary point
of the problem, the above scaling factor α→ 1. This implies that every
KKT stationary point of this problem is scale-invariant.
32
ǫ Mult ALS FLine CLine FFO CFO RRI
(m=30, n=20, r=2)
10−2 0.02(96) 0.40 0.04 0.02 0.02 0.01 0.01
10−3 0.08(74) 1.36 0.12 0.09 0.05 0.04 0.03
10−4 0.17(71) 2.81 0.24 0.17 0.11 0.08 0.05
10−5 0.36(64) 4.10 0.31 0.25 0.15 0.11 0.07
10−6 0.31(76) 4.74 0.40 0.29 0.19 0.15 0.09
(m=100, n=50, r=5)
10−2 45∗(0) 3.48 0.10 0.09 0.09 0.04 0.02
10−3 45∗(0) 24.30(96) 0.59 0.63 0.78 0.25 0.15
10−4 45∗(0) 45∗(0) 2.74 2.18 3.34 0.86 0.45
10−5 45∗(0) 45∗(0) 5.93 4.06 6.71 1.58 0.89
10−6 45∗(0) 45∗(0) 7.23 4.75 8.98 1.93 1.30
(m=100, n=50, r=10)
10−2 45∗(0) 11.61 0.28 0.27 0.18 0.11 0.05
10−3 45∗(0) 41.89(5) 1.90 2.11 1.50 0.74 0.35
10−4 45∗(0) 45∗(0) 7.20 5.57 5.08 2.29 1.13
10−5 45∗(0) 45∗(0) 12.90 9.69 10.30 4.01 1.71
10−6 45∗(0) 45∗(0) 14.62(99) 11.68(99) 13.19 5.26 2.11
(m=100, n=50, r=15)
10−2 45∗(0) 25.98 0.66 0.59 0.40 0.20 0.09
10−3 45∗(0) 45∗(0) 3.90 4.58 3.18 1.57 0.61
10−4 45∗(0) 45∗(0) 16.55(98) 13.61(99) 9.74 6.12 1.87
10−5 45∗(0) 45∗(0) 21.72(97) 17.31(92) 16.59(98) 7.08 2.39
10−6 45∗(0) 45∗(0) 25.88(89) 19.76(98) 19.20(98) 10.34 3.66
(m=100, n=100, r=20)
10−2 45∗(0) 42.51(4) 1.16 0.80 0.89 0.55 0.17
10−3 45∗(0) 45∗(0) 9.19 8.58 10.51 5.45 1.41
10−4 45∗(0) 45∗(0) 28.59(86) 20.63(94) 29.89(69) 12.59 4.02
10−5 45∗(0) 45∗(0) 32.89(42) 27.94(68) 34.59(34) 18.83(90) 6.59
10−6 45∗(0) 45∗(0) 37.14(20) 30.75(60) 36.48(8) 22.80(87) 8.71
(m=200, n=100, r=30)
10−2 45∗(0) 45∗(0) 2.56 2.20 2.68 1.31 0.44
10−3 45∗(0) 45∗(0) 22.60(99) 25.03(98) 29.67(90) 12.94 4.12
10−4 45∗(0) 45∗(0) 36.49(2) 39.13(13) 45∗(0) 33.33(45) 14.03
10−5 45∗(0) 45∗(0) 45∗(0) 39.84(2) 45∗(0) 37.60(6) 21.96(92)
10−6 45∗(0) 45∗(0) 45∗(0) 45∗(0) 45∗(0) 45∗(0) 25.61(87)
Table 1.1. Comparison of average successful running time of algorithms over 100
random matrices. Time limit is 45 seconds. 0.02(96) means that a result is returned
with the required precision ǫ within 45 seconds for 96 (of 100) matrices of which the
average running time is 0.02 seconds. 45 ∗ (0): failed in all 100 matrices.
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The algorithms are all stopped when the projected gradient norm is
lower than ǫ times the gradient norm at the starting point or when it
takes more than 45 seconds. The relative precisions ǫ are chosen equal
to 10−2, 10−3, 10−4, 10−5, 10−6. No limit was imposed on the number
of iterations.
For alternative gradient algorithms CLine and CFO, we use different
precisions ǫU and ǫV for each of the inner iteration for U and for V as
suggested in [23] where ǫU and ǫV are initialized by 10
−3. And when the
inner loop for U or V needs no iteration to reach the precision ǫU or ǫV ,
one more digit of precision will be added into ǫU or ǫV (i.e. ǫU = ǫU/10
or ǫV = ǫV /10).
Table 1.1 shows that for all sizes and ranks, Algorithm RRI is the
fastest to reach the required precision. Even though it is widely used in
practice, algorithm Mult fails to provide solutions to the NMF problem
within the allocated time. A further investigation shows that the algo-
rithm gets easily trapped in boundary points where some Uij and/or Vij
is zero while ∇Uij and/or ∇Vij is negative, hence violating one of the
KKT conditions (1.11). The multiplicative rules then fail to move and
do not return to a local minimizer. A slightly modified version of this
algorithm was given in [21], but it needs to wait to get sufficiently close
to such points before attempting an escape, and is therefore also not
efficient. The ALS algorithm can return a stationary point, but it takes
too long.
We select five methods: FLine, CLine, FFO, CFO and RRI for a
more detailed comparison. For each matrix A, we run these algorithms
with 100 different starting points. Figure 1.1, 1.2, 1.3 and 1.4 show
the results with some different settings. One can see that, when the
approximated errors are almost the same between the algorithms, RRI
is the best overall in terms of running times. It is probably because the
RRI algorithm chooses only one vector ut or vt to optimize at once. This
allows the algorithm to move optimally down on partial direction rather
than just a small step on a more global direction. Furthermore, the
computational load for an update is very small, only one matrix-vector
multiplication is needed. All these factors make the running time of the
RRI algorithm very attractive.
Image data
The following experiments use the Cambridge ORL face database as
the input data. The database contains 400 images of 40 persons (10
images per person). The size of each image is 112×92 with 256 gray levels
per pixel representing a front view of the face of a person. The images
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Figure 1.1. Comparison of selected algorithms for ǫ = 10−7
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Figure 1.2. Comparison of selected algorithms for ǫ = 10−5
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Figure 1.3. Comparison of selected algorithms for ǫ = 10−4
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Figure 1.4. Comparison of selected algorithms for ǫ = 10−3
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are then transformed into 400 “face vectors” in R10304 (112×92 = 10304)
to form the data matrix A of size 10304 × 400. We used three weight
matrices of the same size of A (ie. 10304 × 400). Since it was used in
[20], this data has become the standard benchmark for NMF algorithms.
Figure 1.5. NMF: Error vs. Iterations
In the first experiment, we run six NMF algorithms described above
on this data for the reduced rank of 49. The original matrix A is con-
stituted by transforming each image into one of its column. Figure 1.5
shows for the six algorithms the evolution of the error versus the number
of iterations. Because the minimization process is different in each algo-
rithm, we will say that one iteration corresponds to all elements of both
U and V being updated. Figure 1.6 shows the evolution of the error
versus time. Since the work of one iteration varies from one algorithm
to another, it is crucial to plot the error versus time to get a fair com-
parison between the different algorithms. In the two figures, we can see
that the RRI algorithm behaves very well on this dataset. And since its
computation load of each iteration is small and constant (without inner
loop), this algorithm converges faster than the others.
In the second experiment, we construct a third-order nonnegative ten-
sor approximation. We first build a tensor by stacking all 400 images to
have a 112×92×400 nonnegative tensor. Using the proposed algorithm,
a rank−142 nonnegative tensor is calculated to approximate this tensor.
Figure 1.7 shows the result for six images chosen randomly from the 400
images. Their approximations given by the rank-142 nonnegative tensor
are much better than that given by the rank-8 nonnegative matrix, even
though they require similar storage space: 8 ∗ (112 ∗ 92 + 400) = 85632
and 142 ∗ (112+ 92+ 400) = 85768. The rank-8 truncated SVD approx-
imation (i.e. [A8]+) is also included for reference.
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Figure 1.6. NMF: Error vs. Time
Figure 1.7. Tensor Factorization vs. Matrix Factorization on facial data. Six ran-
domly chosen images from 400 of ORL dataset. From top to bottom: original images,
their rank − 8 truncated SVD approximation, their rank − 142 nonnegative tensor
approximation (150 RRI iterations) and their rank − 8 nonnegative matrix approxi-
mation (150 RRI iterations).
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In the third experiment, we apply the variants of RRI algorithm men-
tioned in Section 5.0 to the face databases. The following settings are
compared:
Original: original faces from the databases.
49NMF: standard factorization (nonnegative vectors), r = 49.
100Binary: columns of U are limited to the scaled binary vectors,
r = 100.
49Sparse10: columns of U are sparse. Not more than 10% of the
elements of each column of A are positive. r = 49.
49Sparse20: columns of U are sparse. Not more than 20% of the
elements of each column of A are positive. r = 49.
49HSparse60: columns of U are sparse. The Hoyer sparsity of
each column of U are 0.6. r = 49.
49HSparse70: columns of U are sparse. The Hoyer sparsity of
each column of U are 0.7. r = 49.
49HBSparse60: columns of U are sparse. The Hoyer sparsity of
each column of U are 0.6. Columns of V are scaled binary. r = 49.
49HBSparse70: columns of U are sparse. The Hoyer sparsity of
each column of U are 0.7. Columns of V are scaled binary. r = 49.
For each setting, we use RRI algorithm to compute the corresponding
factorization. Some randomly selected faces are reconstructed by these
settings as shown in Figure 1.8. For each setting, RRI algorithm pro-
duces a different set of bases to approximate the original faces. When the
columns of V are constrained to scaled binary vectors (100Binary), the
factorization can be rewritten as UV T = UˆBT , where B is a binary ma-
trix. This implies that each image is reconstructed by just the presence
or absence of 100 bases shown in Figure 1.9.
Figure 1.10 and 1.11 show nonnegative bases obtained by imposing
some sparsity on the columns of V . The sparsity can be easily controlled
by the percentages of positive elements or by the Hoyer sparsity measure.
Figure 1.12 combines the sparsity of the bases (columns of U) and
the binary representation of V . The sparsity is measured by the Hoyer
measure as in Figure 1.11. Only with the absence or presence of these
49 features, faces are approximated as showed in the last two rows of
Figure 1.8.
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Figure 1.8. Nonnegative matrix factorization with several sparse settings
40
Figure 1.9. Bases from 100Binary setting
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(a) (b)
Figure 1.10. Sparse bases 49Sparse20 and 49Sparse10. Maximal percentage of
positive elements is 20% (a) and 10% (b)
.
(a) (b)
Figure 1.11. Hoyer sparse bases 49HSparse60 and 49HSparse70. Sparsity of
bases is 0.6 (a) and 0.7 (b)
.
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(a) (b)
Figure 1.12. Hoyer sparse bases 49HBSparse60 and 49HBSparse70. Sparsity of
bases is 0.6 (a) and 0.7 (b). V is binary matrix.
.
The above examples show how to use the variants of the RRI algo-
rithm to control the sparsity of the bases. One can see that the sparser
the bases are, the less storage is needed to store the approximation.
Moreover, this provides a part-based decomposition using local features
of the faces.
Smooth approximation
We carry out this experiment to test the new smoothness constraint
introduced in the previous section:
1
2
‖Ri − uivT ‖2F +
δ
2
‖v −Bvˆi‖2F , δ > 0
where B is defined in (1.29).
We generate the data using four smooth nonnegative functions f1, f2,
f3 et f4, described in Figure 1.13, where each function is represented as
a nonnegative vector of size 200.
We then generate a matrix A containing 100 mixture of these functions
as follows
A = max(FET +N, 0)
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Figure 1.13. Smooth functions
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Figure 1.14. Randomly selected generated data
where F = [f1 f2 f3 f4], E is a random nonnegative matrix and N
is normally distributed random noise with ‖N‖F = 0.2‖FET ‖F . Four
randomly selected columns of A are plotted in Figure 1.14.
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Figure 1.15. Original functions vs. reconstructed functions
We run the regularized RRI algorithm to force the smoothness of
columns of U . We apply, for each run, the same value of δ for all
the columns of U : δ = 0, 10, 100. The results obtained through these
runs are presented in Figure 1.15. We see that, without regulariza-
tion, i.e. δ = 0, the noise is present in the approximation, which pro-
duces nonsmooth solutions. When increasing the regularizing terms, i.e.
δ = 10, 100, the reconstructed functions become smoother and the shape
of the original functions are well preserved.
This smoothing technique can be used for applications like that in
[27], where smooth spectral reflectance data from space objects is un-
mixed. The multiplicative rules are modified by adding the two-norm
regularizations on the factor U and V to enforce the smoothness. This
is a different approach, therefore, a comparison should be carried out.
We have described a new method for nonnegative matrix factorization
that has a good and fast convergence. Moreover, it is also very flexible
to create variants and to add some constraints as well. The numerical
experiments show that this method and its derived variants behave very
well with different types of data. This gives enough motivations to ex-
tend to other types of data and applications in the future. In the last
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two chapters of this thesis, it is applied to weighted cost functions and
to symmetric factorizations.
7. Conclusion
This paper focuses on the descent methods for Nonnegative Matrix
Factorization, which are characterized by nonincreasing updates at each
iteration.
We present also the Rank-one Residue Iteration algorithm for com-
puting an approximate Nonnegative Matrix Factorization. It uses re-
cursively nonnegative rank one approximations of a residual matrix that
is not necessarily nonnegative. This algorithm requires no parameter
tuning, has nice properties and typically converges quite fast. It also
has many potential extensions. During the revision of this report, we
were informed that essentially the same algorithm was published in an
independent contribution [8] and also mentioned later in an independent
personal communication [12].
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