Abstract. We extend some results involved the action of the Steenrod operations on monomials and get some corollaries on the hit problem. Then, by multiplying some special matrices, we obtain an efficient tool to compute the action of these operations.
Preliminaries
In 1947, Steenrod [21] introduced the Steenrod squares Sq k in terms of cocycles in simplicial cochain complex by modifying the Alexander-Ĉech-Whitney formula for the cup product construction. Serre [16] showed that they generate all stable operations in cohomology over F 2 under composition. For an overview on algebraic topology we cite [4] . Cartan [2] discovered a formula for working out a Steenrod square on a product of cohomology classes f , g.
Theorem 1.1 (Cartan formula). Sq k (f g) = 0≤r≤k
Sq r (f )Sq k−r (g).
Adem [1] and Serre [16] established a faithful representation of A by its action on the cohomology of a test space consisting of infinite real projective spaces whose cohomology is the polynomial algebra P(n) = F 2 [x 1 , x 2 , . . . , x n ] = d≥0 P d (n), viewed as a graded module over the Steenrod algebra A at prime 2. The grading is by the homogeneous polynomials P d (n) of degree d in the variables x 1 , x 2 , . . . , x n of grading 1. We cite to [5] and [11] in cohomology operations and to [11] and [22] in the Steenrod algebra.
The Steenrod algebra A is defined to be the graded algebra over the field F 2 , generated by the Steenrod squares Sq k , in grading k ≥ 0, subject to the Adem relations [7, 24] . From a topological point of view, the Steenrod algebra is the algebra of stable cohomology operations for ordinary cohomology H * over F 2 .
For present purpose we only need to know that the Steenrod algebra acts by composition of linear operators on P(n) and the action of the Steenrod squares
is determined by the Cartan formula and the following rules [24] .
Proposition 1.2. For homogeneous elements
(The statement (ii) is the so-called unstability conditions.) The Cartan formula can be expressed in more concise form by defining total Steenrod square by Sq = Sq 0 + Sq 1 + · · · . This acts on P(n) since by the property (ii) in the above proposition, only a finite number of Sq k 's can be nonzero on a given polynomial. The Cartan formula then says that Sq(f g) = Sq(f )Sq(g), so Sq is a ring homomorphism Sq : P(n) → P(n). Now, we can use Sq to compute the operator Sq k via the following lemmas [22] .
The following lemma is now immediate.
Remark. It is clear by Proposition 1.2 that Sq
k (x 2 τ ) = 0 if k > 2 τ .
Motivation, making the start point smooth
On studies about Steenrod squares over polynomial algebras, the essence of work hangs on unstability conditions and Cartan formula. In such studies, we often handle with lower variables and lower degrees, as start point, and try to widen the gate more and more to get some results. The author has experienced this in [7, 8, 10] .
Our aim of this paper is to make this start point smooth. To this end, we first extend Lemma 1.4 (Lemmas 3.1 and 3.2) and deduce some useful tools in handling with the Steenrod operations. In particular, in Corollary 3.3, we show that given τ ≥ 1, the Sq 
, the results will be a permutation of x i and x j . So, to handle with the Sq's it is sufficient to know only the
Then, as a corollary (Proposition 4.1), we obtain some hit monomials from the others.
Finally, we calendar the road using a roller called Sq-matrix. Let 
In Proposition 6.6 we shall show
where S rt k is the transpose of S k in reversed order. How do we use the Sqmatrices to compute the Steenrod squares in two variables? Well, in lower degrees, we may use the matrix product in the relation (2). For example, assume that S 6 is the matrix obtained by taking the first eight rows and the first seven columns of the matrix of Figure 2 (In Section 6 we shall exhibit a clear algorithm to form the Sq-matrices). Then the relation (2) It is clear that working on monomials are so easier. On the other hand, polynomials are nothing but sums of monomials. That is why we do concentrate on monomials.
Main results
We shall adopt the following notations for any positive integer τ .
where, for 1 ≤ i ≤ n, the α i and the m i are non negative integers.
The following lemma is an extension of Lemma 1.4.
Proof. (i) is trivial. For (ii) and (iii) use induction on n, noting the fact that the one variable case is consistent with Lemma 1.4 in each case.
We prove even more general results.
and other m i 's even.
(Lemma 3.1 is analogous to the parts (1) and (3) of Lemma 3.1 in [17] , however, Lemma 3.2 is stronger.)
Proof. (i) is trivial. To prove (ii) expand the notation (4) as
We prove (iii) by induction on n, the number of variables. In the one variable case, put m 1 = 2n 1 . Then, using (ii) we get Sq k (x m1(2 τ ) 1 ) = 0. Assume now the result for smaller variables than n. Then
Finally, we prove (iv) by induction, this time, on h. Let m 1 be odd and the other m i 's even. Then, from (ii) and (iii) it follows that
Now assume the result is true for smaller values than h. Then
Corollary 3. 3 . In our earlier notations 
In particular, if all m i 's are even, then
Proof. (5) For k = 0 the result is trivial. Let 1 < k < 2 τ . Then by Cartan formula 
Now the result follows from Lemma 3.2(iv). Finally, to prove (7) expand the left hand side of (7) using Cartan formula. Now, by Lemmas 3.2(ii) and 1.2 (ii), we see that all terms in the expansion are zero except Sq
which is the right hand side of (7) by Lemma 3.2.
The previous corollary shows clearly the main object stated at the beginning of this section. In the following example we illustrate all cases in Corollary 3.3; i.e., the relations (5) to (9). 
The hit problem
A homogeneous element f of grading d in a graded module M over A is called to be hit if it can be written as
where the pre-image elements f k have degree less than d. The hit problem is to discover criteria for elements of M to be hit and find minimal generating sets for M as an A-module. We cite to [7, 25] and the comprehensive reference [24] for detailed studies on the hit problem. Since every n-variable polynomial over F 2 is the sum of n-variable monomials, the following result is a direct consequence of Corollary 3.3. We adopt the notations of Corollary 3.3 and assume f, g are n-variable polynomials. 
If this is the case, f k will be symmetric, as well. For the symmetric hit problem we cite to [9, 10] .
Further consequences
In this section we get some further tools in handling with the Steenrod squares in the 2-variable case and, since higher variables are determined inductively, these tools apply for general n.
Proof. Put β = β + 2 τ , where 0 ≤ β ≤ 2 τ − 1. By Cartan formula and Lemma 1.3 we have
On the other hand,
If r ≤ α, 2 τ − r > β and hence Sq 
Then Sq
Proof. By Cartan formula we have
Hence, by Corollary 3.3, 
The Sq-matrices
The subject of this section is to introduce some particular matrices, which we call them Sq-matrices, and apply them to simplify the action of the Steenrod squares, as explained in Section 2. To do this, we need some preliminaries. 
The following result follows directly from the definition.
The next lemma in [6] describe how binomial coefficients can be computed modulo a prime. When n = 2, for example, the extreme cases of a dyadic expansion consisting of a single 1 or all 1's give
for all x with degree 1. More generally, the coefficient of Sq(x n ) can be read off from the (n + 1)-th row of the mod 2 Pascal triangle, a portion of which is shown in the Figure 1 , where dots denote zeros [6] .
In other words, the terms of Sq(x n ) can be read off from the n-th row of S k .
Without any confusion, if convenient, in expression of Sq-matrices each non zero entry may be denoted just by the power of x in it. Figure 2 shows the 32 × 32 Sq-matrix S 31 , where, as Figure 1 , dots denote zeros. Note that it contains the square Sq-matrices S 15 , S 7 , S 3 , and S 1 as bisecting sub-blocks. 1 1 1  1 . . . 1  1 1 . . 1 1  1 . 1 . 1 . 1  1 1 1 1 1 1 1 1  1 . . . . . . . 1  1 1 . . . . . . 1 1  1 . 1 . . . . . 1 . 1  1 1 1 1 . . . . 1 1 1 1  1 . . . 1 . . . 1 . . . 1  1 1 . . 1 1 . . 1 1 . . 1 1  1 . 1 . 1 . 1 . 1 . 1 . 1 . 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 
Problems
There are lots of polynomial algebras over the Steenrod algebra which admits unstable operations satisfy the Cartan formula: the well-known one is the Dickson algebra [3, 20] , and the interesting one is the recent work of Singer [19] which is a bigraded Steenrod algebra H over a graded vector space. The generators {Sq l , l ≥ 0} of this algebra H, like the generators of the classic Steenrod algebra, satisfy the Cartan formula and have unstable properties. The challenge problem on these type of algebras is to find some easier tools to compute them, say, by matrix algebras like Proposition 6. 6 .
On the other hand, there is a correspondence [12] between unstable Aalgebras and unstable K-algebras, where K is the mod 2 Kudo-Araki-May algebra which is the F 2 -bialgebra generated by elements {D i , i ≥ 0}, bigraded by length and topological degree (|D i | = i). This correspondence completely determined by iterating the conversion formulae: On any even x l of degree l, and for all j ≥ 0, one has
A natural question is to find some computational tools for the corresponding operations.
More generally, wherever an unstable operation satisfies the Cartan formula, the same question arises.
