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1. Introduction 
The concurrency control problem for database systems is traditionally investigated 
using a simple model for transactions which reflects the sequence of read and write 
operations performed at the internal level. Schedulers based on such a model allow 
limited concurrency, because they do not have available any information on the 
meaning of the transactions. Recently, there has been considerable interest in looking 
at transaction models capturing more semantic information, and using this informa- 
tion to increase the amount of concurrency allowed by schedulers. The work in this 
area includes widely different approaches, such as enriching the read/write model 
with additional operations [12,5], using models based on abstract data types 
[l&21,17], and using semantic information provided by the users [8]. However, 
none of these approaches considers transactions as they appear at the conceptual 
level in a concrete database model. This paper is a first effort in this direction. 
Specifically, we investigate the concurrency control problem for a widely accepted 
class of update transactions in relational databases. 
The model for transactions used in this paper is that developed in [ 1,2]. A 
transaction is viewed as a sequence of insertions, deletions, or modifications, forming 
a semantic unit. The selection of tuples (to be deleted or modified) involves the 
inspection of individual attribute values for each tuple. Several features of this 
model are particularly desirable in the context of concurrency control. First, 
equivalence of transactions can be tested effectively and efficiently (see [l, 21). This 
enables us to look at serializability of schedules in semantic terms, rather than 
syntactic, and leads to a scheduling algorithm that allows increased concurrency. 
Second, efficient techniques are available for simplifying transactions [ 1,2, lo] and 
extracting internal parallelism from transactions [lo, 111. These techniques can be 
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used in conjunction with scheduling algorithms to obtain simpler schedules and to 
further increase concurrency. 
We start by looking at various notions of schedules and serializability, which are 
natural in the context of our model. Schedules are distinguished based on the 
connection between the updates occurring in the schedule and those in the transac- 
tions. The simplest type of schedule is an interleaving of all updates occurring in 
the transactions. However, other types of schedules are considered, where the 
updates in the schedule are connected to those in the transactions in a less straightfor- 
ward fashion. Serializability of a schedule is defined entirely semantically: a schedule 
for a set of transactions is serializable if it has the same efSect as the execution of 
the transactions in some serial order. Our results concern static serializability testing, 
as well as dynamic scheduling. We first look at the complexity of testing serializability 
and show that it is NP-complete. However, we exhibit an infinite sequence of 
increasingly powerful polynomial-time testing algorithms which approximate, in 
some sense, exact serializability testing. Intuitively, the exact algorithm requires 
looking at the effect of the schedule as a whole. The approximate algorithms are 
obtained by restricting, in various ways, the “amount” of context of the schedule 
examined at a time. The least powerful of the approximate algorithms examines 
only conflicts between pairs of updates. (Note that this corresponds to the use of 
compatibility tables [9, 121 for our updates.) We also show that efficient, exact 
serializability testing algorithms exist for less powerful transactions. For instance, 
serializability can be tested in polynomial time if the transactions contain only 
inserts and deletes (no modifications). 
We also look at concurrency control using constraint information. Specifically, 
we show how our serializability testing algorithms can use information on the 
functional dependencies satisfied by the database to allow more concurrency in 
schedules. The relationship among various classes of serializable schedules (with 
and without fd’s) is summarized at the end of the paper. 
The dynamic scheduler we propose is a nonlocking scheduling algorithm based 
on serializability graph testing. The approach is optimistic: incoming updates are 
added to the schedule unless they generate a cycle in the serializability graph, in 
which case the transaction to which they belong is aborted. Conflicts are determined 
based on whole prefixes of transactions available to the scheduler, rather than just 
pairs of individual updates. Consequently, the scheduler generates a larger class of 
correct schedules than those generated using only information on conflicts between 
pairs of updates. It can also be modified in order to take constraint information 
into account. 
The paper consists of seven sections. The model for transactions is briefly outlined 
in Section 2. In Section 3, the notions of schedule and serializability are discussed. 
Our results on testing serializability are presented in Section 4. Section 5 contains 
our results on concurrency control in the presence of functional dependencies. The 
dynamic scheduling algorithm is described in Section 6. In Section 7, we summarize 
our work and review some problems that deserve further study. 
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2. The model for transactions 
The model for transactions used in this paper is that developed in [l, 21. In this 
section we review the model and some previously obtained results. We assume 
familiarity with basic terminology for relational databases, as in [14, 191. 
We now present the model for transactions. Informally, a transaction is a sequence 
of instructions viewed as a semantic unit. Most commercial database management 
systems provide three types of atomic instructions which are used to build up 
(update) transactions. These are insertions (appending a tuple to a relation), dele- 
tions (suppressing from a relation all tuples satisfying a given condition), and 
modifications (modifying in a relation all tuples satisfying a given condition). We 
focus on a tractable and widely used class of transactions. Specifically, we consider 
the important class of “domain-based” transactions, where the selection of tuples 
(to be deleted or modified) only involves the inspection of each individual attribute 
value of a tuple, independently of other attribute values in the tuple and of other 
tuples in the instance. 
The following is a simple example of a domain-based transaction in SQL [7]. 
2.1. Example. Suppose a relation EMP (employee) has been defined (its attributes 
are NAME, DEPT, RANK, and SALARY). The following transaction hires Moe 
as the new manager of the parts department, with a salary of 30 K, then fires all 
managers from the parts department other than Moe. Finally, all employees from 
the parts department who are not managers are transferred to the service department. 
The rank remains unchanged; the new salary is 20 K. 
insert into EMP values (‘moe’, ‘parts’, ‘manager’, 30 K); 
delete from EMP where NAME f ‘moe’ and DEPT= ‘parts’ and RANK= 
‘manager’; 
update EMP set DEPT= ‘service’, SALARY = 20 K, where DEPT = ‘parts’ and 
RANK # ‘manager’. 
We now define the notions of a “condition” and satisfaction of a condition by a 
tuple. 
2.2. Definition. Let U be a set of attributes. A condition over U is an expression 
of the form A = a or A # a, where A E U and a E dam(A). A tuple p over U satisjes 
a condition A = a (A # a) iff p(A) = a (p(A) # a). A tuple Al. satisfies a set C of 
conditions if it satisfies every condition in C. We do not explicitly use logical 
connectors to build up complex conditions. It can be easily seen that this would 
not add power to our transactions. In the following, only satisfiable sets of conditions 
are considered, that is, sets of conditions with no mutually exclusive conditions. 
A set of conditions over U is used to specify a set of tuples over U (those 
satisfying the conditions). Due to the form of our conditions, we use the intuitively 
suggestive term “hyperplane” to identify such sets of tuples. 
Conceptual ievel concurrency rontrot of reiutionai update transactions 5 
2.3. Definition. The hyperplans H(lJ, C) defined by a set C of conditions over U 
is the set {p 1 p is a tuple over U satisfying C}. 
For simplicity, we sometimes use the same notation for a set C of conditions 
over V and for the hyperplane H( U, C) defined by C. Thus, we say “hyperplane 
C” instead of “hyperplane H( U, C)", whenever U is understood. 
We now define the syntax of the atomic instructions (“updates”) used to build 
our transactions. An insertiorl over a database schema R is an expression ix(C) 
where X is a relation schema in R and C is a set of conditions specifying a complete’ 
tuple over X. A deletioti over R is an expression d,x(C), where X is a relation 
schema in R and C is a set of conditions over X. Finally, a modification over R is 
an expression m, ( C1 ; C?), where X is a relation schema in R, C, and C, are sets 
of conditions over X and, for each A in X, either2 C,l, = CI,IA or A = a E C, for 
some a. (The equalities present in C7 but not in C, indicate how tuples in H(X, C,) 
are modified.) An update is an insertion, deletion, or modification. Following are 
examples of updates. 
2.4. Example. Consider again the database of Example 2.1. The following are 
updates over U, corresponding to the SQL updates in Example 2.1: 
l i,((moe, parts, manager, 30 K)), 
e d, (NAME # moe, DEPT= parts, RANK = manager), (this deletes all managers 
in the parts department whose names are not Moe), 
l m,(DEPT=parts, RANK f manager; DEPT = service, RANK # manager, 
SALARY = 20 K). 
(this transfers all employees who are not managers from the parts department to 
the service department; the rank remains unchanged; the new salary is 20 K). 
In the following we sometimes omit the subscripts in writing updates. For instance, 
we write i(C) instead of ix(C), whenever X is understood. 
The semantics of an update over a database schema R is described by a mapping 
associating the old and the new instances of R, and which is called the egect of the 
update. Formally, we have the following definition. 
2.5. Definition. Let Inst(R) denote the set of all instances of R, where I E Inst( R) 
is a mapping from R s.t. Z(X) is a relation over X, for each X E R. 
(i) The effect of ix(C) is the mapping eff[&( C)]: Inst(R) --, Inst(R) defined by 
eff[h(C)ltO(Z):= 
r(X)u{C} ifZ=X, 
otherwise. 
I If X = A, . . A,, then C = {A, = a,, . , A, = a,} for some a, E dom(A, ), 1 c i-s n. 
’ If C is a set of conditions over U and A E U, then Cl, denotes the set of conditions in C invoking 
attribute A. 
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(ii) The effect of dx (C) is th e mapping eff[d,( C)] : Inst(R) + Inst(R) defined by 
eff[dx(C)](I)(Z):= { :~~))-“(” ‘) ~fe~w~e. 
(iii) For a modification mx (C, ; CJ, the modified version mx( C, ; C,)(+,) of each 
tuple p, E H(X, C,) under mx(C, ; C,) is the tuple p1 E H(X, C,), where 
~44 = 
I-Q(A) if GIA = C21a, 
a if A = a E C,, 
for each A E X. The effect of m, (C, ; C,) is the mapping eff[ m, (C, ; C,)] : Inst(R) + 
Inst(R) defined by 
eff[mx(C,; G)l(NZ):= 
1 
(I(X)-ff(X c,))u{mx(c,;C,)(E.L)I~UEH(X, G)n~(W> ifZ=X 
I(Z) otherwise. 
A transaction over a database schema R is a finite sequence of updates over R 
(the empty sequence is denoted by E). The semantics of a transaction t is defined 
by a mapping associating old instances and new instances, called the effect of t and 
denoted by eff(t), where eff(t) is the composition of the effects of the updates that 
make up t. Thus, if t = u,uz . . . u,, eff( t) = eff( u,) . . . eff( u,). Two transactions t and 
t’ are equivalent, denoted t = t’, if they have the same effect. 
Since the effects of updates over different relation schemas are independent, we 
will usually consider transactions over unirelational schemas. 
We next introduce a nonprocedural method for describing the effect of a transac- 
tions on a database, which is used in our serializability testing and dynamic 
scheduling algorithms. The effect is described at the tuple level using the notion of 
a “transition”. Transitions can be specified in an intuitively appealing manner and 
are useful tools. For each tuple, a transition indicates whether the tuple is deleted 
or, if not, how it is modified. In addition, a transition gives a finite set of inserted 
tuples. A transition will be specified by first partitioning the space of tuples into 
sufficiently many hyperplanes. It is assumed that all tuples in each hyperplane of 
the partition are either deleted or updated to yield another hyperplane in the 
partition. This is specified using a “transition graph” whose vertices are the hyper- 
planes in the partition. If H, is updated to H,, there is an edge from H, to H2. If 
H, is deleted there is no edge leaving H, . 
The set of inserted tuples cannot be conveniently specified using the graph, and 
is given separately. Formally, we have the following. 
2.6., Definition. A transition specijication (spec) is a pair (G, Insert), where G is a 
transition graph and Insert is a finite set of newly inserted tuples (called the insert 
set of the transition spec, see also Notation 4.12). G = (V, E) is a directed graph, 
where 
(i) V is a finite set of disjoint hyperplanes over CJ s.t. Tup( U) = UC-, v C; 
(ii) if (C,, C,) E E, then for each A E U, either C,lA = &la or “A = a”E C2 for 
some a E dam(A); 
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(iii) for each C E V, outdegree s 1; 
(iv) Insert c_ V. 
We now give a simple example of a transition spec. 
2.7. Example. Let U = AB and G be the transition graph represented in Fig. 1. Let 
Insert = {( 1, l)}. Then (G, Insert) is a transition specification over AB. The transition 
specified by (G, Insert) consists of replacing all tuples p where p(A) = 0 by the 
tuple (1, 1). All other tuples remain unchanged. The tuple (1, 1) is inserted. 
We next look at the relation between transactions and transition specs. For each 
transaction there exists a corresponding transition spec which represents the final 
effect of the transaction. In order to construct the transition spec corresponding to 
a transaction, it is first necessary to perform some “preprocessing” of the transaction. 
Specifically, the transaction is modified so that all hyperplanes corresponding to 
distinct sets of conditions occurring in the transaction are disjoint. A transaction 
having this property is said to be in First Normal Form (1NF). The 1NF property 
simplifies considerably our results. Each transaction can be transformed into an 
equivalent 1 NF transaction by “splitting” every hyperplane occurring in it into 
sufficiently small hyperplanes (see [ 11). 
2.8. Examples. (i) Consider the following transaction over AB: i((O,3))m({A = 
O};{A = 1, B = 1)). The corresponding transition specification is the one of 
Example 2.7. 
(ii) The transition specification corresponding to the transaction over A, 
d({A = 2})m({A = O};{A = 2})m({A = l};{A = O})m({A = 2};{A = 1)) 
is (G, 0), where G is represented in Fig. 2. 
@@) 
Fig. 1. 
0 A=2 
Fig. 2. 
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As is shown in [l, 21, transition specs are useful tools for studying transaction 
equivalence and optimization. In particular, it is shown that transaction equivalence 
can be decided in polynomial time3 by reducing this question to deciding whether 
their associated transition specs describe the same effect. Several optimization criteria 
are proposed, and it is shown that every transaction can be optimized with respect 
to all the criteria in polynomial time. 
A different method for deciding equivalence is to use the sound and complete 
axiomatization described in [lo]. Of particular interest to our investigation are rules 
indicating when two given updates commute. We now list these rules, called commu- 
tativity rules (C,, Cz, C3, C, are from a set of pairwise disjoint hyperplanes). 
(1) d(G)i(G) = i(G)d(G), (G # G), 
(2) i( = i(G 
(3) d(G)d(G) = d(G)d(C,), 
(4) m(G ; G)i(C3) = i(G)m(G; GL (G # Cd, 
(5) m(C,;C2)m(C3;C,)--m(C3;C,)m(C,;C*), (C3#G,GandClfGL 
(6) m(G; GM(C3) = d(CJm(C, ; CA (C3 # G, G). 
The commutativity rules generate a relation ++ on transactions in the natural 
fashion. The reflexive and transitive closure of c, is denoted 6. Thus, t, 6 t2 
indicates that the transaction t, can be proven equivalent to the transaction t2 using 
just the commutativity rules. 
3. Schedules and serializability 
In this section we discuss several notions of schedule for a set of transactions, 
and define serializable schedules. 
The situation we model is that where several transactions are executed concurrently 
on a single processor. A schedule represents the sequence of updates executed by 
the processor. Traditionally, a schedule for a finite set T = {t, , . . . , t,} of transactions 
is defined as a sequence consisting of all updates in T, such that the updates of a 
given transaction t, appear in the schedule in the same order as in ti. Furthermore, 
the updates of a transaction t, are identifiable in the schedule. 
As stated earlier, the main purpose of this paper is to develop concurrency control 
techniques which take into account the semantics of relational transactions at the 
conceptual level. In this context, the classical notion of a schedule has several 
limitations. Specifically, the assumption that the updates actually executed by the 
processor are the same as those in the original transactions is no longer realistic in 
all cases. Indeed, the additional semantic information available can be used to 
improve such schedules in several respects. We distinguish several kinds of improve- 
ments, and then define extensions to the notion of schedule corresponding to each 
such improvement. The most general notion of schedule used in this paper is based 
3 Here and in the following, we say that an algorithm whose input is a set T of transactions is 
polynomial-time, if it is polynomial-time in the total number of updates and constants occurring in T. 
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on semantics rather than syntax alone. Traditional schedules will be viewed as 
special cases within this more general framework. We next give the formal definition 
of our notion of schedule. 
3.1. Definition. Let T be a finite set of transactions over a database schema R. 
(i) The shufle of T, denoted shuffle(T), is the set of all sequences that have the 
elements of T as subsequences and contain no other elements. 
(ii) A schedule s for T is a transaction for which there exists some sequence 
s’ e shuffle( T) s.t. s = s’. 
In order to distinguish traditional schedules from our, more general schedules, 
we will refer to them as strict schedules. A strict schedule for a set T of transactions 
is an element of shuffle( T), where the updates of a given transaction are identifiable 
in the sequence. We will identify updates from transaction ti by superscripting them 
with i. 
Rather than giving a formal definition, we illustrate the notion of strict schedule 
using the following example. For simplicity, in this and other examples we denote 
a hyperplane {A = a} by “a”. 
3.2. Example. Consider the transactions over a single relation with one attribute A, 
r, = d(3)m(1;2)m(3;4) and tz=d(3)m(2;3). 
The following is a strict schedule for t, and 1,: 
s = d2(3)d’(3)m’(1;2)m2(2;3)m’(3;4). 
Following the traditional approach, we will consider a schedule for a set T of 
transactions to be correct if and only if it is serializable, that is, the effect of the 
execution of the schedule is the same as the effect of executing the transactions of 
T consecutively, in some order. In particular, this condition guarantees that the 
database state will be consistent after the execution of the schedule, assuming that 
the input transactions are consistency preserving. Formally we have the following. 
3.3. Definition. A schedule s for a set T = {t, , . . . , t,} of transactions over a given 
database schema R is serializable iff s = t,, 1, . . . t,,(nl for some permutation (T of 
{l,. . .) n}. 
Consider the schedule s for {t, , t2}, from Example 3.2. The transition graph of s 
is exhibited in Fig. 3. 
Fig. 3. 
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The transition graphs for t, f2 and tzt, are represented in Figs. 4 and 5, respectively. 
Clearly, s + t, t2 and s + r2t,. Thus, s is not serializable. On the other hand, the 
schedule 
s”= d’(3)m’(1;2)d2(3)m’(3;4)m2(2;3) 
for {t, , t2} is equivalent to t, t,, and therefore is serializable. 
3.4. Remark. Note that, in a multirelational database, serializability of a schedule 
with respect to each individual relation does not guarantee serializability with respect 
to the entire database. For example, consider the database schema R ={X, Y}, 
where X = AB and Y = BC. Consider the two transactions over R, 
t, = m,(A = l;A = 2)m,( C = 5;C = 6) 
and 
t,=m,(A=2;A=3)my(C=4;C=5), 
and the following schedule for {t, , t2}: 
s = mk(A = l;A = 2)m:(A = 2;A = 3) m’,(C=4;C=5)m\(C=5;C=6). 
The subschedules of s applying to relations X and Y are, respectively, 
sx =mk(A= l;A=2)ms(A=2;A=3) 
and 
s ,,=m$(C=4;C=5)m\(C=5;C=6). 
Clearly, sx and sy are both serializable (they are themselves serial schedules); s, 
however, is not serializable. 
Fig. 4. 
Qp@@ @ 
Fig. 5. 
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We next look at two kinds of improvements to strict schedules, which result from 
the use of semantic information available within our framework. The first improve- 
ment results from processing of individual transactions, conducted before, or while, 
the schedule is being generated. Indeed, each transaction can be simplified using 
the optimization techniques of [l, 21. This results in a simpler overall execution 
sequence. Moreover, eliminating redundant updates decreases the potential for 
conflicts. Indeed, a redundant update may make the difference between serializability 
and nonserializability for the schedule. To see this, consider again Example 3.2. 
Clearly, the last update (“m(3;4)“) of transaction 1, is redundant. Thus, t, is 
equivalent to t; = d(3)m(1;2). Now consider the nonserializable schedule s. If 
m’(3;4) is dropped from S, then the resulting execution sequence 
s’= d2(3)d’(3)m’(1;2)m2(2;3) 
is serializable (equivalent to t, t2). Thus, s’ is an acceptable execution sequence of 
updates for t, and t,. However, s’ is not a strict schedule for {t, , t2}, since not all 
updates of t, occur in s’. Note that s’ is a strict schedule for {t{ , tz}. 
We now define an extension to the notion of strict schedule, called “separable 
schedule”, which allows for execution sequences such as s’. 
3.5. Definition. A sequence s of updates is a separable schedule for a set of transac- 
tions {t, , . , t,}, iff s is a strict schedule for some {ti , . . . , tl} where t, = t:, 1 G is n. 
For instance, s’ above is a separable schedule for {t,, t2}. Intuitively, the term 
“separable” indicates that for each individual transaction, there is a separate sub- 
sequence of the schedule which is equivalent to the transaction. In particular, all 
strict schedules are special instances of separable schedules. 
We now turn to the second kind of improvement of schedules. This consists of 
simplifying a schedule using the interaction of updates from distinct transactions 
within the schedule. 
Consider once more the transactions t, and t2 and the schedule s of Example 
3.2. As noted earlier, the last update of the schedule s can be dropped, and this 
yields a serializable, although nonstrict, schedule s’. Note that s’, viewed as a single 
transaction, can be further simplified by using the optimization techniques from 
[l, 21. Indeed, s’ is equivalent to the transaction 
s”= d(3)m(1;3)m(2;3). 
In simplifying s’, several updates from different transactions were replaced by 
new updates. For instance, m’(1;2)m2(2;3) was replaced by the simpler (see [I]) 
m(1;3)m(2;3). As a result, updates in s” can no longer be associated individually 
with the original transactions. In other words, s” is not a separable schedule for 
It,, td. 
Note that nonstrict schedules are useful primarily in the framework of dynamic 
scheduling, where the simplification of the input transactions and the output schedule 
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may not be easily distinguished from the scheduling process itself. The relationship 
between the various types of finite schedules discussed above is summarized 
in Fig. 6. 
We finally look at the assumption made so far concerning the finiteness of 
schedules. We claim that this assumption is not always appropriate. Indeed, in a 
dynamic framework, a scheduler may receive an uninterrupted stream of updates 
from arbitrarily many transactions. In the course of time, the scheduler generates 
an infinite schedule which may not be reducible to a sequence of consecutive finite 
schedules. For instance, consider an infinite set of transactions r, = U,U, (each t, 
consists of two updates), i 2 0. Suppose that the sequence of updates output by the 
scheduler is 
Clearly, s cannot be “broken” into consecutive schedules for finite sets of transac- 
tions. Thus, it appears useful to extend the earlier definition of (strict) schedules to 
the infinite case. This can be done straightforwardly, and the details are omitted. 
Next, a notion of correctness for infinite schedules must be defined. We now propose 
such a definition. Intuitively, we require that, if the infinite schedule is interrupted 
at an arbitrary point, the finite schedule obtained by retaining only the transactions 
completed so far must be serializable. (Given a strict schedule s, a transaction ti is 
completed in s if all updates of ti appear in s.) Formally, we have the following. 
3.6. Definition. (i) Let T’ be a set of transactions, s a strict schedule for T’, and 
T s T’. The projection of s onto T, denoted n,(s), is the subsequence of s containing 
only updates from transactions in T. If T = {t;} we also write rri(s) instead of am. 
all schedules 
separable schedules 
non-separable 
schedules 
serializable 
schedules I 
l 
s’ 
Fig. 6. Relationship between the various notions of schedule. 
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(ii) A (possibly infinite) strict schedule s is instantaneously serializable iff for 
each prefix s0 of s, rT(sO) is serializable, where T is the set of transactions completed 
in so. 
3.7. Remark. Clearly, the notion of instantaneous serializability is stronger than 
usual serializability in the case of finite schedules. This suggests an alternative way 
to define serializability for possibly infinite schedules weaker than the one given 
above: A (possibly infinite) strict schedule s is eventually serializable iff for each 
prefix s0 of s there exists a prefix p. of s containing sg s.t. nTTT( po) is serializable, 
where T is the set of transactions completed in pO. 
Note that instantaneous serializability implies eventual serializability, but the 
converse does not hold. Indeed, consider the schedule 
s = m’(1;2)m~(2;3)m’(3;4)m’(4;5)m”(5;6)d’(2)~”(4)m4(6;7) 
dv”(7)dv”‘(10)m~(ll;12)m7(12;13). . 
Clearly, s is not instantaneously serializable (consider, for instance, the prefix sg of 
s that consists of the first five updates). However, s is eventually serializable, since 
for each prefix so of s we can find the desired prefix p. by extending sg to that point 
in s at which all deletions “correcting” the nonserializability of s0 have occurred. 
(For example, if so is as above, the corresponding p,, contains s0 as well as the next 
five updates from s.) 
4. Checking serializability of schedules 
In this section, we investigate the complexity of checking the serializability of a 
given finite schedule, and propose several algorithms for testing serializability. 
We will be looking at a static situation, where the complete schedule, as well as 
the set of transactions, are available. We will only consider strict schedules, since 
nonstrict schedules are of interest primarily when the schedule is dynamically 
generated. The set of strict schedules over a database schema R which are serializable 
is denoted by SER. (The database schema in question will always be clear from the 
context, so that we will not use a special parameter to denote that context explicitly.) 
4.1. Exact serializability testing 
Clearly, testing if a strict schedule s for a set {t,, . . , t,} of transactions is 
serializable can be done by trying out all permutations (T of { 1, . . . , n} and checking 
whether s = t,,, ,) . . . t,,, ,lj. Unfortunately, our first result suggests that no significantly 
better testing algorithm exists. 
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4.1. Theorem. It is NP-complete to determine, given a strict schedule s for a finite set 
of transactions over a database schema R, whether or not s is serializable. 
Proof. To see that serializability testing is in NP, simply guess some permutation 
U of{l,. . .) n} and verify in polynomial time whether s is equivalent to t,(,) . . . f<,(,,, . 
In order to show that serializability testing is NP-complete, we reduce the Hamil- 
tonian circuit problem to it: Let G = ( V, E) be a directed graph, where V = { 1, . . . , n}. 
We shall construct from G a transaction set T and a schedule s for T such that s 
is serializable iff G contains a circuit on which every node appears exactly once. 
We associate with V a set of n + 1 hyperplanes {A = i}, 0~ is n, which we 
abbreviate by “i” as before. With each vertex iE V we additionally associate a 
transaction ti that encodes the “connection pattern” of node i in the following way: 
ti consists of a (possibly empty) collection of modifications followed by a collection 
of deletions. For each j f i, 1 G j d n, m( j;i) is in t, iff (j, i) E E; in addition, d(j) 
isintiforeachj#i,O~j~n,if(j,i)@E.LetT={t,,t, ,..., ,,, t } where 
to= d(l)d(2). . . d(n)m(O;l). 
Finally, schedule s consists of four parts: The first contains all deletions from each 
t,, 0~ is n, which are not equal to d’(O), in some order. The second consists of all 
modifications from t;, 1 s i G n. The third consists of m’(O;l), and the last part of 
all deletions of the form d(0). 
Figure 7 illustrates the construction for a sample graph with four nodes. Note 
that the construction can be done in time polynomial in the length of the representa- 
tion of G; note also that the transition graph of the resulting schedule s, depicted 
in Fig. 8, is independent of G. 
It is straightforward to verify that G has a Hamiltonian circuit iff s is 
serializable. 0 
r, = d(l)d(2)d(3)d(4)m(O;l), t, = m(3;l)d(O)d(2)d(4), f,= m(l;2)d(O)d(3)d(4), 
t, = m(4;3)d(O)d(l)d(2), t,= m(l;4)m(2;4)m(3;4)d(O), 
s = d0(1)d0(2)d0(3)d0(4)d’(2)d’(4)d2(3)d2(4)d3(l)d3(2) 
m’(3;l)m2(1;2)m3(4;3)m4(1;4)m4(2;4)m4(3;4) 
r?P(O;l) 
d’(0)d*(O)d3(O)d4(O). 
Fig. 7. Construction of schedule from graph. 
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G3 A#O,...,n 
Fig. 8. Transition graph of s (independent of G) 
Note that a result similar to Theorem 4.1 holds in the theory of “internal level” 
concurrency control. Indeed, our notion of serializability is loosely related to 
“final-state serializability” in the read-write model, for which testing was shown to 
be NP-complete [16]. However, final-state serializability is based on a different 
transaction model, so it is incomparable to our notion of serializability. 
Intuitively, Theorem 4.1 suggests that testing for serializability in the general case 
cannot be done efficiently. One way to cope with this complexity result is to look 
for restricted notions of serializability, which are decidable in polynomial time (such 
as “conflict serializability” [23] in the theory of internal level concurrency control). 
A second approach is to consider less powerful transactions. We explore both 
approaches in the remainder of this section. 
4.2. Local serializability 
We start by looking at restrictions to the notion of serializability. The first notion 
we consider is, in some sense, the most restricted. Intuitively, it requires that 
serializability of the schedule can be determined based just on the interaction of 
pairs of updates in the schedule. In particular, the serializability of such a schedule 
can be proven using just the commutativity axioms of [lo], which involve only pairs 
of updates (see Section 2). This class of schedules, called “locally serializable”, is 
defined next. 
4.2. Definition. A schedule s for a set of transactions {t, , . . . , t,} over a database 
schema R is locally serializable iff s 6 t,(,) . . . t,(,) for some permutation (T of 
(1,. . . , n}. The class of locally serializable schedules over R is denoted by LSER. 
The commutativity rules alone do not provide a convenient way to verify local 
serializability, since it is not clear which rule should be applied at any given time. 
We next describe a polynomial-time algorithm for testing local serializability, based 
on a “local conflict graph” associated with the schedule. 
Given some set T of transactions and a schedule s for T, the local cor$ict-graph 
G(s) = (V, E) associated with s is the following: V consists of all transactions 
appearing in s, i.e. V= T. For t,, t, E V, j f i, the directed edge (t>, t,) is in E, if s 
contains a pair (a, b) of updates such that a is from t;, b is from t,, a occurs before 
b in s. and a and b do not commute. 
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4.3. Theorem. A schedule s for a set T of transactions over a database schema R is 
locally serializable zjjr its local conjlict graph G(s) is acyclic. In particular, local 
serializability can be tested in polynomial time. 
Proof. (if) Let s be a schedule for a set T of transactions such that G(s) is acyclic. 
We show that s ++ s’, where s’ is a serial schedule for T, by induction on 1 TI. The 
statement is trivial for ITI = 1. Suppose it is true for all sets of fewer than n 
transactions, and let T be a set of n transactions, and s a schedule for T s.t. G(s) 
is acyclic. Clearly, there exists some t in T s.t. outdegree G(,j( t) = 0. It follows that 
for every pair of updates (u, v) s.t. u is in t, v is not in t, and u occurs in s before 
v, u and v commute. Thus, s +% s,t, where so = ~r_~,,(s). Since G(so) is a subgraph 
of G(s), it is acyclic, and the induction hypothesis can be applied. Thus, s,, A s, , 
where s, is a serial schedule for T -{t}. Hence, s +% s, t, which completes our 
induction. 
(only if) Conversely, let s be a schedule for a set T of transactions s.t. G(s) is 
cyclic. It is easy to see that s cannot be proven equivalent to a serial schedule using 
the commutativity rules. 
Since constructing the local conflict graph G(s) for a given schedule s, and 
checking acyclicity of G(s) can be done in polynomial time, local serializability 
can be tested in polynomial time. 0 
4.4. Remark. By definition, each locally serializable schedule is serializable. 
However, the converse is not true, i.e., there are serializable schedules which are 
not locally serializable. Intuitively, this is so because conflicts between pairs of 
updates are sometimes “compensated” by the context. For instance, let 
s = m2(1;2)m’(2;3)m2(3;2). 
For this schedule, G(s) is cyclic (see Fig. 9). Thus, s g LSER. However, s = 
m’(2;3)m2(1;2)m2(3;2), so s E SER. 
4.3. Intermediate serializability 
In some sense, local serializability is the most restricted notion of serializability 
because it only takes into account local conflicts, without regard for the context. At 
the other extreme, unrestricted serializability takes into account the entire context. 
Intermediate notions of serializability can be obtained by looking at some of the 
(23 t1 t2 
Fig. 9. 
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context in various ways. We next exhibit one such notion, called “intermediate 
serializability”. Intuitively, intermediate serializability takes into account conflicts 
detectable by looking at individual updates occurring in a schedule and the prefixes 
of transactions occurring in the schedule before that update. This type of conflict 
detection is particularly suited for dynamic scheduling, where only prefixes of the 
transactions and the schedule are available at any given time. Indeed, intermediate 
serializability will be used as a basis for our dynamic scheduling algorithm in 
Section 6. 
As in the case of local serializability, recognizing intermediately serializable 
schedules involves constructing a conflict graph, defined next. 
4.5. Definition. Let s be a strict schedule for the set of transactions {t, , . . . , t,} over 
database schema R. The intermediate conjlict graph G, (s) for s is the directed graph 
(V, E), where 
(i) V=Tand 
(ii) (t,, t,) E E iff there exists an update u of tj such that s = S’US” and ni(s’)U + 
U%-,(S)). 
Obviously, the commutativity rules for pairs of updates are not sufficient to check 
whether ri(s’) and u commute, since ri(s’) and u may commute even if u does not 
commute with every single update in ri(s’). Testing whether m,(s’) and u commute 
is easily done using the transition spec of m,(s)). 
The notion of intermediate serializability is based on the graph G, previously 
defined. 
4.6. Definition. A strict schedule s is intermediately serializable iff its intermediate 
conflict graph G,(s) is acyclic. The set of intermediately serializable schedules over 
a database schema R is denoted ISER. 
4.7. Remark. Intermediate serializability can be tested in polynomial time, since 
the graph G,(s) can be constructed and tested for acyclicity in polynomial time. 
4.8. Theorem. For each database schema, the following holds: LSER 5 ISER s SER. 
Proof. Since acyclicity of the local conflict graph of a given schedule implies 
acyclicity of its intermediate conflict graph, LSER G ISER. We next show by induc- 
tion on the number 1 TI of transactions in a given schedule s in ISER that ISER c SER. 
If ITI = 1, our claim trivially holds. Suppose it is true for all sets T of fewer than n 
transactions, and let T be a set of transactions s.t. 1 TI = n, s a schedule for T s.t. s E 
ISER. Since G,(s) is acyclic, there exists a node t in G,(s) with outdegree( t) =O. 
It is easy to see that all updates from transaction t can be moved to the end of the 
schedule. Indeed, if a prefix w of t is followed by some update x from another 
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transaction, w and x can be commuted since outdegree( t) = 0. Eventually we obtain 
the schedule 
s’= rr-(‘)(S)f, 
which is equivalent to s. Since ‘rrTPc,‘(~) contains fewer than n transactions and its 
intermediate conflict graph is acyclic, we inductively conclude that v~_(,)(s) is 
serializable. Hence, s’ is serializable. Since s = s’, s E SER. 
To see that the inclusions are strict, consider the schedules 
s’= d’(0)m’(0;l)m2(1;2)m’(2;3) and s”= m’(O;l)m2(l;2)m’(2;3)d’(l)d’(3). 
It is easily seen that S’E ISER- LSER and S”E SER- ISER. Thus, LSERs ISERs 
SER. 0 
4.4. Combining local and exact serializability testing 
In this subsection, we show that infinitely many approximate serializability testing 
algorithms can be obtained by combining in various “doses” local serializability 
testing with unrestricted serializability testing. These algorithms are polynomial-time 
and define an infinite hierarchy of serializability classes which, in some sense, 
converge to SER. The following is an outline of these algorithms. We first show a 
“naive”, then an improved algorithm. The “tune-up” parameter k is used to deter- 
mine the amount of exact serializability testing to be performed. The higher k is, 
the closer the algorithm is to the exact serializability testing algorithm, and the 
higher its complexity (polynomial in n, with exponent k). By coalesce( Tk, G(s)) is 
meant the graph obtained from G(s) by coalescing all vertices in Tk into a single 
vertex (an edge is incident to Tk iff it was incident to some vertex in Tk in the 
original graph). 
Algorithm SER(k). 
Input: A strict schedule s for a set T of n transactions. 
Output: YES or NO. 
begin 
(1) for each subset Tk of T of size k such that coalesce( T,, G(s)) is acyclic do 
(2) if rrTk(s) is serializable then 
begin 
(3) output YES; 
(4) halt 
end; 
(5) output NO 
end. 
Note that, if coalesce( T,, G(s)) is acyclic, then s 6 s’xTk(s)s” where s’s’ is a 
serial schedule for T- T,, and all transactions in s’ are completed. Thus, s is 
serializable if rrTk( s) is serializable. Therefore, the algorithm performs exact serializa- 
bility testing in step (2) on rTI(s). 
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4.9. Remark. Algorithm SER(k) runs in polynomial time. 
Proof. The for-loop in step (1) is executed at most (;) times, which is O(nk) or 
fixed k. Clearly, coalesce( T,, G(s)) can be constructed from G(s) in polynomial 
time. Step (2) takes time O(k!), which is constant since k is fixed. 0 
Let SERk be the set of schedules recognized by Algorithm SER( k). The following 
result shows that the SERh constitute an infinite hierarchy of classes of serializable 
schedules; part (iii) of the theorem shows that the SERI, converge to SER in a 
certain sense. 
4.10. Theorem. For each database schema R, the following hold: 
(i) SER,, = SER, = LSER 
(ii) For each k 2 1, SER,, 5 SERk+, 5 SER 
(iii) For each strict, serializable schedules there exists some k 2 0 such that s E SERk. 
Proof. (i) Obviously, a given schedule is in SE& iff it is in SER, iff it is locally 
serializable, since for k E (0, l} Algorithm SER( k) tests the local conflict graph for 
acyclicity. 
(ii) Obviously, SER,, s SER k+, E SER. To see that the inclusions are strict, con- 
sider the following schedule s for a set of k + 1 transactions: 
s = m”+‘(1;2)m’(2;3)m’(3;4). . rn’-’ (k;k+l)m“(k+l;k+2)mk+‘(k+2;k+1). 
In this case, G(s) consists of a single cycle of length k + 1. It is easy to verify that 
s is equivalent to tk tk+, t, . . . tl, _I ; thus s E SER,,~, . However, since no subschedule 
of s consisting of k transactions can be isolated using just the commutativity rules, 
s & SERk. 
(iii) This follows from the fact that any serializable schedule for n transactions 
is in SER,. 0 
The class ISER of intermediately serializable schedules is, in some sense, 
“orthogonal” to the SER,, hierarchy; specifically, we have the following proposition. 
4.11. Proposition. (i) SER,= SER, s ISER 
(ii) For each k> 1, ISERg SERI, and SER,, Z ISER 
Proof. Part (i) follows from Theorems 4.8 and 4.10(i). For part (ii), we only look 
at the case k = 2, which can be easily generalized. Consider the schedule s” used as 
a counterexample in the proof of Theorem 4.8. As seen there, s”& ISER, but clearly 
S”E SERz, so SER,g ISER. Next consider the following schedule s: Let 
s,=d’(l). . d’(7)d’(l). . d’(7)d’(l). . . d’(7) 
and 
s=slm’(1;2)m2(2;3)m’(3;4)m3(4;5)m’(5;6)m3(6;7); 
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s is serializable, but not locally serializable. In addition, s g SERZ, but s E ISER, 
since G,(s)=({t,,t,,t,},8).Thus, ISERZSER2. tl 
In Algorithm SER(I1-), all subschedules involving k transactions may be indepen- 
dently tested for exact serializability. It turns out that a more sophisticated method 
for approximate serializability testing is possible, which we briefly describe next. 
Again, local and exact testing are combined, but exact testing is applied only to 
certain connected components of the local conflict graph. In the resulting algorithm, 
the central test takes linear time. Unfortunately, it can be shown that the “smarter” 
algorithm converges only for transactions without insertions. We now outline this 
algorithm. 
Algorithm CSER( k). 
Input: A strict schedule s for a set T of y1 transactions. 
Output: YES or NO. 
begin 
(1) construct the local conflict graph G(s); 
(2) if G(s) is cyclic then 
begin 
(3) find the connected components of G(s); (* let the result be C,, . . . , 
(4) if there exists some i, 1 s i s m, s.t. /C,/ > k and C, is cyclic then 
begin 
(5) output NO; 
(6) halt 
end; 
(7) for i := 1 to m do 
(8) if C, is cyclic then 
(9) if rrc,(s) is not serializable then 
begin 
(10) output NO; 
(11) halt 
end; 
end; 
(12) output YES 
end. 
cm *I 
In the algorithm given above, local testing is applied in step (21, while exact 
testing is performed in step (9). Now suppose that G(s) has m cyclic connected 
components of size ki s k, 1 s i s m, resp. Then the for-loop of step (7) is executed 
m times, and for the ith execution step (9) takes time O(k, !). The worst case occurs 
if each component has maximal size k, in which steps (7)-(9) take time O(m . k!). 
However, since there are at most [n/k] cycles of size k in a graph with n vertices, 
this reduces to 0( [n/k1 . k!), which is linear in n since k is fixed. 
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Let CSERk denote the set of schedules recognized by Algorithm CSER( k). CSERi 
and SER, are incomparable for i,j 2 2. However, the CSERh, like the SERk, form 
an infinite hierarchy, for which a theorem similar to Theorem 4.10 (i)-(ii) holds. 
However, convergence is no longer guaranteed if the transactions are allowed to 
contain insertions. Consider the following example: Let s = s,sZ, where 
s, = m’(3;0)d’(0)i3(0)m~(O;l) and s2 = ~4(2;l)js(2)~6(2). 
In this case, s,s2 6~. sZsI. Let Ci denote the connected component of G(s) correspond- 
ing to Si, i = 1,2. Since C, is cyclic, G(s) is cyclic. All algorithms CSER(k) applied 
to s will return “NO” in step (lo), since .s, is not serializable. However, s is 
serializable, since 
s= m’(3;0)m’(0;1)i”(0)d’(O)d”(2)i5(2)m”(2;l). 
(This can be shown using the result from [2] that two transactions are equivalent 
iff their transition specs have identical insert-sets, and eliminating all edges into 
inserted hyperpianes from both transition graphs yields identical graphs.) The 
convergence of the CSER(k) can be restored by using a modified test in step (9), 
which takes into account the insert-sets of all connected components; unfortunately, 
this test takes time exponential in k, like the original SER(k) algorithms. 
4.5. Exact serializability testing for resfricted iransactions 
In this subsection, we show that exact serializability testing can be done efficiently 
if the transactions are restricted to contain only inserts and deletes. In this restricted 
model, some power of the transactions is lost, since in genera1 a modification cannot 
be simulated by insertions and deletions. We first note that, even in this restricted 
model, a schedule may be serializable without being locally serializable. This can 
be seen from the following example: Let 
s = i’(l)d2( l)i”(2)d’(2)ii( I)?(2). 
Here, the first four updates of s seem to indicate a conflict between tr and t2 and 
vice versa, so that the conflict graph G(s) is cyclic. On the other hand, s is clearly 
equivalent to 
s’=i’(l)d’(2)d2(1)iZ(2)i”(l)i’(2), 
and hence is serializable. This shows that unrestricted serializability remains more 
complicated than local serializability even when no modifications are allowed in 
transactions. However, we next exhibit an algorithm which tests serializability of 
schedules for such transactions in polynomial time. First we need the following. 
4.12. Notation. (i) Let t be a INF transaction and (G, Insert} be its transition spec. 
The insert set of t is denoted by I, and equals Insert; the delete set of t is denoted 
by D, and is the union of the hyperplanes 
{C j C is a vertex in G and outdegreec(C) = 0). 
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Thus, I, and D, represent the tuples which are inserted and deleted, respectively, 
by t. 
(ii) If T is a set of transactions, *T denotes a sequence formed by concatenating 
all transactions of T in some order. 
We now present our serializability testing algorithm. The algorithm attempts to 
construct a serial schedule equivalent to the given one, starting from the last 
transaction and adding transactions consecutively to the left. The choice of the next 
transactions t to be appended to the left of the serial schedule s’ constructed so far 
is based on the following observations: In order to achieve equivalence with the 
original schedule, a tuple inserted by t should be in the insert set of the original 
schedule, unless it is in the delete set of s’. The symmetric observation holds for 
tuples deleted by t. It is shown (Theorem 4.13) that the greedy strategy which 
schedules transactions as soon as they satisfy the above conditions, succeeds exactly 
when the original schedule is serializable. 
Algorithm SER. 
Input: A schedule s for a set T = {t,, . . . , t,} of transactions without modifications. 
Output: A serial schedule s’s.t. s =s’ if s is serializable, and an error message 
otherwise. 
begin 
(1) compute I, and D, ; 
(2) s’:= e; I:=@; D:=@ 
(3) while T # 0 do 
begin 
(4) trans:={t,E TIZj~Z,uDand D,s D,uZ}; 
(5) if trans # P, 
then begin 
(6) s’ := “trans . s’; 
(7) T:= T-trans; 
(8) I := I,,; 
(9) D:= D,, 
end 
else begin 
(10) return (error message); 
(11) halt 
end; 
end; 
(12) if s5.s’ 
(13) then return (s’) 
(14) else return (error message) 
end. 
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4.13. Theorem. Serializability of strict schedules for transactions with only inserts and 
deletes can be tested in polynomial time. 
Proof. We claim that Algorithm SER returns a schedule (i.e. it does not return an 
error message) iff the input-schedule s is serializable. To this end, we will show that 
step (12) succeeds (i.e. s’ = s) iff the set 
ser( s) := {s” 1 s” is a serial schedule for T and s - s”} 
is not empty. 
If s = s’, then s’ E ser(s), so ser(s) # 0. Conversely, suppose ser(s) f 0. Let s” E 
ser(s). We will show that s”= s’= *transk.. .*trans,, where k is the number of 
executions of the while-loop in step (3) and trans; denotes the set trans resulting 
from the jth iteration of this loop, 18 j< k. Suppose s”= s,sz such that s2 = 
“trans, . . . “trans, for some i, 0 G i < k, and s, = am,, where T, := T - Uj=, trans,. 
We will show that s”= s; “trans,,, . . . *trans,. By induction, it will then follow that 
s” = *transk . . “trans, . By definition, trans,,, = {t E T 1 Z, G I, u Di2 and D, 5 0, u 
I,,}. Note that, if T, # 0, then trans,,, if0 (indeed, it is easily seen that the last 
transaction in s, must be in trans,,,). Consider some transaction t, E trans,,, n T,. 
Suppose s, = s; t&s,’ for some t, E T, -trans,+, , m f 1 (if no such t, and t, exist, 
then trans,+, is a suffix of s, , and we are done). We will show that t, can be moved 
past t, without changing the final effect of s”, i.e. s” is equivalent to s* = s{ tmt,s,“sZ. 
If t, and t, commute, this claim is trivial. Otherwise, two cases occur. 
(i) An insertion i’(C) from t, does not commute with a deletion d”(C) from t,. 
Thus, if i’(C) is moved past d” (C), it might be true that 1,. = 1, u {C} and 1,~ [,*. 
However, since t, E trans,,, , it follows that C E l,Y u DcL. Hence, if C E I,, then I,* = I,. 
Otherwise, C E D,, , so C is deleted by s2. Thus C .@ I,,* and I,s* = I,, which implies 
that i’(C) can be moved past d”(C) without changing the final effect of s”, i.e. 
S”ZS * 
(ii) A deletion d’(C) from t, does not commute with an insertion i”(C) from 
t,. Thus, moving d’(C) past i”(C) could result in I,* = 1, -(C)s 1,. However, 
t, E transi+, and C E D, imply C E D, u Is,. If C E D,, then C g Z,, which implies 
I,* = I,. Otherwise, C E II,, i.e. C is inserted by some update appearing in s2. Once 
more, 1,5* = 1,. 
By applying (i) and (ii) repeatedly, all updates of t, can be moved to the right 
of t,. It follows that all transactions in trans,,, can be moved to the right end of 
s, . Thus, s” = s: trans,,, . . . trans, , which completes the induction (note that the 
basis and the induction step were merged in the above argument). 
Note that Algorithm SER runs in polynomial time, since insert- and delete-sets 
can be computed in polynomial time, the while-loop in step (3) is executed at most 
n times, and step (12) takes polynomial time. 0 
4.14. Remark. The above result is similar in spirit to results of [4], where it was 
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shown that certain undecidable questions concerning transactional schemas4 become 
decidable if the transactions do not contain modifications. Thus, our results and 
the results of [4] concur in indicating that modifications add considerable power 
and complexity to transactions. 
Finally, we note that, contrary to expectations, other natural restrictions on 
transactions do not lead to significantly more efficient serializability testing 
algorithms. For instance, the proof of Theorem 4.1 shows that testing serializability 
remains NP-complete even if the input transactions are optimal and in Second 
Normal Form’. 
5. Concurrency control in the presence of functional dependencies 
The concurrency control mechanisms developed so far do not make use of semantic 
information about the valid database states. In this section we show how concurrency 
control can be improved by taking into account functional dependencies (fd’s) 
satisfied by a database. To simplify the exposition, we only consider unirelational 
databases. Our results can be extended straightforwardly to multirelational 
databases. 
We first recall that our original definition of serializability of a schedule s for 
{r I,..., t,} requires that s be equivalent to executing the t,‘s in ajixed order, which 
is independent of the instance on which the schedule is applied. We now argue that 
this definition must be relaxed in order to take advantage of fd’s. 
Intuitively, in considering the serializability of a schedule in the presence of fd’s, 
we only need to look at the effect of the schedule on instances satisfying the fd’s. 
This leads to the following straightforward extension of our original definition of 
serializability. 
5.1. Definition. Let R be a relation schema and 2 a set of fd’s over R. A strict 
schedule s for a set {t, , . . , t,} of transactions over R is serializable with respect to 
2 iff there exists a permutation (T of { 1, . . . , n} such that eff(s)( I) = 
efi(Z,oj,. . . , r+) )(I) for each instance Z of R satisfying 2‘. 
Unfortunately, it can be easily seen that the class of schedules which are serializable 
w.r.t. 2 is no larger than our old class of serializable schedules. Indeed, we have 
the following. 
4 A transactional schema specifies the set of admissible transactions on a database. Transactional 
schemas are investigated in [3,4]. 
s Second Normal Form is a desirable syntactic form for transactions, defined in [ 1,2]. 
Conceptual level concurrency control of relational update transactions 25 
5.2. Proposition. Let 1 be a set of fd’s over a relation schema R, and s a strict schedule 
over R. Then s is serializable w.r.t. 2 iff s is serializable. 
Proof. If s is serializable, then in particular s is serializable w.r.t. 22. Conversely, 
suppose s is serializable w.r.t. 2. Then there exists a serial schedule s’ for the 
transactions in s such that eff(s’)(l) = eff(s)( I) f or each instance I of R satisfying 
1. In particular, eff(s’)(p) = eff(s)(p) for every tuple Al. over R, since {p} satisfies 
1. It follows that eff(s’)(J) = lJILs, eff(s’)(p) = IJ,,, eff(s)(p) = eff(s)(/) for every 
instance J of R. Thus, s = s’, and s is serializable. 0 
In order to take advantage of the extra information provided by fd’s, we must 
relax our definition of serializability with respect to a set of fd’s. The following 
example suggests how this can be done. 
5.3. Example. Let R = AB, and 2 = {A + B}. Let 
t,=m(A=O,B=O;A=O,B=2)m(A=O,B=1;A=O,B=2) and 
t,=m(A=O,B=O;A=O, B=3)m(A=O, B=l;A=O,B=3) 
be two transactions over R and consider the following strict schedule for {t, , t,}: 
s = m’(A = 0, B = 0; A = 0, B = 2)m’(A = 0, B = 0; A = 0, B = 3) 
m2(A=0,B=1;A=0,B=3)m’(A=0,B=1;A=0,B=2). 
Consider the local conflict graph associated with s. The graph is represented in Fig. 
10. Since the graph is cyclic, s is not locally serializable. Furthermore, it is easily 
seen that s is not serializable. Let us now look closer at the source of conflicts in 
the schedule s. The conflict edge (t, , t2) is due to the first two modifications of the 
schedule, which affect the tuple (0,O). The second conflict edge, ( t2, t,), is due to 
the las; two modifications, which affect the tuple (0, 1). Note that the first conflict 
is relevant only to instances containing the tuple (0, 0), while the second conflict is 
relevant only to instances containing (0, 1). Next, note that there is no instance 
satisfying A + B which contains both (0,O) and (0, 1). It follows that for each instance 
satisfying A+ B, only one of the conflict edges may be relevant. Indeed, there are 
two disjoint categories of instances I satisfying A+ B. 
(i) In ((0, 0), (0, 1))~ ((0, 0)); then the conflict graph relevant to I is the one 
shown in Fig. 11 and eff(s)(Z)=eff(t,t,)(Z). 
03 t1 t2 
Fig. 10. 
26 V. Vianu, G. Vossen 
Fig. 11. 
(ii) Zn{(O,O), (0, 1))~ ((0, 1)); then the conflict graph relevant to Z is the one 
shown in Fig. 12 and eff(s)( I) = eff( f2f,)( I). 
Thus, the execution of the schedule s on each instance is always equivalent to a 
serial execution of t, and f2 on that instance. However, the order of the serial 
execution of t, and t2 depends on the instance. 
The above example suggests a definition of serializability of a schedule with 
respect to fd’s, which makes the equivalent order of execution of transactions 
state-dependent. Formally, we have the following. 
5.4. Definition. Let R be a relation schema and 2 a set of fd’s over R. A strict 
schedule s for a set {t, , . . . , t,} of transactions over R is state-serializable w.r.t. 2 
iff for each instance Z of R satisfying _X there exists a permutation (T of (1,. . . , n} 
such that eff(s)(Z) =eff(t,,,,, , . . , t,,(,, )(I). The class of state-serializable schedules 
w.r.t. _X is denoted by SSERS. 
As shown in Example 5.3, there are nonserializable schedules which are state- 
serializable w.r.t. a set of fd’s. More generally, it can be shown that SERs SSERZ 
for each set 2 containing at least one nontrivial fd (see Remark 5.9). 
We next present an informal description of how our local serializability testing 
algorithm can be modified to take into account fd’s. The modification of the algorithm 
proceeds along the lines of Example 5.1. Suppose that a strict schedule s and a set 
2 of fd’s are given. As before, our algorithm constructs a local conflict graph for 
s. Additionally, while the conflict graph is being constructed, a record is kept of 
which hyperplanes are “relevant” to each conflict edge. Intuitively, if an instance 
Z does not intersect any of the relevant hyperplanes for an edge (ti, t,), then the 
conflict between tj and t, does not occur when the schedule s is executed on state 
Z, and the edge (t,, t,) can be ignored for this particular state. If a cycle occurs, the 
algorithm checks whether there exists an instance satisfying 2 which intersects at 
least one relevant hyperplane for each edge in the cycle. This is done by associating 
a partial tuple with each relevant hyperplane and applying a procedure similar to 
the chase mechanism [15] to relations containing tuples associated with different 
Fig. 12 
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relevant hyperplanes. If such an instance does not exist for any cycle in the conflict 
graph, then the schedule is state-serializable wr.r.t. _X However, the converse is not 
true. That is, some schedules which are state-serializable w.r.t. 1 are rejected by 
the algorithm. A schedule accepted by the modified local serializability testing 
algorithm is called state-locally serializable w.r.t. 2‘; the corresponding set of 
schedules is denoted by SLSERZ. 
We now develop an algorithm based on the ideas described above. We first look 
at the situation where the local conflict graph of a given schedule s consists of a 
single cycle and then look at a more general situation. First, we will describe an 
algorithm that associates labels with the edges of G(s), where each label consists 
of all hyperplanes “relevant” to this edge. To this end, suppose an edge from ti to 
tj in G(s) is caused by updates u’ and u’, resp. Let H be a partial mapping that 
associates a hyperplane with the pair (u’, u’) according to Table 1. (In this table, 
Tup denotes the set of all tuples over the relation in question.) 
Table 1 
m(C,;C,) m(C,; C,) m(G;G) m(C,; C,) d(C,) d(C,) 
m(C,;C,) c, G C, c,u cz C, Cl 
i(C,) TUP - TUP 
Suppose u’ and ui are updates which do not commute. The set of tuples which 
are treated differently by uiui and uiui is exactly H(u’, u’). In particular, u’ and 
ui commute if applied to instances disjoint from H(u’, u’) (unless H( u’, u’) = Tup, 
in which case they commute on no instance, including 0). If u’ and u’ appear within 
a schedule, then the context of the schedule must also be taken into account. 
Specifically, suppose u’ and u’ appear in a schedule s = s, u’szuis3 such that G(s) 
consists of a cycle. If s2 does not contain updates from t, or t,, then u’ commutes 
with s2, and s is equivalent to s,szuiu’sJ. In order for ui and u’ to commute, 
H(u*, u’) must be empty after s,s2 is executed. In other words, we need to find a 
“precondition” on Z that will ensure that s,s2( I) n H(u’, u’) = 0. Note that, if s2 
contains updates in t,, the relevant portion of s2 is rTi(sz), where -i = {tl, 1 k # i and 
tk appears in s,}, since we assume that the updates in ti occurring in s2 are moved 
to the right of u’ before ui. In order to determine the hyperplanes which contribute 
to H( u’, u’) when s, K,( s2) is run, we need to look at the transition spec of s, n_;(sJ. 
Specifically, let C[s] denote the set of hyperplanes contributing to a set C of tuples, 
when some schedule s is run. It is easily seen that 
C[S]={C’](C’,C”)ETG(S)~~~C”~C#Q} 
u {Tup / C n Insert(s) # P, or C = Tup}. 
Thus, the labels associated with an edge (t,, t,) will contain representatives for ail 
hyperplanes in H(u’, u’)[s,v_,(s~)]. 
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We next describe the algorithm to generate labels. 
Algorithm Labeled Conflict Graph. 
Input: A strict schedule s for a set T of transactions s.t. G(s) = (V, E) consists of 
a single cycle. 
Output: A labeled conflict graph LG(s) = (V, E, 1), where 1 associates a set of 
hyperplanes with every edge in E. 
begin 
(1) for each edge (t,, f,) in E do 
begin 
(2) [((t,, q)):= 8; 
(3) for each u’, u’st. u’ is from t,, ui is from ti, ui and ui do not commute, 
and s = s,uis2uis3 do 
(4) [((t,, t,)):= I((t,, f,))U H(u’, ~‘)[S,~-,(S,)l 
end 
end. 
We next show that Algorithm Labeled Conflict Graph can indeed be used to 
determine whether or not particular schedules are serializable with respect to a 
given instance. 
5.5. Lemma. Let R be a relation schema, I # fl be an instance over R, and let s be a 
schedule for a set T of transactions over R s.t. LG(s) = (V, E, 1) consists of a single 
cycle only. If there exists an edge (t,, t,) E E s. t. I n C = @ for each hyperplane C E 
l((t,, t,)), then eff(s)(I) =eff(s’)(l), w ere s’ is a serial schedule for T. h 
Proof. We will show that, under the assumptions given, s(Z) = s”(I), where s” is 
such that all updates of t, occur after all updates of t,. Clearly, s”A 5.. . t,t, . . . t, 
(where t,, . . . , t, are the consecutive vertices of the cycle LG(s)). Hence, s(l) = 
t,. . . t,t, . . . t,(I). The proof is by induction on inv,,,(s) = I{(u’, u’)l ui an update of 
t,, u’ an update of t,, and u’ occurs in s before u’}I. 
Let inv,,,(s) = 1, and let s = s,u’s2u’s3, where s2 contains no updates from t, or 
c,. Since LG(s) consists of a single cycle, outdegree = 1; thus, ui commutes with 
all updates in s2, and s = s,s2uiu’sj. Since In H(u’, u’)[s,sJ = 0, 
u’u’(s,s,(Z)) = U’U’(S,S~(I)). 
It follows that s(I) = s,s,u’u’s,(l). Clearly, inv,,j(s,s2u’u’s,) = 0. 
Next let inv,,,(s) > 1, and suppose the statement is true for each k < inv,,i(s). Let 
ui be the rightmost update in s such that u’ is from ti and u’ is followed by some 
u’ from 5 in s, and let s = s,u’s2u’s3, where s2 contains no update from ti or t, 
(clearly, such u’ and u’ exist). By an argument similar to the case inv,,,(s) = 1, 
s(l) = s,szu’u’.s,(l). 
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Let s’ = s,sZuJu’s~. Clearly, inv,,j( s’) < inv,,j(s). Furthermore, it is easily verified that, 
for each pair (v’, d) of updates from t, and 5 such that s’= s;v’siu-‘s;, it remains 
true that I n H(v’, v’)[s;~~_,(s;)] =@ Thus, the induction hypothesis can be applied 
to s’, and s’(l) = s”(Z), where inv,,j(s”) = 0. This completes the induction. As noted 
earlier, it is now easy to serialize s” using just the commutativity rules. 0 
Our next goal is to devise an algorithm to determine, given a schedule s and a 
set 1 of fd’s, whether s is state-locally serializable w.r.t. 2. Unfortunately, it will 
turn out that the algorithm takes exponential time in the size of the input; it is an 
open problem if this can be improved. The test used by the algorithm is based on 
Lemma 5.5; only schedules s, whose local conflict graph G(s) observes a certain 
restriction, will be considered. If G(s) contains a cycle, the algorithm checks whether 
there exists an instance I satisfying 2 which intersects at least one hyperplane from 
each label associated with the cycle. This is done as follows: Suppose G(s) consists 
of exactly one cycle with k edges e,, . . . , q. Let @ = {C, , . . . , C,} be a collection 
of hyperplanes s.t. C, E I(e,), 1~ id k. We associate a tableau To with @ as follows: 
TQ has schema R and k rows w,, . . , wkr whose values are either constants or 
variables. For 1 c is k, row wi is associated with hyperplane Ci as follows: Let 
R={A,,..., A,}, then for 1 aj< r 
if “Aj = c” is in C,, 
1.1 otherwise. 
In addition, we associate with each variable x,,, 14 i 4 k, 1 sj d r, a set cond(x,,) 
of conditions, which is a conjunction of inequalities on A, from C, as follows: 
cond( xi,) := 
i 
{Xii # c, ) . . . ,xi, # c,} if “A, # c,, . . ,c,,,” is in C,, 
0 otherwise. 
As an example, let R = ABC, and @ = {C,, C,}, where C, = {A = 5, B # 2,3}, and 
CZ = {A = 6, C # 4). Then Ta has the form 
A B C 
5 Xl? Xl3 
6 x22 X23 
where cond(x12) = {x,~ f 2, x12 # 3}, cond(x,i) = {x23 # 4}, and cond(x,,) = 
cond( x22) = 0. 
Let TQ be a given tableau, and let E be a set of fd’s for relations schema R. We 
next chase Ten w.r.t. 2 [ 14, 15, 191. Specifically, for an fd X + A E 2, let w, and w2 
be two distinct rows from To s.t. w,(X) = w?(X), w,(A) = p, wJA) = q, and suppose 
p f q. If both p and q are constants, TQ is replaced by 0, the empty tableau, i.e., the 
chase does not succeed. If p is a constant, while q is a variable, and no condition 
of the form “A # p” appears in cond(q), then every occurrence of q is replaced by 
p; a violation of the latter condition again results in an empty tableau. Finally, if 
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both p and q are variables, say, p = x,~, q = xk,, and i < k, or i = k and j < 1, then 
every occurrence of q is replaced by p, and cond( p) is replaced by cond( p) u 
cond(q). This is repeated until no further change is possible. 
The tableau resulting from a chase of a given To is denoted chase_,( T@). Now 
we have the following lemma. 
5.6. Lemma. Let TQ be a tableau for a set @ of distinct hyperplanes. Then 
chase= ( T@) # 0 iff there exists an instance I satisfying 1 s. t. Z n C # 0 for each C E @. 
The proof of Lemma 5.6 is similar to proofs about the chase that can be found 
in the literature [14, 151 and is therefore omitted; in particular, note that the chase 
procedure described above has the finite Church-Rosser property. 
Using Lemmas 5.5 and 5.6, we can easily provide a test that checks whether a 
given schedule s whose conflict graph LG(s) has a single cycle is state-locally 
serializable w.r.t. a given set 2 of fd’s: We test whether there exists a set @ = 
{C,, . . , C,} of hyperplanes, one from each label of LG(s), s.t. the chase of T@ 
w.r.t. 2 succeeds. Since there are exponentially many such @, the tests clearly take 
exponential time (in the length of the cycle). This is acceptable as long as cycles 
are short. 
Finally, we relax the condition that LG(s) consists of exactly one cycle. However, 
we place the following restriction on LG(s): We require that each vertex of LG(s) 
belongs to at most one cycle. This restriction is motivated by the fact that if a vertex 
belongs to several to several cycles, it is not clear how to deal with all cycles 
simultaneously. The implication of this restriction is twofold. First, it allows us to 
order the cycles appearing in LG(s) topologically. Second, once the cycles have 
been ordered, they can be treated individually. We make the usual assumption that 
each transaction in the schedule preserves the integrity constraints of the database, 
i.e. the given fd’s. 
Following is an outline of the algorithm that determines whether a given schedule 
is state-locally serializable w.r.t. a given set 2 of fd’s. Note that, due to our restriction 
on the conflict graph of the schedule, state serializability w.r.t. 2 of every single 
cycle implies state serializability w.r.t. 2 of the entire schedule. 
Algorithm SLSER’. 
Input: A set .Z of fd’s, a strict schedule s for a set T of transactions s.t. each t E T 
preserves 2. 
Output: YES or NO. 
Function CHASE(LG) : boolean; 
begin (* CHASE *) 
(1) CHASE(LG) := false; 
(2) for each set @={C,,..., C,} of hyperplanes s.t. C, E 1( e,), 1 s is k, do 
begin 
(3) construct the tableau TQ ; 
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(4) compute chase= (T,); 
(5) if chase= ( To) # 0 then 
begin 
(6) CHASE(LG) := true (* the chase succeeds *) 
(7) return 
end 
end 
end; (* CHASE *) 
begin 
(1) construct G(s) = ( V, E); 
(2) if there exists some ZIE V s.t. n belongs to more than one cycle of G(s) then 
begin 
(3) output NO; 
(4) halt 
end; 
(5) for each cycle of G(s) consisting of vertices V’ and edges E’ = {e, , . . . , Q} do 
begin 
(6) construct the labeled conflict graph LG’= (V’, E’, 1) for rrv(s); 
(7) if CHASE(LG’) (* the chase succeeds for some labels *) then 
begin 
(8) output NO; 
(9) halt 
end 
end; 
(10) output YES 
end. 
We now prove the correctness of the algorithm. 
5.7. Theorem. If Algorithm SLSER’ returns YES for a given strict schedule s, then 
s is state-serializable W.Y. t. the set 2 of fd’s. 
Proof. Clearly, any schedule s accepted by the algorithm has the property that no 
vertex in LG(s) belongs to two cycles. Consider such a schedule s. The algorithm 
outputs “YES” iff for each cycle c in LG(s) and every choice @ of labels for the 
edges in c, CHASE=( T@) =0. By Lemmas 5.5 and 5.6, ~Js) is state-serializable 
w.r.t. 2. Thus, for every instance Z satisfying 2 there exists a permutation (T, of the 
transactions in c such that am = a,( c)(Z), where a,(c) denotes the serial 
schedule for c corresponding to the permutation u,. Next, since no vertex belongs 
to two cycles, it is easily seen that the cycles of LG(s) can be topologically ordered. 
Let c, , . . . , c, be the cycles of LG(s) in topological order. Clearly, 
s 6 s,~,I(s)s2~,*(s) . . . &l~c,,(Sbn+, 3 
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where the si (1 s i G n + 1) are serial schedules. Let I be an instance satisfying 2. 
Consider the sequence defined by I, = s,(Z), I,,, = rrc,(s).sj+,(h), 1 <j G n. Clearly, 
41) = I,+, . Since each n,,(s) is state-serializable w.r.t. 2, a simple induction shows 
that each 1, (1 sj s n + 1) satisfies 1, and 
rc,(s)s~+‘(l,) = (TI,(cj)s,+l(z,). 
It follows that 
s(l) = s’f11,(c’)W,2(c2) . . . w,,,(Ghl+l(~L 
so s is state-serializable w.r.t. 2. 0 
5.8. Example. Let R = ABC, and 2 = {A+ C, C + B}. Consider the following 
schedule: 
s=d’(A=3)m’(A=0,B=0,C#O;A=3,B=0,C#O)d2(A=2) 
&(A = 0, B = 0, C # 0; A = 2, B = 0, C # O)d*(A = 0, B # 0, C = 1) 
d*(A = 1, C = O)d’(A = 5)m’(A =O, B # 0, C = 1; A = 5, B # 0, C = 1) 
d’(A=1,C=O)m’(A=O,C=O;A=1,C=0). 
Note that both t, and tz are consistency preserving. Clearly, sg LSER. The local 
conflict graph of s, which is identical to the one shown in Fig. 10, consists of edges 
(t, , t2) and (t,, tl) and hence is cyclic. Thus, in step (6) of the above algorithm 
labels are generated as follows: 
l((tl, f2)) = {Cl>, Q(t,, tl)) ={G, G> 
where C, = {A = 0, B = 0, C # 0}, C, = {A = 0, B # 0, C = l}, and C, = {A = 0, C = 0). 
Note that C3 is added to I((t2, tl)) since H[u*, u’](s,K~(s’)) ={C,}, where u*= 
d’(A = 1, C = 0), u’ = m’(A = 0, C = 0; A = 1, C = 0), sl consists of all updates 
appearing in s before u’, and s’ consists of the updates between u2 and u’ in s. 
Next, two tableaux To, and T,, will be constructed, where Ql = {Cl, C,} and 
Q2 = { Cl, C,}, resp.; these are shown below in Fig. 13. 
It is easily seen that the chase does not succeed in either case. As a result, the above 
algorithm will return “YES” when applied to s. Thus, by Theorem 5.7, s is state- 
locally serializable, though not locally serializable. 0 
5.9. Remark. Our intermediate serializability testing algorithm as well as our SER( k) 
algorithms can also be modified using the above technique. (The portion of the 
SER(k) algorithm which is modified is that where local serializability testing is 
Ta, A B C Ta, A B C 
0 0 x 0 0 x 
0 Y 1 0 Y 0 
cond(x) = {x # 0}, cond(x) = {x # 0) 
cond(y)={y#O} 
Fig. 13. 
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used, i.e. step (2).) The set of schedules accepted by the modified intermediate 
serializability testing (SER(k)) algorithm is denoted by SISER’ (SSER;), respec- 
tively. Each schedule in SISER’ or SSER; is state-serializable w.r.t. C; however, 
the converse is not true in general. We now describe the relationship between the 
various classes of state-serializable schedules w.r.t. 2, as well as the relationship 
between the old classes of serializable schedules and the corresponding new classes 
of state-serializable schedules w.r.t. Z. For each relation schema R and set 2 of 
fd’s over R containing at least one nontrivial fd, the following hold (see also Fig. 14): 
(9 
(ii) 
(iii) 
LSERs SLSER:, ISERs SISERX, SER,, 5 SSER;, SERs SSER’, 
SLSER’ 5 SISER’ 5 SSER’, 
SSER;I- = SSERf = SLSER’, SSER,’ s SSER;,, 5 SSER’ for each k 2 1. 
SSER’ 
Fig. 14. Classes of serializable and state-serializable schedules (for k > 1, Z nontrivial). 
Finally, we mention that the notion of state-serializability is studied here in the 
context of functional dependencies only. It remains open to compare state-serializa- 
bility and ordinary serializability in general. In particular, it is currently unknown 
whether there are schedules that are state-serializable, but not serializable; further- 
more, if such schedules exist, it would be important to determine the complexity 
of deciding state-serializability, if this is indeed decidable. 
6. Dynamic scheduling 
In this section we present an approach to the dynamic generation of schedules 
for transactions. We present a polynomial-time scheduling algorithm which produces 
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finite schedules in ISER, and infinite schedules which are instantaneously 
serializable. 
Generally speaking, our scheduling algorithm falls into the category of schedulers 
that use serialization graph testing [6], adapted to our model of transactions. 
However, unlike known schedulers in this category, our algorithm uses semantic 
information beyond commutativity of individual updates. 
We note that locking protocols do not appear to be suited to our model, due 
primarily to the lack of connection between hyperplanes and physical storage 
organization. It can be seen that a safe locking protocol would require each transac- 
tion to lock in advance all hyperplanes used. This would allow for little or no 
concurrency. Therefore, we do not consider locking protocols here. 
Dynamic scheduling concerns the situation where the transactions wishing to 
operate concurrently on a database are not known to the transaction manager or 
to the scheduler in advance. Thus, transactions arrive update-by-update and are 
placed in an input queue managed by the transaction manager. At each point in 
time, the scheduler has to decide which update to schedule next. The scheduler 
places the updates to be executed in the execution queue. This general scenario is 
depicted in Fig. 15. 
aborted 
I transactions I 
The schedule resulting after all transactions have been processed must be serializ- 
able. If the stream of incoming updates never terminates, the infinite output schedule 
must also be serializable (see Definition 3.6(ii)). Also, the processor idle time should 
be minimized. 
The sequence of updates placed by the scheduler in the execution queue forms 
a strict schedule for the transactions in the input queue. However, both the input 
queue and the execution queue can be further processed to improve the resulting 
schedule. Specifically, the transaction manager may use possible idle time to simplify 
the queue for each transaction and to extract internal parallelism from transactions, 
thus increasing the number of updates which are available for scheduling. If such 
pre-processing of the input queues occurs, the sequence of updates produced by 
the scheduler becomes only a separable schedule for the input transactions, rather 
than a strict one. Finally, the execution queue can, in turn, be simplified by a 
“post-processor” while awaiting execution; as a result, the schedule actually 
executed may become a nonseparable schedule for the input transactions. Sim- 
plification of transactions, and extracting internal parallelism, can be done efficiently 
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in a dynamic framework using the techniques of [l, 2, 10, 111. We now list the 
simplification rules, which can be applied from left to right only (C, , Cz, C, are 
from a set of pairwise disjoint hyperplanes). 
(1) i(C1)i(C,)*i(C,) 
(2) d(C,)d(C,)Jd(C,) 
(3) i(C1)d(C1)*d(C,) 
(4) d(CL)i(CJ*i(C1) 
(5) m(C,; Cl)*& 
(6) m(G; G)i(G)*d(G)i(G) 
(7) i(C,)m(C,; G)*m(C,; G)i(G) 
(8) m(C,; G)d(C,)Jm(G; G) 
(9) m(Cr; G)~(G)*d(G)~(G) 
(10) d(G)m(C,; G)*d(G) 
Although the simplification rules are not powerful enough to optimize every 
transaction with respect to the criteria proposed in [l, 21, an application of these 
rules always results in a simpler transaction. Furthermore, the simplification rules 
can be applied efficiently and with minimum overhead, due to their “locality”. Thus, 
the rules appear to be well-suited to an environment like the one considered here, 
where time available for simplification may consist of unpredictably short and sparse 
intervals. 
We next describe the dynamic scheduler. The scheduler uses the technique 
developed for intermediate serializability testing, adapted to the dynamic situation. 
Specifically, the scheduling algorithm is based on a conflict graph similar to that 
used for recognizing schedules in HER. Updates are taken from an input pool 
consisting of those updates in the input queue which may be executed next. An 
update is added to the execution queue if it does not generate a cycle in the conflict 
graph. (As a refinement, updates from the input pool may be fetched according to 
a priority scheme based on the likelihood of their generating cycles.) If a cycle is 
generated, the transaction causing the cycle is aborted, and the effect of previously 
executed updates from the transaction is undone. This is performed using certain 
information saved by the scheduler. In order to guarantee overall progress, an 
aborted transaction cannot re-start execution before at least one other transaction 
commits. 
Following is a description of the main data structures used by the scheduler. 
(i) The conjlict graph: The conflict graph for a schedule s is the graph G,(s) 
described in Section 4 (see Definition 4.5). Vertices and edges are added or deleted 
from G,(s) in the following manner: 
l Whenever the first update from a new transaction is placed in the execution 
queue, an identifier for the transaction is added to the vertices (we assume that 
transactions are numbered and use their numbers as their identifiers). A transac- 
tion represented in the graph is called active. 
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l Edges may be added to the graph when a new update u’ is added to the current 
schedule s. An edge (k, i) is added to the graph iff v~(s)u’ + u’~~(s), i.e. the 
update ui does not commute with the portion of tL already in the schedule. As 
discussed in Section 4, a cycle in the graph indicates that the schedule is not 
intermediately serializable. Such a schedule is rejected by the scheduler, although 
it may be serializable. This is done because, as seen previously, checking for 
unrestricted serializability cannot be done efficiently and is not usually feasible 
in a dynamic situation, where only partial information is available. 
l If a transaction is aborted, it is removed from the graph (and hence becomes 
inactive). 
l A transaction is completed if all its updates have been output to the execution 
queue. Completed transactions are never aborted. However, completed transac- 
tions are kept in the graph for as long as they have the potential of becoming 
involved in a cycle. It can be verified that a completed transaction i can become 
involved in a cycle iff there is some transaction j, not yet completed, such that 
there exists a directed path from j to i in the conflict graph. When such j no 
longer exists, the transaction i is eliminated from the graph, and no further record 
is kept of it. The transaction i is then called committed. 
(ii) The input pool: The input pool is a set of updates from the input queue. An 
update from a given transaction is in the input pool if it may be executed next. The 
input pool contains one update from each transaction, unless the transaction manager 
identifies components of transactions which may be executed in parallel, as discussed 
earlier. In the latter case, the transaction manager may place several updates from 
the same transaction in the input pool. The scheduler separates the updates in the 
input pool into three categories, as follows: 
l ready updates are those whose execution may be attempted next; 
l delayed updates consist of updates whose scheduling was attempted and then 
delayed by the scheduler because of their likelihood to contribute to a cycle in 
the conflict graph. In the algorithm presented here, updates are delayed simply 
if their execution would add edges to the conflict graph. A more refined but 
costlier priority scheme could be based on further analysis of the set of conflict 
edges created by each update. Delayed updates are fetched by the scheduler only 
when ready updates are not available. 
l aborted updates are those belonging to aborted transactions. Updates are not 
fetched by the scheduler as long as they remain in aborted status. Aborted updates 
change their status to “delayed” as soon as some transaction commits. 
It can be verified that starvation (of transactions) cannot occur if the input stream 
eventually ends; however, it can occur if the input stream never stops. In order to 
avoid starvation in the latter situation, a more involved priority scheme must be used. 
(iii) Transition specs: The scheduler maintains a transition spec for each active 
transaction. The transition spec represents the effect of the prefix of the transaction 
placed so far in the execution queue, and is modified each time a new update of 
the transaction is added to the execution queue. Transition specs are used by the 
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scheduler to detect “conflicts”, i.e., situations when n;-(s)u’ + u’rj(s), where s is a 
schedule, i and j are transactions, and u’ is an update of fi (see description of the 
conflict graph). 
(iv) Rollback jn~Qr~na~ion: When a transaction is aborted, the effect of its presence 
in the schedule must be undone. To this end, two types of information are kept by 
the scheduler: 
l A record of the output schedule for the currentiy active transactions (denoted 
“s” in the algorithm). The schedule s is updated when a new update is output 
to the execution queue, and when a transaction aborts or commits. 
0 The state of the database prior to the activation of each new transaction. 
The simplest approach to aborting a transaction t is to restore the database to 
its state saved at the point when t became active, and redo the schedule from 
that point on, omitting the updates of t. A more economical approach is to 
save, for each transaction, only the hyperplanes whose contents are affected by the 
execution within the schedule of updates from the transaction, and redo only the 
relevant part of the schedule on the saved hyperplanes. This approach has the 
disadvantage of requiring additional bookkeeping by the scheduler (details are 
omitted). 
We now present an outline of our dynamic scheduling algorithm. The main 
while-loop in step (2) is viewed as a possibly infinite loop which executes as long 
as there are updates in the input pool, or active transactions. 
Algorithm SCHERULE. 
begin 
(1) initialize the conflict graph G,(S) = ( V, E) and schedule s for the currently 
active transactions to empty; 
(2) while there are active transactions or updates in input queue do 
(3) if input pool # $4 then 
begin 
(4) get ui from input pool; 
(5) &:= E; 
(6) for each active tj (j # i) do 
(7) if yj(s)u’ + uirj(s) then E := E u{(j, i)}; 
(8) if E, ts E then 
(9) 
(13) 
if G, is cyclic then 
begin 
(10) abort( r,); 
(11) eliminate vertex i from G, ; 
(12) erase updates of t, from s 
end 
else if ready updates are availalbe in the input pool tben 
begin 
(14) delay(u’); 
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(15) E:=E, 
end; 
(16) if not delayed and not aborted then 
begin 
(17) if ti is not active then 
begin 
(18) add vertex i to G, ; 
(19) save rollback info for ti 
end; 
(20) oLltput( u’); 
(21) S := su’; 
(22) update the transition spec of t, with u’; 
(23) if u’ is the last update’ in ti then 
begin 
(24) completed( t,) := TRUE; 
(25) for each completed tj do 
(26) if fk is completed for every k s.t. there exists a path 
from k to j in G, then 
begin 
(27) commit( t,); 
(28) eliminate vertex j from G, ; 
(29) erase updates of ti from S; 
(30) change status of aborted transactions to “delayed” 
end 
end 
end 
end 
end. 
6.1. Remark. In the above algorithm, a transaction is aborted when the update 
currently processed belongs to that transaction and closes a cycle in the conflict 
graph. A more sophisticated, but costlier approach would be to choose for aborting 
the transaction of the cycle which is most likely to cause cycles in the future. For 
instance, suppose that, at a given time, the conflict graph is that represented in Fig. 
16(a). 
Next suppose that the scheduler attempts to schedule a new update from t, which 
adds the conflict edge (1,0) to the graph, thus closing a cycle. Then transaction to 
is aborted by the algorithm, yielding the graph in Fig. 16(b). If, on the other hand, 
t, was aborted, this would yield the graph in Fig. 16(c). Intuitively, the latter situation 
is preferable because the likelihood of a new cycle being created is smaller. Algorithm 
’ For simplicity, we assume that the scheduler can recognize the first and the last update of each 
transaction. 
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Fig. 16. 
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SCHEDULE can be refined with heuristics to detect such situations. Analogous 
remarks hold for transactions which are delayed. Specifically, transactions can be 
delayed using a priority scheme based on their likelihood of generating cycles. 
Finally, the rollback mechanism of the algorithm can be refined, as mentioned 
earlier in this section. 
Improvements such as the above can be made at the cost of increased overhead, 
and their effectiveness is hard to evaluate analytically. We plan to implement 
Algorithm SCHEDULE and evaluate experimentally such design choices. 
The following theorem characterizes the schedules generated by Algorithm 
SCHEDULE (without aborts), and in particular establishes the safety of the 
algorithm. 
6.2. Theorem. (i) The set of finite schedules generated by Algorithm SCHEDULE 
without performing aborts equals ISER. 
(ii) Ifs is an injinite schedule generated by Algorithm SCHEDULE withoutperform- 
ing aborts, then for every prefix s,, of s, v~(s,J is in ISER, where T is the set of 
transactions completed in sO (in particular, s is instantaneously serializable). 
Proof (outline). Consider the set of schedules output by Algorithm SCHEDULE. 
First suppose a finite schedule is generated by Algorithm SCHEDULE without 
performing aborts. This implies that steps (lo)-( 12) are never executed, i.e., the graph 
G, resulting from step (7) is never cyclic. Any update u’ currently under consider- 
ation is output in step (20) if it has not been delayed in step (14), i.e., u’ has not 
caused a new edge in G, in step (7), or u’ has previously been delayed, but no 
other update in ready status is available. Thus, the decision whether or not ui is 
put in the execution queue depends on the outcome of step (7), which tests for 
intermediate serializability. Note that the same applies to projections of prefixes of 
infinite schedules generated by Algorithm SCHEDULE onto completed transactions. 
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Next suppose the generation of a finite schedule by Algorithm SCHEDULE 
involves the abort of some transaction t. Let the execution queue be e = e, e2, where 
e, does not contain updates from t, and e2 begins with an update from t. If t is 
aborted, the state of the database prior to the execution of e2 will be restored, and 
e2 will be followed by e3, where e, results from e, by an elimination of all updates 
from t. Hence, the rollbacks and redo’s have the effect of “correcting” the output 
schedule and making it equivalent to a schedule produced without aborts. 0 
6.3. Remark. In [ 131, the notion of jixed-point set of a scheduler S was defined for 
finite sets T of transactions in order to measure the performance of a given S. A 
fixed-point set FP(S) consists of all schedules s for T for which S(s) = s holds, i.e., 
the execution queue equals the input queue. In light of this definition, the fixed-point 
set of Algorithm SCHEDULE is the set of all schedules for T which are generated 
without performing aborts; hence, by Theorem 6.2, FP (SCHEDULE) equals ISER. 
Note that, if pre-processing of transactions and post-processing of the execution 
queue are added to Algorithm SCHEDULE, the sequence of updates actually 
executed is a (possibly non-separable) schedule for the input transactions, which 
is equivalent to a strict, intermediately serializable schedule forthe input transactions. 
Finally, our dynamic scheduler can be modified to take into account fd’s. The 
schedules generated are then state-intermediately serializable with respect to the fd’s. 
7. Conclusions 
The present paper provides a theoretical foundation for understanding how 
semantic information available at the conceptual level of a database can be used 
to increase concurrency of transactions. Specifically, we introduced a notion of 
serializability that is based on semantics rather than syntax, and we investigated 
both static serializability testing and dynamic scheduling of transactions. With 
respect to static serializability testing, we showed that the problem is NP-complete 
in general, and exhibited a variety of polynomial-time approximate algorithms. The 
algorithms make use of semantic information available at the conceptual level that 
goes beyond simple commutativity of updates, and provide a reasonable basis for 
a dynamic scheduler. We also showed that exact serializability testing can be done 
in polynomial time for a restricted class of transactions. Finally, we considered a 
new notion of serializability which is state-dependent, and is natural when constraint 
information is available. 
Clearly, the increase in concurrency obtained by our approach is achieved at the 
cost of additional overhead. Whether this tradeoff is worthwhile in practice depends 
on the characteristics of the transactions and data. We plan to evaluate experi- 
mentally our approach in future work. Finally, an important related problem is how 
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conceptual-level concurrency control interacts with internal-level concurrency con- 
trol. The emerging theory of multilevel concurrency control [22] is likely to be useful 
in understanding this issue. 
A new correctness criterion for schedules, which captures users intended changes 
to the database, is proposed in [20]. This is motivated by the observation that 
traditional serializability may lead to anomalies by not taking into account semantics 
related to such intended changes. The alternate criterion, goal-correctness, is 
orthogonal to serializability, and is based on realizing goals associated with each 
transaction. It is shown that, for our transaction language, goal-oriented concurrency 
control compares favorably to serializability with respect to complexity: goal- 
correctness can always be tested in polynomial time. 
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