The main advantage of X-ray microcomputed tomography (µCT) as a non-destructive imaging tool lies in its ability to analyze the three-dimensional (3D) interior of a sample, therefore eliminating the stereological error exhibited in conventional two-dimensional (2D) image analysis. Coupled with the correct data analysis methods, µCT allows extraction of textural and mineralogical information from ore samples. This study provides a comprehensive overview on the available and potentially useful data analysis methods for processing 3D datasets acquired with laboratory µCT systems. Our study indicates that there is a rapid development of new techniques and algorithms capable of processing µCT datasets, but application of such techniques is often sample-specific. Several methods that have been successfully implemented for other similar materials (soils, aggregates, rocks) were also found to have the potential to be applied in mineral characterization. The main challenge in establishing a µCT system as a mineral characterization tool lies in the computational expenses of processing the large 3D dataset. Additionally, since most of the µCT dataset is based on the attenuation of the minerals, the presence of minerals with similar attenuations limits the capability of µCT in mineral segmentation. Further development on the data processing workflow is needed to accelerate the breakthrough of µCT as an analytical tool in mineral characterization.
Introduction
Following the widespread development of X-ray microcomputed tomography (µCT) in medical applications and in diverse industrial applications, potential applications of µCT have been reviewed within the geosciences [1, 2] , especially for mineral characterization [3, 4] . Being a non-destructive technique, which allows for three-dimensional (3D) analysis of an object, µCT systems offer a new depth of information that has not been available with conventional two-dimensional (2D)-based microscopy analysis. Several studies have investigated the application of µCT in performing mineral characterization, which includes pore analysis [5] [6] [7] [8] [9] [10] , liberation and grain exposure analysis [11] [12] [13] [14] [15] , crack and breakage analysis [14, 16, 17] , as well as mineral segmentation analysis [3, [17] [18] [19] .
While work towards identifying further potential applications of µCT continues, several studies have also been focusing on development of data processing to better analyze µCT datasets [9, 18, [20] [21] [22] [23] [24] [25] [26] . A typical data processing tool of µCT images in relation to mineral characterization can be generalized into several steps that are illustrated in Figure 1 .
µCT Measurement and Data Acquisition
During acquisition, the sample for the µCT measurement is exposed to the incident X-ray beam and rotated through 180° to obtain a number of projections (typically between 600 to 3600 projections). These projections are then reconstructed to create 2D slices (projection images) of the measured volume. The pixels in the 2D slices retain spatial information about their originating volume elements (voxels) so that the slices could be stacked to recreate the 3D volume of the Typical workflow involved in µCT data analysis for mineral characterization. The resulting 2D µCT slices are stacked and preprocessed into a 3D image. Segmentation and classification are performed so that a volume of interest (VOI) can be analyzed further. In relation to mineral characterization, this VOI usually represents a phase in the sample (an example here is the sulphide phase), so that features of that phase can be extracted (an example here is the grain shape). Volume rendering is done to produce a 3D view on a 2D display screen.
Many reviews have been conducted with regard to µCT applications [1] [2] [3] [4] 11] . Such reviews mostly analyze the applicability and performance of µCT systems for different cases of mineral analysis. Potential new applications were identified through addressing the advancement made in the µCT instruments, such as dual-energy µCT [1, 17] , in situ experiments during acquisition [27, 28] , the use of diffraction and phase contrast modes [29, 30] , as well as sub-micron resolution [1, 31, 32] .
While the applicability and usage of µCT in mineral characterization has been reviewed, there seems to be lack of studies in evaluating the data analysis methods involved in processing µCT datasets. This review aims to address just that; it aims to thoroughly discuss various µCT data analysis methods, their limitations, as well as their application in mineral characterization. By exploring the data analysis methods, this review can be a reference in determining which data analysis methods shall be implemented in various cases of mineral characterization using µCT systems.
The primary sources of studies for this review are those that apply laboratory µCT systems in characterizing ore samples. Moreover, this review focuses mainly on absorption-contrast mode tomography, as this is the conventional mode in laboratory µCT systems. As the objective of this review is also to further explore potential data analysis methods that can be applied in mineral characterization, other µCT applications in similar materials, such as different types of rocks, sands, powders, and aggregates, are also considered. Some other materials that are less similar to ore samples, such as composites, soils, and artificial fibrous networks, are also evaluated. Medical application of µCT systems are not considered as the nature of the system is different compared to the one used in material science. The algorithms in each step shown in Figure 1 are systematically evaluated alongside examples of cases and applications.
During acquisition, the sample for the µCT measurement is exposed to the incident X-ray beam and rotated through 180 • to obtain a number of projections (typically between 600 to 3600 projections). These projections are then reconstructed to create 2D slices (projection images) of the measured volume. The pixels in the 2D slices retain spatial information about their originating volume elements (voxels) so that the slices could be stacked to recreate the 3D volume of the specimen. These 2D slices are also specimen. These 2D slices are also the "raw data" that could be put in the µCT data processing workflow in Figure 1 . An illustrative image describing the processes involved in µCT measurement and data acquisition is shown in Figure 2 . . Specimen analysis and data acquisition using µCT. The X-ray beam originates from a small focal spot and illuminates a planar detector. The specimen is fixed in a stage, and rotated to obtain several projections over a range of angles and positions. The 2D image slices are reconstructed from these projections, whereas afterwards it can be stacked and rendered to create the 3D volume for displaying purposes.
The µCT configuration shown in Figure 2 resembles the most widely used modern laboratory cone beam scanning configuration. Other configurations, such as fan beam, near-parallel beam, as well as synchrotron-based µCT, are not the main focus in this review; interested readers are referred to other reviews [1, 3, 33] .
Measurements
The principle of µCT is similar to other X-ray based analysis, whereas it records the differences in X-ray attenuation by the object. Attenuation is described as the proportion of the X-ray that interacts with the material and represented by the gray intensities in the reconstructed slice images. The interaction between the material and the X-ray beam decreases the intensity of the X-ray as it passes through the volume. This decrease of intensity is described by the Beer-Lambert Law:
I(x) = I × e µ (1) where I(x) is the intensity measured at the detector (units: mass time -3 ), I is the intensity of original incident beam from the X-ray source, x is the length of the X-ray path within the material, and µ is the attenuation coefficient of the material (units: length −1 ), which depends on the material atomic number and density.
Due to the stage rotation, the beam angle (α) is varied, which in turn affects the attenuation coefficient. Deriving from Equation (1) , the correlation between the beam angle and attenuation coefficient (µ) for a given length of X-ray path (L) is given below: ln I(L, x) I (α) = − μ(x, α)dx (2) Figure 2 . Specimen analysis and data acquisition using µCT. The X-ray beam originates from a small focal spot and illuminates a planar detector. The specimen is fixed in a stage, and rotated to obtain several projections over a range of angles and positions. The 2D image slices are reconstructed from these projections, whereas afterwards it can be stacked and rendered to create the 3D volume for displaying purposes.
where I(x) is the intensity measured at the detector (units: mass time −3 ), I 0 is the intensity of original incident beam from the X-ray source, x is the length of the X-ray path within the material, and µ is the attenuation coefficient of the material (units: length −1 ), which depends on the material atomic number and density. Due to the stage rotation, the beam angle (α) is varied, which in turn affects the attenuation coefficient. Deriving from Equation (1), the correlation between the beam angle and attenuation coefficient (µ) for a given length of X-ray path (L) is given below:
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The attenuation coefficient is then related to its theoretical values for different ore minerals (µ C ). The theoretical values can be calculated as a function of the X-ray energy (ε, units: mass length 2 time −2 ), and mineral density (ρ, units: mass length −3 ). Such calculation is given in Equation (3).
µ mass refers to the mass attenuation coefficient which depends on the X-ray energy used in the measurement. The dependency of µ mass on energy can be expressed by Equation (4) [34] , in which a and b are the energy-dependent coefficients, and Z is the bulk atomic number of the material.
Depending on the energy spectrum, different attenuation mechanisms prevail. In lower energy spectra (50-100 keV), photoelectric absorption predominates, in which the incoming X-ray photon ejects the inner electron by occupying the inner shell of the atom. This imbalance causes the electron from the outer shell to jump to the inner shell. The resulting µ based on this mechanism is proportional to Z 4-5 . In the higher energy range (up to 5-10 MeV), Compton scattering is more prevalent, in which the incoming photon only interacts with the outer electron and deflects it to a different direction. This mechanism yields attenuation coefficient (µ) that is proportional to Z. As it suggests by the relation of µ with Z, photoelectric absorption is highly dependent on the atomic number of the material, while Compton scattering strongly depends on density of the material (it is less dependent on the atomic number) [35] . Both mechanisms are illustrated in Figure 3 . The attenuation coefficient is then related to its theoretical values for different ore minerals (µC). The theoretical values can be calculated as a function of the X-ray energy (ε, units: mass length 2 time −2 ), and mineral density (ρ, units: mass length −3 ). Such calculation is given in Equation (3).
μ refers to the mass attenuation coefficient which depends on the X-ray energy used in the measurement. The dependency of μ on energy can be expressed by Equation (4) [34] , in which a and b are the energy-dependent coefficients, and Z is the bulk atomic number of the material.
Depending on the energy spectrum, different attenuation mechanisms prevail. In lower energy spectra (50-100 keV), photoelectric absorption predominates, in which the incoming X-ray photon ejects the inner electron by occupying the inner shell of the atom. This imbalance causes the electron from the outer shell to jump to the inner shell. The resulting µ based on this mechanism is proportional to Z 4-5 . In the higher energy range (up to 5-10 MeV), Compton scattering is more prevalent, in which the incoming photon only interacts with the outer electron and deflects it to a different direction. This mechanism yields attenuation coefficient (µ) that is proportional to Z. As it suggests by the relation of µ with Z, photoelectric absorption is highly dependent on the atomic number of the material, while Compton scattering strongly depends on density of the material (it is less dependent on the atomic number) [35] . Both mechanisms are illustrated in Figure 3 . The dependence of the X-ray attenuation coefficient to the energy spectrum poses a trade-off in differentiating mineral phases within the sample. Higher energy means a better penetrative capability of the X-ray beam which, in turn, results in a better signal-to-noise ratio, but it often becomes less sensitive in differentiating mineral phases in the rock sample. Decreasing the energy could overcome this limitation, but this also decreases the penetrative capability of the X-ray, therefore requiring longer exposure time to achieve good signal-to-noise ratio. This could further be explained by the circumstance that in lower energy spectra, the resulting µ is proportional to Z [4] [5] , which means that it is much more sensitive to changes in the atomic number, therefore better in differentiating phases in the sample. This is compared to having higher energy spectra in which µ is only proportional to Z, which then the difference in µ is more driven by density differences between the materials due to Compton effect. This principle is the key in differentiating minerals using µCT; by using lower energy, contrasts between minerals with similar densities can be achieved as it is driven more by the difference in atomic number. The dependence of attenuation coefficient of The dependence of the X-ray attenuation coefficient to the energy spectrum poses a trade-off in differentiating mineral phases within the sample. Higher energy means a better penetrative capability of the X-ray beam which, in turn, results in a better signal-to-noise ratio, but it often becomes less sensitive in differentiating mineral phases in the rock sample. Decreasing the energy could overcome this limitation, but this also decreases the penetrative capability of the X-ray, therefore requiring longer exposure time to achieve good signal-to-noise ratio. This could further be explained by the circumstance that in lower energy spectra, the resulting µ is proportional to Z [4] [5] , which means that it is much more sensitive to changes in the atomic number, therefore better in differentiating phases in the sample. This is compared to having higher energy spectra in which µ is only proportional to Z, which then the difference in µ is more driven by density differences between the materials due to Compton effect. This principle is the key in differentiating minerals using µCT; by using lower energy, contrasts between minerals with similar densities can be achieved as it is driven more by the difference in atomic number. The dependence of attenuation coefficient of minerals to the X-ray energy is available in some databases, such as XCOM, managed by National Institute of Science and Technology (NIST) [36] .
In fact, several researchers have addressed this issue of differentiating minerals by optimizing the scanning conditions of the µCT system. The use of lower energy spectra was evaluated by Reyes et al. [18] in which, at 50 kV, copper sulphide minerals were able to be distinguished from pyrite, with the help of SEM-EDS measurement as reference data. Reduction of sample size was also evaluated [3, 37] , as lower energy means longer acquisition time; reducing sample size is an alternative way to achieve reasonable acquisition time while at the same time minimizing the beam hardening effect. Such an effect makes attenuation of the same minerals differ depending on the location within the sample, therefore limiting the accuracy of the mineral differentiation [18] . Kyle et al. [38] has demonstrated that at scanning energy of 180 keV, differentiation of chalcopyrite and bornite is possible using smaller cores (≤22 mm), while Bam et al. [37] have also demonstrated that, at similar energy level, the beam hardening effect is minimized when the apatite-magnetite core sample size is reduced to 17 mm.
A calibration step prior to µCT data acquisition can also be performed in order to distinguish between minerals. This can be achieved by measuring pure minerals with known density, so that correlation between the attenuation coefficient and density is obtained, or by using dual-energy scanning so that the density of the material can be obtained directly through the relation between attenuation coefficients in two different energy levels [17, 39] . However, the latter case is known to be sensitive to noise [40] . Such calibration could also be performed after acquisition by correlating the µCT data to SEM-EDS data [18, 19] or XRF mapping [41, 42] .
The spatial resolution of the µCT system is also critical to produce good results as well as good signal-to-noise ratios. Spatial resolution defines how the volume is discretized, i.e., the volume over which Equation (2) is integrated. In other words, this resolution is the size of the smallest detectable object with µCT. Typically, a µCT scanner would have spatial resolution ranging from 10-50 µm [43] . Some newer generations of cone beam µCT systems are even able to reach below 1 µm, or even further, which is often termed as sub-µCT [44] . It is worth noting that higher resolution will lead to better results, but longer exposure time is needed as a higher number of projections is required to achieve such high resolution. In order to reduce cost, samples are often scanned at a lower resolution first, then afterwards its region of interest is determined where high-resolution scanning is carried out.
Some artifacts could be present during µCT measurement and data acquisition. Artifacts are defined as part of the reconstructed µCT slice images which did not originate from the original sample. Artifacts could originate from the physical interaction between the materials and the X-ray beam, or from the scanning process (detectors). These artifacts have been thoroughly discussed by several other workers [3, 37, 45, 46] . The artifacts that regularly occurred with industrial (non-medical) µCT system are summarized in Table 1 . It is worth noting that the artifacts and limitations described earlier are mostly found when using the laboratory based µCT configurations. For example, the beam hardening effect can be avoided by the use of a monochromatic (synchrotron) source [47] . A synchrotron source also offers higher photon flux, allowing more rapid acquisition time, less image noise, and higher spatial resolution in comparison with laboratory µCT systems.
Moreover, some of the issues of mineral differentiation with µCT can be alleviated by the use of other contrast modes such as diffraction-contrast tomography (DCT) and phase-contrast tomography (PCT), which is mainly available only in synchrotron sources. Both contrast modes have found applications mostly in analysis of microstructures in crystalline samples, as it allows the high contrast between phases [48] [49] [50] [51] [52] [53] . Synchrotron systems also open up possibilities of complimentary tomography methods such as X-ray diffraction microtomography (XRD-CT) and X-ray Fluorescence microtomography (XRF-CT). XRD-CT finds applications mostly in evaluating crystalline materials [54, 55] , while XRF-CT could be used to detect small features, such as inclusions in geological samples [48, 56] .
While these properties of synchrotron µCT systems make it clearly superior to laboratory µCT system, the access to such systems is generally limited due to high operational costs [1] . The current technology of laboratory µCT systems has not yet met the level of synchrotron source [37] , but recent developments have extended their capabilities further. For example, recent works [29, 30, 57] have demonstrated the possibilities to perform PCT and DCT with laboratory µCT systems.
Reconstruction
Reconstruction is the process of creating µCT image slices from the projections obtained from the µCT measurement. The projections from µCT measurements are reconstructed, mainly by solving Equation (2) for all angles and positions using appropriate mathematical transformations [23] . The most widely used reconstruction method in µCT systems is the filtered back projection (FBP), which is based on Radon transformation. In FBP, all the projection values from the measurement are placed back into the appropriate position in the X-ray path/line between the source and detectors depending on its acquisition angle (α).
Prior to the back projection, these values are convoluted with a filter to remove blurring. Mathematical derivations and detailed explanations of the FBP method are available elsewhere [58] . With the cone beam scanning configurations, modification from the traditional convolution filter and back-projection based method is needed. Most of the cone beam µCT systems make use of the FBP reconstruction methods developed by Feldkamp [59] , i.e., the Feldkamp, Davis, Kress (FDK) method.
It can be concluded that back projection is accurate only if the projection values are precise and clear without any noise. In real applications, the measurements often result in a probability distribution of the projection values; a single projection value in a given position and angle is almost impossible to achieve. A direct back projection of such values could result in reconstruction artifacts in the final image.
The iterative reconstruction method is another reconstruction method that can overcome the limitations of FBP. The method allows input of prior information about the µCT system to the algorithm, improving the accuracy of the method. The method itself is based on iteratively forward projecting the image and back projecting the projection values until convergence. Usually an initial estimate about the image is produced and forward-projected to estimate the projection values. The projection values are then compared with the actual measurement. The initial image estimate is then improved based on the back-projection values. These procedures are repeated until a convergence between the actual and estimated projection values is achieved. While this method can overcome the noise limitations, it is well known to be computationally intensive and slow compared to the traditional back projection method. Several studies [60] [61] [62] have been conducted to improve this iterative method, mainly aiming to lower its computational cost.
After the reconstruction, the reconstruction values or CT numbers are obtained, in which such values correspond to the grayscales in the reconstructed images. These numbers are linearly related to the attenuation coefficients of the material in each position. In medical systems, a relative scaling of this CT number is used which often termed as the Hounsfield Units (HU). The scaling is based on the attenuation of water (assigned at 0 HU) and air (assigned at −1000 HU). In the case of ore samples, often time a mineral phase would not have a single CT value, rather it would have a distribution of CT values. This is mostly caused by natural variation of chemical composition in the rocks itself due to weathering, solid solutions, zoning, etc.
Pre-Processing
The projection images are then stacked into a 3D dataset, which is a stack of 2D slice images. The pre-processing step is usually necessary in order to prepare the dataset for the subsequent steps.
Filtering
Filters are mathematical algorithms that are implemented in each pixel and its neighbors. These filters typically attempt to replace any pixel value that is inconsistent with its neighbors. The simplest approach is by convoluting a kernel (matrix) to the image. The kernel holds some values that would modify the image, and depending on the values, several tasks, such as denoising, blurring, sharpening, and edge detection, can be performed. The dimension of the kernel can be two or three dimensions depending on the image. Examples of these filters are listed below:
• Denoising and blurring filters, such as Gaussian and mean filters. As the name suggests, the typical drawback of these filters is that it blurs the image, including the phase boundaries which are critical in the segmentation process. This drawback is avoided by using edge-preserving filters, such as median, non-local mean, and bilateral filters. Some researchers have applied variation of these filters in their specific cases of µCT analysis of rock samples [9, 21, 63 ].
•
Sharpening and edge detection filters, such as Laplacian filters, Sobel, Canny filters, Robert, and Prewitt filters [64] [65] [66] . These filters are typically used in rock µCT analysis especially in crack and pore detection [8, 67] , watershed segmentation [68] , as well as feature extraction for supervised classification [15, 19, 22] .
Segmentation and Classification
Segmentation refers to the grouping of digital image into several segments by identification and isolation of pixels that have the same features into a single category [69] . There are many different image segmentation methods, and several investigators have made reviews about their performances and applications [70] [71] [72] . More than a hundred segmentation algorithms based on these methods have also been developed, with many of them combining two or more methods. In this paper, the discussion will focus on methods that have been applied in µCT data analysis of ore samples.
Histogram Analysis
The most common segmentation method is based on the histogram analysis of grayscale intensities of the pixels in the image; an example is shown in Figure 4 . The histogram provides the distribution of the grayscale level of each pixels in the image, therefore giving an idea regarding the different phases contained in the image. By analyzing the histogram of an image, one can obtain global information about the grayscale levels in the image. The analysis itself can be varying, including geometrical shape analysis of the histogram, entropy analysis between two classes, histogram deconvolution, as well as similarity attributes within one classes [73, 74] . Histogram analysis can be used for µCT volumes in cases such as background removal [75] , and to some extent pore extraction from rocks [7, 8, 74] . Note that further thresholding for the phases within the drill core would be challenging as it seems difficult to separate the right peak into several peaks (phases).
Thresholding
Thresholding is a common term to describe the introduction of threshold/limit value on an image, thereby segmenting the features that are below the threshold and others that are above the threshold value. The value is usually the grayscale intensity of the pixels. Thresholding is often used in the first step of image processing in order to extract the volume of interest from the whole volume. There are two major types of thresholding algorithms:
• Global thresholding, where the threshold value is determined from the entire image properties, for example by analyzing the whole histogram of the image as in Figure 4 .
• Local thresholding, which means that instead of considering the whole image, only a certain part of the image is considered as a basis in setting a threshold value.
In the case of global thresholding, an optimal threshold value must be chosen in order to obtain a good result. Some algorithms exist that can optimize the threshold value based on the image input, one of them developed by Otsu [75] . It remains a widely used algorithm in setting a threshold value for 3D µCT image analysis [6, 18, 20, 76, 77] , especially in terms of segmenting between pores/air and mineral matrix. The Otsu thresholding method is an effective way in differentiating mineral phases and the pore space, however it may not works perfectly when the sample is heterogeneous and the volume of interest (VOI) is large; such large volume shall be sub-sampled to produce a suitable VOI that represent the whole volume [6] . Additionally, Otsu thresholding might not work properly in cases where boundaries between high density/high atomic number and low density materials exist, as the boundaries may not be thresholded properly due to the partial volume effect [22] .
Otsu thresholding can also be extended to obtain multiple thresholds, so that more than two phases can be separated in the µCT volume [78, 79] . An example of this is shown in Figure 5 .
Another commonly used algorithm for determining a global threshold value is the maximum entropy algorithm [80] . This algorithm is mostly used in segmenting between the grains and mineral matrix [76, 77] . In studies by Lin et al. [77] , the Otsu algorithm was used to distinguish ore particles from the air, while the maximum entropy algorithm was used to identify the metal sulphide grains within the mineral matrix. The reasoning behind this was that the occurrences of metal sulphide in the matrix is minimum, so that the sulphide peaks could not be clearly identified in the histogram. Note that further thresholding for the phases within the drill core would be challenging as it seems difficult to separate the right peak into several peaks (phases).
Another commonly used algorithm for determining a global threshold value is the maximum entropy algorithm [80] . This algorithm is mostly used in segmenting between the grains and mineral matrix [76, 77] . In studies by Lin et al. [77] , the Otsu algorithm was used to distinguish ore particles from the air, while the maximum entropy algorithm was used to identify the metal sulphide grains within the mineral matrix. The reasoning behind this was that the occurrences of metal sulphide in the matrix is minimum, so that the sulphide peaks could not be clearly identified in the histogram. It can be seen that directly using global thresholding will only intercept the drill core volumes from the background; multilevel thresholding is needed to extract the mineral grains from the drill core.
Local thresholding sets the value based on a local domain of voxels within a volume. This method is considered as a refinement of the global thresholding method based on local spatial information [7] . Deng et al. [26] applied an improved local thresholding algorithm that was capable of distinguishing between fractures and pores in rock matrix in a 3D µCT image. In his work, a fracture mask was initially created using connectivity operator in which local thresholding is performed within the mask. Based on local thresholding, a new fracture mask is obtained. This is repeated until the fracture mask volume is stabilized.
A gradient line computing the gradients of the image intensity intercepted by the line can be used also as a local domain where thresholds value should be based on. The threshold value is then based on the points where the calculated gradients are high, indicating the phase boundaries. Such a technique is referred to as gradient-based segmentation, and has been applied in mineral phase segmentation in µCT ore analysis [23] . Nevertheless, such a method would require the user to determine the locations of the lines to get them intercept as many phases as possible, thereby increasing the number of phases that can be segmented using the thresholds.
The eventual determination of a threshold value could also be done arbitrarily by the user. Arbitrary here means that the user visually estimates the threshold value. This could be done, for example, by visually determining the phase boundaries or taking the average grayscale values of the phases that have been visually determined by the user. Such a method has been implemented in porosity analysis, in which it was found that such method was in agreement with the experimental measurement [74] . The limitation of such a technique is that it is very subjective as the threshold determination depends very much on the user.
Region Growing
Another segmentation technique is the region growing method. The method is initialized by selecting a pixel, followed by the addition of the neighboring pixels to the initial pixel based on their similarity in grayscale values, thereby creating a region with similar grayscales. The process is repeated until all pixels can be categorized into a region. Grayscale intensities of the pixels are used as the similarity criteria [81, 82] and, in other cases, gradients between neighboring pixels can also be used [23] .
The region growing method is combined with edge detection in the widely used watershed segmentation. Watershed segmentation considers a grayscale image as a topographic surface, where the height of the surface is defined as the grayscale intensities of the image. The term "watershed" typically refers to a ridge that divides areas drained by different river system. This watershed line separates the catchment basins, which are typically the features that are segmented.
The common problem with watershed is the over segmentation, in which every regional minimum is transformed into its own basin, also segmenting features that are not of interest. Several It can be seen that directly using global thresholding will only intercept the drill core volumes from the background; multilevel thresholding is needed to extract the mineral grains from the drill core.
The common problem with watershed is the over segmentation, in which every regional minimum is transformed into its own basin, also segmenting features that are not of interest. Several researchers have developed a way to overcome this problem, including by introducing markers to the image [83, 84] , merging the regions [85] , denoising and edge enhancement [86] , as well as combining watershed segmentation with wavelet transformation [87] and the topological gradient approach [88] .
Marker-controlled watershed segmentation has been applied to 3D µCT images for several analyses by Miller et al. [22, 89, 90] . 3D watershed segmentation has been applied to different types of µCT image analysis, including coal washability analysis [89] , air bubble sizes [90] , as well as analysis of particle beds [22] . Wang et al. [22] identified that 3D watershed segmentation works best for mineral particles greater than the scale parameter (particle size/voxel size ratio of 30) and density lower than 4.0 g/cc. An example of marker-controlled watershed segmentation to separate touching grains is shown in Figure 6 . researchers have developed a way to overcome this problem, including by introducing markers to the image [83, 84] , merging the regions [85] , denoising and edge enhancement [86] , as well as combining watershed segmentation with wavelet transformation [87] and the topological gradient approach [88] . Marker-controlled watershed segmentation has been applied to 3D µCT images for several analyses by Miller et al. [22, 89, 90] . 3D watershed segmentation has been applied to different types of µCT image analysis, including coal washability analysis [89] , air bubble sizes [90] , as well as analysis of particle beds [22] . Wang et al. [22] identified that 3D watershed segmentation works best for mineral particles greater than the scale parameter (particle size/voxel size ratio of 30) and density lower than 4.0 g/cc. An example of marker-controlled watershed segmentation to separate touching grains is shown in Figure 6 . The markers introduced in Figure 6 were obtained by filtering out the minima that are less than a certain threshold value to avoid over-segmentation. Such a method has a clear drawback, if the grain sizes in the image are highly varied, it would be difficult to find a threshold value that could remove all unwanted minima without removing the minima of interest [91] . An alternative to such a technique is by taking into account the topography of the minima; instead of setting a threshold value on the minima, such a threshold value is set as a fraction of the zone around the minima [92] . The goal would then to find a fraction value (0 to 1) to set that zone fraction to be the same as the minima, i.e., to flatten down the basin zone to the level of its minima. The watershed transform would then consider the flattened basin to be part of the adjacent basin, therefore merging both basins to avoid over-segmentation. While such a procedure is less affected by grain size (basin depth), the procedure is still affected by the grain shape (basin topography), therefore making it unsuitable for highly elongated grains [91] . The markers introduced in Figure 6 were obtained by filtering out the minima that are less than a certain threshold value to avoid over-segmentation. Such a method has a clear drawback, if the grain sizes in the image are highly varied, it would be difficult to find a threshold value that could remove all unwanted minima without removing the minima of interest [91] . An alternative to such a technique is by taking into account the topography of the minima; instead of setting a threshold value on the minima, such a threshold value is set as a fraction of the zone around the minima [92] . The goal would then to find a fraction value (0 to 1) to set that zone fraction to be the same as the minima, i.e., to flatten down the basin zone to the level of its minima. The watershed transform would then consider the flattened basin to be part of the adjacent basin, therefore merging both basins to avoid over-segmentation. While such a procedure is less affected by grain size (basin depth), the procedure is still affected by the grain shape (basin topography), therefore making it unsuitable for highly elongated grains [91] .
The major challenge with the previously described marker-controlled watershed segmentation is clear: it would be difficult to obtain a global threshold value that could balance between under-segmentation and over-segmentation. Kong and Fonseca [91] proposed an iterative technique based on information obtained at a local level. Initially the method used a similar method as in Figure 6 , but then it is followed by iteratively performing watershed segmentation in each basin zone to identify potential new basins within the zone. This simply means that each segmentation is adapted according to the properties of each basin. The method has been demonstrated to be capable of segmenting grains with varying sizes and shapes.
Unsupervised Classification
Classification is defined as the partitioning of a set of elements into several clusters (or classes) based on their similarity [93] . In terms of image analysis, the sets of elements are the pixels in the image. Unsupervised classifications mean that the classification algorithm is automated by the computer, without any training or supervision from the users. However, users can have some degree of controls in this technique by specifying the number of classes, maximum iterations, as well as the endpoint of the classification (i.e., how much of the data that needs to be classified).
K-means clustering, is a clustering technique that segments the image in K numbers of clusters based on a certain criteria [94] . The K-means technique is one of the most commonly used technique in clustering of images, and it has been applied both in microscopic images [93, 95] , as well as 3D µCT images of rocks [25] .
The K-means algorithm calculates the distance between pixel values and its nearest centroid of the cluster. This algorithm continues until the mean square root error of the distance reaches a minimum value, meaning that there are no more pixels that need to be assigned to the nearest clusters. The performance of K-means algorithm is very much affected by the initial selection of centroids as well as the selection of distance function. Poor selection of initial centroids will lead to the algorithm terminating without finding the global minimum of the objective function (after only finding a local minimum) [70] . Arthur and Vassilvitskii [96] have developed an algorithm that would improve the initial selection of centroids, by using a weighted probability distribution that is proportional to the distance between the newly selected centroid and the previous centroid. Their method is often referred to as K-means++. An example of a K-means segmented drill core volume, alongside with multi-level Otsu thresholding is shown in Figure 7 .
K-means clustering has been applied in rock pore matrix analysis using µCT by [97] . Rock samples used were Andesite, Berea sandstone, as well as Rotliegend sandstone. In Chauhan's work, the performance of K-means clustering was compared with other unsupervised algorithms, such as fuzzy-C means (FCM) and self-organized maps (SOM).
A fuzzy set is defined as a set of data with no distinctive boundary [72] . In contrast to K-means in which each pixel can only be a member of one cluster, a pixel in the FCM scheme can be a member of multiple clusters depending on the fuzzifier constant, in which it acts as a weighting factor in the calculation of the distance between pixels and their centroids. A larger constant would decrease the weight, leading to fuzzier classification. If the constant is decreased to its limit value of 1, the FCM scheme simplifies into K-means.
The performance evaluation of the classifier is based on the entropy and purity of the clusters. The entropy of a cluster defines how the pixel values are distributed within the K number of clusters-in other words how likely a pixel value is misplaced in another cluster. Meanwhile, purity refers to the frequency of the most common category in each cluster.
A clustering technique is good if the purity is high, while the entropy is low. In Chauhan's study, the K-means clustering technique was found to outperform other unsupervised techniques in terms of both entropy and purity, as well as computational speed. Chauhan also found that the porosity value of the rock obtained from unsupervised classification corresponded well with the experimental values obtained from pycnometer measurements. 
Supervised Classification
In a supervised classification technique, the user trains the computer to classify the image based on the training dataset. This can be done by selecting a sample of pixels and assigning them to a specific class, in which the computer will use this as a reference in classifying other images. Supervised classification has been used to some extent in rock µCT images [19, 22, 25, 97] . Comparison of supervised and unsupervised classification is shown in Figure 8 . A classification tree is a supervised classification technique where the computer builds a decision tree with a binary test in each of the branches. This tree is grown until a certain point when no new information can be obtained from the training dataset. Random forest is then a technique where multiples of these classification trees are built based on different subsamples of the training data, allowing the building of classification trees based on different parts of the training data. Such a technique mainly aims to prevent overfitting of the trees to the training data; it ensures the generality of the classification tree. Random forest then classifies pixels by majority voting of the classification trees [98] .
An artificial neural network (ANN) is simply a large number of simple and interconnected processors (neurons) working in parallel in a network [99] . The neurons simply calculate the probability of the image to be categorized as an object. This is done by assigning weights to the 
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In a supervised classification technique, the user trains the computer to classify the image based on the training dataset. This can be done by selecting a sample of pixels and assigning them to a specific class, in which the computer will use this as a reference in classifying other images. Supervised classification has been used to some extent in rock µCT images [19, 22, 25, 97] . Comparison of supervised and unsupervised classification is shown in Figure 8 . and (c) supervised classification performed on the data. In (b), both chalcopyrite and pyrite grains are regarded as one phase, i.e., unsupervised classification could not distinguish further between the phases. In (c) both phases could be segmented using supervised classification depending on how the user trains the classifier.
A classification tree is a supervised classification technique where the computer builds a decision tree with a binary test in each of the branches. This tree is grown until a certain point when no new information can be obtained from the training dataset. Random forest is then a technique where multiples of these classification trees are built based on different subsamples of the training data, allowing the building of classification trees based on different parts of the training data. Such a technique mainly aims to prevent overfitting of the trees to the training data; it ensures the generality of the classification tree. Random forest then classifies pixels by majority voting of the classification trees [98] .
An artificial neural network (ANN) is simply a large number of simple and interconnected processors (neurons) working in parallel in a network [99] . The neurons simply calculate the probability of the image to be categorized as an object. This is done by assigning weights to the A classification tree is a supervised classification technique where the computer builds a decision tree with a binary test in each of the branches. This tree is grown until a certain point when no new information can be obtained from the training dataset. Random forest is then a technique where multiples of these classification trees are built based on different subsamples of the training data, allowing the building of classification trees based on different parts of the training data. Such a technique mainly aims to prevent overfitting of the trees to the training data; it ensures the generality of the classification tree. Random forest then classifies pixels by majority voting of the classification trees [98] .
An artificial neural network (ANN) is simply a large number of simple and interconnected processors (neurons) working in parallel in a network [99] . The neurons simply calculate the probability of the image to be categorized as an object. This is done by assigning weights to the elements of the input image (the nodes) and summing those weighted elements, which then if the sum is higher than a certain threshold (or bias) it will be sent to the next layers. This is continued until the output layer, where it returns the probability of the input to be an object. During the training phase, the user inputs a training dataset for the network. The network then adjusts the weights of each nodes by computing the loss function which measures the difference between the true class of a pixel in the training set with the output value predicted by the network [100] .
The main issues with ANNs are that they require a significantly larger amount nodes when larger images are fed and it is not translation-invariant (meaning that it depends on the orientation of the original training data). Convolutional neural networks (CNNs) are an alternative where the full-size image is convoluted first using several different filters to produce feature maps. The strength of a CNN is that, instead of using pre-defined filters, these filters could also be trained according to the user needs. In most cases the feature maps are then downsampled (pooling) so that the only the most important information of the feature maps is preserved and fed to the network. These sets of convolution and pooling can be repeated several times until small enough feature maps can be inputted to the network. There exist several convolutional neural network architectures that have been developed and trained, and can perform various image recognition tasks [101] [102] [103] . An illustration of a neural network and a convolutional neural network is shown in Figure 9 .
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A support vector machine (SVM) [104] is a supervised classification technique that projects the training dataset to a feature space of higher dimension using a kernel function, so that the dataset can be segmented using a linear classifier [105] . The linear classifier is set so that it leaves the largest possible fraction of points of the same class in the same side while maximizing the distance between the different classes from the linear classifier [106] . (a) ANN applied on a µCT drill core slice images; (b) CNN applied on a µCT drill core slice images. In an ANN each pixel in the image is inputted directly, creating an m × n amount of input nodes, which is very large for typical µCT slice images. In a CNN the image is convoluted first with filters to produce feature maps. These filters can be more than one and are learnable during the training phase. The feature map is then pooled, for example by taking maximum values in a 2 × 2 neighborhood, so it is downsized by the factor of four. This scheme represents the neural network application in image recognition (recognizing the texture class of a drill core slice) while, for phase segmentation, the input can be changed to the mask image of each phase.
A support vector machine (SVM) [104] is a supervised classification technique that projects the training dataset to a feature space of higher dimension using a kernel function, so that the dataset can be segmented using a linear classifier [105] . The linear classifier is set so that it leaves the largest possible fraction of points of the same class in the same side while maximizing the distance between the different classes from the linear classifier [106] .
The use of supervised classification in µCT data analysis has been limited, especially in ore mineral cases. Chauhan et al. [25, 97] extensively explored different supervised classification techniques, such as ANN and least square-SVM in segmenting between rock matrix, minerals, and pores in an µCT image of Andesite rock sample. Cortina-Januchs et al. [107] used an ANN to classify pores in a µCT images of soil. Tiu [19] utilized a random forest classifier in the Trainable Weka Segmentation (TWS) tool [108] to classify mineral phases in a µCT image of a Cu-Au drill core samples. A random forest classifier is also used by Wang et al. [22] , as the marker-controlled watershed segmentation did not perform well for fine and low density particles. From Chauhan's study, it was concluded that both ANN and LS-SVM classification techniques yielded a porosity analysis which is in a good agreement with experimental pycnometer measurements (relative differences of less than 1%). Furthermore, it was also concluded that LS-SVM is superior compared to ANN due to its capability in identifying generalized patterns. However, this is compromised by its extensive computational requirements, where LS-SVM took 10 times longer to process the same µCT dataset compared to the ANN.
Tiu [19] attempted to classify mineral phases in a µCT drill core image using a random forest classifier with different feature extraction algorithms (i.e., the convolution steps similar to CNN). Using a SEM-EDS mineral map as the training dataset, Tiu validated the resulting classification with the same 2D µCT slice that was analyzed by SEM-EDS. The differences between the mineral map obtained by SEM-EDS and the supervised classification was minimal, in which it underestimates chalcopyrite content by 0.2% and overestimates pyrite content by 0.2%. It was further added that the performance of such supervised classification techniques is heavily dependent on the training dataset, so care must be taken when applying such classifiers to an inherently different dataset.
In relation to the 3D watershed segmentation by Wang et al. [22] , supervised classification was performed to overcome the limitations of the current watershed algorithm. Instead of using thresholding for extracting the particles from the background, a trainable feature based classification was employed using the TWS tool [108] which is based on a random forest classifier. It was found that around a 10-15% decrease in calculation error was obtained when the supervised classification was used instead of thresholding in the watershed segmentation.
Feature Extraction
The resulting data from segmentation is most often in the form of a labeled image, in which each label represents a segmented phase. These phases would have some features that a machine vision can extract. The process of feature extraction reduces the dataset into features of interest. Hence, such a process could also be called dimensionality reduction [109] . With a smaller dataset, the computational expense of the subsequent data processing can be reduced.
These features in terms of mineral characterization are often related to the textures of the ore minerals. Texture in terms of ore geology is referred as the relative size, shape, and spatial interrelationship between grains and internal features of grains in a rock. Size, shape, and orientation of the grains in minerals are referred as structural texture, while the spatial relation between the grains (pattern) are referred as stationary textures [110] .
The concept of structural textures is quite easily understandable; by having grain shape, size, and orientation information of an ore, one could distinguish different types of ore texture. With the use of µCT, more accurate 3D information on these textures can be obtained as well as quantified through a variation of data analysis methods. On the other hand, stationary textures are often described qualitatively using experiences and textural archetypes. Recent developments are leaning towards the use of computer vision and image analysis techniques to quantitatively extract stationary textures of rocks [110] [111] [112] [113] . Extending these techniques into 3D data would open up a new depth of information in describing texture of ore minerals.
Distance Transformation
Distance transform simply transforms a binary image into a function of the distance of each pixel to the nearest non-feature pixels (the zero-valued pixels in the binary image) [114] . Such transform function has been demonstrated to be extendable to 3D [115] . Distance transform has found many applications in relation to ore characterization with µCT, most notably in analyzing structures of pores, grains, and particles [22, [116] [117] [118] [119] .
One application of distance transform in segmentation of touching particles and grains [22, 118, 119] has already been shown in Figure 6 . With the information of the distance of each voxel to the background, one could estimate the center of each grain by taking the voxels with maximum distance value. Inverting the distance map would produce a minima at the center of the grains, which can then be used as a basis for specifying a marker for the watershed segmentation.
Distance transform is also important in evaluating surface exposure of mineral grains in a particle, which has been applied in µCT analysis of leaching experiments [117, 119] . Mineral voxels that have low distance value (closer to surface) would be leached faster, i.e., the leaching kinetics and recovery is dependent on the position of the minerals relative to the surface. Throughout the leaching period, the number of mineral voxels would be decreased gradually due to dissolution, and this decrease could be used to evaluate the leaching recovery. Coupled with distance transformation, the dependency of leaching recovery to the mineral's distance from the particle surface can be evaluated.
The shape and structure of a feature could also be evaluated with distance transformation. The skeleton of a feature could be defined as the ridges (local extrema) in a distance function. The skeleton is particularly useful when analyzing pore space and connectivity in a sample, which can be used to evaluate the permeability of the sample [6, 120] . Evaluating the maximum inscribed sphere along these skeleton voxels allows comparison of surface topology between the feature and a sphere, giving an idea on the bluntness of the feature [116] .
Mathematical Morphology
Mathematical morphology [121, 122] is one of the tools that analyze the spatial structure of voxels in a 3D dataset. This technique usually takes binary image as an input, in which the structure of the volume of interest is analyzed. Morphological image analysis makes uses of a structuring element to extract morphological features of the image, in which the structuring elements are operated on the entire volume. Morphological image analysis has been used in various applications for µCT volumes, especially in quantifying size and structures of pores, grains, and particles in a sample [19, [123] [124] [125] [126] .
The shape of the structuring elements defines what kind of features can be extracted from the volume. Furthermore, by manipulating the size of the structuring elements, the size function of the features could also be extracted. Morphological opening is an operation that removes any of the elements in the image that are smaller than the size of the structuring element. Morphological opening is then analogous to sieve analysis performed for powder samples, where particles smaller than the sieve are passed through the sieve. Sieves of increasing size are stacked vertically to get the size distribution. This is done in morphological image opening where the structuring element size is incrementally increased, which is often termed as granulometry by opening [121, 122] , compare Figure 10 . This operation has been implemented in various µCT 3D volumes, including cellulosic fibrous network [124, 125] , as well as in ore samples [19, 120] . [124, 125] , as well as in ore samples [19, 120] . A structuring element/sieve is operated on the stack of binary images, in which here represents the mineral grains in the ore sample. After operation, the grains smaller than the sieve are removed. The sieve size is then increased, and the distribution of the grains based on their sieve passing size is plotted. The structuring element in here is a stack of 2D structuring elements, mimicking a 3D structuring element.
Limitations do exist in granulometry, as it is highly dependent on the shape and size of the structuring elements and on how the features can be interpreted. Lux et al. [125] argued that in a fibrous network, the pore size distribution using granulometry does not correspond to actual respiratory pore sizes, but rather as a minimum distance between the fibers. Tiu [19] stated that the grains in the measurements are more defined as a set of voxels containing similar gray values as defined by the previous segmentation, so it is also highly dependent on how it was segmented previously. The shape of the structuring elements also defines the computational costs; spherical structuring element (which often describes grain and pore quite well), is quite computationally extensive as by increasing its radius, the voxels processed increased to the power of three of the incremental radius [123] . This for example can be overcome by using a 32-faced polyhedron, which could reasonably estimate the shape of a sphere [123] .
Several other different tools exist in mathematical morphology. These tools allow textural extraction from the 3D dataset including:
• Local orientation of textures. This is achieved by opening of the image using a line structuring element and rotating the structuring element to get directional information of the image. Such information is useful to obtain information about the isotropy of textures. It has been used in analyzing 3D datasets of fibrous networks [125] .
• Global orientation of textures. While the combination of local orientations could give a good estimation on the global orientation, methods for directly determining global orientation also exist. The mean intercept length (MIL) is the most popular method to obtain this information. It generates several parallel lines in a certain direction in which the number of intercepts of the lines with the textures can be used for estimating the orientation. Such a method has been used in analyzing orientation of pores and vesicles in CT images of volcanic rocks [10] .
• Skeleton of the textures. In addition to using the distance transform, the skeleton of the texture could also be obtained by eroding the features up to a certain point where its homotopy is still preserved. Such a technique is often referred to as morphological thinning.
• Shape descriptors of textures through Minkowski functionals. The Minkowski functionals are geometric measures applied to binary structures, in which for n dimensional plane, n + 1 of such functional exists. Such functionals have been applied in 3D pore analysis of soil structure [126] . These functionals are:
The zeroth functional, Equation (5), calculates the mass of the object:
The first functional, Equation (6), is the integral over the surface δX of the unit. This is simply the total surface area of the object (units: length 2 ):
The second functional, Equation (7), is the mean curvature (units: length −1 ) of the surface area obtained from the previous functional. Both r1 and r2 define the minimum and maximum radius of the curvature:
The third functional, Equation (8), is the total curvature, which can be used to measure the topological properties of the object (convex, concave, or saddle).
Computational Geometry
One of the key features of µCT is that it can extract the three-dimensional representation of the samples, i.e., it is not subject to stereological error as in 2D-based image analysis. This permits more accurate geometrical representations of the sample, which then can be further exploited in order to extract shape representations (sphericity, surface area, aspect ratio, etc.) of the sample. Computational geometry is a systematic study of algorithms and data structures for geometric objects [127] , allowing users to extract features using the geometrical properties of the object.
The shapes of ore particles and grains are often irregular, i.e., a method is needed to approximate the shape of such objects using geometrical objects. One of the geometrical objects that can be used to approximate particles are a set of polygons. This can be achieved using the three major concepts in computational geometry: convex hull, Voronoi diagram, and Delaunay triangulation. Formal definitions of these concepts are available elsewhere [127] , but essentially all of these concepts make uses of convex polygons in order to represent an object, i.e., the object is tessellated into a set of convex polygons so that the properties of the object can be approximated from the properties of the polygons. One of the properties that can be obtained is the surface area of the object, which is useful to deduce the sphericity of the object.
Another way is to create a geometrical object that would bound all parts of the irregular shape inside it. This bounding object can be minimized so that it could better represent the sample. In computational geometry this is termed the minimum bounding object problem, and the bounding object can be a sphere or a box. The properties of the bounding object can describe features of the shape bounded by it. Furthermore, many of shape descriptors can be calculated if the major, minor, and intermediate dimensions of the object is known, e.g., the aspect ratio, elongation index, and flatness index [118] . This is illustrated in Figure 11 .
inside it. This bounding object can be minimized so that it could better represent the sample. In computational geometry this is termed the minimum bounding object problem, and the bounding object can be a sphere or a box. The properties of the bounding object can describe features of the shape bounded by it. Furthermore, many of shape descriptors can be calculated if the major, minor, and intermediate dimensions of the object is known, e.g., the aspect ratio, elongation index, and flatness index [118] . This is illustrated in Figure 11 . . Using geometry to extract shape features of a particle. (a) Scatter plots representing the particle; (b) convex hull of the particle; (c) minimum volume bounding box of the particle, which is the same as the bounding box for the convex hull (d). From the convex hull, convex surface area and solidity (ratio of convex volume and actual volume of a particle) can be obtained, while from the bounding box, major, intermediate, and minor dimensions of the particle can be obtained.
Computational geometry has been applied mainly in extracting shape parameters of a 3D volume obtained from µCT. Vecchio et al. [128] described the applications of bounding box in describing different types of particle shape, and the errors associated with it. Zhao et al. [118] investigated shape descriptors of a particle before and after fracture using convex hull of that particle, Figure 11 . Using geometry to extract shape features of a particle. (a) Scatter plots representing the particle; (b) convex hull of the particle; (c) minimum volume bounding box of the particle, which is the same as the bounding box for the convex hull (d). From the convex hull, convex surface area and solidity (ratio of convex volume and actual volume of a particle) can be obtained, while from the bounding box, major, intermediate, and minor dimensions of the particle can be obtained.
Computational geometry has been applied mainly in extracting shape parameters of a 3D volume obtained from µCT. Vecchio et al. [128] described the applications of bounding box in describing different types of particle shape, and the errors associated with it. Zhao et al. [118] investigated shape descriptors of a particle before and after fracture using convex hull of that particle, particularly its solidity. Pamukcu et al. [129] have used convex hulls to analyze glass inclusions in an igneous rock, in which it was stated such a method cannot properly describe non-convex inclusions. This limitation for non-convex particles is even illustrated in Figure 11 , where the particle shown is non-convex, and the convex hull of the particle differs significantly from the original particle. In general, this is the main limitation of computational geometry; errors always arise when regular objects (polygons) are used to estimate an irregular object (rock particles, grains).
In addition to polygons, spheres have also been used in approximating size and shape. The maximum inscribed sphere has been used by Van Dalen et al. [130] to measure the local thickness of a particle. By inscribing a sphere in each point of a particle, the thickness of that point can be obtained by the diameter of the maximum inscribed sphere at that point. The maximum inscribed sphere applied in a 3D distance transform map has been used to generate a new shape descriptor for particles called the bluntness index [116] . The index was able to distinguish blunt particles (spheroid) and sharp particles (cuboid) at a resolution as low as 5000 voxels per particle. Other uses of spheres includes maximum equivalent sphere diameter in describing melt inclusion sizes in garnets [131] as well as evaluating platinum and precious metal grains in various types of Cu-sulphide texture [132] .
Domain Transfer Function
As mentioned earlier, besides structural textures, stationary textures and patterns of the grains in the ore are also of interest. Stationary textures can be evaluated directly as the spatial relationship of the grayscale values of the voxels in the image, meaning that it does not require segmentation or classification of the mineral phases beforehand. On the other hand, such textures can also be evaluated as the spatial distribution of the mineral grains, which then would require segmentation between the mineral grains and the rock matrix prior to obtaining such distribution.
The spatial pattern of the phases can often be readily detectable by looking the image in another way, i.e., by transforming the image from spatial domain to frequency domain. Moreover, some mathematical operations are simpler in another domain, making the operation computationally less consumptive. This is the basic concept behind the Fourier series, in which it describes a function in a frequency domain through summation of simple sine waves. The Fourier series are especially well suited in analyzing the periodical nature of an image.
The Fourier method measures an object through a profile function, describing its radius (R) in different angles from 0 • to 360 • , as shown in Equation (9), in which a n and b n are the Fourier coefficients:
The value of n represents the number of harmonics, and different values describe different properties (signatures) of the object, namely form/shape (n ≤ 4), angularity (5 ≤ n ≤ 25), and texture (26 ≤ n ≤ 180) [133] . In other words, two objects with similar shape will have the similar Fourier series at lower frequency harmonics (n ≤ 4), but at higher frequency (26 ≤ n ≤ 180), their Fourier series are not necessarily similar; they depend on the surface textures of the objects [134] . In a three-dimensional plane, the spherical harmonic series is used instead, which is analogous to the Fourier series in 2D case [135] . Spherical harmonics has found its application in three-dimensional µCT analysis of shape and surface textures of aggregate particles [134] [135] [136] [137] .
Wavelet transform has a concept similar to Fourier, differing that the function still retains some of its spatial information while having also some new information about its frequency. There are several different wavelet families, with each of them having its own functional properties [138] . Wavelets, especially the discrete wavelet transform, has find its application in image processing, especially in image compression [139] and removing noise [140, 141] . A discrete function of f(n) can be represented as a weighted summation of wavelet function ψ(n) (mother wavelet) as well as the ϕ(n) scaling function (father wavelet), displayed in Equation (10):
Wavelets have been used extensively in describing rock textures in 2D images [110, [142] [143] [144] ], yet their use in 3D textural analysis is almost non-existent. In 3D µCT analysis, wavelets have also been used as an alternative for edge detection operators in measuring crack growth in rock CT volumes [67] . Similarly, Katunin et al. [145] used 3D wavelet transform to identify and classify different types of defects in composite structures.
The frequency information in an ore sample that is obtained by wavelet and Fourier analysis can offer a new type of information that could be useful in analyzing stationary textures, as it gives information on the spatial relationship of the phases in an ore, i.e., on how the phases are distributed over the space of the ore. Such information would be of utmost benefit when having 3D µCT data readily available.
Spatial Statistics and Co-Occurrence Matrices
Some textures have similar patterns that are observable across the whole volume. This makes the texture simpler to detect as it will have similar statistics across the volume. These kinds of textures can be addressed with spatial statistics as well as co-occurrence matrices. Local binary pattern, or LBP [146] , is one of the algorithms that evaluates the variability of the image spatially by using kernel operators. In this algorithm, a 3 × 3 convolution kernel is operated on the image. The kernel performs comparison of each pixel with its 8-neighborhoods, and label them accordingly. If the center pixel is greater than its neighbors, it will be assigned label 1, otherwise 0. Afterwards, there will be a total of 2 8 possible combinations of the output, and the histogram of this output is plotted to obtain a textural descriptor.
Despite its well-known application in describing textural features, LBP has mostly been used for medical CT images [147, 148] , and only recently it has been applied by Rahimov et al. for classifying different textures of CT image of carbonate rocks [149]. Rahimov's work considered textural classes based on the spatial correlation between the pores of different sizes and the solid phases. A similar method could potentially be applied in classifying textures based on spatial relationship between mineral phases in the sample, which is more relevant in terms of mineral characterization.
Spatial statistical tools such as co-variance and variograms can also be used to quantify stationary textures. Such tools define variability of two points in a texture, which is very useful when inferring the probability of the two points to belong to the same phase. It has also been used in 3D dataset of a fibrous network [125] . An example of these variograms is shown in Figure 12 .
Co-occurrence and autocorrelation features are another approach to extract textures from an image. Gray level co-occurrence matrices (GLCM) [150] are a quite well known image processing technique that measures how the gray level varies between the neighboring pixels. A GLCM is composed of an n × n matrix, in which n is the number of possible grayscale values in an image, i.e., 256 for an eight-bit grayscale image. The matrix shows how many times a pair of voxel values co-exists in a neighborhood, as well as the directional adjacency of such pairs. In a 3D volume, a voxel would have 26 neighborhood voxels and 13 specific directions of voxel pairs. This is illustrated for a simple 3 × 3 × 3 volume in Figure 13 . Semi-variogram for different textures, computed using a total 10,000 points in the texture. The variogram explains the relation between the variance (γ(h)) against the distance of two points in the texture (h), grouped in a bin width of 20. Texture (a) is more varied than (b), which explains the higher variance in the variogram (c) in comparison to (d). The variogram of texture (a) exhibits a cyclic nature due to the somewhat periodical occurrence of sulphide phases. Texture (b) exhibits upward trend in variance due to occurrence of amphiboles (light grey) in the top part of the texture. Neighborhood and directional voxel pairs in relation to GLCM analysis, adapted from Jardine et al. [24] . All three planes are in a 26-connected neighborhood of voxels, in which there exist 13 unique directional pairs with the origin voxel (0, 0, 0). Keep in mind that mirrored direction does Figure 13 . Neighborhood and directional voxel pairs in relation to GLCM analysis, adapted from Jardine et al. [24] . All three planes are in a 26-connected neighborhood of voxels, in which there exist 13 unique directional pairs with the origin voxel (0, 0, 0). Keep in mind that mirrored direction does not count as a unique direction, e.g., direction (0, 1, 0) has the same direction with (0, −1, 0), direction (0, 0, −1) has the same as (0, 0, 1), and so on.
The GLCM of an ore sample can be analyzed as such, as it shows us the correlations between gray values in a given direction. It is able to show how often a gray value co-exist together with another gray values, thereby giving an idea of how the host rock phase (lower gray values) associate with its mineral grains (higher gray values). Such correlations are shown in Figure 14 . The GLCM of an ore sample can be analyzed as such, as it shows us the correlations between gray values in a given direction. It is able to show how often a gray value co-exist together with another gray values, thereby giving an idea of how the host rock phase (lower gray values) associate with its mineral grains (higher gray values). Such correlations are shown in Figure 14 . Furthermore, the GLCM can also be quantified using the available 14 GLCM statistical parameters. Four of these parameters are related to stationary textures, namely energy, correlation, contrast, and homogeneity. The GLCM technique has recently been applied to 3D µCT drill core images [24] , where it was shown that there exists correlations between various textures and their respective GLCM statistics. However, such statistics captured only the bulk mineralogy (stationary Furthermore, the GLCM can also be quantified using the available 14 GLCM statistical parameters. Four of these parameters are related to stationary textures, namely energy, correlation, contrast, and homogeneity. The GLCM technique has recently been applied to 3D µCT drill core images [24] , where it was shown that there exists correlations between various textures and their respective GLCM statistics. However, such statistics captured only the bulk mineralogy (stationary textures); structural textures, such as coarse versus fine grained, were not observed to be correlated with the statistics. Such a technique is also very much dependent on the voxel pair direction chosen when calculating the GLCM, especially in cases where the ore texture is anisotropic. In such cases, several voxel pair directions might be needed to adequately quantify the textural characteristic of the sample, which consequently increase the computational expense of the GLCM technique [24] .
Summary of Data Analysis Methods
In this section, the methods that have been reviewed are summarized together with their related applications and case studies on mineral characterization. A flow diagram showing the applicability of these methods is shown in Figure 15 .
• Cases such as grain, pore, or particle size distribution analysis with µCT have been evaluated. These cases are most conveniently addressed using granulometry by opening. Improvements toward computational speed of such methods in 3D datasets have mostly been addressed by modification of the structuring element used.
• Shape analysis using µCT is more common for particulate samples; less emphasis has been put on grain shape analysis of intact ore. In these cases, computational geometry has been used, but there is always an error associated with it. Spherical harmonic series is another alternative, but it is yet more complex due to its analytical approach. Minkowski functionals allow straightforward calculations of shape descriptors, but they are limited to surface properties and topology of the shape.
•
Mineral phase segmentation can be addressed well using thresholding and unsupervised classification, provided that the target phases have enough attenuation contrasts. Additional measures must be taken when attempting to segment minerals with similar attenuations, in which such measures include dual energy µCT scanning, using lower voltage and smaller sample size, and using additional information acquired from another dataset (SEM-EDS, XRF). A more detailed summary on mineral phase segmentation with µCT is provided in Table 2 .
• Stationary texture analysis in 3D has been addressed using kernel operators (such as LBP), covariance and variograms, as well as co-occurrence matrices (such as GLCM). Such techniques are potentially capable to quantify stationary textures. As these techniques rely on spatial statistics, it is restricted to textures with similar statistics across the volume (isotropic and homogenous textures). Textures with high variability across the volume might be difficult to be accurately represented. Wavelet techniques could be an alternative in texture analysis, but its current development is lagging behind, especially for 3D µCT datasets.
Structural analysis, such as fractures, cracks, and pores, with µCT systems has also been evaluated by several researchers. The skeleton transform technique has been used in evaluating pore connectivity in a leaching column filled with ore particles. Cracks and fractures in a rock sample could be detected using wavelet analysis, or using local thresholding with a fracture mask. The latter technique has been shown to be capable of distinguishing fractures/cracks from pores. Figure 15 . Workflow showing different alternatives in characterization of ore sample using a µCT system and the resulting information. The colors indicate the applicability of the methods. Green indicates that the methods have been implemented for µCT analysis of ore samples. Blue is for methods that have not been implemented specifically for µCT mineral characterization but have been implemented for similar materials such as dirt particles, aggregates, metal powders, and rocks. Yellow is for methods that have only been implemented for µCT analysis of materials that have little similarity to ore samples, such as soil and fibrous networks. Table 2 . Summary of phase segmentation techniques applied in mineral characterization using µCT system.
Case Techniques Applicability
Segmentation between air (background or pores) and solid materials 1.
Otsu global thresholding [6, 21, 77, 119] 2.
Marker-controlled watershed segmentation [20, 22, 89, 119] 3.
Adaptive watershed segmentation [91, 92] 4.
ANN [107] 
5.
Feature-based random forest classifier [22] 1.
Implemented in most cases due to its simplicity 2.
Used to address touching particles 3.
Used for sample with highly varied particle size and shape 4.
Used for soil samples where the contrast is low 5.
Similar to number 2, but better result for finer particle sizes as it defines the particle boundaries better Figure 15 . Workflow showing different alternatives in characterization of ore sample using a µCT system and the resulting information. The colors indicate the applicability of the methods. Green indicates that the methods have been implemented for µCT analysis of ore samples. Blue is for methods that have not been implemented specifically for µCT mineral characterization but have been implemented for similar materials such as dirt particles, aggregates, metal powders, and rocks. Yellow is for methods that have only been implemented for µCT analysis of materials that have little similarity to ore samples, such as soil and fibrous networks. Table 2 . Summary of phase segmentation techniques applied in mineral characterization using µCT system.
Case Techniques
• In general, size, shape, and structural analysis of ore samples using µCT have been evaluated extensively by several researchers, as these parameters are best analyzed in 3D. Various data analysis methods devoting to evaluate these parameters are available with varying degree of accuracy and complexity. In relation to mineral characterization, an adequate estimation of size and shape of particulate samples could be useful in evaluating the processing behavior of such ore samples (more relevant to the field of process mineralogy and geometallurgy). Estimation on cracks and pores would be a good addition, as it could affect mineral liberation during comminution.
•
It can be suggested that the bottleneck of mineral characterization with µCT lies in the mineral segmentation and mapping. Most of the µCT applications in mineral characterization are highly limited to segmentation between the major phases, such as pores, gangues, and valuable minerals (high density phases). The establishment of µCT as a rapid, standalone, and automated mineralogical analysis is challenging, as the result of this study indicates that additional information (SEM-EDS, XRF, calibration with pure minerals, dual energy) are required to effectively segment between different mineral phases in the µCT dataset. Future works should also include how to effectively combine this additional information to the µCT data processing workflow.
Mineral texture analysis using µCT is a potential yet to be explored. Textural analysis with µCT systems is more prevalent with cases of soil, fibrous materials, as well as aggregates. In such materials the notion of texture is mostly limited to structural textures, such as morphology, surface texture (topology), and orientation. While these types of textures can be of importance in mineral characterization, the stationary textures (spatial patterns of the mineral grains) are also of interest. Various techniques have been developed to extract and quantify 3D stationary textures of ore samples. However, such techniques are currently limited to the computational expense of processing the large 3D dataset; further development is needed to optimize the computational performances of such techniques.
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